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Abstract. Web service composition refers to the creation of new (Web) services by combining
functionality provided by existing ones. A number of domain-specific languages for service compo-
sition have been proposed with consensus being formed around a process-oriented language known
as WS-BPEL (or BPEL). The kernel of BPEL consists of simple communication primitives that
may be combined using control-flow constructs expressing sequence, branching, parallelism, syn-
chronization, etc. We present a comprehensive and rigorously defined mapping of BPEL constructs
onto Petri net structures and use this for the analysis of various dynamic properties related to
unreachable activities, conflicting messages, garbage collection, conformance checking, and dead-
locks and lifelocks in interaction processes. We use a mapping onto Petri nets because this allows
us to use existing theoretical results and analysis tools. Unlike approaches based on finite state
machines, we do not need to construct the state space and can use structural analysis (e.g., tran-
sition invariants) instead. We have implemented a tool that translates BPEL processes into Petri
nets and then applies Petri-net-based analysis techniques. This tool has been tested on different
examples and has been used to answer a variety of questions.
Keywords: Business process modeling, Web services, BPEL, tool-based verification, Petri nets.
1 Introduction
There is an increasing acceptance of Service-Oriented Architectures (SOA) as a paradigm for
integrating software applications within and across organizational boundaries. In this paradigm,
independently developed and operated applications are exposed as (Web) services that com-
municate with each other using XML-based standards, most notably SOAP and associated
specifications [5]. While the technology for developing basic services and interconnecting them
on a point-to-point basis has attained a certain level of maturity, there remain open challenges
⋆ This work is supported by the Australian Research Council under the Discovery Grant “Expressiveness
Comparison and Interchange Facilitation between Business Process Execution Languages”.
when it comes to engineering services that engage in complex interactions with multiple other
services.
A number of approaches have been proposed to address these challenges. One such approach,
known as (process-oriented) service composition [9] has its roots in workflow and business
process management. The idea of service composition is to capture the business logic and
behavioral interfaces of services in terms of process models. These models may be expressed
at different levels of abstraction, down to the executable level. A number of domain-specific
languages for service composition have been proposed, with consensus gathering around the
Business Process Execution Language for Web Services, which is known as BPEL4WS [6] and
recently WS-BPEL [7] (or BPEL for short).
In BPEL, the logic of the interactions between a given service and its environment is de-
scribed as a composition of communication actions (send, receive, send/receive, etc). These
communication actions are interrelated by control-flow dependencies expressed through con-
structs corresponding to parallel, sequential, and conditional execution, event and exception
handling, and compensation. Data manipulation is captured through lexically scoped variables
as in imperative programming languages.
The constructs found in BPEL, especially those related to control flow, are close to those
found in workflow definition languages [3]. In the area of workflow, it has been shown that Petri
nets [26,30] provide an appropriate foundation for static verification. Tools such as Woflan [34]
are able to perform state-space-based and transition-invariant-based analysis on workflow mod-
els in order to verify properties such as soundness [1]. It is thus natural to presuppose that
static analysis can be performed on BPEL processes by translating them to Petri nets and
applying existing Petri net-analysis techniques. In particular, BPEL incorporates two sophisti-
cated branching and synchronization constructs, namely “control links” and “join conditions”,
which can be found in a class of workflow models known as synchronizing workflows formalized
in terms of Petri nets in [20].
By using Petri nets as an intermediate representation, we can build upon a large body of
theoretical results as well as techniques and tools for verifying properties such as liveness and
soundness [1]. In particular, we can use structural analysis techniques such as transition invari-
ants [25] to check certain properties without generating the state space of the process, which
can be very large and hinder the scalability of analysis techniques. As discussed later in the
paper, other tools for BPEL analysis construct the state space of the process for analysis pur-
poses. Our proposal also leverages on existing liveness and soundness-preserving transformation
rules [26] to reduce the size of the generated Petri net prior to analysis.
2
The work presented in this paper aims at validating the feasibility of using Petri nets for
static analysis of BPEL processes. The contributions are:
– A complete formalization of all control-flow constructs and communication actions of BPEL
in terms of a mapping to Petri nets. This formalization has served to unveil ambiguities
in the current BPEL specification which have been reported to the BPEL standardization
committee.3
– A tool (WofBPEL) that employs the output of the above mapping to perform three types
of analysis. These are: detection of unreachable tasks, detection of potentially conflicting
“message receipt” actions, and meta-data generation for garbage collection of unconsumable
messages to optimize resource consumption.
In addition, the mapping from BPEL to Petri nets, as proposed in this paper, has also been
used for conformance checking between process traces and a BPEL specification defining the
desired behavior of the process [2].
The remainder of the paper is organized as follows. Section 2 gives a brief introduction
to BPEL. Section 3 presents the mapping from BPEL to Petri nets. Section 4 discusses the
analysis of BPEL processes using the WofBPEL tool, and Section 5 presents an empirical
evaluation of the tool. The application of the proposed mapping to conformance checking is
briefly mentioned in Section 6. Section 7 provides a review of related work on formalization and
analysis of BPEL. Finally, Section 8 concludes and outlines future work. A complete formal
definition of the mapping from BPEL to Petri nets, including an abstract syntax of BPEL, is
given in an appendix attached at the end of the paper.
2 Overview of WS-BPEL
BPEL is designed to support the description of both behavioral service interfaces and executable
service-based processes. A behavioral interface (known as abstract process) is a specification of
the behavior of a class of services, capturing constraints on the ordering of messages to be sent
to and received from a service. An executable process defines the execution order of a set of
activities (mostly communication actions), the partners involved in the process, the messages
exchanged between partners, and reactions to specific events or faults.
Activities. A BPEL process definition relates a number of activities. Activities are split into
two categories: basic and structured activities. Basic activities correspond to atomic actions
3 See discussions associated to issues 189, 193 and especially 200 at the OASIS WS-BPEL website http:
//www.oasis-open.org/committees/tc home.php?wg abbrev=wsbpel.
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such as: invoke, invoking an operation on some web service; receive, waiting for a message
from an external partner; reply , replying to an external partner; wait , waiting for a certain
period of time; assign, assigning a value to a variable; throw , signaling a fault in the execution;
compensate, undoing the effects of already completed activities; exit , terminating the entire
service instance; and empty , doing nothing. Structured activities impose behavioral and exe-
cution constraints on a set of activities contained within them. These include: sequence, for
defining an execution order; flow , for parallel routing; switch, for conditional routing; pick ,
for capturing a race between timing and message receipt events; while, for structured looping;
and scope, for grouping activities into blocks to which event, fault and compensation handlers
may be attached (as described shortly). Structured activities can be nested and combined in
arbitrary ways, which enables the presentation of complex structures in a BPEL process.
Control links. The sequence, flow , switch, pick and while constructs provide a means of
expressing structured flow dependencies. In addition, BPEL provides another construct known
as control links which, together with the associated notions of join condition and transition
condition, support the definition of precedence, synchronization and conditional dependencies
on top of those captured by structured activity constructs. A control link between activities A
and B indicates that B cannot start before A has either completed or has been “skipped”.
Moreover, B can only be executed if its associated join condition evaluates to true, otherwise
B is skipped. This join condition is expressed in terms of the tokens carried by control links
leading to B. These tokens may take either a positive (true) or a negative (false) value. An
activity X propagates a token with a positive value along an outgoing link L iff X was executed
(as opposed to being skipped) and the transition condition associated to L evaluates to true.
Transition conditions are boolean expressions over the process variables (just like the conditions
in a switch activity). The process by which positive and negative tokens are propagated along
control links, causing activities to be executed or skipped, is called dead path elimination.
Control links may cross the boundaries of most structured activities. However, they must
not create cyclic control dependencies and must not cross the boundary of a while activity or a
serializable scope.4 Prior to our work, the interaction between structured activities and control
links was not fully understood, resulting in ambiguities and contradictions in the wording of the
BPEL specification [7]. Following our formalization effort, some of these issues were reported
4 Serializable scopes are not covered in this paper since they are not a control-flow construct and thus fall
outside the scope of this work. Instead, serializable scopes are fundamentally related to data manipulation.
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and discussed in the BPEL standardization committee, and changes to the specification’s word-
ing have been proposed, albeit not yet adopted (see footnote 3).
Also, whilst the control flow constructs of BPEL have been designed in a way to ensure
that no “individual” BPEL process execution can deadlock5, some combinations of structured
activities (in particular switch and pick) with control links can lead to situations where some
activities are “unreachable”. Consider the BPEL process definition in Figure 1 where both the
XML code and a graphical representation are provided. During the execution of this process,
either A1 or A2 will be skipped because these two activities are placed in different branches
of a switch and in any execution of a switch only one branch is taken. Thus, one of the two
control links x1 or x2 will carry a negative token. On the other hand, we assume that the join
condition attached to activity A3 (denoted by keyword “AND”) evaluates to true if and only
if both links x1 and x2 carry positive values. Hence, this join condition will always evaluate to
false and activity A3 is always skipped (i.e. it is unreachable).
Basic Activity
   <link name="x2"/>
   <link name="x1"/>
<links>
<process name="unreachableTask">
<flow name="FL" suppressJoinFailure="yes">
<switch name="SW">
   <case>
     <invoke name="A1">
       <sources>
     </invoke>
   </case>
        <source linkName="x1"/>       </sources>
   <otherwise>     
     <invoke name="A2">
       <sources>
     </invoke>
   </otherwise>
       </sources>         <source linkName="x2"/>
</switch>
     bpws:getLinkStatus(‘x1’) and bpws:getLinkStatus(‘x2’)
  <targets> 
   <target linkName="x1"/>
   <target linkName="x2"/>
   <joinCondition> 
   </joinCondition>
  </targets>
<invoke name = "A3"> 
</invoke>  
</process>
</flow>
AND
A1 A2
x2
x1
A3
SW
FL
c1 c2
Flow
Switch
Control Link
Legend:
</links>
Figure 1. Example of a BPEL process with an unreachable activity.
Event, fault and compensation handlers. Another family of control flow constructs in
BPEL includes event , fault and compensation handlers. An event handler is an event-action
rule associated with a scope. An event handler is enabled when its associated scope is under
execution and may execute concurrently with the main activity of the scope. When an occur-
rence of the event associated with an enabled event handler is registered (and this may be
5 Although it has not been formally proved that BPEL processes are deadlock-free, to the best of our knowledge
no example of a deadlocking BPEL process has been put forward. Also, Kiepuszewski et al. [20] proves that
synchronizing workflows (a subset of BPEL processes made up of elementary actions, control links, and
restricted forms of join conditions) are non-deadlocking. Here, we refer to “individual BPEL processes” as
opposed to “sets of interacting BPEL processes”.
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a timeout or a message receipt), the body of the handler is executed while the scope’s main
activity continues its execution. Fault handlers on the other hand define reactions to internal
or external faults that occur during the execution of a scope. Some of these faults may be
raised explicitly using the throw activity. Unlike event handlers, fault handlers do not execute
concurrently with the scope’s main activity. Instead, this main activity is interrupted before
the body of the fault handler is executed. Finally, compensation handlers, in conjunction with
the compensate activity, enable a process to undo the effect of a successfully completed scope.
When the compensate activity is executed for a given scope, the compensation handler of this
scope will be executed when it is available. This may involve the execution of the compensation
handlers associated to only the sub-scopes of the above given scope.
3 Mapping WS-BPEL to Petri Nets
In this section, we informally establish a mapping of BPEL onto Petri nets. We use plain Petri
nets (i.e. place/transition nets [26, 30]) and allow the usage of both labeled and unlabeled
transitions in capturing formal semantics of BPEL. The labeled transitions are used to model
basic activities (such as receive and invoke actions) and events. The labels encode meta-data
which is associated with the basic activities and events (e.g. names of message types sent or
received). These labels are used in the analysis techniques outlined in Section 4. The unlabeled
transitions, which we hereafter refer to as τ -transitions, represent internal actions that cannot
be observed by external users (i.e. silent steps). A complete formal definition of the mapping
from BPEL to Petri nets, including an abstract syntax of BPEL, is given in the Appendix.
3.1 Activities
We start with the mapping of a basic activity (X) shown in Figure 2, which also illustrates our
mapping approach for structured activities. The net is divided into two parts: one (drawn in
solid lines) models the normal processing of X, the other (drawn in dashed lines) models the
skipping of X.
X
Y
skippedX
"skip"
YXto_skip Xr
Xs
X
Xc
Xf
Figure 2. A basic activity.
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In the normal processing part, place rX (“ready”) models an initial state when it is ready
to start activity X before checking the status of all control links coming into X, and place fX
(“finished”) indicates a final state when both X completes and the status of all control links
leaving from X have been determined. The transition abstractly labeled X models the action
to be performed. This is an abstract way of modeling basic activities, where the core of each
activity is considered as an atomic action. Transition X has an input place sX (“started”) for
the state when activity X has started, and an output place cX (“completed”) for the state when
X is completed. Two τ -transitions (drawn as solid bars) model internal actions for checking
pre-conditions or evaluating post-conditions for activities.
The skip path is used to facilitate the mapping of control links, which will be described in
Section 3.2. The to skip and skipped places are respectively decorated by two patterns (a letter
Y and its upside-down image) so that they can be graphically identified.
In Figure 2, hiding the subnet enclosed in the box labeled X yields an abstract graphic
representation of the mapping for activities. This will be used in the rest of the paper.
Figure 3 depicts the mapping of structured activities with a focus on their normal behavior.
Next to the mapping of each activity is a BPEL snippet of the activity. More τ -transitions
(drawn as hollow bars) are introduced for the mapping of routing constructs. In Figure 3
and subsequent figures, the skip path of the mapping is not shown if it is not used. Also,
for simplicity, we use at most two sub-activities for illustration of the mapping of structure
activities, and this mapping can be easily generalized to arbitrary number of sub-activities.
A sequence activity consists of one or more activities that are executed sequentially. A
flow activity provides parallel execution and synchronization of activities. The corresponding
mappings in Figure 3(a) and (b) are straightforward.
A switch activity supports conditional routing between activities. In Figure 3(c), as soon
as one of the branches is taken in activity X the other needs to be skipped. Also, among the
set of branches in a switch activity, the first branch whose condition holds will be taken. In
Figure 3(c), this is modeled by the two τ -transitions annotated with z1 or ∼z1 ∧ z2, where z1
and z2 are boolean expressions capturing conditions for the branches with activity A or B,
respectively. Note that these are just annotations (i.e. comments), which are used to improve
the readability of the net and are not used in any analysis. Using plain Petri nets, the choice
between executions of conditional branches is modeled non-deterministically.
A pick activity exhibits the conditional behavior where decision making is triggered by
external events or system timeouts. It has a set of branches in the form of an event followed
by an activity, and exactly one of the branches is selected upon the occurrence of the event
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( a )  sequence
( d )  pick
( c )  switch( b )  flow
( e )  while ( f )  scope
name="X">
sX
rX
f X
cX
A
rA
fA
"~z" "z"
X
f X
rX
sX
cX
A
rA
fA
B
rB
fB
X
</flow>
activity B
activity A
name="X">
<flow
e1
e2
</onMessage>
</onAlarm>
</pick>
<onMessage
<onAlarm
>
<pick
name="X">
activity A
activity B
>
rX
f X
sX
cX
e1 e2
rA
fA
rB
fB
X
A
Y
B
Y
Y Y
sX
A
rA
fA
rX
B
rB
fB
cX
f X
X
activity A
activity B
name="X">
<sequence
</sequence>
z1
z2
name="X">
<switch
<case>
<condition>
</condition>
activity A    
</case>
<case>
<condition>
</condition>
activity B
</case>
</switch>
rX
f X
cX
fA
rA
fB
rB
"z "1
sX
"~z1
v
2z "
A B
Y Y
Y Y
X
fQ
cQ
Qr
sQ
<condition>
A
rA
fA
Q
!
to_continue Q
to_stopQ
snapshotQ
no_snapshotQ
C
X
:)
name="Q">
activity A
<scope
</scope>
z
</condition>
activity A
<while
</while>
Figure 3. Structured activities (normal behavior).
associated with it. There are two types of events: message events (onMessage) which occur
upon the arrival of an external message, and alarm events (onAlarm) which occur upon a
timeout. In Figure 3(d), a pick activity is modeled in a similar way as a switch activity, except
for the two transitions, labeled e1 or e2, which model the corresponding events. As compared
to the two local τ -transitions annotated with branching conditions in the mapping of a switch
activity (in Figure 3(c)), the event transitions e1 and e2 (in Figure 3(d)) are global transitions
enabled upon external or system triggers. Note that external events are part of the environment
and system timeouts are concerned with the entire process. Both are not modeled at the level
of BPEL activities, and thus are not shown in Figure 3(d).
A while activity supports structured loops. In Figure 3(e), activity X has a sub-activity A
that is performed multiple times as long as the while condition (z) holds and the loop will exit
if the condition does not hold any more (∼z).
A scope provides event and exception handling. It has a primary activity (i.e. main activity)
that defines its normal behavior. To facilitate the mapping of exception handling, we define four
flags for a scope, as shown in Figure 3(f). These are: to continue, indicating the execution of
the scope is in progress and no exception has occurred; to stop, signaling an error has occurred
and all active activities nested in the scope need to stop; snapshot, capturing the scope snapshot
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defined in [7] which refers to the preserved state of a successfully completed uncompensated
scope; and no snapshot, indicating the absence of a scope snapshot.
The mapping of skipping an entire structured activity is shown in Figure 4. To capture
the control dependency generated by structural constructs like sequence, we define separately
the mapping of skipping a non-sequence activity (i.e. flow, switch, pick, while, or scope) in
Figure 4(a), and the mapping of skipping a sequence activity in Figure 4(b). In both mappings,
a skipping place is added to specify an intermediate state when the structured activity (X)
waits for all its sub-activities (A and B) to be skipped before X itself can be skipped. In
Figure 4(a), when a non-sequence activity is skipped, all its sub-activities will be skipped in
parallel. In Figure 4(b), when a sequence activity is skipped, all its sub-activities need to be
skipped in the same order as their normal occurrences in the sequence, in order to preserve
control dependencies between these sub-activities.
( a )  skipping a non−sequence activity
X
Yto_skipX
Y
skippedX
"skip  "fin
"skip"
IskippingX
rX
.
.
.
.
.
.
rA
fA
Y
Y
A
rB
fB
Y
Y
B
X
( b )  skipping a sequence activity
.
.
.
.
.
.
sX
rX
rA
fA
Y
Y
A
fB
rBY
Y
B
cX
fX
Y
I
Y
to_skipX
skippingX
"skip  "fin
skippedX
"skip"
X
f
Figure 4. Skipping structured activities.
3.2 Control Links
Control links are non-structural constructs used to express synchronization dependencies be-
tween activities. Figure 5 depicts the mapping of control links using an example of a basic
activity. The given BPEL snippet specifies that activity X is the source of links X out1 to X
out
n
and the target of links X in1 to X
in
m . Each control link has a link status that may be set to true
or false, as represented by place lst (“link status true”) or lsf (“link status false”).
The subnet enclosed in the box labeled Loutx specifies the mapping of outgoing links from
activity X. Once X is complete, it is ready to evaluate transition conditions, which determine
the link status for each of the outgoing links. Since transition condition expressions are part
of the data perspective, they are not explicitly specified in the mapping and their boolean
evaluation is modeled non-deterministically. Next, the subnet enclosed in the box labeled Linx
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<transitionCondition> 
X
X
sX
rX
fX
X
XL
in
in
1
lst
.
boolean
(mapping
of )βX
BNX
lsf
lsf
lst
jcf
jct
net
X
in
in
in
1
m
m
.
.
"sjf"
. . .
lst
lsf
lst
lsf
tc
tc
X
outL
out
out
out
out
out
out
n
n
1
1
1
n
.
.
.
X
jlsin X
in
jis the status of control link
where j=1, 2, ... , m.
,[note]
outtcn
out
1tc
.
.
.
.
.
.
Xoutn<source linkname=" ">
Xin1<target linkname=" ">
Xinm<target linkname=" ">
Xout1<source linkname=" ">
βX lsin1 , ... , mlsin( )
<targets>
<joinCondition>
</transitionCondition> 
</source>
</sources>
</joinCondition>
<activityX suppressJoinFailure="yes">
<sources>
</transitionCondition> 
</source>
</targets>
</activityX>
<transitionCondition> 
c
Figure 5. A basic activity with control links.
specifies the mapping of incoming links to activity X. A join condition is defined as a boolean
expression (e.g. βX (ls
in
1 ,...,ls
in
m )) in the set of variables representing the status of each of the
incoming links. It is mapped to a boolean net (BNx), which takes the status of all incoming
links as input and produces an evaluation result as output to place jctx (“join condition true”)
or jcfx (“join condition false”). The definition of this boolean net is given in Appendix A.2.
If the join condition evaluates to true, activity X can start as normal. Otherwise, a fault
of join failure occurs. A join failure can be handled in two different ways, as determined by
the suppressJoinFailure attribute associated with X. If this attribute is set to yes, the join
failure will be suppressed, as modeled by transition “sjf” (“suppress join failure”). In this case,
the activity will not be performed and the status of all outgoing links will be set to false. This
is known as dead path elimination in a sense that suppressing a join failure has the effect of
propagating the false link status transitively along the paths formed by control links, until a join
condition is reached that evaluates to true. An activity for which a join failure is suppressed,
will end up in the “finished” state as if it is completed as normal, and thus the processing of
any following activity will not be affected. Otherwise, if suppressJoinFailure is set to no, a
join failure needs to be thrown, which triggers a fault handling procedure (see Section 3.4).
Figure 6 depicts the mapping of skipping a basic activity with control links, where the skip
path is drawn in dashed lines. Such an activity X, if asked to skip, cannot be skipped until the
status of all incoming links have been determined. Since the value of incoming link status does
not affect the skipping behavior of X, place jcv
X
is used to collect either true or false result
of join condition evaluation when X needs to be skipped. In this way, we capture the control
dependency between X and the source activity of each of the incoming links to X. As soon as
activity X is skipped, the dead path elimination for any outgoing links from X is also captured.
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nY
. . .
"skip"
jcvX
Yto_skipX
cX
sX
X
rX
fX
X
skippedX
L
out
.
.
X
inL
X
X
X
out
lsf
1
.
.
. .
. . .
.
.
. . .
.
lsf
jcf
jct
out
Figure 6. Skipping a basic activity with control links.
We now extend the mapping of control links for structured activities. This is shown in
Figure 7 which includes mappings for both (a) normal behavior and (b) skipping behavior of a
non-sequence activity. The mapping for a sequence activity can be extended in a similar way.
In Figure 7(a) for the mapping of suppressing a join failure for activity X, place to fX is added
to capture an intermediate state when X waits for its sub-activities A and B to be skipped,
before X enters into the “finished” state (fX) and initiates the dead path elimination for its
outgoing links. The mapping of skipping a structured activity with control links in Figure 7(b)
can be easily followed according to the mapping for a basic activity shown in Figure 6.
( b ) skipping behaviour
X
.
.
.
rX
.
.
.
sX
rA
fA
Y
Y
A
rB
fB
Y
Y
B
fX
jct X
L
jcfX
X
in
L
out
.
.
1
lsf
lsf
X
out
out
n
. . .
.. .
.
. ..
. . .
( a )  normal behaviour
"sjf"
X
fin
to_fX
"sjf   "
cX
.
.
.
fX
sX
rX
.
.
.
rAY
Y fA
A
rBY
Y fB
B
fin"skip   "
I
Y
Y
jcvX
skippingX
jct X
L
jcfX
X
in
L
out
.
.
1
lsf
lsf
X
out
out
n
. . .
.. .
.
. ..
. . .
X
"skip"
c
Figure 7. A (non-sequence) structured activity with control links.
As an example, Figure 8 depicts the mapping of the BPEL process shown in Figure 1.
The four transitions “tt”, “ff”, “tf” and “ft”, together with their incoming arcs (from places
“lstx1”, “lsfx1”, “lstx2” and “lsfx2”) and outgoing arcs (to places “jctA3” and “jcfA3”), constitute
the boolean net specifying the join condition for activity A3. Note that for simplicity some skip
paths (e.g. the skip path of activity A3) that are not used are not shown in this figure. Also,
the execution of the entire Petri net shown in Figure 8 will be described in Section 4.1.
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YFL
rFL
cFL
fFL
cSW
fSW
X1
X2
rSW
sSW
2c ""~c1
v
1"c "
A1r
A1c
A1s
A1
A2s
A2c
A2r
A2
A2fA1f
A3r
A3s
A3
A3c
A3f
3jctA
3jcfA1lsfX
X2lst
2lsfX
1lstX
tc
tc
"tt"
"ff"
"tf"
"ft"
Y Y
Y
s
Figure 8. Mapping of the BPEL process shown in Figure 1.
3.3 Event Handlers
A scope can provide event handlers that are responsible for handling normal events (i.e. mes-
sage or alarm events) that occur concurrently while the scope is running. A message event
handler can be triggered multiple times if the expected message event occurs multiple times,
and an alarm event handler, except for a repeatEvery alarm, can be invoked at most once
(upon timeout). The repeatEvery alarm event occurs repeatedly upon each timeout, and the
corresponding event handler can be invoked multiple times as long as the scope is active.
We discuss a couple of decisions made for the mapping of event handlers. First, since no
control links are allowed to cross the boundary of event handlers, each event handler can be
viewed as an independent unit within a scope. Second, the event handler is invoked if the
expected event occurs no matter whether it is a message event or an alarm event. Thus, it is
not necessary to distinguish between the mappings of two different types of event handlers.
Figure 9 depicts the mapping of a scope (Q) with an event handler (EH). The four flags
associated with the scope (see Figure 3(f)) are omitted as they will not be used in this mapping.
The subnet enclosed in the box labeled EH specifies the mapping of event handler EH. As soon
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as scope Q starts, it is ready to invoke EH. Meanwhile, event enormal is enabled and may occur
upon an environment or a system trigger. When enormal occurs, an instance of EH is created, in
which activity HE (“handling event”) is executed. EH remains active as long as Q is active.
Finally, event enormal becomes disabled once the normal process of Q (i.e. Q’s main activity A)
is finished. However, if a new instance of EH has already started when enormal is disabled, it is
allowed to complete. The completion of the whole scope is delayed until all active instances of
event handlers have completed. Hence, by using place enabled in the mapping, we are able to
avoid the situation where the event handler can still be triggered if the corresponding event
occurs after the normal process of the scope has completed. Such case violates the semantics
of “disablement of events” defined in Section 13.5.5 of [7].
<onAlarm  
.
.
.
Af
Qc
Qf
Q
Qs
r
Qnormal
fHE
to_invokeEH
enormal    
  



A
Ac
r
A
r
HE
HE
enabled
EH
enormal
enormal
Example BPEL code 1:
<eventHandlers>
</onMessage>
</eventHandlers>
<scope name="Q">
</scope>
activity A
activity HE
<onMessage  >
Example BPEL code 2:
<eventHandlers>
<scope name="Q">
</eventHandlers>
</scope>
activity A
</onAlarm>
activity HE
>
Figure 9. A scope with an event handler.
It is worth noting that “unlike alarm event handlers, individual message event handlers are
permitted to have several simultaneously active instances” (Section 13.5.7 of [7]). The mapping
in Figure 9 allows an event handler to have at most one active instance at a time. By adding
an arc from transition enormal to place to invokedEH, multiple active instances of an event handler
may be invoked simultaneously. This however will cause place to invokedEH and thus the net to
be unbounded, and the analysis of an unbounded net is a problem with a high computational
complexity. To avoid an unbounded net, we consider another approach in which the subnet
enclosed in the box labeled EH is duplicated to n subnets to capture at most n active instances
of an event handler simultaneously. This results in a 1-safe net [30] which can be analyzed based
on the maximal number (n) of simultaneously active instances of an event handler allowed in
the process. The interested readers may refer to [28] for the details of this net.
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3.4 Fault Handling
Three types of faults may arise during the process execution [7]. These are: application faults (or
service faults), which are generated by services invoked by the process, such as communication
failures; process-defined faults, which are explicitly generated by the process using the throw
activity; and system faults, which are generated by the process engine, such as join failures.
Each scope has at least one fault handler . If a fault occurs during the normal process of
a scope, it will be caught by one of the fault handlers within the scope. The scope switches
from normal processing mode to fault handling mode. A scope in which a fault has occurred is
considered a faulty scope, no matter whether or not the fault can be handled successfully.
Figure 10 depicts the mapping of a scope (Q) with a fault handler (FH), using the example
of a “join failure” fault (see Section 3.2). The subnet enclosed in the box labeled FH, excluding
the dashed arcs to/from transition “efault”, specifies the general mapping of a fault handler. It
has a similar structure as the mapping of an event handler with the following differences.
jcf
. .
. . .<target linkname= >
.
.
.
.
.
.
</activityA>
<joinCondition>
</joinCondition>
</targets>
</activityX>
</scope>
<targets>
<activityA>
<activityX
suppressJoinFailure="no">
</catch>
</faultHandlers>
<catch
faultname="bpws: joinFailure">
<faultHandlers>
<scope name="Q">
activity HF
[note]  X is directly enclosed in scope Q.
.. .
.. .
to_invokeFH
invokedFH
HFf
"e "fault
f
HFr
HF
X
r
s
Q
Q
A
A
Q
Q
r
r
s
c
f
f
c
X
X
X
X
X
Q
A
FH
X
X
C
X
! :)
jct
.
Figure 10. A fault handler (with dashed arcs and places added for handling a join failure fault).
Firstly, as compared to the normal events defined within event handlers, faults that may
arise during a process execution can be considered as fault events. Transition “efault” represents
a such fault event, and upon its occurrence, the status of scope Q changes from to continue to
to stop (see Figure 3(f) for the definition of these two flags). All activities that are currently
active in Q need to stop, and any other fault events that may occur are disabled. In this way,
we ensure that no more than one fault handler can be invoked for the same scope.
Secondly, a fault handler, once invoked, cannot start its main activity HF (“handling fault”)
until the main activity has terminated in the associated scope. This results in an intermediate
state, as captured by place invokedFH, after the occurrence of efault but before the execution of
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HF. We will not describe the mapping of activity termination here (see Section 3.6), except
to mention that an activity being terminated will end up in the “finished” state. For example,
in Figure 10, if activity A is required to terminate, place fA will get marked upon termination
of A. The arc from place fA to the input transition of place rHF, ensures that activity HF cannot
start until the normal process of scope Q has terminated.
Finally, if the fault has been handled successfully, any control links leaving from scope Q
will be evaluated normally. Accordingly, in Figure 10, place cQ will get marked, whereas the
status of Q will change from to stop to no snapshot (see Figure 3(f) for the definition of these
two flags) to indicate that a fault has occurred during Q’s normal performance.
We instantiate the general mapping of a fault handler for a “join failure” fault (by adding
dashed places and dashed arcs in Figure 10). The occurrence of a fault event (efault) will be
triggered if the join condition evaluates to false (place jcf
X
being marked) and activity X is
ready to start (place rX being marked). The arc from transition “efault” to place sX allows to
continue the flow in the normal process of scope Q. This is necessary in the mapping of activity
termination (see Section 3.6) which requires a dry run of the uncompleted activities in a scope.
Another example, as shown in Figure 11, is the mapping of a fault handler for handling a fault
triggered upon the occurrence of a throw activity. In this case, the action of throwing a fault
(modeled by transition labeled throw) itself resembles the corresponding fault event.
The above throw activity in A
.. .
Af
Qc
rthrow
sthrow
cthrow
fthrow
.. .
Q
Q
A
r
s
r
Qf
C
X
!
:)
snapshotQno_snapshotQ
HFr
HFf
throw
A
Q
to_invokeFH
FHinvoked
FH
HF
.
.
.
.
.
.
</scope>
</faultHandlers>
</catch>
<activityA>
</activityA>
<throw faultName="fault"/>
<faultHandlers>
<catch faultName="fault">
<scope name="Q">
activityHF
[note]
is directly enclosed in scope Q.
Figure 11. A fault handler for handling a fault triggered upon the occurrence of a throw activity.
The above mapping of fault handling can be extended to cover three more complicated
situations. The resulting nets from the extended mappings are easy to obtain given discussions
below and are thus not included here. The interested readers may refer to [28] or Appendix A.2
(attached to the end of this paper) for the details of these nets.
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– Handling faults thrown by fault handlers. If a fault handler cannot resolve a fault being
caught or another fault occurs during the fault handling, both faults need to be (re)thrown
to the (parent) scope that directly encloses the current scope, and therefore invoke the
corresponding fault handlers associated with the parent scope.
– Handling faults occurred in a scope with event handlers. Event handlers are considered as
part of the normal process of a scope. When a fault occurs in a scope, any active instance
of an event handler attached to the scope needs to terminate. The mapping of handling a
fault occurred in a scope with event handlers, can be basically obtained by combining the
mapping of event handling (Figure 9) and the general mapping of fault handling (Figure 10)
for the scope. Also, additional arcs are needed to capture that: a) all instances of the event
handler must terminate before the fault handling starts; and b) no further instantiations of
the event handler are allowed once the scope becomes faulty.
– Dead path elimination for control links leaving from fault handlers. We assume a fault
handler FH within scope Q. There are four possible cases of dead path elimination for
control links leaving from FH: a) FH is invoked, and during its execution it is determined
that the status of some of its outgoing links should be set to false; b) scope Q is completed
successfully, in which case, none of the fault handlers in Q can be executed and the status
of all control links leaving from these fault handlers are set to false upon completion of
Q; c) Q needs to be skipped, and again none of the fault handlers in Q may be executed
and all outgoing link status are set to false when Q is being skipped; and d) another fault
handler FH
′
is invoked in scope Q, which disables the execution of fault handler FH, and
as a result, the status of all outgoing links from FH are set to false upon invocation of FH
′
.
3.5 Compensation
A fault handler or the compensation handler of a given scope, may perform a compensate
activity to invoke the compensation of one of the (sub-)scopes nested within this scope. The
compensation handler of a scope is available for invocation only if the scope has a scope snapshot
(see Section 3.1). Otherwise, the compensation handler will not be available, and invoking a
compensation handler that is unavailable is equivalent to an empty activity (i.e. a “no-op” [7]).
Figure 12 depicts the mapping of handling the compensation of a given scope (Q1), as
invoked by the compensate activity within a fault handler (FH) or compensation handler (CH)
of the parent scope (Q) of Q1. The transition labeled compensate models the atomic action of
invoking a compensation. Upon its occurrence, it is ready to invoke the compensation handler
CH1 of scope Q1. However, transition “invoke” will occur only if Q1 has a scope snapshot, and
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Figure 12. Handling compensation invoked by the compensate activity.
upon its occurrence, activity HC1 (“handling compensation” of Q1) will be carried out and
consequently the scope snapshot of Q1 will be removed. If Q1 does not have a scope snapshot,
the attempt to invoke CH1 results in an empty action, as captured by transition “no-op”. The
compensate activity will end upon the completion of either the compensation of Q1 or the
empty action, and the performance of activity HF or HC can be continued.
Similarly to fault handlers, a compensation handler may also throw a fault that occurs
during compensation. For example, in Figure 12, a fault that occurs during the execution of
activity HC1, is treated as a fault within the scope (Qc) that directly encloses the compensate
activity used for the compensation of scope Q1. Hence, if this fault is thrown, it will be caught
by the corresponding fault handler within scope Qc .
3.6 Termination
This subsection presents the mapping for BPEL constructs that terminate (i.e. cancel) the
execution of activities: a) termination of a scope due to a fault and b) termination of an entire
process upon the occurrence of an exit activity.
Termination of a scope due to a fault The main activity of a scope needs to terminate
when the scope is faulty. If the fault has been handled successfully, the scope will end as if it
is completed normally and thus the processing of its parent scope will not be affected. Also,
the control dependencies should be preserved, Hence, for the mapping of activity termination,
we adopt an approach of conducting a dry run of the activity without performing its concrete
actions (i.e. the core action of each basic activity) nor allowing it to process any normal events.
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We assume that a basic activity X is directly enclosed in scope Q. The mapping for the
termination of activity X is illustrated in Figure 13. The core action of X (modeled by transi-
tion X) can be performed only if scope Q is allowed to continue its normal process. Otherwise,
if Q needs to stop, the core action of X is bypassed, as captured by the τ -transition “bypass”.
The mapping of bypassing a normal event can be defined in a similar way. As mentioned in
Section 3.4, when a fault occurs in scope Q, the status of Q changes from to continue to to stop.
X
"bypass"
Qto_stop
C
Qto_continue
Xs
Xc
rX
Xf
X
X
Figure 13. Termination of a basic activity.
We now consider that the above scope Q is enclosed in a hierarchy of scopes from Q1
(innermost) to Qn (outermost). Every basic activity (e.g. activity X) that is directly enclosed
in Q, needs to check if each of its ancestor scopes is allowed to continue or needs to stop, i.e., if
a token is present in either the place to continue or to stop. Suppose that scope Qn is required
to terminate. When a token is put in the to stop place of Qn , a propagation process takes
place whereby for each scope Qi nested within Q
n (i.e. Qi ∈{Q,Q
1,Q2,...,Qn−1}), the token in
the to continue place of Qi is moved to the to stop place of Qi . This propagation process is
schematically illustrated in Figure 14.
Two things are worth noting. First, if a scope Q is already faulty when one of its ancestor
scopes needs to terminate, “the already active fault handler (for Q) is allowed to complete”
(Section 13.4.4 of [7]). This means that, in such a case, the execution of a basic activity or
the processing of a normal event within a fault handler will not be affected. Second, BPEL [7]
defines for each scope a termination handler , which will be invoked if that scope is in normal
process but is forced to terminate as one of its ancestor scopes needs to terminate due to a
fault. The termination handler for scope Q is responsible for compensation of all successfully
completed scopes nested within Q. It may be viewed as a special fault handler that cannot throw
any fault during its performance. The mapping shown in Figure 14 can be easily extended with
a subnet for each scope, which captures the semantics of the termination handler for that scope.
The interested readers may refer to [28] or Appendix A.2 for more details.
Termination of a process due to an exit activity In BPEL, the termination of an
entire process is triggered by the execution of an exit activity within the process. When the
process needs to terminate, “all currently running activities MUST be terminated as soon
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Figure 14. Termination of a basic activity enclosed within a hierarchy of scopes.
as possible without any fault handling or compensation behavior” (Section 14.6 of [7]). The
process termination can be mapped as follows:
– Two new flags, no exit and to exit , are defined for the process scope to indicate if it needs
to terminate. A process will be in the status of no exit from the beginning to the end unless
an exit activity occurs, which changes the process status from no exit to to exit .
– Every basic activity or normal event needs to check for the presence of a token in the place
no exit or to exit (which represents the corresponding flag), and will be bypassed if a token
is present in the to exit place. This applies to all basic activities and normal events in the
entire process, including those within the fault handlers and the compensation handlers.
3.7 Interacting Processes
The mapping presented in the previous subsections focuses on an individual BPEL process.
Given that Petri nets are a formalism suitable for modeling communication aspects [8], it is
not difficult to extend the mapping to capture the behavior of interacting BPEL processes.
In BPEL, there are three types of communication actions: invoke, receive and reply. An
invoke activity may refer to: a) an asynchronous “one-way” operation, in which case, the
invoke represents an individual send action; or b) a synchronous “request-response” operation,
in which case, the invoke represents a pair of send and receive actions where a sender makes a
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request to a receiver and waits for a response before continuing to process. A receive activity
allows the process to block and wait for a matching message to arrive, whilst a reply activity
is used to send a response to a request that was previously accepted via a receive activity.
Also, a message receipt event that triggers either an onMessage branch of a pick activity or
an onEvent (message) event handler, is a receive-like construct and is thereby treated in much
the same manner as a receive activity.
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Figure 15. A Petri net model of two interacting BPEL processes.
As an example, Figure 15 shows a Petri net model of two interacting processes P1 and
P2. Process P1 has an invoke activity (A) which invokes a “request-response” operation on
process P2, and the operation corresponds to a couple of receive (B1) and reply (B2) activities
in P2. Each of the three activities, A, B1 and B2, can be mapped to a Petri net in a similar
way as illustrated in Figure 2. The invoke activity A consists of two atomic actions: one for
sending the request (modeled by transition invoke s) and the other for receiving the response
(modeled by transition invoke r). The place wA (“waiting”) between transitions invoke s and
invoke r models an intermediate state when P1 waits for the response from P2 after the request
has been sent to P2. The interaction between P1 and P2 is captured by two places called
request and response. The request place, with an incoming arc from transition invoke s and an
outgoing arc to transition receive, is used to convey the request from process P1 to P2, upon
the execution of activity A. Similarly, the response place, with an incoming arc from transition
reply and an outgoing arc to transition invoke r, is used to convey the response from P2 to P1,
upon the execution of activity B2. Finally, two transitions (drawn in dashed borders), namely
request lost and response lost, model the loss of messages over a lossy communication medium.
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4 Automated Analysis
The output of the mapping from BPEL to Petri nets defined in the previous section can be
used to perform formal verification and analysis of BPEL processes on the basis of existing
Petri net analysis techniques. The WofBPEL tool [29], built using Woflan [34], implements
such functionality when coupled with its companion BPEL2PNML tool. Figure 16 depicts the
role of WofBPEL and BPEL2PNML in the analysis of BPEL processes. The BPEL process
code may be manually written or generated from a BPEL design tool, e.g. Oracle BPEL
Designer. BPEL2PNML takes as input the BPEL code and produces a file conforming to the
Petri Net Markup Language (PNML) syntax. This file can be given as input to WofBPEL
which, depending on the selected options, applies a number of analysis methods and produces
an XML file describing the analysis results. It may also be used as input to general-purpose
Petri net analysis tool, e.g. PIPE.6 In addition, the PNML file obtained as the output from
BPEL2PNML also includes layout information, and can thus be used to generate a graphical
view of the corresponding Petri nets. Both BPEL2PNML and WofBPEL are available under
an open-source license at http://www.bpm.fit.qut.edu.au/projects/babel/tools.
analysis result
BPEL2PNML
BPEL code
BPEL Design Tool
(e.g. Oracle BPEL Designer)
WofBPEL
XML Browser
(e.g. PIPE editor, DOT)
Petri net
Graphical Visualiser
(e.g. PIPE Analyzer)
Petri net Analysis Tool
General−purpose
(with layout info)
PNML
(XML documents)
Figure 16. Analyzing BPEL processes using WofBPEL and BPEL2PNML.
The current WofBPEL tool can perform the following three types of analysis:
– Detecting unreachable activities in a BPEL process such as the situation illustrated in
Section 2. This analysis may be performed using two methods as discussed in Section 4.1.
– Detecting violations of the BPEL constraint stating that there can never be two simulta-
neously enabled activities that may consume the same “type of message”, where a “type
of message” is described by a combination of a partner link, a port type and an operation.
Details on how this analysis is performed are given in Section 4.2.
6 https://sourceforge.net/projects/petri-net.
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– Performing a reachability analysis to determine, for each possible state of a process exe-
cution, which types of messages may be consumed in future states of the execution. The
result of this analysis can be used by a BPEL engine for resource management. Rather than
keeping a given message in the queue of inbound messages until the message is consumed
or the process instance to which the message is associated completes, the message may be
discarded as soon as it is detected that no future activity may consume the corresponding
type of message. Details of this analysis are given in Section 4.3.
The above three types of analysis are concerned with analysis of individual processes. In ad-
dition, our mapping from BPEL to Petri nets can also be used to analyze interacting processes.
This issue is discussed in Section 4.4.
4.1 Detection of Unreachable Activities
The WofBPEL tool can detect unreachable activities in a BPEL process, such as the one
illustrated in Figure 1, for which the corresponding net is shown in Figure 8. Specifically,
WofBPEL is able to detect that all possible runs starting from the initial state (represented
by the marking with one token in the designated input place, e.g. rFL in Figure 8) and leading
to the desired final state (represented by the marking with one token in the designated output
place, e.g. fFL in Figure 8). If we assume that the goal of the Petri net is to move from the
initial state to the desired final state, then transitions that are not covered by any runs clearly
indicate an error, because they cannot contribute in any way to achieving this goal. As a result,
WofBPEL will report that activity A3 in the original BPEL process (as modeled by transition
A3 in Figure 8) does not appear in any possible run starting from the initial state to the desired
final state (i.e. it is unreachable). The reason for this is that transition “tt” will never fire. For
“tt” to fire, there needs to be a token in both places lstx1 and lstx2. However, the paths leading
from the initial place (rFL) to these two places are disjoint: an exclusive choice between these
paths is made at place sSW.
To perform this unreachability analysis, WofBPEL relies on two different methods, namely
relaxed soundness and transition invariants. The former is complete but more computationally
expensive than the latter. Relaxed soundness [10] takes into account all possible runs to get
from the initial state to the desired final state. Every transition which is covered by any of these
runs is said to be relaxed sound. On the other hand, transitions that are not covered by these
runs are called not relaxed sound. However, to check for relaxed soundness we need to compute
the full state space of the Petri net, which might take considerable time, especially given the fact
that our mapping will generate a lot of parallel behavior. Even switch and pick activities are
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mapped onto parallel behavior, as the unchosen branches need to be skipped. Hence, computing
relaxed soundness might be a problem. To alleviate this state space problem, we can replace
the relaxed soundness by transition invariants.
Transition invariants has been experimentally shown to outperform state space methods
and is able to deal with complex processes [33]. Basically, a transition invariant is a multiset of
transitions that cancel out, that is, when all transitions from the multiset would be executed
simultaneously, then the state would not change. It is straightforward to see that any cycle
in the state space has to correspond to some transition invariant. However, not all transitions
in the state space will be covered by cycles. For this reason, we add an extra transition that
removes a token from the designated output place and puts a token into the designated input
place. As a result, every run from the initial state to the desired final state will correspond to
a transition invariant, and we can use transition invariants instead of relaxed soundness to get
correct results. However, the results using transition invariants are not necessarily complete,
because transition invariants might exist that do not correspond to any runs in the Petri net.
This discrepancy is due to the fact that transition invariants totally abstract from states.
They more or less assume that sufficient tokens exist to have every transition executed the
appropriate number of times.
4.2 Detection of Conflicting Message-Consuming Activities
The BPEL specification [7] states that “a business process instance MUST NOT simultaneously
enable two or more receive activities for the same partnerLink, portType, operations and
correlation set(s)” (Section 11.4 of [7]).7 In other words, activities that can consume the same
message event may not be simultaneously enabled. Message events are considered the same if
they have identical partner links, port types, operations and optionally identical correlation sets.
Activities that handle message events are receive activities, pick activities, and event handlers.
Figure 17 depicts an example of a BPEL process which involves two conflicting receive activities
rcv1 and rcv3. Correlation sets are not used in this example, and thus each message event is
identified by a partner link, a port type and an operation.
To check this property, it is necessary to generate the full state space SF . Then we can
check for each s ∈ SF whether there exist (at least) two concurrently enabled transitions that
represent the same message event. For example, in Figure 17, the two receive activities rcv1
and rcv3 may be simultaneously enabled when the sequence activity SQ1 is about to start
7 For the purposes of this constraint, onMessage branches of a pick activity and onEvent (message) event
handlers are equivalent to a receive activity.
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[Abbr. : pL − partnerLink, pT − portType, op − operation]
         targetNamespace="http://samples.otn.com"
         suppressJoinFailure="yes"
         xmlns:tns="http://samples.otn.com"
         xmlns:services="http://services.otn.com"
         xmlns="http://schemas.xmlsoap.org/ws/2003/03/business−process/">
</sequence>
</sequence>
</flow>
</process>
<receive name="rcv3" partnerLink="pl1" portType="pt1" operation="op1"/> 
 <receive name="rcv1" partnerLink="pl1" portType="pt1" operation="op1"/>
<receive name="rcv2" partnerLink="pl2" portType="pt2" operation="op3"/>
<flow name="FL" suppressJoinFailure="yes">
<sequence name="SQ1">
<sequence name="SQ2">
<wait name="A1"> <until> ‘2005−09−01T00:00+01:00’ </until> </wait>
 <invoke name="A2" partnerLink="pl2" portType="pt2" operation="op2"/>
<reply name="A3" partnerLink="pl1" portType="pt1" operation="op2"/> 
{pL=pl1,
  pT=pt1,
  op=op1}
rcv1
{pL=pl2,
  pT=pt2,
  op=op3}
rcv2
{pL=pl1,
  pT=pt1,
  op=op1}
rcv3
A3A2
A1
SQ1 SQ2
FL<process name="competingMessages"
Figure 17. Example of a BPEL process with conflicting receive activities.
and in SQ2 the execution of activity rcv2 has completed. Also, for this property, we could
alleviate the possible state space problem by using well-known Petri net reduction rules [26]
(see Section 5.1). Except for the transitions that model the receipt of a message event, we could
try to reduce every place and every transition before generating the state space.
4.3 Garbage Collection of Queued Messages
Figure 18 provides a flow chart illustrating message processing mechanism in a BPEL engine.
Upon each message arrival, the BPEL engine routes the message to the correct process instance
using BPEL’s correlation mechanism. For simplicity, if the message has a correlation set that
carries tokens with the same values as those specified by a receive activity in a process, we say
the message “matches” that receive activity. The receive activity may be a start activity in the
process, as indicated by its createInstance attribute set to yes. In this case, the occurrence
of the activity initiates a new instance of the process and consumes the message. In the second
case, if the message “matches” a receive activity with createInstance set to no, it is routed to
the corresponding existing process instance. The engine then checks whether there is a receive-
like activity (i.e. receive, pick, or message event handler) waiting for the message. If so, the
message is directed to the activity. Otherwise, the message is stored in a queue for possible
use by further activities in the process instance. As the last case, if the message “matches” no
receive activities, the engine generates a correlation error and discards the message.
Now, we look further into the second case. Consider the situation where a message stored in
the queue can never be consumed in a running process instance. For example, this may result
from the fact that the corresponding receive-like activity is on a conditional branch which is not
taken in the process instance. In the BPEL engine, the queue of inbound messages is normally
retained until the process instance to which the message is associated completes. However, from
the long-run viewpoint of resource management, we would like to discard (i.e. garbage-collect)
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Figure 18. A flow chart illustrating message processing mechanism in a BPEL engine.
the message as soon as it is detected that no further activity may consume the corresponding
type of message. Below, we discuss our mechanism for garbage collection on queued messages.
Again using the full state space, we can compute for each activity a in a BPEL process
a set of message types MTa such that a message type mt is in MTa iff it is possible in the
state space to consume a message of type mt after execution of a. In other words, each basic
activity a is associated with a set of message types MTa such that for each mt ∈ MTa , there
exists a run of the process where an activity that consumes a message of type mt is executed
after a. Assuem that activity a has just been executed, a message m is present in the queue,
and the type of m is not in MTa . As a result, message m cannot be consumed anymore (by
any activity). Thus, it can be removed from the queue (i.e. it can be garbage collected).
By computing the set of message types for every basic activity in the BPEL process model,
and piggy-backing it in the process definition that is handed over to a BPEL engine, the engine
can use this information to remove redundant messages from its queue, thus optimizing resource
consumption. Accordingly, we built a post processor to link WofBPEL with a BPEL engine.
This post processor, which is also available at http://www.bpm.fit.qut.edu.au/projects/
babel/tools, takes as input the original BPEL process code and the corresponding output
from WofBPEL, and produces an annotated version of the BPEL process. In this annotated
BPEL process, each basic activity a is associated with a set of message types (identified by a
partner link, a port type, an operation and optionally a correlation set) corresponding to MTa .
Given these annotations, the BPEL engine can, after executing activity a, compare the set of
message types (MTa) associated to a with the current set of messages in the queue (Mq) and
discard all messages in Mq\MTa .
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Consider a concrete BPEL process8 depicted in Figure 19. This process, namely Flight-
BookingFlow, provides a flight booking service. Upon receiving a flight booking request from a
client, it sets the flight price (e.g. $500), sends the offer to the client, and waits for the client’s
response. The client may approve the offer, in which case, the booking will be confirmed by
the FlightBookingFlow process. Alternatively, the client may reject the offer, or no response
may be received from the client within 30 minutes after the offer has been sent. In both cases,
the client’s booking request will be canceled. Finally, the FlightBookingFlow process replies to
the client with his/her flight booking details including the flight price, the booking status (i.e.
confirmed or canceled), and optionally the confirmation identifier (if the booking is confirmed).
In Figure 19, the graphical representation depicts the above BPEL process, where each basic
activity is annotated by a set of message types. Before the pick activity handleOfferResponse is
executed, each activity is annotated with a set of two message types corresponding to the mes-
sages that may be received later. These two message types are: FlightBookingApproveMessage
(identified by the tuple (client, tns:FlightBooking, approve)) and FlightBookingCancelMessage
(identified by the tuple (client, tns:FlightBooking, cancel)). After one of the branches is taken in
activity handleOfferResponse, no more messages are expected to be consumed until the end of
the process. Thus, the remaining activities are annotated with an empty set of message types.
4.4 Analysis of Interacting Processes
For verification of the two interacting BPEL processes shown in Figure 15, it is expected that
each of the processes will deadlock under certain situations. In the requesting process P1, the
invoke activity A will not be able to finish if any of the following happens: a) the receive activity
B1 is skipped and as a result the corresponding reply activity B2 is never performed either; b)
B1 is executed but B2 is skipped due to some reason (e.g., the current process instance of P2 is
forced to terminate after B1 has completed but before B2 starts); and c) the request/response
message is lost during transmission over a lossy medium. In all these three scenarios, a request
has been sent by P1 but the corresponding response will never be returned to P1, and thus the
execution of P1 will stop in the intermediate state modeled by place wA. On the other hand,
in the responding process P2, activity B1 cannot be executed if either activity A is skipped or
the request message sent from P1 is lost during transmission. Intuitively, this means that the
expected message from P1 never reaches P2, thus causing P2 to be deadlock.
8 This is a revised version of the Hotwireflow process demo available within the Oracle BPEL Process Manager
download package at http://www.oracle.com/technology/software/products/ias/bpel/index.html.
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handleOfferResponse
    suppressJoinFailure="yes"
    xmlns:tns="http://samples.otn.com"
    xmlns="http://schemas.xmlsoap.org/ws/2003/03/business−process/"
    xmlns:bpws="http://schemas.xmlsoap.org/ws/2003/03/business−process/">
<process name="FlightBookingFlow"
    <receive name="receiveInput" partnerLink="client"
                   portType="tns:FlightBooking" operation="initiate"
                   variable="input" createInstance="yes"/>
      <copy>
        <from expression="number(500)"/>
      </copy>               
    </assign> 
    <assign name="setOffer">
        <to variable="offer" query="/tns:offer"/>
  <partnerLinks>
                           partnerLinkType="tns:FlightBooking"
    <partnerLink name="client"
                           partnerRole="FlightBookingRequester"/>
                           myRole="FlightBookingProvider"
   </partnerLinks>
    <invoke name="sendOffer" partnerLink="client"
                  portType="tns:FlightBookingCallback" operation="onOffer"
                  inputVariable="offer"/> 
  <variables>
  </variables>
    <variable name="input" messageType="tns:FlightBookingRequestMessage"/>
    <variable name="offer" messageType="tns:FlightBookingOfferMessage"/> 
    <variable name="approved" messageType="tns:FlightBookingApproveMessage"/>
    <variable name="canceled" messageType="tns:FlightBookingCancelMessage"/> 
    <variable name="output" messageType="tns:FlightBookingResultMessage"/>
    <invoke name="replyOutput" partnerLink="client"
                  portType="tns:FlightBookingCallback" operation="onResult"
                  inputVariable="output"/>
  </sequence>
</process>
      <copy> <to variable="output"/><from variable="input"/>
    </assign> 
</copy>
    <assign name="generateOutput">
            <to variable="input" query="/tns:flightRequest/tns:status"/>
          <copy>
          </copy>
            <to variable="input" query="/tns:flightRequest/tns:confirmationId"/>
          </copy>                
          <copy>
        </assign> 
      </onMessage>
      <onMessage partnerLink="client" portType="tns:FlightBooking"
                           operation="approve" variable="approved">
        <assign name="clientApproved">
            <from expression="string(‘Approved’)"/>
            <from expression="string(‘12345’)"/>
          <copy>
            <to variable="input" query="/tns:flightRequest/tns:status"/>
          </copy>               
        </assign> 
      </onMessage>       
        <assign name="clientCanceled">
                           operation="cancel" variable="canceled">
      <onMessage partnerLink="client" portType="tns:FlightBooking"
            <from expression="string(‘Canceled’)"/>
    </pick>
      </onAlarm>
      <onAlarm for="’PT30M’">     <!−− wait for 30 minutes −−>
        <assign name="autoCanceled">
          <copy>
            <to variable="input" query="/tns:flightRequest/tns:status"/>
          </copy>               
        </assign> 
            <from expression="string(‘Canceled’)"/>
      <copy>
    <assign name="recordOffer">
    </assign> 
      </copy>
        <from variable="offer" query="/offer"/>
        <to variable="input" query="/tns:flightRequest/tns:price"/>
  <sequence>
    <pick name="handleOfferResponse">
Annotation of a set of message types for the messages
that may be received in the rest of the BPEL process.[ ... ]New Legend:
Pick activity
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Figure 19. Example of a BPEL process and diagrammatic representation of the corresponding annotations for
garbage collection.
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Again, the above verification of interacting BPEL processes can be conducted automatically
using BPEL2PNML and WofBPEL. WofBPEL, by applying the available analysis techniques
implemented in Woflan, can be used to check the soundness of a BPEL process, including such
as the absence of deadlocks.
5 Empirical Evaluation
This section presents experimental results aimed at validating the feasibility of applying the
presented analysis techniques in terms of execution time. As a preamble, we present net reduc-
tion techniques which we have been found to be necessary in order to maintain the produced
WF-nets within manageable sizes and avoid the state-explosion problem when analyzing real-
istic BPEL process definitions.
5.1 Net Reduction
WofBPEL can be used to perform reductions on the Petri nets produced by BPEL2PNML.
These are: (i) removal of the “idle” skip fragments introduced in the proposed mapping, and
(ii) removal of unnecessary silent transitions (i.e. τ -transitions) from the nets.
At first, in order to facilitate the mapping of control links and fault handlers, and to be con-
sistent in the way structured activities are mapped in BPEL, we have assumed in our mapping
that any activity may be skipped. As a result, a skip path is generated for every activity in
BPEL2PNML. However, not every activity can actually be skipped. A straightforward counter
example is the root activity (i.e., the top-level process scope). As another, more detailed, exam-
ple, Fig. 6 and Fig. 7(b) show the skip fragments using dashed lines. The underlying assumption
for these mappings is that any activity Y that requires another activity X to be skipped, puts a
token into place to skip
X
, waits for a token to arrive in place skipped
X
, removes the token from
that place, and continues. However, if no other activity can put a token into to skip
X
, then the
entire fragment forming the skip path will never be executed and therefore can be removed. By
removing these idle skip fragments, the Petri net obtained from BPEL2PNML is also converted
to a so-called Workflow net (WF-net) [1] on which the soundness property has been defined [1]
that can be checked by the Woflan tool.9
9 A WF-net is a Petri net that models a workflow process definition. It has one input place (called source place)
and one output place (sink place). A token in the source place corresponds to a case (i.e. process instance)
which needs to be handled, and a token in the sink place corresponds to a case which has been handled. Also,
in a WF-net there are no dangling tasks and/or conditions. Tasks are modeled by transitions and conditions
by places. Hence, every transition/place should be located on a path from the source place to the sink place.
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Second, WofBPEL applies behavior preserving reduction rules based the ones as given by
Murata [26]. This way, the size of the net can be significantly reduced by removing unnecessary
silent transitions and redundant places. There is one important difference between the rules
given by Murata and the rules used in WofBPEL: in our case the non-silent transitions (rep-
resented by labeled transitions) should never be removed since we aim at preserving not only
liveness and soundness, but also the observable behavior.
Figure 20 visualizes the reduction rules used in WofBPEL, where only silent transitions (rep-
resented by unlabeled transitions) can be removed. The first rule shows that a (silent) transition
connecting two places may be removed by merging the two places, provided that tokens in the
first place can only move to the second place. The second rule shows that multiple alterative
silent transitions can be reduced to a single one. After applying the second rule one may be
able to apply the first rule provided that the first place has only one output arc (see Figure 20).
The third rule shows that self-loops can be removed if the transition involved is silent. When
applying the rules one should clearly differentiate between silent and non-silent transitions. For
example, in the fourth rule at least one of the transitions should be silent, otherwise the rule
should not be applied (as indicated). In this rule the execution of y is inevitable once the silent
transition has been executed. Therefore, it is only possible to postpone its occurrence. The two
last rules do not remove any transitions but remove places. Note that x and y may be or may
not be silent. The reduction rules shown in Figure 20 do not preserve the moment of choice
and therefore assume trace semantics rather than branching/weak bisimulation [18].
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 x y
 
Figure 20. Behavior preserving reduction rules used in WofBPEL.
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5.2 Measuring Execution Times
We apply BPEL2PNML and WofBPEL to the translation and analysis of 9 BPEL processes.
Three of these processes, namely UnreachableActivity, ConflictingReceive, and FlightBook-
ingFlow, have been presented in Section 4.1 to 4.3. The other six processes are the largest
samples that are distributed with the Oracle BPEL Process Manager (version 10.1.2). Table 1
provides the size of these 9 BPEL processes, of the Petri nets produced by BPEL2PNML, and
of the corresponding reduced WF-nets produced by WofBPEL after applying the reduction
rules. The size of a BPEL process is measured in terms of number of activities (including
structured activities such as sequence and flow), maximal levels of nesting of these activities,
and number of handlers (event handlers, fault handlers and compenstation handlers) defined
in the process. The size of a Petri net or a WF-net is measured in number of places and
transitions. For example, the LoanPlusFlow process has 49 activities, maximally 9 levels of
nesting, and 2 fault handlers. The Petri net generated by BPEL2PNML contains 379 places
and 366 transitions, while the reduced WF-net generated by WofBPEL contains 107 places and
117 transitions. The results highlight the importance of applying reduction rules to the nets
produced by BPEL2PNML.
Table 2 shows the execution time for performing reduction on the original Petri nets and
then conducting each of the four types of analysis on the reduced WF-nets for the above 9
BPEL processes.10 There are four types of analysis. Behavioral analysis gives all transitions
that are not relaxed sound, i.e., all transitions that are not covered by any path from start
to end. Structural analysis approximates the set of non-relaxed-sound transitions by using
transition invariants, and can be useful if the state space of the WF-net (which is needed by
the behavioral analysis) cannot be constructed within reasonable time. Both types of analysis
can be used to detect unreachable activities. Next, the conflicting message-consuming activities
can be detected via competing-messages analysis, and the computation of a set of message types
for each activity in a process can be performed via look-ahead analysis.
From Table 2, it can be seen that with the reduced WF-nets for the 9 BPEL processes
shown in Table 1, all the analysis takes less than half miniute (most of them takes less than
half second). Also, we can observe that the structural analysis performs an order of magnitude
better than the behavioral analysis. In particular, for the LoanPlusFlow example, execution of
10 Experiments were run on a laptop with a Pentium M processor 750, 1.86GHz, 1GB RAM, running Windows
XP SP2 and Cygwin (using the “time” command). Each type of analysis was executed four times in a row. The
time measurement of the first execution was discarded and the average of the remaining three measurements
was computed.
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Table 1. Statistics of 9 BPEL processes, their original Petri-net mappings produced by BPEL2PNML, and the
corresponding reduced WF-nets produced by WofBPEL.
BPEL process Original Petri net Reduced WF-net
Name Activities Nest. levels E/F/C-H Places Trans. Places Trans.
UnreachableActivity 5 3 0 59 43 34 32
ConflictingReceive 6 2 0 44 38 18 15
FlightBookingFlow 10 2 0 86 87 27 31
SalesForceFlow 14 6 0 112 112 38 43
HelpDeskServiceRequest 18 7 1 264 259 97 98
ResilientFlow 23 9 3 184 169 49 46
VacationRequest 26 7 1 191 188 58 64
OrderApproval 37 13 2 277 272 85 90
LoanPlusFlow 49 9 2 379 366 107 117
Table 2. Execution time (in seconds) for performing reduction on the original Petri nets and then conducting
each of the four types of analysis on the reduced WF-nets for the 9 BPEL processes listed in Table 1.
BPEL Process Behavioral Structural Competing-messages Look-ahead
UnreachableActivity 0.051 0.052 0.051 0.047
ConflictingReceive 0.047 0.041 0.042 0.040
FlightBookingFlow 0.081 0.078 0.080 0.078
SalesForceFlow 0.120 0.117 0.120 0.120
HelpDeskServiceRequest 0.404 0.210 0.365 0.417
ResilientFlow 0.224 0.214 0.209 0.209
VacationRequest 0.273 0.227 0.260 0.238
OrderApproval 0.521 0.328 0.509 0.500
LoanFlowPlus 14.06 0.907 14.01 14.35
the structural analysis is 14 times faster than that of the behavioral analysis. This provides
evidence to support that transition invariants outperform state space methods especially when
dealing with complex processes. Also, as comparison, we have conducted the same types of
analysis on the original Petri nets obtained from BPEL2PNML for these 9 processes, and the
results have shown that the execution time increases significantly. For example, the behavioral
analysis for the LoanPlusFlow process takes 167 seconds, the competing-messages analysis takes
167 seconds, and look-ahead analysis takes more than 5 minutes.
Finally, during the above experiments, no actual errors were found in the process defini-
tions. For the ResilientFlow, OrderApproval and LoanPlusFlow examples, the behavioral and
structural analysis reported some unreachable transitions. However, these turned out to come
from fault handlers in these process definitions which were meant to catch internal fault types
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(i.e. faults that are not explicitly thrown by the process, but may be thrown by the BPEL
engine). Given a catalog of recognized internal fault types, it would be possible to eliminate
such false warnings.
6 Choreography Conformance Checking
In this section, we show that the application of our mapping from BPEL to Petri nets is not
restricted to design-time analysis, but can also be deployed to check properties at run-time.
The mapping defined in Section 3 has thereby been used for the choreography conformance
checking between a running process and the corresponding desired choreography specification
that is written in BPEL. In [2] the authors of this paper presented an approach for choreog-
raphy conformance checking based on BPEL and Petri nets. Below, we briefly describe what
“choreography conformance checking” is and how it applies the mapping from BPEL to Petri
nets. The interested readers are referred to [2] for details.
To coordinate a collection of interacting Web services, the concept of choreography defines
collaborations between interacting parties, i.e., the coordination process of interconnected Web
services that all partners need to agree on. A choreography specification is used to describe the
desired behavior of interacting parties. A language like BPEL can be used to define a desired
choreography specification (for this purpose abstract BPEL processes are used). Assuming
that there is a running process and a choreography specification, it is interesting to check
whether each partner (exposed as Web service) is well behaved. Note that partners have no
control over each other’s services. Moreover, partners will not expose the internal structure
and state of their services. This triggers the question of conformance: “Do all parties involved
operate as described?” The term “choreography conformance checking” is then used to refer to
this question. To address the question, one can assume the existence of both a process model
which describes the desired choreography and a message log which records the actual observed
behavior, i.e. an actual choreography.
Based on a process model described in terms of BPEL abstract processes, a Petri net
description of the intended choreography can be created by using the translation defined in
Section 3. Conformance checking is then performed by comparing a Petri net and an message
log. The message log is obtained by mapping SOAP messages exchanged between different
services onto MXML, a unified format for process mining [2]. Both BPEL2PNML and WofBPEL
provide tool support for conformance checking of BPEL processes. In particular, WofBPEL is
used to obtain a reduced WF-net from the original Petri net produced by BPEL2PNML. This
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WF-net, together with the above MXML log, can be taken as input to the ProM Conformance
Checker ,11 a tool used to actually measure conformance.
7 Related Work
Recently, several groups have been working on providing formal semantics for BPEL with the
goal to provide some form of analysis. The software described in this paper (WofBPEL) was
released early 2005 and presented at some conferences [27, 29] in 2005. It uses a Petri-net-
based analysis tool dedicated to the analysis of workflow process. This tool (Woflan) that was
developed over the last decade [34]. In parallel with the development of WofBPEL several
other groups worked on providing formal semantics and analysis tools for BPEL processes,
cf. [11,11–17,19,21–24,31]. In this section we position our work with respect to these papers. It
is impossible to discuss all of them in detail. Therefore, we focus on three of the most relevant
tools in this area: WSAT, LTSA-WS/BPEL4WS, and Tools4BPEL.
WSAT (Web Service Analysis Tool) [16,17] is a formal specification, verification, and anal-
ysis tool for web service compositions based on so-called Guarded Automata (GA). The tool
is developed at the University of California at Santa Barbara. BPEL specifications are trans-
lated to guarded automata. These are then mapped onto Promela, the input language of the
well-know model-checker SPIN. Using SPIN a variety of properties can be checked as long
as the mapping yields a finite system. The authors have focussed on interacting BPEL web
services [16,17] using concepts such as synchronizability (i.e., when can asynchronous commu-
nication be replaced by synchronous communication).
LTSA-WS/BPEL4WS [14, 15] (also known as the LTSA WS-Engineer plug-in for Eclipse)
is an extension to the Labelled Transition System Analyser (LTSA) which allows models to
be described by translation of the BPEL4WS implementations and WS-CDL descriptions. It
has been developed at the Imperial College London. LTSA-WS/BPEL4WS is able to map
BPEL specifications onto labelled transition systems and perform various checks including
deadlock freedom, safety, and progress properties (all provided by LTSA). Since model checking
is used, also other properties can be investigated. Interestingly, the tool also allows for the
synthesis of Message Sequence Charts (MSCs) and compare the synthesized result with the
BPEL specification [15].
Tools4BPEL is a tool set which consists of BPEL2oWFM and Fiona. It has been developed
at the Humboldt-Universita¨t zu Berlin. BPEL2oWFM maps BPEL specifications onto Petri
11 This tool has been developed in the context of the ProM framework which offers a wide range of tools related
to process mining. Both documentation and software can downloaded from http://www.processmining.org.
33
nets and is a successor of the BPEL2PN tool based on the translation described in [19, 31].
The focus of the work is twofold. On the one hand, different properties are being verified using
model checking techniques (through LOLA) [19]. On the other hand, the tool Fiona can check
for controllability (i.e., is there an environment that can interact properly) and, if so, generate
the operating guidelines (i.e., instructions on how to use the service) [22].
Table 3. A comparative summary of related work on formalization and analysis of BPEL.
Related work Tech SA CL EFC TAV FDM Comm
Farahbod et al. [11] ASM + +/- + - + -
Ferrara [12] PA + - + - - -
Fisteus et al. [13] FSM + - +/- +/- - -
Foster et al. [14,15] FSM + + +/- + - +
Fu et al. [16,17] FSM + + +/- + - +
Hinz et al. [19], Lohmann et al. [22],
Martens [23,24], Stahl [31]
HPN + + + + + +
Koshkina & van Breugel [21] PA + + - +/- + -
our work PN + + + + + +
Table 3 provides a more structured overview of related work. It should be noted that some
of these efforts focus on only subsets of BPEL. The columns of the Table 3 correspond to the
following criteria:
– Tech indicates the formalization technique used: FSM for Finite State Machines, PA for
Process Algebra, ASM for Abstract State Machines, HPN for High-level Petri Nets and PN
for plain (i.e. low-level) Petri Nets.
– SA indicates whether the formalization covers Structured Activities fully (+), partially
(+/-) or not at all (-). It can be seen that all the approaches referred to cover this subset
of BPEL.
– CL indicates whether the formalization covers Control Links. Here a +/- rating is given for
formalizations that cover control link constructs but do not fully cover join conditions.
– EFC indicates whether the formalization covers Event handling, Fault handling and Com-
pensation. Some references cover fault handling, but do not cover compensation and/or
event handling, in which case, a +/- rating is assigned.
– TAV (Tool for Automatic Verification) indicates whether a verification tool is provided.
Here a +/- rating is given in the case of some efforts [13, 21] where the authors claim to
have developed and/or used a tool to verify deadlock-freeness of BPEL processes. How-
ever, no example has been given of a deadlocking BPEL process (abstracting from process
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interactions which can create deadlocks across processes) and hence such analysis is unnec-
essary. Apart from this, some of the cited references refer to the possibility of performing
formal verification [11, 12], but do not develop automated means of doing so (- rating). It
should also be noted that most of the tools that provide support simply export the state
space to some general model checker (e.g., [15] exports to LTSA, [22] exports to LOLA,
and [16, 17] exports to SPIN). Our approach differs in the sense that it uses a dedicated
checker (Woflan) with analysis techniques tailored towards (relaxed) soundness and other
properties specific for workflow-like processes.
– FDM (Formally Defined Mapping) indicates whether an abstract syntax for BPEL is pro-
vided and the mapping from BPEL to the target language is formally defined. Here a +
rating is given if the formally defined mapping is complete with respect to the scope of the
work claimed by the author(s). A - rating does not imply that it does not exists, however,
it is not made public (as far as we can tell).
– Comm indicates whether or not the translation covers the interactions (i.e. communications)
between BPEL processes. Tools such as WSAT, LTSA-WS/BPEL4WS, Tools4BPEL, and
WofBPEL provide support. However, each of the tools aims at different questions with
respect to interaction, e.g., BPEL2oWFM and Fiona in Tools4BPEL focus on checking
“controllability” and generating “operating guidelines”, WSAT focusses on “synchronizabil-
ity”, and LTSA-WS/BPEL4WS also addresses the synthesis of requirements from example
MSCs. In this paper we showed that our approach can be used to answer questions related
to (1) detection of unreachable activities, (2) detection of conflicting message-consuming
activities, (3) garbage collection on queued messages, (4) analysis of interacting processes
(i.e., is the composed process sound), and (5) choreography conformance checking.
Our approach is most related to the work that has led to the BPEL2PN and Tools4BPEL
toolsets [19, 22, 31]. Our mapping is different but the final goal is similar: generating a Petri
net based on a BPEL process definition and using this net for analysis purposes. There are two
technical differences in the approach. First, our mapping has been designed to yield directly
low-level nets, whereas the mapping defined in [19,31], proceeds in two steps: first a high-level
net is created, and then this high-level net is expanded into a low-level net by abstracting from
the data in the tokens and expanding the net accordingly. This abstraction is not described
in detail, making it difficult to determine its implications on the structure of the resulting net
and on the complexity of subsequent analysis techniques. In particular, our approach maps join
conditions directly into a structure composed of plain places and transitions, while in [19, 31]
join conditions are treated as expressions attached to transitions (a high-level Petri net feature).
35
Second, the set of net reduction rules employed are different. Our approach relies on the liveness
and soundness-preserving rules presented in [26], while the proposal in [22] uses four reduction
rules specifically defined for this purpose: two of these rules are meant to detect structurally
dead places (which are also removed by WofBPEL) while the other two are special cases of
Murata’s reduction rules.
This paper builds upon on our previous work on formalizing BPEL. A less complete and
earlier version of the formalization (without the tool support) can be found in [32], while a
mapping of a small subset of BPEL consisting of control links and join conditions can be found
in [20].
8 Conclusions
BPEL is gaining increasing adoption as a process-oriented service composition language, as
reflected by the large number of implementations (see http://en.wikipedia.org/wiki/BPEL
for a compendium). However, current tools lack the ability to statically detect undesirable
situations such as unreachable activities or pairs of activities that may compete for the same
message. Also, current BPEL implementations are not optimized with respect to management
of inbound messages: a message sent to a given service instance is kept in the queue even when
it can be determined that this message will never be consumed. This is because BPEL tools
lack the ability to perform reachability analysis.
These limitations can be overcome by translating BPEL process models into Petri nets
and applying existing analysis techniques. This paper has presented a mapping from BPEL to
Petri nets which is complete in terms of coverage of control-flow constructs and communication
actions. In particular, it is the first attempt at providing formal semantics of “join conditions”
which can be used to perform reachability analysis on BPEL processes. The mapping has been
used as the basis for two open-source tools: BPEL2PNML that translates BPEL code into
PNML code and WofBPEL that performs three types of analysis on the generated PNML code
and produces output which refers back to the activity names of the original BPEL process.
In this paper, we also discussed the application of this mapping to choreography conformance
checking. Specifically, we showed that by mapping abstract BPEL processes onto Petri nets and
SOAP messages onto message logs it is possible to detect deviations between the specification
in BPEL and the actual behavior observed.
Our future work aims at extending this mapping to cover data manipulation aspects. This
will allow us to apply simulation techniques to check properties for which static analysis is
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not suitable. To this end, we plan to use high-level Petri nets or a formally defined process
execution language such as YAWL [4].
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Appendix
This appendix provides formal definitions of the syntax and the semantics of WS-BPEL. We
first introduce a boolean function and an evaluation function that will be used in the definition.
Let f be a boolean function (or propositional statement), Var(f ) yields all the propositional
variables used in f . Let F be a set of boolean functions and B be the boolean set {true, false},
a variable assignment of F is a mapping assign: Var(F ) → B, and the set of all possible
variable assignments of F is denoted by Assign(F ). An evaluation function is a mapping eval :
F ×Assign(F ) → B.
A.1 Abstract Syntax of WS-BPEL
Definition 1 formally defines an abstract syntax of WS-BPEL.
Definition 1 (WS-BPEL Process Model). A WS-BPEL Process Model is a tuple W = (A,
E, C, L, HR, typeA, typeE , instance, name, <seq , <swt , serialscp, process, triggerf , scpc, triggerc,
scpt , triggertf , LR, joincon, supjoinf, triggerjf ) where:
(∗ basic elements ∗)
– A is a set of activities,
– E is a set of events,
– C is a set of conditions,
– L is a set of control links,
– let B = E ∪ C ∪ {⊥} be a set of labels where ⊥ denotes the empty label, then HR ⊆ A× B ×A
is a labeled tree which defines the relation between an activity and its direct sub-activities,
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– ∀ a ∈ A, let HRp = pi1,3HR (projection of HR on two activity sets), children(a) = {a
′ ∈ A |
HRp(a, a
′)} is the set of immediate descendants of a, descendants(a) = {a ′ ∈ A | HR+
p
(a, a ′)}
is the set of all descendants of a, and clan(a) = {a}∪ descendants(a) is the set constituting
of a and all its descendants,
– typeA: A → TA is a function that assigns types to activities taken from the set of activity
types TA = {sequence, flow, pick, switch, while, scope, invoke, receive, reply, wait,
assign, empty, throw, compensate, exit},
– ∀ t ∈ TA, At = {a ∈ A | typeA(a) = t} is a set of all activities of type t,
– typeE : E → TE is a function that assigns types to events taken from the set of event types
TE = {message, alarm, fault, compensation, termination}.
– ∀ t ∈ TE , Et = {e ∈ E | typeE(e) = t} is a set of all events of type t,
– instance: Areceive ∪ Apick → B is a function which assigns a boolean value to the attribute
createInstance of a receive or a pick activity.
– name: A → N is a function assigning names to activities taken from some given set of
names N .
(∗ activities ∗)
– let Astructured = Asequence ∪ Aflow ∪ Aswitch ∪ Apick ∪ Awhile ∪ Ascope be a set of structured
activities, ∀ s ∈ Astructured , children(s) 6= ∅, i.e. the internal nodes of the HR tree,
– let Abasic = Ainvoke∪Areceive∪Areply ∪Await ∪Aassign∪Aempty ∪Athrow ∪Acompensation∪Aexit
be a set of basic activities, ∀ s ∈ Abasic, children(s) = ∅, i.e. the leaves of the HR tree,
– given A′ = Asequence ∪ Aflow , HR ∩ (A
′ × B ×A) = HR ∩ (A′ × {⊥} ×A),
– ∀ s ∈ Asequence , ∃ an order <
s
seq which is a strict total order over children(s),
– HR ∩ (Apick × B × A) = HR ∩ (Apick × E
normal × A), where Enormal = Emessage ∪ Ealarm
provides a set of normal events,
– ∀ s ∈ Apick , |HR ∩ ({s} × Emessage ×A)| > 1, i.e., a pick has at least one message event,
– given A′ = Aswitch ∪ Awhile , HR ∩ (A
′ × B ×A) = HR ∩ (A′ × C ×A),
– ∀ s ∈ Aswitch , ∃ an order <
s
swt which is a strict total order over children(s),
– ∀ s ∈ Aswitch , let last(s) ∈ children(s) be the sub-activity in the last branch evaluated in s
such that ¬∃ a ∈ children(s), last(s) <sswt a, and let c ∈ C, HR(s, c, last(s)) ⇒ ∀ assign(c)
∈ Assign(C ), eval(c, assign(c)) = true. Note that last(s) represents the otherwise branch
in a switch activity, which ensures that at least one of the branches is taken in the activity,
– ∀ s ∈ Awhile , |HR∩ ({s}×C × A)| = 1, i.e., each while activity has exactly one sub-activity,
– HR ∩ (Ascope × B ×A) = HR ∩ (Ascope × (E ∪ {⊥})×A), where: ∀ s ∈ Ascope ,
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• |HR ∩ ({s} × {⊥} × A)| = 1, i.e., each scope has one primary (or main) activity,
and therefore Amainset(s) = {a ∈ A | ∃ x ∈ A, HR(s,⊥, x ) ∧ a ∈ clan(x )} is the set
constituting of the main activity x of scope s and all descendants of x ,
• |HR ∩ ({s}×Efault×A)| > 1, i.e., a scope has at least one fault handler,
• |HR ∩ ({s}×Ecompensation×A)| 6 1, i.e., a scope has at most one compensation handler,
• |HR ∩ ({s}×Etermination×A)| 6 1, i.e., a scope has at most one termination handler,
• ∀ t ∈ TE , A
t
H(s) = {a ∈ A | ∃ (e, x ) ∈ Et ×A, HR(s, e, x ) ∧ a ∈ clan(x )} is the set
constituting of the top level activities (represented by x ) used for handling all events of
type t for scope s and all descendants of these activities,
• AeventH (s) = A
message
H
(s) ∪AalarmH (s) is the set of activities used by all event handlers of
scope s, and therefore Anormal (s) = Amainset(s) ∪ AeventH (s) is the set of all activities
that define the normal behavior of scope s,
• Adirectenc(s) = descendants(s) \ (
⋃
x∈Ascope∩children(s) descendants(x )) is the set of all
activities that are directly enclosed in scope s,
– serialscp: Ascope → B is a function assigning a boolean value to the variableAccessSeriali-
zable attribute of a scope. ∀ s ∈ Ascope , ∀ a ∈ descendants(s), (serialscp(s) = true ∧ a ∈
Ascope) ⇒ serialscp(a) = false, i.e., serializable scopes cannot be nested,
– process ∈ Ascope is the root of the HR tree, and serialscp(process) = false,
(∗ fault handling ∗)
– triggertf : Athrow → Efault is a function which maps each throw activity to a (process-defined)
fault event triggered by that activity,
– A<re>throw = Athrow ∩ (
⋃
s∈Ascope
(Afault
H
(s) ∩ Adirectenc(s))) is the set of throw activities used to
throw faults that cannot be solved during the fault handling. If such a throw activity is used
to throw faults that are caught but cannot be solved by the corresponding fault handlers, it
may be syntactically named a “rethrow” activity,
– Athrow ∩ (A
fault
H
(process) ∩ Adirectenc(process)) = ∅, i.e., a fault handler of the process
scope cannot throw any fault further,
(∗ compensation ∗)
– scpc : Ecompensation → Ascope\{process} is an injective function mapping a compensation
event to a (non-process) scope such that the occurrence of that event invokes the compen-
sation of that scope,
– triggerc : Acompensate → Ecompensation is an injective function which maps each compensate
activity to a compensation event triggered by that activity,
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– ∀ s ∈ Ascope , Acompensate ∩ (A
normal (s) ∩ Adirectenc(s)) = ∅, i.e., a compensate activity
cannot be used for the normal behavior of a scope, that is, it may be used only for exception
handling and termination,
– ∀ s ∈ Ascope , let A
fct
H
(s) = Afault
H
(s)∪Acompensation
H
(s)∪AterminationH (s), then (a ∈ Acompensate∩
(Afct
H
(s)∩Adirectenc(s))) ⇒ scpc(triggerc(a)) ∈ A
normal (s), i.e., a compensate activity is used
to invoke compensation of a (descendant) scope nested in the normal process of scope s only,
(∗ termination ∗)
– scpt : Etermination → Ascope\{process} is an injective function mapping a termination event
to a scope such that the occurrence of that event invokes forced termination of that scope,
– let E ft = Efault ∪ Etermination , triggert : E
ft × Ascope 9 Etermination is a function which maps
a fault or a termination event to another termination event triggered for each inner scope,
such that dom(triggert) = {(e, a) ∈ E
ft × Ascope | ∃ (s, e, x ) ∈ HR ∩ Ascope × E
ft ×A, such
that a ∈ clan(x )},
– ∀ s ∈ Ascope , Athrow ∩ (A
termination
H (s) ∩ A
directenc(s)) = ∅, i.e., a throw activity cannot be
used when handling the termination for a scope. A termination handler is a special type of
fault handler that cannot throw any fault unresolved,
(∗ control links ∗)
– LR ⊆ A× L×A is a labeled directed acyclic graph which defines the relation between the
source activity of a control link and the target activity of the link,
– The boundary crossing restrictions for a control link are defined as follows:
• ∀ (a, l , a ′) ∈ LR, a 6∈ clan(a ′), i.e., a control link cannot connect an activity to any of its
ancestors,
• ∀ s ∈ Asequence , ∀ {x , x
′} ⊆ children(s), ∀ a ∈ clan(x ), ∀ a ′ ∈ clan(x ′), x <sseq x
′ ⇒ ¬∃ l ∈ L
such that LR(a ′, l , a), i.e., in a sequence activity a control link cannot connect a sub-
activity or any of its descendants to any preceding sub-activity or any of its descendants,
• let Aserialscope = {s ∈ Ascope | serialscp(s) = true} be a set of serializable scopes, and
A′ = Awhile ∪ A
serial
scope , ∀ s ∈ A
′, ∀ a ∈ descendants(s), ∀ a ′ ∈ A \ clan(s), ¬∃ l ∈ L such
that LR(a, l , a ′) ∨ LR(a ′, l , a), i.e., a control link cannot cross the boundary of a while
activity or a serializable scope,
• ∀ s ∈ Ascope , ∀ e ∈ Enormal , let Aeventh (s, e)={a∈A
event
H (s) | ∃ x∈A
event
H (s), HR(s, e, x )∧
a ∈ clan(x )} be the set of activities in an event handler triggered upon the occurrence
of event e in scope s, then ∀ a ∈ Aeventh (s, e), ∀ a
′ ∈ A\Aeventh (s, e), ¬∃ l ∈ L such that
LR(a, l , a ′)∨LR(a ′, l , a), i.e. a control link cannot cross the boundary of an event handler,
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• ∀ s ∈ Ascope , ∀ a, a
′ ∈ Acompensation
H
(s) and a 6= a ′ , ¬∃ l ∈ L such that LR(a, l , a ′) ∨
LR(a ′, l , a), i.e., a control link cannot cross the boundary of a compensation handler,
• ∀ s ∈ Ascope , ∀ e ∈ E
ft , let Aft
H
= Afault
H
∪ AterminationH , A
ft
h (s, e) = {a ∈ A
ft
H
(s) | ∃ x ∈
Aft
H
(s), HR(s, e, x ) ∧ a ∈ clan(x )} be the set of activities for handling a fault (or
termination) event e in scope s, then ∀ a ∈ Afth (s, e), ∀ a
′ ∈ A \ Afth (s, e), ¬∃ l ∈ L
such that LR(a ′, l , a), i.e., a control link that crosses the boundary of a fault handler (or
termination handler), must be outbound,
– let Asource = {a ∈ A | ∃ l ∈ L, (a, l) ∈ pi1,2LR} be a set of source activities of all control
links, and Atarget = {a ∈ A | ∃ l ∈ L, (l , a) ∈ pi2,3LR} be a set of target activities of all
control links, then ∀ a ∈ Asource , Lout(a) = {l ∈ L | ∃ a ′ ∈ A, LR(a, l , a ′)} is a set of all
outgoing control links from a, and ∀ a ∈ Atarget , Lin(a) = {l ∈ L | ∃ a
′ ∈ A, LR(a ′, l , a)}
is a set of all incoming control links to a,
– let a ∈ Atarget , joincon(a), which expresses the join condition of incoming control links at
a, is a boolean function over Lin(a) (i.e. Var(joincon(a)) = Lin(a)),
– supjoinf: A → B is a function assigning a boolean value to the suppressJoinFailure
attribute of each activity,
– let ASJF = {a ∈ A | supjoinf(a) = true} and ATJF = {a ∈ A | supjoinf(a) = false},
the function triggerjf : A
target ∩ ATJF → Efault maps a target activity of which the attribute
suppressJoinFailure is set to false, to the corresponding join failure fault event.
A.2 Semantics of WS-BPEL
The following definitions provide auxiliary functions and sets that facilitate the specification
of the formal semantics of WS-BPEL:
Definition 2. Given a WS-BPEL Process Model W, we define the following functions to iden-
tify the order of activities that occur in a sequence: ∀ s ∈ Asequence ,
– head(s)∈children(s) is the first activity to occur in s, i.e. ¬∃ a∈children(s), a<sseqhead(s),
– tail(s)∈children(s) is the last activity to occur in s, i.e. ¬∃ a ∈ children(s), tail(s)<sseqa,
– the relation ⋖sseq= {(a, a
′) ∈<sseq | ¬ ∃ x ∈ children(s), (a<
s
seqx )∧ (x<
s
seqa
′)} is a transitive
reduction of <sseq , i.e., if a⋖
s
seqa
′ then a ′ immediately follows a in s.
Definition 3. Given a WS-BPEL Process Model W, ∀ a ∈ Atarget , Var(joincon(a)) = Lin(a).
Let ba = assign(joincon(a)), then ba ∈ B
Lin (a), such that ∀ l ∈ Lin(a), ba(l) = true if the
status of l is positive, while ba(l) = false if the status of l is negative.
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Definition 4. Given a WS-BPEL Process Model W, let sA ⊆ A be a subset of activities,
LOUT (sA) = {l ∈ L | ∃ a ∈ sA, ∃ a
′ ∈ A\sA, such that LR(a, l , a ′)} is a set of control links
leaving the boundary of the activity set sA.
Definition 5. Given a WS-BPEL Process Model W, the function main: Ascope → A maps
each scope activity to its main activity, such that ∀ s ∈ Ascope , HR(s,⊥, main(s)).
Definition 6. Given a WS-BPEL Process Model W, E ft (see Definition 1) is a set of fault and
termination events; E tf = ran(triggertf ) is a set of fault events triggered by throw activities;
E jf = ran(triggerjf ) is a set of join failure events; and E
ntfnc= E\(E tf ∪ Ecompensation) is a set
of non-thrown fault events nor compensation events.
Definition 7. Given a WS-BPEL Process Model W, let s ∈ Ascope and e ∈ E
ft , Afth (s, e) (see
Definition 1) is a set of activities for handling a fault event or a termination event e in scope
s; E ftscp(s) = {e ∈ E
ft | (s, e) ∈ pi1,2HR} is a set of fault events or termination events associated
with scope s; and LftOUT (s) =
⋃
e∈E
ft
scp(s)
LOUT (A
ft
h (s, e)) is a set of control links that leave from
the boundary of each of the fault handlers or the termination handler for scope s.
Definition 8. Given a WS-BPEL Process Model W, let s ∈ Ascope , A
fct
H
(s) (see Definition 1)
is a set of activities for handling exceptions and termination in s, and Anfct(s) = Anormal (s) \
(
⋃
x∈Anormal (s)∩Ascope A
fct
H
(s)) is a set of activities used for the normal process of both scope s
and all scopes nested in s.
Definition 9 formally defines the semantics of WS-BPEL using Petri nets.
Definition 9 (Petri Net Semantics of WS-BPEL). Given a WS-BPEL Process Model
W, the corresponding labeled Petri net PNW = (PW ,TW ,FW ,LW) is defined by:
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PW = {rx | x ∈ A} ∪ – activity ready
{sx | x ∈ A} ∪ – activity started
{cx | x ∈ A} ∪ – activity completed
{fx | x ∈ A} ∪ – activity finished
{to skipx | x ∈ A} ∪ – to skip activity
{skippedx | x ∈ A} ∪ – skipped activity
{skippingx | x ∈ A
structured} – skipping activity
{tcl | l ∈ L} ∪ – to evaluate transition condition
{lstl | l ∈ L} ∪ – link status true
{lsfl | l ∈ L} ∪ – link status false
{jctx | x ∈ A
target} ∪ – join condition true
{jcfx | x ∈ A
target} ∪ – join condition false
{jcvx | x ∈ A
target} ∪ – join condition evaluation value
{to fx | x ∈ A
target ∩ Astructured} ∪ – skipping to “finished” state
{to continuex | x ∈ Ascope} ∪ – to continue scope
{to stopx | x ∈ Ascope} ∪ – to stop scope
{snapshotx | x ∈ Ascope} ∪ – scope snapshot
{no snapshotx | x ∈ Ascope} ∪ – no scope snapshot
– (∗ scope status collected ∗)
{scp stat collectedNRMx | x ∈ Ascope} ∪ – on normal path
{scp stat collectedSKPx | x ∈ Ascope} ∪ – on skip path
{scp stat collectedSJFx | x ∈ Ascope} ∪ – on suppress join failure path
{to invokeEHx ,e | (x , e) ∈ pi1,2HR ∩ Ascope×E
normal} ∪ – ready to invoke event handler
{enabledx ,e | (x , e) ∈ pi1,2HR ∩ Ascope×E
normal} ∪ – event handler enabled
{to invokeFHx ,e | (x , e) ∈ pi1,2HR ∩ Ascope×Efault} ∪ – ready to invoke fault handler
{invokedFHx ,e | (x , e) ∈ pi1,2HR ∩ Ascope×Efault} ∪ – fault handler invoked
{to invokeCHx | x ∈ Ascope\{process}} ∪ – intend to invoke compensation
{endcx | x ∈ Ascope\{process}} ∪ – end of compensation handling
{to invokeTHx | x ∈ Ascope\{process}} ∪ – ready to invoke termination
{invokedTHx | x ∈ Ascope\{process}} ∪ – termination handler invoked
{to cSTPx | x ∈ Apick ∩ (
⋃
s∈Ascope
Anfct(s))} ∪
{to cEXTx | x ∈ Apick} ∪ – skipping to “completed” state
{to exit ,no exit} – to or not to exit entire process
TW = {Ax | x ∈ A
basic} ∪ – basic activity
{PREx | x ∈ A} ∪ – pre-condition evaluation
{PSTx | x ∈ A} ∪ – post-condition evaluation
{SBx | x ∈ Asequence ∪ Ascope} ∪ – sequence/scope begin
{SC xy,y′ | x ∈ Asequence ∧ y ⋖
x
seq y
′} ∪ – sequence continue
{SEx | x ∈ Asequence ∪ Ascope} ∪ – sequence/scope end
{ASx | x ∈ Aflow} ∪ – AND-split
{AJx | x ∈ Aflow} ∪ – AND-join
{XSx ,y | x ∈ Aswitch ∧ y ∈ children(x )} ∪ – XOR-split
{XJy,x | x ∈ Aswitch ∪ Apick ∧ y ∈ children(x )} ∪ – XOR-join
{LBx | x ∈ Awhile} ∪ – loop begin
{LCx | x ∈ Awhile} ∪ – loop continue
{LEx | x ∈ Awhile} ∪ – loop exit
{SKPx | x ∈ A} ∪ – skip activity
{SKPFx | x ∈ A
structured} ∪ – skipping activity finish
{SKP CS xy,y′ | x ∈ Asequence ∧ y ⋖
x
seq y
′} ∪ – skipping continue in sequence
{SET LSTl | l ∈ L} ∪ – set link status to true
{SET LSFl | l ∈ L} ∪ – set link status to false
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{JCE bx | x ∈ Atarget ∧ bx ∈ B
Lin (x)} ∪ – join condition evaluation
{SJFx | x ∈ A
target ∩ ASJF} ∪ – suppress join failure (SJF)
{SJFFx | x ∈ A
structured ∩ ASJF} ∪ – suppressing join failure finish
{CLT JCTx | x ∈ A
target} ∪ – collect join condition true
{CLT JCFx | x ∈ A
target} ∪ – collect join condition false
{CLT SNP NRMx | x ∈ Ascope} ∪ – collect snapshot on normal path
{CLT NSNP NRMx | x ∈ Ascope} ∪ – collect no snapshot on normal path
{CLT SNP SKPx | x ∈ Ascope} ∪ – collect snapshot on skip path
{CLT NSNP SKPx | x ∈ Ascope} ∪ – collect no snapshot on skip path
{CLT SNP SJFx | x ∈ Ascope} ∪ – collect snapshot on SJF path
{CLT NSNP SJFx | x ∈ Ascope} ∪ – collect no snapshot on SJF path
{Ex ,e | (x , e) ∈ pi1,2HR ∩ (Ascope ∪ Apick )×E
ntfnc} ∪ – event of non-thrown fault nor
– compensation
{HBx ,e | (x , e) ∈ pi1,2HR ∩ A×(E\E
normal)} ∪ – handling exception begin
{HFx ,e | (x , e) ∈ pi1,2HR ∩ A×E} ∪ – handling any type of event finish
{NOPx | x ∈ Ascope} ∪ – “no-op” in compensation
{IGN STPx | x ∈ A
target∩ATJF∩(
⋃
s∈Ascope
Anfct(s))} ∪ – ignore join failure
{BYP STPx | x ∈ (A
basic∪Apick )∩(
⋃
s∈Ascope
Anfct(s))} ∪
{BYP EXTx | x ∈ A
basic ∪ Apick} ∪ – bypass basic activity or pick
{BYPF STPx | x ∈ Apick ∩ (
⋃
s∈Ascope
Anfct(s))} ∪
{BYPF EXTx | x ∈ Apick} – bypassing pick finish
LW = {(Ax , name(x )) | x ∈ A
basic} ∪ – labeled transition - basic activity
{(Ex ,e , e) | x ∈ Ascope ∪ Apick ∧ e ∈ E
normal ∧
{(Ex ,e , e) | (x , e) ∈ pi1,2HR} ∪ – labeled transition - normal event
{(t , λ) | t ∈ Tw ∧ (¬∃ x ∈ A
basic , t = Ax ) ∧
{(t , λ) | (¬∃(y , e)∈(pi1,2HR∩(Ascope∪Apick ))×E
normal
{(t , λ) | such that t = Ey,e)} – unlabeled transition - others
FW = {(sx ,Ax ) | x ∈ A
basic} ∪ {(Ax , cx ) | x ∈ A
basic} ∪ – basic activity
{(rx ,PREx ) | x ∈ A} ∪ {(PREx , sx ) | x ∈ A} ∪ – activity start
{(cx ,PSTx ) | x ∈ A} ∪ {(PSTx , fx ) | x ∈ A} ∪ – activity finish
{(sx ,SBx ) | x ∈ Asequence} ∪ – (∗ sequence ∗)
{(SBx , ry) | x ∈ Asequence ∧ y = head(x )} ∪ – sequence begin
{(fy ,SC
x
y,y′) | x ∈ Asequence ∧ y ⋖
x
seq y
′} ∪
{(SC xy,y′ , ry′) | x ∈ Asequence ∧ y ⋖
x
seq y
′} ∪ – sequence continue
{(fy ,SEx ) | x ∈ Asequence ∧ y = tail(x )} ∪
{(SEx , cx ) | x ∈ Asequence} ∪ – sequence end
{(sx ,ASx ) | x ∈ Aflow} ∪ – (∗ flow ∗)
{(ASx , ry) | x ∈ Aflow ∧ y ∈ children(x )} ∪ – AND-split
{(fy ,AJx ) | x ∈ Aflow ∧ y ∈ children(x )} ∪
{(AJx , cx ) | x ∈ Aflow} ∪ – AND-join
{(sx ,XSx ,y) | x ∈ Aswitch ∧ y ∈ children(x )} ∪ – (∗ switch/pick ∗)
{(XSx ,y , ry) | x ∈ Aswitch ∧ y ∈ children(x )} ∪ – XOR-split
{(sx ,Ex ,e) | (x , e) ∈ pi1,2HR ∩ Apick×E
normal} ∪
{(Ex ,e , ry) | (x , e, y) ∈ HR ∩ Apick×E
normal×A} ∪ – deferred XOR-split
{(XSx ,y , to skipy′) | x ∈ Aswitch ∧ y ∈ children(x ) ∧
{(XSx ,y , to skipy′) | y
′ ∈ children(x )\{y}} ∪
{(Ex ,e , ry′) | (x , e) ∈ pi1,2HR ∩ Apick×E
normal ∧
{(Ex ,e , ry′) | y
′ ∈ children(x ) ∧ (x , e, y ′) 6∈ HR} ∪ – skip unchosen branches
{(skippedy′ ,XJy,x ) | x∈Aswitch∪Apick ∧ y∈children(x )
{(skippedy′ ,XJy,x ) | ∧ y
′∈children(x )\{y}} ∪ – skipped unchosen branches
{(fy ,XJy,x ) | x ∈ Aswitch∪Apick ∧ y ∈ children(x )} ∪
{(XJy,x , cx ) | x ∈ Aswitch∪Apick ∧ y ∈ children(x )} ∪ – XOR-join
{(sx ,LBx ) | x ∈ Awhile} ∪ – (∗ while ∗)
{(LBx , ry) | x ∈ Awhile ∧ {y} = children(x )} ∪ – loop begin
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{(fy ,LCx ) | x ∈ Awhile ∧ {y} = children(x )} ∪
{(LCx , sx ) | x ∈ Awhile} ∪ – loop continue
{(sx ,LEx ) | x ∈ Awhile} ∪ {(LEx , cx ) | x ∈ Awhile} ∪ – loop end
{(to skipx ,SKPx ) | x ∈ A} ∪ – (∗ skip path ∗)
{(SKPx , skippedx ) | x ∈ A
basic} ∪ – skipped basic activity
{(SKPx , skippingx ) | x ∈ A
structured} ∪ – skip structured activity
{(SKPx , to skipy) | x ∈ A
structured
nonseq ∧ y ∈ children(x )} ∪
{(skippedy ,SKPFx ) | x ∈ A
structured
nonseq ∧ y ∈ children(x )} ∪ – skipping non-seq. activity
{(SKPx , to skipy) | x ∈ Asequence ∧ y = head(x )} ∪
{(skippedy ,SKP CS
x
y,y′) | x ∈ Asequence ∧ y ⋖
x
seq y} ∪
{(SKP CS xy,y′ , to skipy′) | x ∈ Asequence ∧ y ⋖
x
seq y} ∪
{(skippedy ,SKPFx ) | x ∈ Asequence ∧ y = tail(x )} ∪ – skipping sequence activity
{(skippingx ,SKPFx ) | x ∈ A
structured} ∪
{(SKPFx , skippedx ) | x ∈ A
structured} ∪ – skipped structured activity
{(lstl , JCE
bx ) | x ∈ Atarget ∧ l ∈ Lin(x ) ∧ bx (l)=true} ∪ – (∗ control link ∗)
{(lsfl , JCE
bx ) | x ∈ Atarget ∧ l ∈ Lin(x ) ∧ bx (l)=false} ∪ – join condition evaluation
{(JCE bx , jctx ) | x ∈ A
target ∧ eval(joincon(x ), bx )=true} ∪ – join condition to true
{(JCE bx , jctx ) | x∈A
target ∧ eval(joincon(x ), bx )=false} ∪ – join condition to false
{(jctx ,PREx ) | x ∈ A
target} ∪ – pre-condition positive
{(PSTx , tcl) | x ∈ A
source ∧ l ∈ Lout(x )} ∪ – post-condition evaluation
{(tcl ,SET LSTl) | l ∈ L} ∪ {(SET LSTl , lstl) | l ∈ L} ∪ – link status to true
{(tcl ,SET LSFl) | l ∈ L} ∪ {(SET LSFl , lsfl) | l ∈ L} ∪ – link status to false
{(jcfx ,SJFx ) | x ∈ A
target ∩ ASJF} ∪ – pre-condition negative
{(rx ,SJFx ) | x ∈ A
target ∩ ASJF} ∪ – suppress join failure (SJF)
{(SJFx , fx ) | x ∈ A
target ∩ Abasic ∩ ASJF} ∪ – SJFb (for basic activity)
{(SJFx , to fx ) | x ∈ A
target ∩ Astructured ∩ ASJF} ∪ – SJFs (for structured activity)
{(SJFx , to skipy) | x ∈ A
target ∩ Astructurednonseq ∩ ASJF ∧
{(SJFx , to skipy) | y ∈ children(x )} ∪
{(SJFx , to skipy) | x ∈ A
target ∩ Asequence ∩ ASJF ∧
{(SJFx , to skipy) | y = head(x )} ∪ – SJFs : to skip sub-activities
{(to fx ,SJFFx ) | x ∈ A
target ∩ Astructured ∩ ASJF} ∪
{(skippedy ,SJFFx ) | x ∈ A
target ∩ Astructurednonseq ∩ ASJF ∧
{(skippedy ,SJFFx ) | y ∈ children(x )} ∪
{(skippedy ,SJFFx ) | x ∈ A
target ∩ Asequence ∩ ASJF ∧
{(skippedy ,SJFFx ) | y = tail(x )} ∪ – SJFs : skipped sub-activities
{(SJFFx , fx ) | x ∈ A
target ∩ Astructured ∩ ASJF} ∪ – SJFs finish
{(SJFx , lsfl) | x ∈ A
source ∩ Abasic ∩ ASJF ∧ l ∈ Lout(x )} ∪
{(SJFFx , lsfl) | x∈A
source∩Astructured ∩ ASJF ∧ l∈Lout(x )} ∪ – dead path elimination (DPE)
{(to skipx ,CLT JCTx ) | x ∈ A
target} ∪ – (∗ skip control link ∗)
{(CLT JCTx , to skipx ) | x ∈ A
target} ∪
{(jctx ,CLT JCTx ) | x ∈ A
target} ∪
{(CLT JCTx , jcvx ) | x ∈ A
target} ∪ – collect join condition true
{(to skipx ,CLT JCFx ) | x ∈ A
target} ∪
{(CLT JCFx , to skipx ) | x ∈ A
target} ∪
{(jcfx ,CLT JCFx ) | x ∈ A
target} ∪
{(CLT JCFx , jcvx ) | x ∈ A
target} ∪ – collect join condition false
{(jcvx ,SKPx ) | x ∈ A
target} ∪ – skip join condition value
{(SKPx , lsfl) | x ∈ A
source ∩ Abasic ∧ l ∈ Lout(x )} ∪
{(SJFFx , lsfl) | x ∈ A
source ∩ Astructured ∧ l ∈ Lout(x )} ∪ – DPE in case of skipping
{(sx ,SBx ) | x∈Ascope} ∪ {(SBx , to continuex ) | x∈Ascope} ∪ – (∗ scope ∗)
{(SBx , ry) | x ∈ Ascope ∧ y = main(x )} ∪ – scope begin
{(fy ,SEx ) | x ∈ Ascope ∧ y = main(x )} ∪
{(SEx , cx ) | x ∈ Ascope} ∪ – scope end
{(to continuex ,SEx ) | x ∈ Ascope} ∪
{(SEx , snapshotx ) | x ∈ Ascope} ∪ – to continue → to stop
{(SKPFx ,no snapshotx ) | x ∈ Ascope} ∪ – skipped scope
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{(SBx , to invoke
EH
x ,e ) | (x , e) ∈ pi1,2HR ∩ Ascope×E
normal} ∪ – (∗ event handler ∗)
{(to invokeEHx ,e ,SEx ) | (x , e) ∈ pi1,2HR ∩ Ascope×E
normal} ∪ – not to invoke EH
{(to invokeEHx ,e ,Ex ,e) | (x , e) ∈ pi1,2HR ∩ Ascope×E
normal} ∪
{(Ex ,e , ry) | (x , e, y) ∈ HR ∩ Ascope×E
normal×A} ∪ – an instance of EH invoked
{(fy , to invoke
EH
x ,e ) | (x , e, y) ∈ HR ∩ Ascope×E
normal×A} ∪ – an instance of EH finish
{(SBx , enabledx ,e) | (x , e) ∈ pi1,2HR ∩ Ascope×E
normal} ∪ – enable enormal
{(enabledx ,e ,PSTy′) | (x , e) ∈ pi1,2HR ∩ Ascope×E
normal ∧
{(enabledx ,e ,PSTy′) | y
′ = main(x )} ∪ – disable enormal
{(enabledx ,e ,SJFy′) | (x , e) ∈ pi1,2HR ∩ Ascope×E
normal ∧
{(enabledx ,e ,PSTy′) | y
′ ∈ {main(x )} ∩ Atarget ∩ ASJF} ∪ – disable enormal in case of SJF
{(enabledx ,e ,Ex ,e) | (x , e) ∈ pi1,2HR ∩ Ascope×E
normal} ∪
{(Ex ,e , enabledx ,e) | (x , e) ∈ pi1,2HR ∩ Ascope×E
normal} ∪ – check if enormal is enabled
{(SBx , to invoke
FH
x ,e ) | (x , e) ∈ pi1,2HR ∩ Ascope×Efault} ∪ – (∗ fault/termination handler ∗)
{(to invokeFHx ,e ,SEx ) | (x , e) ∈ pi1,2HR ∩ Ascope×Efault} ∪ – not to invoke FH
{(to invokeFHx ,e ,Ex ,e) | (x , e)∈pi1,2HR ∩ Ascope×(Efault\E
tf )} ∪
{(Ex ,e , invoked
FH
x ,e ) | (x , e) ∈ pi1,2HR ∩ Ascope×(Efault\E
tf )} ∪ – general FH invoked
{(to invokeFHx ,e ,At) | (x , e) ∈ pi1,2HR ∩ Ascope×E
tf ∧
{(to invokeFHx ,e ,At) | t ∈ Athrow ∧ triggertf (t) = e} ∪
{(At , invokedx ,e) | (x , e) ∈ pi1,2HR ∩ Ascope×E
tf ∧
{(At , invokedx ,e) | t ∈ Athrow ∧ triggertf (t) = e} ∪ – trigger thrown fault event
{(jcfy ,Ex ,e) | (x , e) ∈ pi1,2HR ∩ Ascope×E
jf ∧
{(jcfy ,Ex ,e) | y ∈ A
target ∧ triggerjf (y) = e} ∪
{(ry ,Ex ,e) | (x , e) ∈ pi1,2HR ∩ Ascope×E
jf ∧
{(ry ,Ex ,e) | y ∈ A
target ∧ triggerjf (y) = e} ∪
{(Ex ,e , sy) | (x , e) ∈ pi1,2HR ∩ Ascope×E
jf ∧
{(Ex ,e , sy) | y ∈ A
target ∧ triggerjf (y) = e} ∪ – trigger join failure event
{(SBx , to invoke
TH
x ) | x ∈ Ascope\{process}} ∪ – ready to invoke TH
{(to invokeTHx ,SEx ) | x ∈ Ascope\{process}} ∪ – not to invoke TH
{(to stopx ,Ey,e) | x ∈ Ascope ∧ y ∈ Ascope ∩ A
directenc(x ) ∧
{(to stopx ,Ey,e) | e ∈ Etermination ∧ (y , e) ∈ pi1,2HR} ∪
{(Ey,e , to stopx ) | x ∈ Ascope ∧ y ∈ Ascope ∩ A
directenc(x ) ∧
{(Ey,e , to stopx ) | e ∈ Etermination ∧ (y , e) ∈ pi1,2HR} ∪ – trigger termination event
{(fy′ ,HBx ,e) | (x , e) ∈ pi1,2HR ∩ Ascope×E
ft ∧ y ′=main(x )} ∪ – scope terminated
{invokedFHx ,e ,HBx ,e) | (x , e) ∈ pi1,2HR ∩ Ascope×Efault} ∪ – to start FH/TH
{(to invokeEHx ,e ,HBx ,e′) | (x , e) ∈ pi1,2HR ∩ Ascope×E
normal ∧
{(to invokeFHx ,e ,HBx ,e′) | (x , e
′) ∈ pi1,2HR ∩ Ascope×E
ft} ∪ – not invoke any more EH
{(to invokeFHx ,e ,HBx ,e′) | (x , e) ∈ pi1,2HR ∩ Ascope×Efault ∧
{(to invokeFHx ,e ,HBx ,e′) | (x , e
′)∈pi1,2HR∩Ascope×(E
ft\{e})} ∪ – not invoke any other FH
{(to invokeTHx ,HBx ,e′) | (x , e
′) ∈ pi1,2HR ∩ Ascope×E
ft} ∪ – not invoke TH
{(HBx ,e , ry) | (x , e, y) ∈ HR ∩ Ascope×E
ft×A} ∪ – FH/TH start
{(fy ,HFx ,e) | (x , e, y) ∈ HR ∩ Ascope×E
ft×A} ∪ – FH/TH finish
{(HFx ,e , cx ) | (x , e) ∈ pi1,2HR ∩ Ascope×E
ft} ∪ – resume scope’s normal flow
{(Ac , to invoke
CH
x ) | c ∈ Acompensate ∧ x ∈ Ascope ∧ – (∗ compensation handler ∗)
{(Ac , to invoke
CH
x ) | scpc(triggerc(c)) = x} ∪ – intend to invoke CH
{(snapshotx ,HBx ,e) | (x , e) ∈ pi1,2HR ∩ Ascope×Ecompensation} ∪ – CH is available
{(HBx ,e ,no snapshotx )|(x , e)∈ pi1,2HR ∩ Ascope×Ecompensation} ∪ – CH to be unavailable
{(to invokeCHx ,HBx ,e)|(x , e) ∈ pi1,2HR ∩ Ascope×Ecompensation} ∪
{(HBx ,e , ry) | (x , e, y) ∈ HR ∩ Ascope×Ecompensation×A} ∪ – CH start
{(fy ,HFx ,e) | (x , e, y) ∈ HR ∩ Ascope×Ecompensation×A} ∪
{(HFx ,e , endcx ) | (x , e) ∈ pi1,2HR ∩ Ascope×Ecompensation} ∪ – CH finish
{(no snapshotx ,NOPx ) | x ∈ Ascope\{process}} ∪ – CH is unavailable
{(to invokeCHx ,NOPx ) | x ∈ Ascope\{process}} ∪
{(NOPx , endcx ) | x ∈ Ascope\{process}} ∪ – “no-op” in compensation
{(NOPx ,no snapshotx ) | x ∈ Ascope\{process}} ∪ – CH remains unavailable
{(endcx ,PSTc) | x ∈ Ascope ∧ c ∈ Acompensate ∧
{(endcx ,PSTc) | scpc(triggerc(c)) = x} ∪ – resume compensate activity
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{(to continuex ,Ex ,e) | (x , e) ∈ pi1,2HR ∩ Ascope×(E
ft\E tf )} ∪ – (∗ scope status change ∗)
{(Ex ,e , to stopx ) | (x , e) ∈ pi1,2HR ∩ Ascope×(E
ft\E tf )} ∪
{(to continuex ,At) | x ∈ Ascope ∧ t ∈ Athrow ∧
{(to continuex ,At) | (x , triggertf (t)) ∈ pi1,2HR} ∪
{(At , to stopx ) | x ∈ Ascope ∧ t ∈ Athrow ∧
{(At , to stopx ) | (x , triggertf (t)) ∈ pi1,2HR} ∪ – to continue → to stop
{(to continuex ,SEx ) | x ∈ Ascope} ∪
{(SEx , snapshotx ) | x ∈ Ascope} ∪ – to continue → snapshot
{(to stopx ,HFx ,e) | (x , e) ∈ pi1,2HR ∩ Ascope×E
ft} ∪
{(HFx ,e ,no snapshotx ) | (x , e) ∈ pi1,2HR ∩ Ascope×E
ft} ∪ – to stop → no snapshot
{(SEx , lsfl) | x ∈ Ascope ∧ l ∈ L
ft
OUT (x )} ∪ – DPE: scope completion
{(SKPx , lsfl) | x ∈ Ascope ∧ l ∈ L
ft
OUT (x )} ∪ – DPE: skipping scope
{(Ex ,e , lsfl) | (x , e) ∈ pi1,2HR ∩ Ascope×(E
ft\E tf ) ∧
{(Ex ,e , lsfl) | l ∈ L
ft
OUT (x )\LOUT (A
ft
h (x , e))} ∪ – DPE: non-thrown fault
{(At , lsfl) | t ∈ Athrow ∧ ∃x∈Ascope ((x , triggertf (t))∈pi1,2HR ∧
{(At , lsfl) | l ∈ L
ft
OUT (x )\LOUT (A
ft
h (x , triggertf (t))))} ∪ – DPE: thrown fault
– (∗∗ prepare for update ∗∗)12
{(PREprocess,no snapshotx ) | x ∈ Ascope} ∪ – initialize scope status
{(sx ,CLT SNP NRMx ) | x ∈ Ascope} ∪
{(CLT SNP NRMx , sx ) | x ∈ Ascope} ∪
{(snapshotx ,CLT SNP NRMx ) | x ∈ Ascope} ∪ – collect snapshot status
{(CLT SNP NRMx , scp stat collected
NRM
x ) | x ∈ Ascope} ∪ – on normal path
{(sx ,CLT NSNP NRMx ) | x ∈ Ascope} ∪
{(CLT NSNP NRMx , sx ) | x ∈ Ascope} ∪
{(no snapshotx ,CLT NSNP NRMx ) | x ∈ Ascope} ∪ – collect no snapshot status
{(CLT NSNP NRMx , scp stat collected
NRM
x ) | x ∈ Ascope} ∪ – on normal path
{(sx ,CLT SNP SKPx ) | x ∈ Ascope} ∪
{(CLT SNP SKPx , sx ) | x ∈ Ascope} ∪
{(snapshotx ,CLT SNP SKPx ) | x ∈ Ascope} ∪ – collect snapshot status
{(CLT SNP SKPx , scp stat collected
SKP
x ) | x ∈ Ascope} ∪ – on skip path
{(sx ,CLT NSNP SKPx ) | x ∈ Ascope} ∪
{(CLT NSNP SKPx , sx ) | x ∈ Ascope} ∪
{(no snapshotx ,CLT NSNP SKPx ) | x ∈ Ascope} ∪ – collect no snapshot status
{(CLT NSNP SKPx , scp stat collected
SKP
x ) | x ∈ Ascope} ∪ – on skip path
{(sx ,CLT SNP SJFx ) | x ∈ Ascope} ∪
{(CLT SNP SJFx , sx ) | x ∈ Ascope} ∪
{(snapshotx ,CLT SNP SJFx ) | x ∈ Ascope} ∪ – collect snapshot status
{(CLT SNP SJFx , scp stat collected
SJF
x ) | x ∈ Ascope} ∪ – on SJF path
{(sx ,CLT NSNP SJFx ) | x ∈ Ascope} ∪
{(CLT NSNP SJFx , sx ) | x ∈ Ascope} ∪
{(no snapshotx ,CLT NSNP SJFx ) | x ∈ Ascope} ∪ – collect no snapshot status
{(CLT NSNP SJFx , scp stat collected
SJF
x ) | x ∈ Ascope} ∪ – on SJF path
{(scp stat collectedNRMx ,SBx ) | x ∈ Ascope} ∪
{(scp stat collectedSKPx ,SKPFx ) | x ∈ Ascope} ∪ – clean snapshot/no snapshot
{(scp stat collectedSJFx ,SJFFx ) | x ∈ Ascope} ∪ – before another execution
{(to continuex ,Ay) | x ∈ Ascope ∧ y ∈ A
basic ∩ Anfct(x )} ∪ – (∗ termination due to a fault ∗)
{(Ay , to continuex ) | x ∈ Ascope ∧
{(Ay , to continuex ) | y ∈ (A
basic\Athrow ) ∩ A
nfct(x )} ∪
{(At , to continuex ) | x ∈ Ascope ∧
{(At , to continuex ) | t∈Athrow∩A
nfct(x )∩(A\Adirectenc(x ))} ∪ – can perform basic activity
{(to continuex ,SET LSTl) | x ∈ Ascope ∧
{(to continuex ,SET LSTl) | (∃ y ∈ A
nfct(x ) ∩ Adirectenc(x )
{(SET LSTl , to continuex ) | such that l ∈ Lout(y))} ∪
{(SET LSTl , to continuex ) | x ∈ Ascope ∧
{(SET LSTl , to continuex ) | (∃ y ∈ A
nfct(x ) ∩ Adirectenc(x )
{(SET LSTl , to continuex ) | such that l ∈ Lout(y))} ∪ – can set link status to true
12 To keep PNW 1-safe, we assume that when a scope is executed multiple times, the status of the scope is
updated upon each execution.
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{(to continuex ,Ey,e) | x ∈ Ascope ∧ e ∈ E
normal ∧
{(to continuex ,Ey,e) | y ∈ (Ascope ∪ Apick ) ∩ ({x} ∪ A
nfct(x ))
{(to continuex ,Ey,e) | ∧ (y , e) ∈ pi1,2HR} ∪
{(Ey,e , to continuex ) | x ∈ Ascope ∧ e ∈ E
normal ∧
{(Ey,e , to continuex ) | y ∈ (Ascope ∪ Apick ) ∩ ({x} ∪ A
nfct(x ))
{(Ey,e , to continuex ) | ∧ (y , e) ∈ pi1,2HR} ∪ – can process enormal
{(to continuex ,LBy) | x ∈ Ascope ∧ y ∈ Awhile ∩ A
nfct(x )} ∪
{(LBy , to continuex ) | x ∈ Ascope ∧ y ∈ Awhile ∩ A
nfct(x )} ∪ – can continue loop in while
{(to stopx , IGN STPy) | x ∈ Ascope ∧ y ∈ A
basic ∩ Anfct(x )} ∪
{(IGN STPy , to stopx ) | x ∈ Ascope ∧ y ∈ A
basic ∩ Anfct(x )} ∪
{(jcfy , IGN STPy) | y ∈ A
target∩ATJF ∩ (
⋃
x∈Ascope
Anfct(x ))} ∪ – ignore join failure
{(ry , IGN STPy) | y ∈ A
target ∩ ATJF ∩ (
⋃
x∈Ascope
Anfct(x ))} ∪
{(IGN STPy , sy) | y ∈ A
target ∩ ATJF ∩ (
⋃
x∈Ascope
Anfct(x ))} ∪ – continue dry-run of activity
{(to stopx ,BYP STPy) | x ∈ Ascope ∧ y ∈ A
basic ∩ Anfct(x )} ∪
{(BYP STPy , to stopx ) | x ∈ Ascope ∧ y ∈ A
basic ∩ Anfct(x )} ∪ – to bypass basic activity
{(sy ,BYP STPy) | y ∈ A
basic ∩ (
⋃
x∈Ascope
Anfct(x ))} ∪
{(BYP STPy , cy) | y ∈ A
basic ∩ (
⋃
x∈Ascope
Anfct(x ))} ∪ – bypassed basic activity
{(to stopx ,BYP STPy) | x ∈ Ascope ∧ y ∈ Apick ∩ A
nfct(x ) ∪ – (∗∗ bypass pick ∗∗)
{(BYP STPy , to stopx ) | x ∈ Ascope ∧ y ∈ Apick ∩ A
nfct(x ) ∪
{(sy ,BYP STPy) | y ∈ Apick ∩ (
⋃
x∈Ascope
Anfct(x ))} ∪
{(BYP STPy , to c
STP
y ) | y ∈ Apick ∩ (
⋃
x∈Ascope
Anfct(x ))} ∪ – to bypass enormal & branches
{(BYP STPy , to skipz ) | y ∈ Apick ∩ (
⋃
x∈Ascope
Anfct(x )) ∧
{(BYP STPy , to skipz ) | z ∈ children(y)} ∪
{(skippedz ,BYPF STPy) | y ∈ Apick ∩ (
⋃
x∈Ascope
Anfct(x )) ∧
{(skippedz ,BYPF STPy) | z ∈ children(y)} ∪ – bypassed all branches
{(to cSTPy ,BYPF STPy) | y ∈ Apick ∩ (
⋃
x∈Ascope
Anfct(x ))} ∪
{(BYPF STPy , cy) | y ∈ Apick ∩ (
⋃
x∈Ascope
Anfct(x ))} ∪ – bypassing finish
{(no exit ,Ax ) | x ∈ Aexit} ∪ – (∗ termination due to exit ∗)
{(Ax , to exit) | x ∈ Aexit} ∪ – to exit entire process
{(no exit ,Ay) | y ∈ A
basic\Aexit} ∪
{(Ay ,no exit) | y ∈ A
basic\Aexit} ∪ – check no exit at basic activity
{(no exit ,Ex ,e) | (x , e) ∈ pi1,2HR ∩ (Ascope ∪ Apick )×E
ntfnc} ∪
{(Ex ,e ,no exit) | (x , e) ∈ pi1,2HR ∩ (Ascope ∪ Apick )×E
ntfnc} ∪ – check no exit at enormal
{(no exit ,LBx ) | x ∈ Awhile} ∪
{(LBx ,no exit) | x ∈ Awhile} ∪ – check no exit in while
{(to exit ,BYP EXTx ) | x ∈ A
basic} ∪
{(BYP EXTx , to exit) | x ∈ A
basic} ∪ – to bypass basic activity
{(sx ,BYP EXTx ) | x ∈ A
basic} ∪
{(BYP EXTx , cx ) | x ∈ A
basic} ∪ – bypassed basic activity
{(to exit ,BYP EXTx ) | x ∈ Apick} ∪ – (∗∗ bypass pick ∗∗)
{(BYP EXTx , to exit) | x ∈ Apick} ∪
{(sx ,BYP EXTx ) | x ∈ Apick} ∪
{(BYP EXTx , to c
EXT
x ) | x ∈ Apick} ∪ – bypassed enormal
{(BYP EXTx , to skipy) | x ∈ Apick ∧ y ∈ children(x )} ∪
{(skippedy ,BYPF EXTx ) | x ∈ Apick ∧ y ∈ children(x )} ∪ – skipped all branches
{(to cEXTx ,BYPF EXTx ) | x ∈ Apick} ∪
{(BYPF EXTx , cx ) | x ∈ Apick} ∪ – bypassing finish
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