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1 Introduction
First things first; Runge-Kutta (RK) was not a single1 person with first name Runge and last name
Kutta. Nor were they a single person with a hyphenated last name. Rather it refers to two of the four
most well known mathematicians associated with approximating solutions to differential equations.
They, along with their most well known papers on the subject, were Carl Runge (1856-1927) [Runge,
1895] and Martin Wilhelm Kutta (1867-1944) [Kutta, 1901]. The others were Leonhard Euler (1707-
1783) [Euler, 1768] and Karl Heun (1859 - 1929) [Heun, 1900].
But what about the 4 in Runge-Kutta 4? We’ll get to that.
Sometime in the second term of calculus we realize that given an innocent looking function g(x),
there’s a pretty good chance we can differentiate it and almost no chance that its antiderivative can
be written as a combination of elementary functions. Hence numerical methods have been developed,
ranging from the simple left-hand rule, to the more accurate trapezoidal rule, or Simpson’s method.
These allow approximating:2 ∫ x1
x0
g(t)dt.








where x∗ is a point in [x0, x1]. The different rules dictate how to estimate the heights of the boxes or
potentially how to determine x∗. In practice, the height will be a weighted average of several output
values of g, not just a single one.3
∗It’s pronounced “Run gah.”
†Department of Math and Computer Science, Wittenberg University, Springfield, OH, 45504;
aparker@wittenberg.edu.
1or married
2In practice we can always increase the accuracy by breaking our interval [x0, x1] into multiple subintervals. But
understanding the algorithm on a single interval allows you to repeatedly apply the method. As Butcher stated, “We
will mainly confine our discussions just to the first step because it is typical” [Butcher, 1996, p. 248].




Similarly, it is rarely possible to exactly calculate y(x1) for the initial value problem
dy
dx
= f(x, y) y(x0) = y0.
Thus, we must rely on numerical methods to approximate y(x1). These approximation methods use







The different rules and methods dictate where to calculate the slope. In practice the slope will be a
combination of f evaluated at several different points.
The question that concerned Euler, Heune, Kutta and Runge (and anyone else approximating
solutions) was how best to choose where to evaluate slopes and how best to combine those slopes
to obtain an accurate approximation. The underlying theory and general method for making those
choices is described in Section 2. The method turns the underlying question into systems of equa-
tions. Low-order systems give approximations which are less accurate than those coming from more
complicated systems. The section contains the systems and examples from order 1 to 5, highlighting
the order 4 method we often use today. Section 3 carries out numerical comparisions of several of
the approximations derived in Section 2. The project concludes with an Epilogue explaining how
space exploration drove an explosion of interest in approximating solutions to differential equations
150 years after Euler took up the problem.
2 The Method
We will follow Kutta’s seminal paper [Kutta, 1901] which contains the pertinent contributions by
Euler, Heun, and Runge as special cases. On pg. 437 Kutta described the method. It may appear
complicated and confusing, but he was simply carrying out what was described in Introduction. He
is listing choices for where to evaluate slopes and how to combine them to achieve the most accurate
approximation to the actual solution.
∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞
The approach is thus the following: given:
∆′ = f(x, y)∆x
∆′′ = f(x+ κ∆x, y + κ∆′)∆x,
∆′′′ = f(x+ λ∆x, y + ρ∆′′ + (λ− ρ)∆′)∆x,
∆′′′′ = f(x+ µ∆x, y + σ∆′′′ + τ∆′′ + (µ− σ − τ)∆′)∆x,
∆V = f(x+ ν∆x, y + φ∆′′′′ + χ∆′′′ + ψ∆′′ + (ν − φ− χ− ψ)∆′)∆x
...
We estimate as a desired approximation:
∆y = a∆′ + b∆′′ + c∆′′′ + d∆′′′′ + e∆V + · · · (1)
2
where the quantities κ, λ, µ, ν, . . . ; ρ, σ, τ, φ, χ, ψ, . . . ; a, b, c, d, e, . . . are arbitrarily available
coefficients. We have to determine these in such a way that, in the development of ∆y
according to the Taylor Theorem, a correspondence is achieved, up to the desired order, with
the true development which follows from the integral approach.
∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞
Task 1 What do you think that Kutta meant by “the true development which follows from the integral
approach?”. Write one question you have about this excerpt.
An unfair oversimplification of this method is that it is just an exercise in Taylor series manipu-
lation. It involves three main steps.
• Step 1: We expand y(x) as a Taylor polynomial. This will make extensive use of dydx = f(x, y)
and the chain rule. It will be a polynomial in ∆x and the degree of the polynomial is the order
of the approximation.
• Step 2: We expand each of the above ∆′,∆′′,∆′′′, . . . into Taylor polynomials as well. This
will also be in terms of ∆x but will include the parameters κ, λ, µ, ν, . . . ; ρ, σ, τ, φ, χ, ψ, . . . . The
number of the ∆i that must be expanded and the degree to which each is expanded depends
on the order of the approximation.
• Step 3: By equating the terms of the expansion of y(x) from Step 1 with those of a∆′+b∆′′+
c∆′′′ + · · · from equation (1) and Step 2, we obtain systems of equations. This constrains the
parameters a, b, . . . ;κ, λ, µ, ν, . . . ; ρ, σ, τ, φ, χ, ψ, . . . . It is not true that the systems completely
determine the parameters, so there are actually many different methods of a given order.
Kutta didn’t present any of this and just stated the resulting systems for orders 1−−5. It turns
out that the derivations for order 1 and 2 are “too soft” and don’t provide much insight into the
process.4 Derivations of order 4 and 5 are “too hard” with calculations becoming too unwieldy to
be useful.5 Deriving the order 3 approximation is “just right”6 in that it provides insight into how
the process works yet can still be carried out. Thus we carry out the derivations for order 1, 2, 3 and
just present the results for orders 4 and 5. Let’s examine the above steps more carefully.
2.1 Step 1: Expanding y(x) Into A Taylor Polynomial
In Calc 2 we learn Taylor’s expansion:
y(x) = y(a) + y′(a)(x− a) + y
′′(a)
2!
(x− a)2 + y
′′′(a)
3!
(x− a)3 + · · · .
Unfortunately it isn’t quite in the form we need.
4We do include them to get warmed up.
5The order 5 approximation results in 16 equations for 15 variables. See Section 2.7.
6Is Goldilocks in the public domain? I guess we’ll find out.
3
Task 2 Change x to x+∆x and a to x to derive the following form of Taylor’s series:






(∆x)3 + · · ·
and thus











and therefore we can write y′, y′′, y′′′, . . . in terms of f and its derivatives. As mentioned above, this
will require heavy use of the chain rule. In particular, we need the following form of it. If given

















































f = fx + f fy.





















= fxx + 2f fxy + f
2 fyy + fx fy + f (fy)
2.
Combining the above forms for y′, y′′, y′′′, we have the third-order expansion for ∆y.












fxx + 2f fxy + f





Notice that we can approximate y(x) right now using just this Taylor expansion.
Task 4 Use the third-order Taylor approximation with ∆x = 1 to approximate y(1) given that dydx =
6x− 3y and y(0) = 4. Compare this to the actual value of y(1).
7We generally use partial / partial notation during the derivations, but final results are written in subscript notation.
As an example, with this convention df
dx





We can continue in this manner, but the process quickly becomes tedious.8 Zill states, “The
obvious purpose (of the RK method) is to achieve the accuracy of the Taylor method without having
to compute higher-order derivatives” [Zill, 2000, p. 436]. Let’s see how we can accomplish this.
2.2 Step 2: Expanding ∆i Into A Taylor Polynomial
Just as there is a Taylor series in one variable, there is also a two-variable form:










fxxx(x− a)3 + 3fxxy(x− a)2(y − b) + 3fxyy(x− a)(y − b)2 + fyyy(y − b)3
)
+ · · · .
(3)
We apply this to each of the ∆i from Section 2.
We should be careful to understand this notation. All of the partial derivatives on the right side
of equation (3) are being evaluated at (a, b). In other words, fx(x−a) actually means fx(a, b)(x−a).
(x− a) is not being plugged into the function fx(x, y) (in fact it couldn’t because f is a function of
two variables), but rather fx(a, b) is being multiplied by (x− a).
2.3 Step 3: Equating Coefficients (For First Order)
Kutta in [Kutta, 1901, p. 438] wrote:
∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞
For the first-order approximation, it is sufficient to calculate a function value f and we
obtain the trivial approximation through a = 1
∆y = f(x, y)∆x.
∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞
Step 1 expands ∆y using the one-variable Taylor series (2) up to the first power of ∆x.
∆y = f∆x. (4)
Step 2 expands ∆′. However, there isn’t anything to expand since we already know that ∆′ =
f ∆x.
Step 3 sets the expressions for ∆y found in equations (1) and (4) equal to each other giving
a = 1 and ∆y = f ∆x.
8Indeed, while I don’t promise it is correct,
yiv = fxxx + 3fxfyy + 2ffxxy + 3ffxfyy + f
2fxyy + fxfy + f(fy)
2 + ffyfxy + f
2fyfyy
is necessary for fourth-order approximations.
5
2.3.1 First-Order Examples
This approximation is called Euler’s method since he described it in Institutionum calculi integralis
First Volume, Second section, Chapter 7, [Euler, 1768, p. 747].
∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞
CONCERNING THE APPROXIMATE INTEGRATION OF DIFFERENTIAL EQUATIONS
PROBLEM 85
650. To assign an approximate value to the complete integral of any differential equation.
Let x and y be two variables, between which the differential equation is proposed, and this
equation shall have a form of this kind, so that dy = V with V being some function of dx
x and y. Now since the complete integral is desired, this has to be interpreted thus, so that
while x is given a certain value, for example x = a , the other variable y is given a certain
value, for example y = b . Hence in the first place we are to treat the question, so that we
can find the value of y, when the value of x is attributed a value differing a little from a, on
putting x = a+ω so that we may find y. But since ω shall be the smallest possible amount,
the value of y will differ minimally from b; from which, while x only is changed from a as
far as to a + ω , the quantity V is allowed to be looked on as being constant. Whereby on
putting x = a and y = b there is made V = A and from this very small change we will have
dy = A and thus on integrating, y = b + A(x − a), clearly with a dx constant of this kind
to be added so that on putting x = a there becomes y = b. Hence we may put in place
x = a+ ω and there becomes y = b+Aω.9
∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞
Task 5 Consider Euler’s notation, specifically y = b+A(x− a). Complete Table 1, thus showing that







Table 1: The equivalence of Euler’s and Kutta’s notations.
Thus, to find y(x+∆x), we compute the tangent slope at the starting point (x0, y0) within each
interval and travel in that direction for ∆x. This will be an approximation for ∆y and the new y
value is y+∆y. See Figure 1 for an estimation of y(1) using Euler’s method starting with the initial
point (0, 1).
9Translation by Dr. Ian Bruce of ian.bruce@17centurymaths.com.
6
Figure 1: The Euler method computes the tangent direction at the initial point (in this case (0, 1))
and follows that direction (in this case horizontal) to end of the interval (in this case x = 1). For
this example, it’s clear this isn’t a good approximation.
Task 6 Use Euler’s method with ∆x = 1 to approximate y(1) given that dydx = 6x − 3y and y(0) = 4.
Compare this to the actual value of y(1) and your answer from Task 4.
2.4 Step 3: Equating Coefficients (For Second Order)
Kutta in [Kutta, 1901, p. 438] wrote:
∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞
For the second order, two function values are to be calculated and one obtains the already
known conditional equations (see Mr. Heun p. 28)10




for which a further explanation is no longer necessary.
∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞
I disagree with Kutta and think further explanation is necessary.
Step 1 expands ∆y using the one-variable Taylor series (2) up to ∆x2. This is




10Heun carried out the exact same process as Kutta (and Runge), but instead of expanding out functions in powers




)f . We saw this operator when we
computed y′′ above. Kutta stated, “In this way, in the development of the approximation according to Taylor’s Theorem,
the expressions that are symbolically as “D” by Mr. Heun, are kept together, and the calculation is greatly simplified”
[Kutta, 1901, p. 436]. Heun’s calculations are indeed “greatly” simplified, and indeed some of Kutta’s subsequent
approximations are found in Heun’s work. However, deriving the approximations requires an intermediate expansion
in terms of “D” and a very slightly different notation. It is not difficult to see the connection and interested students
should explore Heun’s work, but we don’t include much of Heun here.
7
Step 2 expands ∆′ and ∆′′. Again, we know ∆′ = f(x, y)∆x. We do need to expand ∆′′ =
f(x+ κ∆x, y + κ∆′)∆x using the multivariable Taylor series (3) up to (∆x)2. In that formula, we
change x to x+ κ∆x, y to y + κ∆′, a to x, and b to y. This gives11
∆′′ = f(x+ κ∆x, y + κ∆′)∆x =
(






f + κ fx∆x+ κ f fy ∆x
)
∆x = f ∆x+ κ fx (∆x)
2 + κf fy (∆x)
2.
Task 7 Carry out Step 3. First we expand ∆y as in (5). We then equate this with the equation (1)
expansion of ∆y
∆y = a∆′ + b∆′′ = a (f∆x) + b
(
f ∆x+ κ fx (∆x)




Remember that this will be a polynomial in ∆x. Thus when collecting like terms it is with
respect to the degree of ∆x. This will result in the following two conditions:





Second-order approximations are first found in [Runge, 1895, p. 170] where he presented (among
other things) the following two approximations.
Midpoint method:
∆y = f(x+ 12 ∆x, y +
1
2f(x, y)∆x)∆x
For this method, we don’t use the slope at the starting point to determine our position at x+∆x.
Rather we use the slope at the starting point to estimate our position at x+ ∆x2 . At this midpoint,
we recalculate a slope. We then go back to the starting point and use that midpoint slope to find
a value at x+∆x. See Figure 2 for an estimation of y(1) using the midpoint method starting with
the initial point (0, 1).
Improved Euler method:
∆y = f(x,y)∆x+f(x+∆x,y+f(x,y)∆x)∆x2
For this method, we do use the slope at the starting point to determine a temporary position
at x +∆x. At this temporary point, we calculate an end slope. Finally we take the average of the
starting and ending slopes and travel along that average slope from x to estimate the y value at
x+∆x. See Figure 3 for an estimation of y(1) using the Improved Euler method starting with the
initial point (0, 1).
11In what follows we drop any terms of degree (∆x)3 or larger as soon as they appear, continually removing the
“tail” of the polynomials.
8
Figure 2: A midpoint method
Figure 3: Improved Euler
Task 8 Compare Midpoint and Improved Euler to equation (6). For each, what are a, b, and κ?
Task 9 Choose one of the above second-order methods with ∆x = 1 to approximate y(1) given that
dy
dx = 6x− 3y with y(0) = 4. Compare this to the actual value of y(1).
2.5 Step 3: Equating Coefficients (For Third Order)
This is the “just right” calculation. Kutta in [Kutta, 1901, p. 438] wrote:
∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞
For the third order, three function values are to be calculated, and the Taylor theorem
9
provides for the desired approximation:
∆y = a∆′ + b∆′′ + c∆′′′,where
∆′ = f(x, y)∆x,
∆′′ = f(x+ κ∆x, y + κ∆′)∆x,
∆′′′ = f
(
x+ λ∆x, y + ρ∆′′ + (λ− ρ)∆′
)
∆x
is the case. The following four conditions are derived:
a+ b+ c = 1, bκ+ cλ =
1
2




















Kutta didn’t show the calculations that give these conditions but we’ll derive them here.
Step 1 expands ∆y using the 1 variable Taylor series (2) up to ∆x3. This is12












fxx + 2f fxy + f





Step 2 expands ∆′,∆′′ and ∆′′′. Again, we know ∆′ = f(x, y)∆x. We do need to expand
∆′′ = f(x+ κ∆x, y + κ∆′)∆x using the multivariable Taylor series (3) one more term up to (∆x)3.














2 + 2fxy(κ∆x)(κf ∆x) + fyy(κf ∆x)
2))∆x
= (f∆x+ κ fx (∆x)






3 + 2κ2 f fxy (∆x)
3 + κ2 f2 fyy (∆x)
3)) (8)
For this third-order approximation, we also need to expand
∆′′′ = f(x+ λ∆x, y + ρ∆′′ + (λ− ρ)∆′)∆x
12In what follows we drop any terms of degree (∆x)4 or larger as soon as they appear, continually removing the
“tail” of the polynomials.
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using the multivariable Taylor series (3) up to (∆x)3. In (3) we change x to x+λ∆x, y to y+ρ∆′′+
(λ− ρ)∆′, a to x, and b to y. This gives
∆′′′ =
[
f + fx λ∆x+ fy (ρ∆






2 + 2fxy (λ∆x)(ρ∆
′′ + (λ− ρ)∆′) + fyy (ρ∆′′ + (λ− ρ)∆′)2
)]
∆x. (9)
Task 10 Consider (9). Replace ∆′ = f ∆x and ∆′′ = f∆x + fxκ(∆x)2 + fyκf (∆x)2, and continually
expand, collect, cancel, simplify, and13 drop any terms of degree (∆x)4 or larger as soon as
they appear, continually remove the “tail” of the polynomials in order to derive the following
formula:
∆′′′ = f∆x+ λ fx (∆x)
2 + κ ρ fx fy(∆x)
3 + κ ρ f (fy)






+ λ ρ f fxy (∆x)
3 + λ2 f fxy (∆x)
3 − λ ρ f fxy (∆x)3 +
1
2
λ2 f2 fyy (∆x)
3. (10)
Step 3 compares the expression for ∆y found in equation (7) with the expression for ∆y found in
equation (1) where we have replaced ∆′ with f ∆x, we have expanded ∆′′ as equation (8), and we
have expanded ∆′′′ as equation (10).
For example, let’s equate the coefficients of fx (∆x)2. In (7), the coefficient is 12 . There is no
fx (∆x)




= b κ+ c λ
which we see in Kutta’s paper. This is also the same condition that we get if we equated the
coefficients of f fy (∆x)2. We now complete Step 3:
Task 11 Compare the coefficients of f ∆x. What relationship do you find?
Task 12 Compare the coefficients of fxx (∆x)3. What relationship do you find? (Collecting f fxy (∆x)3
and f2 fyy (∆x)3 gives the same relationship.)
Task 13 Compare the coefficients of fx fy (∆x)3. What relationship do you find? (Collecting f (fy)2 (∆x)3




Runge in [Runge, 1895, p.170] wrote:14
∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞
Namely, the approximation value of ∆y is equal to
∆′ +∆′′′
2
where ∆′ = f∆x and ∆′′′ is connected with ∆′ via the equations
∆′′ = f(x+∆x, y +∆′)∆x
∆′′′ = f(x+∆x, y +∆′′)∆x.
∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞
Task 14 What values of a, b, c, κ, λ, ρ give Runge’s example?
Kutta in [Kutta, 1901, p. 439] wrote:
∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞






















and the corresponding approximation:
∆y =
2∆′ + 3∆′′ + 3∆′′′
8
,















14We have changed the notation slightly; what Runge called ∆′y we just call ∆′, etc.
15These references of (I), . . . , (V ) refer to earlier conditions from section II of Kutta’s paper. Kutta restarted his
numbering in each section, and so later in our section 2.6, when we reference (I), . . . , (V ), we are actually referencing
cases from Kutta’s section III.
12
The system κ = 13 , λ =
2
3 , ρ =
2
3 generates from (I) or (IV ) the formula already




















The system κ = 23 , λ =
2

























The system κ = 12 , λ = 1:
∆y =
∆′ + 4∆′′ +∆′′′
6
,








∆′′′ = f(x+∆x, y + 2∆′′ −∆′)∆x.
The last final formula is somewhat analogous with Simpson’s Rule, but is less accurate
by one order.
∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞
Task 15 Consider dydx = 6x− 3y with y(0) = 4.
(a) Choose one of the above order three methods and approximate y(1) with ∆x = 1. Com-
pare this to the actual value of y(1).
(b) Make your own order three approximation method and use it to solve this initial value
problem.
13
2.6 Equating Coefficients: (For Fourth Order)
Kutta in [Kutta, 1901, p. 440] wrote:16
∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞
III
Moving to the fourth-order approximations, we find the calculation of four function val-
ues necessary, and the comparison of Taylor’s theorem yields the following eight conditional
equations for the coefficients:
a+ b+ c+ d = 1,




























if the desired approximation is stated as:
∆y = a∆′ + b∆′′ + c∆′′′ + d∆′′′′,
∆′ = f(x, y)∆x,
∆′′ = f(x+ κ∆x, y + κ∆′)∆x,
∆′′′ = f(x+ λ∆x, y + ρ∆′′ + (λ− ρ)∆′)∆x,
∆′′′′ = f(x+ µ∆x, y + σ∆′′′ + τ∆′′ + (µ− σ − τ)∆′)∆x.
Here, the solution system can also still be written down. If one leaves κ and λ arbitrary,








6κλ− 4(κ+ λ) + 3
12(1− λ)(1− κ)
;
a = 1− b− c− d;















16In an attempt to save my course evaluations, we are not going to derive the fourth-order approximations.
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At this point, Kutta made some simplifications to give five infinite families (with specific exam-
ples) of fourth degree approximations.
2.6.1 Fourth-Order Examples: Kutta’s Condition (I), a = d and b = c
∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞
From the once again twofold infinite number of approximation formulas which we obtain
in this way one series may be distinguished as especially simple; first of all those in which
a = d, b = c is the case, for which, therefore a certain symmetry exists, at least in the final
formula. They are included in the system:









a = d =
6κ(1− κ)− 1
12κ(1− κ)
; b = c =
1
12κ(1− κ)
For example, choose κ = 13 , λ =
2
3 to get the approximate formula:
∆y =
∆′ + 3∆′′ + 3∆′′′ +∆′′′′
8
,


















∆′′′′ = f(x+∆x, y +∆′′′ −∆′′ +∆′)∆x.
But then we seek from our solutions those which yield Simpson’s Rule in the transition to
quadratures, and, since they are precise in the particular case up to the fourth order, including
in the interval, can therefore be regarded in the general case as generalizations of Simpson￿s
Rule. We obtain four simply infinite systems from such generalizations.
∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞
2.6.2 Fourth-Order Examples: Kutta’s Condition (II), λ = 12
∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞
Let λ = 1
2
. (II)
Then, the following system emerges:
;µ = 1; a =
1
6














A numerical example, κ = 14 , gives the approximation:
∆y =
∆′ + 4∆′′′ +∆′′′′
6
,





















∆′′′′ = f(x+∆x, y + 2∆′′′ − 2∆′′ +∆′)∆x.
The magnitude ∆′′ in the formulas of this group can always be calculated less accurately
by one order.
Cases (III), (IV ), (V ) are obtained by crossing the boundaries from the general formulas
or directly from the eight conditional equations.
∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞



























































In this example, ∆′ can be calculated less accurately by one order.
∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞
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2.6.4 Fourth-Order Examples: Kutta’s Condition (IV ), κ = 1
∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞


























Example σ = 1:
∆y =
∆′ −∆′′ + 4∆′′′ + 2∆′′′′
6























2.6.5 Fourth-Order Examples: Kutta’s Condition (V ), λ = κ. This is the famous RK4
method!
∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞























Example σ = 1:
∆y =
∆′ + 2∆′′ + 2∆′′′ +∆′′′′
6





















∆′′′′ = f(x+∆x, y +∆′′′)∆x.
This last memorable approximation could also be obtained from the approaches of Mr.
Heun (p. 33), in which, for this case, the eight conditional equations would not appear to be
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independent of each other, but rather as representing just seven different conditions. By the
way, it is the only formula that can be obtained from them, which presupposes just 4 function
values as calculated.
If one wishes to have as few functional values as possible appear in the final formula, then
one can assume, since d apparently cannot be zero, and as is easily provable, neither can c,






into the general formulas. At the same time, a and b can not disappear, as this would lead
to an inadmissible value κ = 0.
If five function values were calculated, it would actually be possible to reduce the number
of values entering the final formula to two, but one would have to accept the disadvantage
of irrational coefficients.
∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞
Task 16 Consider dydx = 6x− 3y with y(0) = 4. Choose one of the methods (I)− (IV ) and approximate
y(1) with ∆x = 1 using this method. Approximate y(1) with ∆x = 1 using RK4. Determine
the actual value of y(1). Compare these values.
2.7 Equating Coefficients (For Higher Order)
This is simply a translation of Kutta’s order 5 approximation. We’re not going to use this except to
note how quickly the variables and restrictions are growing!
∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞
If we finally move on to approximations of the fifth order, the conditions will be slightly
different. Again, if we count five function values, then the comparison of Taylorian expansion
18
gives the following 16 conditional equations.
a+ b+ c+ d+ e = 1




























































This includes the approximation formulas:
∆y = a∆′ + b∆′′ + c∆′′′ + d∆′′′′ + e∆v
∆′ = f(x, y)∆x
∆′′ = f(x+ κ∆x, y + κ∆y)∆x,
∆′′′ = f(x+ λ∆x, y + ρ∆′′ + (λ− ρ)∆′)∆x,
∆′′′′ = f(x+ µ∆x, y + σ∆′′′ + τ∆′′ + (µ− σ − τ)∆′)∆x,
∆V = f(x+ ν∆x, y + φ∆′′′′ + χ∆′′′ + ψ∆′′ + (ν − φ− χ− ψ)∆′)∆x.
But here we have only 15 number coefficients for the 16 equations. Now it would indeed be
possible that the conditional equations were not independent of one another, which, however,
is by analogy with the previous approximations improbable.
∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞
Even today, mathematicians are pushing the limits of this method of approximation. Unfor-
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tunately, the number of conditional equations rises rapidly with order. We saw that fourth-order
approximations require eight constraint equations and fifth-order requires sixteen. Order ten ap-
proximations require 1, 205 conditions, and order fourteen approximations require 53, 263 conditions!
Simultaneously solving such highly non-linear systems is complicated for obvious reasons. Ketcheson
notes this can only be done efficiently up to order eight [Ketcheson and BinWaheed, 2014, p. 178].
These difficulties force mathematicians to look for other types of numerical methods.
3 Numerical Comparison
Kutta concluded his paper with a comparison of six of the the methods we’ve presented, though all
were of order less than 5. He was looking to approximate y(1) when dydx =
y−x
y+x with y(0) = 1.
∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞
It still remains to compare in a numerical example the approximation obtained with the
application of different approximation methods. Of course, the value of such an example
must not be overestimated, since the random choice of the example can put one method at
an undue advantage over the others. Nevertheless, with several successful applications of the
various methods in a series of intervals, this anomaly will no longer be so pronounced; and
it could be completely annulled only by time-consuming calculation of a larger number of
examples: here the example chosen by Runge (Vol. 46 of the Math. Annals) was adopted,
and the same was calculated on the one hand, as with Runge, for successive intervals of the
size ∆x = .2; ∆x = .3; ∆x = .5, then, however, with the adoption of only one whole interval






starting from x = 0, y = 1.
As we know, the corresponding integral curve is closed here, representable through
ln (x2 + y2)− 2 arctan (x/y) = 0.
∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞
Task 17 Solve this differential equation exactly. (Hint: The substitution y = ux makes it separable.
You may find the identity arctan (y/x) = π2 − arctan (x/y) helpful.
3.1 Taylor’s Method From Section 2.1.
∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞
1. The progression according to the Taylor theorem under the integral sign up to the




; f ′ = −2(x
2 + y2)
(y + x)3
; f ′′ =
4(x2 + y2)(2y − x)
(y − x)5
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f ′′′ = −20(x
2 + y2)(3y2 − 2y + x2)
(y + x)7
is required at the starting point. The formula to use is











Task 18 Approximate y(1) using Taylor’s approximation for the above initial value problem. Use ∆x =
1.
3.2 Euler’s Method From Section 2.3.1.
∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞
2. The Eulerian method, dividing the interval ∆x into four equal parts and following the
tangent at the starting point within each interval. We calculate:



































∆y = ∆′ +∆′′ +∆′′′ +∆′′′′.
∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞
Task 19 Approximate y(1) using Euler’s method for the above initial value problem. Use ∆x = 1.




3. The approximation given by Mr. Runge (precise up to the third order). For each
interval the 4 function values are to be calculated:











∆′′′ = f(x+∆x, y +∆′)∆x;
∆′′′′ = f(x+∆x, y +∆′′′)∆x.
The result is
∆y =
∆′ + 4∆′′ +∆′′′′
6
∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞
Task 20 Approximate y(1) using Runge’s approximation for the above initial value problem. Use ∆x =
1.
3.4 Heun’s Method From Equation 11
∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞
4. The approximation given by Mr. Heun, in which only three function values are to be
calculated (precise up to the third order). Moreover, the symmetrical formula set up here
provides somewhat more precise results. We calculate:



























Task 21 Approximate y(1) using Heun’s approximation for the above initial value problem. Use ∆x = 1.
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3.5 Kutta’s Method From Section 2.6.1. This Is Not RK4!
∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞
5. The symmetrical formula set up here, which is precise up to the fourth order. Four
function values are to be calculated at each interval:





















∆′′′′ = f(x+∆x, y +∆′′′ −∆′′ −∆′)∆x.
The result is
∆y =




Task 22 Approximate y(1) using Kutta’s approximation for the above initial value problem. Use ∆x =
1.
3.6 Comparing the Methods
As mentioned above, Kutta first compared these six methods using the partition of [0, 1] into
[0, .2, .5, 1]. He followed this with the simpler single partition example.
∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞
All the approximation procedures, as above but applied to the total interval ∆x = 1, yield








Task 23 Approximate y(1) using RK4 approximation from Section 2.6.5 for the above initial value
problem. Use ∆x = 1. How does this compare to the other methods?
17Kutta originally listed these as integers – 12414 instead of .12414.
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4 Conclusion
In mathematics,18 progress is either in “big jumps” or “small steps”. Big jumps happen when the
result is totally unexpected and no previous results implied the larger theory. We might call that
a “Eureka!” moment. Other times, mathematicians take results from various people and places to
construct a more general theory. Those of us lucky enough to find this also would call it a “Eureka
moment”. This is what happened for these numerical methods. Kutta looked at decades if not
centuries of advancements and came up with a method that united several different ones.
5 Epilogue
There is a big gap between the introduction of Taylor series in 1715, Euler’s method in 1768, and
the RK methods in the very late 19th century. During this time, differential equations were still
a very active area of research. That research was more foundational, abstract, and theoretical, yet
surprisingly it was influenced by those early numerical ideas. Indeed, Euler’s method had a profound
impact on the existence and uniqueness theorems for initial value problems developed by Cauchy,
Weierstrass, Lipschitz, Peano and others.
This work of Euler was made into a viable mathematical procedure for showing the
existence of a solution of a differential equation by Cauchy in lectures at the École Poly-
technique. Although the fact seems to have disappeared from the literature, Weierstrass
independently worked out more or less the same procedure.
The fundamental idea is this: let the equation be
dy
dx
= f(x, y), y(x0) = y0;
let f and ∂f∂y be real and continuous functions on a rectangle |x − x0| ≤ a, |y − y0| ≤ b,
and let xi = x0 + ih. Then Cauchy defines a sequence y0, y1, . . . , yn by the relations
yi+1 = yi + hf(xi, yi) (i = 0, 1, . . . , n − 1). He showed that under these hypotheses the
polygonal arc whose endpoints are (x0, y0), (x1, y1), . . . converges to the solution of the
differential equation, and he extended the proof to a system of n equations [Goldstine,
1977, p. 285].
What, then, happened at the turn of the 20th century that caused a renewed interest in numerical
methods? Goldstine provides some answers.
The developments in the theory of heat by Fourier and in celestial mechanics by Adams,
Bessel, Cauchy, Gauss, Lagrange, Laplace, Legendre, Leverrier, Poincaré and other
reached the point where it became very important to have reasonable schemes for solving
differential equations numerically. Also, the theory of exterior ballistics led to a consid-
erable interest in and a need for exactly the same sort of procedures [Goldstine, 1977, p.
286].
18I suppose not just mathematics.
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Certainly, this last sentence rings true. You may have even seen this yourself. The 20th Century
Fox movie Hidden Figures is (partially) about Katherine Gobel Johnson (played by Taraji P. Henson)
working for NASA in the 1960’s. As a black woman she faced much discrimination despite her
mathematical talents.
During a pivotal scene, Johnson and a team of white, male engineers are staring at a
blackboard, trying to solve equations for the trajectory of astronaut John Glenn’s space
capsule. They’re stumped until Johnson hits upon a solution: “Euler’s Method,” she
says. “That’s ancient,” says one of the engineers incredulously. “Yes. But it works,” she
counters. “It works numerically” [Meyers, Feb. 24, 2017].
Johnson then runs back to her office and looks up the method. Figure 4 below is an image from
the movie, where we can see that she actually will be using “The Modified Euler Method” or what
we’ve called “Improved Euler.”
Figure 4: The notation may be slightly different from ours, but you can easily see the methods from
this project.
Of course, this is a Hollywood movie, and certain artistic liberties might have been taken. Was it
actually Euler’s method that they used? Perhaps less sensationalized is a 1964 final report filed by
the Engineering Experiment Station at Georgia Tech. They had just completed a year-long project
for NASA entitled Study of methods for the numerical solution of ordinary differential equations. A
summary of the report was published in NASA’s May 8, 1965 Scientific and Technical Aerospace
Reports (STAR).
∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞
The methods used were the single step Lie series, the multistep Cowell, the multistep
Adams, the single step Runge-Kutta-Fehlberg,19 and the single step Runge-Kutta-Shanks
methods. Each method is discussed in detail, and all were applied to the restricted three-
body problem.
…
19This is just a slight modification to the RK methods that we’ve studied.
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The conclusions reached were that each of the methods, except that of Cowell, could
be considered effective but those of Runge-Kutta-Shanks and Runge-Kutta-Fehlberg were
the best. At the highest accuracies and orders, where Runge-Kutta-Shanks formulas are not
available, the Runge-Kutta-Fehlberg method was superior [Durham et al., May 8, 1965, p.
1428].
∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞
The restricted three-body problem consisted of ”three masses (that) are assumed to attract each
other by an inverse square force but one of the masses is considered small enough so that its influence on
the motion of the other two can be neglected” [Durham et al., 1965, p. 4] . In other words, instead of
modeling reentry trajectory like in Hidden Figures, Georgia Tech was modeling orbits of a capsule
around the earth and moon. Figure 5 shows three different orbits that provided tests to compare
the different numerical methods.
Figure 5: “Orbit 1 is an example of an orbit that comes relatively close to the earth but not close to the
moon, while orbits 2 and 3 both come close to the moon but not so close to the earth” [Durham et al.,
1965, p. 4]. The earth is located in the center of each picture with the moon located to the north,
east, and north (respectively)
Americans would go to the moon just four years later. It would have been impossible had we not
been able to accurately and efficiently solve differential equations numerically!
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PSP Content: Topics and Goals
This PSP is designed to show the derivation of the RK4 approximation from a historical perspective.
Other well known numerical methods (Euler, Improved Euler, Taylor, etc.) are special cases of the
RK method and so the PSP can be used for most of the elementary numerical methods found in an
Ordinary Differential Equations course. It potentially could also be used in an introductory course
on numerical methods.
My goals for this PSP, if done in its entirety, are:
1. Present the general RK method. Included in this is Taylor’s method. Do an example of Taylor.
2. Use 1st order RK to derive Euler’s method. Do an example of Euler.
3. Use 2nd order RK to derive both Midpoint and Improved Euler. Do an example of one of
these.
4. Use 3rd order RK to derive several different approximations, most notably Runge. Do an
example of one of these.
5. Do not derive, but present 4th order RK conditions. Use them find several different approxi-
mations, most notably RK4. Do an example of one of these.
6. Reproduce Kutta’s example of y−xy+x where he numerically compared the above methods. Ask
students to include RK4 in this comparison, which Kutta did not.
There are many ways to adapt this PSP. Just a few might be.
1. Not derive any of the methods, but just present the examples. At the minimum, one could only
cover Euler in Section 2.3.1 (and do Task 6), Improved Euler in 2.4.1 (and do Task 9), and at
least RK4 in 2.6.5 (and do Task 16). This will present the methods themselves, give practice
at implementing them, and also allow a comparison between them. Historical materials from
the Epilogue can be included as interested.
2. Limit choices on which methods to pursue. Kutta included many methods which our students
won’t ever see again. This revision would include deriving the constraint equations derivations
(and so Section 2.1, 2.2, 2.3, 2.4, 2.5, 2.6). Section 2.5 will be the most necessary. However,
one would only do the examples of Euler in Section 2.3.1 (and do Task 6), Improved Euler in
2.4.1 (and do Task 9), and at least RK4 in 2.6.5 (and do Task 16). One of the third-order
examples (and thus Task 15) should be assigned.
3. Skip Section 3. If students have done Tasks 6,9,15, and 16, they will have enough information




= 6x− 3y y(0) = 4.








Conversely, you could skip Tasks 6,9,15, and 16 and replace them with Section 3.
4. I’m sure we all can come up with others revisions that might be particularly pertinent to your
classes. I encourage you to do so.
It would be more significant than an “adaption” to include programming assignments or the
higher-order approximations in an integrated way. I know that I, and I am sure others, would be
interested in seeing how anyone implements these (and other) additional topics.
Please read the PSP Design, and Task Commentary for additional information.
Student Prerequisites
If this PSP is utilized in its most general form, a student must know some multivariable calculus —
partial differentiation and the multivariable chain rule. Task 10 is difficult and may not be doable
by all students. The example I use repeatedly in Section 2 requires that a student solve a first-order
linear differential equation. Kutta’s example from Section 3 requires that a student solve a first-order
homogenous differential equation.
A calculator is extremely helpful for simplifying and carrying out the calculations. Some students
with a TI-xx have programmed some of these methods .
PSP Design, and Task Commentary
I’ve split the discussion of the Design and Tasks of this PSP. As you read through, I have included
specific notes to the instructor for Tasks which might not be obvious or for places where certain
aspects of the projects can be expanded.
1. Introduction
2. The Method - We introduce three Steps for carrying out the RK method.
2. 1. Step 1: Expanding y(x) into a Taylor Polynomial. ← This is where Taylor approximations
are.
2. 2. Step 2: Expanding ∆i into a Taylor Polynomial.
2. 3. Step 3: for First-Order Approximations
2. 3. 1. First-Order Examples. ← This is where Euler is.
2. 4. Step 3: for Second-Order Approximations.
2. 4. 1. Second-Order Examples. ← This is where Improved Euler is.
2. 5. Step 3: for Third-Order Approximations.
2. 5. 1. Third-Order Examples.
2. 6. Step 3: for Fourth-Order Approximations.
2. 6. 1. Condition (I) Fourth-Order Example.
2. 6. 2. Condition (II) Fourth-Order Example.
2. 6. 3. Condition (III) Fourth-Order Example.
2. 6. 4. Condition (IV) Fourth-Order Example.
2. 6. 5. Condition (V) Fourth-Order Example. ← This is where RK4 is.
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2. 7. Step 3: for Higher-Order Approximations. ← I almost always skip this beyond showing
the system of equations. However if you are interested in including additional materials
from Higher-Order Approximations, The Appendix below contains a translation of the
relevant portions from [Kutta, 1901, p. 443-450].
3. Numerical Comparison. At this point, Kutta compared some of the techniques above. He
used two different partitions of [0, 1]. One of them was to have one partition ∆x = 1 which is
carried out above. The other is [0, .25, .5, 1] and is not in the PSP. However if the instructor
is interested in this different partition, The Appendix below also contains a translation of this
passage of Kutta’s paper. For those classes with a strong numerical or computational theme,
this can be a place to discuss complexity and “big O” notation.
4. Conclusion.
5. Epilogue. A reviewer noted that there was a large gap between Euler’s contribution in 1768
and the renewed interest in numerical methods at the turn of the 20th century. What happened
in the interim? And, what caused that renewed interest?
A historical Epilogue was included to answer these questions. In the 140 years between Euler
and Kutta, Euler’s method was a key step in the proofs of the existence and uniqueness theorems
of the time. And the reason for the renewed interest was quite frankly astronomy, ballistics,
and space. Included are examples where exactly these numerical methods were used in the
1960’s to solve problems that were necessary to orbit the earth and to land on the moon.
Task Commentary
Below is a list of Tasks. Tasks that I typically assign are underlined. I’ve also included some
notes and solutions that I hope are helpful, as some of the Tasks aren’t “obvious” - at least to me.
• Task 1 — Starts the student thinking about what it means to “approximate” a solution.
• Task 2 — Derives the form of Taylor that is repeatedly used.
• Task 3 — Derives y′′′. Requires some multivariable calculus. Can be skipped but should be


























































































= fxx + 2f fxy + f
2 fyy + fx fy + f (fy)
2.
• Task 4 — Uses the Taylor method to approximate a differential equation solution.
• Task 5 — Connects RK1 with Euler’s method. The answer is in Table 2.
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Euler Kutta
A f evaluated at the initial point (a, b) or the slope at the starting point
a x0
b y(x0) = y0
ω ∆x
y − b ∆y.
Table 2: The equivalence of Euler’s and Kutta’s notations.
• Task 6 — Use Euler to approximate the solution to the differential equation from Task 4.
• Task 7 — If you are hoping to give an idea of how the derivations proceed, I wouldn’t skip this.
• Task 8 — Reinforces the connection between Improved Euler and RK2. Answers are:
a = 0, b = 1, κ = 1/2 and a, b = 1/2, κ = 1
• Task 9 — Use a 2nd order approximation to approximate the DE from Task 4.
• Task 10 — This is hard, or at least notationally inconvenient. At the same time it is the crux
of the PSP. It derives order 3 approximations and gives a sense of the higher-order derivations.
Anything smaller isn’t useful, and anything higher is quite complicated. I typically just have
them examine the result, but here is the derivation:
We distribute
∆′′′ =f∆x+ fx λ (∆x)







2 (∆x)3 + fxy λ(∆x)
2ρ∆′′ + fxy λ














We replace ∆′ with f ∆x, ∆′′ with f∆x+ fxκ(∆x)2 + fyκf (∆x)2, and collect powers.
∆′′′ =f∆x+ fx λ (∆x)
2 + fy ρ
(
f∆x+ fxκ(∆x)
2 + fyκf (∆x)
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2−



















































Trimming the polynomial beyond (∆x)3:
∆′′′ =f∆x+ fx λ (∆x)
2 + fy ρ
(
f∆x+ fxκ(∆x)
2 + fyκf (∆x)
2
)
∆x+ fy λ f (∆x)
2−
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∆′′′ =f∆x+ λ fx (∆x)
2 + ρ f fy (∆x)
2 + κ ρ fx fy(∆x)
3 + κ ρ f (fy)
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= f∆x+ λ fx (∆x)
2 + ρ f fy (∆x)
2 + κ ρ fx fy(∆x)
3 + κ ρ f (fy)
3 + λ f fy (∆x)
2−





3 + λ ρ f fxy (∆x)
3 + λ2 f fxy (∆x)
3 − λ ρ f fxy (∆x)3+
1
2
ρ2 f2 fyy (∆x)
3 + λ ρ f2 fyy (∆x)




λ2 f2 fyy (∆x)
3 − λ ρ f2 fyy (∆x)3 +
1
2
ρ2 f2 fyy (∆x)
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• Task 11 — Derives the second of the four equations that relates the coefficients. The first was
done as an example. Here is an answer.
For example, if we compare the coefficients of f∆x we see
f∆x = a(f∆x) + b(f∆x) + c(f∆x)
thus a+ b+ c = 1
• Task 12 — Derives the third of the four equations that relates the coefficients. The first was



















= (a(0) + b(κ2) + c(λρ+ λ2 − λρ))fxyf(∆x)3















ρ2 + λρ− ρ2 + 1
2




which gives bκ2 + cλ2 = 13 .
• Task 13 — Derives the fourth of the four equations that relates the coefficients. The first was




= (a(0) + b(0) + c(ρκ))fxfy(∆x)
3








= (a(0) + b(0) + c(ρκ))(fy)
2f(∆x)3
which gives cρκ = 16 .
• Task 14 — Reinforces the connection between Runge and RK3.
• Task 15 — Part 1 is to use an RK3 method to approximate the DE from Task 4. The second
part is to create your own RK3 method subject to the derived conditions. I would assign at
least the first part.
• Task 16 — Part 1 is to use an RK4 method to approximate the DE from Task 4. The second
part is to create your own RK4 method subject to the derived conditions. I would assign at
least the first part.
I either choose to assign all or none of the following Tasks, depending on time and if I am using
this to cover all my numerical methods.
• Task 17 — Solve a historical numerical example exactly. It is homogenous, and can be made
separable by a change of variables.
• Task 18 – Solve the problem from Task 17 using Taylor.
• Task 19 — Solve the problem from Task 17 using Euler.
• Task 20 — Solve the problem from Task 17 using Runge.
• Task 21 — Solve the problem from Task 17 using Heun.
• Task 22 — Solve the problem from Task 17 using Kutta (but this isn’t the RK4).
• Task 23 —Compare the above methods along with the actual RK4 method.
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Suggestions for Classroom Implementation
This strongly depends on the amount of customization that the instructor uses. If you are using this
for a significant amount of your numerical presentation, I would expect 3 days would be needed.
I do this project in groups. In places where there is a choice of method (such as Task 16) I make
sure some group is doing each technique before I double up on methods. Groups are then asked to
place their approximations in a table on the board.
At least one year, I asked teams to attempt to quantify how “difficult” the method was to execute.
We then plotted that against the error. This would be easier to do if your class utilized technology.
LATEX code of this entire PSP is available from the author by request to facilitate preparation of
advanced preparation / reading guides or ‘in-class worksheets’ based on tasks included in the project.
The PSP itself can also be modified by instructors as desired to better suit their goals for the course.
Sample Implementation Schedule (based on a 50-minute class period)
This strongly depends on the amount of customization that the instructor uses. As written, it takes
me at least 3 periods to get through, which is okay since I use it for all the numerical methods that
I teach for initial value problems. It could easily be cut to one day if you just concentrate on RK4
and don’t derive much or anything. I typically ask students to have read Section 1 prior to class.
There have been years where I have pushed Section 3 to homework with no ill effects. If I skipped
some of the Tasks in class, I’ve used them as exam questions.
Connections to other Primary Source Projects
The following additional projects based on primary sources are also freely available for use in teaching
standard topics in an ordinary differential questions course. Each of these can be completed in 1–2
class days. The first three projects listed are designed as a series, but any one of them can be used
independently or in conjunction with the other two. Classroom-ready versions of all projects in the
list can be downloaded at https://digitalcommons.ursinus.edu/triumphs_differ/.
• Solving Linear First-Order Differential Equations: Gottfried Leibniz’ Intuition and Check
Method, by Adam E. Parker
• Solving Linear First-Order Differential Equations: Johann Bernoulli’s (Almost) Variation of
Parameters Method, by Adam E. Parker
• Solving Linear First-Order Differential Equations: Leonard Euler’s Integrating Factor Method,
by Adam E. Parker
• Fourier’s Heat Equation, by Kenneth M Monks
• Leonhard Euler and Johann Bernoulli Solving Homogenous Higher Order Linear Differential
Equations With Constant Coefficients, by Adam E. Parker
• Wronskians and Linear Independence: A Theorem Misunderstood by Many, by Adam E. Parker
(Also suitable for use in Linear Algebra and Introduction to Proof courses.)
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Appendix: Additional Translations For Instructors
As mentioned above, this Appendix contains transations of parts of Kutta’s paper which are not
included in the PSP, but are pertinent to instructors looking to expand certain aspects of the project.
They most closely correspond to “Section 2.7 Step 3: for Higher-Order Approximations.”
and “Section 3: Numerical Comparisons.”
Step 3: for Higher-Order Approximations.
I almost always skip this beyond showing the system of equations. However below is a translation
of the relevant portions from [Kutta, 1901, p. 443-450].
∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞
It has not been possible so far for the author to decide on it, since the theoretically
very simple proof, despite some possible simplifications, seems to require a very considerable
amount of computation. Only one thing is immediately clear: that a solution with five
functional calculations is not possible according to the special approach adopted by Mr.
Heun. For according to him we set:
ρ = λ;σ = µ, τ = 0;φ = ν, χ = 0, ψ = 0,
and then the eleventh and twelfth equations contradict each other. If one writes down the
expansions of the Taylor Series explicitly, from which we refrain here for reasons of inordinate
length, then one recognizes that this circumstance does not change, even when, with the
application of this special method, instead of five, a random number of functional values
or series thereof are used; this yields the striking fact, that Heun’s method fails from the
fifth degree of approximation on. It is not exactly probable that the more general approaches
presented below fail at even higher levels, since the coefficients appear here in quite a different
fashion, retroactively; for the fifth and sixth degree it is definitely not the case.
Returning to the above-mentioned difficulty of satisfying the 16 conditional equations with
15 coefficients, we resolve to eliminate it through calculation of a sixth functional value. The
calculation of n function values, evidently provides n(n+1)2 numerical coefficients, while the
number of equations to be satisfied for mth order approximations at least up to or including
the sixth order is 2m−1. Thus, by calculating the six functional values, we would find a fivefold
infinite number of solutions of our equations, that is, of fifth-order approximation formulas.
But the solution of the sixteen equations, of which only eight are of the fifth degree, made
such difficulties, especially since rational solutions were supposed to be found, that I contented
myself with calculating the solution only for the case that the sixth direction is calculated at
a point, which is reached by means of a polygonal feature in the first four (instead of five,
as possible) directions, found from the starting point, and secondly that the coefficient b is
equal to zero. The first limitation is to analytically state that
∆V I = f(x+ ν1∆x, y + φ1∆
′′′′ + χ1∆
′′′ + ψ1∆
′′ + (ν1 − φ1 − χ1 − ψ1)∆′)∆x
is set, thus analogous to ∆V , is formed without being used under the function sign ∆V .
The special approximations thus obtained are certainly not the best ones, that is, not formed
with the simplest numerical coefficients that the general solution would provide. But since
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no approximations of this order at all seem to be proposed yet, and it has hitherto not been
possible for me to disentangle the better ones from the very broad calculations, I present
the system found under the above limitations, and still containing threefold infinitely many










; τ = −1
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12ν(1− ν)(5ν − 2)(ν − ν1)
, l1 =
1− ν
12ν1(1− ν1)(5ν1 − 2)(ν1 − ν)
:
a = 1− c− d− e− e1.









5[7− 10ν1 − 108d(1− ν1)]
144e(ν − ν1)
, χ1 =
5[7− 10ν − 108d(1− ν)]
144e1(ν1 − ν)
φ =
2e(5ν1 − 2)− 125d(ν1 − 1)
125eκ(ν − ν1)
;φ1 =
2e(5ν − 2)− 125d(ν − 1)
125e1κ(ν1 − ν)
The magnitudes κ1, ν1 and µ1 are still to be chosen randomly.
As a numerical example, which by no means has to give the simplest approximation
contained in the recorded system, we choose κ = 15 ; ν =
3
5 ; ν1 =
4
5 and obtain the value
system: ρ = 25 ; τ = −5; c =
25
36 ; d =
1
72 ; e =
25
72 ; e1 =
25













Thus, we obtain as an approximation formula for accuracy up to the fifth order inclusive:
∆y =
17∆′ + 100∆′′′ + 2∆′′′′ − 560∆V + 75∆V I
144
= ∆′′′ +
(∆′ −∆′′′) + 3()∆V I −∆V ) + 2(∆V I −∆′′′)
9
+
(∆′ −∆′′′) + 5(∆′′′ −∆V I) + 2(∆′′′′ −∆V )
144
,
the latter form perhaps being simpler for computational use, on account of the smallness of
the differences in ∆ and the simplicity of the coefficients.
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At the same time















∆′′′′ = f(x+∆x, x+







8∆′′′′ − 52∆′′′ + 180∆′′ − 76∆′
100
)∆x




8∆′′′′ + 10∆′′′ + 60∆′′ − 18∆′
75
)∆x.
which formulas may still be written in a more convenient form for the computation.
Another numerical example, which also causes d to disappear, that is to say, allows only










































where, for example, κ can still be set equal to 13 , resulting in the formula:
∆y =
48∆′ + 125∆′′′ − 81∆V + 100∆V I
192
= ∆V I +
3(∆′ −∆V I) + 3(∆′′′ −∆V I) + 5(∆′′′ −∆V )
12
+




At the same time:















∆′′′′ = f(x+∆x, x+







8∆′′′′ − 50∆′′′ + 90∆′′ + 6∆′
81
)∆x




4∆′′′′ − 5∆′′′ + 18∆′′ + 7∆′
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)∆x.
It is, of course, a hindrance for its use that such inconveniently large numerical coefficients
appear. However, in the case of summations under the function symbol f the accuracy of
the calculation can be reduced by one order, and, through the simplest possible arrangement
of the summation, the difference between any two magnitudes ∆, which in general will not
be large, can be produced everywhere, thus decreasing the computational work.
V
One may still make the following general remark regarding Simpson’s rule. As is known,
the approximation given by it
∆y =
f(x) + 4f(x+ ∆x2 ) + f(x+∆x)
6
∆x
for an interval ∆x calculated up to the fourth order inclusive, coincides with the Taylor
progression in the middle of the interval, but shows in the fifth-order component an error
of 23 . According to this, the error with the replacement of the sum of the Taylor Series
developed at the midpoints of the individual intervals and discontinued after the fourth order,
is reduced through the Simpson rule to approximately 23 . Compared on the other hand with
Taylor’s progression at the starting point of the interval, Simpson’s rule not only completely
captures the fourth order, but commits an error of only 124 in the fifth component, and in
the sixth one of 18 , in the seventh one of not quite
1
4 and so on. Thus, in terms of accuracy,
at the starting point it will far exceed the Taylor progression discontinued after the fourth
order. The situation is similar when using Runge’s method for differential equations. Here
we can use the Taylor theorem only from the beginning of the interval, and accordingly, for
example, in our approximations, which are accurate up to the fourth order inclusive, the
fifth-order components of the Taylor progression will coincide with the true progression at




∆′ + 2∆′′ + 2∆′′′ +∆′′′′
6















∆′′′′ = f(x+∆x, y +∆′′′)∆x.
instead of the one required by the correct integral progression:
(∆x)5
120
[(f1111 + 4ff1112 + 6f1122f
2 + 4f3f1222 + f
4f2222)
+ 6(f1 + ff2)(f112 + 2ff122 + f
2f222) + 4(f12 + ff22)(f11 + 2ff12 + f
2f22)
+ f2(f111 + 3ff112 + 3f
2f122 + f
3f222) + 3f22(f1 + ff2)
2
+ f22 (f11 + 2ff12 + f
2f22) + 7f2(f1 + ff2)(f12 + ff22) + f
3
2 (f1 + ff2)]




































f2(f1 + ff2)(f12 + ff22)].
.
If therefore we consider individually the eight terms that make up the fifth-order compo-
nent, we see that our approximation misses by only 124 of the first term,
1
24 of the second,
−1
16
of the third, −16 of the fourth,
1
4 of the fifth,
1
4 of the sixth,
1
14 of the seventh term, while of
course the eighth term fails altogether. As little as this now has to do with the mathematical
accuracy of the approximation, it is just as clear that, in general, it will practically have as
a consequence an accuracy of outcome superior to the Taylor series discontinued after the
fourth order, although of course cases can be constructed where the opposite may be the
case, such as when d5y
dy5
at the starting point is exactly zero.
The agreement of the fifth-order components turns out to be better yet with the use of
the fourth-order approximation which, by means of κ = 13 , λ =
2
3 , follows from the gen-














21 of their value, that is, with the exception of the seventh term consis-
tently better than in the previous approach, while the eighth term necessarily is absent again.
We shall regard this approximation as generally best, and it is also obvious that the symmetri-
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cal and uniform distribution of the four calculated directions in the interval ∆x, namely at the
points 0, ∆x3 ,
2∆x
3 ,∆x can yield a particularly favorable approximation. If κ =
2
3 , λ =
1
3 one
obtains the second possible such symmetrical distribution, which, however, from the outset,
because with κ = 23 , we trace the tangent of the curve at the origin twice as far as with
κ = 13 , therefore quadrupling the deviation, does not anticipate an especially good correla-
tion. In fact, it is not as good for the fifth-order components as it was in the previous case,
and is somewhat similar to the first observed formula. There are no other such symmetrical
distributions according to our approach.
Accordingly, we shall expect that for the third-order approximations the symmetric solu-
tion κ = 12 , λ = 1 in the fourth and higher-order components will show a generally better
agreement with the true Taylorian progression than other approximations resulting from our
formulas. In fact, for the three fourth-order terms appearing first (the fourth term is again nec-
essarily absent), the relative error amounts to 0; 13 ; 0. respectively. In the case of Mr Heun’s





tively, but less in the second term. The second possible solution of this kind κ = 1;λ = 12
understandably yields a worse correlation once again.
Finally, it may be noted that, instead of Taylor’s development at the starting point of
the interval, the one at the center of the interval could of course also be used as a measure
of accuracy, without the results changing. Then it is based on the fact that the given
approximations can also yield quite accurately correct numerical values, even for an interval
which exceeds the convergence limit of the progression at the starting point.
∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞
Section 3: Numerical Comparisons:
At this point, Kutta compared these techniques. He uses two different partitions of [0, 1]. One
of them is the entire ∆x = 1 which is carried out in the PSP. The other is [0, .25, .5, 1] and is not
in the PSP, but the translation of that portion of Kutta’s paper is this:
∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞
Under I are the results calculated starting from x = 0, y = 1, up to x = 0.2; under II
the results for x = 0.5 obtained using the points thus found under I as new starting points;
under III, the results for x = 1.0 obtained from these (flawed) new starting points.
∆y I II III
Taylor .1666667 .3368533 .4936913
Euler .1754353 .3574505 .5367900
Runge .1678487 .3393690 .4991167
Heun .1680250 .3395806 .4990390
Kutta .1678449 .33921 58 .4982940




Taylor -11750 -23561 -45871
Euler +75936 +181411 +385116
Runge +70 +1596 +8383
Heun +1833 +3712 +7607
Kutta +32 +64 +156
It can be seen that the unexpectedly accurate result of Runge’s method under I is coinci-
dental, since it does not continue so precisely under II and III. Whether or rather to what
extent the favorable result in the approach given here is based on chance can not be easily
determined; of course we were able to expect at least a decimal place more accuracy with the
interval size used here than with the other approaches. Too much weight, of course, must
not be attached to such examples.
∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞∞
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