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Kivonat: Az NLI  lekérdez modulok egyik alapfeladata a természetes nyelven 
beérkez parancsok átkonvertálása a feldolgozó modul saját parancsnyelvére. 
Napjainkban az NLP transzformációs feladat megoldási módszerek között do-
minálnak a generatív vagy a statisztikai algoritmuson alapuló eljárások. A cikk 
egy fogalmi hálót mint közvetít elemet tartalmazó NLP modul modelljét is-
merteti. A kidolgozott rendszer a Dependency Grammar modellen alapul. 
1   Bevezetés 
Az információs rendszereket tekintve a természetes nyelvi feldolgozás (NLP, natural 
language processing) egyik legfontosabb alkalmazási területét az emberközeli lekér-
dez felületek jelentik. A lekérdez modulok egyik alapfeladata a természetes nyel-
ven beérkez parancsok átkonvertálása a feldolgozó modul saját parancsnyelvére. A 
természetes nyelvi interfésszel rendelkez információs rendszerek gyökerei az 1970-
re nyúlnak vissza. Az úttör LUNAR projekt a holdkzetek adatbázisában való lekér-
dezésekhez dolgozott ki NLI (természetes nyelv interfész) felületet. A 
RENDEZVOUS (Codd, 1977) rendszer volt az els általános célú adatbázis NLI 
modul. Az NLP transzformációs feladat megoldási módszerek között dominálnak a 
generatív vagy a statisztikai algoritmuson alapuló eljárások. A generatív esetben, 
mely alatt most azt értjük, hogy a kódba beépítjük a két nyelv általunk fontosnak 
tartott szabályrendszerét és a meghatározzuk a két szabályrendszer közötti közvetlen 
konverziót. E módszer elnye az egzakt mködés, a feltárt szabályrendszernek való 
pontos megfeleltetés. Hátránya viszont, hogy ismertnek és algoritmizálhatónak kell 
lennie az alkalmazott nyelvek nyelvtanának. Ekkor a transzformáció jósága a nyelv-
tan leképezés jóságától függ. A statisztikai módszereknél, melyek egyik leggyakrab-
ban használt formája a Markov-modelleken alapuló módszerek, a tanítómintából 
kinyert valószínségi szabályok alkotják a konverzió magját A legtöbb statisztika 
alapú módszernél vagy a szabad szöveges forrásokra építenek, vagy nyelvi annotációt 
alkalmaznak a tanulás hatékonyság javítására. A tapasztalatok azt mutatják, hogy az 
alapszöveg, a nyers szintaktika önmagában nem elegend a nyelvtan hatékony feltá-
rására. A nyelvtani annotáció más részrl jelents többletterhet jelent, és igen nagy 
tanító mintahalmazt igényel. A cikkben bemutatott módszer alapvonása, hogy a nyel-
vi konverziót egy köztes szemantikát leíró formalizmuson keresztül hajtjuk végre. A 
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szemantikai hálóval történ köztes tartalom annotáció egyik f elnye a nagyobb 
rugalmasság a nyelvfüggetlenségben és így a különböz nyelvek közötti konverzió-
ban. Az irodalomban viszonylag szerény az ilyen szemantikai mediátoron keresztüli 
parancsértelmezre vonatkozó vizsgálatok száma, mivel ezen megoldás csak nemrég 
került a vizsgálatok központjába [10]. A dolgozat bemutatja a javasolt transzformáci-
ós modult, a nyelvi és a szemantikai reprezentációs alak közötti konverzió lépéseit. A 
modell egyik fontos eleme a megfelel szemantika ábrázolásai mechanizmus kivá-
lasztása. Elemzésünk azt mutatta, hogy a tradicionális szemantikai reprezentációk 
nem adnak kell hatékonyságot a transzformációban, ezért egy HECG-nek elnevezett 
szemantikai háló került kidolgozásra a modulhoz. A HECG ontológia leírás és az 
interfész nyelvek közötti transzformáció több lépcsben megy végbe. A konverzióhoz 
szükséges nyelvtani elemek deklaratívan adhatók meg mint mködési paraméterek. A 
konverzió els fázisában a szemantikai gráfból egy szógráf képezhet. A szógráf 
jellegében igen sok közös vonással rendelkezik a word dependency graph nyelvi 
reprezentációval, mely mintegy átmenetet képez a szintaxis és a szemantika között. A 
leképzés második fázisában a szógráfból szavak szekvenciája generálódik. A kidol-
gozott séma mintarendszer keretekben mködik és a hatékony implementáció kidol-
gozása esetén fontos alkalmazási területeket kiszolgálására válhat alkalmassá. 
2   A szófüggség alapú nyelvtan modellek 
A nyelvtanok egyik elterjedt osztályozása szempontja, hogy mit tekintünk mondat 
egységnek: a szavakat, szóláncokat vagy a szavak közötti függségi rendszert. A 
függség alapú rendszerek f jellemzje a fejfügg asszimmetria és az a törekvés, 
hogy a fej és tagelemek közötti kapcsolatot szemantikai alapokon nyugvó függségi 
relációkkal írjuk le. A függségi nyelvtan (Dependency Grammar) modelljét a francia 
Lucien Tesnière [1] dolgozta ki. A modell alapegysége a stemma, amely a szavak 
között fennálló szintaktikai függségi viszony grafikus reprezentációjának tekinthet. 
A modell értelmezésében az ige tekinthet a legmagasabb helyen álló szónak, amely 
felügyeli, vezérli az alatta elhelyezked kiegészítket, csatolmányokat. A csatolmá-
nyok maguk is lehetnek összetettek, rendelkezhetnek saját csatolmányokkal. 
Tesnière elmélete jelents hatással volt a nyelvészek széles táborára, azokra, akik a 
szemantika fontosságát a szintaktika elé helyezték. A [2] m részletes áttekintést ad 
errl a területrl. 
Klein és Simmons [3] ezen függségi nyelvtant alkalmazta gépi fordítást végz 
rendszerükre. A Valency elmélet [4] és Meaning-Text elmélet [5] néhány példái a 
mai is folyó függségi nyelvtant támogató kutatásoknak. Schank is ezen irányból 
kiindulva alkotta meg a Conceptual Dependency Graph [7] modelljét, melynek sajá-
tossága, hogy a háló elemei a szavak helyett a fogalmakat reprezentálják. A függségi 
nyelvtan szerepét széles körben elemz m a [8]. A függségi nyelvtanok egy továb-
bi lényeges bázisa a Case Grammar modell [9] is, melyben a függségi élek címké-
zettek. Az Extensible Dependency Grammar [10] és a Word Grammar [6] olyan új-
szer nyelvi modelleket képviselnek, melynek célja egy egységes modellbe egyesíte-
ni a szemantikai és szintaktikai elemeket. 
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A függségi nyelvtanok egyik elnyös tulajdonsága a magyar nyelv vonatkozásá-
ban, hogy a rendszer tudja kezelni a szabadsorrend szerkezeteket is. Emellett lehet-
ség van nem folytonos szóláncot alkotó struktúrák kezelésére is. A DG alapú repre-
zentációban az élek így nemcsak szintaktikai szereppel bírnak, alkalmasak a szeman-
tikai szerep jelölésére is. 
3   A HECG szemantikai háló 
A szemantikát, a jelentést megadó hatékony leírások közé tartozik a szemantikai háló, 
amely egy ontológiai modellt valósít meg. A szemantikai háló (Sloman 2003) egy 
olyan irányított gráf, melynek csomópontjai a fogalmakat reprezentálják és a köztük 
lév élek a különböz relációkat jelölik. Az ontológia területe a problémák, a vizsgált 
világ fogalmi szinten történ leírásával foglalkozik. Az ontológiai rendszerek egyik 
lényeges vonása, amely megkülönbözteti ket a hagyományos szemantikai modellek-
tl, hogy szabályalapú logikai kezel nyelvvel is rendelkeznek. A mögötte álló kö-
vetkeztet motor segítségével ellenrizni lehet a modell konzisztenciáját, illetve új 
tények levezetését is biztosítani tudja a rendszer. Az ontológialeíró nyelvek között a 
két leginkább elterjedt nyelv az RDF és az OWL. Az RDF nyelvben az ábrázolás 
alapelemei körébe az erforrások, a literálok és az állítások tartoznak. Az erforrás-
oknak két f típusa van: egyed és tulajdonság. Az állítás egy (p,s,o) hármassal adható 
meg, ahol a p egy tulajdonság, s egy erforrás és o egy erforrás vagy literál. Jelenté-
sét tekintve a p egy predikátumot, egy állítmányt takar. Az s szimbólum a szubjek-
tum, az alany, míg az o az objektum, az érték. A RDF modellben az állítások vonat-
kozhatnak nemcsak elemi egyedekre, hanem más állításokra is. Az OWL nyelv az 
RDF nyelv kiterjesztésének tekinthet. A hozzátett új funkcióelemek köre magába 
foglalja az adattípus kezelést, a tulajdonság minsítését, a számosság ellenrzést és 
egyéb új megszorítási elemeket. 
 
 
1. ábra. ECG modell minta. 
A kidolgozott HECG modell egy olyan fogalmi modellt jelöl, melyben a szerkezet 
épít elemei az egymásba foglalható elemi állításatomok. Egy elemi állítás magja az 
ige vagy predikátum. A predikátumhoz csatolható elemeket argumentumoknak ne-
vezzük. Mind az élek, mind az elemek címkézettek, ahol a címke több elemi informá-
ciót hordoz, mint a kapcsolat szemantikai tartalma, a kapcsolat megvalósulási meg-
szorításai. A kapott fogalmi hálóból egy fókusz-állítás megadásával egy kapcsolati fa 
feszíthet ki, amely az elemek függségi rendszerét is kifejezi. Az 1. ábra egy minta-
hálót mutat be. 
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4   A mintarendszer architektúrája, mködése 
A kidolgozott rendszer kétirányú konverziót valósít meg a HECG modell és egy 
szimbolikus nyelv között. A konverzió menete az alábbi alaplépésekre bontható fel: 
- a hálóhoz a kijelölt predikátum alapján egy kifeszít, függségi fa generálása 
- a fához egy szó-fa generálása, ahol a fogalmak mögé a hozzá csatolható szavak 
kerülnek be egy megadott tezauruszból 
- a szavak módosítása az élekhez rendelt nyelvtani ragok alapján 
- a szavakból a mondat generálása a sorrendiségi megszorításokat figyelembe vé-
ve. 
A fordított irányú konverziónál elsként a mondat elemeit határozzuk meg szavak-
ra és morfémákra bontással. Az elemzés fbb lépései: 
- Morfémaelemz segítségével a szavak szerkezetének feltárása 
- A szavak morfémaelemzésével a ragok meghatározása 
- A szótövek alapján a szó fogalmi kategóriáinak kijelölése 
- A ragok alapján a kapcsolható argumentum élek kijelölése 
- A szógráfhoz rendelt sorrendiség elírás összevetése a beérkez mondat 
sorrendiségével 
- A vizsgált fogalomháló és a mintamondat távolság mértékének meghatáro-
zása 
- A legközelebbi háló kiválasztása, mint a mondat jelentését reprezentáló há-
ló. 
A megadott algoritmus segítségével a mintarendszerben a magyar nyelv adott té-
makörhöz tartozó mondatait egy predikátum kalkulusbeli formára alakította, mely a 
késbbi lépésekben SQL vagy más nyelvre konvertálható tovább. 
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