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Neural and Ocular Signals Evoked by Visual Targets in
Naturalistic Environments
David C. Jangraw
This dissertation will use neural imaging, eye-tracking, machine learning, and system de-
velopment to elucidate the process of visual decision-making in environments that simulate
important elements of a human’s natural experience. This “naturalistic visual decision-
making” represents a relatively unexplored space in neuroscience: while the simplest re-
ductions of visual decision-making are well studied, many of the complexities of natural
environments – rich visual scenes, dynamic views, and subject agency – are absent in
all but a few experiments. In this dissertation, we first characterize the effects of dis-
crete evidence accumulation, an important element of processing complex stimuli, on visual
decision-making. Next, we construct an experimental design environment to facilitate con-
trolled studies of naturalistic visual decision-making. Finally, we develop a system that
can apply our newfound understanding of naturalistic visual decision-making, test it in the
experimental design environment, and leverage it into a practical BCI system. Taken to-
gether, these studies explore new avenues in neuroscience, machine learning, and application
development.
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Chapter 1
Introduction
1.1 Motivation and Approach
This dissertation uses neural imaging, eye tracking, machine learning, and system develop-
ment to elucidate the process of visual decision-making as it occurs in a human’s natural
experience. This “naturalistic visual decision-making” represents a relatively unexplored
space in neuroscience: while the simplest reductions of visual decision-making are well
studied, many of the complexities of natural environments – rich visual scenes, dynamic
views, and subject agency – are absent in all but a few experiments.
Thanks to recent developments, exploring this space is newly possible and potentially
transformative. New and rapid progress in graphical computing has made it possible to
create complex three-dimensional – but tightly controlled – virtual settings in which the re-
sponse to naturalistic environments can be carefully studied. Moreover, hardware systems
are able to acquire increasingly reliable electroencephalography (EEG) and eye-tracking
data in a mobile scenario, opening up the possibility of a wearable brain-computer interface
(BCI) that can classify the brain signals that occur naturally as a person navigates his envi-
ronment (Lin et al., 2009; Liao et al., 2012). The exciting practical and clinical applications
of this new class of device are only open to us if we better understand how the human brain
processes a naturalistic environment.
This dissertation presents a thorough examination of naturalistic visual decision-making
that augments conventional cognitive neuroscience studies with the development of BCIs
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for use outside the laboratory. Well-controlled studies can be invaluable in reconstruct-
ing cognitive processes but, as we have learned from research in embodied cognition and
naturalistic decision-making (Wilson, 2002; Klein, 2008), clinging to the constraints of lab-
oratory paradigms can obscure important aspects of natural human experience. Through
BCI development, we can observe naturalistic signals and use machine learning to identify
influential neural components that merit more conventional study. The results of these
conventional studies, in turn, can better inform machine learning feature selection and pri-
ors. Using this synergistic approach, we can keep our conventional experiments anchored
to ecologically valid scenarios and improve the accuracy and practicality of our BCIs.
In the following section, we present an overview of each of the main objectives of this
dissertation. We first characterize the effects of discrete evidence accumulation, an impor-
tant element of processing complex stimuli, on visual decision-making. Next, we construct
an experimental design environment to facilitate controlled studies of naturalistic visual
decision-making. Finally, we develop a system that can apply our newfound understanding
of naturalistic visual decision-making, test it in the experimental design environment, and
leverage it into a practical BCI system. Taken together, these studies explore new avenues
in neuroscience, machine learning, and application development.
1.2 Overview and Contributions of the Dissertation
1.2.1 Discrete Evidence Accumulation
When a person encounters a complex object or scene, she often makes rapid eye movements
(or “saccades”) to various visual features, gathering information until she can decide what
the object is. With each saccade, the brain must store the past evidence it has found, process
the visual information at the present focus, and plan future saccades, continuing until it
has accumulated enough evidence to complete the visual decision. This process of “discrete
evidence accumulation” (DEA) is not only a common and crucial component of naturalistic
vision; it also represents a meaningful point of convergence between studies of the visual
evoked potentials (VEPs) evoked by flashed stimuli, the fixation-related potentials (FRPs)
initiated by a subject’s saccade, and the continuous accumulation of noisy evidence.
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In chapter 4, we examine the neural contributions of discrete evidence accumulation to
visual decision-making. We present a novel experimental paradigm to investigate the natural
process of integrating visual information over saccades, as an observer might identify an
object by synthesizing spatially distributed features. We develop extensions of an analysis
method that teases apart overlapping signals in the EEG data to produce group-level results
and statistics. And we examine the impact and interactions of working memory context,
visual perception, response preparation, and oculomotor control in the rapidly evolving
neural response.
1.2.2 Naturalistic Experimental Design Environment
The experiment just described is part of a larger movement towards naturalistic experimen-
tal design: as neuroscientists endeavor to understand the brain’s response to ecologically
valid scenarios, many are leaving behind hyper-controlled paradigms in favor of more re-
alistic ones. This movement has made the use of 3D rendering software an increasingly
compelling option. However, mastering such software and scripting rigorous experiments
requires a daunting amount of time and effort. To reduce these startup costs and make
virtual environment studies more accessible to researchers, chapter 5 introduces a novel
naturalistic experimental design environment (NEDE) that allows experimenters to present
realistic virtual stimuli while still providing tight control over the subject’s experience.
NEDE is a suite of open-source scripts built on the widely-used Unity3D game development
software, giving experimenters access to powerful rendering tools while interfacing with eye
tracking and EEG, randomizing stimuli, and providing custom task prompts. Researchers
using NEDE can present a dynamic 3D virtual environment in which randomized stimulus
objects can be placed, allowing subjects to explore in search of these objects. NEDE inter-
faces with a research-grade eye tracker during the experiment to maintain precise timing
records and sync with EEG or other recording modalities. The flexible, open-source ex-
perimental design system we have developed lowers the barrier to entry for neuroscientists
interested in developing experiments in realistic virtual environments.
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1.2.3 Hybrid BCIs for able-bodied users
Our final area of research uses the system just described to study visual decision-making in
a naturalistic scenario and develop a proof-of-concept BCI system intended for able-bodied
people (rather than the small group of disabled users for which BCIs are usually designed).
The realization of BCIs for able-bodied users would vastly expand the BCI audience and
expose the field to the benefits of increased scale (including monetary resources, rigorous
testing, and the support of a large community of users), and so interest in this ambition
has recently grown (Pfurtscheller et al., 2010; Wang et al., 2009b; Allison, 2010). In pursuit
of this goal, some have suggested a shift from explicit inputs, which the user purposefully
generates to operate the BCI, to naturally evoked ones, produced incidentally rather than
for BCI control (Lance et al., 2012; Zander et al., 2010).
In chapter 6, we will observe and utilize such naturally evoked signals as subjects navi-
gate a virtual environment. As we move through an environment, we are constantly making
assessments, judgments, and decisions about the things we encounter. Some are acted upon
immediately, but many more become mental notes or fleeting impressions – our implicit “la-
beling” of the world. We use physiological correlates of this labeling to construct a hybrid
brain-computer interface (hBCI) system for efficient navigation of a 3D environment.
First, we record electroencephalographic, saccadic, and pupillary data from subjects as
they move through a small part of a 3D virtual city – developed using the NEDE system –
under free-viewing conditions. Using machine learning, we integrate the neural and ocular
signals evoked by the objects they encounter to infer which ones are of subjective interest
to them. These inferred labels are propagated through a large computer vision graph of
objects in the city, using semi-supervised learning to identify other, unseen objects that are
visually similar to the labelled ones. Finally, the system plots an efficient route to help the
subjects visit the “similar” objects it identifies.
We show that by exploiting the subjects’ implicit labeling to find objects of interest
instead of exploring naively, the median search precision is increased from 25% to 97%, and
the median subject need only travel 40% of the distance to see 84% of the objects of interest.
We also find that the neural and ocular signals contribute in a complementary fashion to
the classifiers’ inference of subjects’ implicit labeling. Our results demonstrate that neural
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and ocular signals reflecting subjective assessment of objects in a 3D environment can be
used to inform a graph-based learning model of that environment, resulting in an hBCI
system that improves navigation and information delivery specific to the user’s interests.
Together with the other parts of this dissertation, these results represent significant
advances in the methods available to study naturalistic visual decision-making more com-
prehensively, our understanding of the signals produced by this process, and our ability to
use these signals for practical purposes.
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Chapter 2
Background
2.1 EEG and Other Non-Invasive Brain Imaging Modalities
EEG is a measurement of electric potential oscillations produced by the brain and recorded
by electrodes on the scalp. Because of the resistive properties of the skull and scalp, the
resulting signal is limited to a frequency range of 1-100 Hz and is spatially blurred, with
each electrode incorporating activity from many square centimeters of cortex (Nunez &
Srinivasan, 2006).
EEG serves as a complement to other non-invasive brain imaging methods. Compared
with functional magnetic resonance imaging (fMRI), which measures the blood oxygen level
dependent (BOLD) response (i.e., changes in the flow of blood oxygenation throughout the
brain that are widely assumed to reflect changes in neural activity), EEG has high temporal
resolution but low spatial resolution (Dale & Halgren, 2001). With targeted experiments,
researchers can use EEG to localize brain function in time and fMRI to localize it in space
(Philiastides & Sajda, 2007). With specialized equipment, they can even record EEG and
fMRI simultaneously (Goldman et al., 2000; Dale & Halgren, 2001; Salek-Haddadi et al.,
2003). However, fMRI experiments require much larger and more expensive equipment than
EEG, and must therefore be conducted in a laboratory setting. Functional near-infrared
spectroscopy (fNIRS) uses equipment that is more mobile than fMRI, but also measures
the BOLD response and is therefore limited in its temporal resolution (Gramann et al.,
2011). Magnetoencephalography (MEG), which measures the magnetic fields induced by
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neural currents, has similar temporal resolution to EEG and suffers less from the distortion
of the skull and scalp, but requires bulky equipment embedded in a magnetically shielded
room. EEG, in contrast, can be recorded with relatively low cost and power consumption,
making it adaptable to “mobile” studies taking place outside the laboratory. This has been
demonstrated by a spate of recent studies conducted in mobile scenarios (Gwin et al., 2010;
Makeig et al., 2009; Gramann et al., 2011).
These comparisons show that EEG is well suited to study the real-world scenarios de-
scribed in this dissertation for the following reasons:
1. EEG’s high temporal resolution is required to handle the rapid attentional shifts
expected in free-viewing paradigms.
2. EEG’s mobility allows the experimenter to perform tests in realistic environments and
directly compare the signals to those identified in the laboratory.
Even when recorded in a controlled laboratory setting, EEG signals are very noisy, with
a signal-to-noise ratio of approximately −20 dB (Ball et al., 2009). Sources of noise include
line noise from nearby electronics, perspiration-related skin potentials, motion artifacts, and
non-neural bioelectric potentials, especially the electrooculogram (EOG) (Salek-Haddadi
et al., 2003). As we move to more naturalistic scenarios in which the subject can move her
eyes and/or head freely or even walk about a room, the sources and amplitude of noise can
be expected to increase. To combat such noise issues, many methods have been developed
for extracting meaningful signals from EEG. Several of these methods are described later
in this chapter.
2.2 Displaying EEG Data
EEG data is typically collected at multiple electrodes that are evenly spaced over the scalp.
One common placement system is called the “10/10” system, in which each successive row
of electrodes moves 10% of the distance from the nasium to the inion bone and each column
moves 10% of the distance from one preauricular point to the other, as seen in Figure 2.1
(Chatrian et al., 1985). Many EEG experiments study event-related potentials (ERPs), the
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EEG activity evoked by a certain stimulus, response, or other event. The display of ERPs
can take the form of a plot of voltage vs. time for several representative electrodes (Figure
2.2a), or a series of scalp maps at representative times (Figure 2.2b).
2.3 Eye Tracking and Fixation-Related Potentials
Visual decision-making research has recently joined reading research in the study of fixation-
related potentials (FRPs), or ERPs locked to a subject-initiated fixation. Such studies
are arguably more ecologically valid, as our perception of the world relies heavily on eye
movements (Yarbus, 1967; Gibson, 1986). Recent research has shown that many features of
a simple FRP are also present in the visual evoked potential (VEP) elicited by a properly
matched flashed stimulus (Dandekar et al., 2012a). However, the naturally-occurring FRP
includes contributions from other processes including saccade planning and oculomotor
control, and the interactions between these processes and those present in the flashed-
stimulus VEP, while potentially critical to natural vision, are so far poorly understood.
The incorporation of eye movements into an experimental paradigm makes the acquisi-
tion of eye-tracking data a natural choice. In adding eye tracking to an EEG study, new
challenges arise in synchronization, time-locking, and artifact removal. Perhaps the most
comprehensive summary of the difficulties inherent in the analysis of simultaneous EEG and
eye-tracking data is the Methodological Discussion section of Dimigen et al. (2011), which
focuses on fixation-related potentials in reading paradigms. In the free-viewing paradigms
explored in this dissertation, we will use and expand upon recently-developed techniques to
address these concerns.
2.4 The General Linear Model
The General Linear Model (GLM) serves as the primary basis for modern fMRI data analysis
(Lindquist, 2008). Because the hemodynamic response to stimuli is extremely slow, evolving
over the course of 15-20 seconds (Aguirre et al., 1998), the responses to successive stimuli
can be expected to overlap with one another. This makes the GLM well suited to analyze
the data because it is able to tease apart overlapping responses by modeling the observed
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Figure 2.1. Electrode Placement in 10/10 system. (a) Each row of electrodes moves 10% of the distance
from nasium to inion. (b) Each column moves 10% of the distance from left preauricular to right preauricular.
(c) All electrodes in the 10/10 system. The final letter or number indicates the left-to-right placement: z is
the center column, odd numbers are on the left side, and evens are on the right. Higher numbers are more
lateral. The preceding letter(s) indicate the front-to-back placement: N = nasium, F = frontal, C = central,
T = temporal, P = parietal, O = occipital, and I = inion. The subset highlighted in black also belongs to
the 10/20 system. (a) and (b) are reproduced from (Jurcak et al., 2007). (c) is reproduced from (Oostenveld
& Praamstra, 2001).
CHAPTER 2. BACKGROUND 10
ba
Figure 2.2. Examples of ERP display formats (reproduced from (Kamienkowski et al., 2012)). (a) Voltage
vs. time plots. Each plot is the voltage measured at one electrode as named in Figure 2.1. The different
colored lines represent the ERPs induced by different event types. (b) Scalp maps. Each plot shows the
voltages across all electrodes at a given time point. Red represents more positive voltage, while blue is more
negative. Colors between electrodes are determined using interpolation. In this particular figure, the black
dots indicate electrodes whose activity was determined to be significantly different from zero.
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data as an additive combination of consistent responses. That is, if events A and B occur
simultaneously, the expected activity would simply be the sum of the responses to each
event alone.
In the GLM, the data is modeled as a linear combination of responses to stimuli and
other events expected to induce neural activity. Typically, the data y (a column vector
of the observed BOLD response at one spatial location) is modeled as a product of the
experimental events X (a matrix known from the experimental design) and the strength of
the responses to those events β (an unknown column vector), with the residual variance
modeled as zero-mean Gaussian noise ε with variance σ2. Mathematically, this takes the
form of a simple linear equation:
y = Xβ + ε ε ∼ N (0, σ2) (2.1)
This equation can be solved for the response strength β using an ordinary least squares
(OLS) estimate:
β = (XTX)−1XTy (2.2)
The response strengths in β can then be compared to the residuals to determine whether
the response to a certain type of event is significantly different from baseline or from that
of another event type.
The “design matrix” X typically takes the form of a binary matrix – in which each
column j contains a time series that is 1 at times when event type j occurred and 0 at
all other times – convolved with an impulse response function known as the hemodynamic
response function (HRF) (see Figure 2.3). The HRF represents the standard BOLD response
of neural tissue resulting from a surge of activity, and is often modeled as a gamma function
peaking 5-8 seconds after stimulus onset and not reaching baseline again until approximately
16 seconds later (Aguirre et al., 1998). This simplification relies on the assumption that the
HRF does not vary strongly between different spatial locations, individuals, or event types.
In recent studies, the GLM has been applied to EEG data (Dandekar et al., 2012a,b).
The timecourse of an EEG response, however, is not simply a weighted HRF, but is often
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Figure 2.3. Sample fMRI design matrix (reproduced from (Lindquist, 2008)). An experiment with two
event types (A and B) would have the event times (left) convolved with an HRF to produce the modeled
BOLD signal induced by each event. This becomes the design matrix X in equation 2.1.
a complex series of positive and negative peaks, as in the VEP. Dandekar et al. (2012b)
therefore modified the design matrix X so that the activity at each temporal offset from
the event of interest is its own independent event type. By learning the weights β, we are
now learning the entire timecourse of the response instead of the amplitude of the HRF. A
graphical illustration of the GLM method is shown in Figure 2.4.
2.5 Single-Trial Analysis and HDCA
In the analysis of EEG data, we are often interested not only in the average evoked activity,
but also the variability between trials of the same type. This variability can index changes
in attention, learning, or other non-stationary factors that may be of interest to the experi-
menter. To study this variability, certain single-trial analysis methods have been developed.
Whereas averaging methods seek to increase the signal-to-noise ratio (SNR) by combining
across trials, single-trial methods seek to do the same by combining across electrodes and/or
time points in a way that preserves or maximizes a certain signal of interest, such as the
separation between target and distractor trials. It does so in a way that typically considers
the distribution across trials rather than just the average. The results of single-trial analysis
can be used to estimate the neural generators of the signal being studied, as we will do in
chapter 4 (Parra et al., 2005).
Single-trial analysis is also critical for the functionality of a brain-computer interface
(BCI). For a typical BCI to function, it must learn a transform that will optimally distin-
guish between two or more signal types, then apply that transform to new data to classify
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Figure 2.4. Adaptation of GLM to EEG data. Top: each event type creates a different pattern of EEG
activity on one electrode (β′). If the events occur at the times indicated in X′, the activity evoked by each
event will be β′ ∗X′, a row-by-row convolution of β′ and X′. Middle: the combined activity y is simply
the sum of this evoked activity over all events. Bottom: with slight changes to the forms of the β′ and X′
matrices, we can pose this process as a linear equation: y = Xβ. In practice, we know the event times (X)
and the combined activity (y), and we wish to determine the response functions (β), so we use a GLM to
solve the inverse problem β = (XTX)−1XTy.
each trial of data as it arrives. Thus, single-trial analysis can be used to illuminate neural
signals of interest and to develop BCI applications. In this dissertation, we are interested
in both of these goals, and so we choose classifiers that are efficient enough to be imple-
mented in near-real-time and interpretable enough that we can learn something about the
underlying neural signals from the results.
Common single-trial analysis methods include Fisher linear discriminant analysis (FLDA),
logistic regression (LR), support vector machines (SVM), and common spatial patterns
(CSP) (Parra et al., 2005). A particularly efficient and interpretable method known as hi-
erarchical discriminant component analysis (HDCA) was developed by Sajda et al. (2010).
HDCA separates the data into several time bins, learns a set of spatial weights for each bin
using FLDA, then learns a set of temporal weights across bins using LR. This allows the
researcher to estimate the “forward model” for each time bin, which describes the coupling
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Figure 2.5. Sample HDCA forward models and temporal weights (reproduced from (Pohlmeyer et al.,
2011)). Scalp maps of the mean forward model across subjects represent the coupling between a classifier’s
predictions and the original data, helping to identify the spatiotemporal locations of discriminatory EEG
activity. The inset figure shows the mean and standard deviation of the temporal weights learned by HDCA.
between the data and predictions, and the temporal weights can give some indication of
which time points contain informative signals. Together, they provide a picture of the spa-
tiotemporal distribution of informative signals. An example of these results can be seen in
Figure 2.5.
In chapter 6, we will discuss the HDCA method further and adapt it to classify across
modalities (i.e., EEG, pupil dilation, and gaze-derived features) as well as time bins.
2.6 EEG Components
The idea of a meaningful EEG “component,” or linear combination of electrodes whose
activity reflects that of a certain neural source, has wide utility in EEG analysis. As re-
searchers seek to extract meaningful information from noisy EEG data, they can employ
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various methods to identify components of interest. Researchers can then reject compo-
nents originating from noise sources, identify components particularly relevant to the task,
and trace components back to their neural sources using tools such as standardized low-
resolution electromagnetic tomography (sLORETA) (Pascual-Marqui, 2002).
Components reflecting artifactual activity can be determined using specialized paradigms
that evoke the artifacts along with analyses that find the component whose power best
correlates with that of the artifact (Parra et al., 2005). These components can then be
removed from the signal by “projecting out” any variance in that dimension (see section
3.3). Other methods use blind source separation to identify components. Independent
Component Analysis (ICA) uses the criterion of statistical independence to decompose a
signal into components of interest. It identifies components whose timecourses of activity
are maximally independent from each other using the Infomax ICA algorithm (Bell & Se-
jnowski, 1995; Makeig et al., 1996). Principal Component Analysis (PCA), on the other
hand, assumes that components are spatially orthogonal to one another. It is generally
used to find a group of components whose activity accounts for most of the variance in the
signal, and can be accomplished using singular value decomposition (SVD) (Jolliffe, 2005;
Parra et al., 2005).
When artifactual components are removed from the signal, the matrix of channel activ-
ity becomes rank-deficient and single-trial analysis methods will suffer from the ill-posed
nature of the problem. In chapter 6, we will use supervised techniques to remove artifact
components, then use PCA to reduce the dimensionality of the signal (while sacrificing
minimal variance) and ICA to rotate the components into a more balanced and biologically
plausible set of components, a combination of techniques proposed by Delorme & Makeig
(2004). The activity of these components will serve as input to the HDCA method described
in section 2.5. This not only solves the ill-posed issue, but also reduces the number of free
parameters that the HDCA algorithm must learn, which means that the solution will be
more robust in the event of limited training trials.
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2.7 Sequential Selection
The difficulty of learning a high-dimensionality classifier given limited training data is not
only an issue for spatial classifiers. In chapter 6, we see that many informative features
can be extracted from gaze signals, such as the distance of saccades from the object and
the number of saccades to the object. We extract 37 features from the EEG, gaze, and
pupil dilation signals. Learning a classifier with this many free parameters requires extra
training data, not to mention extra processing time to extract the features or, potentially,
extra hardware to record the data. The issue of feature selection, then, is important to this
study, as it is to many machine learning endeavors.
One method developed to perform feature selection is Sequential Forward Floating Se-
lection (SFFS), an iterative approach to feature selection developed by Pudil et al. (1994)
and modified by Spence & Sajda (1998). The algorithm repeatedly adds the single best
feature (based a classification score) to its set, and keeps track of the best set at each set
size (number of features in the set). After adding each feature, it finds the best feature to
subtract from the set. If that set produces a better score than the previous “best set” of
that size, then the subtraction process repeats; otherwise, the subtraction step is canceled
and another feature is added. A flow chart of the algorithm is displayed in Figure 2.6.
In chapter 6, we implement this algorithm to find a small set of EEG and ocular features
that will produce robust hBCI classification across subjects. Employing SFFS reduces the
search space to find feature sets more efficiently than an exhaustive search. And more
importantly, using the limited set of features it discovers means that future classifiers will
require fewer training trials, allowing subject-specific classifiers to be built more rapidly.
2.8 Human Vision and Computer Vision
Human vision and computer vision (CV) have a complementary set of strengths and weak-
nesses. While humans are able to identify complex objects and semantic concepts in an
image, they lack a computer’s ability to rapidly query a large database of images. Com-
puter vision, on the other hand, struggles to identify high-level objects but has a much
larger scope of observation. In chapter 6, we take advantage of this complementarity by
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Figure 2.6. Flow chart illustrating the SFFS algorithm (adapted from text in (Spence & Sajda, 1998)).
k is the current number of features, Sx is the current best feature set of size x, and n is the total number
of features in the set. Blue represents update commands, green represents optimization commands, and
red represents decisions. The algorithm contains a backward selection loop in which features are removed
(purple) inside a forward loop in which features are added (orange).
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Figure 2.7. System diagram of TAG functionality (reproduced from (Wang & Chang, 2008)). Our study
will employ “automatic mode”, and the hBCI we construct will be used as the “external ranking system”.
combining a human’s visual search (as detected by an hBCI) with a CV system’s broad
scope.
For this study, we made use of a graph-based CV system known as transductive an-
notation by graph (TAG) (Wang & Chang, 2008). The TAG first extracts visual features
of interest from a large, unlabeled set of images. In our study, the graph employed “gist”
features (low-dimensional spectral representations of the image based on Spatial Envelope
properties, as described by Oliva & Torralba (2001)). The TAG system then constructs a
graph in which each node is an image and each edge strength is determined by the “simi-
larity” of the image pair. (The similarity estimate is based not only on the features of that
pair, but also on the distribution of features across all objects represented in the CV graph.)
Once the graph is constructed, labels assigned to a small subset of the images can be prop-
agated through the graph to the rest of the image set. A diagram of these functionalities is
shown in Figure 2.7.
The utility of the TAG in our hBCI system is two-fold. First, the TAG is tasked with
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rejecting anomalies in the set of predicted targets produced by our hBCI. This goal is based
on the idea that the subject prefers a visually consistent category of images, and images
that do not strongly resemble others in the group are therefore likely to be false positives. A
graph-based CV system is well suited to this task because pairwise image similarity has been
calculated in advance. Second, the TAG extrapolates the hBCI labels to a large dataset,
expanding the reach of our labeling abilities. The broad scope of almost any CV system
would be helpful in this task, but the TAG is especially adept at handling the noisy labels
we might expect from a BCI (Wang et al., 2008). Furthermore, it performs its extrapolation
relatively rapidly, which may make it suitable for a near-real-time implementation in future
BCI systems.
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Chapter 3
EEG and Eye Position
Pre-Processing Methods
3.1 Data Acquisition System
For the purposes of this dissertation, the simultaneous and synchronized acquisition of eye
position, pupil dilation, and EEG data was paramount. Our study of naturalistic scenarios
focused primarily on observed physiological signals rather than methods of artifact rejection,
and so we used our experimental setup to mitigate artifacts as much as possible while
preserving many aspects of natural vision. The experiments therefore took place in an
electrically shielded room, and the subject’s head was stabilized in an eye tracker. The
experimenter observed incoming data and made corrections to the hardware as needed.
This approach minimized the effects of line noise and head motion artifacts on the signal.
Photos of the data acquisition setup are shown in Figure 3.1.
3.1.1 Ocular Data Acquisition
An EyeLink 1000 eye tracker (SR Research, Ontario, Canada) was used to collect eye
position and pupil area data from one eye at 1000 Hz. The tracker was a “tower mount”
with chin and forehead rests to stabilize the subject’s head. A 9-point validation was
performed before each block, and if the validation was unsatisfactory the eye tracker was
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Figure 3.1. EEG and ocular data collection setup. Top: A subject wearing the Sensorium EEG cap used
in these studies and viewing the virtual environment task described in chapter 6. The subject’s chin and
forehead are resting on an eye tracker, which measures eye position and pupil size. Bottom: The setup
observed by the experimenter during the task, which allow him to see the subject’s view of the task (left),
the real-time EEG data observed on each electrode (middle), and the real-time eye position of the subject
(right).














































Figure 3.2. EEG electrode locations used in this dissertation. This viewpoint is of a head viewed from
above, with the nose pointing upwards. Electrodes are projected into two dimensions using each electrode’s
polar coordinates (theta, radius). A cartoon of the head (dark gray) shows the expected radius of the head
as viewed from above, such that electrodes on the outline of the head sit on the widest point of the head,
and those outside the outline sit closer to the neck. The outermost ring of electrodes (light gray) had a
higher incidence of noise on our EEG cap, and were therefore excluded from some analyses.
re-calibrated.
3.1.2 EEG Data Acquisition
EEG data were amplified with a gain of 1000 and collected at 1000 Hz from 82 Ag/AgCl
electrodes (selected from a 10-10 montage) using a Sensorium DBPA-1 Amplifier (Sensorium
Inc., VT). The approximate positions of electrodes used in these studies are shown in Figure
3.2. Recordings were referenced to the left mastoid with a forehead ground. All electrode
impedances were less than 50 kΩ, while the amplifier has an input impedance of 100 GΩ.
The amplifier applied high-pass and low-pass analog filters with cutoffs at 0.01 Hz and 500
Hz, respectively.
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3.2 Basic Preprocessing
3.2.1 Ocular Data Preprocessing
Saccades and fixations were detected using the EyeLink online parser. Eye position and
pupillometry data were analyzed using MATLAB (The MathWorks Inc., MA). Some blocks
or trials were found to have a large, constant eye position drift, and so a post-hoc drift
correction was performed.
In the virtual environment driving task described in chapter 6, pilot studies showed that
subjects tended to look straight ahead at the car in front of them for the majority of time
in the task. This was consistent with our expectations, as drivers tend to track a consistent
point on the road ahead (Land & Lee, 1994). In such tasks, we corrected each block for
drift based on the assumption that the subject was looking at this car more frequently
than anything else. To correct the drift and meet this expectation, the median eye position
from each block was calculated, and the eye position for that block was shifted so that the
median fell on the center of the screen (see Figure 6.3).
3.2.2 EEG Data Preprocessing
EEG data were analyzed using the EEGLAB toolbox (Delorme & Makeig, 2004). In most
experiments, the signals were band-pass filtered from 0.5 to 100 Hz, notch filtered at 60 Hz,
and down-sampled to 250 Hz. In the Discrete Evidence Accumulation experiment described
in Chapter 4, where lower-frequency signals were expected to dominate (Wyart et al., 2012),
we low-pass filtered to 40 Hz and down-sampled to 100 Hz in order to reduce the number
of parameters the GLM was required to learn and speed the analysis.
3.2.3 Synchronization
The EEG and eye tracking systems are each recorded using an independent clock external to
the recording computer. These clocks each boast millisecond-level accuracy, but in practice
we found a significant drift between the two systems. To resynchronize the systems, we
arranged for a transistor-transistor logic (TTL) pulse to periodically be sent from the eye
tracker computer to the EEG system via a parallel port. In the flashed-stimulus paradigm
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Figure 3.3. Saccadic spike potentials used for temporal realignment for two subjects. The timecourses
(bottom) show the EEG activity locked to the eye tracker reported first fixation on each object, with activity
from all electrodes superimposed. The scalp maps (top) show the spatial distribution of voltages at the times
indicated by the thick black bar on the bottom plot (and listed above the scalp maps). The subject on the
left has a spike near 0 ms, so the realignment was minor. The subject on the right, however, had a spike
potential that was offset 60 ms forward in time. Prior to analysis, each subject’s data was realigned so that
the spike potential fell on 0 ms.
described in chapter 4, the pulse was sent at the onset of each stimulus change. In the
virtual environment paradigms described in chapters 5 and 6, a pulse was sent periodically
regardless of the current display. In both cases, the pulses were close enough together in
time that times interpolated between them could be expected to disagree by no more than
a few milliseconds.
The times of fixation onset are particularly important to these studies, and so extra care
was taken to align the times of fixation onset to the EEG signals evoked by it. To define
a fixation onset well synchronized with EEG, we computed an average ERP locked to the
first fixations on all objects, identified the peak time of the saccadic spike (a negative peak
in posterior regions), and defined this point as time zero. This is similar to the method
of Brouwer et al. (2013), but we used a single timing correction for each subject rather
than trial-by-trial realignment. An example from two subjects in the virtual environment
experiment described in chapter 6 can be seen in Figure 3.3.
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Figure 3.4. Example weights used for interpolation of noisy electrodes. These weights would be used to
interpolate the data on electrode P5 (left), Cz (middle), and F6 (right). The use of inverse distance weights
nearby electrodes much more highly than distant ones.
3.3 Artifact Removal
In addition to the filtering described in section 3.2.2, we applied several other simple meth-
ods for de-noising. First, we inspected the electrodes visually to find those with abnormal
timecourses. High levels of high-frequency noise, as well as a large dissimilarity from neigh-
boring electrodes, were grounds for rejection. The data from excessively noisy channels
were either removed or replaced by an interpolation from the remaining electrodes. In the
case of interpolation, each clean electrode’s data were weighted by its normalized inverse
distance from the noisy electrode, as seen in Figure 3.4.
Eye movements and blinks induce artifacts in the EEG signals that become particularly
problematic in a free-viewing paradigm, where eye movements are frequent and uncon-
trolled. We borrow several methods from Parra et al. (2005) to combat these artifacts. A
brief explanation of these methods follows.
3.3.1 Forward and Backward Models
We assume that there is a finite number of neural and ocular sources whose activity over
time, s(t), leads to a set of observed EEG data over time x(t). If there is a linear relationship
between the two, there exists a “forward model” A such that:
x(t) = As(t) (3.1)
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Conversely, there exists a “backward model” to map the observed data back to the
sources that generated it. We estimate this backward model as the pseudo-inverse of A,
A#.
A# = (ATA)−1AT (3.2)
s(t) ≈ A#x(t) (3.3)
While most of the sources s are neural, a subset, seye, are ocular and should be removed
from analysis. The portion of x that is attributable to this ocular subset of those sources,
which we will call xeye, can be estimated as:




We can then “project out” this portion of the signal to find the part of x not attributable
to ocular sources, which we will call xclean:
xclean(t) = x(t)− xeye(t) (3.6)
= x(t)−AeyeA#eyex(t) (3.7)
= (I−AeyeA#eye)x(t) (3.8)
3.3.2 Maximum Power and Maximum Difference Methods
It remains, then, to estimate the forward model Aeye for a given subject. To do this, Parra
et al. (2005) recommended collecting a set of calibration data during which the subject is
instructed to produce a number of artifacts by blinking and moving their eyes vertically
and horizontally at certain times. The researcher can then identify three forward models
for the three different artifact types, such that:
Aeye =
[
ablink aHEOG aV EOG
]
(3.9)
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The blink component ablink can be estimated using the “maximum power method,”
which finds the combination of electrodes whose squared activity is greatest during blinking
periods. This component is the principal component of the blink-contaminated data, or the
eigenvector whose corresponding eigenvalue is greatest, normalized so that the squares of
the weights sum to 1 (see Parra et al. (2005) for a derivation).
The horizontal EOG component aHEOG can be estimated using the “maximum differ-
ence method,” which finds the combination of electrodes whose activity is most different
between periods when the subject looked left and periods when he looked right. Depending
on the expectations of outliers and the assumptions about covariance, this can be accom-
plished in several ways (see Parra et al. (2005) for a discussion). We use the simplest of
these, which is to calculate the mean activity when looking right minus the mean activity
when looking left (again normalized so that the squares of the weights sum to 1). The
vertical EOG component, of course, can be found in a similar fashion using vertical changes
in eye position.
In a free-viewing scenario, we have plenty of naturally occurring examples of blinks and
horizontal saccades that are detected by the eye tracker. If we assume that the subject does
not usually blink at the same time during a certain neural process, and that the horizontal
position of a fixation does not correlate with the neural signal that fixation evokes, we can
use the data when these incidental blinks and fixations occur to estimate the components in
Aeye. This allows the experimenter to avoid having to run a dedicated calibration paradigm,
which can require extra time (time that could be spent gathering task-relevant data) while
creating an Aeye estimate based on a smaller body of data than we could extract from the
free-viewing experiment.
3.3.3 Epoched Data Thresholding
After the EOG is removed, we used a simple thresholding method to clean the epoched and
baseline-subtracted data as in (Kamienkowski et al., 2012): a maximum allowable amplitude
was declared, and if fewer than 5 electrodes exceeded the threshold at any point in the epoch,
those electrodes were interpolated from all remaining electrodes, again using the inverse
distance between electrodes as weights. If more than 5 electrodes exceeded the threshold,
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the epoch was discarded. To avoid giving the offending electrodes any lingering influence,
the baseline was subtracted again after interpolation. This and the other methods described
in this chapter were designed to produce “clean” analyses and classifiers whose results
would provide information about the evoked neural activity rather than any properties of
co-occurring artifacts.




As decades of psychophysical research have attested, an observer’s eye movements are crit-
ically important to her perception of the world (Yarbus, 1967). It is not surprising, then,
that when a person encounters a complex object or scene, she often makes rapid eye move-
ments (or “saccades”) to various visual features, gathering information until she can decide
what the object is. This process is extremely common and deceptively complex. With each
saccade, the brain must store the past evidence it has found, process the visual information
at the present focus, and plan future saccades, continuing until it has accumulated enough
evidence to complete the visual decision.
Most studies of evidence accumulation have presented subjects with a continuous stream
of noisy evidence, in an attempt to slow the accumulation and identify its component
processes. A typical experiment uses random dot motion with varying levels of directional
coherence, requiring the subject (usually a non-human primate) to decide whether most dots
are moving to the left or right (Gold & Shadlen, 2007). The results of such experiments
inspired a model of visual decisions as a “diffusion-to-boundary” process (Smith & Ratcliff,
2004), in which new information is added to a “decision variable” that reflects the level of
accumulated evidence until it reaches some threshold at which the decision can be made.
With this model in mind, experiments have identified some brain areas associated with
the perception of new visual information and others associated with the decision variable
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(Heekeren et al., 2008). Other studies have replicated the results in humans and identified
spatial and spectral EEG correlates of these component processes (O’Connell et al., 2012;
van Vugt et al., 2012).
These studies have largely ignored two important aspects of the typical process of ev-
idence accumulation: the discrete nature of much visual evidence and the active search
for useful information. Active search is especially difficult to study due to the large ar-
tifacts and uncertain time-locking present in saccade-locked EEG. But the study of such
discrete and active evidence accumulation could be facilitated by recent advances surround-
ing “fixation-related potentials” (FRPs), or EEG signals time-locked to saccade endpoints
(Dimigen et al., 2011; Hutzler et al., 2007). Research shows that fixations on a target
stimulus initiate EEG responses similar to the P300 component elicited by a flashed target
stimulus (Dandekar et al., 2012a; Kamienkowski et al., 2012). Several studies have suc-
cessfully used these findings to classify fixations as being on a target or distractor stimulus
(Brouwer et al., 2013; Healy & Smeaton, 2011; Luo & Sajda, 2009). The new experimen-
tal paradigms and processing tools developed in these studies finally enable a principled
examination of discrete evidence accumulation (DEA) under active viewing conditions in
humans.
We will exploit these new advances to elucidate the rapid interplay between the ocu-
lomotor system’s active search for information and working memory’s dynamic source of
context. We present a novel experimental paradigm to investigate the natural process of
integrating visual information over saccades, as an observer might identify an object by syn-
thesizing spatially distributed features. We analyze the EEG to examine the impact and
interactions of “prior evidence” (working memory context), “new information” (visual per-
ception), “decision outcome” (response preparation), and “saccade planning” (oculomotor
control) in the rapidly evolving neural response.
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4.2 Experimental Paradigms
4.2.1 Task Overview
Our paradigms were designed to provide labeled “truth” data about each stimulus’ contri-
bution to the decision while preserving as many aspects of natural viewing as possible. A
sequence of 5 squares was displayed to the subject, and the subject was asked to determine
if the sequence contained at least a certain number of “target” squares, indicating her choice
with a button press at the end of the trial (subjects pressed one button to indicate a com-
plete trial or another to indicate an incomplete trial). The paradigms were implemented
using Experiment Builder software (SR Research, Ontario, Canada).
In the “active-2” version of the task, the squares were displayed in a line across the
screen. The subject was required to saccade to each square in turn and determine if there
were two or more targets in the sequence. Each square contained three vertical stripes
colored red, green, and blue; squares with a middle stripe of a certain color were considered
targets. The target color was constant across one subject’s sessions but randomized across
subjects. These stimuli were chosen so that subjects could not discern the color of a middle
stripe using peripheral vision (the squares were 0.9◦ across and 4.4◦ apart). The side of
the screen on which the fixation cross appeared was randomized so that on half the trials
the subject’s eyes scanned left to right, and on the other half they scanned right to left. An
illustration of this task is shown in Figure 4.1a.
In a “passive-2” version of the task performed on a separate set of subjects, the sequence
of squares was flashed one at a time at the center of the screen while the subject fixated
on them. Each square was displayed for 300 ms to roughly match the duration of a typical
fixation (Hooge & Erkelens, 1998), and the delay between squares was set to 200 ms so that
each trial was approximately as long as its equivalent in the active task. An illustration of
the passive task is shown in Figure 4.1b.
An additional version called the “passive-3” task, performed on another separate set
of subjects, was identical to the previous version except that the subject was asked to
determine if the sequence contained three or more target squares instead of two. This allowed
us to study the buildup of information separately from the completion of the decision. Note





























Figure 4.1. DEA experimental paradigms. (a) Active task: In each trial, a series of 5 colored squares was
displayed in a line across the screen. Subjects were instructed to saccade to each one in turn and determine
if the series contained two or more “target” squares with a middle stripe of a certain color, indicating
their choice with a button press after the “hold” circle disappeared. (b) Passive tasks: the 5 squares were
displayed one at a time, with stimulus onsets that were constant and predictable (with the exception of the
first one).
that the active task required only two targets so that behavioral exclusion rules (discussed
in section 4.3.2) would not remove so many trials that the GLM would be unable to make
a reliable estimate of certain rare event types.
4.2.2 Event Types
We grouped stimuli into “task types” indicating their semantic meaning in the task. The
most common events combine the level of prior evidence (number of targets seen so far)
with low or high new information (distractor or target square). We also added one type
for distractors that complete the decision of an incomplete trial and two types for target or
distractor squares after the required number of targets have been seen. We also grouped
events into five “sequence types” based on the position of each square in the sequence of
stimuli.
The notation for the task event types is as follows. A prefix “p” can be used to designate
a passive task, while a prefix “a” will be used to denote the active task. Next, a capital
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Figure 4.2. DEA event types. In these example trials, any square with a blue bar in the middle is a target.
We group stimulus onset (in the passive tasks) or fixation onset (in the active task) events into several
“task types” that combine different levels of prior evidence (number of targets seen so far) with low or high
new information (distractor or target square), plus one type for distractors that complete the decision of an
incomplete trial and two for “post-decision” squares after the final “decision target” has been seen. We can
also group saccades into “sequence types” based on the number of the square in the task-defined sequence
(Sq#1, Sq#2, etc.). Top: a complete trial in which 2 targets were required and 2 were seen is shown on the
left, with dotted lines indicating saccades (in the active task) or elapsed time (in the passive task). On the
right, these events are plotted in the 2D space of prior evidence and new information. Bottom: The same
is shown for an incomplete trial in which 3 targets were required but only 2 were seen.
letter indicates whether the stimulus is a target or distractor. The subscript Y/X indicates
that Y targets had been seen before this stimulus, and X are needed for a complete trial.
If a − is used in place of Y , then too few targets were seen to make this a complete trial.
If a + is used in place of Y , then the subject already had enough evidence to make the
decision before this stimulus. A superscript ∗ indicates that the decision could be made on
this stimulus. A visualization of the event types as seen in two example trials is shown in
Figure 4.2.
4.3 Analysis Methods
4.3.1 Data Collection and Synchronization
Data were recorded from 12 subjects for the passive-3 task (ages 19-38, 9 female, 0 left-
handed), 13 subjects for the passive-2 task (ages 18-50, 6 female, 0 left-handed) and 19
subjects for the active-2 task (ages 19-54, 10 female, 2 left-handed). All reported normal or
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corrected-to-normal vision. Informed consent was obtained in writing from all participants
in accordance with the guidelines and approval of the Columbia University Institutional
Review Board. Each subject completed 400 trials in 10 blocks lasting approximately 5
minutes each, with breaks between blocks as needed. One subject from the passive-2 task
was removed because too few blocks were completed by the end of the session.
EEG data were collected from 82 Ag/AgCl electrodes (selected from a 10-10 montage),
amplified with a gain of 1000, and digitized at 1000 Hz using a Sensorium DBPA-1 Amplifier
(Sensorium Inc., VT). Recordings were referenced to the left mastoid, and a forehead ground
electrode was used. All electrode impedances were less than 50 kΩ, while the amplifier’s
input impedance is 100 GΩ. Analog high-pass and low-pass filters were applied, with cutoffs
at 0.01 Hz and 500 Hz, respectively.
Eye position and pupil area data were collected from one eye at 1000 Hz using an EyeLink
1000 eye tracker (SR Research, Ontario, Canada). The tracker was a “tower mount” in
which chin and forehead rests are used to stabilize the subject’s head. Before each session,
a 9-point eye position validation was performed. If the validation was unsatisfactory, the
eye tracker was re-calibrated.
To synchronize the data, a parallel port pulse “event marker” was sent from the eye
tracker computer to the EEG amplifier at the beginning of each change in stimulus pre-
sentation. The time at which the parallel port pulses were sent and received were aligned
during analysis.
4.3.2 Preprocessing and Artifact Removal
EEG data were analyzed using the EEGLAB toolbox (Delorme & Makeig, 2004). Signals
were band-pass filtered from 0.5 to 40 Hz and down-sampled to 100 Hz. Excessively noisy
channels were identified by visual inspection and interpolated from all remaining electrodes
using the inverse distance between electrodes as weights (on average, 1.7 channels per sub-
ject were interpolated).
Saccades and fixations were detected using the EyeLink online parser. Eye position and
pupillometry data were analyzed using MATLAB (The MathWorks Inc., MA). On each
trial, a post-hoc drift/rotation correction was performed. The subject’s fixations nearest
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to the fixation cross and the hold circle were shifted so that the midpoint between them
fell on the center of the screen and rotated so that the line between them was completely
horizontal. On trials in which the drift or rotation was more than 3 standard deviations
from the mean, the drift and rotation values were interpolated linearly from the next reliable
trials before and after it.
Saccades landing within 75 pixels (2.2 visual degrees) of the center of the square were
considered a saccade to the square. If there were multiple saccades to a single square, only
the first saccade was counted.
If a subject answered too quickly (before the circle disappeared), too late (>1000 ms
after the circle disappeared), or incorrectly, the trial was removed from further analysis.
Trials on which the subject skipped a square in the sequence or looked back at a square he
had already left were also removed. 2 subjects were removed from further analysis because
more than 35% of the trials were rejected due to these behavior criteria. For the remaining
active task subjects, 23% of trials were removed on average (note that there were still over
300 trials remaining). For the passive task subjects, 11% of trials were removed on average
due to incorrect, early, or late responses.
Components related to blink and horizontal electrooculographic (HEOG) artifacts were
determined using the maximum power and maximum difference methods described by Parra
et al. (2005), but artifact-contaminated data from the task was used instead of a dedicated
“calibration paradigm” in which the subject is instructed to produce artifacts by blinking or
moving his eyes. In our analysis, the blink component was the component with maximum
power in periods marked by the eye tracker as blinks, and the HEOG component was the
component that was maximally different when the subject fixated on the pre-trial cross on
the left side of the screen and the cross on the right side of the screen. These components
were projected out of the EEG data using the “interference subtraction” method described
by Parra et al. (2005), in which the activity of each noise source is estimated from the data,
projected back into sensor space, and then subtracted from the signal.
Each trial was epoched from 500 ms before fixation cross onset to 500 ms after circle
onset. A voltage threshold of 75 µV was applied as in (Kamienkowski et al., 2012): if fewer
than 5 electrodes exceeded the threshold at any point in the epoch, those electrodes were
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interpolated from all remaining electrodes using the inverse distance between electrodes as
weights. If more than 5 electrodes exceeded the threshold, the trial was discarded. On
average, < 1% of trials were discarded using this criterion.
4.3.3 General Linear Model
We used the adaptation of the general linear model (GLM) to saccade-locked EEG data
developed by Dandekar et al. (2012b) to regress out non-cognitive saccade activity and
tease apart the overlapping event-related potentials locked to the various event types. This
method involves defining a regressor matrix in which each row is 1 only at a specific temporal
offset from a specific event type and 0 at all other times, such that the parameters being
estimated are akin to an ERP on one electrode, a “response function” for each event type.
A graphical illustration of the GLM method is shown in Figure 2.4. For the active task, we
assumed that each event influenced the activity from 0 to 750 ms relative to the event onset,
so the GLM was designed to learn 0.75s ∗ 100Hz = 75 parameters per event type. For the
passive task, sequence events are always 500 ms apart, so a 750ms window of influence would
induce rank deficiency problems in the analysis (e.g., the regressor 600 ms after Square #1
would be identical to the regressor 100 ms after Square #2). We therefore assumed that
each sequence event influenced the activity from 0 to 500 ms relative to event onset.
The task event types described in Figure 4.2 are naturally correlated with the sequence
event types: for example, T0/2 events are much more likely to occur near the beginning of
the sequence and T ∗1/2 events are more likely to occur near the end. To dissociate the effects
of visual stimuli, sequence, and task, we performed a 3-level GLM. The first level determined
the activity associated with the onset of square and circle stimuli (for the passive tasks) or
the onset of fixations on squares and circles and the onset and offset of the square stimuli
(for the active task) and subtracted this activity out. The second GLM level determined the
activity correlated with position in the sequence and subtracted this activity out as well.
The third level was then able to determine the activity correlated with task event type that
was not explained by sequence event type.
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4.3.4 Hierarchical GLM for Group-Level Results
The multi-level GLM described above was used as part of a “hierarchical” GLM, which was
designed to find the values of certain contrasts comparing a pair of event types at the group
level and assess their significance. The GLM described by Dandekar et al. (2012b) is akin
to a single-subject fMRI analysis, and we borrow further methods from fMRI to extend the
method to group analyses. A mathematical walk-through of these methods is outlined in
this section.
For each subject i = 1, 2, . . . , N , we knew the observed EEG data on one electrode yi
and the regressor matrix Xi, and we wished to calculate the response functions βi. We
modeled the data using a linear relationship between these variables and an added zero-
mean Gaussian noise term εi:
yi = Xiβi + εi εi ∼ N (0, σ2i ) (4.1)
Given the Gaussian noise assumption, this equation can be solved for βi using an ordi-





We then defined a contrast matrix C designed to compare the desired pair of events. For
each event type k = 1, 2, . . . , P , we set the contribution of that event to the contrast using
γk. If we wanted to compare events 1 and 2, for example, we could set γ1 = 1, γ2 = −1,
and set all other γ values to zero. We then constructed the contrast matrix as follows:
C =
[
γ1IT γ2IT . . . γP IT
]
(4.3)
where T is the number of temporal offsets included in the response functions. We use cj
to denote row j of the contrast matrix, which can be thought of as the contrast between
events for temporal offset j = 1, 2, . . . , T . The response function of the contrast over all
offsets for subject i, which we later used as input to the group-level GLM, is Cβi.
To find the statistical significance of these contrast response functions, we wished to
calculate the standard error of our contrast estimates. First, we calculated the squared sum
of residuals for βi and divided by the degrees of freedom of the estimate:
σ̂2i =
(Xiβi − yi)T (Xiβi − yi)
ni − PT
(4.4)
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where ni is the number of samples recorded for subject i. Because we are modeling a data
vector (yi) of length ni using a parameter vector (βi) of length PT , (ni−PT ) is the degrees
of freedom of our estimate. Next, we multiplied σ̂2i by a contrast-specific correction factor
(this penalizes for any correlations between the columns of Xi (Farrar & Glauber, 1967))











This standard error estimate later served as an input to our group-level GLM. It can also






Next, we performed a group-level GLM using the subject-level GLM results as inputs.







This created a β∗ vector of size (NT × 1). In our analysis, each subject contributed
equally to the group result, so the group regressor matrix Xg was simply a concatenation








As in the subject-level GLM, we modeled the group data using a linear relationship and
an added noise term εg, and we found an OLS estimate β̂g of the final response functions
βg.
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We next calculated the sum of the squared group-level error and divided by the degrees
of freedom (NT − T ) to find σ̂2g , which was combined with each of the individual-subject
errors to create a whitening matrix Wg:
σ̂2g =
























By multiplying equation 4.10 by the whitening matrix, we ensured that our errors were
uncorrelated and had a constant variance. This allowed us to improve our estimate of the
group-level response functions:
Wgβ










We then constructed a group-level contrast matrix Cg that could be used to compare
time windows or groups of subjects. For our goal of finding a mean across subjects, we
simply set Cg = IT . Each row of this contrast matrix is denoted by cg,j . The group-level
contrast estimate, then, is cg,jβg.
For statistical testing, we used cg,j to find the standard error sg,j of the response-function










Note that this is similar to the subject-level calculation in equation 4.5, but the group-
level variance σ̂2g and the subject-level variance σ
2
i,j are both built into the whitening matrix
Wg.
As in the single-subject statistics, the standard error value was used to find the value





These t statistics were converted to the equivalent Z score for plotting. To reduce the
chance of spurious results due to multiple comparisons, the collection of Z scores across time
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and space for each comparison were corrected for false discovery rate (FDR) (Benjamini &
Hochberg, 1995).
4.3.5 Single-Trial Analysis
To assess the effects of evidence accumulation on the signal, we attempted to find a single
neural component that could discriminate late targets from early targets. After subtracting
out the effects of generic and sequence events as learned by our GLM, we performed logistic
regression (LR) to discriminate between two task event types (pT ∗2/3 and pT0/3). Logistic
regression finds a set of weights to maximize the conditional log likelihood of the correct
class:













where xi is the data for trial i, ci is the class (+1 for pT
∗
2/3 and -1 for pT0/3) of trial i, and
λ = 106 is a regularization parameter introduced to discourage overfitting. These weights
can be applied to the testing data to get a single “interest score” yi for each trial:
yi = w
Txi (4.20)
The area under the receiver-operator characteristic (ROC) curve was used as a threshold-
free figure of merit to assess the effectiveness of the classifier, with an area under the curve
(AUC) of 0.5 indicating chance and 1 indicating perfect discrimination. We next append
the data across trials to get a single data matrix X and the interest scores across trials to get
a single vector y. After subtracting the mean interest score, we used the following equation
to calculate the forward models, which can be visualized as a scalp map and interpreted as





The weights were normalized so that the squares of the weights for each subject summed
to 1. They were then averaged across subjects. Finally, we applied these weights to the
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single-subject response function for each event type in each of the three experiments to
visualize the timecourse of the discriminating component’s activity in each condition.
4.4 Results
4.4.1 Response Functions Across Tasks
We first examined the response to a generic “square” stimulus in each task. These responses
are plotted in Figure 4.3. The passive task with 2 targets required for a complete trial
(“passive-2”) and with 3 targets required (“passive-3”) were very similar, with a fronto-
central negativity corresponding to the visual N1, a centro-parietal positivity corresponding
to the P1, and a bilateral posterior positivity corresponding to the P3. The active task
(“active-2”) showed features common to fixation-related potentials, including the lambda
wave and the P3. These results show the consistency among the tasks, and between these
tasks and the ERP/FRP literature (Dandekar et al., 2012a). The familiar features indicate
that, although the paradigms used in this study have added significant complexities to the
typical visual oddball and discrimination tasks used in the ERP literature, many aspects
of the underlying neural processes remain the same. We will discuss our findings within
the context of previous ERP literature, though in some cases there may not be a direct
correspondence.
4.4.2 Effect of Trial Start
Once this generic “square” response was removed from the data using the GLM, we ex-
amined the influence of the “trial start” event using a simple ERP approach. This event
marked the shift from a passive fixation on the cross to the processing of task-relevant stim-
uli. In the case of the active task, it also initiated the sequence of saccades demanded by
the task. The responses to this trial start event are plotted in Figure 4.4. In this response,
we see a ramp-up negativity on parietal electrodes prior to the trial start in all tasks. After
that, however, we see the active and passive tasks diverge, with a posterior component
peaking at ≈ 175 ms that is positive for the passive tasks and negative for the active one.
The active task has a fronto-central positivity at ≈ 250 ms that the passive tasks do not







































































Figure 4.3. Responses to generic stimulus in each task. Left: EEG responses learned by the GLM on
midline electrodes (in µV ) for the active task with 2 targets required for a complete trial (“active-2”), the
passive task with 2 targets required (“passive-2”), and the passive task with 3 targets required (“passive-
3”). Right: Scalp maps for the three time windows highlighted in gray on the left-hand plots. Color
bar indicates voltage in µV . These bear resemblance to common features of the FRP/ERP, including the
lambda potential/N1, the P1, and the P3. The passive-2 and passive-3 experiments show extremely similar
timecourses.
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share. And at 675 ms (175 ms after the onset of the second stimulus in the sequence), we
see a negativity with a scalp distribution similar to the one seen 175 ms after the onset of
the first stimulus, but with the opposite sign (in the passive tasks).
4.4.3 Effect of New Information
The identity of each stimulus as a target or distractor (which, in the context of our task
decision, indexes the new information provided by that stimulus) significantly affected the
response functions learned by the GLM in all three tasks. This influence is illustrated in Fig-
ure 4.5 by comparing the targets and distractors occurring before any previous targets have
been seen (T0/X−D0/X). The most prominent effects are an N2 modulation peaking around
300 ms post-stimulus/fixation, and a P3 modulation peaking 450 ms post-stimulus/fixation.
The effects are most visible in the passive tasks, but the same effects are present, if smaller
in amplitude, in the active task. These effects match the well-documented effects of target
identity on the ERP/FRP in visual oddball and visual search tasks (Dandekar et al., 2012a;
Brouwer et al., 2013).
4.4.4 Effect of Decision Outcome
While the behavioral response was delayed until the end of each trial, the decision to perform
this response can be made during the trial: for example, in the passive-3 task, viewing the
third target (or the third distractor) in a sequence allows the subject to decide that the trial
is complete (or incomplete). The point at which a decision is made can still be expected to
affect the neural response, as the P3b has been shown to index stimulus evaluation rather
than response initiation (Kutas et al., 1977).
We constructed a contrast comparing the “decision target” (i.e., the one allowing a
decision to be made) with the one immediately before it. The responses to this T ∗(X−1)/X −
T(X−2)/X contrast are displayed in Figure 4.6. The decision, like new information, induces
a negativity in the N2 time range, but the spatial distribution is more central than that
seen in Figure 4.5. The P3 is also modulated, but the effect is later, peaking around 550 ms
instead of 450 ms. The decision outcome contrast was similarly scaled but less consistent
than the new information contrast, reaching statistical significance on only a few electrodes.
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Figure 4.4. Response to “trial start” stimulus in each task. (a) Mean EEG responses on midline electrodes
(in µV ) for each of the three tasks, after generic stimulus/saccade responses were subtracted out. Time t = 0
represents the moment when the first square was presented (passive tasks) or the full line of squares was
presented (active task). Thick blue and green bars on the bottom plot’s x axis represent times when a
stimulus was on the screen in the passive tasks. Thick red bars indicate median time ranges when subjects
in the active task were fixating on the first and second square (median across trials, mean across subjects).
Fixation on first square ranged from 198.6± 8.5 ms to 608.5± 21.5 ms (mean ± SEM of subject medians).
(b) Scalp maps for the time windows highlighted in gray on the plots in part a. Color bar indicates voltage
in µV .
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Figure 4.5. Modulation of response by new information in each task. (a) EEG responses for the contrast
T0/X −D0/X learned by the GLM on midline electrodes (in µV ) for each of the three tasks. (b) Scalp maps
of the voltages (in µV ) at each of the three time windows highlighted in gray on the plots in part a. (c)
Scalp maps of the FDR-corrected Z scores for the three time windows highlighted in gray on the plots in
part a. Color bar indicates Z score, thresholded at Z = 1.96, which corresponds to q = 0.05 (two-tailed test).
We see that new information significantly modulates the N2 and the P3b.






























































































Figure 4.6. Modulation of target response by decision outcome in each task. (a) EEG responses for the
contrast between the last target and the one before it (T ∗(X−1)/X−T(X−2)/X) learned by the GLM on midline
electrodes (in µV ) for each of the three tasks. (b) Scalp maps of the voltages (in µV ) at each of the three
time windows highlighted in gray. Note that while the effect of new information peaked around 450ms, the
effect of the decision peaks about 100 ms later. (c) Scalp maps of the FDR-corrected Z scores for the three
time windows highlighted in gray on the left-hand plots. Color bar indicates Z score, thresholded at Z =
1.96, which corresponds to q = 0.05 (two-tailed test).
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A parallel analysis contrasted the “decision distractor” (i.e., the one allowing a decision
to be made that a trial is incomplete) to a distractor after (X − 1)/X targets have been
seen. Making a decision that a trial is incomplete induces much smaller effects, as Figure
4.7 demonstrates. We again see a negativity in the N2 range and a positivity in the P3
range, but this effect is much smaller and fails to reach statistical significance.
4.4.5 Effect of Prior Evidence
The buildup of evidence had a subtle effect on responses, visible in ERPs during the N2
and P3 time ranges. This effect could be seen more clearly using the single-trial analysis
methods described in subsection 4.3.5. Because the effects of new information and decision
outcome both first peaked around the time of the N2, we constructed a classifier for a
time bin encompassing this component (200-350 ms). A logistic regression classifier trained
to discriminate T ∗2/3 from T0/3 events, which differ in both prior evidence and decision
outcome, produced a mean AUC value of 0.61. The mean forward model across cross-
validation folds and subjects can be seen in Figure 4.8a. The discriminating component
weights, when applied to the GLM response functions, produced a relatively standardized
timecourse whose sign was determined by the target/distractor identity of the stimulus and
whose amplitude appeared to be weighted by the number of targets that had been seen so
far in the trial (Figure 4.8b). The mean voltage in a 50 ms window centered at the peak
of the N2 activity (Figure 4.8c) confirmed that event type had a significant effect on the
response amplitude in all three experiments (n-way ANOVA, p < 10−5).
4.4.6 Effect of Redundant Evidence
The component discussed in section 4.4.5 had a relatively standardized timecourse for all
events leading up to the decision, with peaks at ≈ 300 ms and ≈ 500 ms. However, targets
fixated after the decision exhibited a delayed timecourse of activity, as shown in Figure
4.9b. To quantify this delay, we computed the normalized cross-correlation between the
post-decision stimulus response and a template consisting of the corresponding pre-decision
stimulus response spanning the N2 and P3 peaks (300-500 ms). The match between pre-
decision and post-decision targets was best when the post-decision target was offset by






























































































Figure 4.7. Modulation of distractor response by decision outcome in each task. (a) EEG responses for
the contrast between the last distractor and late distractors before a decision was made (D∗−/X −D(X−1)/X)
learned by the GLM on midline electrodes (in µV ) for each of the three tasks. (b) Scalp maps of the voltages
(in µV ) at each of the three time windows highlighted in gray. Note that similar scalp patterns emerge from
the decision with distractors as with the targets in Figure 4.6, but these are much lower in amplitude. (c)
Scalp maps of the FDR-corrected Z scores for the three time windows highlighted in gray on the left-hand
plots. No electrodes reached significance.
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Figure 4.8. Discriminating component timecourses across event types. (a) Mean forward model across
subjects for the best T ∗2/3 vs. T0/3 classifier learned by the classifier in the N2 time range of the passive-3 task
(black dotted lines). (b) The timecourse of this component’s activity (y axis shows voltage in µV ) for each
event type in each experiment, found by applying the mean discriminating component weights learned from
the passive-3 classifier to the response functions learned by the GLM. Mean ± standard error across subjects
is shown. Timecourses were smoothed by convolving with a Gaussian of standard deviation σ = 25 ms.
Smoothing was for plotting purposes only and did not affect statistical analysis. (c) Mean activity in a 50
ms window around the peak activity at t = 300 ms (as indicated by the gray shading in part b). Error bars
show standard error across subjects. Event type had a significant effect on voltage in all three experiments
(n-way ANOVA, p < 10−5).
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≈ 100 ms. Interestingly, this trend was not present for distractors, as the match between
distractors was best when the two were offset by < 25 ms.
This result raises the question of whether processing is delayed. If so, we might expect
to see longer fixations on targets after the decision was made than before it was made. To
test this hypothesis, we computed the average amount of time the subject spent fixating
each stimulus type (Figure 4.10). To remove the influence of the position in the sequence,
we limited this analysis to events on the third square in the sequence. Although the target’s
identity is still affecting the fixation duration (aD+/2 squares receive shorter fixations than
aT+/2 squares), extra targets are fixated for a shorter time than earlier, task-relevant targets.
4.4.7 Current Density Estimate
The discriminating component described in subsection 4.4.5 exhibits patterns of activity
that reflect an influence of both new information and prior evidence. To investigate this com-
ponent further, we attempted to trace it back to the neural activations that produced it us-
ing standardized low-resolution electromagnetic tomography (sLORETA) (Pascual-Marqui,
2002). sLORETA finds an estimated solution of the ill-posed inverse problem based on the
assumption that more spatially smooth distributions are more plausible. Due to the low
spatial resolution of EEG, sLORETA results should be interpreted as approximations that
suffer from a degree of spatial uncertainty. These approximate current density estimates
are shown in Figure 4.11. sLORETA found notable activations mainly in Brodmann area
11. The peak activity at (X,Y,Z) = (25, 60, -15) mm is located in the right orbitofrontal
cortex (OFC).
4.5 Discussion
The results of this study revealed a number of interesting properties of the neural response
to discrete evidence accumulation. First, we confirmed that the N2 and P3 are modulated
by the new information provided by each stimulus. These findings are consistent with
previous reports from oddball and visual search paradigms (Luck & Hillyard, 1994; Halgren
et al., 1998). We further demonstrated that these modulations are consistent across active





















































































Figure 4.9. Discriminating component timecourses for post-decision event types. (a) Mean forward model
across subjects for the best T ∗2/3 vs. T0/3 classifier learned by the classifier in the N2 time range of the
passive-3 task (the same forward model shown in Figure 4.8a). (b) The timecourse of this component’s
activity (y axis shows voltage in µV ) for each event type in each experiment, found by applying the mean
discriminating component weights learned from the passive-3 classifier to the response functions learned by
the GLM. Mean across subjects is shown. Timecourses were smoothed by convolving with a Gaussian of
standard deviation σ = 25 ms. Smoothing was for plotting purposes only and did not affect statistical
analysis. (c) Normalized cross-correlation (across all electrodes, not just the component shown in part b)
between the post-decision distractor event and a template (between 300 and 500 ms, as indicated by the
gray shading in the plots of part b) of the late distractor event (blue) and the same for the equivalent target
events (magenta). The mean across subjects is shown. The distractor events are largely synchronized, while
the post-decision target response is delayed by ≈ 100 ms in all three task types.
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Figure 4.10. Fixation durations for various task event types (for the subset taking place on the third
square in the sequence). The mean fixation duration on various distractor and target event types as prior
evidence increases (mean ± standard error across N = 17 active task subjects). Stars show statistical
comparisons (Wilcoxon signed-rank tests, FDR corrected) between distractor types (blue), target types
(red), and distractors and targets with the same prior evidence (black). One star indicates p < 0.05, two
stars indicate p < 0.005.
10.50 0.750.25
Figure 4.11. sLORETA results for the “prior evidence component” displayed in Figure 4.8a. Axial (left),
sagittal (middle), and coronal (right) slices centered at the point of maximum current density are shown.
Color indicates the current source density in each gray matter voxel (normalized to the maximum activation).
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tasks (those requiring oculomotor control) and passive ones, confirming recent studies by
Dandekar et al. (2012a). In contrast to these studies, however, the modulations in our
active task are smaller in amplitude than those in the passive task. Whether this is due
to true neural changes arising from the addition of oculomotor demands, or simply due to
a decreased signal-to-noise ratio (SNR) in the active task, may be the subject of future
research.
The active and passive versions of the task evoked remarkably similar patterns of activity
during the visual perception phase, but markedly different patterns at the onset of the trial.
These differences are likely due to the saccade planning necessary in the active task but
not the passive ones. The fact that the strongest saccade planning activity took place at
the onset of the trial suggests that the sequence of saccades was planned when the targets
of those saccades appeared on the screen. Activity peculiar to the active task was affected
more strongly by the saccade planning than by the execution of this plan.
Our novel experimental paradigm allowed us to separate the influence of new informa-
tion and decision outcome on the neural response. Previous studies have shown that the P3
response is in fact an amalgamation of responses generated in multiple brain regions, and
independent component analysis (ICA) has been used to tease apart several component fac-
tors of the P3 (Makeig et al., 1999). Our results support this conclusion but use task-related
distinctions to identify component processes rather than blind source separation. We found
that decision outcome evokes a more central modulation of the N2 and P3 than does new
information, suggesting a different set of neural generators. We also found that the decision
outcome P3 peaks much later, which is in line with the idea that the brain must identify
the relevant stimulus before planning a response based on this information. The timing and
spatial distribution of the decision component resemble the “post-motor potential” compo-
nent described by (Makeig et al., 1999), suggesting that this component is related to motor
planning or motor-related decision-making rather than motor execution. The modulation
of distractor stimuli by decision outcome contained similar-looking spatiotemporal distribu-
tions, but the amplitudes were greatly reduced and effects did not reach significance. This
suggests that subjects made incomplete trials their “default” response, and that the final
distractor served as a confirmation rather than a shift in behavioral planning.
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Nevertheless, both target and distractor responses were appreciably affected by the
accumulation of evidence in the task. While distractor and target modulations had opposite
signs, we saw a clear relationship between the amplitude of the N2 response and the number
of targets seen previously in the trial. This may suggest that the subject exhibits increased
arousal as the decision approaches, and that this arousal has a multiplicative effect on the
early target/distractor response. Modulations of this same component in the P3 region, as
we see in the top plot of Figure 4.8b, exhibit a less gradual effect on the signal: responses
to the first and second targets are nearly equivalent, while the decision target is markedly
different. This suggests that previous reports of a central positivity indexing the evidence
accumulated toward a decision might be better interpreted as indexing the arousal resulting
from evidence buildup rather than the evidence itself (O’Connell et al., 2012).
Finally, we showed that the N2-P3 modulation observed for the pre-decision stimuli is
delayed by approximately 100 ms in the post-decision target response. This delay, however,
does not translate into a longer fixation on the target compared to pre-decision targets.
While the target’s identity is being processed enough to affect the fixation duration (aT+/2
stimuli evoked fixations ≈ 30 ms longer than aD+/2 stimuli), the N2-P3 delay does not
translate into a similar delay in oculomotor control. This suggests that, at least in the
context of this task, the processes of visual perception and oculomotor control are parallel
processes that can influence one another (e.g., by causing targets to be fixated longer than
distractors) but do not require one to complete in order for the other to begin.
Our attempts to localize the neural source of the modulations due to the amount of
accumulated evidence yielded peak activity in the right orbitofrontal cortex, which has
long been implicated in the encoding of new information into memory (Frey & Petrides,
2000). This highlights the influence of working memory in the task, as each new piece of
information must be processed and integrated with the remembered current state in the
task. Interestingly, the current density estimates for this component, which discriminates
between events that differ in working memory and decision outcome, span two areas of
orbitofrontal cortex found in lesion studies to be critical for working memory tasks (right
dorsolateral OFC) and decision-making tasks (anterior ventromedial OFC) (Bechara et al.,
1998).
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4.6 Conclusion
These results remind us that the standardized visual oddball – and even visual search –
paradigms often used to study the target response may obscure certain aspects of the neural
process, as the effects of visual perception, evidence accumulation, and decision-making are
often conflated in the observed response. Using a targeted experiment and careful analysis,
we were able to tease apart these factors in novel ways. Future work will apply these
analyses into more ecologically valid paradigms to explore the effects of real-world factors
such as peripheral vision and stimulus-triggered oculomotor changes.





Studies of the physiological signals evoked in “naturalistic” virtual environments that ap-
proximate our real-life experience offer unique advantages, allowing experimenters to present
the subject with dynamic stimuli, intuitive interactions, and a sense of “presence” in the
task (Nash et al., 2000; Bohil et al., 2011). Until recently, such studies have been limited
by technological constraints: sluggish graphics cards and complex rendering software have
made it problematically expensive and time-consuming to present naturalistic stimuli at
the desired level of spatial and temporal control.
As graphics processing capabilities improve and researchers examine the neural signals
evoked in increasingly realistic scenarios, the benefits of introducing complex virtual envi-
ronments have begun to outweigh the costs. Rendering latencies have declined, sophisticated
virtual reality tools have become increasingly easy to use, and stereoscopic hardware and
software have proliferated (Bohil et al., 2011). As a result, the use of virtual environments
in neuroscience research has begun to accelerate in recent years. They have been used to
study visual decision-making, memory, attention, social interactions, and spatial abilities
(Jovancevic et al., 2006; Piccione et al., 2008; Parsons et al., 2007; Bohil et al., 2011);
and they have been used as a proving ground for motor-imagery brain-computer interface
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(BCI) control of a wheelchair (Leeb et al., 2007; Pfurtscheller et al., 2010). But due to the
difficulty of adapting complex 3-dimensional (3D) rendering software to the specific needs
of neuroscience experiments, each study tends to use an experimental design environment
that is tailored to their paradigm and not flexible enough to use for other tasks. The result
is a relatively small, fractured set of studies and an inefficient use of resources, as each
experimenter builds a complex experiment from scratch.
To make naturalistic paradigms more accessible to neuroscience researchers, we have
developed a design environment for the presentation of realistic 3D experiments. This Nat-
uralistic Experimental Design Environment (NEDE, pronounced “Neddy”) will enable 3D
studies featuring custom environments, randomized stimuli, and integration with established
neuroscience tools. The design environment is built on a popular 3D game development
software platform, giving researchers access to extensive documentation and support as they
develop custom settings and scripting. NEDE scripts are open-source, allowing the neu-
roscience community to refine and extend their capabilities over time. The NEDE system
could serve as a useful testbed for real-world BCI development and provide new momentum
in the study of naturalistic visual experience.
5.2 Materials and Methods
The NEDE platform is a collection of novel scripts written for the Unity 3D game develop-
ment platform (Unity Technologies, San Francisco, CA) to interface with a research-grade
eye tracker and EEG system, facilitate the use of randomized stimuli, and give the exper-
imenter precise control over important elements of the subject’s experience. The resulting
setup lets experimenters design custom experiments that combine Unity’s state-of-the-art
3D rendering with the eye tracker’s physiological signals and precise timing. NEDE’s role
is to facilitate this interface and simplify the process of building naturalistic experiments.
5.2.1 Data Collection System
Eye movements will be an important part of many virtual environment experiments, as
they are crucial to our natural visual experience. Central to NEDE, therefore, is a real-time












Figure 5.1. Block diagram of the system used to display the virtual environment while collecting EEG,
eye-tracking, and display data simultaneously. Three computers (green) each control a peripheral device
(red) and are connected on an intranet (dotted lines). A sync pulse is sent by the Eye Tracker computer
every second and received by the EEG system. NEDE was tested with an EyeLink 1000 (Tower mount) but
should be compatible with any EyeLink model.
interface with an EyeLink eye tracker (SR Research, Ontario, Canada). Using the EyeLink
Software Development Kit (SDK), we constructed a custom wrapper to send experimental
parameters and updates to the dedicated Eye Tracker computer during the experiment, so
that these are recorded using EyeLink’s precise clock and synchronized with eye position
data.
Like eye position, EEG data is recorded on a separate computer to avoid overly taxing
either processor. We used a BioSemi ActiveTwo EEG amplifier and recording software for
testing (BioSemi, Amsterdam, The Netherlands), but another system could be substituted
without any change in scripting.
A block diagram of the system used for NEDE data collection is shown in Figure 5.1.
Three computers are connected on a network, and a TCP/IP connection is used to send
data between the Eye Tracker and Display computers during each session. Placing the
EEG computer on the network expedites the transfer of EyeLink data to this computer for
analysis, which is currently performed offline.
5.2.2 Unity Platform
The Unity platform was chosen because it is highly flexible and customizable, easily inte-
grated with third-party software and hardware, and has a large community of users that can
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Figure 5.2. Screenshot of the Unity 3D game development software running a preview of a sample
experiment. Unity allows the experimenter to see the virtual environment from any angle (top left), from
the subject’s point of view (bottom left), and as it will be recorded in the data file (bottom-most bar, reading
“Eye at...”). Unity also provides windows to select or modify the objects in the environment (“Hierarchy”
tab), the files available to the experiment scripts (“Resources” tab), and the variables and scripts associated
with various objects in the scene (“Inspector” tab).
provide extensions and crowd-sourced support. Unity also supports custom animation and
multiplayer modes. Custom scripts can be written in Javascript, C#, or Boo (an object-
oriented language with syntax similar to Python); and compiled C, C++, and Objective-C
code can be incorporated in the form of plugins. Integration with common analysis tools
can be accomplished using TCP/IP (e.g., to interface with MATLAB). Currently available
extensions include random environment generators, SQL database integration, a Python
interpreter, and a plugin for stereoscopic displays and other virtual reality equipment. A
screenshot of the Unity application is shown in Figure 5.2.
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Figure 5.3. (a) This sample JavaScript code includes the Start and LateUpdate functions, which can
be used to run code once on startup or on each frame update, respectively. (b) This sample C# code
demonstrates use of the System.IO package, which is used in NEDE for querying, loading, and writing files
within a Unity project’s file structure.
5.2.3 Scripting
NEDE scripts are written primarily in JavaScript, as this language is used most widely in
the Unity documentation. C# is used for reading and writing text files and for interfacing
with the eye tracker. Two snippets of NEDE code are shown in Figure 5.3. The EyeLink




Our scripts represent an extension of Unity’s capabilities into areas of likely importance to
neuroscience experiments. With these new capabilities, an experimenter can use a graphical
user interface (GUI) to choose the virtual environment in which the experiment takes place,
the size, positions, and categories of the randomized stimuli to be presented, the speed and
agency of the subject, and the presence of a secondary task. Perhaps most importantly,
NEDE scripts make these capabilities part of a larger data collection system (described in
section 5.2.1), allowing the display computer to communicate with an eye tracker and EEG
system for data collection and analysis.
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5.3.1.1 Environments and Objects
The standard Unity game engine allows the experimenter to create a custom environment
for the subject to observe or explore. NEDE scripting allows her to also designate locations
or groups of locations where objects can be randomly placed. Both 2D images and 3D
models can be used as objects in the virtual environment. 3D models are inserted directly,
while 2D images are projected onto billboard objects.
The GUI provided to experimenters at runtime gives various options for experimental pa-
rameters. The current version of the runtime GUI is shown in Figure 5.4. From the runtime
GUI, the experimenter can select whether each stimulus category is used, whether it is con-
sidered a target or distractor (which will affect later analysis and the automatically-adjusted
prompts shown to the subject), and the prevalence of the category in the environment. The
experimenter can also add new categories of images or objects to the experiment.
5.3.1.2 Navigation
The experimenter can select from two navigation modes: “active,” in which the subject
moves his avatar with a keyboard or joystick, or “passive,” in which the subject is navigated
automatically through a subset of waypoints specified in a text file. The experimenter can
specify the elapsed time or number of objects viewed before the session is over.
The experimenter also has the option of adding a secondary task in which the subject
is asked to press a button when a car in front of him illuminates its brake lights and slows
to half its normal speed. When the button is pressed, this “leading car” speeds back up
to return to its default distance in front of the subject. The time between braking events
is randomly selected within ranges set by the experimenter. The secondary task serves to
keep subjects focused and default their gaze to the center of the screen.
5.3.1.3 Experimenter Tools
In addition to the parameters governing the experiment itself, the runtime GUI gives the
experimenter access to other tools that can be used between sessions. The experimenter can
select “Browse Objects” to show the subject examples of the objects from each category
(Figure 5.5a) or “Calibrate Eye” to see the subject’s eye position in real time and adjust
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Figure 5.4. NEDE GUI displayed to the experimenter at runtime. The experimenter can select the subject
and session number (the session number increments automatically), the stimulus categories used and the
type (target or distractor) and prevalence of each, the object size, the environment to be used, the navigation
type, the response type, the presence of a secondary task, and eye position calibration parameters.
the horizontal and vertical offset and gain (Figure 5.5b). When the desired parameters are
selected, the experimenter can select “Start Session” to display prompts to the subject.
These prompts are automatically adapted to the parameters set by the experimenter in
the main runtime GUI (Figure 5.5c). NEDE scripts record the experimental parameters,
the camera’s position at each frame, and the bounds of all visible stimuli on the screen for
purposes of offline analysis. NEDE can also read this data back in using “replay” mode,
which allows the experimenter to play back a previously recorded session and see exactly
what the subject saw. Replays can be paused or shifted to slow or fast motion at any time
using a GUI slider (Figure 5.5d).




Figure 5.5. NEDE Capabilities. In addition to the experiment itself and the runtime GUI (Figure 5.4),
custom scripting gives our design environment other useful tools. (a) The Object Browser lets the experi-
menter display some of the objects that will appear during the experiment, allowing the subject to become
accustomed to the virtual environment before the task begins. (b) The Eye Tracker Calibration screen
allows the experimenter to check and manually adjust the horizontal and vertical offset and gain without
re-running a separate calibration script. (c) Prompts displayed before the session begins automatically re-
flect the target category(ies) (in this case, laptop). (d) A Replay GUI allows the experimenter to play back
a session at various “time scales” (speeds). For fine-grained controls, the experimenter can step through the
session frame by frame. The session time is also displayed and can be compared to the last time a saccade
was made.
5.3.2 Data Analysis Tools
To assist new users in analyzing NEDE data, we developed a small body of import, analy-
sis, and visualization scripts in MATLAB. Example outputs of these scripts are displayed
in Figures 5.6 and 5.7. The Import GUI (Figure 5.6a) allows the researcher to import
the NEDE output into an interpretable MATLAB data structure. It also lets the user
check synchronization between the EyeLink and EEG systems and import events into the
corresponding EEG data struct. The Plot Session script (Figure 5.6b) displays a map of
the environment as viewed from above, letting the researcher see the objects, the subject’s
route, and the points where each object was visible to the subject. The Eye Movie tool
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(Figure 5.7a) allows the researcher to see the subject’s gaze patterns. The user can select
times during the experiment based on the times when objects were visible by clicking on
the bottom plot. The GUI can then play back the subject’s eye movement patterns at that
time, superimposed on an outline of any objects visible in the scene. Saccades are high-
lighted with colored lines. The user can change playback speed and skip to the previous or
next saccade using the GUI buttons. The Gaze Pattern tool (Figure 5.7b) allows the user
to epoch the eye position data around the appearance of each object and view all trials
superimposed. The user can select a time window relative to object appearance using the
resizable rectangle on the bottom plot. Then, for each trial, the eye position throughout the
window is plotted as a single line, with a circle representing the position at the end of the
window. Black boxes show the outlines of the objects during this period. This allows the
user to see how gaze patterns on target trials (left) differ from gaze patterns on distractor
trials (right).
a b
Figure 5.6. NEDE import and mapping tools. (a) the Import GUI provides a simple tool to import
NEDE data into MATLAB and transfer the events to the corresponding EEGLAB dataset. (b) The Plot
Session script allows the user to see a map of the environment from above.
5.3.3 Synchronization Testing
The EEG system and Eye Tracker computer each have clocks with sub-millisecond precision
but are independent from each other. To synchronize the two clocks before analysis, NEDE
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Figure 5.7. NEDE visualization and analysis tools. (a) The Eye Movie tool can be used to play back the
subject’s eye position and visualize saccades. (b) The Gaze Pattern tool displays the eye position for all
trials in a time window that the user can resize or drag to see the position changes over time.
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Figure 5.8. Results of synchronization tests from NEDE. Discrepancy is defined as the time between
received sync signals reported by the EEG system minus the time between the corresponding sent sync
signals reported by the eye tracker.
scripting commands the Eye Tracker computer to periodically send parallel port pulses to
the EEG system. Samples recorded between these pulses can have their timing interpolated
to translate the data from one system into the clock of the other.
To test the synchronization between the eye tracker and EEG data, we recorded 5
sessions of data lasting approximately 96 seconds each using the NEDE data collection
system (as illustrated in Figure 5.1, but with no subject). Sync pulses were sent from the
Eye Tracker Computer to the EEG system (a BioSemi ActiveTwo amplifier recording at
2056 Hz) at intervals of approximately 1 second (NEDE’s default setting). We compiled
the time between sync signals reported by the eye tracker data file and the EEG system.
The disagreement between the two is a conservative measure of the temporal misalignment
introduced by the system. As Figure 5.8 demonstrates, the discrepancy between the two
systems’ records of the time between pulses is typically very small. The root-mean-square
discrepancy is 0.380 ms, and the maximum magnitude of the discrepancy is 1.26 ms.
5.3.4 Download, Documentation and Support
NEDE is available for download at http://nede-neuro.org. We expect that learning to
manipulate objects in Unity will take the bulk of experimenters’ time as they develop a
custom environment for their experiment, but Unity’s extensive documentation, tutorials,
and user forums should make this task manageable. In addition, several NEDE-centric
tutorials are posted on the NEDE site to get readers up and running quickly. Once an
environment is constructed, NEDE makes the introduction of new stimuli into it relatively
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simple. To keep NEDE usage up to date and expand its capabilities as rapidly as possible,
we have made the software open-source and will allow users to edit and update all the
scripts and documentation on the site. A community forum is also available on the site,
and users can post to the forum by joining the nede-neuro Google group. Documentation
is available in the form of a wiki that any member of the community forum can edit.
5.4 Discussion
5.4.1 Comparison to Existing Tools
The popularity of game development has led to a proliferation of 3D game engines; dozens
are currently available for download or purchase. Some of the most popular, apart from
Unity, are The Unreal Engine (available through the Unreal Development Kit, or UDK),
PANDA3D, Torque 3D, OGRE3D, Irrlicht, Leadwerks, C4 Engine, and ShiVa. Each has
powerful capabilities and a community of at least 1,000 users. For the purposes of neuro-
scientists developing their first 3D experiments, we prioritize two elements: support and
flexibility. Unity and UDK have many more users than the others, leading to stronger
forums and additional downloadable assets. Unity boasts Mac OSX editing, more users, a
greater body of support and tutorials, and additional flexibility in scripting: while Unity
allows scripting in several languages (see section 5.2.3), UDK allows only UnrealScript, a
language similar to Java.
PANDA3D is notable because it is an open-source Python package able to leverage the
significant power of other Python packages. Several Python toolboxes have been developed
for use in neuroscience and psychophysics experiments, including PsychoPy (Peirce, 2007),
Pyff (Venthur et al., 2010), and PyGaze (Dalmaijer et al., 2013). PANDA3D, used in
combination with these packages, can be a powerful and transparent tool for experienced
programmers. Unity and NEDE offer a simpler solution for those looking to enter the
domain of naturalistic experiments with lower startup costs and a greater body of support
and tutorials.
A side-by-side comparison of UDK, PANDA3D, Unity, and NEDE is presented in Table
5.1.
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UDK PANDA3D Unity + NEDE
Platforms Windows Windows, Windows, OSX
(editor) OSX, Linux
Platforms Windows, Windows, Windows, OSX,
(experiment) OSX, iOS OSX, Linux Linux, Android,
iOS, Web
Scripting Languagei UnrealScript Python JavaScript,
C#, Boo
Forum Sizeii ∼250,000 ∼7,300 ∼400,000 (Unity)
Costiii Free Free $750 (Unity)
Open Source X X(NEDE)
Documentation XX X XXX
& Tutorials
Simplicity X X XXX
Eye Tracker X(PyGaze) X
Integration
Table 5.1. Comparison of several popular 3D game engines that could be used for naturalistic experiments.
i UnrealScript is an object-oriented language with syntax similar to Java. Boo is an object-oriented language
with syntax similar to Python.
ii Members reported by each engine’s forum website on December 3, 2013.
iii Current cost for non-commercial use at an educational institution, including Pro license for Unity (required
for EyeLink plugin). A free 30-day trial of Unity Pro is also available.
5.4.2 Potential Extensions
The flexibility of the Unity platform allows a multitude of opportunities to expand the
capabilities of NEDE. Unity projects often interface with audio hardware, and NEDE could
be extended to present auditory stimuli. Unity’s large user base has developed custom
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scripting that interfaces with a variety of input and display hardware, available through
the Unity Asset Store and forum. They can interface with stereoscopic displays, including
3D TVs and head-mounted displays, or with Microsoft Kinect, introducing the exciting
possibility of incorporating and sensing movement in naturalistic experiments.
Unity’s broad and expanding capabilities offer further opportunities to extend NEDE in
the software domain. For example, Unity features increasingly realistic animation, which
could allow researchers to study human-autonomy interaction or immersion treatments for
phobias. To act as a testing environment for mobile BCI technology, NEDE could be
adapted so that real-time analysis could be accomplished by streaming EEG data in using
an SDK and a TCP/IP connection, as in other BCI systems (Pohlmeyer et al., 2011).
5.5 Conclusion
Taken together, the capabilities of NEDE described in this paper represent an extensive
framework for naturalistic visual neuroscience and psychophysics experiments. An experi-
menter with an EyeLink eye tracker and a recent installation of Unity can copy the NEDE
scripts to a Unity project folder and begin using or extending its capabilities with minimal
setup time or changes to the code, enabling a wide variety of visual neuroscience experiments
far more realistic than the status quo.
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Chapter 6
Hybrid BCI for Searching 3D
Environments
6.1 Introduction
Most brain-computer interface (BCI) research endeavors to help disabled users navigate and
interact with the world (Wolpaw et al., 2002). For paralyzed users, BCIs have been used
to drive wheelchairs (Galan et al., 2008; Leeb et al., 2007), operate robotic arms (Hochberg
et al., 2006), and navigate assistive robots (Perrin et al., 2010); for “locked-in” patients,
BCIs can be used to type messages (Sellers & Donchin, 2006). The goal of these BCIs is
to restore, at least in part, some function of the human body that has been lost, and this
goal limits the user base to a small group possessing certain disabilities. Although BCIs for
healthy users have long been the subject of speculation and science fiction, traditional BCI
inputs like motor imagery and the P300 remain slower, less reliable substitutes for physical
input methods like the mouse and keyboard (Zander et al., 2010).
The prospect of BCIs for able-bodied users offers an opportunity to vastly expand the
BCI audience and expose the field to the benefits of increased scale (including monetary
resources, rigorous testing, and the support of a large community of users), so interest in this
objective has grown in recent years (Pfurtscheller et al., 2010; Wang et al., 2009b; Allison,
2010; Lance et al., 2012). One approach is a shift from explicit inputs, which the user must
generate for the purpose of operating the BCI, to naturally evoked ones, produced without
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the intent of computer control. These can be brain signals, like theta power (Grimes et al.,
2008), or other physiological signals, like galvanic skin response (Allanson & Fairclough,
2004). Naturally evoked signals offer the distinct advantage of requiring little to no user
effort or remapping of thought to action (Zander et al., 2010), but BCIs using these signals
are limited in the scope of applications they can address since the signals must be produced
instinctively or even subconsciously. To achieve the best of both worlds, some “hybrid BCI”
(hBCI) systems have begun to fuse multiple modalities that use naturally evoked signals
like heart rate or pupil accommodation speed in concert with explicit control signals like
motor imagery or SSVEP (Lee et al., 2010; Pfurtscheller et al., 2010). These systems use
multiple modalities of input to create multi-dimensional control signals or correct for errors.
Even so, healthy users have physical input alternatives available, and are therefore un-
likely to tolerate the number of incorrect classifications produced by even the most accurate
hybrid BCI. But the study of realistic stimuli and scenarios, an important step towards
“mobile” BCIs for healthy users (Bayliss & Ballard, 2000; Healy & Smeaton, 2011; Brouwer
et al., 2013), has introduced an opportunity to use environmental context to further im-
prove BCI results. If the user is searching for a consistent type of object, a graph-based
semi-supervised computer vision (CV) system can use measures of visual similarity to reject
false positives and find other, unseen objects that might also be of interest (Wang et al.,
2009b; Pohlmeyer et al., 2011). In this way, CV’s broad awareness of environmental context
can be used to classify a multitude of objects based on hBCI output, but without requiring
the user to view all of them.
The emerging research area of fixation-related potentials (FRPs), initially used in the
context of reading (Dimigen et al., 2011; Hutzler et al., 2007), has revealed visual search as
a strong opportunity for an intuitive, context-conscious hBCI. Recent studies have shown
that fixations on a target stimulus initiate EEG responses similar to the P300 elicited by a
flashed target stimulus (Dandekar et al., 2012a; Kamienkowski et al., 2012). Several studies
have successfully classified fixations as being on a target or distractor stimulus (Brouwer
et al., 2013; Healy & Smeaton, 2011; Luo & Sajda, 2009). In similar visual search paradigms,
studies have shown that subjects tend to fixate longer on targets than on distractors, and this
tendency has been exploited for computer control (Jacob, 1991). Pupil size, which has long
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been known to correlate with interest and mental effort (Hess & Polt, 1960, 1964; Kahneman
& Beatty, 1966), also changes with memory load during visual search (Porter et al., 2007).
Thus, the single act of visual search naturally evokes both neural and ocular signals that
are distinct for targets and distractors. But whether these signals remain informative in a
naturalistic, dynamic scenario – and whether they are productive to include in a classifier
together, or are merely redundant indicators of the same internal state – remains unclear.
Our study investigates whether each modality can provide information that is independent
from the others to an hBCI, and whether CV can be used to further improve classification
when visual search is conducted in a realistic environment.
The system we present in this paper employs a user’s naturally evoked EEG, eye posi-
tion, and pupil dilation to construct a hybrid classifier capable of distinguishing objects of
interest from distractors as the user moves past objects in a 3-dimensional virtual environ-
ment. We show that the hybrid classifier is more accurate than one trained using any one
of the three modalities alone. The system also uses a CV graph to reject anomalies in the
hybrid classifier’s predictions and find other, visually similar objects in the environment,
including new objects that the user has not yet visited. We show that using CV increases
the precision and size of the predicted target set well beyond that of the hybrid classifier.
Finally, the system plots an efficient route to assist the user in visiting the targets it pre-
dicts. Our study provides insight into how naturally evoked neural and ocular signals can
be simultaneously exploited and integrated with environmental data to enable augmented
search and navigation in an hBCI application.
6.2 Methods
6.2.1 System overview
The system is designed to plot an efficient route to search for objects of interest (or “targets”)
in a large mapped environment. The environment contains many objects, and limited data
about each object is available – in this case, visual features extracted from the object and
its position in the environment, but no text tags or human labeling.
A system block diagram is shown in Figure 6.1. The user explores a small fraction of the
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environment looking for targets, and her EEG, eye position, and pupil size are tracked as
she explores. Artifacts are removed from the data, and potentially discriminatory features
are extracted. Using a 2-stage classifier, these features are used to produce a set of hBCI
predicted targets. A CV system then tunes this set to reject false positives and extrapolates
it to find other visually similar objects in the environment. The most visually similar objects
are labeled as CV predicted targets, and the system plots an efficient route to visit them.
By traversing this route, the user should see more targets per unit of distance traveled than
if she explored the environment without the system.
This study implements and tests a proof-of-concept version of this system in the 3D
virtual environment developed in chapter 5. Subjects are navigated through a grid of
streets and asked to count objects of a target category while also performing a secondary
driving-related task. The signals naturally evoked by this task, along with the CV features
of our virtual stimuli, are used as input to our system, which identifies an efficient route to
find predicted targets in unexplored parts of the environment. The next subsection outlines
our virtual environment, and the following subsections correspond to the sequential stages
shown in Figure 6.1.
6.2.2 Virtual environment
The system was tested in a 3-dimensional virtual environment, making it possible to present
a realistic yet consistent background to subjects while randomizing the stimuli. The envi-
ronment was constructed using Unity 3D game development software (Unity Technologies,
CA). It consisted of a grid of streets with two alleys on each block, one on either side. The
subject’s viewpoint was automatically navigated down the streets as if riding in a car. The
environment was displayed to the subject on a 30” Apple Cinema HD display with a 60 Hz
refresh rate, and subtended approximately 30 x 23 visual degrees.
In each pair of alleys, a square “billboard” object was placed so that the object gradually
became visible as the subject passed it (see Figure 6.2).The image on the billboard was
selected from a subset of images from the CalTech101 database (Fei-Fei et al., 2007). The
subset consisted of 50 images in each of four categories: car sides, grand pianos, laptops,
and schooners. These categories were chosen because they were photos (not drawings)
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Figure 6.1. Modular framework for the proposed system. Each box represents a stage of processing
described in detail in subsections 6.2.3-6.2.12 of the text. The stage’s general function appears in black
at the top of the box. The method(s) used to serve that function in the current study appear below it
in gray. Arrows between the boxes represent the EEG (blue), pupil (green), gaze (red), and multimodal
(orange) inputs/outputs passed between the stages. ICA = independent component analysis, LDA = linear
discriminant analysis, PD = pupil dilation, DT = dwell time, hBCI = hybrid brain-computer interface, TAG
= transductive annotation by graph, CV = computer vision, TSP = traveling salesman problem.
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Figure 6.2. Screenshot of the virtual city as viewed by the subject. The subject was instructed to (1)
count the number of billboards (right) that belonged to a certain target category, and (2) press a button
whenever the leading car (center) illuminated its brake lights and slowed down.
and were well represented by the computer vision system (see simulations in section 6.3.3).
The identity of the image, and the side of the subject’s viewpoint on which it appeared,
was randomized (with replacement). Subjects were asked to count objects of one category
(targets) and ignore the others (distractors) but make no physical response. They were
allowed to move their eyes freely during the task. The subjects saw 20 objects per block,
and each block lasted approximately 100 seconds. At the end of each block, they were
asked to verbally report the number of target objects they had seen. 13-15 blocks were
recorded so that each subject observed 260-300 objects, about 25% of which were targets.
Each object was in view for approximately 1160 ms. Although the luminance of the stimuli
was not standardized, the target category was randomly assigned for each subject.
To keep the subjects engaged and make the driving simulation more realistic, subjects
were also asked to press a button when a car in front of them illuminated its brake lights
and slowed to half its normal speed. When the button was pressed, this “leading car” would
speed back up to return to its default distance in front of the subject. The time between
braking events was randomly selected with a uniform distribution between 5 and 10 seconds.
This secondary task also served to default the subjects’ gaze to the center of the screen.
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6.2.3 Data collection
10 healthy volunteer subjects were recruited for this study (ages 19-42, 3 female, 1 left-
handed). All reported normal or corrected-to-normal vision. Informed consent was ob-
tained in writing from all participants in accordance with the guidelines and approval of
the Columbia University Institutional Review Board. Each subject was provided with a
set of written task instructions and was shown a small subset of the stimuli before the
first block. If the subject failed to press the button in response to the leading car braking
(which took place in the first block of 2 subjects), that block was aborted and removed from
analysis.
EEG data were amplified with a gain of 1000 and collected at 1000 Hz from 77 Ag/AgCl
electrodes (selected from a 10-10 montage) using a Sensorium DBPA-1 Amplifier (Sensorium
Inc., VT). Recordings were referenced to the left mastoid with a forehead ground. All
electrode impedances were less than 50 kΩ, while the amplifier has an input impedance of
100 GΩ. The amplifier applied high-pass and low-pass analog filters with cutoffs at 0.01 Hz
and 500 Hz, respectively.
An EyeLink 1000 eye tracker (SR Research, Ontario, Canada) was used to collect eye
position and pupil area data from one eye at 1000 Hz. The tracker was a “tower mount” with
chin and forehead rests to stabilize the subject’s head. A 9-point validation was performed
before each block, and if the validation was unsatisfactory the eye tracker was re-calibrated.
Just before each screen update, Unity’s record of the bounding box surrounding any object
on the screen was sent to the EyeLink computer for recording via a dedicated TCP/IP
connection.
6.2.4 Pre-processing and feature extraction
Saccades and fixations were detected using the EyeLink online parser. Eye position and
pupillometry data were analyzed using MATLAB (The MathWorks Inc., MA). Some blocks
were found to have a large, constant eye position drift, and so a post-hoc drift correction was
performed. The median eye position from each block was calculated, and the eye position
for that block was shifted so that the median fell on the center of the screen (see Figure
6.3).





Figure 6.3. Eye position drift. These 2D histograms of raw recorded eye position throughout a single
block are superimposed on a screenshot of the environment, with median eye position for the block plotted
as a red cross. Left: Most blocks resembled this one, where the subject’s primary focus was straight ahead
at the leading car, with saccades to each side to identify objects as they became visible. Right: Some
recordings exhibited the same general pattern of eye positions, but with a consistent offset from center. As
a post-hoc correction for this drift, we shifted each block’s eye position so that the median position was on
the center of the screen.
Using the frame-by-frame record of each object’s bounding box and the drift-corrected
record of eye position, the first fixation on each object (when the fixation start position fell
within 100 pixels, or 3.0◦, of the object’s bounding box) was identified. The first fixation
away from the object (when the fixation start position fell more than 100 pixels outside the
bounding box) was also determined. The “dwell time” for each object was defined as the
time between these two fixations. If the subject did not fixate on an object, that object
was removed from further analysis (on average, 4.7% of objects were removed).
The subject’s pupil area during each blink was estimated using linear interpolation.
Each subject’s pupil area data were then divided by the mean across that subject’s blocks
and multiplied by 100, so that the units could be interpreted as a percentage of the mean.
The pupil area data was epoched from 1000 ms before to 3000 ms after the first fixation on
each object. A baseline of -1000 to 0 ms was subtracted from each epoch to calculate the
pupil dilation evoked by each object.
EEG data were analyzed using the EEGLAB toolbox (Delorme & Makeig, 2004). The
signals were band-pass filtered from 0.5 to 100 Hz, notch filtered at 60 Hz, and down-
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sampled to 250 Hz. All blocks were concatenated, and excessively noisy channels were
removed by visual inspection (on average, 3.5 channels per subject were removed). To
define a fixation onset well synchronized with EEG, we computed an average ERP locked
to the first fixations on all objects, identified the peak time of the saccadic spike (a negative
peak in posterior regions), and defined this point as time zero. This is similar to the method
of (Brouwer et al., 2013), but we used a single timing correction for each subject rather
than trial-by-trial realignment.
Components related to blink and horizontal electrooculographic (HEOG) artifacts were
determined using the maximum power and maximum difference methods described in (Parra
et al., 2005), but artifact-contaminated data from the task was used instead of a dedicated
“calibration paradigm” in which the subject is instructed to produce artifacts by blinking or
moving his eyes. In our analysis, the blink component was the component with maximum
power in periods marked by the eye tracker as blinks, and the HEOG component was the
component that was maximally different when the subject happened to fixate on the far
left side of the screen and the far right side of the screen. These components were projected
out of the EEG data using the “interference subtraction” method described by Parra et al.
(2005), in which the activity of each noise source is estimated from the data, projected back
into sensor space, and then subtracted from the signal.
Epochs were extracted from the first 1000 ms of data after the first fixation on the
object, and a post-saccadic baseline of 0 to 100 ms was subtracted as in (Hutzler et al.,
2007). A voltage threshold of 75 µV was applied as in (Kamienkowski et al., 2012): if fewer
than 5 electrodes exceeded the threshold at any point in the epoch, those electrodes were
interpolated from all remaining electrodes using the inverse distance between electrodes as
weights. If more than 5 electrodes exceeded the threshold, the epoch was discarded (on
average, 1.5% of trials were discarded). The 0 to 100 ms baseline was subtracted again
after interpolation.
To reduce the dimensionality of the feature space and avoid rank deficiency issues,
principal component analysis (PCA) was performed on each subject’s epoched EEG, and
only the top 20 PCs were retained. Temporal independent component analysis (ICA), which
identifies components whose temporal patterns of activity are statistically independent from
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one another, was then performed on the data using the Infomax ICA algorithm (Bell &
Sejnowski, 1995; Makeig et al., 1996). The resulting IC activities were used as features in
the classifier (see Figure 6.4 for components from one subject).
HEOG Blink
Independent Components after EOG Removal
EOG Components
Figure 6.4. EOG components and independent components (ICs) for subject 6. The horizontal EOG and
blink components (top) were learned from the subject’s unepoched data and projected out of the data. ICA
was then performed on the top 20 principal components of the epoched data, and 20 ICs (bottom) were
identified. The activations of these ICs were used as features in within-bin classification.
6.2.5 Expanded Feature Set
EEG, pupil dilation, and dwell time were chosen as the primary features because their
discriminative potential had the most support in the literature. However, we also performed
a secondary analysis to investigate other features of the eye position data that have been
identified as possibly indicative of interest or mental effort during reading or visual search
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Figure 6.5. A toy example of data on one trial and the features that would be extracted from it. (a)
Eye position features. (b) Pupil dilation features. Saccade and fixation times and positions were calculated
using the EyeLink online parser, and fixations inside the “fixation threshold” (100 pixels radius) around the
object were considered fixations on the object. Color indicates feature type: cyan = ordinal number, green
= on-screen distance, red = time, purple = pupil dilation, orange = derivative of pupil dilation. The thick
black line on the x axis indicates the approximate duration of the object’s presence on the screen.
tasks (Rayner, 1998; Jacob & Karn, 2003; Ajanki et al., 2009). To do this, we first identified
various eye position events: the last fixation before fixating the object (“fixBefore”), the
first and last fixations on the object (“fixFirst” and “fixLast”), and the first fixation after
leaving the object (“fixAfter”). The durations of these fixations (denoted by the prefix
“dur ”) and their distances from the object’s center on the screen (“dist ”) were used as
candidate features. Next, we identified the saccades to and away from the object (“sacTo”
and “sacAway”). The sizes of these saccades in pixels (“size ”) were also used as features.
We also found the mean duration of all fixations on the object (“dur fixMean”), the number
of fixations on the object (“nFix”), the time between the object’s appearance on the screen
and the start of fixFirst (“latency fixFirst”), and the total time the subject spent fixating the
object (“dwellTime”); and we included these as features. Data from a toy trial illustrating
these candidate features is shown in Figure 6.5a.
Similarly, we extracted features from the pupil area data that have been identified
as correlates of interest or task-relevance during reading, visual search and oddball tasks
(Porter et al., 2007; Murphy et al., 2011). In addition to the average pupil dilation in each
bin, denoted by “PD(X)” (where X is the time of the bin center, in ms), we extracted the
average derivative of pupil dilation in each bin, denoted by “PD’(X)”. Data from a toy trial
illustrating these features is shown in Figure 6.5b.
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6.2.6 Within-bin classification
A hierarchical classifier was adapted from the hierarchical discriminant component analysis
(HDCA) described in (Gerson et al., 2006; Pohlmeyer et al., 2011; Sajda et al., 2010) to
accommodate multiple modalities. To learn each subject’s classifier, the EEG data from
100 to 1000 ms after the first fixation on the object were separated into nine 100-ms bins. A
set of “within-bin” weights across the ICs was determined for each bin using Fisher Linear
Discriminant Analysis (FLDA):
wj = (Σ+ + Σ−)
−1 (µ+ − µ−) (6.1)
where wj is the vector of within-bin weights for bin j, µ and Σ are the mean and covariance
(across training trials) of the data in the current bin, and + and − subscripts denote target
and distractor trials, respectively. The weights w can be applied to the IC activations x
from a separate set of evaluation trials to get one “within-bin interest score” zji for each




The within-bin interest scores from the evaluation trials will serve as part of the input to
the cross-bin classifier. The use of an evaluation set ensures that if the within-bin classifier
over-fits to the training data, this over-fitting will not bias the cross-bin classifier towards
favoring these features.
In order to maintain a consistent sign and scale for all the inputs to the cross-bin
classifier, we processed the pupil dilation and dwell time data similarly to the EEG data.
The pupil dilation data from 0 to 3000 ms were separated into six 500-ms bins and averaged
within each bin (the shortest time between saccades to objects was 3272 ms). For each bin,
this average was passed through FLDA to create a discriminant value whose “sign” was
the same as the EEG data’s (so that targets > distractors). The dwell time data were also
passed through FLDA. The scale of each EEG, pupil dilation, and dwell time feature was
then normalized by dividing by the standard deviation of that feature across all evaluation
trials. A second-level feature vector zi was created for each evaluation trial i by appending
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that trial’s rescaled EEG, pupil dilation, and dwell time features into a single column vector.
To examine the scalp topography of the EEG data contributing to the discriminating
components, we calculated forward models for each EEG bin. For each bin j, we appended
the zji values across trials into a column vector zj and the xji vectors into a matrix Xj .





This forward model can be viewed as a scalp map and interpreted as the coupling between
the discriminating component and the original EEG recording.
6.2.7 Cross-bin classification
To classify the second-level feature vectors from each trial (zi), “cross-bin” weights v (across
temporal bins and modalities) were derived using logistic regression (LR), which maximizes
the conditional log likelihood of the correct class:













where ci is the class (+1 for targets and -1 for distractors) of trial i and λ = 10 is a
regularization parameter introduced to discourage overfitting. These weights can be applied
to the within-bin interest scores from a separate set of testing trials to get a single “cross-bin
interest score” yi for each trial:
yi = v
T zi (6.5)
The effectiveness of the classifier lies in its ability to produce cross-bin interest scores
yi that are higher for targets than for distractors. The area under the receiver operating
characteristic (ROC) curve (AUC) was therefore used as a figure of merit. Trials with
cross-bin interest scores more than 1 standard deviation above the mean were identified
as “hBCI predicted targets”. For comparison purposes, single-modality (EEG only, pupil
dilation only, and dwell time only) and dual-modality (each pair of modalities) classifiers
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were developed. These classifiers use the same process described above, but they classify
using only the within-bin scores of one or two modalities.
The use of an evaluation set (which was not used in the original HDCA) is essential in
the hybrid case to avoid overly weighting the EEG bins, since the first-level EEG classifiers
have a much higher dimensionality than the ocular features and are thus more prone to
overfitting (Duin, 2002). Training, evaluation, and testing sets were generated using nested
10-fold cross-validation. That is, for each of 10 “outer folds,” one tenth of the trials were
left out and placed in the testing set. Then, in each of 10 “inner folds,” one tenth of the
remaining trials were left out and placed in the evaluation set, and the rest were assigned
to the training set. In generating the 10 sets to be left out in the 10 different folds, trials
were grouped chronologically.
6.2.7.1 Additional Feature Selection
To determine a set of features from the expanded feature set in Figure 6.5 that yields
good classification across subjects, we used a method known as sequential forward floating
selection (SFFS) (Pudil et al., 1994). The algorithm searches for an optimal feature set by
sequentially adding and removing the single feature that results in the highest classification
score (in this case, the mean cross-validated AUC score across subjects). Our analysis uses
the modified SFFS algorithm outlined in (Spence & Sajda, 1998). The algorithm produces a
record of its predicted optimal feature set at each possible “set size” (the number of features
included, from 1 to the total number of features).
To gauge the success of feature selection, we performed another 10-fold cross-validation.
SFFS was used to select a set of features using 9/10 of each subject’s data. Using the set
of features identified by SFFS at each set size, the hybrid classifier was trained on the same
9/10 of data (with no cross-validation) and used to produce a set of cross-feature weights.
These cross-feature weights were then used to classify the remaining 1/10 of each subject’s
data.
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6.2.8 Computer Vision Simulations
A CV system called transductive annotation by graph (TAG) was developed by Wang
et al. (2008) for the rapid search and retrieval of images in a large database. Using semi-
supervised learning and graph propagation techniques, the system constructs a graph in
which each image is a node and the visual similarity between each pair of images is an edge
(the similarity estimate for each pair of objects is based not only on the features of that
pair, but also on the distribution of features across all objects represented in the CV graph).
The TAG system takes a relatively small number of labels as inputs and propagates the
labels through the graph to predict the labels for all other images in the graph. The TAG
system is well suited to using BCI predicted targets as input labels because it has been
shown to work well with a small number of relatively noisy inputs (Wang et al., 2008).
In our system, the TAG will be expected to reject anomalies in a noisy hBCI predicted
target set and extrapolate the results of our hybrid classifier to the rest of the objects in
the environment. To investigate the potential for success in these goals, we performed a set
of randomized CV simulations. We first constructed a graph that contains a subset of the
CalTech101 CV database and employs “gist” features (low-dimensional spectral representa-
tions of the image based on Spatial Envelope properties, as described in (Oliva & Torralba,
2001)). The 62 categories in our subset were chosen because their images had a relatively
square aspect ratio, as explained in (Pohlmeyer et al., 2011). We next chose a target cat-
egory and selected 20 images to serve as labeled inputs to the graph. We systematically
varied the fraction of these images that were true positives (the “input set precision”). True
positives were selected randomly from the target category, and false positives were selected
from all other images in the graph. The top 20 images produced by the graph were consid-
ered the output set, and the fraction of these images that were from the target category (the
“output set precision”) was recorded. The process was repeated 50 times for each input set
precision (0.2, 0.4, 0.6, 0.8, and 1) and each category.
6.2.9 Label self-tuning
In our system, a TAG graph was used to tune the hBCI predicted target set and extrapolate
the results of our hybrid classifier to the rest of the objects in the environment. The TAG
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constructed a “CV graph” containing all the images on billboard objects in the environment,
using their similarity to determine connection strength (Wang et al., 2008, 2009a).
The TAG performed “label self-tuning” on the hBCI predicted target set by removing
images that did not resemble the set as a whole and replacing them with images that did
(Sajda et al., 2010; Wang et al., 2009a,b). Conceptually, the image in the hBCI predicted
target set least connected to the others was deemed most likely to be a false positive. It was
removed from the set and replaced with the image not in the set that was most connected to
the set1. This process was repeated one time for every image in the hBCI predicted target
set. Images in the resulting set were called “tuned predicted targets”.
6.2.10 CV graph extrapolation
The tuned predicted target set was propagated through the CV graph to determine a “CV
score” for each image in the environment, such that the images with the strongest connec-
tions to the tuned predicted target set were scored most highly. A cutoff was determined
by fitting a mixture of 2 Gaussians to the distribution of CV scores (labels were not used,
but ideally one represented the distribution of targets and the other that of distractors) and
finding the intersection point of the Gaussians that falls between their means. The images
with CV scores above the cutoff were identified as “CV predicted targets”. Because each
image is paired with a billboard object in virtual environment space, these CV predicted
targets represent our system’s predictions of the places in the environment that are most
likely to contain objects that the subject would like to visit.
6.2.11 Route planning
A traveling salesman problem (TSP) solver using the 2-opt method (Croes, 1958) was
modified to allow only routes on the environment’s grid. This solver employed a distinct
graph-based model of the environment that contained the same nodes as the CV graph
1In practice, images were added or removed from the predicted target set in order to maximize an
objective function. This function incorporates the smoothness of the CV predicted label function across the
graph and the fitting of the CV predicted labels with the hBCI-derived labels (see (Wang et al., 2009a) for
more details).
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(i.e., billboard objects) but different edge strengths (based on physical proximity instead
of visual similarity). The TSP solver was used to produce an efficient “traveling salesman
route” (in the form of a text file list of waypoints) that the user could take to visit all the
CV predicted targets in the virtual environment.
6.2.12 Final search
The list of waypoints can be fed back into the Unity software and traversed to view the CV
predicted targets efficiently . To provide insight into the efficiency of search using the output
of this system, the distance traveled and number of targets seen by following this route can
be compared with a brute-force search (the route the TSP solver would recommend to see




System testing afforded us an opportunity to observe neural and ocular signals during
free viewing of a realistic environment. The subject’s gaze sometimes moved to the (task-
irrelevant) background of roads and buildings, not just the stimuli we had placed in the
environment. Peripheral vision could be employed in the task as well. We expected to see a
P300, longer dwell times, and larger pupil dilations for targets, but the size and constancy
of these trends in our dynamic, free-viewing scenario were unknown.
Mean target and distractor FRPs across subjects are plotted in Figure 6.6a. These FRPs
are somewhat consistent with those reported in other target detection tasks (Brouwer et al.,
2013; Dandekar et al., 2012a; Healy & Smeaton, 2011; Kamienkowski et al., 2012), and a
P3b-like separation between target and distractor fixations is apparent on electrode Pz
(Polich, 2007).
The mean subject-median target and distractor timecourses of pupil dilation (median
across trials, mean across subjects) are plotted in Figure 6.6b. The pupil contraction pre-
ceding fixation onset is likely related to motor preparation before and during the preceding



































































































































































































Figure 6.6. Average features for target (red) and distractor (blue) trials, over time (where time t = 0 is
the start of the subject’s first fixation on the object). Translucent patches represent standard error across
subjects (N = 10). (a) Grand average FRPs at midline electrodes. Note that pre-fixation values differ from
zero because a post-saccade baseline was used. (b) Mean subject-median pupil dilation (as a percentage of
each subject’s mean pupil area). (c) Inverse cumulative histogram of dwell times. This can be interpreted
as the chance that a subject’s gaze remains on the object at the given time.
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saccade (Jainta et al., 2011). The pupil dilations of target and distractor trials begin to
diverge within the first second after fixation and remain separated long after the object
has disappeared from view. A cumulative histogram of dwell times is shown in Figure
6.6c. Subjects tended to have higher dwell times for targets than for distractors, but the
distributions overlap considerably.
6.3.2 hBCI classifier performance
The average forward models and weights learned by the hybrid classifier are shown in Figure
6.7. EEG forward models and temporal weights correspond roughly to the P300 (Brouwer
et al., 2013; Healy & Smeaton, 2011; Pohlmeyer et al., 2011). Earlier components sometimes
implicated in target detection BCIs do not appear to be influential in this classifier, perhaps
due to our post-saccadic baseline. Pupil dilation is weighted highly after 1000 ms, peaking
between 1500 and 2000 ms post-fixation. Dwell time is weighted more highly than any
individual EEG or pupil dilation bin (but less than the sum of those bins).
The hBCI classifier’s AUC for each subject are shown in Figure 6.8 alongside those of
the single-modality classifiers. Sorting subjects in descending order of EEG AUC score
highlights an important quality of the hybrid classifier: when EEG classification is better
than the other two modalities, hybrid classifier performance closely tracks EEG classifier
performance. When another modality is superior, it tends to track that modality’s perfor-
mance instead. Many subjects produce strong classifiers in one area and weak classifiers in
another, and the hybrid classifier’s ability to rely on the best modality appears to be its
greatest advantage. But in cases where more than one modality provides good information
(e.g., subjects 1, 4, and 9), the hybrid classifier also tends to receive an extra boost above the
best classifier. A similar plot of hybrid classifier performance relative to dual-modality clas-
sifiers (EEG + pupil dilation, EEG + dwell time, and pupil dilation + dwell time) is shown
in Figure 6.9. To test against the null hypothesis that single- or dual-modality classifiers
produce AUC values greater than or equal to those from the multimodal classifier, while
pairing the results for each subject but not assuming parametric distributions, we used a
one-sided Wilcoxon signed-rank test for significance testing. This test shows that the AUC
values are significantly higher for the hybrid classifier than for any of the single-modality
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Figure 6.7. Forward models and weights produced by the hybrid classifier. Top: the forward models
calculated using the within-bin weights from each EEG bin appear above the time of the center of that bin
(all times are relative to the onset of the subject’s first fixation on the object). The mean across all 10 x 10
nested cross-validation folds and 10 subjects is shown. Bottom: the cross-bin weights for each modality and
bin as learned by the hybrid classifier (mean across folds, mean ± standard error across subjects, N = 10).
The dwell time weight’s horizontal position and error bars represent the mean ± standard error of the
subjects’ mean dwell times.
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Figure 6.8. Performance of hybrid and single-modality classifiers. The area under the ROC curve (AUC)
is used as a threshold-free figure of merit. Subjects are sorted in descending order of their EEG classifier’s
AUC score. For all 10 subjects, the hybrid classifier performs better than any one of the single-modality
classifiers.
classifiers (p < 0.001) or any of the dual-modality classifiers (p < 0.05).
6.3.3 CV simulation performance
Curves illustrating the average output precision for each input precision can be seen in
Figure 6.10. The area under the input/output curve (AIO) can be used as a figure of merit
describing how well each category is captured by the TAG graph. The four categories of
natural images (photos and not drawings) having the highest AIO values were used for our
experiment, as described in section 6.2.2.
6.3.4 CV classifier performance
The CV system has two goals: to increase the precision of the predicted target set and
to increase the size of the predicted target set beyond what the subject could see in her
limited exploration. In Figure 6.11a, we see that the first goal is clearly accomplished. The
median precision of the hBCI predicted target set is 51%, while that of the CV predicted
target set is 97%, a significant increase (one-sided Wilcoxon sign-rank test, p < 0.005). In
Figure 6.11b, we see that the second goal is also accomplished, as the median percentage
of true targets identified increases from 9.5% to 84% (a significant increase, p < 0.005).
The hBCI predicted target set is very small because the subject only views a fraction of




















Figure 6.9. Performance of hybrid and dual-modality classifiers. PD = Pupil Dilation and DT = Dwell
Time. The area under the ROC curve (AUC) is used as a threshold-free figure of merit. Subjects are sorted
in descending order of their EEG classifier’s AUC score (see Figure 6.8). The hybrid classifier significantly
outperforms each of the dual-modality classifiers across subjects (see subsection 6.3.2 of text).
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Figure 6.10. Results of randomized TAG simulations (see subsection 6.2.8 of text for details). (a-c) “I/O
curves” illustrate the relationship between precisions of the input and output sets given one target category.
The grayscale bars in each column represent a histogram of the precisions of the output sets produced by the
simulations starting with a particular input set precision (darker colors indicate higher values). The green
dashed line denotes a 1:1 relationship, which would be produced if the TAG simply output the input set it was
given. The red curve indicates the mean ± standard error across all simulations for that input set precision
(n = 50 simulations per input set precision). The area under the I/O curve (AIO) was determined using the
trapezoidal method of integration and was normalized by the max possible AIO given the simulations run
(1− 0.2 = 0.8). To illustrate the range of TAG performance, we display I/O curves for three categories with
the (a) minimum, (b) median, and (c) maximum AIO values (anchor, lotus, and car side, respectively). (d)
Histogram of the AIO values across all 62 categories.
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the environment, but the CV system has information about all objects in the environment.
The CV predicted target set is both much larger and (usually) higher precision than the
hBCI predicted target set, and so it stands to reason that it will identify many more of the
true targets in the environment.
The CV system decreased the precision of the predicted target set for one subject (S8).
This subject was instructed to look for laptops, and this category was not captured by the
TAG system quite as well as the others were (see simulations in (Pohlmeyer et al., 2011)).
S1 was the only other subject instructed to search for laptops. For S1, hBCI classification
was good enough that the system still performed very well, but for S8, the CV system
latched onto other image categories, pushing the precision of the CV predicted target set
below chance.
6.3.5 Overall system performance
To accomplish its overall goal of an efficient target search, the system must provide a
short route to visit the predicted targets. We see in Figure 6.11c that by following the
route produced by the system instead of visiting all objects in the environment naively,
the median subject will travel 40% of the distance to reach 84% of the targets, more than
twice as many targets per unit distance traveled. This represents a significant improvement
in search efficiency (one-sided Wilcoxon sign-rank test on targets seen per unit distance
traveled, p < 0.005). A sample of the hBCI, CV, and TSP outputs for a single subject,
plotted in environment space, are shown in Figure 6.12. A comparison of overall system
performance using single-modality hBCI classifiers and the full hybrid classifier is shown in
Figure 6.13.
6.4 Principled Feature Selection
6.4.1 Classification Performance
The AUC values as a function of set size for the SFFS training and testing data are shown
in Figure 6.14. Training AUC values peak at a set size of 19 (average AUC ≈ 0.79). At
larger set sizes, additional features actually hurt classification. Training AUC values largely
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tracked the testing values but had some variation, with a max AUC of 0.78 at a set size of
11. The testing AUC appeared to level off at larger set sizes, speaking to the ability of our
combining classifier to perform some degree of feature selection itself when enough data is
available.
6.4.2 Number of Features
A small feature set is desirable because it reduces the risk of overfitting the training data,
especially when the number of training trials is small. We therefore defined our optimal
set size as the maximum number of features whose inclusion would significantly improve
classification. To determine this optimal set size, we performed a series of statistical tests
comparing each testing AUC to those with smaller set sizes. If a set size helped the classifier
achieve an AUC that was significantly higher than that from any smaller set size (as assessed
with a one-tailed Wilcoxon sign-rank test, p < 0.05), it was considered worth including that
extra feature. The maximum set size that passed this threshold was 9.
6.4.3 Features Selected
Different folds of the SFFS cross-validation procedure sometimes produced different feature
sets for each set size. We defined the “SFFS selection rate” as the fraction of cross-validation
folds that included that feature in its feature set. The average SFFS selection rates of the
features across all set sizes, which we use as a rough indicator of each feature’s usefulness
in classification, are plotted in Figure 6.15a. In general, EEG bins from the middle of the
epoch (bins centered at 450 and 650 ms) tended to be more useful than the other bins for
classification. Distance measures from the end of the fixation on the object (dist fixLast,
sac sizeAway, dist fixAfter) were more useful than those from the beginning of object fixa-
tion. DwellTime was the most useful timing-based measure. Pupil dilation measures from
the middle of the epoch (bins centered at 750, 1250, and 1750 ms) tended to be more use-
ful than the others. The number of fixations and pupil dilation derivative features do not
appear to be useful for classification.
The set of features chosen at our optimal set size is of particular interest, as it suggests a
small but robust feature set for use in future HCIs. The SFFS selection rates of the features
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at set size = 9 are shown in Figure 6.15b. Seven features had 100% use rates at this set size:
EEG(450), EEG(650), dist fixLast, size sacAway, dist fixAfter, dwellTime, and PD(1750).
Other features with use rates above zero (i.e., features included in some but not all folds)
are dur fixMean, dur fixLast, PD(750), and PD(1250).
6.5 Discussion
6.5.1 Advantages of hybrid classification
The addition of an eye tracker to a BCI system may induce material and calibration costs,
but the results of this study indicate significant benefits as well. We used the output of the
eye tracker to remove EOG artifacts without a separate training paradigm, time-lock epochs
reliably, and, most importantly, enhance classification. Our results demonstrate that eye
position, pupil size, and EEG can each provide independent information to allow a hybrid
classifier to produce more accurate output. Whether this is because they originate from
distinct neural processes or because they are co-varying measures of the same internal
arousal signal combined with independent sources of noise is a matter of some debate
(Linden, 2005; Murphy et al., 2011). For the purposes of a user-centric system for able-
bodied people, we only assert that if all three signals can be measured, it is advantageous
to include them in the classifier.
The successful use of graph-based CV in the system speaks to an important consideration
in BCIs for healthy users: most BCIs, including our hybrid classifier, generate a quantity
of false positives that healthy users are unlikely to tolerate (Zander et al., 2010). The label
self-tuning step represents a way to reduce the cost of these false positives by removing them
before they influence the output provided to the user. In future iterations of the system,
the CV graph could delay its final extrapolation step until it can verify the consistency of
the hBCI predicted target set, as in (Pohlmeyer et al., 2011).
6.5.2 Modularity of system
The system demonstrated in this paper is just one manifestation of the modular framework
described in Figure 6.1. Additional features could be incorporated, such as heart rate or
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galvanic skin conductance. If outliers are anticipated, Fisher LDA could be replaced with a
more robust regression method. If complex relationships between the features are uncovered,
any number of classifier combination rules could be used for cross-bin classification (Duin,
2002; Kittler et al., 1998). The CV feature set used here is one of many ways to enforce
consistency in the hBCI predicted target set: facial recognition software, object metadata,
audio and video, and direct user input could also be used as features in the graph-based
model of the environment. The TSP solver could be replaced with a suggestion of a single
“best match” based on a combination of classifier certainty and physical proximity. These
choices should change based on the state of current knowledge about the relevant signals
and the specific needs of the user.
6.5.3 Relation to recent studies
Our intention to develop an hBCI system for able-bodied people drove our choice of appli-
cations to address. Pfurtscheller et al. (2010) proposed a similar hBCI whose classification
of explicit motor imagery could be augmented with associated heart rate changes (although
to our knowledge, the device has not been implemented). As in our study, multiple signals
were generated by a single action in a virtual environment, but unlike our study, the goal
was navigation for a tetraplegic user, and the elevated heart rate highlights the difficulty
of producing the control signals. We chose to help healthy users search their environment
because it achieves a common goal using signals easy for the user to produce.
Our focus on motion and exploration also drove our study’s association of graph nodes
with locations. Unlike earlier studies combining BCI and CV to speed image search
(Pohlmeyer et al., 2011; Wang et al., 2009b), nodes in our CV graph correspond with
points in the physical (or virtual) space that the user is exploring. The use of environmen-
tal awareness to narrow the continuum of navigational destinations to this discrete set of
waypoints is akin to the assistive robot controller described by Perrin et al. (2010). But
by selecting from a large set of waypoints concurrently rather than making a binary se-
lection at each intersection, we are able to address the needs of an able-bodied user who
navigates with ease but lacks our CV system’s ability to efficiently choose targets from a
large database.
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The desire to build a classifier using multiple naturally evoked signals locked to one
user-initiated event led to this study’s novel stimulus presentation paradigm. In contrast
to other studies of FRPs in visual search (Brouwer et al., 2013; Healy & Smeaton, 2011;
Kamienkowski et al., 2012), we used natural images as stimuli, placed them in a dynam-
ically explored 3D environment, allowed multiple fixations on each object, and did not
eliminate peripheral vision. Unlike other target response studies in virtual reality (Bayliss
& Ballard, 2000), our target response signals were locked to user-generated fixations rather
than experimenter-defined stimulus onsets, and the user did not need to respond physi-
cally. These choices facilitated a natural exploration of an environment that might elicit
signals similar to those we could expect in the real world. This allowed us to use dwell time
as a naturally evoked control signal and not an explicit one, unlike most gaze-controlled
interfaces (Lee et al., 2010) but similar to some used in reading (Rotting et al., 2009).
The use of naturally evoked signals means that our system could be referred to as an
“opportunistic” BCI (Lance et al., 2012), since it could provide a benefit without requiring
additional effort from the user. Our system also takes a step towards the integration of
such BCIs with pervasive computing technologies: since navigation is a key goal of the
system, real-world implementations could interface with mobile devices like GPS trackers
and head-mounted displays.
6.5.4 Outlook for future advances
As low-cost, mobile EEG hardware continues to advance (Lin et al., 2009; Liao et al.,
2012) and artifact rejection becomes more and more sophisticated (Gwin et al., 2010; Lau
et al., 2012; Lawhern et al., 2012), mobile BCIs for the able-bodied user are becoming
technically feasible. We believe that our system presents an effective way to address many
of the barriers to BCI for healthy users, including training time, attentional costs, accuracy,
reliability, and usability (Allison, 2010). These barriers have come into focus during recent
discussions of “passive” BCIs (Cutrell & Tan, 2008; Rotting et al., 2009; Zander et al.,
2010), which encourage the use of naturally evoked signals as part of a more user-centric
design process. Our system combines the conscious control ability of a reactive BCI with
the complementarity, composability, and cost-control of a passive BCI (see (Zander et al.,
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2010) for a discussion of these terms).
Still, obstacles remain. In real-world scenarios, the environment is much more stimulus-
rich, and subjects would sometimes explore multiple objects within the time span of the
classifier presented here. The stimuli in this task were viewed far enough apart in time that
target responses would not be expected to overlap. Other studies have excluded short fixa-
tions to eliminate such overlap (Brouwer et al., 2013; Kamienkowski et al., 2012). Although
Dandekar et al. (2012b) showed that target responses are present in overlapping FRP sig-
nals if they can be teased apart, extracting these signals from individual FRPs when the
target/distractor classes are unknown remains a challenge for future research. At the sys-
tem level, the use of a virtual environment allowed us to bypass steps that could require
significant development in a real-world application, including building a database of object
features and locations; fusing object location, subject location, head and eye tracking; and
the identification of CV features that are reliable across a wide array of objects and outdoor
scenes.
6.6 Conclusion
In this study, we demonstrated a complete system that helps users efficiently search for
objects of interest in a large 3D environment, while requiring very little conscious effort
from the user. To do this, we incorporated a neural signal and two ocular signals that are
all produced by the same act of fixating on an object of interest. We demonstrated that
each of these signals contributes to improved classification across subjects. To increase the
precision and scope of the predicted target set, we employed a graph-based computer vision
model of the environment to reject false positives and extrapolate hBCI results. We then
plotted an efficient search route in the 3D environment, providing an output useful to our
anticipated user base of able-bodied individuals. We have applied lessons from machine
learning, passive BCI, computer vision, ergonomics, and reading research to address this
multidisciplinary problem, and we believe that multidisciplinary efforts will continue to
bring an effective real-world mobile BCI application closer to reality.









































































Figure 6.11. System performance metrics for all subjects (“S1” = subject 1, subject numbers match those
in Figure 6.8). (a) The precision of the hBCI predicted target set is already above chance (black dotted
line), but that of the CV predicted target set is greatly increased for every subject except S8 (see text for
possible explanation). (b) The subject viewed a small fraction of the environment during the exploration
phase, so the hBCI classifier only identified a small percentage of all the targets in the environment. The
CV graph included many objects that the subject had not seen, and so the CV predicted target set included
a much higher percentage of the true targets. Note that S1 and S8 were asked to look for laptops, which
were not as well captured by the CV graph as the other categories were. (c) The distance traveled (as a
percentage of that needed to see all the objects) is plotted against the number of targets seen (as a percentage
of all the targets in the environment). By following the system’s route, all subjects except S8 would view
significantly more targets per unit distance traveled (slope of line from origin to dot) than if they had
explored the environment naively (black dotted line), and much closer to if they had explored with perfect
efficiency (traveling salesman route between true targets, black dashed line). These system performance
metrics compare favorably with those using single-modality hBCI classifiers, as seen in Figure 6.13.







Figure 6.12. Sample system outputs. These birds-eye views of about 1
4
of subject 7’s environment
superimpose the predictions and outputs of the system onto the locations of the objects (represented by
red/blue dots). Top: hBCI classification. After the subject explored the areas shaded in gray, the hBCI
classifier was able to label some of those objects as hBCI predicted targets (magenta circles). Middle: CV
extrapolation. The TAG system tunes the hBCI predicted target set and extrapolates it through the graph
to give each object a CV score (red/blue dot size ∝ CV score). The objects with the highest CV scores are
labeled as CV predicted targets (green squares). Note that this includes objects in unexplored areas as well
as explored areas. Bottom: Route planning. Finally, the TSP solver generates an efficient route that the
user can traverse to visit all the CV predicted targets in the environment (black dashed line). Note that
these views are zoomed in for visual clarity, and the traveling salesman route for the whole environment is
continuous.










































































































































































































































Figure 6.13. System performance metrics (as in Figure 6.11) of complete systems using single-modality
classifiers (top three rows) and hybrid classifier (bottom row) with CV. (“S1” = subject 1, subject numbers
match those in Figure 6.11). Left: The precision of the hBCI predicted target set was higher on average for
the hybrid classifier than for any of the single-modality classifiers. While the CV system was able to make
up for the single-modality deficits in some cases, the precision of the complete system suffered in others.
Middle: The percentage of targets in the whole environment identified by the hBCI and the complete
system. Right: The distance traveled (as a percentage of that needed to see all the objects) is plotted
against the number of targets seen (as a percentage of all the targets in the environment). The bimodal
distribution of these figures of merit indicates that the CV system sometimes converged on a non-target
category. For subject 9, the target category was car sides; for subjects 1 and 8, it was laptops; for subjects
3, 6, and 7, it was schooners; and for subjects 2, 4, 5, and 10, it was grand pianos.
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Figure 6.14. Classifier AUC values (across folds for training and subjects for testing) as a function of SFFS
set size. Shaded area indicates standard error across N = 10 subjects.



































































































































































































































































































































































































































































































































































































































































Figure 6.15. SFFS selection rates (a) averaged across all set sizes, and (b) at the optimal set size = 9. A
selection rate of 1 indicates that all 10 cross-validation folds included the feature in its feature set. Color
indicates feature type: blue = EEG feature, cyan = ordinal number, green = on-screen distance, red = time,
purple = pupil dilation, orange = derivative of pupil dilation. Colors match those seen in figure 6.5. Black
dashed line indicates chance: for a set size of 9, chance level is 9 divided by the total number of features
(9/37 ≈ 0.24).
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Chapter 7
Conclusions and Future Research
7.1 Significance for Visual Decision-Making
The work presented in this dissertation has used novel paradigms to characterize neural
activity as it manifests in naturalistic scenarios. In chapter 4, we pushed traditional labo-
ratory experiments towards naturalistic scenarios by increasing the complexity of the task,
but not that of the stimuli. This allowed us to explore the rapid interactions between vi-
sual perception, working memory, and decision-making, and to observe singular patterns of
activity that have not yet been studied.
Our tasks studied evidence accumulation in a discrete, active domain, with subject-
timed saccades to packets of clear evidence, which we believe to be more reflective of natural
viewing than the traditional evidence accumulation paradigm. By comparing traditional
evidence accumulation results to those from our “passive” tasks, we were able to better
speculate on how the discrete quality of evidence affects the signal. By comparing these
results to those of the “active” task, we were able to study how oculomotor demands affected
the signal. Together, these results improve our picture of the ways in which working memory
context, visual perception, response preparation, and oculomotor control interact during a
naturalistic decision-making task.
In chapter 5, we developed an important tool to help researchers generate paradigms
in realistic virtual environments. This accomplishment is designed to encourage other re-
searchers to take advantage of the constantly advancing state of the art in virtual reality.
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The NEDE system developed important solutions to the needs of experimenters – such as
randomization, precise timing records, and integration with eye tracking – while staying
linked to a 3D rendering software package that offers the documentation and support lack-
ing in the few current alternatives. As Unity’s developers advance its rendering capabilities,
NEDE users can take advantage of these advances without diverting time from research-
specific issues. And because the NEDE scripting is open-source, researchers can constantly
expand the scope of possible experiments. These features may help NEDE become increas-
ingly relevant over time, as a growing body of users will ideally generate both additional
interest and additional functionality.
In chapter 6, we used the NEDE system developed in chapter 5 to observe visual decision-
making as it might occur in real life. While the results of chapter 6 have largely been placed
in the context of brain-computer interface (BCI) development, the results have definite ram-
ifications in the study of visual decision-making. Just as naturalistic decision-making largely
transformed behavioral research, we hope that such naturalistic neuroscience paradigms can
illuminate signals and patterns that have so far been obscured by the simplifications of tra-
ditional laboratory paradigms. For example, we can compare the signals observed in the
NEDE environment to those seen in chapter 4.
The virtual-environment results place the visual decision-making process studied in
chapter 4 in a much more realistic context. The fixation-related potential (FRP) signals
observed in Figure 6.6 diverge somewhat from those we saw in Figure 4.3, more than would
be expected from the simple differences in filtering cutoffs and baseline correction. Elec-
trode Fz, for example, shows a prolonged negativity in the virtual environment that we did
not observe in the evidence accumulation task. Also, the N2 modulation by target identity,
accumulated evidence, and decision outcome is not observed in the virtual environment re-
sults, possibly because this component is influenced by lower-level features (i.e., color) that
are not discriminative in the natural images of the virtual environment task. This is sup-
ported by findings that heterogeneous contexts surrounding a target reduce N2 amplitude
(Schubo et al., 2007).
If we compare the virtual environment FRPs and forward models from Figures 6.6 and
6.7 to the target and decision responses observed in Figures 4.5 and 4.6, we can test the
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hypothesis that the virtual environment task should evoke both the target and decision
responses superimposed. The data appear to support this hypothesis, as the parietal pos-
itivity separating the target and distractor responses in the virtual environment span the
time ranges of both the target response (350-550 ms) and the distractor response (500-
650 ms). But the scalp distributions observed in the forward models resemble the target
response more than the decision response, which may indicate that subjects sometimes
needed to make several saccades around the billboard object of interest before making their
decision.
7.2 Significance for Brain-Computer Interfaces
Our study of visual decision-making in naturalistic scenarios is especially practical for the
development of mobile, hybrid brain-computer interfaces. The hardware necessary for such
studies is progressing rapidly, but the analysis of time-locked signals has so far been left out
of commercial BCI development. The work in this dissertation advances our understanding
of one widely applicable time-locked signal: that of subjective interest. FRPs offer an
opportunity to observe the same informative signals seen in the event-related potential
(ERP) literature (Dandekar et al., 2012a), but analyses need not be aware of exogenous
events – the user’s awareness of these events, as measured by their fixations, can be used to
time-lock the signals. The analyses in chapter 4 confirm the reliability of these signals, and
the study in chapter 6 affirms their utility in a BCI classifier. While the discriminative ability
of fixation-locked EEG has been noted before (Brouwer et al., 2013; Healy & Smeaton,
2011; Luo & Sajda, 2009), our novel addition of ocular features into the classifier reveals
an opportunity to improve classification. And our use of computer vision along with this
advance suggests a workable solution to the persistent issue of insufficient accuracy. The
system described in Figure 6.1 offers a novel and plausible solution to issues plaguing the
development of BCIs for able-bodied users (Zander et al., 2010).
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7.3 Future Work in Discrete Evidence Accumulation
Future work with the DEA results will focus on extending the suite of fMRI methods that
can be applied to EEG analysis, as this work has shown promising results in extracting
meaningful signals in spite of the naturalistic issues of superposition.
7.3.1 Component Activations
In fMRI analyses analogous to the General Linear Model (GLM) method we employed,
researchers typically complete a registration step to map one subject’s brain into a common
group space using an anatomical scan. In using GLMs for EEG analysis, researchers have
used singular value decomposition (SVD) as an analog for this step, matching the com-
ponents from each subject whose responses match one another (Dandekar et al., 2012b).
Preliminary results using SVD indicate that there may be certain components whose activ-
ity reflects visual decision-making processes more transparently than individual electrodes
do, as seen in Figure 7.1. Future studies could explore this further by running Independent
Component Analysis (ICA) on the epoched data before running a GLM with the top 20
IC activations as input. Results from the study described in chapter 6 indicate that the
activity of the top 20 ICs contains enough information to classify fixations during a free-
viewing task; this supports the idea that they could be sufficient to give a clear picture of
discrete evidence accumulation while reducing the dimensionality of the data and (ideally)
eliminating sources of noise.
Future research could also adopt statistical measures from fMRI analysis. fMRI re-
searchers often identify “clusters”, or groups of spatially adjacent voxels that respond to
a certain event type. Such clustering methods reward neural activations that are of an
anatomically feasible size, or combine size and amplitude (e.g., using threshold-free cluster
enhancement (Smith & Nichols, 2009)). The activations seen in chapter 4 that are spatially
coherent and consistent across experimental conditions, but fail to reach statistical signifi-
cance with multiple comparisons correction, indicate that EEG GLM analysis could benefit
from an analogous method.
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Figure 7.1. DEA principal components (left) and timecourses (right) from the (a) active-2 task and
(b) passive-2 task described in chapter 4. Note that these results are meant only to illustrate the analysis
method: a subset of the subjects in chapter 4 and a slightly modified analysis were used to produce these
plots.
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7.3.2 Frequency Band Investigation
Studies have indicated that activity in various frequency bands can be modulated by atten-
tion, visual search, or evidence accumulation, including the alpha (Klimesch, 1999), theta
(van Vugt et al., 2012; Snider et al., 2013), beta (O’Connell et al., 2012; Wyart et al., 2012),
gamma (Tallon-Baudry & Bertrand, 1999), and delta (van Vugt et al., 2012; Wyart et al.,
2012) bands. In future work, we will attempt to uncover activity in these bands by running
a GLM on the energy in each of these frequency bands. This can be used to construct a
spectrogram-like plot of the spectral energy induced by each frequency band, as seen in
Figure 7.2.














Figure 7.2. GLM spectrogram based on preliminary frequency results. This plot combines the results of
6 GLMs performed on the activity in 6 frequency bands for electrode Cz, for a contrast comparing events
aT ∗1/2 and aD0/2. Note that these results are preliminary and meant only to illustrate the analysis method.
7.4 Future Work in Naturalistic Experiment Design Envi-
ronment
Future work on the NEDE software will focus on establishing a self-sufficient system by
which the user community can maintain and extend the NEDE system. After publication,
the NEDE package will be distributed publicly and should benefit from testing by a larger
body of users. The NEDE system could be extended into multiple domains, including
auditory stimuli, virtual reality with head-mounted displays, and communication with real-
time analysis scripts, which could be especially useful for BCI development.
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Analysis methods developed throughout this dissertation could be streamlined and re-
leased to the NEDE user community, as they would no doubt have wide applicability in
virtual environment experiments. Methods for electrooculogram (EOG) and eye blink arti-
fact removal would be especially practical for this type of expansion.
7.5 Future Work in Hybrid BCI for Searching 3D Environ-
ments
The data collected in the virtual environment offer a number of opportunities for future
analysis. For example, running blind source separation methods on the cross-modality
data could uncover correlations between EEG and ocular features that warrant further
investigation with targeted studies. We could also attempt to implement a version of the
system in which the specific object locations are not known and must be inferred using gaze
patterns and/or computer vision.
7.5.1 Transfer learning
As we move towards more naturalistic paradigms, an important question is whether the
signals we observe are the same ones seen in traditional laboratory paradigms. One such
comparison is largely built in to the experiment: the braking event of the leading car is a
behaviorally relevant target, but it is initiated by an exogenous event (the illumination of
lights) rather than an endogenous shift of attention (a saccade). An interesting analysis
could compare the response to braking events and the response to target object fixation
directly, and perhaps study how the two interact when the responses overlap.
Future studies could investigate the comparison to more traditional laboratory paradigms
directly by having the same subjects perform target detection tasks in a traditional oddball
task, a natural image rapid serial visual presentation (RSVP) task, and a free-viewing vir-
tual environment task. The success with which the subject’s classifier from one task could
be used to classify data in another could be used as a measure of the similarity between the
activity. If we can extract features that would make such transfer learning possible, these
features may help us identify which aspects of decision-making in the human brain are truly
CHAPTER 7. CONCLUSIONS AND FUTURE RESEARCH 110
necessary for decision-making and which are due to particulars of the paradigm.
7.5.2 Mobile hBCI Development
The results outlined in chapter 6 are a useful proof of concept for a real-world, mobile hBCI.
Further pursuit of this goal will seek to leverage recent work in removing motion artifacts
and finding robust features during walking (Gwin et al., 2010), and extend them to the
real-time classification of events locked to fixations.
Current work is moving towards a mobile device that creates a photo diary of the most
subjectively interesting events in a person’s day. We will stream data from a bluetooth-
enabled EEG headset (an Advanced Brain Monitoring X-10) to an Android mobile device,
implement a simple saccade detection algorithm, and apply a hierarchical discriminant
component analysis (HDCA) classifier trained on data acquired in the NEDE environment.
If the fixation is classified as a target, the system will trigger a photo to be taken from the
head-mounted camera on a Google Glass (see Figure 7.3). Results can be queried on the
tablet or displayed on the Glass’ head-mounted display. Because current mobile eye trackers
do not transmit data wirelessly, we will use EOG activity as a lower-fidelity substitute for
gaze data, and pupil dilation will not be measured. In the future, we hope to implement a
fully multimodal version of this device.
7.6 List of Major Contributions
The work presented in this dissertation has added significant new insights to the study of
naturalistic paradigms and the development of mobile hybrid brain-computer interfaces.
The major contributions of the dissertation are:
1. We extended the GLM method described by Dandekar et al. (2012b) to (a) find the
influence of events of interest after removing the influence of nuisance events, and (b)
produce group-level response functions and statistics.
2. We separated the influence of new information, prior evidence, and decision outcome
in the N2 and P3 components of the FRP/VEP during a complex decision.
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Figure 7.3. Components of first-generation mobile hBCI system. The user wears a mobile EEG headset
to record neural and ocular signals and a head-mounted display to show results to the user or take point-of-
view photos of objects of interest. The tablet acts as the controller, performing saccade detection, artifact
removal, and hBCI classification in real time.
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3. We presented novel effects of oculomotor planning in a complex decision-making task.
4. We identified a delay in the N2-P3 complex for irrelevant targets viewed after a deci-
sion was made, but observed that this does not translate to oculomotor delays.
5. We developed scripts to allow controlled, randomized research paradigms in a natu-
ralistic virtual environment in a more user-friendly fashion than previously available
options, and we released these scripts to the research community at large.
6. We streamlined artifact correction techniques for free-viewing paradigms, using com-
putationally efficient methods wherever possible.
7. We adapted an HDCA classifier to classify across multiple modalities of varying di-
mensionality.
8. We demonstrated that EEG, gaze, and pupil dilation features contribute to the clas-
sification of freely fixated targets in a complementary fashion.
9. We identified a small, robust set of neural and ocular features that could be used for
classification in a real-world, mobile hBCI.
10. We demonstrated that a computer vision system can be used to reject anomalies and
extrapolate hBCI results from a local exploration to a large unexplored environment.
11. We implemented a complete proof-of-concept hBCI system that addresses many of
the major obstacles to real-world BCI for able-bodied, mobile users.
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