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W pracy przedstawiono zastosowanie metod sztucznej 
inteligencji do modelowania i identyfikacji wybranych obiektów 
elektrotermicznych. Zastosowano sztuczne sieci neuronowe do 
modelowania i identyfikacji nieliniowych własnoci dynamicznych 
dwóch typów rezystancyjnych czujników Pt 100 w osłonie 
umieszczonych w oleju silikonowym. Stosowano dwuwarstwowe sieci 
perceptronowe oraz sieci rekurencyjne. Zaproponowano take 
rozmyte podejcie do modelowania wybranej klasy obiektów 
cieplnych – rezystancyjnych pieców komorowych. W szczególnoci 
uwzgldniono rozłoony charakter parametrów tego typu obiektów 
i zaproponowano rozwizanie, które umoliwia uwzgldnienie 
w modelu zmian parametrów dynamicznych obiektu wynikajcych 
ze zmian stopnia nasycenia cieplnego warstw izolacyjnych. 
Rozwaania teoretyczne zweryfikowano na drodze symulacyjnej i 
eksperymentalnej, dowodzc skutecznoci proponowanych metod dla 
rozwaanych klas obiektów, a ogólno przeprowadzonej analizy 
wskazuje na moliwo rozszerzenia zakresu zastosowa. 
                                                               
1. WPROWADZENIE  
                               
Zagadnienie modelowania obiektów elektrotermicznych jest niezwykle 
istotne przy projektowaniu układów ich sterowania. Klasyczny model 
256                                L. Jackowska-Strumiłło, J. Kucharski 
analityczny obiektu budowany jest na podstawie praw termokinetyki (wiedza 
'a priori') oraz danych eksperymentalnych (wiedza 'a posteriori'). Do 
wyznaczenia parametrów modelu wykorzystywane s róne metody 
identyfikacji, z których najwiksze znaczenie praktyczne maj metody 
identyfikacji on-line i in situ. Metody te mog by stosowane w ograniczonym 
zakresie temperatur, i w stałych warunkach pracy, w których właciwoci obiektu 
mog by opisane modelem liniowym i stacjonarnym. W innych warunkach 
klasyczne metody modelowania i identyfikacja s niewystarczajce. W szerokim 
zakresie temperatur obiekty elektrotermiczne wykazuj nieliniowe właciwoci 
statyczne i dynamiczne. Dotyczy to zarówno rónego typu urzdze grzejnych 
jak i czujników temperatury. W pracy przedstawiono zastosowanie sztucznych 
sieci neuronowych do modelowania i identyfikacji nieliniowych własnoci 
dynamicznych rezystancyjnych czujników temperatury. Zaproponowano take 
rozmyte podejcie do modelowania wybranej klasy obiektów cieplnych – 
rezystancyjnych pieców komorowych. Wykorzystanie zbiorów rozmytych i 
logiki rozmytej umoliwia wprowadzenie do modelu nieprecyzyjnych, ale 
intuicyjnie zrozumiałych poj: „stała czasowa pocztkowa” i „stała czasowa 
nasycenia”, przy zachowaniu stosunkowo prostej struktury modelu bazowego 
(człon inercyjny I-go rzdu).  
  
                               
2. MODELOWANIE WŁASNOCI DYNAMICZNYCH  
    CZUJNIKÓW  TEMPERATURY 
 
Własnoci dynamiczne czujników temperatury zale od wielu parametrów 
zwizanych z ich budow i warunkami pracy, takimi jak: rodzaj orodka, w 
którym umieszczony jest czujnik, oraz jego temperatura, wilgotno, cinienie, 
prdko przepływu, itp. [1]. Ze wzgldu na du rónorodno czynników 
wpływajcych na dynamik czujnika oraz złoono problemu, w praktyce 
stosowane s przyblione, uproszczone modele czujników o cile okrelonym 
i ograniczonym zakresie stosowalnoci. Stopie złoonoci modelu zaley od 
funkcji, jak dany model ma spełnia. 
 
2.1. Modele liniowe 
 
Rozwamy rezystancyjny czujnik temperatury w osłonie w kształcie walca 
dostatecznie długiego, aby mona było załoy, e wymiana ciepła zachodzi 
jedynie w kierunku promienia. Załómy, e kada z warstw czujnika wykonana 
jest z materiału jednorodnego i izotropowego, a pojemno cieplna pomidzy 
czci czuł czujnika a jego osi jest pomijalnie mała. Czujnik jest zanurzony 
całkowicie w orodku badanym, a jego pojemno cieplna jest mała w stosunku 
do pojemnoci cieplnej orodka. Wówczas w małym zakresie temperatur 
Metody sztucznej inteligencji w modelowaniu i identyfikacji …                      257 
mierzonych dla niezmiennych warunków pracy czujnika mona opisa jego 
własnoci dynamiczne modelem liniowym. Najczciej stosowanym modelem 
jest transmitancja operatorowa cieplnego stopnia przetwarzania, która dla 
wielowarstwowego czujnika temperatury okrelona wzorem [2]: 
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gdzie: Θo(s) – transformata Laplace'a zmiany temperatury orodka ponad jego 
temperatur pocztkow To, ΘΤ (s) – transformata Laplace'a zmiany temperatury 
czci czułej czujnika spowodowanej zmian temperatury orodka Θo, przy stałej 
mocy prdu przepływajcego przez czujnik, Ni – stałe czasowe czujnika, dla i = 
1, 2,..., n. 
 
W szerszym zakresie temperatur własnoci termofizyczne materiałów 
konstrukcyjnych czujnika i otaczajcego go orodka s funkcj temperatury, 
a modele liniowe nie zapewniaj wystarczajcej dokładnoci.  
 
2.2. Modelowanie własnoci dynamicznych czujników za pomoc SNN 
 
Nieliniowy model dynamiczny czujnika temperatury mona opisa 
równaniem (2), które jest ogólnym modelem dyskretnym jednowymiarowego 
obiektu dynamicznego [3]. Jest to model predykcyjny. Warto sygnału y na 
wyjciu czujnika w chwili k+1 jest okrelona na podstawie kolejnych n wartoci 
sygnału y i m wartoci sygnału wejciowego u z chwil poprzednich.  
)]1(),1(),(),1(),1(),([)1( +−−+−−=+ mkukukunkykykyfky ,           (2) 
gdzie: y – sygnał wyjciowy, tj. zmiana temperatury czci czułej czujnika ΘT,  
u – sygnał wejciowy, tj. zmiana temperatury orodka ΘO,  f – funkcja 
nieliniowa. 
 
Idea identyfikacji własnoci dynamicznych czujników temperatury 
z zastosowaniem sztucznych sieci neuronowych została przedstawiona 
schematycznie na rysunku 1.  
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Rys. 1. Identyfikacja obiektu dynamicznego za pomoc sztucznej sieci neuronowej 
 
Sieci neuronowe stosowane do modelowania obiektów dynamicznych mona 
podzieli na dwie główne klasy [3]: 
• sieci jednokierunkowe (ang. FeedForward Networks – FFN), w których 
przepływ sygnału odbywa si w jednym kierunku od warstwy neuronów 
wejciowych poprzez tzw. neurony ukryte, do warstwy neuronów 
wyjciowych, 
• sieci rekurencyjne (ang. Recurrent Neural Networks – RNN), w których 
wystpuj sprzenia zwrotne tworzce co najmniej jedn, zamknit 
ptl przepływu sygnału w sieci. 
Aby uzyska moliwo modelowania dynamicznego w sieci 
jednokierunkowej stosuje si człony opóniajce na wejciu układu, które 
stanowi tzw. lini opóniajc z odczepami (ang. Tapped Delay Line – TDL). 
Wektory sygnałów wejciowych i wyjciowych obiektu rozszerzone o wartoci 
sygnału w chwilach poprzednich doprowadzane s do wejcia sieci w procesie jej 
uczenia. Jest to tzw. szeregowo-równoległa metoda identyfikacji (rys. 1) [3]. 
Utworzony w ten sposób model dynamiczny jest modelem predykcyjnym. 
Zgodnie z teori systemów nieliniowymi sieci rekurencyjne s układami 
dynamicznymi. Mona je stosowa do modelowania obiektów o nieliniowych 
własnociach dynamicznych. W tym przypadku wykorzystywana jest metoda 
równoległa identyfikacji. Reguły projektowania sieci rekurencyjnych s jednake 
znacznie bardziej skomplikowane od metod projektowania sieci 
jednokierunkowych. Czsto wystpuj problemy zwizane z niestabilnoci sieci 
i brakiem zbienoci algorytmu uczenia sieci [4].  
Dla sieci wielowarstwowych jednokierunkowych istniej skuteczne algorytmy 
ich uczenia [4]. Z tego wzgldu sieci jednokierunkowe i szeregowo-równoległa 
metoda identyfikacji s znacznie czciej i chtniej stosowane do identyfikacji 
obiektów dynamicznych ni sieci rekurencyjne. 
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W przeprowadzonych badaniach do identyfikacji własnoci dynamicznych 
czujników temperatury zastosowano szeregowo-równoległ metod identyfikacji 
i sieci jednokierunkowe typu perceptron wielowarstwowy (ang. Multi-Layer 
Perceptron – MLP). Sieci uczono za pomoc algorytmu wstecznej propagacji 
błdu oraz metody optymalizacyjnej Levenbrga-Marquardta dla 
redniokwadratowej funkcji celu [4]. Do modelowania dynamiki czujników 
stosowano sieci FFN typu MLP oraz sieci rekurencyjne RNN otrzymane z sieci 
MLP poprzez zamknicie sprze zwrotnych (rys. 1) [5]. Do uczenia sieci 
modelujcych nieliniowe właciwoci czujników w rozprawie zaproponowano 
sygnał złoony z serii wymusze skokowych narastajcych i opadajcych o 
rónych amplitudach [5]. 
 
2.3. Badania eksperymentalne 
 
Badania właciwoci dynamicznych czujników przeprowadzono w oleju 
silikonowym o duej lepkoci przeznaczonym do wypełniania termostatów 
i innych urzdze elektrotermicznych. Obiektami bada były dwa czujniki Pt 100 
firmy KFAP:  
• czujnik TOPI 61 firmy KFAP o wymiarach: długo l = 175 mm, 
rednica d = 6 mm, kl. B, zakres (-200 ÷ 600) oC, zaprojektowany 
specjalnie do pomiarów dynamicznych; 
• czujnk TOPC4 firmy KFAP o danych: l = 115 mm, d = 4 mm, kl. B,  
(-50 ÷ 200) oC, stanowicy wyposaenie miernika cyfrowego, 
przeznaczony do pomiarów temperatury cieczy i gazów. 
 
2.3.1. Przygotowanie danych do uczenia sieci  
 
Dla badanych czujników przeprowadzono kilka serii eksperymentów 
identyfikacji metod wymuszenia zewntrznego skokowego. Badania 
przeprowadzono w termostacie uniwersalnym w intensywnie mieszanym oleju 
silikonowym dla rónych wartoci amplitudy skoku temperatury. Czujniki były 
chłodzone w wodzie z lodem do temperatury 0 oC, osuszane, a nastpnie 
zanurzane w termostacie wypełnionym olejem o wyszej temperaturze. 
Odpowiedzi czujników na wymuszenie skokowe były rejestrowane w systemie 
komputerowym. Dla kadego czujnika sporód kilkunastu wymusze 
narastajcych i opadajcych (rys. 2) dwa posłuyły do budowy zbioru testowego, 
a pozostałe do budowy zbioru uczcego dla sieci.  
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Rys. 2. Zbiór danych treningowych do uczenia i testowania sieci: a) dla czujnika 
TOPC 4, b) dla czujnika TOPI 6. Lini przerywan oznaczono sygnał wymuszenia, 
a lini cigł odpowied czujnika [5] 
 
2.3.2. Modelowanie dynamiki czujników za pomoc SSN 
 
Do modelowania własnoci dynamicznych czujników stosowano 
dwuwarstwowe sieci jednokierunkowe typu MLP, oraz sieci rekurencyjne 
o strukturze (v-x-1), gdzie v oznacza liczb wej, x – liczb neuronów 
o sigmoidalnej funkcji aktywacji w warstwie ukrytej, a 1 – jedno wyjcie. Sieci 
jednokierunkowe posłuyły do budowy modeli predykcyjnych. Sieci 
rekurencyjne, otrzymano z sieci MLP poprzez zamknicie sprze zwrotnych 
[6]. Przebadano kilkaset sieci o rónej liczbie wej i neuronów w warstwie 
ukrytej. Sieci uczono w sposób cykliczny zapisujc do pliku parametry dla 
kadej z sieci oraz błdy obliczone dla danych treningowych i testowych. 
Głównym kryterium wyboru najlepszej struktury sieci MLP i RNN było 
minimum pierwiastka błdu redniokwadratowego Esk dla danych testowych, ale 
porównywano te błdy maksymalne Emax, błdy rednie z wartoci 
bezwzgldnych Eabs, błdy rednie Esr oraz błd Esk dla danych treningowych. 
Zestawienie błdów modelowania dla kilku wybranych sieci zamieszczono w 
tabeli 1 [6]. 
 
Tabela 1. Błdy modelowania własnoci dynamicznych czujników temperatury 
w zakresie (0-100)oC przy zastosowaniu sieci MLP i sieci rekurencyjnych 
d. treningowe dane testowe NEp 
 Esk Esk Emax Eabs Esr 
Nr czujnik struktura sieci 
- K K K K K 
1 TOPC 4 MLP (3-6-1) 7 0,11 0,09 0,47 0,07 -0,03 
2 TOPC 4 MLP (5-20-1) 5 0,08 0,07 0,49 0,03 -0,004 
3 TOPI 61 MLP (3-4-1) 6 0,33 0,21 0,97 0,14 0,02 
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4 TOPI 61 MLP (5-22-1) 7 0,13 0,11 0,99 0,04 0,006 
5 TOPC 4 RNN (5-20-1) 5 0,08 0,57 1,8 0,42 -0.03 
6 TOPI 61 RNN (3-4-1) 6 0,33 1,4 7,3 1,1 0,36 
Esk – błd redni kwadratowy, Emax – błd maksymalny, Eabs – błd redni 
bezwzgledny,  Esr – błd redni, NEp – liczba taktów uczenia sieci 
 
Dla struktur sieci (3-x-1) wektor sygnałów wejciowych składa si z aktualnej 
wartoci sygnału wejciowego u(k) oraz z aktualnej i przeszłej próbki sygnału 
wyjciowego y(k) i y(k-1). Dla struktur (5-x-1) wektor sygnałów wejciowych 
składa si z aktualnej i przeszłej próbki sygnału wejciowego u(k) i u(k-1), z 
aktualnej wartoci sygnału wyjciowego y(k) oraz dwóch próbek z przeszłoci 
y(k-1) i y(k-2). Warto sygnału na wyjciu czujnika y(k+1) jest obliczana na 
wyjciu sieci zgodnie z równaniem (2). Obliczone błdy modelowania dla sieci 
RNN w tabeli 1 s wiksze ni odpowiadajce im błdy dla sieci 
jednokierunkowych MLP. 
Na rysunku 3 przedstawiono wyniki modelowania własnoci dynamicznych 
czujników za pomoc sieci MLP dla danych testowych.  
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Rys. 3. Modelowanie własnoci dynamicznych czujników za pomoc sieci 
dwuwarstwowych typu MLP; linia przerywana – sygnał wymuszajcy u(t), linia cigła – 
sygnał na wyjciu czujnika y(t), linia kropkowana – sygnał na wyjciu sieci ysim(t):  
a) czujnik TOPC 4, sie (5-20-1); b) czujnik TOPI 6 sie (3-4-1) [6] 
 
Przebiegi sygnałów na wyjciu sieci prawie idealnie pokrywaj si z 
sygnałami na wyjciu czujników, co potwierdza dobre własnoci generalizacyjne 
sieci. Wyniki zamieszczone w tabeli 1 i na rysunku 3 potwierdziły, i 
zaprojektowane sieci typu FFN MLP pozwalaj na modelowanie własnoci 
dynamicznych badanych czujników z du dokładnoci w całym zakresie 
temperatur, w którym przeprowadzone zostały eksperymenty identyfikacji, tzn. 
(0-100 oC). 
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3. ROZMYTE MODELOWANIE WŁASNOCI DYNAMICZNYCH 
    REZYSTANCYJNYCH PIECÓW KOMOROWYCH  
     
W projektowaniu układów regulacji temperatury wielu typów obiektów 
elektrotermicznych, w tym rezystancyjnych pieców komorowych,  najczciej 
wykorzystuje si uniwersalne modele parametryczne, wród których wan 
pozycj zajmuje model inercyjny I-go rzdu z czasem opónienia, wyraony 
transmitancj: 
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gdzie: ϑ(s), P(s) – transformaty temperatury i mocy grzejnej, 
K, N, L – wzmocnienie, stała czasowa i opónienie obiektu. 
 
Model (3) jest uproszczonym opisem zjawisk zachodzcych w rzeczywistym 
obiekcie, który w istocie jest nieliniowym układem o parametrach rozłoonych, 
co wymagałoby stosowania nieliniowych równa róniczkowych czstkowych 
[7]. Niekiedy uproszczenia te prowadz do znacznych rozbienoci 
rzeczywistych przebiegów temperatury w porównaniu z przebiegami 
wynikajcymi z tego modelu [8, 9], co sugerowało by stosowanie modeli 
wyszych rzdów. Zalet jednak modelu (3) jest - oprócz prostoty - łatwa 
interpretacja wystpujcych w jego opisie parametrów [10]. Wykorzystanie 
technik inteligencji obliczeniowej otwiera moliwo dokładniejszego 
modelowania własnoci obiektów elektrotermicznych za pomoc prostych 
strukturalnie modeli parametrycznych typu (3), co stanowi rozsdny kompromis 
pomidzy złoonoci i adekwatnoci opisu. 
W odniesieniu do analizowanej klasy obiektów elektrotermicznych - 
rezystancyjnych pieców komorowych - funkcjonuj w praktyce opisowe pojcia 
„stałej czasowej pocztkowej” oraz „stałej czasowej nasycenia” [10], które s 
intuicyjnie kojarzone ze zmiennym stopniem nasycenia cieplnego elementów 
konstrukcyjnych obiektów. Trzeba jednak zauway, e rozrónienie tak 
okrelonych dwóch stałych czasowych ma charakter nieostry, co sugeruje 
moliwo wykorzystania teorii zbiorów rozmytych i logiki rozmytej w 
rozwizaniu postawionego problemu [11, 12]. Dziki takiemu podejciu mona 
bowiem w jednej strukturze modelu uwzgldni dwa człony inercyjne I-go rzdu 
o rónych stałych czasowych: „pocztkowej” i „nasycenia”, tak aby przejcie od 
jednego modelu do drugiego miało charakter płynny - zalenie od stopnia 
nasycenia cieplnego warstw izolacyjnych.  
Warto zauway, e głównym ródłem opónienia czasowego L jest czujnik 
temperatury [10], tak wic analizujc zjawiska zachodzce w wymurowaniu 
Metody sztucznej inteligencji w modelowaniu i identyfikacji …                      263 
pieca mona załoy bezinercyjno czujnika, co upowania przyjcie w 
rozwaaniach L=0. 
Rozmyt ocen stanu cieplnego obiektu mona wyrazi analizujc szybko 
zmian jego temperatury dϑ w trakcie odpowiedzi skokowej. Wiadomo bowiem, 
e stan bliski nasyceniu charakteryzuje si małymi zmianami temperatury, 
podczas gdy w stanach dynamicznych - kiedy obiekt jest w stanie cieplnym 
nienasyconym - temperatura ulega znacznym zmianom. Dla rozrónienia tych 
dwóch stanów naley wic w przestrzeni zmian temperatury dϑ zdefiniowa 
zbiory rozmyte np. Mała i Dua (rys.4).  
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Rys. 4. Zbiory rozmyte Mała i Dua w przestrzeni zmian temperatury dϑ 
 
Realizacja rozmytego modelu obiektu cieplnego sprowadza si do 
implementacji systemu Takagi-Sugeno-Kanga (TSK) (np. [13]) 
uwzgldniajcego dwie wartoci stałej czasowej: pocztkow Np  i nasycenia Nn, 
co wykorzystujc dyskretn form odpowiedzi obiektu mona wyrazi jako: 
 
JEELI dϑ  jest Dua TO  pkk w θϑ =  
JEELI dϑ  jest Mała TO  nkk w θϑ =  
 
 
 
 
Mała Dua 

µ(dϑ) 
dϑ a b 
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przy czym: 
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Przyjmujc typowe sposoby realizacji poszczególnych operacji logicznych w 
strukturze (4) (np. [13]) mona wyrazi ostateczn posta modelu rozmytego: 
 
 
[ ]nkMalapkDuukk ddw θϑµθϑµϑ ⋅+⋅= )()(
 (5) 
 
Estymacja parametrów równania (5) metod najmniejszej sumy kwadratów 
wymaga rozwizania nastpujcego problemu: 
 
 { } [ ]( )2
1
)()(minarg,,, 
=
⋅+⋅−=
n
k
nkMalapkDuukknp ddwNNba θϑµθϑµϑ  (6) 
 
W celu weryfikacji zaproponowanego rozwizania porównano przebieg 
odpowiedzi skokowej uzyskany dla modelu ciany pieca uwzgldniajcego 
rozłoony charakter parametrów oraz modelu rozmytego (rys.5). Parametry 
modelu rozmytego wyznaczono zgodnie z (6).  
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Rys. 5. Odpowied skokowa modelu o parametrach rozłoonych (linia przerywana) 
i modelu rozmytego (linia cigła) 
 
Jak wida „rozmyte połczenie” dwóch członów inercyjnych I rzdu 
umoliwia dobre odwzorowanie własnoci dynamicznych pieca zarówno w 
pocztkowej fazie odpowiedzi, jak te w stanie nasycenia cieplnego izolacji. 
Jednoczenie zaproponowany model zachowuje prostot elementów składowych 
oraz łatw interpretowalno parametrów. 
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4. PODSUMOWANIE 
 
W artykule przedstawiono wybrane sposoby wykorzystania metod 
inteligencji obliczeniowej dla potrzeb modelowania urzdze elektrotermicznych 
i czujników temperatury. W szczególnoci omówiono zastosowanie SSN do 
modelowania i identyfikacji własnoci dynamicznych elektrycznych czujników 
termometrycznych. W szerokim zakresie temperatur klasyczne modele liniowe 
czujników s niewystarczajce, a SSN umoliwiaj modelowanie nieliniowych 
własnoci dynamicznych czujników i s dla nich korzystniejsz alternatyw. 
Przedstawiono take wykorzystanie logiki rozmytej w modelowaniu 
rezystancyjnego pieca komorowego, który w rzeczywistoci jest nieliniowym 
obiektem o parametrach rozłoonych. Rozmyte podejcie do modelowania tego 
typu obiektów pozwala uzyska model posiadajcy zdolno elastycznego 
dopasowania si do fazy pracy urzdzenia elektrotermicznego. 
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METODY SZTUCZNEJ INTELIGENCJI 
W MODELOWANIU I IDENTYFIKACJI  
OBIEKTÓW ELEKTROTERMICZNYCH 
                                    . 
Streszczenie 
 
W pracy przedstawiono zastosowanie metod sztucznej inteligencji do 
modelowania i identyfikacji wybranych obiektów elektrotermicznych. 
Zastosowano sztuczne sieci neuronowe do modelowania i identyfikacji 
nieliniowych własnoci dynamicznych dwóch typów rezystancyjnych czujników 
Pt 100 w osłonie umieszczonych w oleju silikonowym. Stosowano 
dwuwarstwowe sieci perceptronowe oraz sieci rekurencyjne. Zaproponowano 
take rozmyte podejcie do modelowania wybranej klasy obiektów cieplnych – 
rezystancyjnych pieców komorowych. W szczególnoci uwzgldniono rozłoony 
charakter parametrów tego typu obiektów i zaproponowano rozwizanie, które 
umoliwia uwzgldnienie w modelu zmian parametrów dynamicznych obiektu 
wynikajcych ze zmian stopnia nasycenia cieplnego warstw izolacyjnych. 
Rozwaania teoretyczne zweryfikowano na drodze symulacyjnej i 
eksperymentalnej, dowodzc skutecznoci proponowanych metod dla 
rozwaanych klas obiektów, a ogólno przeprowadzonej analizy wskazuje na 
moliwo rozszerzenia zakresu zastosowa. 
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