We develop four simulation-based algorithms for finite-horizon Markov decision processes. Two of these algorithms are developed for finite state and compact action spaces while the other two are for finite state and finite action spaces. Of the former two, one algorithm uses a linear parameterization for the policy, resulting in reduced memory complexity. Convergence analysis is briefly sketched and illustrative numerical experiments with the four algorithms are shown for a problem of flow control in communication networks.
Introduction
Markov decision processes (MDPs) are a general framework for solving stochastic control problems [1, 2] . Value iteration and policy iteration are two of the classical approaches for solving the Bellman equation for optimality. While value iteration proceeds by recursively iterating over value function estimates starting from a given such estimate, policy iteration functions by iterating over policies and involves updates in two nested loops. The inner loop estimates the value function for a given policy update while the outer loop updates the policy. The former estimates are obtained as solutions to linear systems of equations that are most often solved using value iteration type recursions (particularly when the numbers of states and actions are large).
In the above classical approaches, however, one requires complete knowledge of the system model via transition probabilities. This information is usually unavailable in the case of most real-life systems. Moreover, the computational requirements for solving the Bellman equation typically become prohibitive in the presence of large state spaces (the curse of dimensionality). Motivated by these considerations, research on simulation-based methods that largely go under the rubric of reinforcement learning [3] or neuro-dynamic programming [4, 5] has gathered momentum in recent times.
The main idea behind these schemes is to simulate transitions instead of directly computing transition probabilities that may be hard to obtain and, in scenarios where the numbers of states and actions are large, use parametric representations of the cost-to-go function and/or policies. Most reinforcement learning schemes are based on value iteration or policy iteration. For instance, temporal difference learning [4, 6] and Q-learning [4, 7] algorithms are based on the value iteration method. Similarly, actorcritic algorithms that involve both cost-to-go and policy parameterizations [8] [9] [10] [11] are based on the policy iteration method.
The inner loop of the policy iteration algorithm for any given policy update may typically take a long time to converge, particularly when the numbers of states and actions are large. An actor-critic algorithm based on twotimescale stochastic approximation was proposed [9] . The algorithm proceeds using two coupled recursions driven by different step-size schedules or timescales. The policy evaluation step of policy iteration is performed on the faster timescale while the policy improvement step is carried out along the slower one. Thus, one need not wait for convergence of the inner-loop procedure before an outerloop update as with regular policy iteration. Instead, both recursions are executed in tandem, one after the other, and the optimal policy-value function pair is obtained upon convergence of the algorithm.
The technique of two-timescale stochastic approximation is further used [10] , where parameterizations of both value function and policy are considered. A temporal difference type update is performed along the faster timescale while gradient search is performed on the slower one. Most reinforcement learning based algorithms in the literature have been developed for the case of finite state and finite action sets. An actor-critic, two-timescale algorithm has been proposed for finite state and compact (nondiscrete) action sets [11] . The algorithm performs updates in the space of stationary deterministic and not randomized policies as with algorithms for finite action sets. The faster timescale recursion is similar to the corresponding recursion in [9] except that an additional averaging over L epochs (for some fixed L 1 1) is proposed for enhanced convergence behavior [11] . Also, on the slower timescale, a gradient search using simultaneous perturbation stochastic approximation (SPSA) gradient estimates [12] is performed and convergence to a locally optimal policy is shown.
SPSA has been used in a wide range of settings in applications involving parameter optimization, and is found to be computationally efficient. Using SPSA, only two measurements of the loss function are required at each update epoch for parameters of any dimension, by simultaneously perturbing randomly all parameter components. A one-measurement form of SPSA has also been proposed [13] . This, however, is not seen to show good performance because of certain 'additional' bias terms in the gradient estimate therein that contribute significantly to the (gradient) estimation error.
It was observed [14] in a setting of simulation-based parameter optimization that the use of certain deterministic perturbation sequences improves performance significantly in the case of one-measurement SPSA. The idea is to identify a 'base' matrix of perturbation vectors whose columns satisfy the desired properties associated with the perturbation sequences. This matrix is in fact obtained from a normalized Hadamard matrix and typically has a small dimension. The perturbation vectors for the gradient estimates are then obtained by cycling through the rows of this base matrix.
Reinforcement learning algorithms have generally been developed and studied in the infinite-horizon MDP framework [3] [4] [5] under the discounted cost or the longrun average cost criteria. For instance, TD learning, Qlearning and actor-critic algorithms have been developed in the infinite-horizon framework i.e. when the number of stages over which decisions are made is infinite. However, in most real-life scenarios, finite-horizon decision problems (i.e. those with a finite number of stages) assume serious significance. For instance, in the design of a manufacturing fab, one requires planning over a finite decision horizon [15, 16] . In communication or vehicular networks, flow and congestion control problems should realistically be studied only as finite-horizon decision-making problems, since the amount of time required in clearing congestion and restoring normal traffic flows in the network is of prime interest.
Unlike infinite-horizon problems, the optimal policies in finite-horizon problems may in general depend on time and thus need not be stationary. In scenarios where model information (i.e. transition probabilities of the system) is not known, the dynamic programming algorithm cannot be directly used to obtain optimal policies. Moreover, the amount of computational effort increases significantly when the number of stages and the numbers of states and admissible actions in each state become large. Reinforcement learning could be applied in such scenarios.
Most of the work on developing computationally efficient algorithms for finite-horizon problems, however, assumes that model information is known. For instance, the problem of solving a finite-horizon MDP under partial observations is formulated as a nonlinear programming problem [17] and a gradient search based solution methodology is developed. For a similar problem, a solution procedure based on genetic algorithms and mixed integer programming is presented [18] . A hierarchical structure using state aggregation is proposed for solving finitehorizon problems [19] .
We develop two-timescale simulation-based actorcritic algorithms for finding optimal policies in finitehorizon MDPs (F-H MDPs). We assume that information on transition probabilities (or model) of the system is not known, however, transitions can be simulated. We consider two different settings: finite state and compact (nondiscrete) action sets and also finite state and finite action sets. Three variants of the Q-learning algorithm for the finite-horizon problem are developed [20] assuming lack of model information. However, the F-H MDP problem is embedded as an infinite-horizon MDP either by adding an absorbing state at the terminal stage (or the end of horizon) or a modified MDP is obtained by restarting the process by selecting one of the states at the initial (first) stage of the MDP according to the uniform distribution, once the terminal stage is hit.
Our approach is fundamentally different from that of [20] . In particular, we do not embed the F-H MDP into an infinite horizon. The solution procedure that one obtains using the approach in [20] is at best only approximate, whereas our solution procedure does not involve such approximations.
The second algorithm that we propose produces an optimum subject to the constraints of linear parameterization of the policy. The duration T of the decision horizon remains fixed in our case. With the exception of the second algorithm that we propose, the aim at each stage i, i 2 02 12 3 3 3 2 T 3 1 is to find the optimal decision rule by taking into account the single-stage costs and the cost-togo from the subsequent stage. Assuming that the action in each (state, stage) pair is a scalar and that S is the state space over all stages i, our algorithms update all components of the 4S4 5 T -size policy vector 4, or a proxy thereof, at each update step. We show that our algorithms converge in the limit to the optimal T -stage finite-horizon policy.
The faster timescale recursions in our algorithms are designed to solve the system of T linear equations for a given policy, as given by the dynamic programming algorithm, while the slower timescale recursions perform gradient search in the space of policies. We will have occasion to use two variants of SPSA: the classical twosimulation form [12] and the one-simulation version that uses Hadamard matrix based perturbations [14] .
Both the proposed algorithms for MDPs with compact action sets perform a search in the space of deterministic policies. Of these, the second algorithm addresses the key concern that the size of both the policy and cost-to-go table require a storage of size at least 4S4 5 T . This is an overhead compared to infinite-horizon MDPs where only size 4S4 tables are needed, indicating that the memory requirements in F-H MDPs assume severity if T is large. In turn, the second algorithm has a computational complexity proportional to the decision horizon T . A lack of stationary distributions in F-H MDPs also manifests itself in the absence of interpretable bounds on the cost-to-go approximation -a distinguishing feature of the previous cost-to-go approximation work [6, 21] . Among applications of F-H MDPs with an emphasis on cost-to-go approximation are problems in Online Mechanism Design [22, 23] . In a spirit similar to [6] and related work, the second algorithm uses feature vectors 5 r 6i72 6i 7 S and 0 8 r 8 T 3 1 where 5 r 6i7 7 1 K 2 K 9 4S4. Accordingly, this algorithm searches in a subset of the space of deterministic policies, namely policies whose rth stage actions lie in the span of the feature vector matrix 8 r 265 r 6i72 1 8 i 8 4S47
T . Further, one of the algorithms for MDPs with finite action sets performs a search in the space of randomized policies while the other does so in the space of deterministic policies. We provide a convergence analysis for the algorithms of compact action sets and briefly identify the changes in analysis required for the other two algorithms.
Application of Finite-Horizon MDPs
Problems of control in communication networks, such as those of routing, resource allocation, admission control, flow and congestion control, are most naturally studied in the framework of MDPs. Further, many of these problems such as flow and congestion control can be realistically studied in a finite-horizon MDP framework since any user typically holds the network for only a finite time duration. It is imperative, from the user's perspective, to develop control strategies for the duration of time that the user is active in the network. High priority applications also place a premium on the time needed to control congestion, while at the same time requiring enough bandwidth. Such issues cannot be realistically captured while modeling using an infinite-horizon time-stationary framework.
As an example, in frame-relay networks, Generic Traffic Shaping (GTS) modules use closed-loop control, with control packets indicating the rate of ingress to the source. If we consider this control-packet data as the action chosen by the router, the queue dynamics can be modeled as an MDP. There even exists one such proprietary scheme for ATM networks, termed Cisco ForeSight (CFS) [24] 1 our choice of the queue sampling period T 2 5 s is drawn from CFS.
We mention two specific cases where finite-horizon traffic shaping by GTS modules is of interest.
The token-bucket protocol implemented by a source permits a burst stream. However, this is a finite-time phenomenon, as the tokens will be replaced at the next (source) epoch. However, there is a possibility that such a burst will swamp the router queue. A router's GTS module could control this behavior of a source, by knowing typical token-bucket replenish times.
Although on a slower time-scale than the above burst-stream scenario, the time localized behavior of guaranteed-service CBR (constant bit-rate) traffic in ATM networks also suggests finitehorizon control. Here, ABR (available bit rate) traffic can make best use of the network's lowtraffic periods (e.g. traffic outside of business hours, say 18:00-09:00) via a suitable finite-horizon GTS module at the router.
For our numerical experiments, we consider the problem of flow and congestion control in communication networks. We consider a continuous time queueing model involving a single bottleneck node that is fed with two arrival streams: an uncontrolled (fixed rate) Poisson stream and a controlled Poisson process with a time-varying rate that is a function of the state of the system. Such a model has also been studied in the simulation optimization framework [25] and the infinite-horizon discountedcost MDP framework [11] .
A continuous-time queueing model of flow control is important in the case of communication networks such as the internet and ATM networks where packet arrivals and departures to and from routers and/or sources can take place at any real-time instant i.e. in continuous time. In the case of the transmission control protocol (TCP) based flow control in the internet, the sources using the additive increase multiplicative decrease (AIMD) algorithm for flow control update their window sizes once after each round-trip time (RTT). Likewise in the case of ABR flow control in ATM networks, the routers or switches periodically transmit rate feedback information to the sources, which the latter uses to adjust the rates at which they transmit packets.
These network settings are thus natural candidates for studying flow control using MDPs. Here the duration of a stage (time interval between successive decision epochs) may correspond to an RTT in the case of the internet and to the time duration between successive rate feedbacks in the case of ATM networks. Finite-horizon dynamic programming tasks also form natural subproblems in certain kinds of MDPs, e.g. §2 of [16] illustrates the same by using models from semiconductor fabrication and communication networks where the upper level MDP has an infinite horizon and each transition spawns a finite-horizon MDP at a lower level.
The rest of the paper is organized as follows. Section 2 provides the framework and algorithms. In Section 3, convergence analysis for the algorithms is sketched. Section 4 describes the numerical experiments. Finally, Section 5 provides the concluding remarks.
Framework and Algorithms
Consider an MDP X r 2 r 2 02 12 3 3 3 2 T with decision horizon T 9 . Let Z r 2 r 2 02 12 3 3 3 2 T 3 1 be the associated control valued process. Decisions are made at instants r 2 02 12 3 3 3 2 T 3 1, and the process terminates at instant T . Let state space at stage r be S r 2 r 2 02 12 3 3 3 2 T and let the control space at stage r be C r 2 r 2 02 12 3 3 3 2 T 3 1. Note that S T is the set of terminating states of this process. Thus we consider a general scenario wherein the sets of states and actions may vary from one stage to another. Let U r 6i r 7 C r 2 r 2 02 12 3 3 3 2 T 3 1, be the set of all feasible controls in state i r , in stage r. Let p r 6i2 a2 j72 i 7 S r 2 a 7 U r 6i72 j 7 S r1 2 r 2 02 12 3 3 3 2 T 3 1 denote the transition probabilities associated with this MDP. The transition dynamics of the process X r depends on Z r and is governed according to
where r 2 02 12 3 3 3 2 T 3 1, for all i 0 2 i 1 2 3 3 3 2 i T 2 a 0 2 a 1 2 3 3 3 2 a T 31 , in appropriate sets.
We define an admissible policy 4 as a set of T functions 4 2 0 2 1 2 3 3 3 2 T 31 with r : S r 3 C r such that r 6i7 7 U r 6i7, 6i 7 S r 2 r 2 02 12 3 3 3 2 T 3 1. Thus at (a given) instant r with the system in state i, the controller under policy 4 selects the action r 6i7.
Let g r 6i2 a2 j7 denote the single-stage cost at instant r when state is i 7 S r , the action chosen is a 7 U r 6i7 and the subsequent next state is j 7 S r1 for r 2 02 12 3 3 3 2 T 3 1. Also, let g T 6k7 denote the terminal cost at instant T when the terminating state is k 7 S T . The aim here is to find an admissible policy 4 2 0 2 1 2 3 3 3 2 T 31 that minimizes for all i 7 S 0 ,
The expectation above is over the joint distribution of X 1 2 X 2 2 3 3 3 2 X T . The dynamic programming algorithm for this problem is now given as follows [2] . For all
and for all i 7 S r , r 2 02 12 3 3 3 2 T 3 1, 
Overview and Motivation
Note that by using dynamic programming, the original problem of minimizing, over all admissible policies 4, the T -stage cost-to-go V i 0 64 7, 6i 7 S 0 (Equation (1)) is broken down into T coupled minimization problems given by Equations (2) and (3). Each problem is defined over the corresponding feasible set of actions for each state. Here,'coupled' means that the solution to the rth problem depends on that of the 6r 17st problem, for 0 8 r 9 T .
In general, any solution procedure based on directly solving the dynamic programming equations (above) would require complete knowledge of the transition probabilities p r 6i2 a2 j7. In this paper, we are interested in scenarios where the p r 6i2 a2 j7 are not known however, where transitions can be simulated. In other words, given that the state of the system at stage r (r 7 02 12 3 3 3 2 T 3 1) is i and action a is picked, we assume that the next state j can be obtained through simulation, even although p r 6i2 a2 j7 are not numerically known quantities. The same approach as we use in our algorithms can also be used when observations are obtained from an actual system instead of a simulated one. Simulated observations are only required if those from the actual system are not available.
We combine the theories of two-timescale stochastic approximation and SPSA to obtain simulation-based actor-critic algorithms that solve all the T coupled minimization problems (Equations (2) and (3)) under the (above) lack of model information constraint. For the case of infinite-horizon problems, two-timescale stochastic approximation algorithms are used [9] [10] [11] . As explained in Section 1, these algorithms are the simulation-based analogs of the policy iteration algorithm.
The algorithms of [9] and [11] follow the general approach of obtaining solutions to the Poisson equation for a given policy update, under lack of model information, along the faster timescale (the policy evaluation step)1 the policy itself is updated along the slower scale. The algorithm of [10] performs a temporal difference (TD) learning step along the faster scale by assuming a linear parameterized form for the value function and does a policy update along the slower scale. While the algorithms of [9] and [10] are for finite state and finite action spaces (and hence perform updates in the space of randomized policies), the algorithm presented in [11] is for the case of finite state and compact action spaces (and performs updates in the space of deterministic policies). Moreover, in [11] , SPSA based gradient estimates are used in policy updates for enhanced performance unlike [9] and [10] . Even although gradient search on the slower timescale is recommended in [10] , no specific form of the gradient estimates is proposed there.
Before we proceed further, we first motivate the use of SPSA based gradient estimates and the need for two timescales in our algorithms. Suppose we are interested in finding the minimum of a function F6 7 when F is not analytically available. However, noisy observations f 6 2 n 7, n 0 of F6 7 are available with n , n 0 being i.i.d. random variables satisfying F6 7 2 E 9 f 62 n 7 . The expectation above is taken with respect to the common distribution of n , n 0. Let 2 6 1 2 3 3 3 2 N 7 T . Also, let i 6n7, i 2 12 3 3 3 2 N , n 0 be i.i.d., Bernoulli distributed, 1-valued random variables with P6 i 6n7 2 17 2 P6 i 6n7 2 317 2 12 and let 6n7 2 6 1 6n72 3 3 3 2 N 6n77 T , n 0. Let 6n7 denote the nth update of . For a given scalar sequence n with n 0 as n , form two parameter vectors 6n7 n 6n7 and 6n7 3 n 6n7, respectively. Let n and 3 n be sequences of i.i.d. random variables, independent of each other and having a common distribution which is the same as that of n above. Then the two-measurement SPSA gradient estimate i F6 6n77 of i F6 6n77, i 2 12 3 3 3 2 N has the form [12] :
It is this form of SPSA that will be used in the parameterized actor algorithm of Section 2.3 below. Further, the one-measurement SPSA gradient estimate [13] has the form of Equation (5) . Note that only one measurement (corresponding to 6n7 n 6n7) is required here:
where i 2 12 3 3 3 2 N . The analysis of SPSA works under much more general conditions on the distribution of i 6n7 [12, 13] . Note that unlike SPSA estimates, KieferWolfowitz gradient estimates require 2N (respectively 6N 17) measurements when symmetric (respectively one-sided) differences are used. Two-measurement SPSA estimates are in general found to show good performance. However, one-measurement SPSA does not perform well because of the presence of certain additional bias terms that contribute significantly to the overall bias in those estimates. Two deterministic constructions for the perturbations 6n7, n 1, were proposed [14] . One of these was based on certain normalized Hadamard matrices and was found to considerably improve performance in the case of onesimulation SPSA (over randomized sequences as above). As argued [14] , this is due to the fact that the cardinality of the space of deterministic perturbations with Hadamard matrices is less by an (exponential) order of magnitude compared to that of randomized perturbations. Hence, a dominant bias term in the expression for gradient estimates gets canceled much more often in the former case, thereby resulting in much superior performance. We now describe this construction as we use the same in three of the proposed algorithms.
Construction for Deterministic Perturbations
Let H be a normalized Hadamard matrix (a Hadamard matrix is said to be normalized if all the elements of its first row and column are 1s) of order P with P N 1. Let h6172 3 3 3 2 h6N 7 be any N columns other than the first column of H , and form a new 6P 5 N 7-dimensional matrix H which has h6172 3 3 3 2 h6N 7 as its columns. Let H 6 p7, p 2 12 3 3 3 2 P denote the P rows of H . Now set 6n7 2 H 6n mod P 17, 6n 0. The perturbations are thus generated by cycling through the rows of the matrix H . Here P is chosen as P 2 2 log 2 6N 17 . It is shown [14] that under the above choice of P, the bias in gradient estimates asymptotically vanishes. Finally, matrices H H P5P of dimension P 5 P, for P 2 2 k , are systematically constructed as follows:
for k 1 1. Using the above matrices, the space of perturbation vectors has only P 2 2 log 2 6N 17 elements as opposed to 2 N elements that would result when randomized perturbations are used.
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Note that the Bellman equation for the infinite-horizon problem involves 4S4 minimizations, where 4S4 is the cardinality of S. On the other hand, the Bellman equation (Equations (2) and (3)) in the finite-horizon setting involves T coupled minimization problems with the r th such problem involving 4S r 4 minimizations. We view the T -stage finite-horizon policy as a vector of decision rules at each of the T stages. Our algorithms update the entire T -stage policy at each update epoch and converge to the optimal such policy as the number of updates increase. As stated previously, we develop our algorithms for the case when transition probabilities p r 6i2 a2 j7 are not known, hence Equations (2) and (3) cannot be directly solved to obtain the optimal policy.
We develop algorithms for the finite-horizon setting with finite state spaces and under two different settings for the action sets: compact and finite action sets, respectively. In the following, for simplicity and ease of exposition, we assume that the state and action spaces are fixed and do not vary with stage r. Thus S and C shall denote the state and control spaces, respectively. Further, U 6i7 shall denote the set of feasible actions in state i 7 S and is also stage invariant. We now present our algorithm for the setting of compact action sets.
Finite-Horizon Algorithm for Compact Action Sets
Consider a finite-horizon MDP X r 2 r 2 02 12 3 3 3 2 T with Z r 2 r 2 02 12 3 3 3 2 T 3 1 as its associated controlvalued process. Let action sets U 6i72 i 7 S be of the form
In general, N may depend on state i or stage r (we consider it fixed, however). We make the following assumption: Assumption(A) For all i2 j 7 S2 a 7 U 6i7, both g r 6i2 a2 j7 and p r 6i2 a2 j7 are continuously differentiable with respect to a. Also, 4g T 6i74 9 , 6i 7 S. T . Then i 6z7 denotes the projection of z onto the set U 6i7, i 7 S. Similarly, let 2 6 i 2 6i 7 S7 T . We shall use i 67 (respectively 67) as the projection operators in our algorithms, to project each action update (respectively policy update) to the feasible set of actions (respectively policies). To accommodate the non-stationarity of the policy, we add a subscript r denoting the stage and define policy updates 4 n as 6 n2r 6i7,
T . In particular, each n2r 6i7 is an N -dimensional vector whose elements are identified as 6 n2r 6i2 j72 1 8 j 8 N 7
T . Similarly, let n2r 6i7
T be the 1 N -valued perturbation vectors in the SPSA estimates that are obtained using appropriate normalized Hadamard matrices as in Section 2.1.1.
For each n 0, let X r 6n72 r 2 02 12 3 3 3 2 T , denote a simulated trajectory of the process that is governed with policy 4 n 2 6 i 6 n2r 6i7 n2r 6i77, i 7 S, r 2 02 12 3 3 3 2 T 3 17
T . Here, 1 0 (say 2 031) is a chosen constant. We iterate over n, the policies 4 n in our algorithms. Let b6n7 and c6n7 be two step-size schedules that satisfy 7
and c6n7 2 o6b6n772
respectively. Thus c6n7 goes to zero faster than b6n7 does and corresponds to the slower timescale. This is because beyond some integer N 0 (i.e. for n N 0 ), the sizes of increments in recursions that use c6n7 are uniformly the smallest, and hence result in slow but graceful convergence. Likewise, b6n7 is the faster scale. Let n2r 6i2 a7, i 7 S, a 7 U 6i7, r 2 02 12 3 3 3 2 T 3 1 be independent families of i.i.d. random variables such that n2r 6i2 a7, n 0 have the distribution p r 6i2 a2 7, r 2 02 12 3 3 3 2 T 3 1. These random variables are used to generate the simulated 'next' states in our algorithm (see also the remark below). Suppose at instant r (r 2 02 12 3 3 3 T 3 1), the system is in state i 7 S and action a 7 U 6i7 is chosen, then n2r 6i2 a7 would denote the nth sample of the state at instant 6r 17 to which the system makes a transition. For economy of notation, we shall denote the random variable nLm2r 6i2 n2r 6i77 by nLm2r .
Algorithm for Compact Action Sets (ACA)
Step 0 Remark: Note that even although the simulated 'next' states n2r 6i2 a7 in our algorithm are generated using the distribution p r 6i2 a2 7, one normally does not require an explicit computation of p r 6i2 a2 7 in order to simulate these random variables. As an example, consider a problem of congestion control over a network of P MG1 queues, for some P 1. Suppose M Poisson (traffic) sources send packets to various nodes in this network. The rates at which these sources send packets is based on the state of the system. The above decisions (on rates of the sources) are made every T instants of time.
Suppose q i 6n7 and r i 6n7, i 2 12 3 3 3 2 P respectively denote the queue length at instant nT and the residual service time of the customer in service at time nT . Then 6q 1 6n72 r 1 6n7, 3 3 3, q P 6n72 r P 6n77 is Markov for any given admissible policy. An explicit computation of transition probabilities in such scenarios can be seen to be extremely difficult. However, the 'next' state n2r 6i2 a7 can be obtained by simply simulating the above network and running it for T time instants with initial state i (e.g. i 2 6q 1 2 r 1 , 3 3 3, q P 2 r P 7) and action a (e.g. corresponding to the vector of source rates). The simulated 'next' state can then be used directly in our algorithm. If, on the other hand, one has access to real data (instead of that obtained through simulation), the same could be used to perform updates in our algorithm.
Recursions (9) , termed the 'critic', proceed on the faster timescale b6n7 (hence converge faster). In contrast, Equation (9), known as the 'actor', proceeds on the slower timescale c6n7. The critic and actor correspond to the policy evaluation and improvement steps of the policy iteration method, respectively. The additional averaging (over L iterations) in the faster timescale recursion (Equation 9) over the two-timescale averaging for given policy update 4 n is seen to improve performance.
Parameterized Algorithm for Compact Action Sets (P-ACA)
The algorithm ACA proposed a simulation-based solution that stored the cost-to-go estimates in a look-up table. The ensuing advantage was that simulation of an entire trajectory of states was not necessary, the repeated simulation of a single transition from each state being sufficient. As in the Introduction, the 4S4 5 K matrix 8 r corresponds to 65 r 6i72 6i 7 S7
T and the feature vector 5 r 6i7 for each stage-state pair r2 i is equivalent to 65 r2k 6i72 1 8 k 8 K 7
T . These features 5 r (which can be constructed based on engineering insight into the system or some metrics to grade the states) become available every time the state is encountered in the process of simulation and do not require storage. We give an example of featurization of the state space S in Section 4. Observe that the feature vectors of states change with the stage 0 8 r 8 T 3 1, demonstrating an added complication in the F-H MDP when compared to similar state-space featurization in infinitehorizon MDPs.
We approximate the gradient-estimate of the cost-togo as V . Certain key differences of P-ACA compared with ACA and algorithms currently in literature need to be outlined before the algorithm is proposed, including disadvantages of the proposed scheme.
1. The linear parameterization of the cost-to-go [6] rested on the fact that V r 64 n 7 7 1 4S4 (the stage index r is irrelevant in the treatment of [6] ). The compact action set assumption, where U 6i7 is a subset of 1, 6i 7 S and the projection operator help us in a similar parameterization of the 'actor' n2r .
2. In the proposed algorithm, the 'critic' used is an estimate of the gradient of the cost-to-go at policy iterate 4 n . A parsimonious representation of this gradient vector is achieved using projection with operator 8 r . This, as Theorem 2 later shows, is central to showing convergence w.p. 1 to a constrained optimum.
3. Observe that the 'critic' has the same linear parameterization as the policy 4 n , i.e. both belong to the span of 8 r . However, an estimate of the policygradient has no obvious interpretation for the operator of the system who selects the featurization. Thus one can featurize from the policy point of view and avoid linking two parameterizations as required in the schemes of [26] or [10] . Our scheme is therefore an actor-critic implementation with a parameterized actor. (3)) presents problems, unlike in ACA (Equation 9) previously.
5. The 'Monte-Carlo' nature of the policy evaluation recursion (requiring a simulated trajectory until horizon T is reached) is partly due to this inability to use the Poisson equation. Such simulation is not in itself rare, since use of a finite length simulated trajectory until a designated state i is hit is proposed in the algorithm [27] . Note also that the setting of F-H MDPs has no randomness associated with trajectory lengths, which are 6T 3r7 for the r th stage, 0 8 r 9 T . In comparison to ACA, however, a length 6T 3 r 7 trajectory is generated instead of a single transition, resulting in O6T 2 7 computation time for every policy update. This is in contrast to O6T 7 for the ACA algorithm.
6. In a policy gradient algorithm, cost-to-go estimates V r 64 n 7 are not mandatory1 an estimate of the policy gradient V r 64 n 7 suffices. This does not hold for the value iteration approach to finding the optimal policy, however, which we do not consider here. 7. In model-free algorithms, due to the availability of a computer simulation of the system, one has the liberty to simulate a 6T 3r 7 length trajectory from any (state, stage) pair 6X r 2 i 7 S2 r7 even although it is the total cost-to-go that is to be minimized. We use this to good effect in the proposed algorithm, and this assumption is also implicit in the ACA algorithm.
8. Due to the compact action setting, we do not need a likelihood ratio term in the estimation, unlike the term L u 6i2 7 [27] . Similarly, neither is the gradient of reward term g r 6X r 2 r 6X r 72 X r1 7 needed. This concession is of utility in systems where onestep transition costs g r 6X r 2 r 6X r 72 X r1 7 have the destination state X r1 as an argument. The cost function considered in Section 4 is an example of the above.
We 7 . The state i is chosen uniformly from the state-space S and measures system performance at these two policies. While n is a perturbation parameter that diminishes to zero in order that the bias with respect to the true policy gradient at 4 n vanishes as n [12] , nLm2r is such that nLm2r 2 1 with probability 035 each.
The evaluation of 8 r V r 64 n 7 is undertaken in a manner resembling the LSTD(0) algorithm [28] 
seen as having converged to the respective constrained optimum r due to the relation between the step-sizes c k2 r that update these iterates.
We call the accumulated cost in such a trajectory G and observe that since the starting state i is chosen uniformly from S, 4S45 r 6i7 i V i r 64 n 7 is a vector whose mean is 8
31 is assumed to be pre-stored but can also be estimated using an averaging of the K 5 K matrix iterates 5 r 6i75 T r 6i7. Analogously, the simulation to compute G 3 is performed. As seen in similar examples in the two-timescale literature [11, 29] , the averaging of the 'critic' iterates 4S45 r 6i7 i V r 64 n 7 occurs on a faster timescale a n than the scale c n2r used to update the 'actor' n2r . This relationship results in the actor recursion viewing the critic recursion as having converged to 8 T r V r 64 n 7 at each update n. The number of policy updates M for which the algorithm below is run is typically decided using some convergence criteria, making M the policy parameter output of the algorithm.
The T 2 step-sizes c n2r , b n and n are only required to fulfill these conditions: 
} } Observe that unlike ACA, the policy 4 n 2 6 n2r 2 0 8 r 8 T 3 17 is not indexed with the state i chosen as the start-state for the length T 3 r trajectory. Similarly, the perturbation nLm2r generated is not stored in any array. It is possible that a state j may be chosen twice, at indices m 1 and m 2 , from S and have varied perturbations nLm 1 2r and nLm 2 2r . This phenomenon does not affect the convergence of the algorithm. Also unlike ACA, we require two simulations represented by the random variables nLm2r 62 7 and 3 nLm2r 62 7. The rationale behind using the two-simulation SPSA in P-ACA above as opposed to one-simulation SPSA in ACA has to do with the size of the look-up table V nLm2r 67 in Step 1 of ACA. This table would be double the size if the two-simulation SPSA was used. In contrast, such a problem does not arise in P-ACA and we can choose to use the smaller variance twosimulation SPSA method. Next, we present two analogs of this algorithm for the case when action sets are finite.
Finite-Horizon Algorithms for Finite Action Sets
The set U 6i7 of feasible actions in state i is now assumed finite. For simplicity in notation and ease of exposition, we assume that each set U 6i7 has exactly 6q 17 elements u6i2 072 3 3 3 2 u6i2 q7 that, however, may depend on state i. We make the following assumption on costs.
Assumption (B)
The cost functions g r 6i2 a2 j72 i2 j 7 S, a 7 U 6i7, are bounded for all r 2 02 12 3 3 3 2 T 31. Further, g T 6i7 is bounded for all i 7 S. 
Deterministic Policy Update Algorithm for Finite Action Sets (DPAFA)
Assume all elements of U 6i7 lie in 1 N and are placed such that the closed convex hull of these points is a compact set of the form N j21 9 a i j 2 b i j , as before. The algorithm is then the same as the above algorithm (ACA) for compact action sets except for the following difference. Note that the action n2r 6i7 prescribed in any state i using this algorithm need not be admissible. Hence we project this 'perturbed' action n2r 6i7 as prescribed by ACA onto the discrete set U 6i7 (see above) to obtain admissible perturbed actions which are then used when the system is in state i. If two or more actions in U 6i7 are equidistant to n2r 6i7, we arbitrarily choose one of them.
Randomized Policy Update Algorithm for Finite Action Sets (RPAFA)
Here we work with randomized policies instead of deterministic ones as in the previous two cases. Let 
Convergence Analysis
We first present briefly the convergence analysis of our algorithm for the compact action setting and then point out the changes in analysis required for the algorithms in the finite action case. Our convergence results are asymptotic in nature. In particular, our main convergence results show that our algorithms converge asymptotically to one of the optimal policies. It would be desirable to obtain rate of convergence results using our algorithms. In [30] , certain rate of convergence results for two-timescale stochastic approximation algorithms are presented in the case when the objective is a linear function. It appears difficult, however, to obtain rate of convergence results for the case when the objective is in fact a general gradient function (as we have). Nevertheless, we observe good numerical performance using our algorithms on a setting involving flow and congestion control in communication networks. The same needs to be tried on more difficult real-life scenarios.
Convergence Analysis for Compact Action Setting
The analysis proceeds using the standard ordinary differential equation (ODE) approach for stochastic approximation algorithms [31, 32] . Conditions (6) and (7) on the step-sizes are crucially used here. Suitable martingale difference sequences representing the noise and error terms are formed in the recursion updates and are seen to converge as a consequence of the second condition in Equation (6) . The first condition in Equation (6) is required to perform a suitable time-scaling of the iterates. Continuously interpolated trajectories of the iterates are then shown to track the trajectories of a corresponding ODE along the same timescale. As a consequence of Equation (7), the two-timescale algorithm in fact tracks the trajectories of a singular ODE. We show the analysis under Assumption (A 
Similarly, sup i7S 4g T 6i74 2K T 9 . Now note that sup i7S2n0 4V n2T 6i74 2 K T 9 . Note that by Equation (6), b6n7 0 as n . Also, b6n7 1 02 6n 0. Thus $n 0 such that 6n n 0 2 b6n7 7 602 1]. From Equation (9) and the above for n n 0 , we have
for r 2 02 12 3 3 3 2 T 3 1. Now for r 2 T 3 1, for n n 0 , the RHS of Equation (14) can be seen to be a convex combination of 4V n2T 31 6i74 and a quantity uniformly bounded with probability one by K K T . Since 4V 02T 31 6i74 9 2 6i 7 S, it follows that sup i7S2n0 4V n2T 31 6i74 9 . The above argument can now be repeated successively for t 2 T 3 22 T 3 32 3 3 3 2 0. Hence the iterates (9) remain uniformly bounded with probability one.
1
For an action a 7 U 6i7 consider the operator: 
with V i T 6t7 2 g T 6i72 6i 7 S2 t 0. Note that Equation (15) corresponds to a fixed policy 4 that is independent of t. Hence, in place of Equation (16) The operators i 67 are required to force the evolution of the corresponding ODE (below) within the feasible set of actions U 6i71 see pp. 191 of [31] (19) . Also, given 1 0, let K 2 4 4 $4 0 7 K such that '4 34 0 ' 9 be the set of all policies that are within a distance from K . Let t 6n7 be defined as t 607 2 02 t 6n7 2 2 n31 j20 b6 j72 n 1. In what follows, we obtain a continuous time process from the iterates of the algorithm using t 6n7. The resulting process is shown below to asymptotically track the trajectories of the associated ODE. Now consider functions r 6t7 2 6 i r 6t72 i 7 S7 T 2 r 2 02 12 3 3 3 2 T 31, defined by i r 6t 6n77 2 V n2r 6i7 with the maps t V i r 6t7 being continuous linear interpolations on [t 6n72 t 6n 17] 2 n 0. Given a constant T 1 0, define T 0 2 0 and T n 2 mint 6m74t 6m7 T n31 T 2 n 1. Let I n denote the interval I n 2 9 T n 2 T n1 . Suppose m n 1 0 is such that T n 2 t 6m n 7. Consider also functions i n2r 6t72 t 7 I n 2 n 0, defined as 
By Lemma 1, the third term on the RHS of the above equation (within the integral) can be seen to be of order O6 b6n7 2 7. Also, the last term on the RHS above is O617 because of Lemma 2. Further,
n2r 6s77ds3 (22) From Equations (21) and (22), an application of Gronwall's inequality gives
with probability one. Now note that the first iteration Equation (9) of the algorithm can be rewritten as
where 6n7 2 O617 since c6n7 2 O6 b6n77. From Equations (23) and (24), the algorithm ACA can be seen to asymptotically track the trajectories of the ODE Equations (15) and (16) along the faster timescale t 6n7. From Theorem 1 of [34] , one obtains the following Lemma.
Lemma 3
n2r 6i72 V r1 6 46n7774 2 0 with probability one.
Finally, we have the following theorem. T , i.e. the perturbed policy lies within the feasible region. From Lemma 3 and the Poisson equation for finite-horizon MDPs Equation (18) , the recursion Equation (9) of the algorithm can be seen to be asymptotically analogous to the recursion n12r 6i7
Now performing a Taylor series expansion of V i r 6 4 n 7 around 4 n , one can show (using Theorem 2.5 and Corollary 2.6 of [14] ) that Equation (25) 
Constructing t 6n7 using c6n7 (instead of b6n7 as done to motivate Lemma 3), and letting 0 and M , Equation (26) can be seen to be a discretization of the ODE Equation (19) . For 4 n on the boundary of
i7S U r 6i7, either 4 n 2 6 n2r 6i7 n2r 6i72 i 7 S2 r 2 02 12 3 3 3 2 T 3 17
T for sufficiently small as before (in which case the above continues to hold) or else there exists an r 0 7 02 12 3 3 3 2 T 3 1 and a state i 7 S and j 7 12 22 3 3 3 2 N such that i j 6 n2r 0 6i2 j7 n2r 0 6i2 j77 2 n2r 0 6i2 j7. The algorithm can be seen to converge to a fixed point even if it lies on the boundary of the feasible region. Note however that there could be spurious fixed points on the boundary to which the algorithm may converge as with any projection based scheme (pp. 79 of [32] ). However, in our algorithm, since n2r 0 6i2 j7 changes sign within a (small) finite number of steps, the unprojected perturbed policy update will lie within the feasible region and the algorithm will restart (giving a new policy) after hitting the boundary of the region, until convergence is achieved. Now observe that 
Convergence Analysis for P-ACA
The result below shows that, for a given stage r , the iterates in Equation (11) converge to a constrained optimum r 7 span68 r 7, discounting the possibility of spurious minima on the boundary of the feasible action set U . We adapt the algorithm in Section 5.1.5 of [31] which treats constrained function minimization using the well known Keifer-Wolfowitz algorithm. Proof: We reproduce the algorithm in Section 5.1.5 of [31] for clarity and explain the terms:
where X n 7 1 r is the iterate and D f 6X n 2 c n 7 is a finite difference approximation to x f 6X n 7, the gradient at X n of objective function f : 1 r 1. The bias in such an estimate is represented by n whilst n is noise with certain conditions. Assumptions A5.1.1-A5.1.6 of [31] cover these.
The constraint set is denoted as x : 56x7 2 0 7 1 s 2 x 7 1 r where 56x7 65 1 6x72 5 2 6x72 3 3 3 2 5 s 6x77
T . Note that the 5 above are not to be confused with feature vectors 5 r that we use. Further, 86X n 7 is a matrix such that
(making 8 T 6X n 7 an r 5 s matrix). The matrix 46X n 7 in Equation (27) is obtained from projection 6I 3 46X n 77 to the span of the columns of 8 T 6X n 7, while k is an arbitrary but fixed positive number.
We shall use the SPSA gradient estimate V n2r
n2r in place of D f 6X n 2 c n 7 in Equation (27) . This is justified since replacing c n with n and using Lemma 1 of [12] results in A5.1.11 of [31] being satisfied. We now rewrite Equation (27) replacing iterates X n with n2r as follows n12r :2 n2r 3 a n 46 n2r 7 r V n2r
The subscript r will distinguish our notation from the 8 and 5 of Equation (27) Observe that pre-multiplying the 'actor' with 8 r in the proposed algorithm (11) yields the above equation. To conclude, the ODE evolution is also constrained to within U , an issue treated in Theorem 4.1 of [11] . 1
Convergence Analysis for Finite Action Setting
We use Assumption (B) here.
DPAFA
The key idea in this algorithm is to perform gradient search in the convex hull U 6i7 of the set of feasible actions U 6i72 i 7 S. Suppose one replaces g r 6i2 u2 j7 and p r 6i2 u2 j7 by g r 6i2 u2 j7 and p r 6i2 u2 j7, respectively, for i2 j 7 S2 u 7 U 6i7, such that g r 6i2 u2 j7 2 g r 6i2 u2 j7 and p r 6i2 u2 j7 2 p r 6i2 u2 j72 u 7 U 6i7 and such that g r 6i2 u2 j7 and p r 6i2 u2 j7 are continuously differentiable functions of u 7 U 6i7. Consider now a new system with transition dynamics governed according to p r 6i2 u2 j7 and one-stage costs g r 6i2 u2 j7 for which the ACA algorithm is used. Then one would obtain an optimal policy in the limit as 0 and M for the new system. One can Volume 84, Number 12 SIMULATION 589 then see that for the original system, the algorithm would converge to either the optimal policy or to a point in its immediate neighborhood. A similar idea as this algorithm has been used [35] for measurement-based optimization in a resource allocation problem, with the exception that the algorithm is restarted after projecting the iterates to the discrete set.
RPAFA
The analysis for this case proceeds in an entirely analogous manner as for the ACA algorithm except that we work with randomized policies 4 r 6i2 7 (specified earlier) instead of deterministic policies, so as to perform a gradient search in a continuous space. For a given policy 4 specified by the slower timescale recursion Equation (13), the faster timescale recursion Equation (13) 
The preceding analysis (for ACA) with suitable modifications carries through for this case as well and the conclusions of Theorem 1 continue to hold.
Simulation Results
We consider a continuous time queuing model of flow control. Such a model is important in the case of say the internet or ATM networks where the characteristics of the system change in real (i.e. continuous) time. For instance, in the case of the internet, packet arrivals (departures) to (from) routers and/or sources can take place at any real time instant. The numerical setting that we consider is somewhat similar to others [11, 25] . This problem has been modeled in the infinite-horizon discounted-cost MDP framework [11] , as well as been considered in the simulation optimization setting [25] . We study this problem in the finite-horizon MDP framework here.
A single bottleneck node has a finite buffer of size B. Packets are fed into the node by both an uncontrolled Poisson arrival stream with rate u 2 032, and a controlled Poisson process with rate c 6t7 at instant t 1 0. Service times at the node are i.i.d., exponentially distributed with rate 230. We assume that the queue length process x t 2 t 1 0 at the node is observed every T instants, for some T 1 0, up to the instant T T . Here T stands for the terminating stage of the finite-horizon process. Suppose i r denotes the queue length observed at instant r T , 0 8 r 8 T . This information is fed back to the controlled source which then starts sending packets with a rate c 6r7 
036B
2 r 2 02 12 3 3 3 2 T 3 2 and T T 2 0. Since we use B 2 50 and T 2 10, the target states (in the above single-stage costs) chosen are 402 372 342 3 3 3 2 162 0 for stages 12 22 3 3 3 2 10, respectively. The goal is therefore to maximize throughput in the early stages (r small), while as r increases, the goal steadily shifts towards minimizing the queue length and hence the delay as one approaches the termination stage T . Further, since T T 2 0, the target at termination is the state 0.
We now briefly describe the implementation of our ACA algorithm. The implementations for the other algorithms are along similar lines. Associated with each time epoch r , r 2 02 12 3 3 3 2 T 3 1 are quantities V nLm2r 6i7, n 0, m 2 02 12 3 3 3 2 L 3 1, i 7 S and n2r 6i7, n 0, i 7 S that correspond to the value and policy updates respectively. Here n and m are update indices within the algorithm while r correspond to real-time instants. Note that our implementation is done off-line even although one can also propose online variants of the same. From each state i r , the next state nLm2r in the 6nL m7th update of quantities V nLm2r 6i7 is obtained via simulation in the following manner.
Set the state at instant r to be i r in the simulation and let the system run. Next, record the state after T time instants. The new state corresponds to nLm2r . The action in state i r chosen is n2r 6i r 7 as per the update Equation (9) . Thus the single-stage cost in Equation (29) is obtained with i r1 2 nLm2r . Note also that the cost-to-go estimates V nLm2t 6i7, 6t 2 02 12 3 3 3 2 T 31, 6i 7 S are already recorded in the previous updates of Equation (9) . Thus, the value V nLm2r1 6 nLm2r 7 is also obtained and the algorithm update Equation (9) is performed. As explained before, Equation (9) is performed for L time instants after which Equation (9) is performed. Note that at each simulation instant n, we use the policy 4 n 2 6 i 6 n2r 6i7 n2r 6i77, i 7 S2 r 2 02 12 3 3 3 2 T 3 17
T , where perturbations n2r 6i7 are obtained using the Hadamard matrix based construction in Section 2.1.1.
For the case of compact action sets, we let the action set in each state be the set of rates (in the interval) [03052 435] from which the controlled source selects the rate for transmitting packets over the next T instants. (1) and (2) for the finite action setting. Note, however, that for applying DP, one requires information on transition probabilities. As stated before, after starting from a state i r where action r 6i r 7 is applied, state i r1 is observed after T instants. For applying DP, in order to compute the transition probability matrix P T for the embedded Markov chain under policy 4, we use the approximation method suggested in [36, section 6.8] . Assuming that each state has the same k admissible controls, k number of P T matrices of size B 5 B each are required. This task becomes prohibitive as the state space increases in size or the discretization is made finer. Further, the amount of computation also depends upon the convergence criterion specified. Moreover, such probabilities can only be computed for systems whose dynamics are well known, our setting being that of a well-studied MM1B queue.
We also compare against the simulation-based algorithm termed SAMW (Simulated Annealing with Multiplicative Weights) proposed [37] , which is not an actorcritic algorithm. We reproduce the algorithm here:
where 5 i 647 is the probability of choosing a policy 4 7 to control the system in the ith iteration. By simulating a trajectory using policy 4, we obtain V 4 i as a sample estimate of the corresponding value function. While indexed with i, the term i 1 0 is in fact constant and is decided after choosing T (the total number of iterations). Note that the terminating iteration T is, in general, unknown. Further, Z i is the zustadsumme, the normalizing term 2 647
i . Although the authors also prove convergence for a computationally light online sampling variant, both algorithms suffer from the curse of dimensionality. To see this, note that the 'meta-policy' iterate 5 has one entry per feasible policy, making it exponential in the number of stages r and states x. The methods DPAFA and RPAFA (or even the ideal comparison, DP) require much smaller data structures. In the algorithms that we propose, it is decided by convergence criteria such as the err n described below. To produce the better convergence properties, we chose i 2 13025 in the SAMW experiments shown here. We infer from Table 1 that SAMW does outperform RPAFA, but is bettered by DPAFA.
The policy obtained using finite-horizon DP with P T computed as above is shown in Figure 1 . Note how the policy graphs shift to the left as the target state moves to the left for increasing r . Thus, the throughput of the system decreases from one stage to another as the target queue length is brought closer to zero. Also shown in Figure 2 is the finite-horizon cost for each state in a system operating under the (finite-horizon) policy of Figure 1 . Figure 4 , for each state the source rate indicated is the rate that has the maximum probability of selection. The costs in Figures 2 and 7 (also many states in Figure 8 ) are higher than those for the compact action case (cf. Figure 6 ) due to the significantly broader range of actions available in the latter setting.
To evaluate P-ACA, we use B 2 1000 and T 2 5, and designate the target states T l as evenly spaced states within the queue i.e. T l 2 T 3l
T 1 B that shift gradually to 0 as the stage l increases from 0 to T 2. Recall that we set T 2 10 in our experiments. Also, in particular, we select T 1 2 666, T 2 2 500, T 3 2 333, T 4 2 166 and T 5 2 0 as the target states. The onestep transition cost under a given policy 4 is computed as g r 6X r 2 r 6X r 72 X r1 7 2 Xr1 3 T r1 . Also, as before, g T 6i7 2 02 6i 7 S. We use an order 3 polynomial approximation, implying storage of K 2 4 coefficients. The feature vector 5 r 6i7 2 65 r2k 6i72 1 8 k 8 K 7
T for each state i that we use is We set L 2 50, thus one requires 50 starts from each state-stage pair. We use n 2 n 303167 , b n 2 n 30355 whilst the 'actor' step-size c n2r is chosen to be n 310305r . We compute the matrices 68 r 8 r 7
31 needed in Equation (11) before the algorithm iterations commence. The optimal policy computed by the proposed algorithm is shown in Figure 9 . A comparison of the cost-to-go for each stage upon using the two policies is shown in Figure 10 .
The costs-to-go shown are obtained from 10 5 independent sample trajectories X 0 2 X 1 2 3 3 3 2 X T for each initial state X 0 2 i and with a different initial seed. Note that both the optimal policy and cost-to-go computed using the two algorithms are similar. In particular, as the number of stages increase, the policy shifts to the left because of the form of the cost function. The lowest value of cost obtained for both algorithms is for a state near 100, while the costs steadily increase for higher values of state. The proposed algorithm took 7800 seconds for 500 updates of the parameter vector on a Pentium III computer using code written in the C programming language.
For the B 2 50 setting, Tables 1-3 show performance comparisons of the proposed algorithms for various metrics with mean and standard deviation taken over the (above-mentioned) 2 5 10 5 independent sample trajectories. Note that in the approximate DP algorithm, the transition probabilities using the method in [36] are easily computed in our setting. However, in most reallife scenarios, computing these probabilities would not be simple, and one may need to rely exclusively on simulation-based methods. For instance, as explained in Figure 9 . Optimal policy computed using Algorithm P-ACA the remark following Algorithm ACA in Section 2.2, if one uses non-exponential service times, computing transition probabilities of the resulting Markov chain (under a given admissible policy) would not be straightforward. On the other hand, our simulation-based algorithms could also be applied in a straightforward manner in the latter scenario. Table 2 shows the mean queue length E6i r 7 at instants r 2 22 42 62 8 and 10, with the corresponding standard deviation. With T r defined as the 'target' state at instant r, Table 3 shows the probability p r 2 P6i r 2 T r 17 of the system being in states T r 1 at the above values of r. Table 1 shows the mean one-stage cost E6g r31 6i r31 2 r31 6i r31 72 i r 77 2 E64i r 3 T r 47 incurred by the system during transition from i r31 to i r under action r31 6i r31 7. Note that our goal here is to minimize the sum of these one-stage costs. As regards performance, we infer from Table 1 that our algorithm DPAFA outperforms SAMW even although the latter is better than RPAFA. The above conclusions can also be seen to hold from Table 3, where we compare the steady-state band probabilities p r 2 P6i r 2 T r 17 using the above algorithms. Since our objective is to minimize the expected absolute differences between states i r and the target states T r , a better algorithm would be one that has a higher value of p r . Here, DPAFA can also be seen to be better than SAMW.
Note also that our objective does not involve a minimization of the mean queue lengths themselves. Hence the mean queue length by itself (Table 2) is not a very meaningful performance metric here to compare the performance of the various algorithms. Nevertheless, we exhibit the mean queue length values in Table 2 for the sake of completeness.
It must be noted that our algorithm ACA is for compact action sets and as expected, shows the best results of all algorithms (see Tables 1 and 3) since it operates over a much wider range of actions. From the tables it can be seen that RPAFA does not show good performance. This happens because of the stochastic nature that becomes exemplified in the algorithm. Note that actions in RPAFA are chosen as per the randomized policies given by the algorithm. Ideally, the probability of selecting the best action must converge to one. However, what we observe is that these probabilities converge to somewhere around 0.8-0.9 in many cases. As a result, positive probabilities also become assigned to those actions that are not the best ones (using this algorithm). Thus, the optimal action, even if possessing the highest probability of selection, may not be selected each time and non-optimal actions may get selected. We observe that DPAFA shows better performance than RPAFA since it
