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Abstract
Using linear combinations of Lax matrices of soliton hierarchies, we introduce trig-
onal curves by their characteristic equations, and determine Dubrovin type equations
for zeros and poles of meromorphic functions defined as ratios of the Baker-Akhiezer
functions. We straighten out all flows in soliton hierarchies under the Abel-Jacobi coor-
dinates associated with Lax pairs, and generate algebro-geometric solutions to soliton
hierarchies in terms of the Riemann theta functions, through observing asymptotic be-
haviors of the Baker-Akhiezer functions. We analyze the four-component AKNS soliton
hierarchy in such a way that it leads to a general theory of trigonal curves applicable
to construction of algebro-geometric solutions of an arbitrary soliton hierarchy.
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1 Introduction
Algebro-geometric solutions to soliton equations are one important class of exact solutions,
which describe periodic and quasi-periodic nonlinear phenomena in physical and engineer-
ing sciences [1, 2, 3]. With the development of solitons and finite-gap solutions to the
∗E-mail address: mawx@cas.usf.edu
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Korteweg-de Vries equation, the mathematical theory of algebro-geometric solutions has
been systematically developed since the early 1970s, particularly for the Korteweg-de Vries,
modified Korteweg-de Vries, nonlinear Schro¨dinger, sine-Gordon, Kadomtsev-Petviashvili,
Toda lattice and Camassa-Holm equations (see, e.g., [1]-[12]).
Dubrovin and Krichever proposed a systematic method of algebraic geometry to inte-
gration of nonlinear partial differential equations, which aims at constructing periodic and
almost periodic solutions in terms of the Riemann theta functions for well-known integrable
equations including the Korteweg-de Vries equation and the Kadomtsev-Petviashvili equa-
tion [13, 14, 15]. Cao and Geng made use of the nonlinearization technique of Lax pairs to
generate algebro-geometric solutions of finite-dimensional integrable Hamiltonian systems
and combined systems from lower-dimensions to higher-dimensions [16, 17, 18], and later,
the nonlinearization technique was applied to constructing algebro-geometric solutions of a
great number of soliton equations in both (1+1)- and (2+1)-dimensions (see, e.g., [19]-[27]).
Gesztesy et al. established an alternative approach for constructing quasi-periodic solutions
to soliton hierarchies associated with 2× 2 matrix spectral problems [3, 28, 29], and by this
approach, quasi-periodic solutions to many continuous and discrete soliton hierarchies have
been constructed within a different kind of formulation using the Riemann theta functions
(see, e.g., [28, 30, 31]).
The study of algebro-geometric solutions has opened up a new vista in the analysis of
nonlinear partial differential equations. The adopted algebro-geometric techniques brought
innovative ideas and led to inspiring results in soliton theory as well as algebraic geometry,
for example, a solution of the Riemann-Schottky problem [3, 32]. The successful idea in
constructing algebro-geometric solutions is to employ the theory of algebraic curves associ-
ated with Lax pairs producing soliton hierarchies to represent the Baker-Akhiezer functions
[33, 34] in terms of the Riemann theta function [35, 36]. The obtained algebro-geometric
solutions satisfy a class of stationary counterparts of soliton equations, called Novikov type
equations [37]. It is also noticed that symmetry constraints pay a way of separation of vari-
ables for soliton equations and the corresponding canonical variables solving the associated
Jacobi inversion problems provide the so-called characteristic variables in the Riemann theta
function presentation of algebro-geometric solutions [38, 39]. There are primarily two types
of research on algebro-geometric solutions. One is to explore asymptotics of the Baker-
Akhiezer functions to construct algebro-geometric solutions to given nonlinear equations,
and the other is to connect the Baker-Akhiezer functions possessing given asymptotics with
potential nonlinear equations and their algebro-geometric solutions.
Very recently, Geng et al. successfully attempted a few 3 × 3 matrix spectral problems
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and constructed algebro-geometric solutions to the associated soliton hierarchies, includ-
ing the modified Boussinesq hierarchy, the Kaup-Kupershmidt hierarchy and the hierarchy
of three-wave resonant interaction equations (see, e.g., [24]-[42]). In this paper, we would
like to propose a general framework to analyze 3 × 3 matrix spectral problems and their
corresponding trigonal curves, and to generate algebro-geometric solutions to soliton hier-
archies by observing asymptotic behaviors of the Baker-Akhierzer functions. We analyze
the four-component AKNS soliton hierarchy, particularly asymptotics of the Baker-Akhiezer
functions, in such a way that it yields a general theory applicable to soliton hierarchies
associated with arbitrary 3× 3 matrix spectral problems.
The rest of the paper is structured as follows. In Section 2, with the aid of the zero-
curvature formulation and the trace identity, we rederive the four-component AKNS soliton
hierarchy and its bi-Hamiltonian structure. In Section 3, we introduce a class of trigonal
curves by taking linear combinations of the Lax matrices and analyze the corresponding
Baker-Akhiezer functions. In Section 4, we first present a general structure of Dubrovin type
dynamical equations [43] of zeros and poles of meromorphic functions as the characteristic
variables, and then apply the resulting general theorems to the four-component AKNS case.
In Section 5, we explore asymptotic behaviors for the three Baker-Akhiezer functions in the
four-component AKNS case at the points at infinity. In Section 6, we straighten out all the
flows of the four-component AKNS soliton hierarchy under the Abel-Jacobi coordinates, and
construct algebro-geometric solutions of the whole soliton hierarchy by use of the Riemann
theta functions according to the asymptotic properties of the Baker-Akhiezer functions. In
the last section, we present a few concluding remarks and open questions related to lump
solitons and soliton hierarchies.
2 Four-component AKNS soliton hierarchy
2.1 Soliton hierarchy
Let us recall the zero curvature formulation and the trace identity [44]. Let U = U(u, λ) be
a square spectral matrix belonging to a given matrix loop algebra, where u is a potential
and λ is a spectral parameter. Assume that
W = W (u, λ) =
∞∑
k=0
Wkλ
−k =
∞∑
k=0
Wk(u)λ
−k (2.1)
3
solves the corresponding stationary zero curvature equation
Wx = [U,W ]. (2.2)
Then introduce a series of Lax matrices
V [r] = V [r](u, λ) = (λrW )+ +∆r, (2.3)
where the subscript + denotes the operation of taking a polynomial part in λ and ∆r, r ≥ 0,
are appropriate modification terms, such that a soliton hierarchy
utr = Kr(u) = Kr(x, t, u, ux, · · · ), r ≥ 0, (2.4)
can be generated from a series of zero curvature equations
Utr − V
[r]
x + [U, V
[r]] = 0, r ≥ 0. (2.5)
The two matrices U and V [r] are called a Lax pair [45] of the r-th soliton equation in the
hierarchy (2.4). The zero curvature equations in (2.5) are the compatibility conditions of
the spatial and temporal spectral problems
ψx = Uψ = U(u, λ)ψ, ψt = V
[r]ψ = V [r](u, λ)ψ, r ≥ 0, (2.6)
where ψ is the vector eigenfunction.
One important task in soliton theory is to show the Liouville integrability of soliton
equations in a hierarchy. This can be usually achieved by establishing a bi-Hamiltonian
formulation [46]:
utr = Kr = J
δH˜r+1
δu
=M
δH˜r
δu
, r ≥ 1, (2.7)
where J and M constitute a Hamiltonian pair and δ
δu
denotes the variational derivative (see,
e.g., [47]). The Hamiltonian structures can be furnished through the trace identity [44]:
δ
δu
∫
tr(W
∂U
∂λ
)dx = λ−γ
∂
∂λ
[
λγtr(W
∂U
∂u
)
]
, γ = −
λ
2
d
dλ
ln |tr(W 2)|, (2.8)
or more generally, the variational identity [48]:
δ
δu
∫
〈W,
∂U
∂λ
〉dx = λ−γ
∂
∂λ
[
λγ〈W,
∂U
∂u
〉
]
, γ = −
λ
2
d
dλ
ln |〈W,W 〉|, (2.9)
where 〈·, ·〉 is a non-degenerate, symmetric and ad-invariant bilinear form on the underlying
matrix loop algebra [49]. The bi-Hamiltonian formulation guarantees the commutativity of
infinitely many Lie symmetries {Kn}
∞
n=0 and conserved quantities {H˜n}
∞
n=0:
[Kn1, Kn2 ] = K
′
n1
[Kn2 ]−K
′
n2
[Kn1] = 0, (2.10)
{H˜n1, H˜n2}N =
∫ (δH˜n1
δu
)T
N
δH˜n2
δu
dx = 0, (2.11)
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where n1, n2 ≥ 0, N = J or M , and K
′ denotes the Gateaux derivative of K:
K ′(u)[S] =
∂
∂ε
∣∣∣
ε=0
K(u+ εS, ux + εSx, · · · ). (2.12)
It is known that for an evolution equation ut = K(u), H˜ =
∫
H dx is a conserved func-
tional iff δH˜
δu
is an adjoint symmetry [50], and so, the Hamiltonian structures links conserved
functionals to adjoint symmetries and further symmetries. When the underlying matrix loop
algebra in the zero curvature formulation is simple, the associated zero curvature equations
yield classical soliton hierarchies [51]; when semisimple, the associated zero curvature equa-
tions yield a collection of different soliton hierarchies; and when non-semisimple, we obtain a
hierarchy of integrable couplings [52], which needs extra care in constructing exact solutions.
2.2 Four-component AKNS hierarchy
Let us consider a 3× 3 matrix spectral problem
ψx = Uψ = U(u, λ)ψ, U = (Uij)3×3 =


−2λ p1 p2
q1 λ 0
q2 0 λ

 , ψ =


ψ1
ψ2
ψ3

 , (2.13)
where λ is a spectral parameter and u is a four-component potential
u = (p, qT )T , p = (p1, p2), q = (q1, q2)
T . (2.14)
Since U0 = diag(−2, 1, 1) has a multiple eigenvalue, the spectral problem (2.13) is degenerate.
Under the special reduction of p2 = q2 = 0, (2.13) is equivalent to the AKNS spectral problem
[53], and thus it is called a four-component AKNS spectral problem.
To derive the associated soliton hierarchy, we first solve the stationary zero curvature
equation (2.2) corresponding to (2.13). We suppose that a solution W is given by
W =

 a b
c d

 , (2.15)
where a is a scalar, bT and c are two-dimensional columns, and d is a 2 × 2 matrix. Then
the stationary zero curvature equation (2.2) becomes
ax = pc− bq, bx = −3λb+ pd− ap, cx = 3λc+ qa− dq, dx = qb− cp. (2.16)
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We seek a formal series solution as
W =

 a b
c d

 =
∞∑
k=0
Wkλ
−k, Wk =Wk(u) =

 a
[k] b[k]
c[k] d[k]

 , k ≥ 0, (2.17)
with b[k], c[k] and d[k] being assumed to be
b[k] = (b
[k]
1 , b
[k]
2 ), c
[k] = (c
[k]
1 , c
[k]
2 )
T , d[k] = (d
[k]
ij )2×2, k ≥ 0. (2.18)
Thus, the system (2.16) equivalently leads to the following recursion relations:
b[0] = 0, c[0] = 0, a[0]x = 0, d
[0]
x = 0, (2.19a)
b[k+1] =
1
3
(−b[k]x + pd
[k] − a[k]p), k ≥ 0, (2.19b)
c[k+1] =
1
3
(c[k]x − qa
[k] + d[k]q), k ≥ 0, (2.19c)
a[k]x = pc
[k] − b[k]q, d[k]x = qb
[k] − c[k]p, k ≥ 1. (2.19d)
We choose the initial values as follows
a[0] = −2, d[0] = I2, (2.20)
where I2 = diag(1, 1), and take constants of integration in (2.19d) to be zero:
Wk|u=0 = 0, k ≥ 1. (2.21)
Therefore, with a[0] and d[0] given by (2.20), all matrices Wk, k ≥ 1, will be uniquely
determined. For example, it follows from (2.19) that
b
[1]
i = pi, c
[1]
i = qi, a
[1] = 0, d
[1]
ij = 0;
b
[2]
i = −
1
3
pi,x, c
[2]
i =
1
3
qi,x, a
[2] =
1
3
(p1q1 + p2q2), d
[2]
ij = −
1
3
pjqi;
b
[3]
i =
1
9
[pi,xx − 2(p1q1 + p2q2)pi], c
[3]
i =
1
9
[qi,xx − 2(p1q1 + p2q2)qi],
a[3] =
1
9
(p1q1,x − p1,xq1 + p2q2,x − p2,xq2), d
[3]
ij =
1
9
(pj,xqi − pjqi,x);
b
[4]
i = −
1
27
[pi,xxx − 3(p1q1 + p2q2)pi,x − 3(p1,xq1 + p2,xq2)pi],
c
[4]
i =
1
27
[qi,xxx − 3(p1q1 + p2q2)qi,x − 3(p1q1,x + p2q2,x)qi],
a[4] = −
1
27
[3(p1q1 + p2q2)
2 − p1q1,xx + p1,xq1,x − p1,xxq1 − p2q2,xx + p2,xq2,x − p2,xxq2],
d
[4]
ij =
1
27
[3pj(p1q1 + p2q2)qi − pj,xxqi + pj,xqi,x − pjqi,xx];
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where 1 ≤ i, j ≤ 2. Based on (2.19d), we can obtain, from (2.19b) and (2.19c), a recursion
relation for b[k] and c[k]: 
 c
[k+1]
b[k+1]T

 = Ψ

 c
[k]
b[k]T

 , k ≥ 1, (2.23)
where Ψ is a 4× 4 matrix operator
Ψ =
1
3


(∂ −
2∑
i=1
qi∂
−1pi)I2 − q∂
−1p q∂−1qT + (q∂−1qT )T
−pT∂−1p− (pT∂−1p)T (−∂ +
2∑
i=1
pi∂
−1qi)I2 + p
T∂−1qT

. (2.24)
As usual, for all integers r ≥ 0, we introduce the following Lax matrices
V [r] = V [r](u, λ) = (V
[r]
ij )3×3 = (λ
rW )+ =
r∑
k=0
Wkλ
r−k, r ≥ 0, (2.25)
where the modification terms are taking as zero. Note that we have
V [r+1] =
r+1∑
k=0
Wkλ
r−k+1 = λ
r+1∑
k=0
Wkλ
r−k = λV [r] +Wr+1, r ≥ 0. (2.26)
The compatibility conditions of (2.6), i.e., the zero curvature equations (2.5), generate the
four-component AKNS soliton hierarchy
utr =

 p
T
q


tr
= Kr =

 −3b
[r+1]T
3c[r+1]

 , r ≥ 0. (2.27)
The first two nonlinear systems in this soliton hierarchy (2.27) read
pi,t2 = −
1
3
[pi,xx − 2(p1q1 + p2q2)pi], 1 ≤ i ≤ 2, (2.28a)
qi,t2 =
1
3
[qi,xx − 2(p1q1 + p2q2)qi], 1 ≤ i ≤ 2, (2.28b)
and
pi,t3 =
1
9
[pi,xxx − 3(p1q1 + p2q2)pi,x − 3(p1,xq1 + p2,xq2)pi], 1 ≤ i ≤ 2, (2.29a)
qi,t3 =
1
9
[qi,xxx − 3(p1q1 + p2q2)qi,x − 3(p1q1,x + p2q2,x)qi], 1 ≤ i ≤ 2, (2.29b)
which are the four-component versions of the AKNS systems of nonlinear Schro¨dinger equa-
tions and modified Korteweg-de Vries equations, respectively. The four-component AKNS
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equations (2.28) can be reduced to the Manokov system [54], for which a decomposition
into finite-dimensional integrable Hamiltonian systems was given in [55], whileas the four-
component AKNS equations (2.29) contain various mKdV equations, for which there exist
different kinds of integrable decompositions (see, e.g., [56, 57]).
We point out that the four-component AKNS soliton hierarchy (2.27) has a Hamiltonian
structure [50], which can be generated through the trace identity [44], or more generally, the
variational identity [48]. Actually, we have
tr(W
∂U
∂λ
) = −2a + tr(d) =
∞∑
k=0
(−2a[k] + d
[k]
11 + d
[k]
22)λ
−k,
and
tr(W
∂U
∂u
) =

 c
bT

 =∑
k≥0
Gk−1λ
−k.
Inserting these expressions into the trace identity and considering the case of k = 2, we get
γ = 0 and thus we have
δH˜k
δu
= Gk−1, H˜k =
1
k
∫
(2a[k+1] − d
[k+1]
11 − d
[k+1]
22 ) dx, Gk−1 =

 c
[k]
b[k]T

 , k ≥ 1. (2.30)
A bi-Hamiltonian structure of the four-component AKNS equations (2.27) then follows:
utr = Kr = JGr = J
δH˜r+1
δu
=M
δH˜r
δu
, r ≥ 1, (2.31)
where the Hamiltonian pair (J,M = JΨ) is given by
J =

 0 −3I2
3I2 0

 , (2.32a)
M =


pT∂−1p + (pT∂−1p)T (∂ −
2∑
i=1
pi∂
−1qi)I2 − p
T∂−1qT
(∂ −
2∑
i=1
pi∂
−1qi)I2 − q∂
−1p q∂−1qT + (q∂−1qT )T


. (2.32b)
Adjoint symmetry constraints or equivalently symmetry constraints separate the four-component
AKNS equations into two commuting finite-dimensional Liouville integrable Hamiltonian
systems [50].
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3 Trigonal curves and Baker-Akhiezer functions
For each integer n ≥ 1, let us take a linear combination of the Lax matrices
W [n] =W [n](u, λ) = (W
[n]
ij )3×3 =
n∑
k=0
αkV
[n−k], (3.1)
where the Lax matrices V [k], 0 ≤ k ≤ n, are given by (2.25) and αk, 0 ≤ k ≤ n, are arbitrary
constants but α0 6= 0. Its corresponding characteristic polynomial reads
Fm(λ, y) = det(yI3 −W
[n]) = y3 + ySm(λ)− Tm(λ), (3.2)
where I3 = diag(1, 1, 1), Sm and Tm are two polynomials of λ with degrees deg(Sm) = 2n
and deg(Tm) = 3n, defined by
Sm =
∑
1≤i<j≤3
∣∣∣∣∣∣
W
[n]
ii W
[n]
ij
W
[n]
ji W
[n]
jj
∣∣∣∣∣∣ , (3.3)
and
Tm = detW
[n] =
∣∣∣∣∣∣∣∣∣∣
W
[n]
11 W
[n]
12 W
[n]
13
W
[n]
21 W
[n]
22 W
[n]
23
W
[n]
31 W
[n]
32 W
[n]
33
∣∣∣∣∣∣∣∣∣∣
, (3.4)
and m = max(deg(Sm), deg(Tm)) = 3n.
Using the combined Lax matrix W [n], we introduce a trigonal curve Kg of degree m as
follows:
Kg = {P = (λ, y) ∈ C
2 | det(yI3 −W
[n]) = y3 + ySm(λ)− Tm(λ) = 0}. (3.5)
Note that the corresponding discriminant ∆ = −27T 2m − 4S
3
m, a polynomial of λ of degree
4n−2, is not zero at infinity, and thus, the curve has three non-branch points at infinity [58],
which we denote by P∞i, 1 ≤ i ≤ 3. The curve Kg is compactified by adding those three
points at infinity and its compactification is still denoted by Kg for the sake of convenience.
The curve Kg is called to be nonsingular, if we have (
∂Fm
∂λ
, ∂Fm
∂y
) 6= 0, while Fm(λ, y) = 0.
When Kg is nonsingular, it becomes a three-sheeted Riemann surface of arithmetical genus
determined by the Riemann-Hurwitz formula:
g =
f
2
− k + 1 = 2n− 3, (3.6)
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where f = 4n − 2 is the total multiplicity of its branch points and k = 3 is the number of
sheets. The compact Riemann surface Kg consists of points satisfying Fm(λ, y) = 0 and the
three points at infinity: {P∞1, P∞2, P∞3}.
For a fixed λ ∈ C, we denote the three branches of y(λ) satisfying Fm(λ, y) = 0 by
yi = yi(λ), 1 ≤ i ≤ 3, and thus, we have
(y − y1(λ))(y − y2(λ))(y − y3(λ)) = y
3 + ySm − Tm = 0, (3.7)
from which we can easily get


y1 + y2 + y3 = 0,
y1y2 + y1y3 + y2y3 = Sm,
y1y2y3 = Tm,
y21 + y
2
2 + y
2
3 = −2Sm,
y31 + y
3
2 + y
3
3 = 3Tm,
(y1 + y2)y
2
3 + (y2 + y3)y
2
1 + (y3 + y1)y
2
2 = −3Tm,
y21y
2
2 + y
2
1y
2
3 + y
2
2y
2
3 = S
2
m,
(3y21 + Sm)(3y
2
2 + Sm)(3y
2
3 + Sm) = −∆,
(3.8)
and further we have
3∑
i=1
1
3y2i + Sm
= 0,
3∑
i=1
yi
3y2i + Sm
= 0. (3.9)
The points (λ, y1(λ)), (λ, y2(λ)) and (λ, y3(λ)) are on the three different sheets of the Riemann
surface Kg. The holomorphic map ∗, changing sheets, is defined by
∗ : Kg → Kg, P = (λ, yi(λ))→ P
∗ = (λ, yi+1(mod 3)(λ)), 1 ≤ i ≤ 3, (3.10)
and P ∗∗ = (P ∗)∗, etc. Moreover, positive divisors on Kg of degree k are denoted by
DP1,··· ,Pk : Kg → N0 = N ∪ {0},
P 7→ DP1,··· ,Pk(P ) =


l, if P occurs l times in {P1, · · · , Pk},
0, if P 6∈ {P1, · · · , Pk}.
(3.11)
Therefore, a divisor of a meromorphic function f on Kg reads
(f(P )) = DP1,··· ,Pk(P )−DQ1,··· ,Ql(P ), (3.12)
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if f has zeros Pi, 1 ≤ i ≤ k, and poles Qi, 1 ≤ i ≤ l. The space of divisors on Kg is denoted
by Div(Kg).
We now introduce a vector of associated Baker-Akhiezer functions ψ(P, x, x0, tr, t0,r) as
follows:
ψx(P, x, x0, tr, t0,r) = U(u(x, tr), λ(P ))ψ(P, x, x0, tr, t0,r), (3.13)
ψtr(P, x, x0, tr, t0,r) = V
[r](u(x, tr), λ(P ))ψ(P, x, x0, tr, t0,r), (3.14)
W [n](u(x, tr), λ(P ))ψ(P, x, x0, tr, t0,r) = y(P )ψ(P, x, x0, tr, t0,r), (3.15)
ψi(P, x0, x0, t0,r, t0,r) = 1, 1 ≤ i ≤ 3, (3.16)
where x, tr, x0, t0,r, λ(P ), y(P ) ∈ C, and P = (λ, y) ∈ Kg\{P∞1, P∞2, P∞3}. The compatibil-
ity conditions of the equations (3.13), (3.14) and (3.15) engender that
W [n]x = [U,W
[n]], (3.17)
W
[n]
tr = [V
[r],W [n]], (3.18)
besides the r-th zero curvature equation in (2.5). Note that the matrix yI3−W
[n] also satisfies
the Lax equations in (3.17) and (3.18), and so, the characteristic polynomial Fm(λ, y) =
det(yI3−W
[n]) of the combined Lax matrix W [n] is a constant, independent of the variables
x and tr, when u solves the r-th four-component AKNS equations (2.27).
Associated with the Baker-Akhiezer functions, we define a set of meromorphic functions
φij = φij(P, x, x0, tr, t0,r) =
ψi(P, x, x0, tr, t0,r)
ψj(P, x, x0, tr, t0,r)
, 1 ≤ i, j ≤ 3. (3.19)
Based on (3.15), we can have
φij =
yW
[n]
ik + C
[m]
ij
yW
[n]
jk + A
[m]
ij
=
F
[m]
ij
y2W
[n]
ik − yC
[m]
ij +D
[m]
ij
=
y2W
[n]
jk − yA
[m]
ij +B
[m]
ij
E
[m]
ij
, (3.20)
with
A
[m]
ij =W
[n]
ji W
[n]
ik −W
[n]
jk W
[n]
ii , (3.21)
B
[m]
ij =W
[n]
jk (W
[n]
jj W
[n]
kk −W
[n]
jk W
[n]
kj ) +W
[n]
ji (W
[n]
jj W
[n]
ik −W
[n]
jk W
[n]
ij ), (3.22)
C
[m]
ij = A
[m]
ji , D
[m]
ij = B
[m]
ji , (3.23)
E
[m]
ij = (W
[n]
jk )
2W
[n]
ki +W
[n]
ji W
[n]
jk (W
[n]
ii −W
[n]
kk )− (W
[n]
ji )
2W
[n]
ik , (3.24)
F
[m]
ij = E
[m]
ji , (3.25)
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where {i, j, k} = {1, 2, 3}. By the notation {i, j, k} = {1, 2, 3}, we mean here and hereafter
to take 1 ≤ i, j, k ≤ 3 arbitrarily but three different natural numbers. Obviously from (3.21)
and (3.24), we can obtain
E
[m]
ij = −E
[m]
kj , (3.26)
E
[m]
ij =W
[n]
jk A
[m]
kj −W
[n]
ji A
[m]
ij , (3.27)
where {i, j, k} = {1, 2, 3}.
From the expressions of the meromorphic functions φij , 1 ≤ i, j ≤ 3, in (3.20), using
y3 = −ySm + Tm, we can also directly derive the following relations:
W
[n]
ik E
[m]
ij = −(W
[n]
jk )
2Sm +W
[n]
jk B
[m]
ij − (A
[m]
ij )
2, (3.28)
C
[m]
ij E
[m]
ij = (W
[n]
jk )
2Tm + A
[m]
ij B
[m]
ij , (3.29)
−(W
[n]
ik )
2Sm − (C
[m]
ij )
2 +W
[n]
ik D
[m]
ij = W
[n]
jk F
[m]
ij , (3.30)
(W
[n]
ik )
2Tm + C
[m]
ij D
[m]
ij = A
[m]
ij F
[m]
ij , (3.31)
where {i, j, k} = {1, 2, 3}, and
−W
[n]
ik W
[n]
jk Sm +W
[n]
ik B
[m]
ij +W
[n]
jk D
[m]
ij + A
[m]
ij C
[m]
ij = 0, (3.32)
W
[n]
ik W
[n]
jk Tm +W
[n]
ik A
[m]
ij Sm +W
[n]
jk C
[m]
ij Sm − B
[m]
ij C
[m]
ij −A
[m]
ij D
[m]
ij = 0, (3.33)
W
[n]
ik A
[m]
ij Tm +W
[n]
jk C
[m]
ij Tm − B
[m]
ij D
[m]
ij + E
[m]
ij F
[m]
ij = 0, (3.34)
where {i, j, k} = {1, 2, 3}. Actually, owing to (3.23) and (3.25), (3.30) and (3.31) are also
consequences of (3.28) and (3.29), respectively.
In what follows, we first derive two derivative formulas with respect to x and tr for the
meromorphic functions φij , 1 ≤ i, j ≤ 3.
Lemma 3.1 Suppose that (3.13) and (3.14) hold. Then the meromorphic functions φij,
1 ≤ i, j ≤ 3, defined by (3.19), satisfy the following Riccati type equations:
φij,x = (Uii − Ujj)φij + Uij + Uikφkj − Ujiφ
2
ij − Ujkφijφkj, (3.35)
φij,tr = (V
[r]
ii − V
[r]
jj )φij + V
[r]
ij + V
[r]
ik φkj − V
[r]
ji φ
2
ij − V
[r]
jk φijφkj, (3.36)
where {i, j, k} = {1, 2, 3}.
Proof: We prove the x-derivative part. The proof of the tr-derivative part is similar. Ob-
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serving (3.13), we have
φij,x
φij
=
(
ln
ψi
ψj
)
x
=
ψi,x
ψi
−
ψj,x
ψj
=
∑3
k=1Uikψk
ψi
−
∑3
k=1Ujkψk
ψj
=
3∑
k=1
(Uikφki − Ujkφkj).
The x-derivative part (3.35) follows. 
Secondly, we directly verify the following relations between B
[m]
ij , D
[m]
ij , E
[m]
ij and F
[m]
ij .
Lemma 3.2 Let B
[m]
ij , D
[m]
ij , E
[m]
ij and F
[m]
ij , 1 ≤ i, j ≤ 3, be defined by (3.22), (3.23), (3.24)
and (3.25), respectively. Then
W
[n]
jj E
[m]
ij +W
[n]
ji B
[m]
ij −W
[n]
jk B
[m]
kj = 0, (3.37)
W
[n]
ii F
[m]
ij +W
[n]
ij D
[m]
ij −W
[n]
ik D
[m]
ik = 0, (3.38)
where {i, j, k} = {1, 2, 3}.
Proof: From the definitions of B
[m]
ij and E
[m]
ij in (3.22) and (3.24), a direct computation
verifies the relation in (3.37).
Further using (3.23) and (3.25), from (3.37), we immediately get the relation in (3.38).

Now, we consider how to compute derivatives of E
[m]
ij and F
[m]
ij . Thanks to tr(W
[n]) = 0,
we can directly prove the following statements.
Theorem 3.1 Let Sm, B
[m]
ij , D
[m]
ij , E
[m]
ij and F
[m]
ij , 1 ≤ i, j ≤ 3, be defined by (3.3), (3.22),
(3.23), (3.24) and (3.25), respectively. If W
[n]
z = [V,W [n]], where V = (Vij)3×3, then we have
E
[m]
ij,z = (2Vjj − Vii − Vkk)E
[m]
ij − Vji(2W
[n]
jk Sm − 3B
[m]
ij ) + Vjk(2W
[n]
ji Sm − 3B
[m]
kj ), (3.39)
F
[m]
ij,z = (2Vii − Vjj − Vkk)F
[m]
ij − Vij(2W
[n]
ik Sm − 3D
[m]
ij ) + Vik(2W
[n]
ij Sm − 3D
[m]
ik ), (3.40)
where {i, j, k} = {1, 2, 3}.
Applying this theorem, we can easily obtain the following relations between two deriva-
tives of E
[m]
ij and F
[m]
ij .
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Theorem 3.2 Let E
[m]
ij and F
[m]
ij be defined by (3.24) and (3.25), respectively. If W
[n]
zk =
[V (k),W [n]], where V (k) = (V
(k)
ij )3×3, 1 ≤ k ≤ 2, then we have
(V
(1)
ji W
[n]
jk − V
(1)
jk W
[n]
ji )E
[m]
ij,z2
− (V
(2)
ji W
[n]
jk − V
(2)
jk W
[n]
ji )E
[m]
ij,z1
= E
[m]
ij
[
(2V
(2)
jj − V
(2)
ii − V
(2)
kk )(V
(1)
ji W
[n]
jk − V
(1)
jk W
[n]
ji )
−(2V
(1)
jj − V
(1)
ii − V
(1)
kk )(V
(2)
ji W
[n]
jk − V
(2)
jk W
[n]
ji )
+3(V
(1)
jk V
(2)
ji − V
(2)
jk V
(1)
ji )W
[n]
jj
]
, (3.41)
(V
(1)
ij W
[n]
ik − V
(1)
ik W
[n]
ij )F
[m]
ij,z2
− (V
(2)
ij W
[n]
ik − V
(2)
ik W
[n]
ij )F
[m]
ij,z1
= F
[m]
ij
[
(2V
(2)
ii − V
(2)
jj − V
(2)
kk )(V
(1)
ij W
[n]
ik − V
(1)
ik W
[n]
ij )
−(2V
(1)
ii − V
(1)
jj − V
(1)
kk )(V
(2)
ij W
[n]
ik − V
(2)
ik W
[n]
ij )
+3(V
(1)
ik V
(2)
ij − V
(2)
ik V
(1)
ij )W
[n]
ii
]
, (3.42)
where {i, j, k} = {1, 2, 3}.
Note that (3.41) and (3.42) tell that the weighted differences between two derivatives are
multiples of E
[m]
ij and F
[m]
ij , respectively.
Theorem 3.3 Let P = (λ, y(P )) ∈ Kg\{P∞1, P∞2, P∞3} and (3.15) hold. If W
[n]
z =
[V,W [n]], where V = (Vij)3×3, then the meromorphic functions φij, 1 ≤ i, j ≤ 3, defined
by (3.20), satisfy
φij(P ) + φij(P
∗) + φij(P
∗∗) =
3B
[m]
ij − 2W
[n]
jk Sm
E
[m]
ij
=
1
VjiW
[n]
jk − VjkW
[n]
ji
{
W
[n]
jk
[E[m]ij,z
E
[m]
ij
− (2Vjj − Vii − Vkk)
]
+ 3VjkW
[n]
jj
}
, (3.43)
φij(P )φij(P
∗)φij(P
∗∗) =
F
[m]
ij
E
[m]
kj
, (3.44)
W
[n]
ij [φji(P ) + φji(P
∗) + φji(P
∗∗)] +W
[n]
ik [φki(P ) + φki(P
∗) + φki(P
∗∗)] = −3W
[n]
ii , (3.45)
Vij[φji(P ) + φji(P
∗) + φji(P
∗∗)] + Vik[φki(P ) + φki(P
∗) + φki(P
∗∗)]
=
E
[m]
ji,z
E
[m]
ji
− (2Vii − Vjj − Vkk), (3.46)
where {i, j, k} = {1, 2, 3}.
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Proof: First, we start with the last equality in (3.20), and make use of (3.8). Then we have
φij(P ) + φij(P
∗) + φij(P
∗∗)
=
(y21 + y
2
2 + y
2
3)W
[n]
jk − (y1 + y2 + y3)A
[m]
ij + 3B
[m]
ij
E
[m]
ij
=
3B
[m]
ij − 2W
[n]
jk Sm
E
[m]
ij
,
which is exactly the first equality in (3.43). To prove the second equality in (3.43), we first
note that from (3.39), we have
2Sm =
E
[m]
ij,z − (2Vjj − Vii − Vkk)E
[m]
ij + 3(VjkB
[m]
kj − VjiB
[m]
ij )
VjiW
[n]
jk − VjkW
[n]
ji
.
Then making use of (3.37), we can directly verify the second equality in (3.43), starting from
the first equality in (3.43).
Secondly, we use (3.8) and the first equality in (3.20) to get
φij(P )φij(P
∗)φij(P
∗∗)
=
y1y2y3(W
[m]
ik )
3 + (y1y2 + y1y3 + y2y3)(W
[m]
ik )
2C
[m]
ij + (y1 + y2 + y3)W
[m]
ik (C
[m]
ij )
2 + (C
[m]
ij )
3
y1y2y3(W
[m]
jk )
3 + (y1y2 + y1y3 + y2y3)(W
[m]
jk )
2A
[m]
ij + (y1 + y2 + y3)W
[m]
jk (A
[m]
ij )
2 + (A
[m]
ij )
3
=
Tm(W
[m]
ik )
3 + Sm(W
[m]
ik )
2C
[m]
ij + (C
[m]
ij )
3
Tm(W
[m]
jk )
3 + Sm(W
[m]
jk )
2A
[m]
ij + (A
[m]
ij )
3
.
Then, based on the properties in (3.23), (3.25) and (3.26), a direct application of (3.28) and
(3.31) yields the equality (3.44).
Thirdly, using (3.15) in the definition of the Baker-Akhiezer functions, we have
3∑
j=1
W
[n]
ij φji(P ) = y1,
3∑
j=1
W
[n]
ij φji(P
∗) = y2,
3∑
j=1
W
[n]
ij φji(P
∗∗) = y3,
and then, based on (3.8), summing them up generates the equality (3.45).
Finally, note that the derivative formula (3.39) guarantees
E
[m]
ji,z
E
[m]
ji
− (2Vii − Vjj − Vkk) =
E
[m]
ki,z
E
[m]
ki
− (2Vii − Vkk − Vjj),
where {i, j, k} = {1, 2, 3}. Then, making use of the second equality in (3.43), we can arrive
at the equality (3.46) by a direct computation. This completes the proof of the theorem. 
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When (3.13), (3.14) and (3.15) in the definition of the Baker-Akhiezer functions hold, we
have the two Lax equations in (3.17) and (3.18). Thus, upon noting tr(U) = tr(V [r]) = 0,
Theorem 3.3 with V = U and V [r] yields that
φij(P ) + φij(P
∗) + φij(P
∗∗)
=
1
UjiW
[n]
jk − UjkW
[n]
ji
[
W
[n]
jk
(E[m]ij,x
E
[m]
ij
− 3Ujj
)
+ 3UjkW
[n]
jj
]
, (3.47)
φij(P ) + φij(P
∗) + φij(P
∗∗)
=
1
V
[r]
ji W
[n]
jk − V
[r]
jk W
[n]
ji
[
W
[n]
jk
(E[m]ij,tr
E
[m]
ij
− 3V
[r]
jj
)
+ 3V
[r]
jk W
[n]
jj
]
, (3.48)
and
Uij [φji(P ) + φji(P
∗) + φji(P
∗∗)] + Uik[φki(P ) + φki(P
∗) + φki(P
∗∗)]
=
E
[m]
ji,x
E
[m]
ji
− 3Uii, (3.49)
V
[r]
ij [φji(P ) + φji(P
∗) + φji(P
∗∗)] + V
[r]
ik [φki(P ) + φki(P
∗) + φki(P
∗∗)]
=
E
[m]
ji,tr
E
[m]
ji
− 3V
[r]
ii , (3.50)
where {i, k, j} = {1, 2, 3} (see [40] for the Kaup-Kupershmidt case and [42] for the coupled
KdV case).
In view of the relations in (3.25) and (3.26), we only need to explore properties of the
three sums E
[m]
21 , F
[m]
21 and F
[m]
31 , to determine dynamics of zeros and poles of the meromorphic
functions φij, 1 ≤ i, j ≤ 3. For all other sums, we can generate similar results. For example,
the relations
E
[m]
32 = −E
[m]
12 = −F
[m]
21 , F
[m]
13 = E
[m]
31 = −E
[m]
21 ,
permit one to draw analogies for E
[m]
32 and F
[m]
13 .
Taking V = U and V [r], and noting tr(U) = tr(V [r]) = 0, directly from Theorem 3.1, we
can obtain the following derivative formulas in the four-component AKNS case.
Theorem 3.4 Let E
[m]
21 , F
[m]
21 and F
[m]
31 be defined by (3.24) and (3.25), and (λ, x, tr) ∈ C
3.
Suppose that (3.13), (3.14) and (3.15) hold. Then we have
E
[m]
21,x = −6λE
[m]
21 − p1(2W
[n]
13 Sm − 3B
[m]
21 ) + p2(2W
[n]
12 Sm − 3B
[m]
31 ), (3.51)
F
[m]
21,x = 3λF
[m]
21 − q1(2W
[n]
23 Sm − 3D
[m]
21 ), (3.52)
F
[m]
31,x = 3λE
[m]
31 − q2(2W
[n]
32 Sm − 3D
[m]
31 ), (3.53)
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and
E
[m]
21,tr = 3V
[r]
11 E
[m]
21 − V
[r]
12 (2W
[n]
13 Sm − 3B
[m]
21 ) + V
[r]
13 (2W
[n]
12 Sm − 3B
[m]
31 ), (3.54)
F
[m]
21,tr = 3V
[r]
22 F
[m]
21 − V
[r]
21 (2W
[n]
23 Sm − 3D
[m]
21 ) + V
[r]
23 (2W
[n]
21 Sm − 3D
[m]
23 ), (3.55)
F
[m]
31,tr = 3V
[r]
33 F
[m]
31 − V
[r]
31 (2W
[n]
32 Sm − 3D
[m]
31 ) + V
[r]
32 (2W
[n]
31 Sm − 3D
[m]
32 ). (3.56)
We can further present the derivatives of E
[m]
21 , F
[m]
21 and F
[m]
31 with respect to tr in terms
of E
[m]
21 , F
[m]
21 and F
[m]
31 , and their derivatives with respect to x.
Theorem 3.5 Let E
[m]
21 , F
[m]
21 and F
[m]
31 be defined by (3.24) and (3.25), and (λ, x, tr) ∈ C
3.
Suppose that (3.13), (3.14) and (3.15) hold. Then we have
E
[m]
21,tr = E
[m]
21,x
W
[n]
13 V
[r]
12 −W
[n]
12 V
[r]
13
p1W
[n]
13 − p2W
[n]
12
+E
[m]
21
[
3
(
V
[r]
11 −
p1V
[r]
13 − p2V
[r]
12
p1W
[n]
13 − p2W
[n]
12
W
[n]
11
)
+ 6λ
W
[n]
13 V
[r]
12 −W
[n]
12 V
[r]
13
p1W
[n]
13 − p2W
[n]
12
]
, (3.57)
F
[m]
21,tr = F
[m]
21,x
W
[n]
23 V
[r]
21 −W
[n]
21 V
[r]
23
q1W
[n]
23
+F
[m]
21
[
3
(
V
[r]
22 −
W
[n]
22
W
[n]
23
V
[r]
23
)
+ 3λ
W
[n]
21 V
[r]
23 −W
[n]
23 V
[r]
21
q1W
[n]
23
]
, (3.58)
F
[m]
31,tr = F
[m]
31,x
W
[n]
32 V
[r]
31 −W
[n]
31 V
[r]
32
q2W
[n]
32
+F
[m]
31
[
3
(
V
[r]
33 −
W
[n]
33
W
[n]
32
V
[r]
32
)
+ 3λ
W
[n]
31 V
[r]
32 −W
[n]
32 V
[r]
31
q2W
[n]
32
]
. (3.59)
Proof: Note that (3.13), (3.14) and (3.15) imply the Lax equations (3.17) and (3.18). Upon
taking V (1) = U and z = x, and V (2) = V [r] and z = tr, Theorem 3.2 immediately leads to
the three derivative relations in (3.57), (3.58) and (3.59). The proof is finished. 
Directly applying the following three equalities
W
[n]
11 E
[m]
21 +W
[n]
12 B
[m]
21 −W
[n]
13 B
[m]
31 = 0, (3.60)
W
[n]
21 D
[m]
21 +W
[n]
22 F
[m]
21 −W
[n]
23 D
[m]
23 = 0, (3.61)
W
[n]
31 D
[m]
31 +W
[n]
33 F
[m]
31 −W
[n]
32 D
[m]
32 = 0, (3.62)
which are consequences of (3.37) and (3.38), we can represent all terms on the right-hand
side of each equation in (3.54), (3.55) and (3.56), in terms of E
[m]
21 , F
[m]
21 and F
[m]
31 and their
derivatives with respect to x in (3.51), (3.52) and (3.53), which also presents the three
derivative relations in (3.57), (3.58) and (3.59), precisely.
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4 Characteristic variables and Dubrovin type equa-
tions
It is direct to see that the degrees of E
[m]
21 , F
[m]
21 and F
[m]
31 are g, g+1 and g+1, respectively.
Thus, we can assume that
E
[m]
21 (x, tr) = e
[m]
21 (α, u)
g∏
j=1
(λ− µj(x, tr)), (4.1)
F
[m]
21 (x, tr) = f
[m]
21 (α, u)
g∏
j=0
(λ− νj(x, tr)), (4.2)
F
[m]
31 (x, tr) = f
[m]
31 (α, u)
g∏
j=0
(λ− ξj(x, tr)), (4.3)
where e
[m]
21 , f
[m]
21 and f
[m]
31 are three non-zero functions depending on α = (α0, α1, · · · , αn)
and u = (p1, p2, q1, q2)
T . We call those roots characteristic variables associated with the
Baker-Akhiezer functions.
In light of (3.20), we can introduce the following three sets of particular points in Kg:
µˆj(x, tr) = (µj(x, tr), y(µj(x, tr))) =
(
µj(x, tr),−
A
[m]
21 (x, tr)
W
[n]
13 (x, tr)
∣∣∣
λ=µj(x,tr)
)
=
(
µj(x, tr),−
A
[m]
31 (x, tr)
W
[n]
12 (x, tr)
∣∣∣
λ=µj(x,tr)
)
, 1 ≤ j ≤ g, (4.4)
νˆj(x, tr) = (νj(x, tr), y(νj(x, tr))) =
(
νj(x, tr),−
C
[m]
21 (x, tr)
W
[n]
23 (x, tr)
∣∣∣
λ=νj(x,tr)
)
, 0 ≤ j ≤ g, (4.5)
ξˆj(x, tr) = (ξj(x, tr), y(ξj(x, tr))) =
(
ξj(x, tr),−
C
[m]
31 (x, tr)
W
[n]
32 (x, tr)
∣∣∣
λ=ξj(x,tr)
)
, 0 ≤ j ≤ g, (4.6)
where (x, tr) ∈ C
2. To determine zeros and poles of the Baker-Akhiezer functions ψi, 1 ≤
i ≤ 3, we set
J (i)r = Ui1φ1i + Ui2φ2i + Ui3φ3i, I
(i)
r = V
[r]
i1 φ1i + V
[r]
i2 φ2i + V
[r]
i3 φ3i, 1 ≤ i ≤ 3. (4.7)
Note that (3.13) and (3.14) give
ψi,x(P, x, x0, tr, t0,r)
ψi(P, x, x0, tr, t0,r)
= J (i)r (P, x, tr), 1 ≤ i ≤ 3, (4.8)
and
ψi,tr(P, x, x0, tr, t0,r)
ψi(P, x, x0, tr, t0,r)
= I(i)r (P, x, tr), 1 ≤ i ≤ 3, (4.9)
18
respectively. It follows that the basic conservation laws associated with Lax pairs hold, i.e.,
(I(i)r )x = (
ψi,tr
ψi
)x = (
ψi,x
ψi
)tr = (J
(i)
r )tr , 1 ≤ i ≤ 3, (4.10)
from which we can also generate infinitely many conservation laws by observing Laurent
series of the conserved quantities J
(i)
r , 1 ≤ i ≤ 3, and the conserved fluxes I
(i)
r , 1 ≤ i ≤ 3,
at λ = ∞ (or ζ = λ−1 = 0). Furthermore, (4.8) and (4.9) imply the expressions for the
Baker-Akhiezer functions ψi, 1 ≤ i ≤ 3,
ψi(P, x, x0, tr, t0,r) = exp
(∫ x
x0
J (i)r (P, x
′, tr) dx
′ +
∫ tr
t0,r
I(i)r (P, x0, t
′) dt′
)
, 1 ≤ i ≤ 3, (4.11)
upon taking advantage of the basic conservation laws in (4.10).
Let us first determine general dynamics of zeros of E
[m]
21 , F
[m]
21 and F
[m]
31 .
Theorem 4.1 Let W
[n]
z = [V,W [n]], where V = (Vij)3×3. If µi 6= µj, νi 6= νj and ξi 6= ξj for
i 6= j, then the zeros of E
[m]
21 , F
[m]
21 and F
[m]
31 satisfy the Dubrovin type equations
µj,z = −
[(V12W
[n]
13 − V13W
[n]
12 )(3y
2 + Sm)]
∣∣
λ=µj
e
[m]
21
∏g
k=1, k 6=j(µj − µk)
, 1 ≤ j ≤ g, (4.12)
νj,z = −
[(V21W
[n]
23 − V23W
[n]
21 )(3y
2 + Sm)]
∣∣
λ=νj
f
[m]
21
∏g
k=0, k 6=j(νj − νk)
, 0 ≤ j ≤ g, (4.13)
ξj,z = −
[(V31W
[n]
32 − V32W
[n]
31 )(3y
2 + Sm)]
∣∣
λ=ξj
f
[m]
31
∏g
k=0, k 6=j(ξj − ξk)
, 0 ≤ j ≤ g. (4.14)
Proof: We first prove the Dubrovin type equation (4.12). Using (3.28) and (3.60), we have
(y2 + Sm)|λ=µj =
[(
−
A
[m]
21
W
[n]
13
)2
+ Sm
]∣∣∣
λ=µj
=
(A
[m]
21 )
2 + (W
[n]
13 )
2Sm
(W
[n]
13 )
2
∣∣∣
λ=µj
=
W
[n]
13 B
[m]
21
(W
[n]
13 )
2
∣∣∣
λ=µj
=
B
[m]
21
W
[n]
13
∣∣∣
λ=µj
=
B
[m]
31
W
[n]
12
∣∣∣
λ=µj
, 1 ≤ j ≤ g.
Following these two expressions for B
[m]
21 and B
[m]
31 , we have
(V12B
[m]
21 − V13B
[m]
31 )
∣∣
λ=µj
= [(V12W
[n]
13 − V13W
[n]
12 )(y
2 + Sm)]
∣∣
λ=µj
, 1 ≤ j ≤ g,
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and thus, applying the derivative formula (3.39), we can get
E
[m]
21,z
∣∣
λ=µj
= [(V12W
[n]
13 − V13W
[n]
12 )(3y
2 + Sm)]
∣∣
λ=µj
, 1 ≤ j ≤ g. (4.15)
Now, according to (4.1), this leads to the Dubrovin type equation (4.12) for µj , 1 ≤ j ≤ g.
We secondly verify the Dubrovin type equation (4.13). Now using (3.30) and (3.61), we
can compute that
(y2 + Sm)|λ=νj =
[(
−
C
[m]
21
W
[n]
23
)2
+ Sm
]∣∣∣
λ=νj
=
(C
[m]
21 )
2 + (W
[n]
23 )
2Sm
(W
[n]
23 )
2
∣∣∣
λ=νj
=
W
[n]
23 D
[m]
21
(W
[n]
23 )
2
∣∣∣
λ=νj
=
D
[m]
21
W
[n]
23
∣∣∣
λ=νj
=
D
[m]
23
W
[n]
21
∣∣∣
λ=νj
, 0 ≤ j ≤ g.
Based on these two expressions for D
[m]
21 and D
[m]
23 , we get
(V21D
[m]
21 − V23D
[m]
23 )
∣∣
λ=νj
= [(V21W
[n]
23 − V23W
[n]
21 )(y
2 + Sm)]
∣∣
λ=νj
, 0 ≤ j ≤ g,
and thus, from the derivative formula (3.40), we can have
F
[m]
21,z
∣∣
λ=νj
= [(V21W
[n]
23 − V23W
[n]
21 )(3y
2 + Sm)]
∣∣
λ=νj
, 0 ≤ j ≤ g. (4.16)
Then based on (4.2), this yields the Dubrovin type equation (4.13) for νj , 0 ≤ j ≤ g.
We thirdly prove the Dubrovin type equation (4.14). Similarly using (3.30) and (3.62),
we have
(y2 + Sm)|λ=ξj =
[(
−
C
[m]
31
W
[n]
32
)2
+ Sm
]∣∣∣
λ=ξj
=
(C
[m]
31 )
2 + (W
[n]
32 )
2Sm
(W
[n]
32 )
2
∣∣∣
λ=ξj
=
W
[n]
32 D
[m]
31
(W
[n]
32 )
2
∣∣∣
λ=ξj
=
D
[m]
31
W
[n]
32
∣∣∣
λ=ξj
=
D
[m]
32
W
[n]
31
∣∣∣
λ=ξj
, 0 ≤ j ≤ g.
From these two expressions for D
[m]
31 and D
[m]
32 , we obtain
(V31D
[m]
31 − V32D
[m]
32 )
∣∣
λ=ξj
= [(V31W
[n]
32 − V32W
[n]
31 )(y
2 + Sm)]
∣∣
λ=ξj
, 0 ≤ j ≤ g,
and then, applying the derivative formula (3.40), we can get
F
[m]
31,z
∣∣
λ=ξj
= [(V31W
[n]
32 − V32W
[n]
31 )(3y
2 + Sm)]
∣∣
λ=ξj
, 0 ≤ j ≤ g. (4.17)
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Finally, according to (4.3), this equality generates the Dubrovin type equation (4.14) for ξj ,
0 ≤ j ≤ g. The proof is finished. 
In order to determine zeros and poles of the Baker-Akhiezer functions ψi, 1 ≤ i ≤ 3, we
verify the following statements.
Theorem 4.2 Let W
[n]
z = [V,W [n]], where V = (Vij)3×3 with tr(V ) = 0. If µi 6= µj, νi 6= νj
and ξi 6= ξj for i 6= j, then we have
V11 + V12φ21 + V13φ31 =
λ→µj
∂z ln(λ− µj) +O(1), 1 ≤ j ≤ g, (4.18)
V21φ12 + V22 + V23φ32 =
λ→νj
∂z ln(λ− νj) +O(1), 0 ≤ j ≤ g, (4.19)
V31φ13 + V22φ23 + V33 =
λ→ξj
∂z ln(λ− ξj) +O(1), 0 ≤ j ≤ g. (4.20)
Proof: We only prove the first statement. The proofs for the other two statements are
similar.
Using (3.26) and noting tr(V ) = 0, we can compute that
V11 + V12φ21 + V13φ31
= V11 + V12
y2W
[n]
13 − yA
[m]
21 +B
[m]
21
E
[m]
21
− V13
y2W
[n]
12 − yA
[m]
31 +B
[m]
31
E
[m]
21
=
1
3
E
[m]
21,z
E
[m]
21
−
2
3
(V13W
[n]
12 − V12W
[n]
13 )Sm
E
[m]
21
+
y2(V12W
[n]
13 − V13W
[n]
12 )− y(V12A
[m]
21 − V13A
[m]
31 )
E
[m]
21
=
1
3
E
[m]
21,z
E
[m]
21
+
2
3
(V12W
[n]
13 − V13W
[n]
12 )(3y
2 + Sm)
E
[m]
21
−
V12W
[n]
13 y(y +
A
[m]
21
W
[n]
13
)− V13W
[n]
12 y(y +
A
[m]
31
W
[n]
21
)
E
[m]
21
=
λ→µj
−
µj,z
λ− µj
+O(1)
=
λ→µj
∂z ln(λ− µj) + O(1),
where we have used the derivative formula (3.39) and the Dubrovin type equation (4.12).
The proof is finished. 
Taking V = U and V [r] and noting tr(U) = tr(V [r]) = 0, we can have the following two
conclusions from Theorem 4.1 and Theorem 4.2.
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Theorem 4.3 Let u = (p1, p2, q1, q2)
T solve the r-th four-component AKNS equations (2.27),
and Ωµ be an open and connected set of C
2. If
µi(x, tr) 6= µj(x, tr), νi(x, tr) 6= νj(x, tr), ξi(x, tr) 6= ξj(x, tr) (4.21)
for i 6= j and (x, tr) ∈ Ωµ, then the zeros of E
[m]
21 , F
[m]
21 and F
[m]
31 satisfy the Dubrovin type
equations:
µj,x(x, tr) =
[
(p2(x, tr)W
[n]
12 − p1(x, tr)W
[n]
13 )(3y
2 + Sm)
]∣∣
λ=µj (x,tr)
e
[m]
21
∏g
k=1, k 6=j(µj(x, tr)− µk(x, tr))
, 1 ≤ j ≤ g, (4.22)
νj,x(x, tr) = −
[
q1(x, tr)W
[n]
23 (3y
2 + Sm)
]∣∣
λ=νj(x,tr)
f
[m]
21
∏g
k=0, k 6=j(νj(x, tr)− νk(x, tr))
, 0 ≤ j ≤ g, (4.23)
ξj,x(x, tr) = −
[
q2(x, tr)W
[n]
32 (3y
2 + Sm)
]∣∣
λ=ξj(x,tr)
f
[m]
31
∏g
k=0, k 6=j(ξj(x, tr)− ξk(x, tr))
, 0 ≤ j ≤ g, (4.24)
and
µj,tr(x, tr) =
[
(V
[r]
13 W
[n]
12 − V
[r]
12 W
[n]
13 )(3y
2 + Sm)
]∣∣
λ=µj(x,tr)
e
[m]
21
∏g
k=1, k 6=j(µj(x, tr)− µk(x, tr))
, 1 ≤ j ≤ g, (4.25)
νj,tr(x, tr) =
[
(V
[r]
23 W
[n]
21 − V
[r]
21 W
[n]
23 )(3y
2 + Sm)
]∣∣
λ=νj(x,tr)
f
[m]
21
∏g
k=0, k 6=j(νj(x, tr)− νk(x, tr))
, 0 ≤ j ≤ g, (4.26)
ξj,tr(x, tr) =
[
(V
[r]
32 W
[n]
31 − V
[r]
31 W
[n]
32 )(3y
2 + Sm)
]∣∣
λ=ξj(x,tr)
f
[m]
31
∏g
k=0, k 6=j(ξj(x, tr)− ξk(x, tr))
, 0 ≤ j ≤ g. (4.27)
Proof: Note that now we have the Lax equations (3.17) and (3.18). Two immediate appli-
cations of Theorem 4.1 to the case of V = U and z = x and the case of V = V [r] and z = tr
yield the Dubrovin type dynamical equations in (4.22), (4.23) and (4.24), and (4.25), (4.26)
and (4.27), respectively. This completes the proof of the theorem. 
Theorem 4.4 Let P = (λ, y) ∈ Kg\{P∞1, P∞2, P∞3}, (x, x0, tr, t0,r) ∈ C
4, and Ωµ be an
open and connected set of C2. Suppose that u = (p1, p2, q1, q2)
T solves the r-th four-component
AKNS equations (2.27). If the conditions in (4.21) hold for i 6= j and (x, tr) ∈ Ωµ, and
µˆj(x, tr) 6= µˆj(x0, t0,r), νˆj(x, tr) 6= νˆj(x0, t0,r), ξˆj(x, tr) 6= ξˆj(x0, t0,r) (4.28)
for every j, then
(a) ψ1(P, x, x0, tr, t0,r) on Kg\{P∞1, P∞2, P∞3} has g zeros, µˆ1(x, tr), · · · , µˆg(x, tr), and g
poles, µˆ1(x0, t0,r), · · · , µˆg(x0, t0,r);
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(b) ψ2(P, x, x0, tr, t0,r) on Kg\{P∞1, P∞2, P∞3} has g + 1 zeros, νˆ0(x, tr), · · · , νˆg(x, tr), and
g + 1 poles, νˆ0(x0, t0,r), · · · , νˆg(x0, t0,r);
(c) ψ3(P, x, x0, tr, t0,r) on Kg\{P∞1, P∞2, P∞3} has g + 1 zeros, ξˆ0(x, tr), · · · , ξˆg(x, tr), and
g + 1 poles, ξˆ0(x0, t0,r), · · · , ξˆg(x0, t0,r).
Proof: We only prove the statement (a), and the proofs for the other two statements can be
given similarly.
Noting that tr(U) = tr(V [r]) = 0 and considering two cases of Theorem 4.2 with V = U
and V = V [r], we have
J
(1)
r =
λ→µj
∂x ln(λ− µj) + O(1),
I
(1)
r =
λ→µj
∂tr ln(λ− µj) + O(1),
where 1 ≤ j ≤ g. Consequently, for each 1 ≤ j ≤ g, we can compute that
ψ1(P, x, x0, tr, t0,r)
= exp(
∫ x
x0
J
(1)
r (P, x′, tr) dx
′ +
∫ tr
t0,r
I
(1)
r (P, x0, t
′) dt′
=
λ−µj(x,tr)
λ−µj(x0,tr)
λ−µj(x0,tr)
λ−µj(x0,t0,r)
O(1)
=
λ−µj(x,tr)
λ−µj(x0,t0,r)
O(1)
=


(λ− µj(x, tr))O(1) for P near µˆj(x, tr) 6= µˆj(x0, t0,r),
O(1) for P near µˆj(x, tr) = µˆj(x0, t0,r),
(λ− µj(x0, t0,r))
−1O(1) for P near µˆj(x0, t0,r) 6= µˆj(x, tr),
where O(1) 6= 0. Under the conditions in (4.28), this leads to the statement (a), which
completes the proof. 
This theorem determines zeros and poles of the Baker-Akhiezer functions ψi, 1 ≤ i ≤ 3,
in Kg\{P∞1, P∞2, P∞3}.
5 Asymptotic behaviors
In order to generate algebro-geometric solutions in terms of the Riemann theta functions,
we need to explore asymptotic properties of the Baker-Akhiezer functions ψi, 1 ≤ i ≤ 3.
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5.1 Asymptotics of the first Baker-Akhiezer function
We first start with determining asymptotic properties of the meromorphic functions φ21 and
φ31 at the points at infinity.
Lemma 5.1 Let u = (p1, p2, q1, q2)
T satisfy the r-th four-component AKNS equations (2.27)
and ζ = λ−1. Suppose that P ∈ Kg\{P∞1, P∞2, P∞3} and (x, tr) ∈ C
2. Then
φ21(P, x, tr) =
ζ→0


3
p1
ζ−1 + p1,x−p1p2χ1,0
p21
+ κ1,1ζ +O(ζ
2), as P → P∞1,
κ2,0 + κ2,1ζ +O(ζ
2), as P → P∞2,
− q1
3
ζ −
q1,x
9
ζ2 −
q1,xx−p1q
2
1−p2q1q2
27
ζ3 +O(ζ4), as P → P∞3,
(5.1)
and
φ31(P, x, tr) =
ζ→0


χ1,0 + χ1,1ζ +O(ζ
2), as P → P∞1,
3
p2
ζ−1 +
p2,x−p1p2κ2,0
p22
+ χ2,1ζ +O(ζ
2), as P → P∞2,
− q2
3
ζ −
q2,x
9
ζ2 −
q2,xx−p2q
2
2−p1q1q2
27
ζ3 ++O(ζ4), as P → P∞3,
(5.2)
where

(p1χ1,0)x = p1q2,
(p1χ1,1)x = −
χ1,0
3p1
(p21p2,xχ1,0 − p1p1,xp2 + p
3
1q1 + p
2
1p2q2 − p1p1,xx + p
2
1,x),
κ1,1 =
1
3p31
(p21p2,xχ1,0 − p1p1,xp2χ1,0 − 3p
2
1p2χ1,1 + p
3
1q1 + p
2
1p2q2 − p1p1,xx + p
2
1,x),
and

(p2κ2,0)x = p2q1,
(p2κ2,1)x =
κ2,0
3p2
(p1p2p2,xκ2,0 − p1,xp
2
2 − p1p
2
2q1 − p
3
2q2 + p2p2,xx − p
2
2,x),
χ2,1 = −
1
3p32
(p1p2p2,xκ2,0 − p1,xp
2
2κ2,0 + 3p1p
2
2κ2,1 − p1p
2
2q1 − p
3
2q2 + p2p2,xx − p
2
2,x).
Proof: We begin with the following three ansatzes:
φ21 =
ζ→0
κ1,−1ζ
−1 + κ1,0 + κ1,2ζ
2 +O(ζ3), φ31 =
ζ→0
χ1,0 + χ1,1ζ +O(ζ
2), as P → P∞1;
φ21 =
ζ→0
κ2,0 + κ2,1ζ +O(ζ
2), φ31 =
ζ→0
χ2,−1ζ
−1 + χ2,0 + χ2,1ζ +O(ζ
2), as P → P∞2 ;
φ21 =
ζ→0
κ3,1ζ + κ3,2ζ
2 + κ3,3ζ
3 +O(ζ4), φ31 =
ζ→0
χ3,1ζ + χ3,2ζ
2 + χ3,3ζ
3 +O(ζ4), as P → P∞3;
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where the coefficients, κij and χij, are functions to be determined. Substituting those ex-
pansions into the Riccati type equations (3.35) with i = 2, 3 and j = 1, i.e.,
φ21,x = q1 + 3λφ21 − p1φ
2
21 − p2φ21φ31, φ31,x = q2 + 3λφ31 − p1φ21φ31 − p2φ
2
31, (5.3)
and comparing the three lowest powers ζ i in each resulting equation, where i goes either
from −2 to 0, or from −1 to 1, or from 0 to 2, we obtain a set of relations on the coefficient
functions κi,j and χi,j, which yields the asymptotic properties in (5.1) and (5.2). The proof
is finished. 
To determine asymptotic properties of the Baker-Akhiezer function ψ1 at the points at
infinity, we now analyze
J (1)r = U11 + U12φ21 + U13φ31 = −2λ+ p1φ21 + p2φ31, (5.4)
and
I(1)r = V
[r]
11 + V
[r]
12 φ21 + V
[r]
13 φ31. (5.5)
Lemma 5.2 Let u = (p1, p2, q1, q2)
T satisfy the r-th four-component AKNS equations (2.27)
and ζ = λ−1. Suppose that P ∈ Kg\{P∞1, P∞2, P∞3} and (x, tr) ∈ C
2. Then
J (1)r (P, x, tr) =
ζ→0


ζ−1 + p1,x
p1
+O(ζ), as P → P∞1,
ζ−1 +
p2,x
p2
+O(ζ), as P → P∞2,
−2ζ−1 + O(ζ), as P → P∞3,
(5.6)
and
I(1)r (P, x, tr) =
ζ→0


ζ−r + p1,tr
p1
+O(ζ), as P → P∞1,
ζ−r +
p2,tr
p2
+O(ζ), as P → P∞2,
−2ζ−r +O(ζ), as P → P∞3.
(5.7)
Proof: First, based on (5.4), we obatin (5.6) directly from Lemma 5.1.
Second, note that the first compatibility condition in (4.10) reads
I(1)r,x =
(ψ1,tr
ψ1
)
x
=
(ψ1,x
ψ1
)
tr
= J
(1)
r,tr , (5.8)
and that from (2.26), we obtain
V
[r+1]
11 = λV
[r]
11 + a
[r+1], V
[r+1]
12 = λV
[r]
12 + b
[r+1]
1 , V
[r+1]
13 = λV
[r]
13 + b
[r+1]
2 ,
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and thus, we have
I
(1)
r+1 = λI
(1)
r + a
[r+1] + b
[r+1]
1 φ21 + b
[r+1]
2 φ31. (5.9)
Now, based on (5.8) and (5.9), we can verify (5.7) from (5.6) by the mathematical induction.
The proof is finished. 
Theorem 5.1 Let u = (p1, p2, q1, q2)
T satisfy the r-th four-component AKNS equations
(2.27) and ζ = λ−1. Suppose that P ∈ Kg\{P∞1, P∞2, P∞3} and (x, tr) ∈ C
2. Then we
have
ψ1(P, x, x0, tr, t0,r)
=
ζ→0


p1(x,tr)
p1(x0,t0,r)
exp
(
ζ−1(x− x0) + ζ
−r(tr − t0,r) +O(ζ)
)
, as P → P∞1,
p2(x,tr)
p2(x0,t0,r)
exp
(
ζ−1(x− x0) + ζ
−r(tr − t0,r) +O(ζ)
)
, as P → P∞2,
exp
(
−2ζ−1(x− x0)− 2ζ
−r(tr − t0,r) +O(ζ)
)
, as P → P∞3.
(5.10)
Proof: The first formula in (4.11) on the Baker-Akhiezer function ψ1 gives
ψ1(P, x, x0, tr, t0,r) = exp
(∫ x
x0
J (1)r (P, x
′, tr) dx
′ +
∫ tr
t0,r
I(1)r (P, x0, t
′) dt′
)
,
where J
(1)
r and I
(1)
r are defined by (5.4) and (5.5). Based on Lemma 5.2, this expression
generates the asymptotic properties of ψ1 in (5.10). The proof is finished. 
5.2 Asymptotics of the second Baker-Akhiezer function
We now start with determining asymptotic properties of the meromorphic functions φ12 and
φ32 at the points at infinity.
Lemma 5.3 Let u = (p1, p2, q1, q2)
T satisfy the r-th four-component AKNS equations (2.27)
and ζ = λ−1. Suppose that P ∈ Kg\{P∞1, P∞2, P∞3} and (x, tr) ∈ C
2. Then
φ12(P, x, tr) =
ζ→0


p1
3
ζ + (p2
3
χ1,1 −
1
9
p1,x)ζ
2 + κ1,3ζ
3 +O(ζ4), as P → P∞1 ,
1
3
p2χ2,−1 + κ2,1ζ + κ2,2ζ
2 +O(ζ3), as P → P∞2 ,
− 3
q1
ζ−1 + q1,x
q21
+
q1q1,xx−q
2
1,x−p1q
3
1−p2q
2
1q2
3q31
ζ +O(ζ2), as P → P∞3 ,
(5.11)
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and
φ32(P, x, tr) =
ζ→0


χ1,1ζ + χ1,2ζ
2 +O(ζ3), as P → P∞1,
χ2,−1ζ
−1 + χ2,0 + χ2,1ζ +O(ζ
2), as P → P∞2,
q2
q1
+ 1
3
(
q2
q1
)
x
ζ + 1
9
[(
q2
q1
)
xx
+
q1,x
q1
(
q2
q1
)
x
]
ζ2 +O(ζ3), as P → P∞3,
(5.12)
where 

χ1,1,x =
1
3
p1q2, χ1,2,x =
1
3
(p2q2 − p1q1)χ1,1 −
1
9
p1,xq2,
κ1,3 = −
1
9
p2,xχ1,1 +
1
3
p2χ1,2 −
1
27
p1(p1q1 + p2q2) +
1
27
p1,xx,
and

χ2,−1,x = −
1
3
p2q1χ
2
2,−1, κ2,1 = −
1
9
p2,xχ2,−1 +
1
3
p2χ2,0 +
1
3
p1,
κ2,2 = −
1
27
p1p2q1χ2,−1 −
1
27
p22q2χ2,−1 +
1
27
p2,xxχ2,−1 −
1
9
p2,xχ2,0 +
1
3
p2χ2,1 −
1
9
p1,x,
χ2,0,x +
2
3
p2q1χ2,−1χ2,0 −
1
9
p2,xq1χ
2
2,−1 +
1
3
(p1q1 − p2q2)χ2,−1 = 0,
χ2,1,x +
2
3
p2q1χ2,−1χ2,1 −
1
27
p1p2q
2
1χ
2
2,−1 −
1
27
p22q1q2χ
2
2,−1 +
1
27
p2,xxq1χ
2
2,−1 +
1
3
p2q1χ
2
2,−1
−2
9
p2,xq1χ2,−1χ2,0 +
1
3
p1q1χ2,0 −
1
3
p2q2χ2,0 +
1
9
p2,xq2χ2,−1 −
1
9
p1,xq1χ2,−1 −
1
3
p1q2 = 0.
Proof: We begin with the following three ansatzes:
φ12 =
ζ→0
κ1,1ζ + κ1,2ζ
2 + κ1,3ζ
3 +O(ζ4), φ32 =
ζ→0
χ1,1ζ + χ1,2ζ
2 +O(ζ3), as P → P∞1;
φ12 =
ζ→0
κ2,0 + κ2,1ζ + κ2,2ζ
2 +O(ζ3), φ32 =
ζ→0
χ2,−1ζ
−1 + χ2,0 + χ2,1ζ +O(ζ
2), as P → P∞2;
φ12 =
ζ→0
κ3,−1ζ
−1 + κ3,0 + κ3,1ζ +O(ζ
2), φ32 =
ζ→0
χ3,0 + χ3,1ζ + χ3,2ζ
2 +O(ζ3), as P → P∞3;
where the coefficients, κij and χij, are functions to be determined. Substituting those ex-
pansions into the Riccati type equations (3.35) with i = 1, 3 and j = 2, i.e.,
φ12,x = −3λφ12 + p1 + p2φ32 − q1φ
2
12, φ32,x = q2φ12 − q1φ12φ32, (5.13)
and comparing the three lowest powers ζ i in each resulting equation, where i goes either
from −2 to 0, or from −1 to 1, or from 0 to 2, we obtain a set of relations on the coefficient
functions κi,j and χi,j, which leads to the asymptotic properties in (5.11) and (5.12). This
proves the lemma. 
To determine asymptotic properties of the Baker-Akhiezer function ψ2 at the points at
infinity, we now analyze
J (2)r = U21φ12 + U22 + U23φ32 = q1φ12 + λ, (5.14)
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and
I(2)r = V
[r]
21 φ12 + V
[r]
22 + V
[r]
23 φ32. (5.15)
Lemma 5.4 Let u = (p1, p2, q1, q2)
T satisfy the r-th four-component AKNS equations (2.27)
and ζ = λ−1. Suppose that P ∈ Kg\{P∞1, P∞2, P∞3} and (x, tr) ∈ C
2. Then
J (2)r (P, x, tr) =
ζ→0


ζ−1 +O(ζ), as P → P∞1,
ζ−1 + ρ
(2)
r +O(ζ), as P → P∞2,
−2ζ−1 +
q1,x
q1
+O(ζ), as P → P∞3,
(5.16)
and
I(2)r (P, x, tr) =
ζ→0


ζ−r +O(ζ), as P → P∞1,
ζ−r + σ
(2)
r +O(ζ), as P → P∞2,
−2ζ−r +
q1,tr
q1
+O(ζ), as P → P∞3,
(5.17)
where ρ
(2)
r = 13p2q1χ2,−1 and σ
(2)
r,x = ρ
(2)
r,tr
, with χ2,−1 being defined in Lemma 5.3.
Proof: First, based on (5.14), we obatin (5.16) directly from Lemma 5.3.
Second, note that the second compatibility condition in (4.10) reads
I(2)r,x =
(ψ2,tr
ψ2
)
x
=
(ψ2,x
ψ2
)
tr
= J
(2)
r,tr
, (5.18)
and that from (2.26), we get
V
[r+1]
21 = λV
[r]
21 + c
[r+1]
1 , V
[r+1]
22 = λV
[r]
22 + d
[r+1]
11 , V
[r+1]
23 = λV
[r]
23 + d
[r+1]
12 ,
and this leads to
I
(2)
r+1 = λI
(2)
r + c
[r+1]
1 φ12 + d
[r+1]
11 + d
[r+1]
12 φ32. (5.19)
Now, based on (5.18) and (5.19), we can prove (5.17) from (5.16) by the mathematical
induction. This competes the proof. 
Theorem 5.2 Let u = (p1, p2, q1, q2)
T satisfy the r-th four-component AKNS equations
(2.27) and ζ = λ−1. Suppose that P ∈ Kg\{P∞1, P∞2, P∞3} and (x, tr) ∈ C
2. Then we
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have
ψ2(P, x, x0, tr, t0,r)
=
ζ→0


exp
(
ζ−1(x− x0) + ζ
−r(tr − t0,r) +O(ζ)
)
, as P → P∞1,
exp
(∫ x
x0
ρ
(2)
r (P, x′, tr) dx
′ +
∫ tr
t0,r
σ
(2)
r (P, x0, t
′) dt′
+ζ−1(x− x0) + ζ
−r(tr − t0,r) +O(ζ)
)
, as P → P∞2,
q1(x,tr)
q1(x0,t0,r)
exp
(
−2ζ−1(x− x0)− 2ζ
−r(tr − t0,r) +O(ζ)
)
, as P → P∞3,
(5.20)
where ρ
(2)
r and σ
(2)
r are defined in Lemma 5.4.
Proof: The second formula in (4.11) presents
ψ2(P, x, x0, tr, t0,r) = exp
(∫ x
x0
J (2)r (P, x
′, tr) dx
′ +
∫ tr
t0,r
I(2)r (P, x0, t
′) dt′
)
,
where J
(2)
r and I
(2)
r are given by (5.14) and (5.15). This expression generates the asymptotic
properties of the Baker-Akhiezer function ψ2 in (5.20), based on Lemma 5.4. The proof is
finished. 
5.3 Asymptotics of the third Baker-Akhiezer function
We thirdly start with determining asymptotic properties of the meromorphic functions φ13
and φ23 at the points at infinity.
Lemma 5.5 Let u = (p1, p2, q1, q2)
T satisfy the r-th four-component AKNS equations (2.27)
and ζ = λ−1. Suppose that P ∈ Kg\{P∞1, P∞2, P∞3} and (x, tr) ∈ C
2. Then
φ13(P, x, tr) =
ζ→0


1
3
p1χ1,−1 + κ1,1ζ + κ1,2ζ
2 +O(ζ3), as P → P∞1 ,
p2
3
ζ + (p1
3
χ2,1 −
1
9
p2,x)ζ
2 + κ2,3ζ
3 +O(ζ4), as P → P∞2 ,
− 3
q2
ζ−1 +
q2,x
q22
+
q2q2,xx−q
2
2,x−p2q
3
2−p1q1q
2
2
3q32
ζ +O(ζ2), as P → P∞3 ,
(5.21)
and
φ23(P, x, tr) =
ζ→0


χ1,−1ζ
−1 + χ1,0 + χ1,1ζ +O(ζ
2), as P → P∞1,
χ2,1ζ + χ2,2ζ
2 +O(ζ3), as P → P∞2,
q1
q2
+ 1
3
(
q1
q2
)
x
ζ + 1
9
[(
q1
q2
)
xx
+
q2,x
q2
(
q1
q2
)
x
]
ζ2 +O(ζ3), as P → P∞3,
(5.22)
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where 

χ2,1,x =
1
3
p2q1, χ2,2,x =
1
3
(p1q1 − p2q2)χ2,1 −
1
9
p2,xq1,
κ2,3 = −
1
9
p1,xχ2,1 +
1
3
p1χ2,2 −
1
27
p2(p1q1 + p2q2) +
1
27
p2,xx,
and


χ1,−1,x = −
1
3
p1q2χ
2
1,−1, κ1,1 = −
1
9
p1,xχ1,−1 +
1
3
p1χ1,0 +
1
3
p2,
κ1,2 = −
1
27
p1p2q2χ1,−1 −
1
27
p21q1χ1,−1 +
1
27
p1,xxχ1,−1 −
1
9
p1,xχ1,0 +
1
3
p1χ1,1 −
1
9
p2,x,
χ1,0,x +
2
3
p1q2χ1,−1χ1,0 −
1
9
p1,xq2χ
2
1,−1 +
1
3
(p2q2 − p1q1)χ1,−1 = 0,
χ1,1,x +
2
3
p1q2χ1,−1χ1,1 −
1
27
p1p2q
2
2χ
2
1,−1 −
1
27
p21q1q2χ
2
1,−1 +
1
27
p1,xxq2χ
2
1,−1 +
1
3
p1q2χ
2
1,−1
−2
9
p1,xq2χ1,−1χ1,0 +
1
3
p2q2χ1,0 −
1
3
p1q1χ1,0 +
1
9
p1,xq1χ1,−1 −
1
9
p2,xq2χ1,−1 −
1
3
p2q1 = 0.
Proof: Similarly, we begin with the following three ansatzes:
φ13 =
ζ→0
κ1,0 + κ1,1ζ + κ1,2ζ
2 +O(ζ3), φ23 =
ζ→0
χ1,−1ζ
−1 + χ1,0 + χ1,1ζ +O(ζ
2), as P → P∞1;
φ13 =
ζ→0
κ2,1ζ + κ2,2ζ
2 + κ2,3ζ
3 +O(ζ4), φ23 =
ζ→0
χ2,1ζ + χ2,2ζ
2 +O(ζ3), as P → P∞2;
φ13 =
ζ→0
κ3,−1ζ
−1 + κ3,0 + κ3,1ζ +O(ζ
2), φ23 =
ζ→0
χ3,0 + χ3,1ζ + χ3,2ζ
2 +O(ζ3), as P → P∞3;
where the coefficients, κij and χij, are functions to be determined. Substituting those ex-
pansions into the Riccati type equations (3.35) with i = 1, 2 and j = 3, i.e.,
φ13,x = −3λφ13 + p1φ23 + p2 − q2φ
2
13, φ23,x = q1φ13 − q2φ13φ23, (5.23)
and comparing the three lowest powers ζ i in each resulting equation, where i goes either
from −2 to 0, or from −1 to 1, or from 0 to 2, we get a set of relations on the coefficient
functions κi,j and χi,j, which engenders the asymptotic properties in (5.21) and (5.22). The
proof is finished. 
Now, in order to determine asymptotic properties of the Baker-Akhiezer function ψ3 at
the points at infinity, we similarly analyze
J (3)r = U31φ13 + U32φ23 + U33 = q2φ13 + λ, (5.24)
and
I(3)r = V
[r]
31 φ13 + V
[r]
32 φ23 + V
[r]
33 . (5.25)
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Lemma 5.6 Let u = (p1, p2, q1, q2)
T satisfy the r-th four-component AKNS equations (2.27)
and ζ = λ−1. Suppose that P ∈ Kg\{P∞1, P∞2, P∞3} and (x, tr) ∈ C
2. Then
J (3)r (P, x, tr) =
ζ→0


ζ−1 + ρ
(3)
r +O(ζ), as P → P∞1,
ζ−1 +O(ζ), as P → P∞2,
−2ζ−1 +
q2,x
q2
+O(ζ), as P → P∞3,
(5.26)
and
I(3)r (P, x, tr) =
ζ→0


ζ−r + σ
(3)
r +O(ζ), as P → P∞1,
ζ−r +O(ζ), as P → P∞2,
−2ζ−r +
q2,tr
q2
+O(ζ), as P → P∞3,
(5.27)
where ρ
(3)
r =
1
3
p1q2χ1,−1 and σ
(3)
r,x = ρ
(3)
r,tr
, with χ1,−1 being defined in Lemma 5.5.
Proof: Similarly, first based on (5.24), we obatin (5.26) directly from Lemma 5.5.
Second, note that the third compatibility condition reads
I(3)r,x =
(ψ3,tr
ψ3
)
x
=
(ψ3,x
ψ3
)
tr
= J
(3)
r,tr
, (5.28)
and that from (2.26), we obtain
V
[r+1]
31 = λV
[r]
31 + c
[r+1]
2 , V
[r+1]
32 = λV
[r]
32 + d
[r+1]
21 , V
[r+1]
33 = λV
[r]
33 + d
[r+1]
22 ,
and this tells
I
(3)
r+1 = λI
(3)
r + c
[r+1]
2 φ13 + d
[r+1]
21 φ23 + d
[r+1]
22 . (5.29)
Finally, based on (5.28) and (5.29), we can verify (5.27) from (5.26) by the mathematical
induction. This completes the proof. 
Theorem 5.3 Let u = (p1, p2, q1, q2)
T satisfy the r-th four-component AKNS equations
(2.27) and ζ = λ−1. Suppose that P ∈ Kg\{P∞1, P∞2, P∞3} and (x, tr) ∈ C
2. Then we
have
ψ3(P, x, x0, tr, t0,r)
=
ζ→0


exp
(∫ x
x0
ρ
(3)
r (P, x′, tr) dx
′ +
∫ tr
t0,r
σ
(3)
r (P, x0, t
′) dt′
+ζ−1(x− x0) + ζ
−r(tr − t0,r) +O(ζ)
)
, as P → P∞1,
exp
(
ζ−1(x− x0) + ζ
−r(tr − t0,r) +O(ζ)
)
, as P → P∞2,
q2(x,tr)
q2(x0,t0,r)
exp
(
−2ζ−1(x− x0)− 2ζ
−r(tr − t0,r) +O(ζ)
)
, as P → P∞3,
(5.30)
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where ρ
(3)
r and σ
(3)
r are defined in Lemma 5.6.
Proof: The third formula in (4.11) reads
ψ3(P, x, x0, tr, t0,r) = exp
(∫ x
x0
J (3)r (P, x
′, tr) dx
′ +
∫ tr
t0,r
I(3)r (P, x0, t
′) dt′
)
,
where J
(3)
r and I
(3)
r are determined by (5.24) and (5.25). Based on Lemma 5.6, this expression
generates the asymptotic properties of the Baker-Akhiezer function ψ3 in (5.30). The proof
is finished. 
Now, note that a meromorphic function on a compact Riemann surface has the same
number of zeros and poles. Therefore, in view of Lemma 5.1, Lemma 5.3 and Lemma 5.5,
and from the expressions in (3.20) for the meromorphic functions φij, 1 ≤ i, j ≤ 3, we can
assume that their divisors are given by
(φ21(P, x, tr)) = DP∞3 ,νˆh1(x,tr),··· ,νˆg(x,tr) −DP∞1 ,µˆh1 (x,tr),··· ,µˆg(x,tr), (5.31)
(φ31(P, x, tr)) = DP∞3 ,ξˆh2 (x,tr),··· ,ξˆg(x,tr)
−DP∞2 ,µˆh2 (x,tr),··· ,µˆg(x,tr), (5.32)
(φ12(P, x, tr)) = DP∞1 ,µˆh1 (x,tr),··· ,µˆg(x,tr) −DP∞3 ,νˆh1 (x,tr),··· ,νˆg(x,tr), (5.33)
(φ32(P, x, tr)) = DP∞1 ,ξˆh3 (x,tr),··· ,ξˆg(x,tr)
−DP∞2 ,νˆh3 (x,tr),··· ,νˆg(x,tr), (5.34)
(φ13(P, x, tr)) = DP∞2 ,µˆh2 (x,tr),··· ,µˆg(x,tr) −DP∞3 ,ξˆh2 (x,tr),··· ,ξˆg(x,tr)
, (5.35)
(φ23(P, x, tr)) = DP∞2 ,νˆh3(x,tr),··· ,νˆg(x,tr) −DP∞1 ,ξˆh3(x,tr),··· ,ξˆg(x,tr)
, (5.36)
for some natural numbers hi, 1 ≤ i ≤ 3. The case of hi > 1 for some 1 ≤ i ≤ 3 could happen,
particularly when y = −
A
[m]
ij
W
[n]
jk
, and E
[m]
ij and 2(A
[m]
ij )
2+W
[n]
jk B
[m]
ij have common zeros, or when
y = −
C
[m]
ij
W
[n]
ik
, and F
[m]
ij and 2(C
[m]
ij )
2 +W
[n]
ik D
[m]
ij have common zeros, where 1 ≤ i, j, k ≤ 3 and
i 6= j 6= k.
6 Algebro-geometric solutions
In order to straighten out the corresponding flows in the soliton hierarchy (2.27), we equip
Kg with a homology basis of a-cycles: a1, . . . ,ag, and b-cycles: b1, . . . ,bg, which are inde-
pendent and have intersection numbers as follows:
aj ◦ ak = 0, bj ◦ bk = 0, aj ◦ bk = δjk, 1 ≤ j, k ≤ g.
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In what follows, we will choose the following set as our basis for the space of holomorphic
differentials on Kg [9, 59]:
ω˜l =
1
3y2(P ) + Sm


λl−1dλ, 1 ≤ l ≤ deg(Sm)− 1,
y(P )λl−deg(Sm)dλ, deg(Sm) ≤ l ≤ g,
(6.1)
which are g linearly independent holomorphic differentials on Kg. By using the above ho-
mology basis, the period matrices A = (Ajk) and B = (Bjk) can be constructed as
Akj =
∫
aj
ω˜k, Bkj =
∫
bj
ω˜k, 1 ≤ j, k ≤ g. (6.2)
It is possible to show that matrices A and B are invertible [15]. So, we can define the
matrices C and τ by C = A−1 and τ = A−1B. The matrix τ can be shown to be symmetric
(τkj = τjk), and it has a positive-definite imaginary part (Im τ > 0) [58, 60, 61]. If we
normalize ω˜l, 1 ≤ l ≤ g, into a new basis ω = (ω1, · · · , ωg):
ωj =
g∑
l=1
Cjlω˜l, 1 ≤ j ≤ g, (6.3)
where C = (Cij)g×g, then we obtain
∫
ak
ωj =
g∑
l=1
Cjl
∫
ak
ω˜l = δjk,
∫
bk
ωj = τjk, 1 ≤ j, k ≤ g. (6.4)
To compute the b-periods of Abelian differentials of the second kind, we assume that
ωk =
ζ→0
∞∑
l=0
̺k,l(P∞j)ζ
l dζ, as P → P∞j , 1 ≤ k ≤ g, 1 ≤ j ≤ 3, (6.5)
where ̺k,l(P∞j), l ≥ 0, are constants.
Now, let Tg be the period lattice Tg = {z ∈ C
g | z = N + Lτ, N, L ∈ Zg}. The complex
torus Tg = C
g/Tg is called the Jacobian variety of Kg. The Abel map A : Kg → Tg is defined
as follows:
A(P ) =
(∫ P
Q0
ω1, · · · ,
∫ P
Q0
ωg
)
(mod Tg), (6.6)
where Q0 ∈ Kg is a fixed base point. We take the natural linear extension of the Abel map
to the space of divisors Div(Kg):
A
(∑
nkPk
)
=
∑
nkA(Pk), (6.7)
where P, Pk ∈ Kg.
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Let ω
(2)
∞j ,l
(P ), 1 ≤ j ≤ 3 and l ≥ 2, denote the normalized Abelian differential of the
second kind, being holomorphic on Kg\{P∞j} and possessing the asymptotic property:
ω
(2)
∞j ,l
(P ) =
ζ→0
(
ζ−l +O(1)
)
dζ, as P → P∞j , 1 ≤ j ≤ 3, l ≥ 2. (6.8)
The adopted normalization condition is∫
ak
ω
(2)
∞j ,l
= 0, 1 ≤ k ≤ g, 1 ≤ j ≤ 3, l ≥ 2, (6.9)
and (6.8) implies that the residues of ω
(2)
∞j ,l
at P∞j are all zero. Based on the asymptotic
properties of the Baker-Akhiezer functions ψj , 1 ≤ j ≤ 3, we introduce the following Abelian
differentials of the second kind:
Ω
(2)
2 = ω
(2)
P∞1 ,2
+ ω
(2)
P∞2 ,2
− 2ω
(2)
P∞3 ,2
, (6.10)
Ω˜(2)r = rω
(2)
P∞1 ,r+1
+ rω
(2)
P∞2 ,r+1
− 2rω
(2)
P∞3 ,r+1
. (6.11)
Then for Ω
(2)
2 , we have the asymptotic expansions:
∫ P
Q0
Ω
(2)
2 =
ζ→0


−ζ−1 + e
(2)
2,1(Q0) + O(ζ), as P → P∞1,
−ζ−1 + e
(2)
2,2(Q0) + O(ζ), as P → P∞2,
2ζ−1 + e
(2)
2,3(Q0) + O(ζ), as P → P∞3,
(6.12)
and for Ω˜
(2)
r , we have the asymptotic expansions:
∫ P
Q0
Ω˜(2)r =
ζ→0


−ζ−r + e˜
(2)
r,1(Q0) + O(ζ), as P → P∞1,
−ζ−r + e˜
(2)
r,2(Q0) + O(ζ), as P → P∞2,
2ζ−r + e˜
(2)
r,3(Q0) + O(ζ), as P → P∞3,
(6.13)
where the paths of integration are chosen to be the same as the one in the Abel map (6.6).
Denote the b-periods of the differentials Ω
(2)
2 and Ω˜
(2)
r by
U
(2)
2 = (U
(2)
2,1 , · · · , U
(2)
2,g ), U
(2)
2,k =
1
2πi
∫
bk
Ω
(2)
2 , 1 ≤ k ≤ g, (6.14)
and
U˜
(2)
r = (U˜
(2)
r,1 , · · · , U˜
(2)
r,g ), U˜
(2)
r,k =
1
2πi
∫
bk
Ω˜(2)r , 1 ≤ k ≤ g. (6.15)
Through the relationship between the normalized meromorphic differential of the second
kind and the normalized holomorphic differentials ωk, 1 ≤ k ≤ g, we can derive that
U
(2)
2,k = ̺k,0(P∞1) + ̺k,0(P∞2)− 2̺k,0(P∞3), 1 ≤ k ≤ g, (6.16)
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and
U˜
(2)
r,k = ̺k,r(P∞1) + ̺k,r(P∞2)− 2̺k,r(P∞3), 1 ≤ k ≤ g. (6.17)
Let ω
(3)
Q1,Q2
stand for the normalized Abelian differential of the third kind, holomorphic
on Kg\{Q1, Q2} and with simple poles at Ql with residues (−1)
l+1, l = 1, 2. The adopted
normalization condition reads ∫
ak
ω
(3)
Q1,Q2
= 0, 1 ≤ k ≤ g, (6.18)
and thus, ∫
bk
ω
(3)
Q1,Q2
= 2πi
∫ Q1
Q2
ωk, 1 ≤ k ≤ g, (6.19)
where the path of integration fromQ2 toQ1 does not intersect the cycles a1, · · · ,ag,b1, · · · ,bg.
We then set
e
(3)
2,j(Q0) = e
(3)
2,j(Q0, x, x0, tr, t0,r) =
∫ P∞j
Q0
ω
(3)
νˆ0(x0,t0,r),νˆ0(x,tr)
, 1 ≤ j ≤ 3, (6.20)
e
(3)
3,j(Q0) = e
(3)
3,j(Q0, x, x0, tr, t0,r) =
∫ P∞j
Q0
ω
(3)
ξˆ0(x0,t0,r),ξˆ0(x,tr)
, 1 ≤ j ≤ 3, (6.21)
where the paths of integration are chosen to be the same as the one in the Abel map (6.6).
Denote by θ(z) the Riemann theta function associated with Kg equipped with the above
homology basis [60]:
θ(z) =
∑
N∈Zg
exp
(
πi〈Nτ,N〉+ 2πi〈N, z〉
)
, (6.22)
where z = (z1, · · · , zg) ∈ C
g is a complex vector, and 〈·, ·〉 stands for the Hermitian inner
product on Cg:
〈z, w〉 =
g∑
j=1
ziw¯j, z = (z1, · · · , zg) ∈ C
g, w = (w1, · · · , wg) ∈ C
g. (6.23)
The Riemann theta function is even and quasi-periodic. More precisely, it satisfies
θ(z1, · · · , zj−1,−zj , zj+1, · · · , zg) = θ(z), 1 ≤ j ≤ g, (6.24)
and
θ(z +N + Lτ) = exp
(
−πi〈Lτ, L〉 − 2πi〈L, z〉
)
θ(z), (6.25)
where z = (z1, · · · , zg) ∈ C
g, N = (N1, · · · , Ng) ∈ Z
g and L = (L1, · · · , Lg) ∈ Z
g. For
brevity, define the function z : Kg × σ
gKg → C
g by
z(P,Q) = M −A(P ) +
g∑
j=1
DQ1,··· ,Qg(Qj)A(Qj), (6.26)
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where P ∈ Kg, Q = (Q1, · · · , Qg) ∈ σ
gKg, σ
gKg denotes the g-th symmetric power of Kg
[61], and M = (M1, · · · ,Mg) is a vector of Riemann constants [60, 62]:
Mj =
1
2
(1 + τjj)−
g∑
l=1, l 6=j
∫
al
ωl(P )
∫ P
Q0
ωj , 1 ≤ j ≤ g. (6.27)
By Riemann’s vanishing theorem [2, 62], the function θ(z(P,Q)) has exactly g zerosQ1, · · · , Qg,
if the divisor D = Q1 + · · ·Qg is nonspecial.
Introduce three particular points in the g-th symmetric power σgKg:
µˆ(x, tr) = (µˆ1(x, tr), · · · , µˆg(x, tr)), (6.28)
νˆ(x, tr) = (νˆ1(x, tr), · · · , νˆg(x, tr)), (6.29)
ξˆ(x, tr) = (ξˆ1(x, tr), · · · , ξˆg(x, tr)), (6.30)
and denote the corresponding three particular divisors in Div(Kg) by
Dµˆ(x,tr) =
g∑
j=1
µˆj(x, tr), Dνˆ(x,tr) =
g∑
j=1
νˆj(x, tr), Dξˆ(x,tr) =
g∑
j=1
ξˆj(x, tr). (6.31)
Theorem 6.1 (Theta function representations of the Baker-Akhiezer functions) Let Ωµ ⊂
C2 be an open and connected set, (x0, t0,r), (x, tr) ∈ Ωµ, and P = (λ, y) ∈ Kg\{P∞1, P∞2, P∞3}.
Suppose that Kg is nonsingular and Dµˆ(x,tr) or Dνˆ(x,tr) or Dξˆ(x,tr) is nonspecial for (x, tr) ∈ Ωµ.
Then the Baker-Akhiezer functions have the following theta function representations:
ψ1(P, x, x0, tr, t0,r)
=
θ(z(P, µˆ(x, tr)))θ(z(P∞3, µˆ(x0, t0,r)))
θ(z(P∞3, µˆ(x, tr)))θ(z(P, µˆ(x0, t0,r)))
exp
((
e
(2)
2,3(Q0)−
∫ P
Q0
Ω
(2)
2
)
(x− x0)
+
(
e˜
(2)
r,3(Q0)−
∫ P
Q0
Ω˜(2)r
)
(tr − t0,r)
)
, (6.32)
ψ2(P, x, x0, tr, t0,r)
=
θ(z(P, νˆ(x, tr)))θ(z(P∞1, νˆ(x0, t0,r)))
θ(z(P∞1, νˆ(x, tr)))θ(z(P, νˆ(x0, t0,r)))
exp
((
e
(2)
2,1(Q0)−
∫ P
Q0
Ω
(2)
2
)
(x− x0)
+
(
e˜
(2)
r,1(Q0)−
∫ P
Q0
Ω˜(2)r
)
(tr − t0,r) +
(
e
(3)
2,1(Q0)−
∫ P
Q0
ω
(3)
νˆ0(x0,t0,r),νˆ0(x,tr)
))
, (6.33)
ψ3(P, x, x0, tr, t0,r)
=
θ(z(P, ξˆ(x, tr)))θ(z(P∞2, ξˆ(x0, t0,r)))
θ(z(P∞2, ξˆ(x, tr)))θ(z(P, ξˆ(x0, t0,r)))
exp
((
e
(2)
2,2(Q0)−
∫ P
Q0
Ω
(2)
2
)
(x− x0)
+
(
e˜
(2)
r,2(Q0)−
∫ P
Q0
Ω˜(2)r
)
(tr − t0,r) +
(
e
(3)
3,2(Q0)−
∫ P
Q0
ω
(3)
ξˆ0(x0,t0,r),ξˆ0(x,tr)
))
, (6.34)
where the paths of integration are the same as the one in the Abel map (6.6).
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Proof: Let Ψ1,Ψ2 and Ψ3 denote the right-hand sides of (6.32), (6.33) and (6.34), re-
spectively. By Theorem 4.4, ψ1 has the simple zeros µˆ1(x, tr), · · · , µˆg(x, tr) and the sim-
ple poles µˆ1(x0, t0,r), · · · , µˆg(x0, t0,r), ψ2 has the simple zeros νˆ0(x, tr), νˆ1(x, tr), · · · , νˆg(x, tr)
and the simple poles νˆ0(x0, t0,r), νˆ1(x0, t0,r), · · · , νˆg(x0, t0,r), and ψ3 has the simple zeros
ξˆ0(x, tr), ξˆ1(x, tr), · · · , ξˆg(x, tr) and the simple poles ξˆ0(x0, t0,r), ξˆ1(x0, t0,r), · · · , ξˆg(x0, t0,r).
They all have three essential singularities at P∞1, P∞2, P∞3. By Riemann’s vanishing theo-
rem [62], we know that Ψi, 1 ≤ i ≤ 3, have the same properties as ψi, 1 ≤ i ≤ 3, respectively.
Therefore, the Riemann-Roch theorem tells that
Ψi
ψi
= γi, 1 ≤ i ≤ 3,
where γi, 1 ≤ i ≤ 3, are constants depending on P . Using the asymptotic properties of ψi
and Ψi, 1 ≤ i ≤ 3, one has
Ψ1
ψ1
=
ζ→0
exp
(
−2ζ−1(x− x0)− 2ζ
−r(tr − t0,r) + O(ζ)
)(
1 + O(ζ)
)
exp
(
−2ζ−1(x− x0)− 2ζ−r(tr − t0,r) + O(ζ)
) =
ζ→0
1 + O(ζ) as P → P∞3 ,
Ψ2
ψ2
=
ζ→0
exp
(
ζ−1(x− x0) + ζ
−r(tr − t0,r) + O(ζ)
)(
1 + O(ζ)
)
exp
(
ζ−1(x− x0) + ζ−r(tr − t0,r) + O(ζ)
) =
ζ→0
1 + O(ζ) as P → P∞1,
Ψ3
ψ3
=
ζ→0
exp
(
ζ−1(x− x0) + ζ
−r(tr − t0,r) + O(ζ)
)(
1 + O(ζ)
)
exp
(
ζ−1(x− x0) + ζ−r(tr − t0,r) + O(ζ)
) =
ζ→0
1 + O(ζ) as P → P∞2.
These concludes that γi = 1, 1 ≤ i ≤ 3. Therefore, Ψi = ψi, 1 ≤ i ≤ 3. This completes the
proof of the theorem. 
Using the linear equivalences (see, e.g., [2, 63]):
DP∞3 ,νˆh1 (x,tr),··· ,νˆg(x,tr) ∼ DP∞1 ,µˆh1 (x,tr),··· ,µˆg(x,tr),
DP∞3 ,ξˆh2 (x,tr),··· ,ξˆg(x,tr)
∼ DP∞2 ,µˆh2 (x,tr),··· ,µˆg(x,tr),
DP∞1 ,ξˆh3 (x,tr),··· ,ξˆg(x,tr)
∼ DP∞2 ,νˆh3(x,tr),··· ,νˆg(x,tr),
which are due to (5.31), (5.32) and (5.34), we obtain
A(P∞3) +
g∑
j=h1
A(νˆj(x, tr)) = A(P∞1) +
g∑
j=h1
A(µˆj(x, tr)),
A(P∞3) +
g∑
j=h2
A(ξˆj(x, tr)) = A(P∞2) +
g∑
j=h2
A(µˆj(x, tr)),
A(P∞1) +
g∑
j=h3
A(ξˆj(x, tr)) = A(P∞2) +
g∑
j=h3
A(νˆj(x, tr)),
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respectively. Define the Abel-Jacobi coordinates
ρ(1)(x, tr) = A(Dµˆ(x,tr)) =
g∑
j=1
∫ µˆj(x,tr)
Q0
ω, (6.35)
ρ(2)(x, tr) = A(Dνˆ(x,tr)) =
g∑
j=1
∫ νˆj(x,tr)
Q0
ω, (6.36)
ρ(3)(x, tr) = A(Dξˆ(x,tr)) =
g∑
j=1
∫ ξˆj(x,tr)
Q0
ω, (6.37)
and then we have
θ(z(P, µˆ(x, tr))) = θ(M −A(P ) + ρ
(1)(x, tr)),
θ(z(P, νˆ(x, tr))) = θ(M −A(P ) + ρ
(2)(x, tr)),
θ(z(P, ξˆ(x, tr))) = θ(M −A(P ) + ρ
(3)(x, tr)).
The Abel-Jacobi coordinates can be linearized on the Riemann surface Kg as follows.
Theorem 6.2 (Straightening out of the flows) Let (x, tr), (x0, t0,r) ∈ C
2, and u = (p1, p2, q1, q2)
T
solve the r-th four-component AKNS equations (2.27). Suppose that Kg is nonsingular and
Dµˆ(x,tr) or Dνˆ(x,tr) or Dξˆ(x,tr) is nonspecial. Then we have
ρ(1)(x, tr) = ρ
(1)(x0, t0,r) + U
(2)
2 (x− x0) + U˜
(2)
2,r(t− t0,r) (mod Tg), (6.38)
A(νˆ0(x, tr)) + ρ
(2)(x, tr) = A(νˆ0(x0, t0,r)) + ρ
(2)(x0, t0,r)
+U
(2)
2 (x− x0) + U˜
(2)
2,r(t− t0,r) (mod Tg), (6.39)
A(ξˆ0(x, tr)) + ρ
(3)(x, tr) = A(ξˆ0(x0, t0,r)) + ρ
(3)(x0, t0,r)
+U
(2)
2 (x− x0) + U˜
(2)
2,r(t− t0,r) (mod Tg). (6.40)
Proof: In order to prove the theorem, we introduce three meromorphic differentials
Ωj(x, x0, tr, t0,r) =
∂
∂λ
ln(ψj(P, x, x0, tr, t0,r)) dλ, 1 ≤ j ≤ 3. (6.41)
Let us first prove (6.38). From the theta function representation (6.32) for ψ1, one infers
Ω1(x, x0, tr, t0,r) = −(x− x0)Ω
(2)
2 − (tr − t0,r)Ω˜
(2)
r +
g∑
j=1
ω
(3)
µˆj(x,tr),µˆj(x0,t0,r)
+ ω˜, (6.42)
where ω˜ is a holomorphic differential on Kg, which can be expressed by
ω˜ =
g∑
j=1
hjωj, (6.43)
38
hj ∈ C being constants, 1 ≤ j ≤ g.
Since ψ1(P, x, x0, tr, t0,r) is single-valued on Kg, all a- and b-periods of Ω1 are integer
multiples of 2πi and thus
2πilk =
∫
ak
Ω1(x, x0, tr, t0,r) =
∫
ak
ω˜ = hk, 1 ≤ k ≤ g,
for some lk ∈ Z. Similarly, for some nk ∈ Z, we have
2πink =
∫
bk
Ω1(x, x0, tr, t0,r)
= −(x− x0)
∫
bk
Ω
(2)
2 − (tr − t0,r)
∫
bk
Ω˜(2)r +
g∑
j=1
∫
bk
ω
(3)
µˆj(x,tr),µˆj(x0,t0,r)
+
∫
bk
ω˜
= −(x− x0)
∫
bk
Ω
(2)
2 − (tr − t0,r)
∫
bk
Ω˜(2)r
+2πi
g∑
j=1
∫ µˆj(x,tr)
µˆj(x0,t0,r)
ωk + 2πi
g∑
j=1
lj
∫
bk
ωj
= −2πi(x− x0)U
(2)
2,k − 2πi(tr − t0,r)U˜
(2)
r,k
+2πi
( g∑
j=1
∫ µˆj(x,tr)
Q0
ωk −
g∑
j=1
∫ µˆj(x0,t0,r)
Q0
ωk
)
+ 2πi
g∑
j=1
ljτjk, 1 ≤ k ≤ g.
Thus, we arrive at
N = −(x− x0)U
(2)
2 − (tr − t0,r)U˜
(2)
r +
g∑
j=1
∫ µˆj(x,tr)
Q0
ω −
g∑
j=1
∫ µˆj(x0,t0,r)
Q0
ω + Lτ, (6.44)
where N = (n1, · · · , ng) ∈ Z
g and L = (l1, · · · , lg) ∈ Z
g. The equation (6.44) exactly tells
the first equality in (6.38).
Similarly, we can prove (6.39) and (6.40) by using the other two meromorphic differ-
entials Ω2 and Ω3, respectively. Only a difference is to change
∑g
j=1 ω
(3)
µˆj(x,tr),µˆj(x0,t0,r)
into∑g
j=0 ω
(3)
νˆj(x,tr),νˆj(x0,t0,r)
or
∑g
j=0 ω
(3)
ξˆj(x,tr),ξˆj(x0,t0,r)
on the right hand side of (6.42), which brings
the terms A(νˆ0(x, tr)) and A(νˆ0(x0, t0,r)) in (6.39), and A(ξˆ0(x, tr)) and A(ξˆ0(x0, t0,r)) in
(6.40). The proof is finished. 
Now, we are able to present theta function representations of solutions of the r-th four-
component AKNS equations (2.27).
Theorem 6.3 (Theta function representations of solutions) Let Ωµ ⊂ C
2 be an open and
connected set, (x0, t0,r), (x, tr) ∈ Ωµ, and P = (λ, y) ∈ Kg\{P∞1, P∞2, P∞3}. Suppose that
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Kg is nonsingular and Dµˆ(x,tr) or Dνˆ(x,tr) or Dξˆ(x,tr) is nonspecial for (x, tr) ∈ Ωµ. Then
the solution u = (p1, p2, q1, q2)
T of the r-th four-component AKNS equations (2.27) has the
following theta function representations:
p1(x, tr) = p1(x0, t0,r)
θ(z(P∞1, µˆ(x, tr)))θ(z(P∞3, µˆ(x0, t0,r)))
θ(z(P∞3, µˆ(x, tr)))θ(z(P∞1, µˆ(x0, t0,r)))
×exp
((
e
(2)
2,3(Q0)− e
(2)
2,1(Q0)
)
(x− x0) +
(
e˜
(2)
r,3(Q0)− e˜
(2)
r,1(Q0)
)
(tr − t0,r)
)
, (6.45)
p2(x, tr) = p2(x0, t0,r)
θ(z(P∞2, µˆ(x, tr)))θ(z(P∞3, µˆ(x0, t0,r)))
θ(z(P∞3, µˆ(x, tr)))θ(z(P∞2, µˆ(x0, t0,r)))
×exp
((
e
(2)
2,3(Q0)− e
(2)
2,2(Q0)
)
(x− x0) +
(
e˜
(2)
r,3(Q0)− e˜
(2)
r,2(Q0)
)
(tr − t0,r)
)
, (6.46)
and
q1(x, tr) = q1(x0, t0,r)
θ(z(P∞3, νˆ(x, tr)))θ(z(P∞1, νˆ(x0, t0,r)))
θ(z(P∞1, νˆ(x, tr)))θ(z(P∞3, νˆ(x0, t0,r)))
×exp
((
e
(2)
2,1(Q0)− e
(2)
2,3(Q0)
)
(x− x0) +
(
e˜
(2)
r,1(Q0)− e˜
(2)
r,3(Q0)
)
(tr − t0,r)
+e
(3)
2,1(Q0, x, x0, tr, t0,r)− e
(3)
2,3(Q0, x, x0, tr, t0,r)
)
, (6.47)
q2(x, tr) = q2(x0, t0,r)
θ(z(P∞3, ξˆ(x, tr)))θ(z(P∞2, ξˆ(x0, t0,r)))
θ(z(P∞2, ξˆ(x, tr)))θ(z(P∞3, ξˆ(x0, t0,r)))
×exp
((
e
(2)
2,2(Q0)− e
(2)
2,3(Q0)
)
(x− x0) +
(
e˜
(2)
r,2(Q0)− e˜
(2)
r,3(Q0)
)
(tr − t0,r)
+e
(3)
3,2(Q0, x, x0, tr, t0,r)− e
(3)
3,3(Q0, x, x0, tr, t0,r)
)
. (6.48)
Proof: Based on the asymptotic properties of Ω
(2)
2 and Ω˜
(2)
r in (6.12) and (6.13), and following
Theorem 6.1, we can expand the Baker-Akhiezer functions near the indicated points at
infinity as follows:
ψ1 =
ζ→0
θ(z(P∞1, µˆ(x, tr)))θ(z(P∞3, µˆ(x0, t0,r)))
θ(z(P∞3, µˆ(x, tr)))θ(z(P∞1, µˆ(x0, t0,r)))
×
exp
((
e
(2)
2,3(Q0)− e
(2)
2,1(Q0)
)
(x− x0) +
(
e˜
(2)
r,3(Q0)− e˜
(2)
r,1(Q0)
)
(tr − t0,r)
+ζ−1(x− x0) + ζ
−r(tr − t0,r) + O(ζ)
)(
1 + O(ζ)
)
, as P → P∞1,
ψ1 =
ζ→0
θ(z(P∞2, µˆ(x, tr)))θ(z(P∞3, µˆ(x0, t0,r)))
θ(z(P∞3, µˆ(x, tr)))θ(z(P∞2, µˆ(x0, t0,r)))
×
exp
((
e
(2)
2,3(Q0)− e
(2)
2,2(Q0)
)
(x− x0) +
(
e˜
(2)
r,3(Q0)− e˜
(2)
r,2(Q0)
)
(tr − t0,r)
+ζ−1(x− x0) + ζ
−r(tr − t0,r) + O(ζ)
)(
1 + O(ζ)
)
, as P → P∞2,
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and
ψ2 =
ζ→0
θ(z(P∞3, νˆ(x, tr)))θ(z(P∞1, νˆ(x0, t0,r)))
θ(z(P∞1, νˆ(x, tr)))θ(z(P∞3, νˆ(x0, t0,r)))
exp
((
e
(2)
2,1(Q0)− e
(2)
2,3(Q0)
)
(x− x0)
+
(
e˜
(2)
r,1(Q0)− e˜
(2)
r,3(Q0)
)
(tr − t0,r) +
(
e
(3)
2,1(Q0)− e
(3)
2,3(Q0)
)
−2ζ−1(x− x0)− 2ζ
−r(tr − t0,r) + O(ζ)
)(
1 + O(ζ)
)
, as P → P∞3,
ψ3 =
ζ→0
θ(z(P∞3, ξˆ(x, tr)))θ(z(P∞2, ξˆ(x0, t0,r)))
θ(z(P∞2, ξˆ(x, tr)))θ(z(P∞3, ξˆ(x0, t0,r)))
exp
((
e
(2)
2,2(Q0)− e
(2)
2,3(Q0)
)
(x− x0)
+
(
e˜
(2)
r,2(Q0)− e˜
(2)
r,3(Q0)
)
(tr − t0,r) +
(
e
(3)
3,2(Q0)− e
(3)
3,3(Q0)
)
−2ζ−1(x− x0)− 2ζ
−r(tr − t0,r) + O(ζ)
)(
1 + O(ζ)
)
, as P → P∞3.
Now, comparing with the asymptotic behaviors of ψ1 and ψ2 and ψ3 established in (5.10),
(5.20) and (5.30), respectively, we obtain the Riemann theta function presentations of
p1, p2, q1 and q2 in (6.45)-(6.48) immediately. This completes the proof of the theorem.

7 Concluding remarks
The paper is dedicated to development of explicit Riemann theta function representations
of algebro-geometric solutions to entire soliton hierarchies. We introduced a class of trigo-
nal curves based on linear combinations of Lax matrices in the zero curvature formulation,
and analyzed general properties of their meromorphic functions, including derivative rela-
tions between derivatives of the characteristic variables with respect to time and space. We
straightened out all soliton flows under the Abel-Jacobi coordinates through determining ze-
ros and poles of the Baker-Akhiezer functions, and constructed the Riemann theta function
representations for algebro-geometric solutions to the four-component AKNS equations from
checking asymptotic behaviors of the Baker-Akhiezer functions at the points at infinity.
We point out that we can similarly construct algebro-geometric solutions to a linear
combination of different AKNS equations in the four-component AKNS soliton hierarchy,
which just increases asymptotic complexity (see, e.g., [42]). Various choices of linear combi-
nations of Lax matrices lead to different algebro-geometric solutions to soliton hierarchies.
However, it needs further investigation how to apply higher-order algebraic curves in find-
ing algebro-geometric solutions to soliton equations. Higher-order matrix spectral problems
lead to tremendous difficulty in computing algebro-geometric solutions. More components
in the vector of eigenfunctions will cause complicated situations while deriving asymptotic
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expansions for the Baker-Akhiezer functions.
Reducing algebro-geometric solutions tells various classes of exact solutions to soliton
equations [2]. Two such classes of analytical solutions on the real field are quasi-periodic wave
solutions [64] and lump solutions [65]. The study of lump solutions by bilinear techniques
brings us the following open questions. First, how can one determine positive definiteness
(or positive semidefiniteness) for hypermatrices of even orders? For example, if one has a
hypermatrix of order 4: A = (aijkl)n×n×n×n, when does it satisfy
n∑
i,j,k,l=1
aijklxixjxkxl > 0 (or ≥ 0)
for all non-zero vector x = (x1, · · · , xn) ∈ R
n? There is the same question on Hermitian
positive definiteness (or Hermitian positive semidefiniteness) for hypermatrices of even or-
ders. Note that a multivariate polynomial P has infinitely many zeros, if P changes sign,
i.e., there exist two points x, y ∈ Rn such that P (x) > 0 and P (y) < 0. All multivariate
polynomilas of odd orders are such examples. That is why we restrict orders of hypermatri-
ces to even orders. Now a more general question is: When is a multivariate polynomial of
even order positive (or non-negative)? A more specific question is: When does a multivariate
polynomial of even order have a unique zero [66]? Equivalently, how can one judge if
P (x) ≥ 0, ∀x ∈ Rn,
but there is just one zero x0 ∈ R
n:
P (x0) = 0, x0 ∈ R
n,
for a multivariate polynomial P of even order in x = (x1, · · · , xn)?
There is also a conjecture on integrability of commuting soliton equations in a soliton
hierarchy [67]. It is known that there are infinitely many functionally independent Lie
symmetries inherited from a recursion operator of a soliton hierarchy. Those Lie symmetries
yield an infinite number of one-parameter Lie groups of solutions to each equation in the
underlying soliton hierarchy [68]. It is conjectured [67] that those infinitely many one-
parameter Lie groups of solutions form a dense subset of solutions in the whole solution set
to each equation in the soliton hierarchy. More specifically, let us denote a soliton hierarchy
by utn = Kn(u), n ≥ 0. For a given equation utr = Kr(u), we assume that
symmetry Kn ⇒ Lie group of solutions Sn(εn), εn ∈ In = (an, bn) ⊆ R,
42
where the existence intervals In, n ≥ 0, might be small. Denote by Tr the set of solutions to
the r-th equation utr = Kr, and make a metric space (Tr(D), d) with a bounded domain D:
Tr(D) = {f |D | f ∈ Tr}, d(f, g) = sup(x,tr)∈D|f(x, tt)− g(x, tr)|.
Is the union ∪∞n=0Sn(εn) dense in the metric space (Tr(D), d) with any bounded domain D for
each equation utr = Kr in the underlying soliton hierarchy? If the answer is yes, the solution
to a Cauchy problem of a soliton equation in a hierarchy can be approximated by the solutions
constructed from those Lie commuting symmetries. Thus, soliton hierarchies present good
models of integrable nonlinear partial differential equations from a computational point of
view, indeed.
Acknowledgments
The work was supported in part by NSFC under the grants 11371326 and 11271008,
and the Distinguished Professorships by both Shanghai University of Electric Power and
Shanghai Second Polytechnic University. The authors would also like to thank M. Adler, S.
T. Chen, X. Gu, S. Manukure, M. Mcanally, E. Previato, Y. Sun, F. D. Wang, J. Yu and Y.
Zhou for their valuable discussions.
References
[1] Novikov, S.P., Manakov, S.V., Pitaevskii, L.P., Zakharov, V.E.: Theory of solitons: the
inverse scattering method. Consultants Bureau, New York (1984)
[2] Belokolos, E.D., Bobenko, A.I., Enol’skii, V.Z., Its, A.R., Matveev, V.B.: Algebro-
geometric approach to nonlinear integrable equations. Springer, Berlin (1994)
[3] Gesztesy, F., Holden, H.: Soliton equations and their algebro-geometric solutions, (1 +
1)-dimensional continuous models. Cambridge University Press, Cambridge (2003)
[4] Date, E., Tanaka, S.: Periodic multi-soliton solutions of Korteweg-de Vries equation
and Toda lattice. Progr. Theoret. Phys. Suppl. 59, 107–125 (1976)
[5] Airault, H., McKean, H.P., Moser, J.: Rational and elliptic solutions of the Korteweg-
de Vries equation and a related many-body problem. Comm. Pure Appl. Math. 30(1),
95–148 (1977)
[6] Ma, Y.C., Ablowitz, M.J.: The periodic cubic Schro¨dinger equation. Stud. Appl. Math.
65(2), 113–158 (1981)
43
[7] Smirnov, A.O.: Real finite-gap regular solutions of the Kaup-Boussinesq equation. Teo-
ret. Mat. Fiz. 66(1), 30–46 (1986) [English transl.: Theoret. Math. Phys. 66(1), 19–31
(1986)]
[8] Previato, E.: Hyperelliptic quasi-periodic and soliton solutions of the nonlinear
Schro¨dinger equation. Duke Math. J. 52(2), 329–377 (1985)
[9] Miller, P.D., Ercolani, N.M., Krichever, I.M., Levermore, C.D.: Finite genus solutions
to the Ablowitz-Ladik equations. Comm. Pure Appl. Math. 48(12), 1369–1440 (1995)
[10] Krichever, I.M., Novikov, S.P.: Periodic and almost-periodic potential in inverse prob-
lems. Inverse Problems 15(6), R117–R144 (1999)
[11] Alber, M.S., Fedorov, Y.N.: Algebraic geometrical solutions for certain evolution equa-
tions and Hamiltonian flows on nonlinear subvarieties of generalized Jacobians. Inverse
Problems 17(4), 1017–1042 (2001)
[12] Eilbeck, J.C., Enolskii, V.Z., Holden, H.: The hyperelliptic -function and the integrable
massive Thirring model. R. Soc. Lond. Proc. Ser. A Math. Phys. Eng. Sci. 459(2035),
1581–1610 (2003)
[13] Krichever, I.M.: Algebraic-geometric construction of the Zaharov-Sabat equations and
their periodic solutions. Dokl. Akad. Nauk SSSR 227(2), 291–294 (1976) [English
transl.: Soviet Math. Dokl. 17(2), 394–397 (1976)]
[14] Krichever, I.M.: Integration of nonlinear equations by the methods of algebraic geome-
try. Funkcional. Anal. i Prilozˇen. 11(1), 15–31, 96 (1977) [English transl.: Funct. Anal.
Appl. 11(1), 12–26 (1977)]
[15] Dubrovin, B.A.: Theta functions and nonlinear equations. Uspekhi Mat. Nauk 36(2),
11–80 (1981) [English transl.: Russian Math. Surveys 36(2), 11–92 (1981)]
[16] Cao, C.W., Wu, Y.T., Geng, X.G.: Relation between the Kadomtsev-Petviashvili equa-
tion and the confocal involutive system. J. Math. Phys. 40(8), 3948–3970 (1999)
[17] Cao, C.W., Geng, X.G., Wu, Y.T.: From the special 2+1 Toda lattice to the Kadomtsev-
Petviashvili equation. J. Phys. A: Math. Gen. 32(46), 8059–8078 (1999)
[18] Geng, X.G., Wu, Y.T.: Finite-band solutions of the classical Boussinesq-Burgers equa-
tions. J. Math. Phys. 40(6), 2971–2982 (1999)
44
[19] Zhou, R.G.: The finite-band solution of Jaulent-Miodek equation. J. Math. Phys. 38(5),
2535–2546 (1997)
[20] Zhou, R.G., Ma, W.X.: Algebro-geometric solutions of the (2+1)-dimensional Gardner
equation. Nuovo Cimento B 115(12), 1419–1431 (2000)
[21] Geng, X.G., Cao, C.W.: Decomposition of the (2+1)-dimensional Gardner equation
and its quasi-periodic solutions. Nonlinearity 14(6), 1433–1452 (2001)
[22] Geng, X.G., Dai, H.H., Zhu, J.Y.: Decomposition of the discrete Ablowitz-Ladik hier-
archy. Stud. Appl. Math. 118(3), 281–312 (2007)
[23] Geng, X.G., Xue, B.: Quasi-periodic solutions of mixed AKNS equations. Nonlinear
Anal. 73(11), 3662–3674 (2010)
[24] Geng, X.G., Wu, L.H., He, G.L.: Algebro-geometric constructions of the modified
Boussinesq flows and quasi-periodic solutions. Physica D 240(16), 1262–1288 (2011)
[25] Chen, J.B.: Some algebro-geometric solutions for the coupled modified Kadomtsev-
Petviashvili equations arising from the Neumann type systems. J. Math. Phys. 53(7),
073513, 25 pp. (2012)
[26] Du, D.L., Yang, X.: An alternative approach to solve the mixed AKNS equations. J.
Math. Anal. Appl. 414(2), 850–870 (2014)
[27] Hou, Y., Fan, E.G., Qiao, Z.J., Wang, Z.: Algebro-geometric solutions for the derivative
Burgers hierarchy. J. Nonlinear Sci. 25(1), 1–35 (2015)
[28] Gesztesy, F., Ratneseelan, R.: An alternative approach to algebro-geometric solutions
of the AKNS hierarchy. Rev. Math. Phys. 10(3), 345–391 (1998)
[29] Gesztesy, F., Holden, H., Michor, J., Teschl, G.: Soliton equations and their algebro-
geometric solutions, Vol. II: (1+ 1)-dimensional discrete models. Cambridge University
Press, Cambridge (2008)
[30] Dickson, R., Gesztesy, F., Unterkofler, K.: A new approach to the Boussinesq hierarchy.
Math. Nachr. 198(1), 51–108 (1999)
[31] Gesztesy, F., Holden, H., Algebro-geometric solutions of the Camassa-Holm hierarchy.
Rev. Mat. Iberoam. 19(1), 73–142 (2003)
45
[32] Krichever, I.M.: Abelian solutions of the soliton equations and Riemann-Schottky prob-
lems. Uspekhi Mat. Nauk 63(6), 19–30 (2008) [English transl.: Russian Math. Surveys
63(6), 1011–1022 (2008)]
[33] Baker, H.F.: Note on the foregoing paper, “commutative ordinary differential opera-
tors,” by J. L. Burchnall and J. W. Chaundy. Proc. R. Soc. Lond. A 118(780), 584–593
(1928)
[34] Akhiezer, N.I.: A continuous analogue of orthogonal polynomials on a system of inter-
vals. Dokl. Akad. Nauk. SSSR 141(2), 263–266 (1961) [English transl.: Soviet Math.
Dokl. 2(6), 1409–1412 (1961)]
[35] Its, A.R., Matveev, V.B.: Schro¨dinger operators with the finite-band spectrum and the
N -soliton solutions of the Korteweg-de Vries equation. Teoret. Mat. Fiz. 23(1), 51–68
(1975) [English transl.: Theoret. Math. Phys. 23(1), 343–355 (1976)]
[36] Its, A.R., Matveev, V.B.: Hill operators with a finite number of lacunae. Funkcional.
Anal. i Prilozˇen. 9(1), 69–70 (1975) [English transl.: Funct. Anal. Appl. 9(1), 65–66
(1975)]
[37] Novikov, S.P.: A periodic problem for the Korteweg-de Vries equation I. Funkcional.
Anal. i Prilozˇen. 8(3), 54–66 (1974) [English transl.: Funct. Anal. Appl. 8(3), 236–246
(1975)]
[38] Zeng, Y.B., Ma, W.X.: Separation of variables for soliton equations via their binary
constrained flows. J. Math. Phys. 40(12), 6526–6557 (1999)
[39] Ma, W.X., Zeng, Y.B.: Binary constrained flows and separation of variables for soliton
equations. ANZIAM J. 44(1), 129–139 (2002)
[40] Geng, X.G., Wu, L.H., He, G.L.: Quasi-periodic solutions of the Kaup-Kupershmidt
hierarchy. J. Nonlinear Sci. 23(4), 527–555 (2013)
[41] He, G.L., Geng, X.G., Wu, L.H.: Algebro-geometric quasi-periodic solutions to the
three-wave resonant interaction hierarchy. SIAM J. Math. Anal. 46(2), 1348–1384 (2014)
[42] Geng, X.G., Zhai, Y.Y., Dai, H.H.: Algebro-geometric solutions of the coupled modified
Kortewegde Vries hierarchy. Adv. Math. 263, 123–153 (2014)
46
[43] Dubrovin, B. A.: A periodic problem for the Korteweg-de Vries equation in a class of
short-range potentials. Funkcional. Anal. i Prilozˇen. 9(3), 41–51 (1975) [English transl.:
Funct. Anal. Appl. 9(3), 215–223 (1976)]
[44] Tu, G.Z.: On Liouville integrability of zero-curvature equations and the Yang hierarchy.
J. Phys. A: Math. Gen. 22(13), 2375–2392 (1989)
[45] Lax, P.D.: Integrals of nonlinear equations of evolution and solitary waves. Comm. Pure
Appl. Math. 21(5), 467–490 (1968)
[46] Magri, F.: A simple model of the integrable Hamiltonian equation. J. Math. Phys.
19(5), 1156–1162 (1978)
[47] Ma, W. X., Fuchssteiner, B.: Integrable theory of the perturbation equations. Chaos
Solitons Fractals 7(8), 1227–1250 (1996)
[48] Ma, W.X., Chen, M.: Hamiltonian and quasi-Hamiltonian structures associated with
semi-direct sums of Lie algebras. J. Phys. A: Math. Gen. 39(34), 10787–10801 (2006)
[49] Ma, W.X.: Variational identities and applications to Hamiltonian structures of soliton
equations. Nonlinear Anal. 71(12), e1716–e1726 (2009)
[50] Ma, W.X., Zhou, R.G.: Adjoint symmetry constraints leading to binary nonlineariza-
tion. J. Nonlinear Math. Phys. 9(Suppl.1), 106–126 (2002)
[51] Drinfeld, V. G., Sokolov, V. V.: Equations of Korteweg-de Vries type, and simple Lie
algebras. Dokl. Akad. Nauk SSSR 258(1), 11–16 (1981) [English transl.: Soviet Math.
Dokl. 23(3), 457–462 (1982)]
[52] Ma, W.X., Xu, X.X., Zhang, Y.F.: Semi-direct sums of Lie algebras and continuous
integrable couplings. Phys. Lett. A 351(3), 125–130 (2006)
[53] Ablowitz, M.J., Kaup, D.J., Newell, A.C., Segur, H.: The inverse scattering transform-
Fourier analysis for nonlinear problems. Stud. Appl. Math. 53(4), 249–315 (1974)
[54] Manakov, S.V.: On the theory of two-dimensional stationary self-focusing of electro-
magnetic waves. Zh. Eksper. Teoret. Fiz. 65(2), 505–516 (1974) [English transl.: Sov.
Phys. JETP 38(2), 248–253 (1974)]
[55] Chen, S.T., Zhou, R.G.: An integrable decomposition of the Manakov equation. Com-
put. Appl. Math. 31(1), 1–18 (2012)
47
[56] Ma, W. X.: Symmetry constraint of MKdV equations by binary nonlinearization. Phys.
A 219(3-4), 467–481 (1995)
[57] Yu, J., Zhou, R.G.: Two kinds of new integrable decompositions of the mKdV equation.
Phys. Lett. A 349(6), 452–461 (2006)
[58] Mumford, D.: Tata lectures on Theta I and II. Birkha¨user, Boston (1983 and 1984)
[59] Kato, T., Horiuchi, R.: Weierstrass gap sequences at the ramification points of trigonal
Riemann surfaces. J. Pure Appl. Algebra 50(3), 217–285 (1988)
[60] Farkas, H.M., Kra, I.: Riemann surfaces, 2nd ed. Springer, New York (1992)
[61] Griffiths, P., Harris, J.: Principles of algebraic geometry. Wiley, New York (1994)
[62] Dickson, R., Gesztesy, F., Unterkofler, K.: Algebro-geometric solutions of the Boussi-
nesq hierarchy. Rev. Math. Phys. 11(7), 823–879 (1999)
[63] Schlichenmaier, M.: An introduction to Riemann surfaces, algebraic curves and moduli
spaces. Springer-Verlag, Berlin (1989)
[64] Ma, W.X., Zhou, R.G., Gao, L.: Exact one-periodic and two-periodic wave solutions to
Hirota bilinear equations in (2+1) dimensions. Modern Phys. Lett. A 24(21), 1677–1688
(2009)
[65] Satsuma, J., Ablowitz, M.J.: Two-dimensional lumps in nonlinear dispersive systems.
J. Math. Phys. 20(7), 1496–1503 (1979)
[66] Ma, W.X., Zhang, Y., Tang, Y.N., Tu, J.Y.: Hirota bilinear equations with linear
subspaces of solutions. Appl. Math. Comput. 218(13), 7174–7183 (2012)
[67] Ma, W.X.: Integrable couplings and matrix loop algebras. In: Nonlinear and Modern
Mathematical Physics, eds. Ma, W.X., Kaup, D., AIP Conference Proceedings, vol.
1562, pp. 105–122. American Institute of Physics, Melville, NY (2013)
[68] Olver, P.J.: Applications of Lie groups to differential equations, 2nd ed. Springer, New
York (1993)
48
