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Understanding speeh based on a Bayesianonept extration methodSalma Jamoussi, Kamel Smali, and Jean-Paul HatonLORIA/INRIA-Lorraine615 rue du Jardin Botanique, BP 101, F-54600 Villers-les-Nany, Franefjamoussi, smaili, jphgloria.frAbstrat. The automati speeh understanding problem ould be on-sidered as an assoiation problem between two dierent languages. Atthe entry, the query expressed in oral or written natural language andat the end, just before the interpretation stage, the same request is ex-pressed in term of onepts. One onept represents a given meaning, itis dened by a set of words sharing the same semanti properties. In thispaper, we propose a new Bayesian network based method to automat-ially extrat the underlined onepts. We also propose three dierentapproahes for the vetor representation of words. This representationallows the Bayesian network to build the adequate list of onepts for theonsidered appliation. This step is very important to obtain well builtonepts. We nish this paper by a desription of the post-proessingstep during whih, we label our sentenes and we generate the orre-sponding SQL queries. This step allows us to validate our automatiunderstanding approah and to obtain 92:5% of orret SQL queries onthe test orpus.1 IntrodutionInterative appliations must be able to proess users spoken queries. It meansthey have to reognize what has been uttered, extrat its meaning and givesuitable answers or exeute right orresponding ommands. In suh appliations,the speeh understanding omponent onstitutes a key step. Several methodswere proposed in the literature to lean up this problem and the majority ofthem is based on stohasti approahes for oneptual deoding. These methodsallow to redue the need of human expertise, however they require a supervisedlearning step whih means a former stage of manual annotation of the trainingorpus [1, 4, 5℄.The data annotation step onsists in segmenting the data into oneptualsegments where eah segment represents an underlined meaning [1℄. Within thisstep, we have to nd rst of all the list of onepts whih are related to theonsidered orpus. Then, we an use these onepts to label the segments ofeah sentene in the orpus and nally, we an launh the training step. Doingall this in a manual way onstitutes a tiresome and an expensive phase. Moreover,the manual extration is prone to subjetivity and to human errors. Automating










ConverterFig. 1. General arhiteture of a speeh understanding system.
Understanding speeh based on a Bayesian onept extration method 3In our work, we are interested by a bookmark onsultation appliation, forthat we use the orpus of the European projet MIAMM. The aim of this projetis to build up a platform of an oral multimodal dialogue. The orpus ontains71287 dierent queries expressed in Frenh. Eah query expresses a partiularmanner to request the database. Some examples of these queries are given in thetable 1. These queries are provided to the understanding system in their textualform. Our goal is to provide at the end the orresponding SQL query whih ananswer the user request.Table 1. Some examples of queries in the MIAMM orpus.Show me the ontents of my bookmarks.I would like to know if you an take the ontents that I prefer.Do you want to selet the titles that I prefer.Is it possible that you selet the rst of my bookmarks.Is it possible to indiate me a similar thing.Can you show me only Deember 2001.It is neessary that you print the list that I used early this morning.I want to see the seond that I looked at in the morning.
3 Conepts extration : methods and resultsThe aim of this step is to identify the semanti onepts related to our appli-ation. The manual determination of these onepts is a very heavy task, so weshould nd an automati method to ahieve suh a work. The automati methodould give worse results than those obtained by the manual way, but it allows aomplete automation of the understanding proess. The method to be used mustbe able to gather the words of the orpus in various lasses in order to build upthe list of appropriate onepts.To reah our goal we used an unsupervised lassiation tehnique. Amongthe unsupervised lassiation methods, we tried the Kohonen maps, the Ojaand Sanger neural networks, the K-means method and some other methods basedon the mutual information measure between words [3℄. The obtained oneptswere quite signiant, but ontained a lot of \noise", it means that we foundmany words whih did not have their plae in the meaning expressed by theseonepts. To solve this problem, we explored other methods and adopted theBayesian network tehnique beause of its mathematial base and its powerfulinferene mehanism. We use then, AutoClass a Bayesian network for unsuper-vised lassiation, it aepts real and disrete values as input. As result, itprovides for eah input, its membership probabilities in all the found lasses.AutoClass is based on the Bayes theorem and it supposes that there is a hiddenmultinomial variable whih represents the various lasses of the input data. Moremathematial details about this software an be found in [2℄.
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Fig. 2. The bigram ontextual representation of words.The obtained lasses represent many good semanti onepts, but an impor-tant overlapg has been notied. Moreover, we had diÆulties in ontrolling thenumber of onepts. Some examples of these onepts are given in table 2.Table 2. Some obtained onepts by using the bigram ontextual representation.Conept Group of wordsBookmarks 1 Preferred, favourites, hosen, appreiated, liked, adoredBookmarks 2 Favourites, preferred, listened, seen, used, looked atBookmarks 3 Favourites, preferred, hosen, appreiated, liked, adored, similar,same, equivalent, resembling, synonymous, near, idential, loseRequest 1 Possible, request, wants, would like, like, wishes, would wishRequest 2 Can, ould, wants, like, possible, request, would like, want,would wish, is neessary, wishesOrder Show, indiate, selet, nd, give, post, press, take, pass, seek
Understanding speeh based on a Bayesian onept extration method 53.2 Similarity between wordsTo nd more homogeneous onepts, we ompletely hanged the vetor strutureof eah word. We used the average mutual information measure whih tries tond ontextual similarities between words.In this approah, we assoiate to eah word a vetor with M elements, whereM is the size of the lexion. The jth element of this vetor represents the averagemutual information between the word number j of the lexion and the word tobe represented (equation 1).Wi = I(w1 : wi); I(w2 : wi); : : : ; I(wj : wi); : : : ; I(wM : wi) (1)This vetor expresses the similarity degree between the word to represent and allthe other words of the orpus. The formula of the average mutual informationbetween two words wa and wb is given by :I(wa : wb) = P (wa; wb) log P (wajwb)P (wa)P (wb) + P (wa; wb) log P (wajwb)P (wa)P (wb)+P (wa; wb) log P (wajwb)P (wa)P (wb) + P (wa; wb) log P (wajwb)P (wa)P (wb) (2)Where P (wa; wb) is the probability to nd wa and wb in the same sentene,P (wa j wb) is the probability to nd wa knowing that we already met wb, P (wa)is the probability of the word wa and P (wa) is the probability of any other wordexept wa.By using this vetor representation, the Bayesian network ahieves homoge-neous semanti lasses. A lass is made up of words sharing the same semantiproperties. The number of lasses is very oherent with our appliation. Thisrepresentation also enables us to solve the problem of the overlapping betweenonepts. In the table 3, we give some examples of the obtained onepts, whereone an notie that there is no overlapping. However we still have some imper-fetions as in the ase of the onepts Request 1, Request 2 and Request 3 whihshould be gathered in the same lass.Table 3. Some examples of onepts obtained by using the representation based onthe average mutual information measure.Conept Group of wordsBookmarks Favourites, preferred, hosen, appreiated, adoredWay Listened, seen, looked at, usedSimilarity Similar, equivalent, resembling, synonymous, near, idential, loseRequest 1 Could, want, would likeRequest 2 Possible, would like, would wishRequest 3 Wish, is neessary, wishes, would wishOrder Show, indiate, selet, nd, give, post, present, take, pass, seek
6 Salma Jamoussi, Kamel Smali, Jean-Paul Haton3.3 Combinaison : ontext and similarityIn this approah we ombined the two preeding representations in order toimprove results. In the rst approah we work on the ourrene level where wediretly exploit information related to the word ontext. In the seond one, weuse a measure to seek for similarities between words. We an easily notie thatthe information used in these two methods is dierent but omplementary.To ombine these two methods, we deided to represent eah word by amatrix M  3 of average mutual information measures. The rst olumn ofthis matrix orresponds to the preeding vetor of average mutual information(see setion 3.2), the seond olumn represents the average mutual informationmeasures between the voabulary words and the left ontext of the word tobe represented. The third olumn is determined by the same manner but itonerns the right ontext. The jth value of the seond olumn is the weightedaverage mutual information between the jth word of the voabulary and thevetor onstituting the left ontext of the word Wi. It is alulated as follows :IMMj(Cil ) = Pwl2 left ontext of Wi I(wj : wl)KwlNb o (3)Where IMMj(Cil ) is the average mutual information between the word wj ofthe lexion and the left ontext of the wordWi. I(wj : wl) represents the averagemutual information between the word number j of the lexion and the word wlwhih belongs to the left ontext of the word Wi. Kwl is the number of timeswhere the word wl is found in the left ontext of the word Wi and Nb o is thetotal number of ourrenes of the word Wi in the orpus. The word Wi thusrepresented by the matrix shown in the gure 3.
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lFig. 3. Representation of the word Wi by the ombined method.The matrix used to represent a word in the orpus exploits a maximum num-ber of information that an be related to this word. It onsiders its ontext andits similarity with all the other words of the lexion. Suh a word representationould help the Bayesian network to lassify the words and allows us to onsider-ably improve results. We obtain a oherent list of onepts. We deided to keepthese ones for the rest of the understanding treatment. Some examples of theseresults are given in the table 4.
Understanding speeh based on a Bayesian onept extration method 7Table 4. Some examples of onepts obtained by using the ombined representation.Conept Group of wordsBookmarks Favourites, preferred, hosen, appreiated, adored, likedWay Listened, seen, looked at, usedSimilarity Similar, equivalent, resembling, synonymous, near, idential, loseRequest Wish, wishes, would wish, an, wants, like, possible, would likeOrder Show, indiate, selet, nd, give, post, present, take, pass, seek4 Labelling and postproessingThe last step onsists in providing the SQL queries assoiated with the inputtextual requests. During this phase, we start by the request interpretation. Infat, if we have all the onepts whih govern our appliation, we an aetto eah query the suitable onepts. This is the semanti translation stage, therst omponent of the general arhiteture of our understanding system (see thegure 1). Within this step, we only need to label our data by assoiating to eahword in the sentene its orresponding semanti lass. Sine our onepts do notoverlap, labelling the requests does not present any risk of ambiguity.Then, we an pass to the seond omponent of our model, the \Representa-tion Converter", where we have to onvert the found onepts into SQL querieswhih allow us to extrat the neessary information from our data base. For thisreason we implemented an inferene engine whih assoiates to eah onept oneor more generi sub-queries. In a generi SQL query, the onepts take the plaesof the onditions. For example, if we nd the onept \Date", we don't knowthe value of this date but, we an indiate in the generated query that there is aondition on the date. This inferene engine takes into aount the repetitions,the lapses, the multiple and the impliit requests and the others phenomena ofthe spontaneous speeh. In the following phase, we instantiate eah onept, inthe generi request, by its value whih is dedued by going bak to the initialsentene. At the end we obtain a well formed SQL query that we an arry outto extrat the required bookmarks. Obtained results are very enouraging, infat, in term of orret SQL queries, we obtain a rate of 100% with the train-ing orpus and a rate of 92:5% with a test orpus ontaining 400 sentenes. Ingure 4, we give an example illustrating the various stages followed in order togenerate a good SQL query.5 ConlusionIn this artile, we onsider that the automati speeh understanding problem anbe seen as an assoiation problem between two dierent languages, the naturallanguage and the onept language. Conepts are semanti entities gathering aset of words whih share the same semanti properties and whih express a givenidea. We proposed three dierent methods to automatially extrat the onepts
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Show me the bookmarks that I used before December 2001
Concepts
identification
Order, Object, Bookmark, Date





select * from bookmarks where date < #01/12/2001# ;
1. 
2. 
3. Fig. 4. Treatment sequene : from a natural language request to the orrespondingSQL query.using a Bayesian network, as well as an approah for automati sentene labellingand an engine for generating SQL queries orresponding to the user requests.The onept extration and the sentene labelling tasks are usually arriedout manually. They onstitute then, the most deliate and the most expensivephase in the understanding proess. The methods suggested in this artile al-low us to avoid the need for the human expertise and an be used for severalother researh elds whih use the semanti lassiation : text ategorization,information retrieval and data mining. The most ruial problem was how torepresent adequately the words in view of a good lustering. The ombinedmethod gave the best results thanks to the information that it uses to representa word in the orpus. For our appliation of bookmark pages onsultation, theobtained onepts were very eÆient. They allowed us then, to ahieve the stageof labelling without any major diÆulties and to obtain good results in termsof onepts viability and relevant retrieved SQL requests. In fat, with the testorpus, we obtain a rate of 92:5% of orret SQL queries. As future work we planto extend the postproessing module to make it able to reat vis-a-vis new keywords not inluded in the onepts and to integrate our understanding moduleis SIROCCO, a Frenh speeh regonition system [6℄.Referenes1. Bousquet-Vernhettes C., Vigouroux N.: Context use to improve the speeh under-standing proessing. Int. Workshop on Speeh and Computer, Russia (2001)2. Cheeseman P., Stutz J.: Bayesian lassiation (AutoClass): theory and results.Advanes in Knowledge Disovery and Data Mining (1996)3. Jamoussi S., Smali K., Haton J.P.: Neural network and information theory in speehunderstanding. Int. Workshop on Speeh and Computer, Russia (2002)4. Lefevre F., Bonneau-Maynard H.: Issues in the development of a stohasti speehunderstanding system. Int. Conf. on Spoken Language Proessing, Denver (2002)5. Piera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h Communi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o - un systme ouvert de re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