We derive the equations of motion for a system undergoing boost-invariant longitudinal and azimuthally-symmetric transverse "Gubser flow" using leading-order anisotropic hydrodynamics. This is accomplished by assuming that the one-particle distribution function is ellipsoidallysymmetric in the momenta conjugate to the de Sitter coordinates used to parameterize the Gubser flow. We then demonstrate that the SO(3) q symmetry in de Sitter space further constrains the anisotropy tensor to be of spheroidal form. The resulting system of two coupled ordinary differential equations for the de Sitter-space momentum scale and anisotropy parameter are solved numerically and compared to a recently obtained exact solution of the relaxation-time-approximation Boltzmann equation subject to the same flow. We show that anisotropic hydrodynamics describes the spatio-temporal evolution of the system better than all currently known dissipative hydrodynamics approaches. In addition, we prove that anisotropic hydrodynamics gives the exact solution of the relaxation-time approximation Boltzmann equation in the ideal, η/s → 0, and free-streaming, η/s → ∞, limits.
I. INTRODUCTION
Dissipative hydrodynamics is now commonly used to describe the spatio-temporal evolution of the matter created in ultrarelativistic heavy-ion collisions. The approaches used for this purpose have included relativistic ideal hydrodynamics [1] [2] [3] , second-order viscous hydrodynamics , and, most recently, anisotropic hydrodynamics [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] [41] [42] [43] [44] [45] [46] [47] . For phenomenological applications, second-order viscous hydrodynamics is the most often used dynamical framework, however, traditional viscous hydrodynamics approaches rely on linearization around an isotropic equilibrium state. If the system has large non-equilibrium corrections, it is not clear a priori that a perturbative treatment will be phenomenologically reliable at all points in spacetime. In order to address this issue, the framework of anisotropic hydrodynamics was created in order to extend the range of applicability of dissipative hydrodynamics [31, 32] . In the anisotropic hydrodynamics framework, the most important (diagonal) components of the energy-momentum tensor are treated non-perturbatively and non-spheroidal/off-diagonal components are treated perturbatively. This approach has been shown to more accurately describe the evolution of systems subject to boost-invariant and transversely homogeneous (0+1d) flow than traditional viscous hydrodynamics approaches [42, 44, 46, 48, 49] .
Despite this limited success, to date there is no compelling evidence that anisotropic hydrodynamics can better describe systems that are also expanding transversely. In this paper, we derive the dynamical equations of anisotropic hydrodynamics for a system subject to Gubser flow [50, 51] and compare them to recently obtained analytic solutions to the Boltzmann equation in the relaxation-time approximation subject to the same flow [52, 53] . Since Gubser flow includes both cylindrically-symmetric transverse and boost-invariant longitudinal (1+1d) expansion, this will allow us to test the efficacy of anisotropic hydrodynamics in a more realistic setting. We will also compare to recently obtained solutions using the IsraelStewart second-order viscous hydrodynamics framework [54] and a complete second-order Grad 14-moment approximation [53] .
In order to implement the anisotropic hydrodynamics framework, we begin by assuming that, to leading order, the one-particle distribution function is ellipsoidally-symmetric in the momenta conjugate to the de Sitter coordinates used to parameterize the Gubser flow and that the argument of the distribution function only depends quadratically on the de Sitter-space momenta. We then demonstrate that the SO(3) q symmetry in de Sitter space further constrains the anisotropy tensor to be of spheroidal form. The resulting system of two coupled ordinary differential equations for the de Sitter-space momentum scaleλ and anisotropy parameterα ς are solved numerically and compared to a recently obtained exact solution of the relaxation-time approximation Boltzmann equation subject to Gubser flow.
We show that anisotropic hydrodynamics describes the spatio-temporal evolution of the system better than all currently known dissipative hydrodynamics approaches. In addition, we prove that anisotropic hydrodynamics gives the exact solution of the relaxation-time approximation Boltzmann equation in the ideal, η/s → 0, and free-streaming, η/s → ∞, limits.
The structure of this paper is as follows. In Sec. II we introduce the conventions used.
In Sec. III we introduce the Gubser flow profile, de Sitter coordinates, and the Weyl transformation which can be used to make the Gubser flow static. In Sec. IV we introduce an ellipsoidal ansatz for the de Sitter-space one-particle distribution function and calculate the non-vanishing components of the energy-momentum tensor in de Sitter space based on this.
We then show that requiring SO(3) q symmetry in de Sitter space constrains the distribution function to be of spheroidal form. Using this result, in Sec. V we derive the equations of motion for the de Sitter-space momentum scale and anisotropy parameter by taking the first and second moments of the Boltzmann equation. In Sec. VI we present the ideal and free-streaming limits of the anisotropic hydrodynamics equations of motion. In Sec. VII we generalize the exact solution of the relaxation-time-approximation Boltzmann equation subject to Gubser flow obtained originally in Refs. [52, 53] , to allow for arbitrary anisotropy initial conditions and demonstrate that the anisotropic hydrodynamics equations of motion give the exact result in both the ideal and free-streaming limits. In Sec. VIII we compare the numerical solution of the anisotropic hydrodynamics equations of motion with the exact solution and two different viscous hydrodynamics approximations. Finally, in Sec. IX we present our conclusions and an outlook for the future. We collect some details and ancillary information in four appendices.
II. CONVENTIONS
In this paper, the metric is taken to be "mostly plus" such that in Minkowski space with x µ = (t, x, y, z), the line element is
Milne coordinates are defined byx µ = (τ, x, y, ς), where τ = √ t 2 − z 2 is the longitudinal proper time, ς = tanh −1 (z/t) is the longitudinal spacetime rapidity, and the metric is
Since we deal with a system that is cylindrically-symmetric in the lab frame, it is convenient to transform to polar coordinates in the transverse plane with r = x 2 +y 2 and φ = tan −1 (y/x). If we use polar coordinates in the transverse plane,
we will refer to this as "polar" Milne coordinates with componentsx µ = (τ, r, φ, ς) and met-
In some places we denote the scalar product between two 4-vectors with a dot, i.e. a µ b µ ≡ a · b. In all cases, the flow velocity u µ is normalized as
III. SETUP
Herein we assume that the system is boost invariant and cylindrically symmetric with respect to the beamline at all times. With this assumption, one can construct a flow with SO(3) q ⊗SO(1, 1)⊗Z 2 symmetry ("Gubser symmetry") [50, 51] . In this case, one can show that all dynamical variables depend on τ and r through the dimensionless combination
where q is an arbitrary energy scale. 1 In order to study the dynamics, we start by specifying a basis appropriate for treating a boost-invariant and cylindrically-symmetric system and then simplify the equations of motion by introducing de Sitter coordinates. 1 The final results presented herein are expressed in de Sitter space and hold for arbitrary q.
A. Boost-invariant and cylindrically-symmetric flow in Minkowski space
A general tensor basis can be constructed by introducing four 4-vectors in the local rest frame (LRF)
The metric in flat spacetime is g µν = diag(−1, +1, +1, +1), which can be written in terms of the tensor basis above as
For boost-invariant flow which is cylindrically-symmetric around the beamline axis, one can parameterize the basis vectors in the lab frame as
B. Weyl transformation
In order for a system to be conformally invariant, the dynamics should be invariant under Weyl rescaling [51] . A (m, n) tensor of the form Q µ 1 ...µm ν 1 ...νn (x) with canonical dimension ∆ transforms under Weyl rescaling as
where Ω(x) = exp(ω(x)) with ω(x) being a function of space and time. For example, the metric tensor g µν is a dimensionless tensor of rank 2. Using the relation above with m = 0, n = 2, and ∆ = 0, one finds [g µν ] = −2. This means that g µν has a conformal weight of −2
and transforms under Weyl rescaling as [51] g µν → Ω −2 g µν .
C. Gubser flow and de Sitter coordinates
The Gubser flow is completely determined by symmetry constraints to be [50, 51] 
Using Eqs. (5) and (8), one can determine the corresponding transverse rapidity θ ⊥
In what follows, we will perform Weyl rescaling and a change of variables to de Sitter coordinates. For this purpose, we begin by introducing the de Sitter "time" ρ and polar
where τ and r are polar Milne 4-vector coordinatesx µ = (τ, r, φ, ς) and ρ and θ are two of the de Sitter coordinatesx µ = (ρ, θ, φ, ς). Note that, for fixed r, the limit τ → 0 + corresponds to the limit ρ → −∞ and the limit τ → ∞ corresponds to the limit ρ → ∞.
This means that the de Sitter map covers the future (forward) light cone.
In order to map the flow (8) to a static one, we follow the prescription of Gubser [50, 51] and make a coordinate transformation combined with a Weyl rescaling to pass from R 3,1 to dS 3 × R (de Sitter space). Quantities defined in de Sitter space will be indicated with a hat throughout the paper. Using Eq. (7) and the rules for general coordinate transformations of tensors, one can relate the de Sitter-space metric with the Minkowski space metric viâ
The de Sitter-space metric tensor in matrix form iŝ
µν , which can also be expressed in terms of tetrads (see (15) below) asĝ µν = u µûν +Θ µΘν +Φ µΦν +ς µςν . The determinant ofĝ µν iŝ
In order to proceed, we need to establish relations between the Minkowski-space basis vectors and the de Sitter-space basis vectors. To do this, we first need to know the conformal weights of the Minkowski-space basis vectors. Knowing that [g µν ] = −2 and using 
Starting with the Minkowski-space basis vectors in lab frame Eq. (5), one can use Eq. (15) and the de Sitter-space identities detailed in Appendix A to obtain
One can check explicitly that the orthonormality conditions for the basis vectors are satisfied,
i.e.û ·û ≡û
and all other dot products vanish. In de Sitter coordinates, θ and φ are transverse coordinates and ς is the longitudinal one.
D. Ellipsoidal form for the distribution function
We now introduce our ansatz for the one-particle distribution function. We will assume that, in de Sitter space, the anisotropy tensor is diagonal. 2 An ellipsoidal anisotropic distribution function can be constructed by introducing a tensor of the form [46] 
whereû µ is the four-velocity andξ µν is a symmetric traceless anisotropy tensor. Expandinĝ ξ µν in the de Sitter basis giveŝ
The basis vectors above obey the identities listed in Eq. (17) . We requirê
Therefore,Ξ
Using the tensorΞ µν , one can construct an anisotropic distribution function following
whereλ can be identified with the de Sitter-space temperature,T , only whenξ µν = 0.
E. Dynamical variables
Sinceξ µν is traceless and diagonal, one haŝ
which can be verified using Eqs. (13) and (16) . In order to satisfy SO(3) q invariance, the distribution function can only depend onp
. As a result, one must haveξ θ =ξ φ . Using this, the condition (25) implieŝ
For convenience, one can define new parametersα i aŝ
where i ∈ {θ, φ, ς}. Using Eqs. (13), (18), and (27) one can simplify the distribution function to
wherep i andp i are related through the metric (13) as before. Note that a trivial consequence
IV. BULK VARIABLES IN DE SITTER COORDINATES
In order to extract the energy density and pressures from the energy-momentum tensor, one can expand it in a tensor basis (16) in de Sitter coordinates. Since the distribution function is of ellipsoidal form, the energy-momentum tensor is diagonal in de Sitter spacê
whereε,P θ ,P φ , andP ς are the energy density and pressures in de Sitter coordinates. In the kinetic theory framework, one can use the integral form ofT µν to evaluate these quantities.
In general, the n th -moment of the distribution function is defined aŝ
whereĝ is defined in Eq. (14) . Taking n = 2 in Eq. (31), the integral form of the energymomentum tensor is obtained
Taking projections ofT µν with the de Sitter-space basis vectors (16) , one findŝ
where d 3p ≡ dp θ dp φ dp ς and we have usedp 0 =p ρ . To obtain these results, the following identities were usedû
Computing the integrals, the bulk variables in de Sitter coordinates arê
whereα ⊥ ≡ α 2 θ cos 2 φ +α 2 φ sin 2 φ, y ≡α ς /α ⊥ , and the H-functions are defined as follows
As discussed earlier, requiring SO(3) q invariance in de Sitter space implies (29) . Together with Eq. (25), this condition implies that one can writeα θ in terms ofα ς
Additionally,α φ =α θ implies thatα ⊥ =α θ . Therefore, one can simplify Eqs. (38)- (41) tô
V. MOMENTS OF BOLTZMANN EQUATION
The Boltzmann equation in the relaxation-time approximation in de Sitter coordinates iŝ
where D µ is the covariant derivative defined in Appendix B, f iso denotes the isotropic equilibrium distribution function, andτ eq is the relaxation time. Conformal invariance requires thatτ eq is inversely proportional to the temperature, i.e.τ eq ∝ 1/T . Since we work in the relaxation-time approximation, the exact relation isτ eq = 5η/T , whereη =η/ŝ = η/s witĥ η being the Weyl-rescaled shear viscosity andŝ being the Weyl-rescaled entropy density.
In order to derive the dynamical equations, we take the first and second moments of the Boltzmann equation in de Sitter coordinates.
A. First Moment
Taking the first moment of the Boltzmann equation (51) gives
whereT µν is the energy-momentum tensor. To obtain (52) we require that the first moment of the right-hand side of the Boltzmann equation vanishes, so that the energy and momenta are conserved. This results in the so-called dynamical Landau matching condition, which allows us to express the effective temperatureT in terms of the microscopic parameterŝ
Using Eqs. (30) and (B7) in Appendix B, one can expand Eq. (52) to obtain
Making use of the de Sitter 4-vectors (16), one can take different projections of Eq. (54).
Takingû ν ,Θ ν ,Φ ν , andς ν projections gives, respectively,
Using the SO(3) q symmetry and Eq. (29), one can simplify the equations above to
The set of equations above demonstrates that, subject to SO(3) q symmetry, all fields and physical quantities are functions of ρ exclusively. In other words, the differential equations describing the system reduce to coupled first-order ordinary differential equations, which can be solved by providing initial conditions in de Sitter space. Having the final expressions forε andP θ , Eqs. (46) and (47), one finds the first moment of Boltzmann equation in de Sitter space
1. Equivalence to second-order viscous hydrodynamics
As a check that our starting point given by Eqs. (55)- (58) 
where the different components obeyπ
To proceed, we can use the definition of the shear viscous stress tensor as the correction to the isotropic equilibrium pressuresP
where i ∈ {θ, φ, ς}. UsingP iso =ε/3, one obtainŝ
Substituting Eq. (67) into Eq. (55) gives
Using the thermodynamic relationε +P iso =Tŝ, whereŝ is Weyl-rescaled entropy density, one findsTŝ = 4ε/3. In conformal field theory we haveε ∝T 4 . Definingπ 
This is precisely the same as the first-moment equation obtained originally in Ref. [54] .
B. Second Moment
Computing the second moment of Boltzmann equation (51) gives
whereÎ λµν andÎ λµν iso can be obtained by taking n = 3 in Eq. (31)
From the symmetry of the integrands in the definition ofÎ λµν above, one concludes thatÎ λµν only contains terms which have an even number of spatial indices. Using the de
Sitter-space basis (16) , one can expandÎ λµν in covariant form aŝ
+Î ς û ⊗ς ⊗ς +ς ⊗û ⊗ς +ς ⊗ς ⊗û .
For a massless system, one hasp µp µ = 0, which gives the following useful identitŷ
Using the orthonormality relations listed in Eq. (17), one can take different projections of I λµν to obtain the following expressionŝ
where dP ≡ 1 (2π) 3 dp θ dp φ dp ς cosh 2 ρ sinθ .
The results of the integrals above can be compactly written aŝ
whereα ≡α θαφας andÎ iso ≡ 4λ 5 /π 2 . The coefficients above clearly obeŷ 
Using the identities in Appendices B and C, one can simplify Eq. (84) to
From the expression above, we can obtain various scalar projections. The diagonal projections are:
ΘΘ-projection
ΦΦ-projection
ςς-projection 
ûΦ (orΦû)-projection
uς (orςû)-projection
All other projections give equations that are trivially satisfied. Using SO(3) q symmetry, one can use Eq. (83) to find the set of independent second-moment equations
Using Eqs. (81), (93), and (94), one finds
For the effective temperature appearing above, one uses Eq. (53), which was obtained by requiring energy conservation.
C. Final anisotropic hydrodynamics equations
Equations (63), (98), and (53) form the complete set of equations required in order to describe the de Sitter-space evolution using anisotropic hydrodynamics. We list them again here in order to provide easier access in the forthcoming discussion
whereȳ ≡α ς /α θ = (3α 2 ς − 1)/2. The H-functions appearing above are defined in Eqs. (42)- (44) . The set of equations can be closed by using the dynamical Landau matching
VI. LIMITING CASES
In this section, we consider two limiting cases of Eqs. (99)- (101). The cases we consider are the ideal (τ eq → 0) and free-streaming (τ eq → ∞) limits. In these two cases, one can dramatically simplify the equations and solve them analytically as first-order ordinary differential equations. As we will see below, this will allow us to compare our results with the exact solution of Boltzmann equation in the ideal and free-streaming limits, which one can also obtain analytically.
A. Ideal hydrodynamics limit
In order to take the ideal limit of Eqs. (99) and (100), one has to impose the following conditions which require that the system is perfectly isotropic and remains so for all de
Sitter time ρα
With these assumptions,ȳ → 1 andλ(ρ) →T (ρ). Using these relations, one finds that Eq. (100) is trivially satisfied. Eq. (99) simplifies dramatically and can be solved analytically
whereT 0 =T (ρ 0 ). This is precisely the solution obtained originally by Gubser and Yarom [51] . 
B. Free-streaming limit
In order to take the free-streaming (FS) limit, one has to take the limitτ eq → ∞ of Eqs. (99) and (100). As it turns out, it is also possible to solve the anisotropic hydrodynamics equations analytically in this case. In this limit, solving Eq. (100) giveŝ
where we have specified the boundary condition at ρ = ρ 0 and required thatα ς (ρ 0 ) =α ς,0 .
With this result, one can obtain an expression forȳ FS using Eq. (50)
Substituting the previous two results into Eq. (99) and solving it analytically giveŝ
where we have requiredλ(ρ 0 ) =λ 0 . Finally, one can use Eq. (101) to find the free-streaming limit for the (effective) temperaturê
where
and
Using the effective temperature obtained above, one can find the free-streaming limit of the energy densityε
In addition, one can use Eq. (45) to findα θ (ρ).
Finally, using Eqs. (49) and (66) one can determine the ςς-component of the viscous stress tensor in the free-streaming limit
We note that the functions H ε and H π introduced above are closely related to the H-functions previously defined in Eq. (42)- (44) as Refs. [52, 53] is that the distribution function was assumed to be isotropic at ρ 0 . As we will show below, if one assumes that the initial distribution function is of spheroidal form in de
Sitter space, then it is possible to allow for an arbitrary pressure anisotropy at ρ 0 . This will allow us to compare anisotropic hydrodynamics with the exact solution subject to a variety of different de Sitter-space initial conditions.
In general, the exact solution can be expressed in the form [52, 53] 
AboveT (ρ) = (π 2ε (ρ)/3) 1/4 is the effective temperature and c ≡ 5η/ŝ. Using Eqs. (33)- (36),
By using the results above, the integral equations (115) and (116) allow for an arbitrary momentum-space anisotropy at ρ = ρ 0 withα ς (ρ 0 ) =α ς,0 and 1/3 <α 2 ς,0 < ∞. In the original work [52, 53] , the solutions obtained were restricted to the caseα ς,0 = 1. If one takeŝ α ς,0 = 1, the expressions above reduce to the ones obtained in [52, 53] . Importantly, we find that Eqs. (110) and (111) correspond precisely to the exact free-streaming limits obtained above. This means that, if the initial distribution function at ρ 0 is of spheroidal form in de Sitter space, anisotropic hydrodynamics gives the exact solution in the free-streaming limit.
VIII. NUMERICAL RESULTS
In the general case, it is necessary to solve Eqs. (99), (100), and (101) numerically.
Since they are ordinary first-order differential equations, this task is rather straightforward.
In order to complete the solution, however, we need to specify a boundary condition. This might be non-trivial task since not all choices lead to physical results. As shown in Appendix B of Ref. [53] , in the exact solution, some initial conditions can result in complex-valued temperatures, etc. While such solutions may be mathematically sound, they are clearly not physical. However, as discussed in Appendix B of Ref. [53] , if one fixes the boundary condition on the "left" (ρ → −∞), which corresponds to the "distant past" in de Sitter time, one has freedom to choose the initial condition. In addition, with this boundary condition, one can smoothly take the limit η/s → 0 in order to obtain the ideal hydrodynamics result (see Fig. 8 of Ref. [53] ). This limit is not guaranteed for other choices of ρ 0 .
More importantly, we want to specify a set of initial conditions on a fixed proper-time surface τ = τ 0 and then take the limit τ 0 → 0 + so that we can describe the system's evolution in the entire forward light cone. For this reason, in what follows we will always fix the boundary condition on the left. As discussed above, these boundary conditions will also allow us to smoothly go from the ideal to free-streaming limits unambiguously. In practice, specifying numerical boundary conditions at extremely large negative ρ and obtaining the full solution also for positive ρ is time-consuming, particularly for the exact solution that we intend to compare with. For this reason, we will present solutions in which the boundary condition is fixed at a large, but finite, negative ρ. In all plots shown, we fix the boundary condition at ρ 0 = −10.
In addition to comparing to the generalization of the exact result of Refs. [52, 53] , we will also compare with results obtained using the Israel-Stewart second-order viscous hydrodynamics approximation [54] and a complete second-order Grad 14-moment approximation [53] . For the second-order hydrodynamic approximations, one has to solve two coupled ordinary differential equations subject to a boundary condition at ρ = ρ 0 . For the Israel-Stewart (IS) case, the necessary equations are [54] 1
whereπ ς ς ≡π ς ς /(Tŝ) andτ π = 5η/(ŝT ). As mentioned above, one can go beyond the IS approximation presented in Ref. [54] and also include the complete second-order contribution (see Appendix A of Ref. [53] for further details). In this case, the second equation above should be replaced by isotropic, prolate (P θ =P φ <P ς ), and oblate (P θ =P φ >P ς ) initial condition, respectively.
In all cases, at ρ = ρ 0 = −10, we fixed the initial effective temperature to beT 0 = 0.002. As can be seen from Figs. 1-3 , the anisotropic hydrodynamics equations obtained herein provide the best approximation to the exact result in all cases. For the temperature, it is very difficult to distinguish the anisotropic hydrodynamics result from the exact result.
For the scaled shearπ ς ς ≡π ς ς /(Tŝ), there are visible differences between the anisotropic hydrodynamics solutions and the exact solution in the region between ρ > ∼ 0 for small η/s, but at large ρ one sees that anisotropic hydrodynamics has the correct asymptotic behavior.
5
Between the two hydrodynamic approximations, we find that, for negative ρ, the DNMR solutions better reproduces the exact solution forπ ς ς ≡π ς ς /(Tŝ), whereas for positive ρ the IS solution seems to perform better overall. That being said, we find that in the range of de Sitter times considered, the DNMR solution better reproduces the exact solution for the effective temperature.
IX. CONCLUSIONS
In this paper we have used the framework of anisotropic hydrodynamics to derive two coupled ordinary differential equations that describe the evolution of the de Sitter-space scale parameterλ and anisotropy parameterα ς . Our final analytic results are listed in Eqs. (99), (100), and (101). Using these equations we could find the evolution of the effective temperatureT and shear correctionπ ς ς in de Sitter time. We demonstrated that these equations reproduce both the ideal (η/s = 0) and free-streaming (η/s → ∞) limits of the exact solution obtained in Ref. [53] . In order to make a more general comparison, we extended the exact solution of Ref. [53] to allow for arbitrary momentum-space anisotropy in the de Sitter-space initial condition. Our numerical results indicate that Eqs. (99), (100), and (101) provide an excellent approximation to the exact solution and, hence, this work provides further evidence that the anisotropic hydrodynamics approximation might provide a superior approximation even when including transverse expansion. That being said, the transverse flow pattern considered herein ("Gubser" flow) is rather special, and we cannot generalize beyond the specific case studied herein to a general transverse flow at this point in time.
In the numerical results section we presented solutions for the de Sitter-space evolution of the effective temperature and scaled shear. The solutions obtained herein can be easily mapped back to Milne space, giving the full spatio-temporal evolution for a boost-invariant and cylindrically-symmetric system for arbitrary values of parameter q, which sets the spatial extent of the solution. Using this mapping, one can obtain the radial temperature profile at any given proper time. This can be used as an initial condition for subsequent evolution 5 Using Eqs. (99)-(101), one finds that in the limit ρ → ∞,α ς ∼ exp(ρ/3) andλ ∼ exp(−2ρ/3). As a consequence, one finds that the anisotropic hydrodynamics equations giveπ ς ς = 0.5 in the limit ρ → ∞ independent of the value ofτ eq . in Milne space. In a forthcoming paper, we plan to compare the recently obtained 1+1d ellipsoidal anisotropic hydrodynamics equations of Tinti and Florkowski [43] with both the anisotropic hydrodynamics equations obtained herein and the exact solution. Additionally, it will be interesting to see if the methods used herein can also describe the effects of vorticity following Refs. [55, 56] . 
Note that the variables above are also related through the following useful relations
where, inξ µ ν the indices are taken from (µ, ν) ∈ {τ, r, φ, ς}, and inξ µ ν they are taken from (µ, ν) ∈ {τ, x, y, ς}. Since we started with the basis vectors in Minkowski space lab frame, one needs to boost them to find their form in the local rest frame (LRF). 
