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ABSTRACT: Over the past several decades, major advances have been made in probabilistic methods
for assessing structural reliability with a critical feature of these methods being that probability models
of random variables are known precisely. However, when data are scant it is rear to identify a unique
probability distribution that fits the data, a fact that introduces uncertainty into the estimation of the
probability of failure since the location of the limit surface in the probability space is also uncertain. The
objective of the proposed work is to realistically assess the uncertainty in probability of failure estimates
of the First Order Reliability Method (FORM) resulting from the limited amount of data.
1. INTRODUCTION
Over the past several decades, major advances have
been made in probabilistic methods for assess-
ing structural reliability. They largely began with
the widely-used First Order Reliability Method
(FORM) and Second Order Reliability Method
(SORM) (Haldar and Mahadevan (2000)) and have
moved forward in recent years to include more so-
phisticated simulation-based methods such as im-
portance sampling (Engelund and Rackwitz (1993),
Au and Beck (2003)) and subset simulation (Au
and Beck (2001), Papaioannou and Straub (2015)).
These methods have advanced such that probabil-
ity of failure can be efficiently estimated for many
systems very precisely with very low coefficient of
variation. But, this precision does not necessary
beget accuracy, although it is often implied.
A critical feature of most reliability methods is
that distributions of random variables are known
precisely, and in most cases are prescribed such
that the reliability calculation can be performed us-
ing standard normal distributions. This has led to
standard metrics of reliability such as the Hasofer-
Lind reliability index defined as β = µZ
σZ
where the
random variable Z = g(X) denotes the performance
function of the structure such that Z < 0 denotes
failure, Z > 0 represents a safe operating condition,
and Z = 0 is referred to as the limit surface. When
the limit surface cannot be linearized, simulation-
based techniques such as importance sampling and
subset simulation can offer an efficient means to es-
timate Pf . These methods employ different meth-
ods to concentrate simulations in the vicinity of
the limit surface and estimate Pf from these sim-
ulations. Importance sampling employs an alter-
nate sampling distribution whose density is con-
centrated near the limit surface and corresponding
re-weighting to estimate Pf while subset simula-
tion decomposes the failure probability (which is
usually quite small) into a product of higher condi-
tional probabilities that are easier and more efficient
to estimate.
However, when data are scarce, it is often impos-
sible to identify a unique probability distribution
for the data. This calls into question the assump-
tions made by existing methods for Pf estimation
and, moreover, introduces uncertainty, or impreci-
sion, into the estimate. The effect of this is that the
uncertainty in distribution causes uncertainty in the
location of the limit surface in the probability space.
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Consequently, using FORM or SORM the reliabil-
ity index for a given structure becomes uncertain or,
in a simulation-based approach, Pf estimates may
have large uncertainty. In reality, this uncertainty
may be large in relation to the Pf estimate itsself.
In a recent work (Zhang and Shields (2018)),
Bayesian and information theoretic methods are de-
veloped in order to address the problem of uncer-
tainty quantification and propagation when data for
characterizing probability distributions are scarce.
This is achieved by applying the information theo-
retic multimodel inference method to identify plau-
sible candidate probability densities and associated
probabilities that each method is the best model
and the joint parameter densities for each plausible
model are then estimated using Bayes’ rule.
The objective of the proposed work is to apply
the aforementioned methods for imprecise prob-
ability in the context of First Order Reliability
Method. This way we can assess the uncertainty
in probability of failure estimates that results from
a lack of data necessary to precisely quantify prob-
ability distributions for model input random vari-
ables. The result of these analyses are imprecise
probabilities of given response quantities in the
form of probabilities of probabilities that allows us
to probabilistically bound response quantities of in-
terest and therefore assess confidence in our proba-
bilistic estimates.
2. STRUCTURAL RELIABILITY
Reliability is defined as the probability of a per-
formance function g(X) greater than zeros, i.e
P(g(X) > 0) and subsequently, the probability of
failure is defined as the probability P(g(X) < 0).
Given that the joint probability density function of
the random vector X = {X1,X2, . . . ,Xn} is fX(x),
the probability of failure is evaluated as:




One of the most widely used reliability analy-
sis method is the First Order Reliability Method
(FORM) which is presented next.
2.1. First Order Reliability Method
The first-order reliability methods (FORM), as
stated by its name, utilizes a first-order Taylor se-
ries expansions for the performance function in a
standard normal probability space to derive prob-
ability of failure estimates. The basic concept of
FORM is to enhance the solution of the integral of
in Eq.(1) by symplifying the quantity fX(x) and ap-
proximating the performance function g(X). Con-
sider a model in standard normal space with per-
formance function g(U). The FORM approximates
the performance function by:
g(U)≈ L(U) = g(u?)+∇g(u?)(U−u?)T (2)
where u? is the point around which the series is
expanded and its typically called the design point
(needs to be found) and it corresponds to the point
on the line g(U) = 0 with the highest probability.














The expansion in Eq.(2) allows for a straightfor-
ward estimation of probability failure as:
Pf = Φ(−β ) (4)
Given that Eq.(2) is formulated in the space of
standard normal random variables U, formulation
of a FORM estimate requires a nonlinear transfor-
mation from the generally non-normal parameter
space X to the standard normal space. This trans-
formation is based on the condition that the cu-
mulative distribution functions (CDFs) of the ran-
dom variables remain the same before and after the
transformation. Equation (1) then becomes




where φU(u) is the joint probability density func-
tion (PDF) of U. Assuming independence of the
random variables the joint PDF is the product of
the individual PDFs of standard normal distribution
given by:
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φU(u)du1 du2 . . . dun (7)
In order to find the location of the design point in
the standard normal space U, the joint PDF φU(u) at
the limit-state of g(U) = 0 needs to be maximized.
The mathematical model that describes this prob-











subject to g(u) = 0
(8)
which is equivalent to{
maxu ||u||
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n (10)
The design point then corresponds to the shortest
distance point from the limit state g(U) = 0 to the
origin O in U-space. This distance is call reliability































Equation (11) indicates that the performance func-
tion is a linear function of standard normal variables
and therefore, is also normally distributed. The
mean value and standard deviation are given by





























































By definition, the design point u? is the tangent
point of the curve g(U) = 0 and the circle with
the radius of β and therefore, it is perpendicular
to g(U) = 0 with direction given by the unit vec-
tor u?/||u?||. On the other hand, the direction of
the gradient is also perpendicular to the curve at the
design point, and its direction can be represented by


















However, when distributions in the parameter
space are imprecise (i.e. not known exactly), it is
not even clear what is meant by the design point.
There cannot, in such problems, be a single point
along g(U) = 0 having maximum probability for
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the simple reason that g(U) = 0 itself is not pre-
cisely defined. That is, while the performance func-
tion in the parameter space is uniquely defined (e.g.
by a finite element model), imprecise probabilities
do not afford a unique mapping of this performance
function to establish a precise form in the standard
normal space.
3. BAYESIAN MULTIMODEL SELECTION
Knowledge of the specific distribution model M of
the parameters X is mandatory in order to perform
reliability analysis. However, in order to assign a
proper distribution (model) collected data must be
available. But one must always ask whether the
assignment of a probability model from a small
data set is justified. To this purpose, principles of
Bayesian inference and multimodel selection can
be utilized in order to select probability models that
adequately represent the set of data. Two settings
of model selection are considered, one based on
Bayes factors/likelihood functions and the other on
information-theoretic selection criteria based on the
Kullback-Leibler (K-L) information theory Kull-
back and Leibler (1951).
3.1. Bayesian Inference
Consider the probability model M with correspond-
ing random parameters θ . Given available data d
Bayes’ rule can be utilized in order to update our
knowledge of the parameters θ for M. In this set-
ting, we define a prior PDF p(θ |M) for θ that rep-
resents our prior knowledge on the parameters and
we seek to find the posterior PDF p?(θ |d;M) given
d that represents our updated belief:
p?(θ |d,M) = p(d|θ ;M)p(θ ;M)
p(d;M)
(20)
where p(d;M) is the evidence, i.e a normalizing
factor computed by marginalizing the likelihood
p(d|θ ,M) over the θ
p(d;M) =
∫
L (θ |d;M)p(θ ;M)dθ (21)
In the general case, a Markov Chain Monte Carlo
(MCMC) method is required for the solution of the
integral equation in order to draw samples from
p?(θ |d,M).
3.2. Information model selection
The information-theoretic scheme utilizes a crite-
rion in order to select the appropriate model that en-
compasses the information loss resulting from the
approximation of the true with the candidate. In this
term, the criterion can be one that minimizes the in-
formation loss; In Akaike (1974), the Akaike Infor-
mation Criterion was introduced based on the fact
that the expected relative K-L information could
be approximated by the maximized log-likelihood
function with a bias correction.
AIC =−2log(L (θ̂ |d,M))+2K (22)
where L (·) = p(d|θ ,M) is the likelihood function
given the maximum likelihood estimate of the pa-
rameters θ , M is the candidate probability model
with uncertain parameters θ̂ , d are the available
data and 2K is a bias correction factor. It is impor-
tant in model selection to establish a relative scale





where AIC(i) is the AIC for candidate model Mi and
AICmin = min(AIC(i)). This normalizes the best






one can obtain the likelihood
of the model Mi given the data and subsequently
the corresponding probability pi, by normalizing
the likelihood













where N is the number of candidate probability
models. These probabilities can be interpreted as
the probability that model Mi is the K-L best model
for the data. The AIC is an asymptotic quantity that
imply large datasets. In Hurvich and Tsai (1989) a
critical extension of the AIC has been developed for
small datasets, that introduces a second-order bias
correction term yielding
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where n is the sample size of the data.
4. APPLICATION: PLATE BUCKLING STRENGTH
PROBLEM
In this section we investigate the issue of uncer-
tainty that exists in the probability of failure esti-
mates in FORM. This uncertainty results from the
lack of sufficient dataset size, required for the pre-
cise quantification of the probability distribution
model of the random parameters. To this end, the
multimodel approach described above provides a
natural framework for clarifying this issue.
Initially, Bayes’ rule is utilized in order to estab-
lish a set of possible probability models for the pa-
rameter space and associated probabilities for each
model. Each of these unique models in the can-
didate set has an associated mapping to the stan-
dard normal space, and hence defines a unique
g(Ui), i = 1, . . . ,N where N is the number of can-
didate models. Consequently, for each model Mi it
is possible to establish a design point u?i , a relia-
bility index βi, and associated probabilities pi. The
result is therefore a set of FORM probability of fail-
ure estimates, each with known probability of oc-
currence that is derived from a small dataset.
In order to study the effects of model-form and
parametric uncertainty on probability of failure we
selected the model of a simply supported rectangu-
lar plate under uni-axial compression considering
certain geometric and material uncertainties. The
probability of failure is defined as
Pf = P(ψ < 0.5) (26)
























Figure 1: Randomly generated yield stress values that
serve as the initial dataset for uncertainty quantifica-
tion and propagation in plate buckling strength.
In Eq.(27) b is the width, t is the thickness, σ0
is the yield stress, E is the Young’s modulus, δ0
is the initial deflection and η is the residual stress
of the plate. Although all 6 variables are influenc-
ing the buckling strength, we will focus on a sin-
gle material parameter, namely the yield stress σ0,
since in Zhang and Shields (2018) it was observed
that the buckling strength is most sensitive to the
yield stress and least sensitive to the plate width.
Moreover, as suggested in Hess and Ayyub (2002),
an approximation of the “true” mean yield stress is
σ0 = σ̂0 +34 where σ̂0 follows a lognormal distri-
bution with mean µσ̂0 = 1.3×34−34 and standard
deviation σσ̂0 = 0.1235×1.3×34−34.
Data are generated from this distribution and are
used in order to quantify the uncertainty in the prob-
ability of failure estimates. Fig.(1) depicts ran-
domly generated yield yield stress values of differ-
ent size (25, 50, 100, 500, 103,104), that serve as
the initial dataset.
Since we have no knowledge of the "true" prob-
ability distribution model of the data we define a
set of candidate models that consists of 8 distribu-
tions; lognormal, gamma, logistic, inverse Gauss,
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Figure 2: Posterior probability (AICc criterion) as a
function of dataset size.
Rayleigh, Levy and exponential. The AIC model
selection criteria is employed to rank the candidate
distributions.
Fig.2 shows the AICc probabilities for each can-
didate model as a function of dataset size. It is
obvious that the multimodel inference does not se-
lect the correct lognormal model conclusively until
1000 yield stress measurements are collected. In
fact, prior to that point the inference placed a high
level of probability on the incorrect Inverse Gaus-
sian model. How, then does this uncertainty influ-
ence the estimation of the reliability of failure of the
buckling strength?
Fig. 3 and highlights this influence in terms of the
calculation of the failure probability. More specif-
ically, Fig.3 shows the frequency of occurrence of
the reliability index β for the lognormal candidate
model and for different data size. For each case,
Bayesian inference is employed to estimate the
joint parameter probability densities for the model
and then 1000 FORM problems are formulated and
solved using the Hasofer-Lind approach for the ap-
proximation of the design point. From this figure
we can see that the smallest the size of the data the
highest the variance of the reliability index, which
practically means that the calculated probability of
failure has large variance. This is more pronounced
in Fig.(4) where one can see the empirical CDFs for
the probability of failure.
Figure 3: Posterior probability (AICc criterion) as a
function of dataset size.
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Figure 4: Empirical CDFs for the probability of failure
occurs when ψ < 0.5.
5. CONCLUSIONS
This work addresses the issue of uncertainty in the
reliability of a structural system as a result of insuf-
ficient amount of data required for the precise quan-
tification of the probability model of the input pa-
rameters. To this purpose, methods from imprecise
probabilities are utilized in order to select appropri-
ate models that fit the data. An initial investigation
in the context of FORM is performed and the results
show (as expected) that if the number of available
data is small then the estimation of the probability
of failure has large variance.
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