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Abstract
We consider the problem of maximum likelihood classification of a high dimensional data
point y to billions of classes x1, · · · , xN , where the conditional probability p(y | x) is known. In
the most general case, the complexity of the brute-force method for this classification grows
linearly, O(N), with the number of classes N . Efficient multiclass classification methods have
been introduced to solve this problem with logarithmic complexity. However, these methods
suffer from the curse of dimensionality, i.e., in large dimensions their complexity approaches O(N)
per query data point. In the special case where the conditional probability distribution p(y | x)
is a Gaussian centered at x, i.e., p(y | x) ∝ N (x, σ), the maximum likelihood classification
reduces to the nearest neighbor search with the Euclidean norm. Sublinear methods based on
locality sensitive hashing (LSH) have been introduced to solve an approximate version of the
nearest neighbor search for high dimensional data. Inspired by these advances, here we introduce
distribution sensitive hashing (DSH) to solve an approximate version of the maximum likelihood
classification problem through joint dimensionality reduction. In the case of discrete probability
distributions, we design TreeDSH, a universal family of distribution sensitive hashes based on
the decision trees, and show that their complexity grow sub-linearly. Theory and simulation
presented in this paper demonstrate that TreeDSH is more efficient than LSH-hamming and
Min-Hashing schemes. Finally, we apply TreeDSH to the problem of peptide identification from
mass spectrometry data.
1 Introduction
Consider a data point y, and a set of classes X = {x1, · · · , xN} where N is the number of classes.
Assume the conditional probability distribution P(y|x) is given, and we can compute P(y|x = xi),
the likelihood that data-point y corresponds to the class xi, with complexity O(1). Under uniform
prior assumption, the maximum likelihood (ML) classifier assigns each data-point to the class that
maximizes its posterior probability:1
xˆ(y) = arg max
x∈X
P(y|x) (1)
The brute-force method for computing this optimization problem for each data point y has O(N)
running time. Our goal is to provide a solution to this problem with sub-linear complexity. In
1In Bayesian inference, ML classification is a special case of maximum a posteriori classification (MAP) that
assumes a uniform prior distribution of the parameters.
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many real life applications, including peptide identification from mass spectrometry data, we have
millions/billions of data points (mass spectra) and we want to classify them into millions/billions of
classes (peptides) [1, 2]. In these problems, P is factorizable into i.i.d. distributions, i.e.,
P(x, y) =
S∏
s=1
p(xs, ys) (2)
and learning p(y | x) is a straightforward task [2]. However, the inference step, e.g., finding the
class x that maximize p(y | x) is non-trivial when we have billions of data points/classes. Some
special cases of this problem have been addressed in the literature. For example, assume x and y
are vectors of the same size in RS (S is the dimension of the data), and P(y | x) has a Gaussian
probability distribution centered at x, i.e.,
P(y | x) = 1√
2piσ
e−
||y−x||2
2σ2 (3)
It is easy to derive that given this conditional probability distribution, ML classification is equivalent
to finding x ∈ X that has minimum Euclidean distance to the data-point y, i.e.,
arg max
x∈X
P(y|x) = arg min
x∈X
||y − x||2 (4)
where ||.|| is the Euclidean distance function. This problem is called the nearest neighbor search
problem, and has been extensively studied in the past [3, 4]. It can also be shown that the nearest
neighbor search in binary case [3], and the problem of finding similar sets [5] are also special cases
of the ML classification problem.
As there is no efficient method for solving the exact form of the nearest neighbor search problem
in the case of high-dimensional data, many of the researchers consider the approximate nearest
neighbor search problem [6, 7]. Given c > 1, the approximate nearest neighbor search problem can
be formulated as follows. For each y, find x ∈ X which satisfies
||y − x|| < c||y − xmin|| (5)
where xmin = arg minx∈X ||y − x||. One of the most popular methods for approximate nearest
neighbor search is locality sensitive hashing (LSH) [8, 3]. For any metric space M = (M,d), a
family of functions h :M→ S is F(R, cR, p1, p2)-sensitive if for any two points x, y ∈M:
If d(x, y) ≤ R, then hX(x) = hY (y) with probability at least p1. (6)
If d(x, y) ≥ cR, then hX(x) = hY (y) with probability at most p2. (7)
Currently, there is no sub-linear solution for the exact ML Classification problem. Therefore, we
focus on the Approximate ML Classification Problem as follows. Given c < 1 and for each y, find
x ∈ X which satisfies
log (P(y | x)) > c log (P(y | xmax)) (8)
where xmax = arg maxx∈X P(y | x). Define PX(x) and PY (y) as the marginal probability distributions
of P(x, y) andQ(x, y) = PX(x)PY (y). Similar to the theory of locality sensitive hashing [8, 3], we solve
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the approximate ML classification problem by designing hashes hX(x) : X
S → N, hY (y) : Y S → N
such that for some arbitrary 0 ≤ β ≤ α ≤ 1
Prob(hX(x) = hY (y) | P(x, y)PX(x)PY (y) < e
T , (x, y) ∼ ρP+ (1− ρ)Q) = α (9)
Prob(hX(x) = hY (y) | P(x, y)PX(x)PY (y) > e
cT , (x, y) ∼ ρP+ (1− ρ)Q) = β (10)
2where α and β stand for the probabilities that the data points x and y are hashed to the same
bucket3 under the constraints P(x,y)PX(x)PY (y) < e
T and P(x,y)PX(x)PY (y) > e
cT for some log-likelihood threshold
T .4 Moreover, ρ denotes the prior probability of (x, y) being generated from P while 1− ρ stands
for the prior probability (x, y) being generated from Q.
In order to design such hashes, we show that when P is factorizable into independent and
identically distributed (i.i.d) factors, i.e.,
P(x, y) =
S∏
s=1
p(xs, ys) (11)
and S is large enough, finding hashes hX and hY that satisfy (9) and (10) is equivalent to finding
hashes hX and hY that satisfy:
Prob(hX(x) = hY (y) | (x, y) ∼ P) = α (12)
Prob(hX(x) = hY (y) | (x, y) ∼ Q) = β (13)
See Appendix A for the proof of equivalence.
This article is structured as follows. In Section 2, we define ”distribution sensitive hashes”. In
Section 3, we assume that an oracle has given us a family of distribution sensitive hashes, and use
them to design an algorithm for ML classification in known probabilistic settings (discrete joint
probability distributions). We further demonstrate that if hashes satisfying (9) and (10) exist, the
approximate ML problem can be solved in O(log(N)
1− log(α)
log(β) .N
log(α)
log(β) ) query time. In Section 4, in the
special case where P is factorizable to i.i.d components we present a method to construct a family
of distribution sensitive hashes using a decision tree structure (TreeDSH). While the number of
nodes in these decision trees could grow exponentially with the dimension, in Section 5 we propose
a method to hash the data and classes through the decision trees without the need to construct
the complete tree. In Sections 6 and 7, we compare TreeDSH to existing nearest neighbor search
algorithms LSH-hamming and Minhash across various probability distributions, both theoretically
and experimentally. Finally, we apply TreeDSH to the problem of peptide identification from mass
spectrometry data.
1.1 Related work
In the past, multiclass classification methods have been introduced to efficiently solve the maximum
likelihood problem for large number of classes [9, 10, 11]. These methods speed up the prediction
by rejecting a significant portion of classes for each query. However, all these methods suffer from
2The notation (x, y) ∼ P stands for (x, y) are sampled from the probability distribution P.
3The data point x hashes to the bucket hx(x) under the hashing function hx.
4Note that, in contrast to inequalities in (6) and (7), we have equalities in (9) and (10).
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the curse of dimensionality, i.e., when the dimension of the data increases, the complexity of these
methods increases linearly with the number of classes.5 In [8], the -approximate nearest neighbor
search is studied where the goal is to find a point p ∈ P that for all the other points p′ ∈ P and q we
have d(p, q) ≤ (1 + )d(p′, q). P is the set of all feasible points. Later on, in [12], a similarity search
that desires m results is studied. The authors in [12] design a self tuning index structure which
resturns m neighbors, such that the distance between the query q and the i-th neighbor is at most
1 +  times the distance between the query q and the actual i-th neighbor. While the approximate
nearest neighbor search methods can scale to high dimensional data, these methods are limited to
specific metrics, and can not generalize to arbitrary joint probability distributions for which the
triangle inequality does not hold [6, 7, 3, 8, 13, 14, 15].
The problem of finding high dimensional approximate nearest neighbors in a known probabilistic
setting using a bucketing tree algorithm has been studied previously in [16, 17]. Dubiner uses a
strategy to hash the data points from an arbitrary joint probability distribution into the leafs of the
tree in a way that the paired data collide with a probability higher than the random pairs. However,
the algorithm introduced in Dubiner requires solving computationally intractable optimizations,
making it impossible to implement (e.g. see equation (126) from [16]).
In this paper, we rely on tree-hashes similar to [12, 16] to design a universal hashing scheme for
arbitrary joint probability distributions. We provide an efficient algorithm for setting the parameters
and a correctness analysis. Our result shows that TreeDSH outperforms LSH-hamming and Minhash
for all joint probability distributions and our simulations confirm the theory. We use the idea of
constructing a decision-tree-based hash incrementally such that at each node a choice is made in
such a way that the odds of reaching the next node under the true joint probability distribution
P(x, y) is higher than under an independent probability distribution Q(x, y) = PX(x)PY (y). The
tree is built in a way that the ratio of these two probabilities, i.e., P(x,y)Q(x,y) at each leaf exceeds some
minimum threshold. In Section 4, among many trees that can be constructed in this way, we
determined the tree that optimizes the complexity.
Notation: The cardinality of a set A is denoted as |A|. The sets N and R stand for the sets of
natural and real numbers, respectively. We use P(·) and Q(·) to denote the probability function
Prob(·). We use the notation [n] for the set {1, 2, · · · , n}.
2 Definitions
Definition 1 (Alphabets) Define two alphabets A and B as
A = {a1, a2, · · · , ak} (14)
B = {b1, b2, · · · , bl} (15)
for some natural numbers k and l. Moreover, assume the product probability distribution:
P : AS × BS → [0, 1], P(x, y) =
S∏
s=1
p(xs, ys) (16)
for x = (x1, x2, · · · , xS) ∈ AS and y = (y1, y2, · · · , yS) ∈ BS. Note that, we assume the same
probability distribution P(x, y) for each dimension s ∈ S. Moreover, define: p(xs = i, ys = j) = pi,j
5The curse of dimensionality holds for non-deterministic probability distributions. When p(y | x) is deterministic,
there is no curse of dimensionality. In this paper, we are interested in the case of non-deterministic probability
distributions.
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satisfying: ∑
i∈[k],j∈[l]
pi,j = 1 (17)
The marginal probability distributions PX(x), PY (y) and Q(x, y) are also defined as,
PX(x) : AS → [0, 1] PX(x) =
S∏
s=1
pX(xs) (18)
PY (y) : BS → [0, 1] PY (y) =
S∏
s=1
pY (ys) (19)
Q : AS × BS → [0, 1] Q(x, y) =
S∏
s=1
q(xs, ys) (20)
where
pX(xs) =
l∑
j=1
p(xs, bj) (21)
pY (ys) =
k∑
i=1
p(ai, ys) (22)
q(xs, ys) = pX(xs)× pY (ys) (23)
Definition 2 For sets I ⊂ A and J ⊂ B, we define
pX(I) =
∑
a∈I
pX(a) (24)
pY (J) =
∑
b∈J
pY (b) (25)
p(I × J) =
∑
a∈I,b∈J
p(a, b) (26)
Definition 3 (Family of Distribution sensitive hashes) Given P,Q, α, β, a family of hashes
hiX(x) : AS → N and hiY (y) : BS → N for i ∈ N is called (P,Q, α, β)-distribution sensitive, if (12)
and (13) hold.
3 Approximate ML classification by distribution sensitive hashing
In this section, we assume an oracle has given us a set of (P,Q, α, β)-distribution sensitive hashes
hiX(x) and h
i
Y (y) for i ∈ N that satisfies (12) and (13). Using these hashes, we propose an algorithm
for approximate maximum likelihood classification problem and show that its complexity is bounded
by O(N
logα
log β ). In section 4, we introduce a family of hashes that satisfy (12) and (13) using decision
trees and provide guarantees on their run time.
5
3.1 Distribution Sensitive Hashing Algorithm
Our algorithm start with b×r randomly selected hashes from the DSH family, where r is the number
of rows and b is the number of bands. We recall a pair (x, y), if x and y are hashed to the same
value in all r rows in at least one of the b bands. It is straightforward to show that
TP = 1− (1− αr)b (27)
FP = 1− (1− βr)b (28)
where TP is the probability of recalling matched pairs generated from P and FP is the probability
of recalling random pairs generated from Q.
Algorithm 1 Approximate Maximum Likelihood by distribution sensitive hashing.
Inputs: Numbers of rows r, number of bands b, hi,jX (x), h
i,j
Y (y) for all 1 ≤ i ≤ r, 1 ≤ j ≤ b that
satisfy (12) and (13), classes X = {x1, · · · , xN} and query y.
Outputs: Matched pairs (x, y).
For 1 ≤ j ≤ b
Step 1: Hash each data point x according to h1,jX (x), · · · , hr,jX (x) and sort the results.
Step 2: Hash y according to h1,jY (y), · · · , hr,jY (y) and search the signature in the corresponding
sorted list of signatures from the previous step. For classes x with hashes matching y in all r
rows, recall x.
Here, we demonstrate that the complexity for Algorithm 1 is O(log(N)
1− log(α)
log(β) .N
log(α)
log(β) ) where N
is the number of classes. Note that the true positive and false positive rates are computed as (27)
and (28). Using the inequality (1− x) cx < e−c, we have
b <
log 11−TP
αr
(29)
and using the inequality (1− x)y > 1− xy when x, y > 0, we have
FP < bβr (30)
Therefore, the expected complexity of Algorithm 1 is equal to the complexity of rb hashes and
checking N×FP recalls. Therefore, expected value of the complexity is equal to
E(complexity) = cFPN × FP + cH × r × b (31)
where cFP is the complexity of checking each false positive, and cH is the complexity of hashing a
data point for each hash. From (29) and (30), we have
cFPN × FP + cH × r × b <
log 11−TP
αr
(cFPNβ
r + cHr) (32)
The value of r minimizing the right hand side of (32) is6
r ≈
log
(
−cH logαlog β logN
cFPN log
β
α
)
log β
(35)
6(32) is minimized by differentiating with respect to r:
g(r) = cFPN log
(
β
α
)(
β
α
)r
+ cH × r log
(
1
α
)(
1
α
)r
+ cH
(
1
α
)r
= 0 (33)
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This results in the complexity,
O((logN)
1− log(α)
log(β) .N
log(α)
log(β) ) (36)
Remark 1 If log(α)log(β) → 0, the complexity tends to O(logN) which is the complexity of binary search.
If log(α)log(β) → 1, the complexity tends to O(N) which is the complexity of brute force search.
4 Tree-wise hashing
Root
v
f(a1, v) f(a2, v) · · · f(ak, v)
G = (V,E, f)
fX : A× V/Vl → V
fY : B × V/Vl → V
Figure 1: Hash tree.
In the previous section, we proposed an efficient algorithm for solving the approximate ML classifi-
cation problem based on a family of distribution sensitive hashes that satisfy (12) and (13). In this
section, we design a universal family of hashes based on the decision trees that have Minhash and
LSH-hamming as special cases (see Figure 13 in Appendix B).
We focus on probability distributions that can be factorized as the product of i.i.d components.
Consider a decision tree G = (V,E, fX , fY ), where V is the set of nodes, E is the set of edges,
Vl ⊂ V is the set of leaf nodes in the tree, fX : A× V/Vl → V and fY : B × V/Vl → V are the set
of decisions. Here, we assume that at each edge of depth s in the tree, the decision is made based
on single elements xs and ys where x = (x1, · · · , xs, · · · , xS) and y = (y1, · · · , ys, · · · , yS). Given
the data point x = (x1, · · · , xS), hash of x can be computed through the following iterations:
v0 ← root (37)
vs+1 ← fX(xs, vs), 0 ≤ s (38)
g(r) is an increasing continuous function respect to r in (0,∞). Moreover, we have g(0) = cH − cFPN log
(
α
β
)
< 0
for large enough N and g(∞) = ∞. Therefore, (33) has a unique solution. Therefore, (32) has only one local
minimum which is the solution of (33). From (33), we have r =
log
(
−cH (r log 1α+1)
cFPN log
β
α
)
log β
. Bounding the term rlog 1
α
+ 1
with logα
log β
logN , we conclude (35). In order to see if bounding the term rlog 1
α
with logα
log β
logN is reasonable, note that
logα
log β
logN >
log
(
−cH logαlog β logN
cFPN log
β
α
)
log 1
α
log β
(34)
which is true as for large enough N , we have log
(
N
logN
)
≤ logN .
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We stop whenever we reach a leaf node in the decision tree. Every iteration increment depth by one.
Therefore, we eventually reach a leaf node, and we set hX(x) as the index of that leaf node. We
do a similar procedure for hY (y). We call this family of hashes the TreeDSH family. Algorithm 2
describes our method for computing the hashes used in Step 2 and 3 of Algorithm 1.
Algorithm 2 Computing TreeDSH
Inputs: A decision tree G = (V,E, fX , fY ) with leaf nodes Vl, decisions fX : A× V/Vl → V and
a data point x = (x1, · · · , xS).
Outputs: Hash hX(x), 1 ≤ hX(x) ≤ |Vl|.
Initialize v = root(G) and s = 0.
While v /∈ Vl.
v ← fX(xs, v).
s← s+ 1.
Return the index of the leaf node v.
Remark 2 In general, Algorithm 2 requires storing fX : A × V → V decision, where |V |, the
number of nodes in the tree, grows exponentially with the data dimension S. This is also the case
with the k − d tree approach [9]. In order to avoid exponential growth in the space complexity in
Algorithm 4, in Section 5 we will provide a method to calculate the hashes without storing the
decision tree. In this way, the complexity of hashing a data point through the tree will grow with the
depth of the tree rather than the size of the tree.
In order to calculate the complexity of hashing using decision trees, we use the following lemma
which provides a way to compute the collision probability of matched/random pairs in arbitrary
decision trees.
Definition 4 We define α(G) and β(G) as
α(G) = Prob(hX(x) = hY (y) | (x, y) ∼ P) (39)
β(G) = Prob(hX(x) = hY (y) | (x, y) ∼ Q) (40)
Lemma 1 Let G = (V,E, f) Assume hX(x) and hY (y) are the hashes constructed from the decision
tree G using Algorithm 2. Then:
α(G) =
∑
v∈Vl
A(v) (41)
β(G) =
∑
v∈Vl
B(v) (42)
where Vl is the set of leaf nodes in the tree, A : V → R and B : V → R are defined iteratively as
A(root) = 1, B(root) = 1, for w = fX(x, v), x ∈ ∅, v ∈ V :
I : V/root→ 2A, I(v) = {x ∈ A | fX(x, v) = w} (43)
J : V/root→ 2B, J(v) = {x ∈ B | fY (y, v) = w} (44)
A(w) = A(v).P(I(v)× J(v)), ∀v ∈ V/root (45)
B(w) = B(v).PX(I(v))PY (J(v)),∀v ∈ V/root (46)
8
Note that, A(v) and B(v) can be implied as the probability ratios which we assign to each node in
the decision tree satisfying the quality that the probability assigned to v is P(I(v)× J(v)) times and
PX(I(v))PY (J(v)) times smaller than those assigned to its parent.
Proof of Lemma 1. Using induction we can show that for any c ∈ Vl,
A(v) = Prob(hX(x) = index(v), hY (y) = index(v) | (x, y) ∼ P) (47)
Therefore,
Prob(hX(x) = hY (y) | (x, y) ∼ P) (48)
=
∑
v∈Vl
Prob(hX(x) = index(v), hY (y) = index(v) | (x, y) ∼ P)
=
∑
v∈Vl
A(v) (49)
= α(G) (50)
and (42) can be shown similarly. 
In order to avoid exponential growth in space complexity, the algorithms 4 and 5 proposed in
Section 5 provides an efficient way to find the decision trees that optimizes the complexity logαlog β
where α and β are given by (39) and (40).
We further show that the optimal tree is a homogeneous tree if the decisions at each node
are independent of the node. In other words, the tree is homogeneous if there exist partitionings
I(1), I(2), · · · , I(z) ⊂ 2A and J(1), J(2), · · · , J(z) ⊂ 2B such that:
∀u, 1 ≤ u ≤ z, x ∈ I(u), v ∈ V, I(fX(x, v)) = I(u) (51)
∀u, 1 ≤ u ≤ z, y ∈ I(u), v ∈ V, I(fY (y, v)) = I(u) (52)
where each node v has exactly z children {w1, · · · , wz} with exception of the leaf nodes. Moreover,
the decisions are fixed at each node of the tree:{
I(wu) = I(u)
J(wu) = J(u)
, 1 ≤ u ≤ z (53)
5 Constructing optimal decision trees for DSH
Consider the partitions
I = {I(1), · · · , I(z) | I(u) ⊂ A, 1 ≤ u ≤ z} (54)
J = {J(1), · · · , J(z) | J(u) ⊂ B, 1 ≤ u ≤ z} (55)
of alphabets A and B where
I(u) ∩ I(u′) = ∅, if u 6= u′ (56)
J(u) ∩ J(u′) = ∅, if u 6= u′ (57)
and define
λ = min
I,J
µ− 1
µ
, s.t.
∑
1≤u≤z
pu
µqu
1−µ = 1, (58)
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where
pu = P(I(u)× J(u)) (59)
qu = Q(I(u)× J(u)) = PX(I(u))PY (J(u)) (60)
Then,7
1. Lemma 2 below shows that it is possible to design a homogeneous decision tree with complexity
λ. Therefore, this lemma provides an upper bound for the complexity.
2. Lemma 3 below shows that there is no homogeneous or heterogeneous decision tree with
complexity below λ. Thus, this lemma results in a lower bound for the complexity.
Definition 5 Define8
ru =
pu
qu
(61)
for 1 ≤ u ≤ z. Without loss of generality, assume pu ≥ qu for 1 ≤ u ≤ z.
Definition 6 Given a threshold T , we define the decision tree G(T ) as the output of Algorithm 3.
In this algorithm, we start from the root and construct the tree and a function R : V → R recursively,
stopping whenever we reach a node v where R(v) > eT .
Algorithm 3 Constructing the decision tree G(T )
Inputs: Partitionings {I(1), I(2), · · · , I(z)} of A and {J(1), J(2), · · · , J(z)} of B, ratios r1, · · · , rz
and the threshold T .
Outputs: Decision tree G = (V,E, fX , fY ).
Initialization:
Create a new node root.
R(root)← 1.
ConstructTree(root).
Procedure ConstructTree(v).
For u = 1 to z # Create z children for each node v.
Create a new node w.
R(w)← R(v)ru
If R(w) ≤ eT
For x ∈ I(u)
fX(x, v)← w
For y ∈ J(u)
fY (y, v)← w
V.insert(w). # Add v to the nodes of G.
E.insert(v, w). # Add (v, w) to the edges of G.
ConstructTree(w).
Else
Prune w.
Return G(T ).
7 Note that pu and qu do not depend on the value of s as P is factorizable to i.i.d. components.
8 Note that ru does not depend on the value of s.
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Lemma 2 Define
rmax = max
1≤u≤z
ru (62)
Then, for any decision tree G(T ) defined above, we have
e−(µ−1)T ≤ α(G(T )) ≤ rmaxµ−1e−(µ−1)T (63)
e−µT ≤ β(G(T )) ≤ rmaxµe−µT (64)
Therefore:
lim
T→∞
log(α(G(T )))
log(β(G(T )))
=
µ− 1
µ
(65)
Lemma 3 There is no hash-tree with complexity below λ.
5.1 Proof of Lemma 2
First of all, note that from (58) and using ru =
pu
qu
we have∑
1≤u≤z
pur
µ−1
u = 1 (66)
and for each leaf nodes v of G(T ) with parent w, we have
R(v)
rmax
≤ R(w) < R(v) (67)
Therefore, we have
eT < R(v) < rmaxe
T (68)
Moreover, for leaf nodes V Gl of G(T ) we have∑
v∈Vl(G)
A(v)R(v)µ−1 = 1 (69)
(See Appendix C for the proof) From (68) and (69) we conclude that
e−(µ−1)T ≤
∑
v∈Vl(G)
A(v) ≤ e−(µ−1)T rmaxµ−1 (70)
Similarly, we have
e−µT ≤
∑
v∈Vl(G)
B(v) ≤ e−µT rmaxµ (71)
From Lemma 1, we have α(G(T )) =
∑
v∈Vl(G)A(v) and β(G(T )) =
∑
v∈Vl(G)B(v). Therefore,
Lemma 2 holds.
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5.2 Proof of Lemma 3
Before proving Lemma 3, for the decision tree G = (V,E, fX , fY ) we define
D : V → R (72)
D(v) = A(v)µB(v)1−µ,∀v ∈ V (73)
where µ is defined in (58). Then,
α(G)µβ(G)1−µ ≤
∑
v∈Vl(G)
D(v) ≤ 1 (74)
where Vl(G) is the set of leaf nodes in G. First of all, we show that∑
v∈Vl(G)
D(v) ≤ 1 (75)
by induction on the number of nodes in the tree. If the tree has only one node, i.e., root, then (75)
is holds as A(root) = 1 and B(root) = 1 from the definition of A(v) and B(v) in (45) and (46).
Assume that (75) holds for any decision tree with |V | < Z. Our goal is to prove that (75) holds for
a decision tree with |V | = Z. Assume w1 is the node with maximum length in G and consider a
tree G′ constructed by removing w1 and all its siblings w2, · · · , wz belonging to the same parent w.
Then: ∑
v∈Vl(G)
D(v)
=
∑
v∈Vl(G′)
D(v)−A(w)µB(w)1−µ +
z∑
u=1
A(wu)
µB(wu)
1−µ (76)
=
∑
∈Vl(G′)
D(v)−A(w)µB(w)1−µ +
z∑
u=1
A(w)µB(w)1−µpwu
µqwu
1−µ (77)
=
∑
v∈Vl(G′)
D(v)−A(w)µB(w)1−µ
(
1−
z∑
u=1
pwu
µqwu
1−µ
)
(78)
≤
∑
v∈Vl(G′)
D(v) (79)
where (76) holds from the definition of tree G′, (77) follows from the recursive definition of A(v) and
B(v) in (45) and (46). To see why (79) holds, note that from the definition of µ in (58) we have9∑
1≤u≤z
pu
µqu
1−µ ≤ 1 (80)
9In order to see why (80) is true, assume that for some partitioning I and J , ∑1≤u≤z puµqu1−µ > 1. Therefore,
as
∑
1≤u≤z pu
µqu
1−µ is an increasing function respect to µ, there is a µ′ where µ′ < µ and
∑
1≤u≤z pu
µ′qu
1−µ′ = 1.
However, µ′ is smaller than µ, and this contradicts with the definition of µ in (58). Note that pu
qu
≥ 1, therefore,∑
1≤u≤z pu
µqu
1−µ is an increasing function with respect to µ.
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Therefore, we conclude that ∑
v∈Vl(G)
D(v) ≤ 1 (81)
On the other hand, ∑
v∈Vl(G)D(v)
|Vl|
=
∑
v∈Vl(G)A(v)
µB(v)1−µ
|Vl| (82)
≥
(∑
v∈Vl(G)A(v)
)µ(∑
v∈Vl(G)B(v)
)1−µ
|Vl| (83)
=
α(G)µβ(G)1−µ
|Vl| (84)
In order to show (83), note that the function f(r, s) = rµs1−µ is a convex function when µ >
1, p, q ≥ 0. In fact, the Hessian matrix of second partial derivatives of f(r, s) is equal to
H(f) =
∣∣∣∣∣ ∂
2
∂r2
rµs1−µ ∂∂r
∂
∂sr
µs1−µ
∂
∂r
∂
∂sr
µs1−µ ∂
2
∂s2
rµs1−µ
∣∣∣∣∣
=
∣∣∣∣µ(µ− 1)rµ−2s1−µ µ(1− µ)rµ−1s−µµ(1− µ)rµ−1s−µ µ(µ− 1)rµs−1−µ
∣∣∣∣
Determinant of H(f) is equal to zero and its trace is a non-negative real number for µ > 1, p, q ≥ 0.
Therefore, we conclude that f(r, s) = rµs1−µ is a convex function and
α(G)µβ(G)1−µ ≤ 1 (85)
→ logα(G)
log β(G)
≥ µ− 1
µ
= λ (86)
5.3 Algorithms
Lemma 2 and 3 show that the optimal decision trees are homogeneous. In fact in Lemma 2, we
design a homogeneous tree with complexity λ and in Lemma 3 we prove that there is no decision
tree with the complexity below λ. Algorithm 4 proposes an efficient method for hashing data points
in case of the homogeneous trees without any need for the construction and storage of the complete
decision tree, and the complexity of the algorithm is equal to the depth of the tree. Using this
method, the complexity of hashing will grow linearly with the number of the data points and the
depth of the tree rather than the size of the tree. In fact, in order to compute the hash for each
data point x, we need to explore a single trajectory from the root to the leaf node with complexity
equal to the depth of tree, therefore the complexity per data point is equal to the depth of the tree.
The following algorithm assumes that the number of hashes b, threshold T and factors r1, · · · , rz
are known. Later in Algorithm 5, we will provide a method for finding the optimal value of these
parameters.
13
Algorithm 4 Computing hashes in the homogeneous trees
Inputs: Partitions {I(1), · · · , I(z)} ⊂ A, {J(1), · · · , J(z)} ⊂ B, {r1, · · · , rz}, threshold T > 0
and the data point x = (x1, · · · , xS).
Outputs: hX(x).
Initialize R = 1, s = 0 and hx = [].
While R ≤ eT
Find 1 ≤ u ≤ z for which xs ∈ I(u)
R← R.ru
s← s+ 1
hX(x).append(u)
[] stand for an empty vector and hX(x).append(u) is a command for adding an entry u to the
vector hX(x).
Remark 3 Note that in the locality sensitive hashing literature, parameter r, i.e., the number of
rows, and b, i.e., the number of bands, are used to control the collision probability for matched and
random pairs. In the case of TreeDSH, we use the parameters T and b to accomplish this.
The following algorithm is used to set parameters in Algorithm 4. Here, we assume that a
penalty CFP for each false positive and CD for each decision-making in the decision tree are given,
and using these two penalties, we attempt to design a decision-tree with minimum total penalty
with a specific true positive rate.
Algorithm 5 Parameters Setting
Inputs: {p1, · · · , pz}, {q1, · · · , qz}, number of classes N , minimum acceptable true positive rate
TP , false positive penalty CFP and decision-making hashing penalty CD.
Outputs: Parameters b, T and {r1, · · · rz}.
Step 1: Compute α(G(T )), β(G(T )) and lenY (G(T )) using (41), (42) and (93).
Step 2: Set
b(T ) =
log(1− TP )
log(1− α(G(T ))) (87)
Step 3: Find Tmin as follows.
Tmin = arg min
T≥0
(CFP .N.FP + CD.lenY (G(T )).b(T )) (88)
where FP is computed as
FP = 1− (1− β(G(T )))b(T ) (89)
Step 4: Report ru =
pu
qu
, 1 ≤ u ≤ z, Tmin and b(Tmin).
14
6 Complexity of TreeDSH
In this section, we derive the complexity for LSH-hamming, Minhash and TreeDSH for perfect
recovery of correct pairs. Here, we focus on the case A = {0, 1},B = {0, 1}. Assume P =
[
p00 p01
p10 p11
]
and Q =
[
q00 q01
q10 q11
]
.10 In case of LSH-hamming, the query complexity is
O(N
min(
log(p00+p11)
log(q00+q11)
,
log(p01+p10)
log(q01+q10)
)
) (90)
and the storage required for the algorithm is O(N
1+min(
log(p00+p11)
log(q00+q11)
,
log(p01+p10)
log(q01+q10)
)
) where N is the number
of data points. Furthermore, for Minhash the query complexity is
Nmin(mh1,mh2,mh3,mh4) (91)
where mh1 =
log
p00
1−p11
log
q00
1−q11
, mh2 =
log
p01
1−p10
log
q01
1−q10
, mh3 =
log
p10
1−p01
log
q10
1−q01
and mh4 =
log
p11
1−p00
log
q11
1−q00
. In case of TreeDSH,
the complexity is
cFP .N.FP + CD.lenY (T ).b(T ) (92)
where cFP is the penalty for false positive, CD is the complexity per each decision-making in the
decision tree, and lenY (G(T )) is defined as
lenY (G(T )) =
∑
v∈Vl
PY (v).depth(v) (93)
In fact, lenY (G(T )) represents the average number of decision-makings required for hashing a data
point y through the tree G(T ). Assuming I(0) = J(0) = {0} and I(1) = J(1) = {1}, similar to
((29)-(36)), the minimum of (92) is
O((logN)
1
µ .N
µ−1
µ ) (94)
where µ is the positive solution of the following equality11
(p00)
µ(q00)
1−µ + (p11)µ(q11)1−µ = 1 (95)
Moreover, the storage complexity for TreeDSH is O((logN)
1
µ .N
1+µ−1
µ ). Algorithm 5 provides the
parameters to reach this minimum for general distributions.
Remark 4 For z = 2 and the 2× 2 probability matrix P =
[
p00 p01
p10 p11
]
, we need to consider the two
partitionings, I(0) = J(0) = {0}, I(1) = J(1) = {1} and I(0) = J(1) = {0}, I(1) = J(0) = {1}. For
10In this section, we represent the probability distribution P with the k × l matrix
p00 · · · p0l... . . . ...
pk0 · · · pkl
 with pij =
p(xs = i, ys = j) in its i-th row and j-th column.
11(95) has a positive solution as the left side of (95) is less than 1 for µ = 1, and greater than one when µ tends to
∞.
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the first partitioning, r0 = p00/q00 and r1 = p11/q11. By computing r0 and r1, it is observed that if
p00p11 > p01p10, then r0, r1 > 1. On the other hand, for the other partitioning r
′
0 =
p01
q01
, r′1 =
p10
q10
we
have r′0, r′1 > 1 if p00p11 < p01p10. Therefore, for z=2, there always exists a partitioning where the
ratios are larger than one.12
Example 1 Assume A = {0, 1} and B = {0, 1} and consider the probability distribution P1 =[
0.215 0.0025
0.255 0.5275
]
. Minhash has the complexity
log
p00
1−p11
log
q00
1−q11
= log 0.4550log 0.1747 = 0.4512 to achieve perfect true
positive rate and LSH-hamming algorithm has the complexity log(p00+p11)log(q00+q11) =
log 0.7425
log 0.5169 = 0.4512 for
this distribution. For TreeDSH, assuming I(0) = J(0) = {0} and I(1) = J(1) = {1}, (95) has a
unique positive solution µ = 1.733 resulting in the complexity µ−1µ = 0.4229. In order to design a
decision tree that realizes this complexity, we set r0 =
p00
q00
= 2.103, r1 =
p11
q11
= 1.272 and trim the
tree at threshold T = ln(1.5) (Fig. 2). Figure 3, shows another hash-tree for the same probability
distribution with T = ln(2.5) and T = ln(3).
x1 = 0x1 = 1
x2 = 0x2 = 1
hx = 3
hx = 2hx = 1
Rv = r0 > 1:5
Rv = r1r0 > 1:5Rv = r
2
1 > 1:5
Figure 2: Hash tree for P1 defined in Example 1 and T = ln(1.5).
Then, Algorithm 4 introduces the following hashes in the tree:
hX(x) =

1 if, x1 = x2 = 1
2 if, x1 = 1, x2 = 0
3 if, x1 = 0
(96)
hY (y) =

1 if, y1 = y2 = 1
2 if, y1 = 1, y2 = 0
3 if, y1 = 0
(97)
12Note that, when p00p11 = p01p10, r0 = r1 = 1 no matter what partitioning we choose, resulting in tree with
infinite depth and complexity O(N). In fact p00p11 = p01p10 holds only when P = Q and in this case matching pairs
are independent.
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From (41), α is derived as,
α = Prob(hX(x) = hY (y) | (x, y) ∼ P) (98)
= Prob(hX(x) = hY (y) = 1 | (x, y) ∼ P) + Prob(hX(x) = hY (y) = 2 | (x, y) ∼ P)
+Prob(hX(x) = hY (y) = 3 | (x, y) ∼ P) (99)
= p211 + p00p11 + p00 = 0.606 (100)
Similarly,
β = q211 + q00q11 + q00 = 0.3166 (101)
Now the question is how we can use these decision trees to design an algorithm for efficient
classification. Assume two data points (x1, · · · , xS) and (y1, · · · , yS). Similar to Algorithm 1, we
randomly select 2b numbers 1 ≤ s1,j < s2,j < s for 1 ≤ j ≤ b. For each 1 ≤ j ≤ b, we define hjX(x)
and hjY (y) as follows:
hjX(x) =

1 if, xs1,j = 1
2 if, xs1,j = 0, xs2,j = 1
3 if, xs1,j = xs2,j = 0
(102)
hjY (y) =

1 if, ys1,j = 1
2 if, ys1,j = 0, ys2,j = 1
3 if, ys1,j = ys2,j = 0
(103)
Now, for any 1 ≤ j ≤ b we have
Prob
(
hjX(x) = h
j
Y (y) | (x, y) ∼ P
)
= α (104)
Prob
(
hjX(x) = h
j
Y (y) | (x, y) ∼ Q
)
= β (105)
Therefore, the probability of collision in at least one of the bands can be computed as:
Prob
(
h1X(x) = h
1
Y (y) or · · · or hbX(x) = hbY (y) | (x, y) ∼ P
)
= 1− (1− α)b (106)
Prob
(
h1X(x) = h
1
Y (y) or · · · or hbX(x) = hbY (y) | (x, y) ∼ Q
)
= 1− (1− β)b (107)
From the values of α and β in (100) and (101), if we use only one band (b = 1), the chance of
matched pairs having collision is α = 0.606, while the chance of random pairs having collision is
β = 0.316. If we have 3 bands (b = 3), the chance of collision in at least one band for the matched
pairs is 1− (1− α)3 = 0.938, while the chance for the random pairs is 1− (1− β)3 = 0.679.
In Section 4 we showed that given α and β, it is possible to design hashes with complexity
O(N
logα
log β ) to discover almost all of the matched pairs. Now, the question is how we can design the
tree that finds optimal α and β. In Lemma 2 and 3, we showed that the optimal tree is homogeneous,
and it can be reconstructed based on two parameters r0 =
p00
q00
and r1 =
p11
q11
.
Example 2 Fig. 8, 9, 10 and 11, show α(T ), β(T ), logα(T )log β(T ) and len(T ) as a function of T for the
matrix P1. From the previous example, Figures 9 and 10 confirm that α(T ) and β(T ) are bounded
from below and above by the exponential functions as demonstrated in (63) and (64). Fig. 8 shows
that for large values of T , logαlog β converges to
µ−1
µ as shown in Lemma 2. Figure 11 shows that
lenY (T ) grows linearly with T .
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Rv = r0Rv = r1
Rv = r0r1 Rv = r
2
0Rv = r0r1
Rv = r
2
1
Rv = r
3
1
Rv = r
4
1 Rv = r0r
3
1
Rv = r0r
2
1
> 2:5> 2:5
> 2:5
> 2:5 > 2:5> 2:5
Rv = r
4
1
Rv = r
5
1
Rv = r
3
1
Rv = r
2
1
Rv = r1
Rv = r0r
4
1
Rv = r0r
3
1
Rv = r0r
2
1
Rv = r0r1
Rv = r0r
2
1 Rv = r0r
2
1
Rv = r
2
0r1 Rv = r
2
0r1
Rv = r0r1
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2
0
> 3
> 3
> 3
> 3
> 3
> 3
Figure 3: Equivalent hash trees are depicted for Example 1. T is the factor determining the
growth in the tree. For instance, consider the leaf node on the bottom left. For this node,
the probability ratio is equal to r51 = 3.30 which is greater than the T = ln(3), while for its
parent node the probability ratio is equal to r41 = 2.617 which is less than T = ln(3). Note that,
α(T = ln(2.5)) =
∑
v∈Vl A(v) = 0.4419 and α(T = ln(3)) =
∑
v∈Vl A(v) = 0.3635 are calculated by
summing the probability of all six and nine leaves in the corresponding hash trees respectively,
e.g., α(T = ln(2.5)) =
∑
v∈Vl A(v) = p00 ∗ p00 + p00 ∗ p11 + p11 ∗ p00 + p11 ∗ p11 ∗ p00 + p11 ∗ p11 ∗
p11 ∗ p00 + p11 ∗ p11 ∗ p11 ∗ p11 = 0.4419. Here, we show an example of the tree construction for the
matrix P1 and thresholds T = ln(2.5) and T = ln(3). Moreover, α(T = ln(2.5)) and α(T = ln(3))
are computed as α(T = ln(2.5)) =
∑
v∈Vl A(v) = 0.4419, α(T = ln(3)) =
∑
v∈Vl A(v) = 0.3635.
Similarly, we conclude that β(T = ln(2.5)) =
∑
v∈Vl B(v) = 0.1497, β(T = ln(3)) =
∑
v∈Vl q(v) =
0.09444. Therefore, the complexity is equal to logα(T=ln(2.5))log β(T=ln(2.5)) = 0.4301 and
logα(T=ln(3))
log β(T=ln(3)) = 0.4288 for
thresholds T = ln(2.5) and T = ln(3), respectively.
7 Experiments
In this section, we will benchmark TreeDSH against LSH-hamming and MinHash, both theoretically
and through simulations. Our results show that TreeDSH is a universal hashing scheme that
performs well for various probabilistic settings (e.g. sparse and dense). We tried to benchmark
TreeDSH complexity with the algorithm presented by Dubiner [16]. However, equation (126) from
[16] is computationally intractable which makes it impossible to compute the complexity for the
algorithm presented there. In Experiment 3, we further applied TreeDSH to the problem of peptide
identification from the mass spectrometry data.
Experiment 1 Figure 4 shows the false positive rate with respect to b for the three algorithms
Minhash, LSH-hamming and TreeDSH, and the probability distribution P1 considered in Example 1.
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Figure 4: False positive is plotted with respect to b for TreeDSH, Minhash and LSH-hamming at
99% true positive rate.
In case of TreeDSH, we changed the threshold T , from 0 to 7, and for each value of T , computed
the number of bands b required for achieving the true positive rate 99% (87). We further used b(T )
to compute the false positive rate (89). In case of LSH-hamming (Minhash), we changed r from 1
to 16 (1 to 6 for Minhash), and for each value of r, we used (27) to find the number of bands b(T )
required to achieve the true positive rate 99%. Finally, using (28), we derived the false positive rate.
Our results show that at fixed TP and number of bands, TreeDSH achieves smaller false positive
rates (Fig. 4).
Experiment 2 In this experiment, we compared the complexity for the three algorithms LSH-
hamming, Minhash and TreeDSH for a range of probability distributions. We benchmark the three
methods using matrices P(t) = P2(1 − t) + P3t where 0 ≤ t ≤ 1 where P2 =
[
0.345 0
0.31 0.345
]
and
P3 =
[
0.019625 0
0.036875 0.9435
]
. Fig. 5 shows the theoretical complexity of TreeDSH, Minhash and
LSH-hamming using equations (90), (91) and (94) for each matrix. In Fig. 6, we simulated N
Figure 5: Complexity of LSH-hamming, Minhash and TreeDSH, i.e., logαlog β is plotted for all the
probability distribution matrices P(t) = P2(1− t) + P3t where 0 ≤ t ≤ 1. t is between 0 and 1 not
P(t).
S-dimensional classes {x1, · · · , xN} and N S-dimensional data points {y1, · · · , yN} where each
19
(xi, yi) is generated from P1, and xi is independent of yj for i 6= j (N = 2000, S = 10000). Then,
Figure 6: Total simulation time for the three algorithms is plotted for all the probability distribution
matrices P(t) = P2(1 − t) + P3t where 0 ≤ t ≤ 1. The results are consistent with the theoretical
guarantees in Fig. 5.
we used TreeDSH, LSH-hamming and Minhash to find the matched pairs. In each case, we tuned T ,
r and b to achieve 99% true positive rate, while minimizing the total time spent on hashing and
verifying the false positives.
In both the theoretical results in Fig. 5 and simulations in Fig. 6, for sparse matrices (t ≈ 1),
Minhash and TreeDSH outperform LSH-hamming. Moreover, In denser cases (t ≈ 0) LSH-hamming
and TreeDSH outperform Minhash. This experiment shows TreeDSH is a universal hashing scheme
that improves on both LSH-hamming and Minhash for various probability distributions.
In Fig. 7 we plot total simulation time for the three algorithms with probability distribution
P1 from Example 1 with respect to number of data points N and S = 10000. Here, the optimal
parameters for each method is selected to achieve TP= 99%.
Figure 7: Total simulation time for TreeDSH, Minhash, LSH-hamming with probability distribution
P1 and S = 10000 is plotted for various values of N . Here, the optimal parameters for each method
is selected to achieve TP= 99%.
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Figure 8: The complexity logα(T )log β(T ) is plotted with respect to the threshold T .
Figure 9: α(T ), the lower bound on α(T ) and the upper bound on α(T ) are plotted with respect to
the threshold T . The lower bound and upper bound on α(T ) are derived from (63).
Figure 10: β(T ), the lower bound on β(T ) and the upper bound on β(T ) are plotted with respect
to the threshold T . The lower bound and upper bound on β(T ) are derived from (64).
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Figure 11: lenX(T ) and lenY (T ) grow linearly with respect to threshold T . Note that, lenX(T )
and lenY (T ) determine the complexity of hashing a single data point x and y, respectively.
Example 3 Consider the following probability distribution P =
[
p00 p01
p10 p11
]
with p00 = p11 =
p
2 , p10 =
p01 =
1−p
2 .
13 For the LSH-hamming, we get the complexity log 1p while for the TreeDSH from (58)
we have
(
p
2
)
µ
(
1
4
)
1−µ
=
1
2
(108)
→ µ log p
2
+ (1− µ) log(1
4
) = −1 (109)
Therefore, the complexity is µ−1µ = log
1
p which is the same as the complexity we get for the LSH-
hamming. In fact, for this joint probability distribution, the optimal tree hash is the same as
LSH-hamming.
Experiment 3 [Application of TreeDSH to peptide identification in mass spectrometry] In this
experiment, we applied TreeDSH to the problem of peptide identification from mass spectrometry data.
In this problem, we have a large number of S-dimensional binary vectors x (peptides) and y (spectra)
where S = 4710. The problem of peptide identification from mass spectrometry is to assign each
spectra y to a peptide x that is most likely to generate it. The state of the art approach to peptide
identification is based on learning the conditional probability distribution P(y | x) = ∏Ss=1 p(xs | ys)
based on a training dataset of matching peptide and spectra. Here, we use P(y | x) introduced in
[2]. The next step is to use this model to find peptide x for each spectra y that maximize P(y | x).
Currently, the state of the art approach use brute-force to compute P(y | x) for all the candidate
peptides[2]. This can be a very time consuming task when we search against all the peptides from
the human proteome (billions of peptides). We compared the performance of TreeDSH against
the state of art brute-force search. Training on the known peptide and spectra matches, the joint
probability distribution is P =
[
0.975159 0.005308
0.015924 0.003609
]
. In this case µ = 1.6073 and the complexity
is µ−1µ = 0.3778. Algorithm 5 delivers Tmin = 6.5 and b(Tmin) = 228 as the optimal parameters
for TreeDSH to achieve 99% true positive rate (Fig. 12). When searching each spectra against
10231 peptides using the TreeDSH method with these parameters, we encounter an average 525 false
13Note that, the probability distribution p00 = p11 =
p
2
, p10 = p01 =
1−p
2
, has the marginal probability distribution
q00 = q01 = q10 = q11 =
1
4
.
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positives. It take 132 microseconds per spectra to compute the hashes and 2 milliseconds per spectra
to resolve all the false positives. The brute-force algorithm takes 493 milliseconds/spectra, and
TreeDSH approach is two orders of magnitude faster than the brute-force approach. The complexity
of search against N peptides using TreeDSH is O(N0.3778) compared to O(N) for the brute-force
algorithm.
Figure 12: Complexity N.FP + b as a function of the threshold T for peptide identification by mass
spectrometry problem.
8 Conclusion
In this paper, we proposed a new algorithm for efficient maximum likelihood classification of high
dimensional data point y into classes {x1, x2, · · · , xN} when the probability setting p(y | x) is
known. Multiclass classification methods provide a way to classify among N classes with logarithmic
complexity [9, 10, 11]. However, these methods are not applicable to high dimensional data. In order
to solve the approximate maximum likelihood classification problem, we introduced the distribution
sensitive hashing paradigm, which is adapted from the locality sensitive hashing paradigm to classify
probability distributions. We further demonstrated guarantees on the complexity of our algorithms,
and provided a method for the construction of these hashes using decision trees. Our method
provides a universal technique for finding the optimal decision tree to minimize the complexity for
the joint probability distributions that are factorizable to i.i.d factors.
While the size of the decision tree can grow exponentially with the dimension of data, we
provided a method to hash each data point without the need to construct/store the whole decision
tree (data-dependent hashing). Therefore, the complexity of the algorithm provided in this paper
grows with O(Nλ(logN)1−λ) for some λ < 1. For the deterministic distributions, λ→ 0 and the
complexity is O(logN), while for the independent distributions λ→ 1 and the complexity is O(N).
Although our algorithm involves multiple parameters, we provide a method for setting all the
parameters and prove its correctness. In the future work, we will further extend our method to do
the classification when p(y | x) is unknown.
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A Equivalence of the two problems
Here, we prove that in the case of high dimensions, finding hashes to solve the approximate maximum
likelihood classification problem is equivalent to finding hashes that satisfy (12) and (13).
Theorem 1 If P is factorizable to i.i.d distributions, i.e., P(x, y) =
∏S
s=1 p(xs, ys), then we have
lim
S→∞
Prob(hX(x) = hY (y) | P(x, y)PX(x)PY (y) > R, (x, y) ∼ ρP+ (1− ρ)Q)
= lim
S→∞
Prob(hX(x) = hY (y) | (x, y) ∼ P) (110)
and
lim
S→∞
Prob(hX(x) = hY (y) | P(x, y)PX(x)PY (y) < R, (x, y) ∼ ρP+ (1− ρ)Q)
= lim
S→∞
Prob(hX(x) = hY (y) | (x, y) ∼ Q) (111)
Note that the right hand sides of (110) and (111) are independent of R and ρ.
A.1 Proof of Theorem 1
We first prove the following lemma.
Lemma 4 If P is factorizable to S i.i.d distributions, then when S →∞ we have
lim
S→∞
Prob(
P(x, y)
PX(x)PY (y)
> R | (x, y) ∼ P) = 1 (112)
lim
S→∞
Prob(
P(x, y)
PX(x)PY (y)
< R | (x, y) ∼ Q) = 1 (113)
Proof of Lemma 4. We know
log
(
P(x, y)
PX(x)PY (y)
)
=
S∑
s=1
(log p(xs, ys)− log pX(xs)− log pY (ys)) (114)
25
As log p(xs, ys)− log pX(xs)− log pY (ys) are i.i.d random variables, using the central limit theorem14
we conclude that its sum has a Gaussian distribution
lim
S→∞
Prob(
P(x, y)
PX(x)PY (y)
< R | (x, y) ∼ P)
= lim
S→∞
Φ
(
logR− ηS√
Sσ
)
(116)
where η and σ2 are the mean and variance of log p(xs, ys)−log pX(xs)−log pY (ys) under (x, y) ∼ P.15
Note that η is a positive number as
η = EP(x,y) (log p(xs, ys)− log pX(xs)− log pY (ys)) = DKL(P||Q) (118)
16 Therefore, from (116), (112) holds. Similarly, we have
lim
S→∞
Prob(
P(x, y)
PX(x)PY (y)
> R | (x, y) ∼ Q)
= 1− lim
S→∞
Φ
(
logR− η′S√
Sσ′
)
(119)
where η′ and σ′2 are the mean and variance of log p(xs, ys)− log pX(xs)− log pY (ys) under (x, y) ∼ Q.
Note that η′ is negative number as
η′ = EP(x,y) (log p(xs, ys)− log pX(xs)− log pY (ys)) = −DKL(Q||P) (120)
Therefore, from (119), (113) holds.
Proof of Theorem 1. Using (112) and (113), we have
lim
S→∞
Prob(hX(x) = hY (y) | P(x, y)PX(x)PY (y) > R, (x, y) ∼ ρP+ (1− ρ)Q)
= lim
S→∞
Prob(hX(x) = hY (y),
P(x,y)
PX(x)PY (y) > R | (x, y) ∼ ρP+ (1− ρ)Q)
Prob( P(x,y)PX(x)PY (y) > R | (x, y) ∼ ρP+ (1− ρ)Q)
(121)
14Suppose {X1, X2, · · · , Xn} is a sequence of i.i.d. random variables with E[Xi] = η, Var[Xi] = σ2 < ∞ and
Sn =
∑n
i=1Xi. Then as n approaches infinity, the random variables
√
n(Sn − η) convergence in distribution to a
normal distribution N(0, σ2):
√
n(Sn − η) d→ N(0, σ2) (115)
d→ stands for converging in distribution.
15 Φ(x) denotes the cumulative distribution function (CDF) of the standard normal distribution, i.e.,
Φ(x) =
1√
2pi
∫ x
−∞
e−t
2/2dt (117)
16 The KullbackLeibler divergence between discrete probability distributions P and Q is defined as DKL(P ||Q) =
−∑x∈X P (x) log (Q(x)P (x)).
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Note that
lim
S→∞
Prob(
P(x, y)
PX(x)PY (y)
> R | (x, y) ∼ ρP+ (1− ρ)Q)
= ρ lim
S→∞
Prob(
P(x, y)
PX(x)PY (y)
> R | (x, y) ∼ P)
+(1− ρ) lim
S→∞
Prob(
P(x, y)
PX(x)PY (y)
> R | (x, y) ∼ Q) (122)
= ρ (123)
(123) holds as Prob( P(x,y)PX(x)PY (y) > R | (x, y) ∼ P) = 1 and Prob(
P(x,y)
PX(x)PY (y) > R | (x, y) ∼ Q) = 0
when S tends to infinity. Moreover,
lim
S→∞
Prob(hX(x) = hY (y),
P(x, y)
PX(x)PY (y)
> R | (x, y) ∼ ρP+ (1− ρ)Q)
= ρ lim
S→∞
Prob(hX(x) = hY (y),
P(x, y)
PX(x)PY (y)
> R | (x, y) ∼ P)
+(1− ρ) lim
S→∞
Prob(hX(x) = hY (y),
P(x, y)
PX(x)PY (y)
> R | (x, y) ∼ Q) (124)
= ρ lim
S→∞
Prob(hX(x) = hY (y),
P(x, y)
PX(x)PY (y)
> R | (x, y) ∼ P) (125)
= ρ lim
S→∞
Prob(hX(x) = hY (y) | (x, y) ∼ P) (126)
where (125) holds as Prob( P(x,y)PX(x)PY (y) > R | (x, y) ∼ Q) = 0 when S tends to infinity. (126) is
concluded as follows.
0 ≤ lim
S→∞
Prob(hX(x) = hY (y) | (x, y) ∼ P)
− lim
S→∞
Prob(hX(x) = hY (y),
P(x, y)
PX(x)PY (y)
> R | (x, y) ∼ P) (127)
= lim
S→∞
Prob(hX(x) = hY (y),
P(x, y)
PX(x)PY (y)
≤ R | (x, y) ∼ P) (128)
≤ lim
S→∞
Prob(
P(x, y)
PX(x)PY (y)
≤ R | (x, y) ∼ P) (129)
= 1− lim
S→∞
Prob(
P(x, y)
PX(x)PY (y)
> R | (x, y) ∼ P) (130)
= 1− 1 = 0 (131)
As the left hand side of (127) is a non-negative real number, (126) is concluded. From (121), (123)
and (126), (110) holds. Similarly, (111) holds.
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B Decision Tree for Minhash Algorithm
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Figure 13: Equivalent decision tree for the Minhash algorithm.
C Proof of (69)
The proof is done by induction on the number of vertices in the tree. For a tree with only one node,
the statement is trivial as
A(root)R(root) = 1 (132)
Assume (69) holds for all the trees with the number of vertices below Z. Consider a tree G with Z
nodes and assume wq is the node in G with maximum depth. Define a tree G
′ as the tree obtained
after removing w1 and all of its siblings w2, · · · , wz in G. Therefore, G′ has Z − z nodes. Assume
that w is the parent of w1, w2, · · · , wz. Then, we have∑
v∈Vl(G)
A(v)R(v)µ−1
=
∑
v∈V G′l
A(v)R(v)µ−1 −A(w)R(w)µ−1 +
z∑
u=1
(A(w)pu)(R(w)ru)
µ−1 (133)
=
∑
v∈V G′l
A(v)R(v)µ−1 −A(w)R(w)µ−1
(
1−
z∑
u=1
pu(ru)
µ−1
)
(134)
≤
∑
v∈V G′l
A(v)R(v)µ−1 (135)
= 1 (136)
(135) is true as
∑z
u=1 pu(ru)
µ−1 ≤ 1 and (136) is concluded as from the induction hypothesis we
have
∑
v∈V G′l A(v)R(v)
rµ− 1 = 1.
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D Further Examples and Experiments
Example 4 Consider the following probability distribution P2 =
[
p00 p01
p10 p11
]
=
[
0.345 0
0.31 0.345
]
.
For the Minhash and LSH we get the complexities
log
p00
1−p11
log
q00
1−q11
= 0.5207, log(p00+p11)log(q00+q11) = 0.4672. For
the TreeDSH, we should derive the solution of (58) for the probability distribution p00 = p11 =
0.345, p01 = 0, p10 = 0.31. (58) has a unique positive solution µ = 1.8770 resulting in the complexity
µ−1
µ = 0.4672. Similarly, for the probability distribution P3 =
[
p00 p01
p10 p11
]
=
[
0.019625 0
0.036875 0.9435
]
,
we get the complexities
log
p00
1−p11
log
q00
1−q11
= 0.2509, log(p00+p11)log(q00+q11) = 0.4893 and
µ−1
µ = 0.2469 for Minhash,
LSH-hamming and TreeDSH, respectively.
Experiment 4 Similar to Experiment 2, the complexity is plotted for all the probability distribution
matrices P(t) = P2(1− t) + P1t in Fig. 14 and P(t) = P1(1− t) + P3t in Fig. 15 where 0 ≤ t ≤ 1.
Figure 14: Complexity is plotted for all the probability distribution matrices P(t) = P2(1− t) + P1t
where 0 ≤ t ≤ 1.
Figure 15: Complexity is plotted for all the probability distribution matrices P(t) = P1(1− t) + P3t
where 0 ≤ t ≤ 1.
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E Codes
For the codes, see https://github.com/mohimanilab/TreeDSH.
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