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Simulating electron-ion dynamics using time-dependent density functional theory within an Ehren-
fest dynamics scheme can be done in two ways that are in principle exact and identical: propagating
time-dependent electronic Kohn-Sham equations or propagating electronic coefficients on surfaces
obtained from linear-response. We show here that using an approximate functional leads to qualita-
tively different dynamics in the two approaches. We argue that the latter is more accurate because
the functionals are evaluated on domains close to the ground-state where current approximations
perform better. We demonstrate this on an exactly-solvable model of charge-transfer, and discuss
implications for time-resolved spectroscopy.
Coupled electron-nuclear dynamics lies at the heart of
several topical phenomena, including photovoltaic de-
sign, photocatalysis, or the laser control of chemical re-
actions. To accurately simulate these processes compu-
tationally, adequate accounting of both electron-nuclear
correlation as well as electron-electron interactions is
needed in practical dynamics schemes. From the purely
electronic structure side, time-dependent density func-
tional theory (TDDFT) [1–4] is a practical choice when
more than a few atoms are involved: one solves a system
of non-interacting electrons, the Kohn-Sham system, in
which many-body interaction effects are “hidden” in
the exchange-correlation (xc) functional. TDDFT has
yielded useful agreement with experiment in an im-
pressive array of cases, including when coupled to nu-
clear motion [5–7]. From the electron-nuclear coupling
side, the mixed quantum-classical methods of Ehren-
fest dynamics and trajectory surface-hopping are cur-
rently most widely-used. While Ehrenfest dynamics is
unable to capture effects like wavepacket splitting, it
has several desirable features that make it more attrac-
tive to use in many cases, including that it is cheaper
and faster since it is does not rely on a stochastic algo-
rithm, which enables calculations on large systems (see
e.g. Ref [8] for a computation involving 59 400 number
of electrons). Further it is derivable from first-principles
and so does not have to make somewhat ad hoc choices
such as velocity-rescaling that surface-hopping does.
TDDFT is an ideal partner for Ehrenfest dynam-
ics since the coupling of the electronic system to the
nuclear one is directly via the electronic density, so
no additional “observable functionals” [4] need to be
extracted from the Kohn-Sham system. It is avail-
able in several widely-used codes, such as Octopus[9],
NWChem [10], Sharc[11], Newton-X[12], Quantum
Espresso[13], Salmon[14], Siesta[15], or CPMD [16],
where it is implemented in one of two distinct ways: one
involving propagation of time-dependent Kohn-Sham
orbitals, and the other propagation of coefficients in-
volving energies and couplings obtained from TDDFT
linear response. When using the same approximate
functional, one would hope to get similar results from
the different codes, all else (e.g. basis sets, convergence
thresholds) being the same. However, we show here
that the two distinct implementations lead to qualitative
differences in the resulting dynamics. Fundamentally,
this is because the domains that the xc functional is eval-
uated on are fundamentally different. One implementa-
tion probes the functional on the fully non-equilibrium
time-dependent density, and the true and KS wavefunc-
tions underlying the density at any time are typically not
ground-states. The other implementation needs to eval-
uate it and its functional derivative merely on a density
whose underlying state is a ground-state at the instan-
taneous nuclear configuration. Because approximate
functionals tend to be more accurate in the latter case,
the resulting Ehrenfest dynamics is also much more ac-
curate when the implementation is done in this way. We
demonstrate this explicitly on a model system of photo-
excited charge-transfer where a comparison with exact
dynamics can be made. We discuss the significance of
these results for time-resolved spectroscopy.
In Ehrenfest dynamics [17], the nuclei are described
by an ensemble of classical trajectories evolving on an




ν = −〈Ψ(I)|∇νHBO|Ψ(I)〉 (1)
where Ψ(I) is the electronic wavefunction following
the electronic TDSE, HBO(R(I)(t))Ψ(I) = i∂tΨ(I), with
the instantaneous position of trajectory I appearing
in the electron-nuclear coupling term in the Born-
Oppenheimer (BO) Hamiltonian. Noting that the nu-
clear gradient operates only on the electron-nuclear in-




ν ven(|rn − Rν |),
which is a multiplicative one-body operator from the









2rN |Ψ(r, r2...rN )|2 is the
one-body electron density and r,R denote coordinates
of all the electrons and nuclei respectively. The prob-


























where, instead of having to solve a many-body interact-
ing TDSE, the n(r, t) is produced by evolving one-body
TDKS equations [1–3](
−∇2/2 + vS(r, t)
)
φk(r, t) = i∂tφk(r, t), (3)
with n(r, t) =
∑
k∈occ. |φk(r, t)|2 and
vS(r, t) = ven(r,R
(I)(t))+vH[n](r, t)+vXC[n; Ψ0,Φ0](r, t).
(4)
Here vH[n](r, t) =
∫ n(r′,t)
|r−r′| d
3r′ is the Hartree potential,
and vXC is the xc potential, in principle a functional of
the initial interacting state Ψ0, the initial choice of KS
orbitals Φ0, and the history of the density. Armed with
an approximation for vXC, Eqs. (2) and (4) are solved to-
gether, with the electronic and nuclear dynamics cou-
pled through the electronic density and nuclear posi-
tion, and we refer to this approach as “real-time (RT)
Ehrenfest”.
It is equivalent to instead expand |Ψ(t)〉 in terms of
the exact interacting BO eigenstates and evolve the coef-




















jk,ν · Ṙ(I)ν C
(I)
k (5)
using the short-hand E(I)j (t) = Ej(R
(I)(t)), and the
non-adiabatic couplings djk,ν = 〈ΨBOj |∇νΨBOk 〉. In
terms of these coefficients, the force on the nuclei takes







Eqs. (5)–(6) present an alternative implementation of
Ehrenfest dynamics, and can also be used in conjunction
with TDDFT, where linear response gives the energies
Ej(R) and couplings djk,ν between ground and excited
states, with quadratic response giving the couplings be-
tween excited states [18, 19]. We denote the approach
Eqs. (5)–(6) as “linear-response (LR) Ehrenfest”.
In theory, the RT-Ehrenfest scheme Eqs. (2)–(4) and
the LR-Ehrenfest scheme Eqs. (5)–(6) are entirely equiva-
lent, and, if the exact functionals were known and used,
would yield identical results for both electronic and nu-
clear observables, corresponding to running Ehrenfest
dynamics with an exact electronic structure method.
However in practise, there is a fundamental differ-
ence due to the domains on which the xc functionals in
the two approaches is evaluated. While LR-Ehrenfest
requires functionals for the xc energy and xc kernel
evaluated on the density obtained from a ground-state,
RT-Ehrenfest requires the functional for the xc poten-
tial to be evaluated on the fully non-equilibrium time-
dependent density where the underlying states of the
true system and KS system are far from any ground
state. Since functional approximations in use today are
predominantly adiabatic, i.e. built from ground-state
ones, they tend to perform much better in the LR regime
than in non-perturbative situations, and so we expect
that the LR-Ehrenfest scheme will give more reliable and
accurate results than the RT-Ehrenfest scheme.
This situation is not dissimilar to TDDFT simulations
of the purely electronic scattering problem [20] where
a time-resolved calculation of electron-molecule scatter-
ing dynamics probes the xc functional in a fully non-
linear regime, giving far poorer scattering probabilities
than a formulation extracting these same probabilities
from linear response. Although the response-based for-
mulation is only valid in the elastic case and cannot pro-
vide a time-resolved picture, the results in the elastic
case are better than in the real-time calculation.
Returning to the electron-ion dynamics, we note that
the difference between the two schemes persists even
when there is negligible non-adiabatic coupling such
that Ehrenfest reduces to BO. That is, even in cases
where dynamics is such that the nuclear trajectories
evolve on a single excited BO PES, the LR-BO and RT-
BO methods will give different answers when approxi-
mate functionals are used. They will only agree when
the dynamics takes place on purely the ground-state
PES.
We use an exactly-solvable model system simulat-
ing a photo-excited ion-driven charge-transfer event to
explicitly demonstrate the problem. Consider a one-
dimensional molecule consisting of two soft-Coulomb
interacting electrons, an ion with net charge Z = 2 and
mass m1 = 2mp and an atom of zero net charge and
mass m2 = 6mp, with mp = 1836.1528 a.u. being the
mass of the proton. The ion may be thought of as a bare
nucleus, and its interaction with the electrons is taken
as soft-Coulomb. The atom may be thought of as a nu-
cleus surrounded by a frozen cloud of electrons, such
that it presents a short-ranged screened soft-Coulomb
potential to the electrons. The ion-atom is also taken as
screened soft-Coulomb; details are given in the Supple-
mentary Material. In the dissociation limit, the ground-
state captures both electrons in the soft-Coulomb well,
while the first-excited state represents a charge-transfer
state with one-electron in the ionic well and the other
in the atomic well. Fig. 1 shows these two BO states, as
well as the lowest three BO PES as a function of ion-atom
separation R. We show also the surfaces obtained from
DFT and LR TDDFT using two contrasting functional
approximations: adiabatic local density approximation
(ALDA)[21, 22] which has local dependence on the den-
sity in time and in space, and adiabatic exact exchange
(AEXX) which has a non-local dependence on the den-
sity in space, but still local in time. In this two-electron
case, vX[n](r, t) = −vH[n](r, t)/2. We observe that they
both approximate the ground-state energy quite well
for all R. For large R, AEXX captures the asymptotic
ID − AA − 1/R tail of the exact charge-transfer state








































FIG. 1. Lower panel: Lowest three singlet BO PESs, ex-
act, linear-response ALDA and AEXX BO PESs as indicated
in the legend. Upper panel, top to bottom: heat map of exact
|ΨBOR,1(r)|2 and |ΨBOR,0(r)|2.
The ALDA ground and first excited orbitals become de-
generate and delocalized over the molecule. At inter-
mediate distances, we see that ALDA and AEXX excited
BO PES are very similar to each other, with a more pro-
nounced shape resonance than the exact.
The eigenvectors of the TDDFT linear response ma-
trix indicate that the first excitation is so significantly
dominated by the lowest KS excitation, that a small ma-
trix approximation [2, 24, 25] yields practically the same
curves for both functional approximations; higher ex-
cited states mix in negligibly. The density of the excited
state is then very well-approximated by the density of
the KS excited determinant, which will ease our task
in finding the electronic dipole and densities from LR-
Ehrenfest calculations.
We now begin the dynamics from an initial photo-
excitation that lifts the ground-state nuclear wavefunc-
tion of the ground BO state to the first excited electronic
state. Due to the slope of the first excited surface, the nu-
clear wavepacket moves towards larger R, but slowly
enough such that as it passes the avoided crossing re-
gion aroundR ≈ 5.8a.u. it remains largely in the excited
state. Only a small fraction of the wavepacket transfers
to the ground-state surface: in the exact dynamics, the
maximum population of the ground BO state is 0.166
which then largely transfers back, leaving only 0.035
ground-state population at long times. In an Ehren-
fest calculation using the exact surfaces, even less, 0.05,
transfers to the lower surface near the avoided cross-
ing, while at long times only 0.032 remains there. Thus
Ehrenfest dynamics practically reduces to BO dynamics
on the first excited state. The exact nuclear dipole mo-
ment shown in Figure 2 agrees closely with that of a 100-
trajectory RT Ehrenfest calculation using forces derived
from the exact first BO surface, denoted “exact Ehren-
fest”. The lower panel shows the electronic dipoles are
close except as the avoided crossing region is passed,
where the exact density has a larger ground-state com-
ponent than the Ehrenfest one, as noted above. The dif-
ference is less remarkable in the electronic densities, see
Fig. 3 and a movie in the Supplementary Material.
Turning now to the TDDFT approximations shown
in Fig 2, an immediate observation is the qualitatively
incorrect behavior of the RT calculations for both the
nuclear and electronic dipoles: after their initial rise,
these curve downwards, instead of continuing to move
to larger values; ultimately neither dissociate nor trans-
fer the electron. The RT ALDA is a better approximation
than the RT AEXX; this is also true for the electronic den-
sity shown in Fig. 3 (see also the movie in the SI, which
also shows the KS potentials for the two cases). The LR
TDDFT calculations perform qualitatively much better,
even if they undershoot both the nuclear and electronic
dipoles, largely due to the wrong shape of the linear re-
sponse curve in the intermediate region R ≈ 2 − 7a.u.
(Fig. 1). Around R = 5.8 a.u. the density of the exact
first-excited state switches from being mainly localized
on the ion to the 50:50 charge-transfer density, as evi-
dent in Fig. 1 and reflected in the step in the exact and
exact-Ehrenfest electronic dipole in Fig. 2. On the other
hand the ALDA and AEXX excited state densities do not
have this feature, showing instead a smoother charge-
transfer and corresponding dipole. It appears the LR
ALDA dipoles and densities are better than LR AEXX
(except at large times where the LR ALDA nuclei move
too fast due to the lack of the −1/R tail); the LR ALDA
benefits from a partial cancellation of errors in that ef-
fect of the underestimated slope at intermediate time is
compensated by the lack of the −1/R at later times.
The fundamental reason that the LR-Ehrenfest dy-
namics is better than the RT can be understood from
the earlier argument considering the domains of the xc
functionals involved in the two types of calculations.
Our results imply that when using TDDFT with adia-
batic functionals, LR-Ehrenfest calculations are prefer-
able to RT ones.
As a last, dramatic, illustration of this, consider the
application to femtosecond pump-probe spectroscopy
set-ups, where the prospect of probing nuclear motion
through electronic spectra has been raised [26–28]. The
idea is that by comparing the measured time-resolved
absorption spectrum of a molecule with the calculated
spectrum at different nuclear configurations one can
track the nuclear geometries as a function of time. If
LR TDDFT is used to calculate the spectrum, then Fig. 4
plots the deduced nuclear separation Rlrtddft(ω) where











































FIG. 2. Time-dependent nuclear (upper panel) and electronic
(lower panel) dipoles: exact, exact Ehrenfest, and the TDDFT
LR-Ehrenfest and RT-Ehrenfest calculations: LR ALDA, RT


















−8 −4 0 4 8 12
t = 800 a.u.




















FIG. 3. Snapshots of electronic densities for different times.
Left column: exact (black dotted), exact-Ehrenfest (black
solid), LR ALDA (violet solid), RT ALDA (green solid). Right
column: exact (black dotted), exact-Ehrenfest (black solid), LR






























FIG. 4. Deduced time-dependent nuclear dipole: Rlralda(ω)
, Rlraexx(ω), Rlralda(ωtdalda), Rlraexx(ωtdaexx) compared with
exact, exact Ehrenfest, RT ALDA, RT AEXX, LR ALDA, LR
AEXX with colors as indicated in the legend.
at time t. At each time, ω is computed from the field-free
linear response of the molecule. We see that especially
Rlraexx(ω) does a reasonably good job except where at
nuclear configurations whose exact frequencies go be-
low the AEXX minimum frequency, while Rlralda(ω) has
some error especially at later times as expected due to
the difficulties getting long-range charge-transfer exci-
tations correct, but does a good job at earlier times.
On the other hand, if RT-Ehrenfest was used to sim-
ulate the “molecular movie”, both Rlraexx(ωrtaexx) and
Rlralda(ωrtalda) are qualitatively wrong from the very
start. The problem with RT-Ehrenfest is related to the
spurious peak shifts that have been observed in TDDFT
when the system has been driven far from a ground-
state [29–32].
In summary, LR-Ehrenfest calculations perform sig-
nificantly better than RT-Ehrenfest simulations when us-
ing adiabatic xc functional approximations, because the
xc functional is evaluated on a domain that is closer to
that from which they were derived. This affects qualita-
tive predictions of coupled electron-nuclear dynamics in
a number of applications, including time-resolved spec-
troscopy to probe ionic motion. Thus, LR-Ehrenfest cal-
culations should be chosen over RT ones wherever pos-
sible. Still, we note two disadvantages of LR-Ehrenfest.
The first is that non-adiabatic couplings between excited
states should be obtained via quadratic response theory,
where the adiabatic approximation can yield unphysi-
cal divergences [33–36]. Secondly, when external fields
are present, LR-Ehrenfest is not as easily generalizable
as RT-Ehrenfest. In a broader view, we expect some
of the issues we highlighted here to be relevant in any
self-consistent approach to excited-state dynamics, for
example in time-dependent Hartree-Fock and orbital-
dependent functional approaches. In these situations
4
also, a LR-Ehrenfest calculation should be superior.
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