The posterior Cramér-Rao bound on the mean square error in tracking the bearing, bearing rate, and power level of a narrowband source is developed. The formulation uses a linear process model with additive noise and a general nonlinear measurement model, where the measurements are the sensor array data. The joint Bayesian Cramér-Rao bound on the state variables over the entire observation interval is formulated and a recursive bound on the state variables as a function of time is derived based on the nonlinear filtering bound developed by Tichavsky et al (1998) and analyzed by Ristic et al (2004) . The bound is shown to have the same form as when the measurements are bearing and power estimates with variance equal to the deterministic Cramér-Rao bound for a single data snapshot. The bound is compared against simulated performance of the maximum a posteriori penalty function (MAP-PF) tracking algorithm developed in Zarnich et al (2001) .
INTRODUCTION
We consider the problem of bounding the mean square error (MSE) performance in tracking the bearing, bearing rate, and power level of a narrowband source using observations from a linear array. A recursive form of the posterior or Bayesian Cramér-Rao bound (BCRB) [1] is derived based on the recursive nonlinear filtering bounds developed in [2] and further analyzed in [3] . The bound is shown to have the same form as when the observations are bearing and power estimates with variance equal to the deterministic Cramér-Rao bound (CRB) for a single data snapshot. The bound is compared against simulated performance of several tracking algorithms.
This paper is organized as follows. Section 2 contains a review of Bayesian [1] and hybrid CRBs [4] , and the BCRB for nonlinear filtering [2] , along with some special cases used in this paper. In Section 3, the linear process model and nonlinear array data observation model are presented, and the recursive bound is derived. Section 4 contains simulation results and Section 5 contains a summary.
BCRB FOR NONLINEAR FILTERING

Bayesian Cramér-Rao Bound
The BCRB [1] provides a lower bound on the MSE matrix for random parameters. Let z denote an n × 1 vector of observations, and θ denote an r × 1 vector of random parameters to be estimated. Let p(θ) denote the a priori probability density function (pdf) of θ, p(z|θ) denote the conditional pdf of z given θ, and p(z, θ) = p(z|θ)p(θ) denote the joint pdf of z and θ. We use the notation E z,θ {·} to denote expectation with respect to p(z, θ), E z|θ {·} to denote expectation with respect to p(z|θ), and E θ {·} to denote expectation with respect to p(θ).
Letθ(z) denote an estimate of θ which is a function of the observations z. The estimation error isθ(z) − θ and the MSE matrix is
The BCRB C provides a lower bound on the MSE matrix Σ. It is the inverse of the Bayesian information (BIM) J,
where the matrix inequality indicates that Σ − C (or equivalently Σ − J −1 ) is a positive semi-definite matrix. Let ∆ η ϕ be the m × n matrix of second-order partial derivatives with respect to the m × 1 parameter vector ϕ and n × 1 parameter vector η,
Note that the upper-left block of the total hybrid information matrix J is the BIM for the random parameters and the lower left block is the standard FIM for the deterministic parameters.
Nonlinear Filtering Model and BCRB
Following [2], the general state space model is 
The joint pdf of the (k + 1)r × 1 vector X k and the kr × 1 vector Z k is given by
We wish to estimate the state vector X k from the observations Z k . The BIM and the BCRB are (k + 1)r × (k + 1)r matrices. The lower right r × r block of C, which we denote as C k is the BCRB for estimating x k , and it's inverse is the BIM
, the BIM is shown to follow the recursion
where
The recursion is initialized with
Note that the expectation in (21) is with respect to the joint pdf p(Z k+1 , X k+1 ). This expectation can first be taken with respect to the conditional pdf p(Z k+1 |X k+1 ) and then with respect to the marginal pdf p(X k+1 ), i.e.
Note that ϑ k+1 is the standard Fisher Information Matrix (FIM) for estimating the state vector x k+1 based on the observations z k+1 .
The recursion can be used in the hybrid parameter case, defining the expectations in (18)-(21) only with respect to the random components, and defining J 0 analogously to (11).
Linear AWGN Process
In the special case where the state process model is linear with additive white Gaussian noise (AWGN), we have
and the recursion has the form
Applying the matrix inversion lemma as in [3] , we get
Linear AWGN Process and Observations
If the observation model is also linear with AWGN, we have
and the recursion has the form [3] :
the BCRB obeys the recursion
which is the same as the recursion for the Kalman filter MSE matrix [2], [3] .
BCRB FOR TRACKING BEARING
The model consists of a moving target radiating a narrowband signal that is received by an N -element linear array, as shown in Figure 1 . Let d n denote the position of the nth element of the array and let u k = cos(θ k ) denote the bearing of the target at time k. The N × 1 array response vector to a signal from bearing u k has the form
where λ is the wavelength of the narrowband signal. Fig. 1 . Target/array geometry.
Nonlinear Array Data Observation Model
At the array, the complex envelope of the observations has the form
where s k is a complex random signal snapshot with power 
The source signals and noise are assumed to be sample functions of independent zero-mean complex Gaussian random processes. It is assumed that the snapshots are sufficiently spaced that the observations are independent from snapshot to snapshot. The signal power, {α k }, is assumed to be a sequence of unknown, deterministic parameters. The noise power σ 2 w is assumed to be constant and known. The array data z k is then jointly complex Gaussian with zero mean and covariance matrix
and the pdf of the array data is given by
The standard 2 × 2 FIM for estimating the (nonrandom) parameters u k and α k from z k has the form
where [5] , [6] :
and
Note that the FIM only depends on α k and not u k , and that the off-diagonal term ϑ u k α k is zero.
Linear Process Model
We wish to track the target bearing u k and bearing rateu k . Let the two-dimensional vector u k be defined as
We assume the motion of the target is described by a linear, nearly constant velocity model with random acceleration [3] , [7] . Let ∆t denote the time interval from k to k +1. The model is
The random acceleration n k is a zero mean white Gaussian noise process with variance σ 2 n . This model has the form of (25) with F k = F u , v k = B u n k , and Q k = Q u , where Q u is the singular matrix
We assume the initial state is Gaussian with known mean and covariance, u 0 ∼ N (µ u , Σ u ). Since the observations depend on the unknown signal power α k , it must also be included in the vector of state variables to be tracked. We define the three-dimensional state vector x k as
We assume the power is non-random and constant, i.e,
where the initial value α 0 is an unknown, non-random parameter. Note that this can be written as
with F α = 1 and B α = 0. This also has the form of (25) with
Then, the entire state vector process model is
and the process noise covariance matrix is given by
BCRB
The state space model described in the previous two sections is a hybrid model with random component u k and non-random component α k . It has a linear AWGN process model and a general, non-linear measurement model. The BIM recursion is given by (30) with Q k = Q defined in (59), F k = F defined in (57), and
The matrix Γ k+1 is given by
where ϑ k+1 is the 3 × 3 FIM for estimating u k+1 ,u k+1 , and α k+1 from z k+1 , and the expectation is with respect to p(u k+1 ). The FIM has the form
(62) where the zero entries occur because the observations do not depend onu k and we have dropped the k subscript on α because it is constant. Defining the selection matrix
we can write (62) as
whereθ k is the FIM for u k and α k , given in (41)-(47). The FIMθ k does not depend on u k , therefore expectation in (61) is trivial and
The BIM recursion is then given by
Note that this has the same form as the linear observation model form in (33) with R k+1 =θ −1 k+1 . The same bound can be obtained using an observation model in which z k is a two-dimensional vector of noisy estimates of u k and α k with mean equal to the true values and covariance matrix equal to the inverse of the FIMθ k , i.e.
. Furthermore, since the off-diagonal terms ϑ u k α are zero for this problem, we can write Γ k+1 in partitioned form
where H u = 1 0 and H α = 1. The partitioning of the terms related to u k and α k in (57), (59), (60), and (68) results in a partitioning of J k+1 ,
where J u k+1 and J α k+1 may be calculated from separate recursions. The recursion for J u k+1 is given by 
which is the standard Fisher information for estimating α from k + 1 data snapshots.
SIMULATION RESULTS
We compare the bound to simulated tracking performance in a scenario in which the array was a uniform linear array with half-wavelength spacing and N = 10 elements. The initial bearing was Gaussian with mean µ u = −0.1 and standard deviation σ u = 0.03. The initial bearing rate was Gaussian with µu = 0 and standard deviation σ u = 0.0004. The signal power α k was constant at 20 dB and the noise power was constant at 0 dB. The random acceleration had standard deviation σ n = 0.00001. The hybrid CRB was calculated for k=1 to k=500, and is plotted in Figures 2-4 . The bounds for u k andu k decrease rapidly at first and then level out, while the bound for α k decreases linearly.
The bound is compared against the performance of three tracking algorithms. In Figure 2 , the observations were "synthetic" estimates of u k and α k , each drawn from a Gaussian distribution with variance equal to the inverse of ϑ u k u k and ϑ αα , respectively. This corresponds to the linear observation model in (67). The standard Kalman filter (KF) tracker was used to compute the track estimates, and the MSE averaged over 100 Monte Carlo trials. The tracker achieved the bound in this simple but unrealistic scenario.
In Figures 3 and 4 , the observations were actual array data. In Figure 4 , state estimates were obtained from a tracker which computed the maximum likelihood estimates (MLEs) of u k and α k based on the single observation z k , and used these as measurements in the Kalman filter. MSE estimates were averaged over 100 Monte Carlo Trials. This tracker did not achieve the bound for the bearing or bearing rate because there were many outliers among the single snapshot MLEs for the bearing u k . The signal power bound was achieved in spite of the outliers.
In Figure 4 , state estimates were obtained from the sequential version of the MAP-PF tracker [8] , [9] for single source bearing estimation. The MAP-PF tracker computes penalized MLEs which restrict the single snapshot MLE to a region near the current state estimate and outliers are greatly reduced. MSE track estimates were averaged over 100 Monte Carlo Trials. This tracker came much closer to achieving the bound because the variance of the penalized MLEs was much closer to the single snapshot CRB.
SUMMARY
The recursive hybrid CRB on the mean square error in tracking the bearing, bearing rate, and power level of a narrowband source was derived based on the nonlinear filtering bound developed in [2] . The bound was shown to have the same form as when the measurements were bearing and power estimates with variance equal to the deterministic CRB for a single data snapshot. The bound was compared against simulated performance of a KF tracker using synthetic estimates, a KF tracker using single snapshot MLEs, and the MAP-PF tracker using penalized single snapshot MLEs. The KF tracker using synthetic estimates achieved the bound, however the trackers using actual array data suffered performance degradation due to outliers in the bearing estimates. The MAP-PF tracker, which uses penalized MLEs to reduce outliers came significantly closer to the bound than the KF tracker using MLEs. 
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