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Les syste`mes cristallins re´els ne sont jamais des cristaux parfaits. Ils
pre´sentent toujours de nombreux de´fauts. Ces de´fauts sont soit pre´sents a`
l’e´quilibre thermique ou non, soit introduits (volontairement ou non) lors de
la fabrication du mate´riau ou encore lors de leurs utilisations. Les proprie´te´s
physiques et chimiques macro- et microscopiques des syste`mes (e´lasticite´,
plasticite´, fragilite´, stabilite´, mobilite´ etc.) sont tre`s souvent directement
relie´es a` la pre´sence et a` la nature de ces de´fauts. L’e´tude des de´fauts dans
les me´taux est par conse´quent un vaste et complexe domaine de recherche
en me´tallurgie et plus ge´ne´ralement en physique du solide.
Les techniques expe´rimentales ne sont pas toujours en mesure de fournir
une interpre´tation satisfaisante de leurs proprie´te´s (taille des de´fauts, com-
plexite´ des structures, e´nergies...). Dans ce cas la`, les simulations nume´riques,
et en particulier la mode´lisation a` l’e´chelle atomique sont des outils tre`s utiles
pour interpre´ter certains de ces me´canismes e´le´mentaires physiques qui ont
lieu dans le mate´riau. La sensibilite´ a` la rupture des mate´riaux me´talliques
est ainsi fortement alte´re´e en pre´sence de traces d’atomes e´trangers (comme
dans le cas du soufre, de l’hydroge`ne etc.), l’injection de lacunes cre´e´es lors
de la croissance d’oxydes peut, quant-a` elle, induire une acce´le´ration de la
de´te´rioration du mate´riau et sont suspecte´es de faire diffuser d’autres espe`ces
chimiques, comme semble le montrer les e´tudes re´alise´es au sein du labora-
toire (voir par exemple la the`se de Simon Pe´rusin [1]).
On peut regrouper ces de´fauts en fonction de leurs dimensions :
1. Dimension 0 : les de´fauts ponctuels simples ;
2. Dimension 1 : les de´fauts line´aires, les dislocations, les de´fauts com-
plexes ;
3. Dimension 2 : les joints de grains et les macles ;
4. Dimension 3 : les cavite´s, les joints triples, les pre´cipite´s etc.
1
Introduction
De´fauts 0D : lacunes, interstitiels et auto-interstitiels
Il existe deux principaux types de de´fauts “0D” : les lacunes, les impu-
rete´s (atomes extrinse`ques et de´fauts ponctuels) et les interstitiels.
Les lacunes : de´fauts intrinse`ques du re´seau cristallin L’existence
des lacunes a e´te´ pre´dite de`s 1926 par Frenkel [2]. Une lacune est le de´faut
cristallin le plus simple. Il consiste en l’absence d’une unite´ cristalline (un
atome) dans la maille du re´seau. On distingue deux me´canismes de formation
de lacunes lorsque l’atome quitte un nœud du re´seau. Dans le premier cas,
l’atome se de´place vers la surface/l’exte´rieur du mate´riau. Ces de´fauts sont
appele´s “de´fauts de Schottky” [3]. Ce de´faut conduit a` la diminution de la
densite´ du cristal. La contraction du re´seau inhe´rente a` cette diminution de
densite´ peut eˆtre mesure´e expe´rimentalement. Le deuxie`me type de de´faut
ponctuel correspond au cas ou` l’atome d’un nœud de la grille se de´place en
position (auto-)interstitielle. Ce de´faut est nomme´ “de´faut de Frenkel”.
Atomes en insertion ou en substitution Ces de´fauts sont lie´s a` la
pre´sence d’un atome e´tranger (ou non) en position interstitielle ou en sub-
stitution. Pour chaque re´seau de Bravais on de´nombre plusieurs sites pos-
sibles d’insertion. Ainsi, par exemple, dans le cas des syste`mes cubiques (cc
pour Fe et cfc pour Ni) on identifie deux types de sites d’insertion : les sites
tetrae´driques et les sites octae´driques (voir figure 1).
Figure 1: Sites tetrae´driques (en bleu) et octae´driques (en rouge) pour des
mailles cubiques a` faces centre´s (cfc, a et b) et cubiques centre´s (cc, c et d).
Pour les mailles cc, les sites tetrae´driques (note´ T) et octae´driques (O)
se trouvent proches l’un de l’autre (d = 14a0), les volumes de´limite´s par ces
2 sites sont imbrique´s l’un dans l’autre. La barrie`re e´nerge´tique pour passer
d’une configuration a` l’autre en est donc re´duite. On voit que le volume de
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l’octae`dre est forme´ par quatre te´trae`dres. Les figures d’octae`dre et te´trae`dre
ne sont pas re´gulie`res.
Dans le cas des cfc, pour passer des sites (T) a` sites (O), qui sont ici claire-
ment disjoints, il faut passer par l’e´tat de transition qui est tri-coordonne´es,
qui correspond a` la face commune aux deux sites mais qui ne correspond
pas ne´cessairement a` l’e´tat de col entre les 2 sites. Les figures d’octae`dre et
te´trae`dre sont dans ce cas re´gulie`res.
Dans la plupart des cas, nous constatons ne´anmoins que les atomes sont
localise´s dans les sites du re´seau, en substitution. Par exemple dans le cas
du nickel-cfc seules 4 espe`ces chimiques peuvent eˆtre en insertion [4]. Le
choix du site d’une impurete´ dans la maille de´pend de plusieurs facteurs.
Les principaux facteurs sont le rayon atomique des diffe´rentes espe`ces et
l’affinite´ e´lectronique entre elles.
De´fauts 1D : les de´fauts line´aires et complexes
Les de´fauts, dont la taille caracte´ristique est supe´rieure au parame`tre
de maille ao, sont conside´re´s comme des de´fauts de dimension 1 (1D). Le
principal type de de´faut 1D est la dislocation. Une dislocation est un de´faut
line´aire correspondant a` une discontinuite´ dans l’organisation de la struc-
ture cristalline. Il existe trois types de dislocations : les dislocations coin,
les dislocations vis et les dislocations mixtes, qui re´unissent les deux types
pre´ce´dents de dislocations (voir figures 2). Les dislocations coins peuvent eˆtre
Figure 2: Repre´sentation d’une dislocation coin (a` gauche) et vis (a` droite).
visualise´es aise´ment en inse´rant un demi-plan atomique supple´mentaire dans
une structure parfaite. Les dislocations vis, quant-a` elles, sont caracte´rise´es
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par le fait qu’une partie d’un plan de motif est de´forme´e, un plan s’est
de´place´ d’un ou de plusieurs motifs par rapport au plan voisin. La topologie
du champ de contraintes autour de la dislocation est donc celle d’une he´lice.
En re´alite´, les dislocation re´elles ont un caracte`re mixte, la dislocation coin
et la dislocation vis sont superpose´es.
Les dislocations jouent un roˆle clef dans de nombreuses proprie´te´s phy-
siques des mate´riaux. Ce sont elles qui, en se de´plac¸ant, propagent les
de´formations plastiques, les de´formations du re´seau cristallin qu’elles in-
duisent facilitent la diffusion des atomes, elles peuvent ainsi pie´ger des
de´fauts autour d’elles (nuage de “Cottrell”) ou acce´le´rer leur diffusion, elles
modifient les proprie´te´s e´lectroniques des semi-conducteurs, enfin elles per-
mettent l’accommodation des contraintes aux niveau des interfaces.
De´fauts 2D : les joints de grain, les macles et les de´fauts plans
Les joints de grains (voir figure 3) et les macles sont des interfaces entre
deux cristaux dans un syste`me polycristallin. Lors de leurs refroidissements,
les mate´riaux cristallise´s ont une croissance qui s’effectue en deux princi-
pales e´tapes : la premie`re e´tant la germination, puis la croissance tridimen-
sionnelle. Ces me´canismes s’effectuant de fac¸on paralle`le en plusieurs points
de l’espace plusieurs re´seaux cristallins sont forme´s avec des orientations
ale´atoires. Quand ces re´seaux se rencontrent ils ne sont donc pas aligne´s, la
zone de changement d’orientation est appele´e joint de grains. Les joints de
grains empeˆchent les plans de glissement faciles de se prolonger d’un grain a`
l’autre, l’orientation des plans cristallins est diffe´rente d’un grain a` un autre,
ce qui rend le mate´riau plus re´sistant a` la traction, un polycristal re´siste donc
mieux a` la traction qu’un monocristal, en revanche celui-ci re´sistera moins
bien au phe´nome`ne de fluage.
De´fauts 3D : les cavite´s, les pre´cipite´s
Les cavite´s sont des de´fauts correspondant a` l’accumulation/coalescence
de lacunes (mono/multi) qui forment soit des “pores”, soit des “canaux” ou
sont cre´es lors de cascades de de´placements (pour origines les dommages
sous irradiation). Les porosite´s sont parfois visibles a` l’œil nu (voir figure 3).
Elles sont le plus souvent de´tectables par MEB. D’un autre coˆte´, il peut y
avoir pre´cipitations de de´fauts nano-me´triques voir meˆme macroscopiques.
Les porosite´s sont fre´quentes dans les pie`ces coule´es car le volume occupe´
par les solides est plus faible que celui occupe´ par les liquides. Le principal
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Figure 3: Exemples de de´fauts 2D. Joint de grains dans le nickel (a` gauche),
et formation de cavite´s dans un fil de nickel (e=1mm) oxyde´ 48h a` 1000˚ C
sous air laboratoire (a` droite) (the`se, Simon Pe´rusin, INP 2004).
effet des porosite´s est de diminuer la ductilite´.
Plan de la the`se
C’est dans ce contexte de compre´hension des proprie´te´s intrinse`ques et
induites des de´fauts dans les me´taux que s’inse`re cette the`se. La compre´hension
de la formation de cavite´s dans le fer ou encore la caracte´risation des pro-
prie´te´s du soufre dans le nickel en solution solide ou en surface sont des
exemples types d’e´tudes amonts qui permettent une meilleure compre´hension
des processus e´le´mentaires.
Nous avons choisi d’utiliser la the´orie de la fonctionnelle de la densite´
(DFT) et une approche de type pe´riodique pour l’e´tude de ces de´fauts dans
ces me´taux (fer-cc et nickel-cfc). La DFT est une technique de choix pour
l’e´tude de syste`mes de petites tailles, pour un couˆt nume´rique maintenant ac-
cessible et qui a montre´ ces dernie`res anne´es son caracte`re pre´dictif. Le choix
des syste`mes a lui e´te´ motive´ par la volonte´ de la part des expe´rimentateurs
du CIRIMAT (Centre Inter-universitaire de Recherche et d’Inge´nierie des
Mate´riaux) –en particulier les chercheurs de l’e´quipe MEMO– de comprendre
les me´canismes fins, e´le´mentaires dans leurs mate´riaux. Ils e´tudient en effet
les me´taux et leurs comportements avec comme finalite´s une ame´lioration des
syste`mes dans leurs applications industrielles (ae´ronautique, nucle´aire....).
Cette the`se s’inscrit ainsi dans un domaine de recherche de´ja` bien implante´
expe´rimentalement au sein du CIRIMAT.
Ce manuscrit est organise´ en 4 chapitres.
Dans le chapitre 1, nous pre´sentons les principes de la DFT, les approxi-
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mations qui en sont lie´es (choix de la fonctionnelle d’e´change et corre´lation)
et les incertitudes inhe´rentes a` leurs mises œuvres pratiques dans un code de
calcul nume´rique (zone de Brillouin...). Ces e´tudes e´tant re´alise´es au moyen
du code VASP (“Vienna Ab initio Simulation Package”). Nous rappelle-
rons les approximations propres au code VASP : pseudopotentiels, approches
ondes planes.
Dans le chapitre 2, nous de´crivons les diffe´rents parame`tres de calcul uti-
lise´s comme l’e´nergie de coupure, le maillage de la premie`re zone de Brillouin,
la taille et la forme de la boite de simulation. Cela nous permettra de tester
les approximations utilise´es en comparant les diffe´rentes grandeurs physiques
comme les parame`tres de maille des diffe´rents e´tats fondamentaux (nickel et
fer), les e´nergies de formation, de cohe´sion, le magne´tisme, le coefficient de
compressibilite´, aux donne´es de la litte´rature (the´oriques et expe´rimentales).
Nous terminerons ce chapitre par une description des surfaces utilise´es et de
leurs proprie´te´s.
Dans le chapitre 3, nous pre´sentons l’e´tude des multilacunes Vn (n=1-15)
dans le fer cubique centre´. Le fer est utilise´ dans de nombreux domaines d’ap-
plications et tout particulie`rement dans le nucle´aire et l’ae´ronautique. Sous
l’effet de l’irradiation ou encore dans certaines conditions expe´rimentales
(oxydation) il est possible d’observer la formation de cavite´s au sein du
mate´riau. Or ces cavite´s induisent de nombreuses modifications de pro-
prie´te´s et entraˆınent une de´te´rioration pre´mature´e du mate´riau. Ainsi la
compre´hension de la formation, de la migration mais aussi de la croissance
de ces cavite´s est un challenge scientifique. Dans ce travail, les configura-
tions de Vn les plus stables sont de´crites en de´tail pour les petites tailles n :
nous y parlerons d’e´nergies de formation, de liaison et de pie´geage. La mi-
gration de diffe´rentes multilacunes est discute´e en de´tail d’un point de vue
e´nerge´tique. Nous de´crivons les me´canismes de migration de ces de´fauts en
de´tail. La formation de lacunes vers des surfaces de fer (Fe(100) et Fe(111))
et en surface est aussi aborde´e. Dans tous les cas conside´re´s, nous comparons
nos re´sultats a` la litte´rature (the´orique et expe´rimentale).
Dans le dernier chapitre (4), nous nous inte´ressons au soufre dans le
nickel cfc. Le soufre est une des impurete´s majeures dans les me´taux et
en particulier dans les me´taux de transition. Sa pre´sence en solution so-
lide, meˆme a` l’e´tat de trace, peut modifier de fac¸on de´terminante les pro-
prie´te´s me´caniques et de re´sistance de corrosion du nickel. Il est donc impor-
tant de bien caracte´riser ses proprie´te´s en solution solide, c’est ce que nous
avons fait dans cette e´tude. Ses comportements en volume et en surface sont
analyse´s en de´tail. Nous pre´sentons une e´tude comple`te du soufre en solu-
tion solide (insertion, diffusion). Dans une seconde partie, nous abordons les
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me´canismes d’adsorption du soufre sur diffe´rentes surfaces denses (Ni(100)
et Ni(111)) et finalement le processus e´ventuel de se´gre´gation du soufre dans
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Dans ce chapitre, nous pre´sentons les principes de la the´orie de la fonc-
tionnelle de la densite´, les e´quations de Kohn Sham ainsi que les principales
approximations (fonctionnelles, ondes planes, pseudopotentiels) qui sont uti-
lise´es dans les codes de simulations ab initio “classiques” en physique du
solide et que nous avons utilise´es lors de cette the`se. Nous aborderons aussi
rapidement le calcul des modes de vibration dans un syste`me atomique et
comment a` l’e´chelle des atomes on peut e´tudier les me´canismes de diffusion.
1.1 La the´orie de la The´orie de la Fonctionnelle de
la Densite´
Les me´thodes ab initio appliquent les lois fondamentales de la physique
sans utiliser de parame`tres ajustables. Parmi ces me´thodes, la the´orie de la
Fonctionnelle de la Densite´ (DFT) [1] permet de re´duire conside´rablement
le nombre de variables de´crivant l’e´tat fondamental d’un syste`me atomique
en reformulant le proble`me a` N corps (e´lectrons+atomes). Aujourd’hui, la
DFT constitue la me´thode ab initio la plus utilise´e dans le domaine de la
physique du solide, mais aussi en chimie.
Pour simplifier, dans la suite nous utiliserons les unite´s atomiques, c’est-
a`-dire ~=1, e=1 et me=1.
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1.1.1 La the´orie
En de´pit du fait que les me´thodes pre´sente´es ci-apre`s sont dites ab initio,
nous verrons qu’elles ne´cessitent l’utilisation de diffe´rentes approximations.
La premie`re d’entre elles est l’approximation de “Born-Oppenheimer” (ou
approximation adiabatique). Elle permet de de´coupler le mouvement des
e´lectrons de celui des noyaux : la masse des e´lectrons e´tant trois ordres
de grandeur plus petite que celles des atomes (meMa  1) on peut donc
conside´rer, en premie`re approximation, que les atomes sont fixes par rap-
port aux e´lectrons. Il est a` noter qu’il existe certains cas pour lesquels cette
approximation n’est pas valable, en particulier dans le cas ou` il existe une
forte interaction entre les e´tats e´lectroniques et vibrationnels [2].
L’e´tat fondamental de Ne e´lectrons en interactions avec des noyaux

















|ri − rj | (1.1)
Les indices i et j de´crivent l’ensemble des e´lectrons et l’indice α l’en-
semble des noyaux. Dans cette expression les interactions ion-ion ne sont pas
reporte´es, elles correspondent, dans l’approximation de Born-Oppenheimer,
a` des termes constants. Le terme ∆ri est l’e´nergie cine´tique des e´lectrons.
Le deuxie`me terme de´crit les interactions entre les e´lectrons et les noyaux
(qu’on appellera dans la suite Vext - “potentiel exte´rieur”) :








ri−Rα . Le troisie`me terme correspond aux interactions entre
les e´lectrons.
Le syste`me est alors de´crit par une fonction d’onde |ψ〉 qui est solution
de l’e´quation stationnaire de Schro¨dinger :
Hˆ|ψ〉 = E|ψ〉 (1.3)
ou` E est la valeur propre du syste`me (e´nergie) associe´e a` la fonction d’onde
|ψ〉. Les fonctions d’onde |ψ〉 sont des fonctions des variables d’espace et
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du spin (que nous noterons indiffe´remment xi). E´tant donne´ que le nombre
d’e´lectrons (Ne) dans un syste`me est tre`s grand, la re´solution de l’e´quation
de Schro¨dinger est ge´ne´ralement impossible. L’ide´e fondatrice de la DFT est
de rechercher des solutions non plus de ψ({xi}i=1,Ne), mais de la densite´








Cette approche est autorise´e par les 2 the´ore`mes de Hohenberg et Kohn.
1.1.2 The´ore`mes de Hohenberg et Kohn
P. Hohenberg et W. Kohn [3] ont reformule´ l’e´quation de Schro¨dinger non
plus en termes de fonctions d’onde mais au moyen de la densite´ e´lectronique
(approche de´ja` propose´e par Thomas et Fermi [4, 5]). La formulation est
applicable pour tout syste`me de particules en interaction e´voluant dans un
potentiel externe et repose sur deux the´ore`mes essentiels qui ont e´te´ e´nonce´s
et de´montre´s par Hohenberg et Kohn.
Premier the´ore`me Pour tout syste`me de particules en interaction dans
un potentiel externe Vext(r), Vext(r) est de´termine´ de manie`re unique, a`
une constante additive pre`s, par la densite´ e´lectronique ρo(r) du syste`me
dans son e´tat fondamental (la re´ciproque e´tant e´vidente).
Second the´ore`me Il existe une et une seule fonctionnelle universelle,
note´e F[ρ], inde´pendante du potentiel externe Vext. L’e´nergie de l’e´tat fonda-
mental e´lectronique correspondait au minimum de cette fonctionnelle pour
la densite´ e´lectronique de l’e´tat fondamental.
La connaissance de ρ permet de de´terminer toutes les observables du
syste`me comme le nombre des e´lectrons, l’e´nergie cine´tique et l’e´nergie d’in-
teraction des e´lectrons, l’e´nergie totale etc.
Cela revient a` e´crire :
E[ρ] = 〈ψ[ρ]|Tˆ + Wˆ + Vˆext|ψ[ρ]〉 (1.5)
E[ρ] = 〈ψ[ρ]|Tˆ + Wˆ |ψ[ρ]〉+ 〈ψ[ρ]|Vˆext|ψ[ρ]〉 (1.6)




1.2. E´quations de Kohn et Sham
ou` Tˆ est l’ope´rateur “e´nergie cine´tique”, Vˆext l’ope´rateur potentiel exte´rieur
et Wˆ l’ope´rateur “potentiel des interactions e´lectroniques”. F [ρ] est une fonc-
tionnelle universelle ne de´pendant pas du potentiel exte´rieur applique´. Nous
avons maintenant les outils pour calculer l’e´nergie de l’e´tat fondamental
du syste`me, a` partir de la connaissance de la fonctionnelle F [ρ], associe´ au
principe de minimisation de l’e´nergie sur ρ (min
ρ
E[ρ] = Efond[ρo]).
1.2 E´quations de Kohn et Sham
Sans re´soudre l’e´quation de Schro¨dinger, on peut donc, en principe, cal-
culer l’e´nergie de l’e´tat fondamental et la densite´ de charge du syste`me par
toute technique de minimisation applique´e a` la fonction E[ρ]. Cela peut eˆtre
fait si on connaˆıt la forme exacte de la fonctionnelle F[ρ]. Pour cela, nous
allons introduire dans l’expression de F[ρ], a priori inconnue, l’expression
du terme de Hartree, tenant compte de l’interaction e´lectrostatique clas-
sique entre les e´lectrons, et To[ρ], de´fini comme e´tant l’e´nergie cine´tique
d’un syste`me d’e´lectrons non-interagissants de densite´ ρ(r). Cela conduit
alors a` :





|r′ − r| drdr
′ + Exc[ρ(r)] (1.8)
Exc[ρ(r)], terme d’e´change-corre´lation, regroupe finalement la partie incon-
nue de la fonctionnelle F[ρ], qui tient compte des corre´lations e´lectroniques et
de la correction “e´lectrons interagissants” a` l’e´nergie cine´tique To. L’inte´reˆt
de cette de´composition est que To, une fraction non ne´gligeable de l’e´nergie
cine´tique, est connue. Il n’existe, cependant, pas d’expression formelle du
terme d’e´change-corre´lation Exc[ρ]. Nous verrons plus loin qu’il en existe
uniquement des expressions approche´es.
Nous avons maintenant tous les e´le´ments ne´cessaires pour rechercher des
solutions. Avec cette de´finition, il est facile de retrouver le jeu d’e´quations
de Kohn et Sham [3] en utilisant le principe variationnel. La contrainte sur




Dans la mesure ou` l’on va rechercher des solutions de la forme ρ(r) =
14/155 D. Kandaskalov
1.2. E´quations de Kohn et Sham
∑ |φi(r)|2, cela revient a` avoir :∫
φ∗i (r)φj(r)dr = δij (1.10)
ou` δij est le symbole de Kronecker. On doit ainsi minimiser (me´thode de
Lagrange) la fonctionnelle Ω[{φi}, {λij}], donne´e par :





φ∗i (r)φj(r)dr − δij) (1.11)
Les multiplicateurs de Lagrange λij assurent l’orthonormalite´ des “orbi-





On peut montrer alors que la recherche de solutions nous conduit aux







φi = εiφi (1.13)
ou`






Dans la mesure ou` l’on conside`re φi comme des fonctions d’onde mono-
e´lectroniques, εi est alors interpre´table comme “l’e´nergie” associe´e a` φi. Le
the´ore`me de Kohn-Sham montre, en effet, que les solutions de (1.13) ge´ne`rent
la densite´ de charge ρ(r) de´sire´e.
A` ce stade, il ne nous reste plus qu’a` re´soudre le jeu d’e´quation (1.13)
et (1.14) de fac¸on auto-cohe´rente en minimisant l’e´nergie totale du syste`me.





1.3.1 Les fonctionnels d’e´change et de corre´lation
Comme nous venons de le voir, l’expression explicite de la fonctionnelle
de l’e´nergie d’e´change et de corre´lation Exc[ρ] est inconnue. Pour pouvoir
utiliser les e´quations de Kohn-Sham, nous devons donc trouver des expres-
sions approche´es pour ce terme. Nous allons donc pre´senter les principales
fonctionnelles Exc[ρ] utilise´es en physique du solide.
Pour construire une fonctionnelle, diffe´rentes me´thodes sont envisageables.
La premie`re d’entre elle consiste a` parame´trer une fonctionnelle sur un grand
nombre de donne´es expe´rimentales connues. La seconde me´thode s’affranchit
de toutes donne´es expe´rimentales et se base sur des contraintes universelles
que toute fonctionnelle se doit de respecter : la normalisation, la minimisa-
tion, le comportement asymptotique, etc. Ainsi la me´thode de construction
d’une fonctionnelle approche´e n’est pas unique ni exacte. Dans le cas ou` l’on
ajuste la fonctionnelle sur des parame`tres expe´rimentaux, elle va de´pendre
bien suˆr du nombre de parame`tres utilise´s, et surtout de leur exactitude.
Le choix de la fonctionnelle se fait donc essentiellement par une comparai-
son des simulations sur un tre`s grand nombre de syste`mes de re´fe´rence aux
donne´es expe´rimentales associe´es et du syste`me e´tudie´.
La fonctionnelle locale : la “LDA”
La fonctionnelle locale (ou LDA) consiste a` supposer que la densite´
e´lectronique varie peu. On postule alors que pour tout point de l’espace, on
peut remplacer le syste`me re´el par un gaz homoge`ne d’e´lectrons de meˆme
densite´ que dans le solide, chaque point apportant l’e´nergie d’e´change et de
corre´lation qu’aurait un gaz d’e´lectrons libres dans le mode`le du Jellium.




ou` xc est l’e´nergie d’e´change-corre´lation pour un e´lectron dans un gaz
d’e´lectrons homoge`nes de densite´ e´lectronique ρ. La de´rive´e de cette fonc-










Nous pouvons se´parer l’e´nergie d’e´change-corre´lation xc en un terme
“d’e´change” x et d’un terme de corre´lation c :
xc[ρ] = x[ρ] + c[ρ] (1.17)
La contribution provenant de l’e´change e´lectronique dans l’approxima-























En ce qui concerne le terme de corre´lation, son expression a e´te´ e´tablie
au moyen de calculs Monte Carlo quantiques (Ceperley [7] et Ceperley-Alder
[8]) dont les re´sultats ont e´te´ ensuite interpole´s afin d’en obtenir une forme
analytique. Il existe ainsi de nombreuses parame´trisations pour l’e´nergie de
corre´lation telle que, par exemple, celle de Hedin-Lundqvist [9], celle de
Perdew-Zunger [10] ou encore celle de Volko-Wilkes-Nusair[11].
Il est a` noter que cette approximation donne de bons re´sultats meˆme
pour des syste`mes covalents a` forte inhomoge´ne´ite´ de charges. On peut, en
effet, montrer qu’elle satisfait a` la re`gle de somme sur le trou d’e´change
corre´lation et que l’e´nergie peut s’e´crire comme une moyenne radiale sur
celui-ci.
L’approximation LDA peut eˆtre formule´e de manie`re plus ge´ne´rale en
prenant en compte le spin de l’e´lectron dans l’expression de la fonctionnelle,
on parle alors d’approximation LSDA (pour “Local Spin Density Approxi-
mation”). L’approche LDA a tendance a` surestimer les e´nergies de liaisons,
les structures des mole´cules (liaisons covalentes) sont relativement bien re-
produites. Les forces intermole´culaires faibles (Van-der-Waals) et les liaisons
hydroge`ne sont quant-a` elles mal reproduites.
La fonctionnelle du gradient ge´ne´ralise´ : “GGA”
L’approche LDA se fonde sur le mode`le du gaz d’e´lectrons homoge`ne et
suppose donc une densite´ e´lectronique uniforme. Cependant les syste`mes
atomiques ou mole´culaires sont le plus souvent tre`s diffe´rents d’un gaz
d’e´lectrons homoge`nes et, de manie`re plus ge´ne´rale, on peut conside´rer que
tous les syste`mes re´els ont une variation spatiale de la densite´ e´lectronique
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(syste`mes in-homoge`nes). Les me´thodes dites GGA (“Generalized Gradient
Approximation”), parfois aussi appele´es me´thodes non locales, ont e´te´ de´ve-
loppe´es de manie`re a` prendre en compte cette variation de la densite´ en
exprimant les e´nergies d’e´change et de corre´lation en fonction de la densite´
mais e´galement de son gradient (∆ρ et ∆2ρ) et a` corriger ainsi les de´fauts
de la LDA. Finalement, il a e´te´ propose´ d’introduire un terme qui corrige la
LDA. Par exemple, Perdew et Wang ont propose´ la correction :
x(PW91) = x(LDA)f(u) (1.20)




est une variable appele´e gradient de la densite´.
De manie`re ge´ne´ral, les fonctionnelles GGA sont construites selon deux
types de proce´dures diffe´rentes. Les unes sont de nature empirique, elles
consistent en une interpolation nume´rique de re´sultats expe´rimentaux obte-
nus sur un grand nombre de mole´cules. On peut citer comme exemple de
fonctionnelle construite selon ce processus les fonctionnelles d’e´change note´e
B (Becke88) [12], PW (Perdew-Wang)[13] ou bien encore mPW (“modified
Perdew-Wang”)[14]. Les autres ont e´te´ construites sur la base des principes
de la me´canique quantique. Les fonctionnelles d’e´change B88 (Becke88)[12],
P (Perdew86)[15] ou PBE (Perdew-Burke-Ernzerhof)[16] sont construites de
cette manie`re.
Compare´ a` l’approximation LDA, les e´nergies de liaisons sont re´duites
(plus proches de l’expe´rience), les longueurs de liaisons sont agrandies et les
distances des liaisons hydroge`ne sont raccourcies (et bien mieux de´crites).
Dans les anne´es 1990, de nouvelles fonctionnelles ont e´te´ propose´es afin
d’ame´liorer les re´sultats fournis par les me´thodes GGA. Les fonctionnelles
dites meta-GGA (ou m-GGA) font ainsi intervenir dans les e´quations le
laplacien de la densite´. Elles ame´liorent la pre´cision dans la de´termination
des proprie´te´s mole´culaires mais introduisent des proble`mes au niveau de la
stabilite´ des re´sultats nume´riques. Un des exemples de fonctionnelle m-GGA
est la fonctionnelle de corre´lation B95 de´veloppe´e par Becke [17].
Les fonctionnelles hybrides
Les me´thodes GGA permettent d’obtenir une ame´lioration des re´sultats
par rapport a` une approche LDA. Cependant, l’approche GGA n’est par-
fois pas assez pre´cise pour de´crire correctement les proprie´te´s physiques et
chimiques des mate´riaux.
Un degre´ de pre´cision supple´mentaire est atteint en combinant l’e´change
18/155 D. Kandaskalov
1.3. Approximations utilise´es
et la corre´lation obtenu par les me´thodes GGA avec un certain pourcen-
tage d’e´change de´crit par la the´orie Hartree-Fock [18]. Les fonctionnelles
construites sur ce principe sont qualifie´es de “fonctionnelles hybrides”, on
parle alors de fonctionnelles H-GGA (“hybrid-GGA functional”). Les fonc-
tionnelles HM-GGA (“Hybrid-Meta GGA functional”) repre´sentent une nou-
velle classe de fonctionnelles et font actuellement l’objet de nombreux de´ve-
loppements. Le concept est similaire a` l’approche des fonctionnelles hybrides,
la diffe´rence est que l’on part de fonctionnelle m-GGA a` la place de GGA.
Ces fonctionnelles font donc intervenir l’e´change Hartree-Fock, la densite´
e´lectronique et son gradient ainsi que la densite´ e´lectronique de l’e´nergie
cine´tique (c’est-a`-dire le laplacien de la densite´). C’est le cas, par exemple,
de la fonctionnelle B1B95 [19].
La de´termination du pourcentage d’e´change Hartree-Fock a` inclure dans
la fonctionnelle est de´termine´e de manie`re empirique. L’utilisation de ce type
de fonctionnelle permet une ame´lioration significative des re´sultats et est
devenue depuis plusieurs anne´es le choix le plus populaire dans le domaine
de la chimie quantique.
La fonctionnelle d’e´change-corre´lation hybride B3LYP [20, 21] est donne´e
par :
Exc = aEHFx + (1− a)ELDAx + bEB88x + cELY Pc + (1− c)ELDAc (1.21)
La fonctionnelle B3LYP a montre´ un certain succe`s, mais est difficile-
ment applicable a` l’e´tude des syste`mes pe´riodiques. Re´cemment, une autre
fonctionnelle hybride (appele´e AM05), propose´e par Armiento et Mattsson
[22], a obtenu des re´sultats “encourageant” pour l’e´tude des solides. Elle est
construite a` partir des diffe´rentes fonctionnelles en utilisant un index qui
de´termine localement la nature du syste`me [23]. Concre`tement la fonction-
nelle hybride AM05 a e´te´ construite a` partir de deux syste`mes mode`les :
pour des re´gions repre´sentant localement les phases massives du syste`me et
pour des re´gions repre´sentant localement des surfaces.
Choix de la fonctionnelle
Nous venons de pre´senter un e´chantillon repre´sentatif des fonctionnelles
les plus re´centes et les plus utilise´es. Ces fonctionnelles conduisent a` des
re´sultats quantitativement parfois diffe´rents. Plusieurs e´tudes syste´matiques
ont e´te´ mene´es pour les comparer ou les corriger [24]. L’utilisation d’une




Le tableau 1.1 repre´sente l’e´chelle de perfection des fonctionnelles les
unes par rapport aux autres.
Table 1.1: E´chelle de perfection des fonctionnelles.
E´chelle Fonctionnelle Exemple Temps de calcul
Solution exacte ∞
6e`me e´chelle non locale – 100
5e`me e´chelle Hybride meta GGA B1B95 50
4e`me e´chelle Hybride GGA B3LYP 10
3e`me e´chelle meta GGA BB95 4
2e`me e´chelle GGA BLYP 2
1e`re e´chelle LDA et LSDA SPWL 1
The´orie de Hartree-Fock 1
En physique du solide, rares sont les codes ab initio incluant des fonction-
nelles meta-GGA ou hybrides, ceci en raison du couˆt nume´rique important et
de la complexite´ de l’imple´mentation. Seules les fonctionnelles LDA et GGA
sont couramment utilise´es, la communaute´ scientifique a une “expe´rience”
pre´cise de leurs principaux de´fauts et avantages : les fonctionnelles de type
GGA ou LDA donnent ainsi des longueurs de liaison satisfaisantes compa-
rativement aux donne´es expe´rimentales alors que les fonctionnelles hybrides
les sous-estiment. Les fonctionnelles GGA me`nent a` des modules d’e´lasticite´
en meilleur accord avec les re´sultats expe´rimentaux que ce que l’on peut
obtenir en utilisant la LDA. Les e´nergies de cohe´sion des me´taux sont plus
pre´cises en GGA qu’en LDA.
Dans le cas des e´tudes de surfaces, les corre´lations e´lectroniques sont a`
longue porte´e. Nous pourrions donc nous attendre a` ce que les fonctionnelles
locales ou semi-locales ne soient pas adapte´es pour l’e´tude des surfaces.
Cependant, compare´e a` la GGA qui corrige le terme de corre´lation, la LDA,
en surestimant le terme d’e´change et en sous estimant le terme de corre´lation,
parvient a` “compenser” les erreurs lie´es aux corre´lations a` longue porte´e et
permet de de´crire de manie`re plus correcte les surfaces me´talliques.






L’approche du pseudo-potentiel est base´e sur le fait qu’une grande partie
des proprie´te´s physico-chimiques des mate´riaux de´pendent du comportement
des seuls e´lectrons de valence. En ge´ne´ral, seuls les e´lectrons de la couche la
plus haute en e´nergie participent a` la formation des liaisons chimiques alors
que les e´lectrons des couches internes (e´lectrons dits de “cœur”) sont forte-
ment lie´s au noyau atomique et ainsi ne participent pas ou peu aux proprie´te´s
externes de l’atome. Ainsi nous pouvons conside´rer que dans de nombreux
cas les e´lectrons de cœur ne sont pas alte´re´s par l’environnement de l’atome.
Cette approximation n’est cependant pas toujours valable et ne´cessite dans
certains cas soit l’inte´gration partielle d’e´lectrons de cœur (soit directement
en utilisant un plus grand nombre d’e´lectrons, soit en utilisant des “correc-
tions de cœur” lors de la fabrication des pseudo-potentiels), soit l’utilisa-
tion de codes inte´grant la totalite´ des e´lectrons dans la description des ions
comme dans le code WIEN2k[25]. Ces codes ne´cessitent en contre partie
un effort nume´rique parfois e´norme (temps de calcul qui de´pend en N du
nombre de bandes et donc du nombre d’e´lectrons). Elle permet ne´anmoins
de calculer certaines proprie´te´s incompatibles avec l’approche pseudopoten-
tiel, comme le calcul des seuils d’absorption X, des excitations de cœurs, des
interactions hyperfines etc.
L’approximation de “cœur gele´” consiste donc a` calculer pour l’atome
isole´ la configuration e´lectronique de l’ion. Le nombre d’e´lectrons apparais-
sant de manie`re explicite dans les calculs –et donc le nombre d’e´quations
a` re´soudre– s’en trouve alors fortement re´duit. Si l’approche du cœur gele´
constitue une avance´e importante d’un point de vue nume´rique, son applica-
tion telle qu’e´nonce´e plus haut n’est pas totalement satisfaisante. En effet, les
e´lectrons de cœur apparaissent toujours de manie`re implicite. En me´canique
quantique, toutes les fonctions d’onde de´crivant les e´tats e´lectroniques sont
orthogonales entre elles. Cette condition impose a` la fonction d’onde de va-
lence d’eˆtre orthogonale a` celles de´crivant les e´tats de cœur. En outre, la
fonction d’onde de valence pre´sente une structure nodale peu favorable d’un
point de vue nume´rique. Il s’ave`re plus judicieux de remplacer le ve´ritable
ion de cœur par un potentiel ionique effectif associe´ a` une fonction d’onde
sans nœud. L’emploi d’un potentiel effectif se justifie par la nature quantique
des e´lectrons qui est telle que le potentiel re´pulsif ge´ne´re´ par les e´lectrons de
cœur est compense´ par le potentiel attractif du noyau. Il en re´sulte un po-




Pseudo-potentiels a` norme conserve´e
Pour construire un pseudo-potentiel a` norme conserve´e, il est ne´cessaire
de respecter certaines contraintes. La premie`re condition est l’additivite´. Elle
impose au potentiel effectif total d’un syste`me d’atomes d’eˆtre la somme des
pseudo-potentiels de´finis pour chaque atome. La seconde condition est que
le pseudopotentiel ne doit pas de´pendre de l’environnement chimique de
l’atome qu’il de´crit.
Les vrais fonctions d’onde ψi(r), qui repre´sentent les e´lectrons de valence,
sont remplace´es par des pseudo-fonctions ψpsi (r) en respectant les conditions
suivantes : les ψpsi (r) doivent eˆtre strictement identiques aux vrais fonctions
d’onde (ψi(r)) au-dela` d’un rayon rc (que l’on doit se fixer) et a` l’inte´rieur
de cette sphe`re ψpsi (r) ne doit pas avoir de nœuds (comme repre´sente´ figure
1.1). L’interaction entre les e´lectrons de valence et les ions est la somme de
l’e´nergie coulombienne e´crante´e par les e´lectrons du cœur, des e´lectrons de
valence avec les noyaux, la re´pulsion cœur-valence et de l’e´nergie d’e´change-
corre´lation. Troullier et Martins [29] ont de´veloppe´ une me´thode qui donne
Figure 1.1: Comparaison entre une vraie fonction d’onde et sa pseudo-
fonction d’onde (en haut) et le vrai potentiel et le pseudo-potentiel ge´ne´re´.
une bonne description de la densite´ de charge de valence avec des pseudo-
fonctions norme´es. Mais la conservation de la norme pose certains proble`mes
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dans la mesure ou` les orbitales de valence sont localise´es. Dans ce cas, il
faut utiliser une combinaison line´aire de plusieurs fonctions d’ondes pour les
de´crire correctement.
La principale contrainte impose´e par ce type de pseudopotentiels re´side
dans la ne´cessite´ d’avoir une tre`s forte convergence du calcul. D’autres
classes de pseudo-potentiels ont donc e´te´ propose´es afin de contourner cette
contrainte. Ils s’appellent pseudo-potentiels a` norme relaxe´e.
Pseudo-potentiels a` norme relaxe´e
Comme nous venons de le voir le rayon rc divise la fonction d’onde en
deux parties : cœur=lisse´e, externe=vraie fonction d’onde. Si le rayon aug-
mente la pseudo-fonction est plus lisse, mais la pre´cision en est re´duite. Pour
e´viter cela, le rayon de coupure doit rester relativement petit. Dans cette
logique, Vanderbilt [26] a propose´ une nouvelle me´thode pour construire des
pseudopotentiels ou` la norme peut eˆtre variable. Il a ainsi construit une nou-
velle classe de pseudopotentiels pour lesquelles les pseudo-fonctions d’onde
peuvent eˆtre lisse´es dans la re´gion du cœur. On l’appelle ces pseudopotentiels
“ultrasoft” (ou USPP). Ce changement permet de re´duire l’e´nergie de cou-
pure Ec. En contre partie, les atomes perdent une partie de leur charge. Pour
retrouver cette charge manquante, il est ne´cessaire d’augmenter la densite´
e´lectronique autour des atomes.
L’approche des pseudopotentiels ultrasoft est largement utilise´e dans le
cas des me´taux de transition. Le grand avantage de cette approche est la
convergence rapide.
PAW
Pour e´viter les inconve´nients de l’approche ultrasoft, Blo¨chl [27] a pro-
pose´ une nouvelle me´thode, approche formalise´e par Kresse et Joubert [28].
Elle est base´e sur les meˆmes ide´es que celle des ultrasoft, mais elle conside`re
une grille radiale autour de chaque atome pour reconstruire la densite´ e´lectronique.
L’ide´e de la me´thode PAW (“Projected Augmented Waves”) consiste a` uti-
liser deux sortes de fonctions de base : l’une utilise des fonctions d’onde
atomiques partielles a` l’inte´rieur et l’autre un ensemble de fonctions d’onde
planes dans la re´gion interstitielle. La raison de cette se´paration est le com-
portement du potentiel effectif des e´lectrons de valence : dans la re´gion inter-
stitielle, la densite´ e´lectronique totale est plus faible que celle de l’inte´rieur
des cœurs. Ainsi seules quelques ondes planes sont suffisantes pour de´crire
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correctement les e´tats de valence.
Le me´thode PAW est base´e sur la transformation des fonctions d’onde
des e´lectrons de valence Ψo sur les fonctions lisse´es Ψ
′
o :
|Ψo〉 = αˆ|Ψ′o〉 (1.22)
La condition de la line´arite´ de cette transformation me`ne a` la forme d’ope´rateur
suivante :














avec φo est une fonction d’onde partielle de tous les e´lectrons, qui est solution
de l’e´quation radiale de Schro¨dinger d’un atome isole´. L’indice i correspond
au site atomique, le moment angulaire L est e´gale a` 1. p′i est l’ope´rateur de
rotation sur |φ′o〉. La difficulte´ de cette approche est sa grande difficulte´ a`
mettre en pratique (formulation mathe´matique et nume´rique complexe).
1.4 Fonctions de Blo¨chl et syme´tries
Apre`s avoir de´crit les ions, nous pre´sentons l’approche pour de´crire les
“fonctions d’ondes” φn introduites dans l’e´quation de Kohn-Sham de´crite
ci-dessus en prenant en compte les caracte´ristiques des syste`mes cristallins
e´tudie´s.
1.4.1 Pe´riodicite´ des cristaux et zone de Brillouin
Les syste`mes cristallins e´tudie´s ici sont conside´re´s comme infinis. Nous
tenons compte des conditions aux limites pe´riodiques et les syme´tries du
re´seau pour faire notre choix de fonctions φn utilise´es pour projeter la densite´
e´lectronique ρ(r).
Un cristal 3D est caracte´rise´ par un re´seau de Bravais (au nombre de
14 re´seaux tri-dimensionnels de Bravais). Par syme´trie de translation, les
fonctions d’ondes du syste`me doivent donc ve´rifier la relation suivante (in-
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variance par translations des vecteurs de la maille) :
φn(r) = φn(r+R) (1.25)
avec R = n · ao +m · bo + l · co, ou` ao, bo et co sont les vecteurs de base de
la maille du syste`me cristallin, et l, m, n sont des entiers. Afin de prendre






Au lieu de travailler dans l’espace re´el, nous travaillons donc dans l’espace
de Fourier (espace re´ciproque). De l’e´quation 1.25 on en de´duit que l’espace
de Fourier posse`de les meˆmes syme´tries que l’espace re´el et de la meˆme
fac¸on que l’on peut caracte´riser un cristal par des vecteurs de bases (ao, bo
et co) et un volume e´le´mentaire Vo, l’espace re´ciproque est caracte´rise´ par
une maille e´le´mentaire (ki, i=1, 2 et 3) et un volume e´le´mentaire (en 1/Vo)
appele´ “premie`re zone de Brillouin”. C’est donc dans ce volume que nous
allons calculer les un,k.
Sur la figure 1.2, nous avons repre´sente´ un exemple de premie`res zones
de Brillouin pour les mailles cubiques centre´es et cubiques a` faces centre´es.
Figure 1.2: Premie`re zone de Brillouin des mailles cc (a` droite) et cfc (a`
gauche).
Maillage de l’espace re´ciproque
Pour calculer nume´riquement les fonctions un,k dans un volume, il est
ne´cessaire de de´couper ce volume (la premie`re zone de Brillouin) en petits
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volumes. Ce de´coupage peut eˆtre re´alise´ de diffe´rentes fac¸ons : soit sim-
plement en de´coupant de manie`re uniforme le volume, soit en utilisant des
cellules de Vorono¨ı. En outre si on tient compte des syme´tries ponctuels du
syste`me, nous pouvons re´duire le volume de la premie`re zone de Brillouin
et par la meˆme occasion le nombre de volumes e´le´mentaires ne´cessaires au
calcul final des fonctions d’onde.
Dans ce travail, nous avons utilise´ des grilles de type “Monkhorst-Pack”
[30]. On ne conside`re alors que les points k se trouvant dans la zone de
Brillouin re´duite. Ils constituent les points spe´ciaux de Monkhorst. Leur
nombre et leur choix de´pend de la syme´trie du syste`me, et donc du groupe
ponctuel du syste`me e´tudie´. Par exemple dans le cas d’un cfc ou d’un cc,
on a 48 syme´tries ponctuelles (groupe d’espace 223 et 227), si on utilise une
grille 20×20×20, cela correspond a` 8000 points k. En tenant compte des
syme´tries nous n’avons plus que 770 points k. On re´duit ainsi d’un facteur
10 le temps de calcul ne´cessaire pour une pre´cision e´gale.
1.4.2 Note concernant le lien entre la taille du syste`me et le
temps de calcul
Nous avons maintenant tous les outils pour e´tudier des syste`mes cristal-
lins (ou mole´culaire par la meˆme occasion) : les e´quations de Kohn-Sham
(qui sont auto-cohe´rentes), l’expression de quelques fonctionnelles d’e´change
et de corre´lation, la forme sous laquelle on va chercher les solutions en incor-
porant les syme´tries du syste`me e´tudie´ (ondes planes) avec l’utilisation de
l’espace re´ciproque (et donc la premie`re zone de Brillouin), et une descrip-
tion “simplifie´e” des atomes (pseudopotentiel). Avec tous ces ingre´dients,
nous allons rapidement donner, sans rentrer dans les de´tails, les limitations
nume´riques d’un point de vue pratique.
Le temps requis pour la recherche de la solution de l’e´quation auto-
cohe´rente (en fixant les atomes), Tscf , est :
Tscf = NiterTiter + Tinit (1.27)
ou` Niter est le nombre d’ite´rations auto-cohe´rentes ne´cessaire au calcul de
l’e´nergie de l’e´tat fondamental, Titer est le temps pour une seule boucle
auto-cohe´rente et Tinit = temps d’initialisation (ge´ne´ralement beaucoup plus
court que le premier terme). Le temps requis pour une seule ite´ration auto-
cohe´rente Titer est : Titer = NkTdiag + Trho + Tscf ou` Nk est le nombre
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de points k, Tdiag est le temps pour la diagonalisation ite´rative du hamil-
tonien, Trho le temps pour calculer la densite´ de charge, et Tscf le temps
pour calculer le potentiel d’e´change et corre´lation. Le temps pour la dia-
gonalisation ite´rative du hamiltonien, Tdiag est, quant-a` lui, donne´e par :
Tdiag = NhTh + Torth + Tsub. Nh est le nombre de produits Hψ ne´cessaires
lors de la diagonalisation ite´rative, Th le temps par produit Hψ, Torth le
temps CPU pour l’orthonormalisation, et Tsub le temps CPU pour la diago-
nalisation du sous-espace.
Le temps Th requis pour le produit Hψ est donne´ par Th = g1MN +
g2MN1N2N3log(N1N2N3) + g3MPN . Le premier temps vient du terme
cine´tique et est ge´ne´ralement beaucoup plus petit que les autres termes.
Le second et troisie`me terme viennent respectivement du potentiel local et
non-local. gi sont des pre´-facteurs, M est le nombre de bandes de valence, N
le nombre d’ondes planes, Ni sont les dimensions des grilles FFT pour les
“fonctions d’ondes” et P le nombre de projecteur des pseudo-potentiels.
Au final, on a :
Tscf ∝ NkN3M (1.28)
ou` Nk est le nombre de points k (qui est proportionnel a` 1/N), N est lie´ a`
la taille de la boite et M le nombre de bandes.
1.5 Fre´quences dans les solides
Comme nous le venons de le voir, la DFT est bien adapte´e au calcul
des e´nergies de cohe´sion, des courbes de dispersion e´lectroniques, ou encore
de la re´partition spatiale des e´lectrons. Cependant lorsque l’on s’inte´resse
aux proprie´te´s de re´ponse du syste`me a` une excitation exte´rieure, il devient
ne´cessaire de connaˆıtre pre´cise´ment les e´tats excite´s, comme par exemple le
spectre de phonons, la re´ponse a` un champ e´lectrique, les plasmons etc.
Re´cemment des techniques de re´ponse line´aire tre`s efficaces ont e´te´ pro-
pose´es [31] et ont e´te´ imple´mente´es dans de nombreux codes en association
avec la DFT : ABINIT [32], QESPRESSO [33]. Ces techniques permettent,
par exemple, d’obtenir les matrices dynamiques a` des vecteurs d’ondes arbi-
traires avec un effort nume´rique comparable a` un calcul auto-cohe´rent pour
un syste`me non-perturbe´. Il nous est donc possible d’obtenir les courbes
de dispersions de phonons de manie`re pre´cise sur des grilles fines de vec-
teurs d’onde couvrant la zone de Brillouin toute entie`re, donne´es qu’il nous
sera possible de comparer directement aux donne´es de diffusion de neutron,
de diffusion Raman ou tout autres proprie´te´s physiques (chaleur spe´cifique,
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. . . ).
Une large varie´te´ de proprie´te´s physiques des solides de´pendent du com-
portement de la dynamique du re´seau : diffusion, IR, Raman, spectre de dif-
fusion neutron, chaleur spe´cifique, expansion thermique, phe´nome`nes relatifs
aux interactions e´lectrons-phonons tels que la re´sistivite´ dans les me´taux, la
supraconductivite´, la de´pendance en tempe´rature du spectre optique et tant
d’autres encore.
1.5.1 Modes de vibration dans les solides
En premie`re approche on se propose de se placer dans le cadre du
mode`le des vibrations e´lastiques, ce qui nous permet de supposer que la
re´ponse e´lastique du cristal (ou de la mole´cule) est une fonction line´aire des
forces. C’est ce que l’on appelle l’Approximation Harmonique. Elle e´quivaut
a` faire l’hypothe`se que l’e´nergie e´lastique est une fonction quadratique du
de´placement relatif de deux points quelconques dans le cristal.
En tenant compte des vibrations du re´seau : R−R′ → R−R′ + u(R)−





v[R−R′ + u(R)− u(R′)] (1.29)












[uα(R)− uα(R′)][uβ(R)− uβ(R′)] ∂
2v
∂xα∂xβ
+ . . .
 (1.30)
Le premier terme correspond au potentiel sans tenir compte des vi-
brations (re´seau statique), le second terme correspond (au signe pre`s) a`
la somme des forces qui s’exercent sur les ions a` l’e´quilibre, qui sont an-
nule´es lors de l’optimisation de la structure. Dans le cadre de l’approxi-
mation harmonique on va ne´gliger dans le de´veloppement tous les termes
d’ordre supe´rieur a` 2. Le dernier terme est donc le terme harmonique, que
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avec Dα,β la matrice dynamique du syste`me.








La recherche de solution se fait de la meˆme fac¸on que la recherche des





aνα(qν) exp [iq ·R− iω(q)t] + c.c. (1.33)
ou`  est la polarisation du mode de vibration q.
On est ramene´ a` diagonaliser une matrice 3N × 3N (Dα,β(q), qui est
la “transforme´e de Fourier” de Dα,β(R − R′)) pour chaque vecteur d’onde
q. Dans la pratique, on va utiliser l’invariance par translation des cristaux
en utilisant une base de type transformation de Blo¨chl (comme pour les
fonctions d’onde e´lectronique), ce qui nous permet de re´soudre une e´quation
dans le re´seau re´ciproque en q qui est la meˆme que pour les points k mais
applique´ aux modes de vibration.
Les phonons sont donc ces modes de vibrations du re´seau. Ils sont ca-
racte´rise´s par une e´nergie ω(q) et par un vecteur d’onde q. On peut de´nombrer
le nombre de fre´quences, ou plus exactement le nombre de branches de pho-
nons pour chaque q : on a ωn(q) ou` n correspond aux 3N valeurs propres
dans une syste`me cristallin (dans le cas d’une mole´cule il y a 3N-6 modes, et
le nombre diminue si l’on s’inte´resse a` une mole´cule fixe´e sur une surface...).
En effet, on peut compter 3 de´placements inde´pendants pour chaque atomes
de la cellule unite´ donc 3N modes de phonons. Dans les cas qui nous inte´resse,
N = 32 ou 108, ce qui repre´sente un grand nombre de phonons pour chaque
point-q de la Zone de Brillouin.
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1.5.2 Diffe´rentes techniques de re´solution
Il existe diffe´rentes approches pour calculer les modes de vibration d’un
re´seau. Nous allons en pre´senter quelques unes, sachant qu’il existe de nom-
breuses variantes :
a Le mode`le des constantes de force : on suppose que les atomes sont lie´s
les uns aux autres par des constantes de forces qui sont ajuste´es sur celles
de syste`mes de re´fe´rence : phase diamant par exemple pour le silicium,
germanium, carbone, le nickel pur cfc etc. Le proble`me de cette technique
est le manque d’inde´pendance des parame`tres vis-a`-vis du syste`me de
re´fe´rence utilise´. Il existe alors souvent de gros proble`mes de transfe´rabilite´
d’un syste`me a` un autre.
b La me´thode a` la Baroni [31] que nous ne de´velopperons pas, mais qui
permet de calculer pour n’importe quelle longueur d’onde les modes de
vibrations par re´ponse line´aire (the´orie perturbative de la DFT).
c La me´thode frozen-phonon : elle permet de calculer les modes en de´plac¸ant
les atomes a` la main suivant une direction convenablement choisie.
On calcul alors l’e´nergie pour diffe´rentes amplitudes de de´placement (δ)
choisies et ensuite il ne reste plus qu’a` ajuster l’e´nergie en fonction de
l’amplitude du de´placement relatif des atomes. L’interpolation de cette
courbe par un polynoˆme du second degre´ (ou plus), permet de de´terminer
les fre´quences des modes de vibration. Cette me´thode donne de tre`s bons
re´sultats. En outre on n’est pas oblige´ de s’arreˆter au simple calcul des
fre´quences des modes de phonons. On peut aise´ment avoir acce`s aux temps
de vie des phonons qui sont lie´s a` la de´rive´e troisie`me de l’e´nergie.
Cependant cette technique est fastidieuse lorsque le nombre d’atome de-
vient grand. De plus, il est ne´cessaire d’utiliser des super-cellules dont la
taille doit eˆtre eˆtre commensurables a` la longueur d’onde du mode de vi-
bration e´tudie´. Par conse´quent il est ne´cessaire d’utiliser de tre`s grandes
cellules unite´s, ce qui induit un couˆt qui devient vite tre`s prohibitif. Seul le
calcul en centre de zone (q=0) est envisageable. C’est la me´thode utilise´e
par VASP.
Dans le cas d’un syste`me avec 54 atomes, on a : 54 (nb atomes) × 3 (nb
de modes /atomes) × 2 (nb de de´placements –±δ– pour chaque atome)
+1 (calcul de l’e´tat fondamental) = 325 calculs auto-cohe´rents, pour une
boite de simulation de 54 atomes. Dans la suite de notre travail nous
avons utilise´ δ = 0.02. On peut se rendre compte du couˆt nume´rique




Nous pre´sentons brie`vement la the´orie et les me´thodes d’e´tude des me´canismes
de diffusion.
1.6.1 Principe
Nous nous sommes inte´resse´s aux me´canismes de diffusion des espe`ces
chimiques au sein d’une matrice. La diffusion peut avoir lieu de nombreuses
manie`res diffe´rentes au sein d’un solide : en volume, aux interfaces (joints
de grains, surfaces libres, macles), sur les de´fauts (dislocations etc.) et peut
avoir diffe´rentes origines (diffe´rences de potentiel chimique, de contraintes,
gradients de tempe´rature etc.).
Pour de´crire la diffusion, nous allons nous inte´resser aux me´canismes
e´le´mentaires qui sont a` l’origine de la diffusion de matie`re. Nous allons ainsi
caracte´riser a` l’e´chelle atomique les parame`tres microscopiques de diffusion
comme les fre´quences de saut et les e´nergies de migration. Dans l’approche
atomistique, le processus de diffusion est entre autre caracte´rise´ par un co-
efficient de diffusion note´ D qui s’exprime comme :






ou` Do est le coefficient de diffusion et Hm l’enthalpie de migration qui de´crit
le barrie`re e´nerge´tique entre l’e´tat initial et l’e´tat de transition.
Pour de´terminer le coefficient Do il existe plusieurs approches comme la
the´orie du mouvent ale´atoire d’Einstein, et la the´orie de l’e´tat de transition
de Vineyard [34]. Dans ces deux approches le coefficient de diffusion est
directement relie´ a` la fre´quence de saut de l’atome qui migre.
1.6.2 La the´orie de transition de Vineyard
La the´orie de transition de Vineyard a e´te´ de´veloppe´e en 1957 [34]. Elle
permet de de´terminer les fre´quences de saut, Γ, dans le processus de migra-
tion. Cette the´orie a` la diffe´rence de la the´orie d’Einstein est base´e sur le
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proble`me a` N-corps. La fre´quence de saut est donne´e par :


















ou` la fre´quence d’attaque ν∗ = ν˜exp(SmkB ) est de´finie comme le rapport des
fre´quences de vibrations ωi de l’e´tat initial et de l’e´tat de transition.
Le de´nominateur contient une fre´quence de moins que celui du nume´rateur.
Cette fre´quence est la fre´quence imaginaire du mode de vibration “instable”
de l’e´tat de transition dans la direction qui correspond a` la migration.
Le coefficient Do s’e´crit finalement :
Do = fk · Γ · d2/6 (1.36)
ou` f est un facteur de corre´lation, k est un coefficient qui de´finit le nombre
de possibilite´s de sauts e´quivalents (il de´pend de la structure cristallogra-
phique), d la distance de saut. Dans le cas des cubiques (cs, cfc, et cc) on a
k ∗ d2/6 = a2o, ou` ao est le parame`tre de la maille du re´seau. Pour la migra-
tion d’une monolacune dans la cellule cubique centre´e (Fe), le coefficient de
diffusion est simplement Do = Γ · ao2.
1.6.3 Me´canismes de diffusion
Il existe 6 principaux me´canismes de diffusion dans le volume : les me´cani-
smes circulaires, par e´change, interstitiel, lacunaire (mono ou multi), mixte,
par “crowdion” (voir figure 1.3). Parmi ceux-ci, la diffusion par me´canisme
lacunaire et interstitiel sont les me´canismes les plus souvent e´tudie´s et ob-
serve´s. La diffusion par me´canisme interstitiel est favorable pour les e´le´ments
ayant a priori un encombrement ste´rique faible, comme par exemple l’hy-
droge`ne ou le carbone dans le cfc-Ni (qui sont en insertion dans le re´seau).
On observe un me´canisme lacunaire dans le cas de la diffusion des impurete´s
qui se trouvent en substitution.
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Figure 1.3: Exemples de me´canismes de migration pour diffe´rents types
de de´fauts ponctuels : 1) e´change direct, 2) e´change cyclique, 3) lacunaire,
4) interstitiel direct 5) interstitiel indirect 6) crowdion [35].
1.6.4 Me´thodes de recherche d’e´tats de transition
La recherche de l’e´tat de transition est une question importante non
seulement en physique du solide, mais aussi en chimie dans la recherche des
me´canismes de re´action (e´quation d’Arrhenius). Les “de´fauts” du syste`me
se de´placent le long d’un chemin entre deux configurations (stables ou non).
Celui-ci suit le chemin dont l’e´nergie libre interme´diaire est la plus basse pos-
sible. Ici on s’inte´resse au chemin d’e´nergie minimale (“MEP”, ou “minimum
energy path”, voir figure 1.4).
Figure 1.4: Exemple de chemin de migration MEP.
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Dans l’e´tude de la diffusion d’un atome en volume ou surface, il est donc
tre`s important de connaˆıtre pre´cise´ment l’e´tat de transition, son e´nergie
afin d’en de´duire l’e´nergie d’activation du processus. La position de l’e´tat de
transition revient a` rechercher les points selle de premier ordre sur la surface
de potentiel.
Plusieurs me´thodes ont e´te´ de´veloppe´es pour rechercher l’e´tat de tran-
sition [36, 37] et de chemin de migration [38] . Les me´thodes base´es sur la
recherche de l’e´tat de transition en connaissant la position initiale et la posi-
tion finale (“Double-ended methodes”) sont “Nudged Elastic Band” [39, 40]
et “String method” [41, 42]. Les me´thodes qu’on appelle “Single-ended me-
thods” sont des approches qui ne ne´cessitent pas de connaˆıtre l’e´tat de tran-
sition TST ou l’e´tat final.
Parmi ces me´thodes, la me´thode “NEB” est une des plus efficaces dans la
recherche de l’e´tat de transition, elle a e´te´ utilise´e dans l’e´tude de migrations,
de re´actions chimiques et de transfert de protons. La me´thode NEB est une
technique moins efficace que la me´thode de la coordonne´e de re´action, mais
est par contre plus robuste.
1.7 Charge des atomes
Pour terminer, nous rappelons les principales me´thodes pour e´valuer
la charge atomique dans un syste`me atomique. Ce ne sont pas des obser-
vables physiques mais elles permettent ne´anmoins d’avoir une ide´e quant-a`
la re´partition des charges dans un syste`me quantique. Les calculs the´oriques
comme ceux de VASP fournissent la densite´ de charge e´lectronique pour le
syste`me conside´re´. Il existe plusieurs me´thodes de calculs de charge :
– l’analyse de population de Mulliken [43] ;
– l’analyse de la matrice de densite´ base´e sur une analyse de population
normale (Bader [44] et Hirshfeld [45]).
Les deux me´thodes sont largement utilise´es pour les syste`mes mole´culaires,
alors que dans le cas des syste`mes pe´riodiques on utilise surtout la seconde
approche. Nous avons choisi la me´thode de Bader.
1.8 Conclusion
Dans ce chapitre nous avons pre´sente´ le formalisme de la DFT et les
approches qui ont e´te´ utilise´es au cours de cette the`se. La the´orie DFT a e´te´
soigneusement de´crite, nous avons montre´ sa force mais aussi ses faiblesses.
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Nous avons pre´sente´ les diffe´rentes fonctionnelles d’e´change-corre´lation uti-
lise´es couramment actuellement (LDA, GGA, hybrides...), l’approche des
pseudo-potentiels (a` norme conserve´e, a` norme relaxe´e et PAW). Les zones
de Brouillon et le maillage de l’espace re´ciproque ont e´te´ aussi discute´s. Dans
le chapitre suivant nous discuterons en de´tail des diffe´rents choix et crite`res
de convergence utilise´s dans le cadre de cette the`se.
Enfin, dans la dernie`re partie de ce chapitre nous avons pre´sente´s suc-
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Chapitre 2
Techniques de calcul et
parame`tres de convergence
Dans ce chapitre nous allons discuter des diffe´rents parame`tres et crite`res
de convergence utilise´s au cours de cette the`se. On peut les regrouper synthe´-
tiquement en 2 cate´gories :
1) Le choix du code, de la fonctionnelle et des pseudo-atomes ;
2) L’optimisation des diffe´rents crite`res de convergence :
i) e´nergies de coupure Ecut ;
ii) maillage de la premie`re zone de Brillouin ;
iii) la taille/forme de la boite de simulation.
Quand ces diffe´rents parame`tres seront explicitement choisis, nous pre´sen-
terons quelques tests et comparons les re´sultats aux donne´es de la litte´rature
(the´orique et expe´rimentale) afin de valider les boites de simulations et les
pseudopotentiels utilise´s. Nous discuterons aussi bien des surface et que des
mate´riaux massifs.
2.1 Choix du code de calcul
Nos calculs ont e´te´ effectue´s au moyen du code VASP (“Vienna ab initio
Simulation Package”) [1, 2, 3, 4] qui a e´te´ de´veloppe´ a` partir de 1993 par
J. Furthmu¨ller et G. Kresse a` l’“Institute fu¨r Materialphysik”. VASP a une
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relativement bonne stabilite´, et conduit a` une pre´cision et une efficacite´ pour
les simulations nume´riques ab initio tre`s bonne. Le principal inte´reˆt du code
VASP, est la pre´sence d’une base de pseudo-potentiels comple`tes pour les
principales fonctionnelles GGA et LDA. Ce code est en outre correctement
paralle´lise´ sur 32 et 64 processeurs. Pour ces raisons, le code VASP est
devenu largement utilise´ dans la communaute´.
Les fonctions d’onde utilise´es sont de´veloppe´es sur une base d’ondes
planes en utilisant les pseudopotentiels de type PAW (ou US) [5].
Pour e´chantillonner la zone de Brillouin, nous avons utilise´ la me´thode
de Monkhorst et Pack [6]. Nous avons choisi un remplissage des niveaux
e´lectroniques de type Methfessel-Paxton (smearing=0.2 eV).
Pour relaxer la position des atomes, le volume et la forme de la super-
cellule, nous avons utilise´ l’algorithme de gradient conjugue´.
2.2 Choix de la fonctionnelle
En ce qui concerne l’e´nergie d’e´change-corre´lation, nous avons fait le
choix de la fonctionnelle GGA ou` les termes d’e´change-corre´lation ont e´te´
parame´tre´s par Perdew et Wang [7].
Dans la suite de toute notre e´tude, les effets magne´tique (coline´aire) sont
pris en compte (meˆme si nous ne les reportons pas syste´matiquement). On
obtient ainsi pour le Fe-cc et Ni-cfc des phases ferromagne´tiques, dont les
valeurs du moment magne´tique sont en excellent accord avec les donne´es
de la litte´rature. Dans le calcul des e´nergies des atomes isole´s, les atomes
posse`dent aussi un moment magne´tique non nul.
2.3 Choix des pseudopotentiels
Dans le chapitre pre´ce´dent, nous avons de´crit en de´tails les pseudopo-
tentiels. La bibliothe`que de VASP fournit une base de pseudo-potentiels
optimise´s. Nous avons choisi les pseudopotentials de type PAW qui sont lar-
gement utilise´s et qui donnent de bons re´sultats. Le tableau 2.1 re´sume les
caracte´ristiques des pseudopotentiels des atomes de Fe, Ni et S qui ont e´te´
utilise´s au cours de cette the`se.
L’atome de soufre appartient au groupe des chalcoge`nes (6e`me groupe).
La configuration de l’atome de soufre est 1s22s22p63s23p4 (ou [Ne]2s22p4).
Il contient 6 e´lectrons de valence et 10 e´lectrons de cœur.
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Table 2.1: Caracte´ristiques des diffe´rents pseudopotentiels utilise´s dans
cette the`se.
E´le´ment Fepv Nipv Sh
espe`ce Fe Ni H
Config. e´lectronique fondamentale [Ar] [Ar] [Ne]
Config. e´lectronique 3d64s2 3d84s2 3s23p4
Nb d’e´lectrons de valence 8 10 6
Les atomes de fer et de nickel, sont deux me´taux de transition qui, malgre´
leur proximite´ dans le tableau pe´riodique, ont des proprie´te´s tre`s diffe´rentes.
Le fer a la configuration 1s22s22p63s23p64s23d6, ou [Ar]4s23d6. Ni a deux
e´lectrons de plus : [Ar]4s23d8. Ces deux atomes posse`dent 18 e´lectrons de
cœur.
2.4 Optimisation des parame`tres de convergence
et des boites de simulation
En simulation nume´rique, il y a toujours un certain nombre de pa-
rame`tres a` optimiser pour faire converger les grandeurs que l’on souhaite
calculer. Dans notre cas nous calculons des e´nergies, optimisons des struc-
tures, il nous faut donc nous assurer que les e´nergies et les forces sont bien
converge´es. Apre`s avoir choisi les pseudopotentiels et la fonctionnelle, il faut
optimiser quelques parame`tres : l’e´nergie de coupure (Ecut) et le nombre de
points k dans la premie`re zone de Brillouin.
2.4.1 E´nergie de coupure
Nous avons commence´ notre e´tude par la recherche de l’e´nergie de cou-
pure optimale des ondes planes, Cette e´nergie de coupure correspond a`
l’e´nergie cine´tique maximale (note´ “cut-off”) des ondes planes utilise´es :
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avec comme crite`re de convergence :
1
2 | k +G |
2≤ Ecut (2.2)
Il est donc ne´cessaire de choisir une e´nergie de coupure raisonnable/optimale,
afin de re´duire le temps de simulation.
Nous avons cherche´ a` optimiser cette valeur de l’e´nergie de coupure
(Ecut) afin d’obtenir l’e´nergie Eo du syste`me la mieux converge´e, pour un
couˆt nume´rique minimal. Pour Fe et Ni, nous obtenons une e´nergie de cou-
pure de 400 eV, en ayant pris comme crite`re de convergence 1 meV/atome
(nous avons utilise´ une cellule de travail contenant 2 atomes de Fe (cc) et 4
atomes pour Ni (cfc)) Pour ces deux me´taux, le nombre de points k a e´te´
pre´alablement choisi e´gal a` 12 × 12 × 12, cette valeur sera elle aussi par la
suite optimise´e (voir figure 2.3).
Figure 2.1: Convergence de l’e´nergie totale du cc-Fe (a` gauche) et cfc-Ni (a`
droite) en fonction de l’e´nergie de coupure. Les cellules utilise´es contiennent
respectivement 2 et 4 atomes par maille pour le fer et le nickel.
Une e´nergie de coupure de 400 eV est ainsi suffisante pour le soufre. Pour
cet e´le´ment la taille de la boite de simulation pour le calcul de l’e´nergie de
l’atome isole´ a e´te´ prise e´gale a` 8×8×8 A˚3. Figure 2.2 nous avons repre´sente´
l’e´volution de l’e´nergie de l’atome isole´ en fonction de l’e´nergie de coupure. 1
Nous constatons que si pour le soufre de`s 300 eV, on a une e´nergie pour
l’atome isole´ qui est converge´e, alors que pour le carbone, il est ne´cessaire
d’avoir une e´nergie de coupure plus grande (environ 500 eV).
1. La taille de la boite sera aussi adapte´e par la suite afin d’e´viter les interactions entre
les atomes des boites de simulations voisines.
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Figure 2.2: Exemples de convergence de l’e´nergie totale de l’atome d’hy-
droge`ne, de carbone et de soufre, en fonction de l’e´nergie de coupure.
Ainsi, l’e´nergie de coupure a e´te´ prise e´gale a` 400 eV dans tous
nos calculs.
2.4.2 Maillage de la premie`re zone de Brillouin
L’e´tape suivante consiste en l’optimisation du nombre de points k pour
de´crire la premie`re zone de Brillouin, pour une e´nergie de coupure donne´e.
Pour les atomes isole´s, un maillage de 1×1×1 est suffisant, dans la mesure
ou` nous simulons un atome isole´ et donc sans re´seau de Bravais (avec des
boites de simulations suffisamment grande). Pour cc-Fe et cfc-Ni (mailles
cubiques), nous avons utilise´ des maillages cubiques n×n×n, ou` n varie de
n=4 a` 24 (voir figure 2.3).
Nous avons trouve´ que pour une cellule e´le´mentaire de fer (2 atomes de
fer par maille), le nombre de points-k optimum est 16×16×16 et 14×14×14
pour le nickel (4 atomes de nickel par maille). Quand nous utiliserons une
approche de type “super-cellule”, la grille en points-k sera re´duite inverse-
ment proportionnellement au nombre de super-cellules utilise´es dans chaque
direction (en utilisant le repliement des bandes, voir Tableau 2.2).
Avec ces choix nous pouvons maintenant de´terminer les principales gran-
deurs physiques des phases de re´fe´rences. Les grandeurs physiques calcule´es
sont : le(s) parame`tre(s) de la maille (ao), l’e´nergie du syste`me, le moment
magne´tique (µ, quand il y en a un), le coefficient de compressibilite´ (Bo) et
l’e´nergie de cohe´sion (Ecoh).
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Figure 2.3: Convergence de l’e´nergie totale d’une maille e´le´mentaire de
cc-Fe (droite) et cfc-Ni (gauche) en fonction du maillage de la premie`re zone
de Brillouin : grille n×n×n points k pour une e´nergie de coupure de 400 eV.
Table 2.2: Nombre de points k, en fonction de la taille de la super-cellule
utilise´e.
Nb d’atomes/cellule Taille de la super-cellule Nb de points-k utilise´s
Ni 4 1×1×1 14×14×14
32 2×2×2 6×6×6
108 3×3×3 4×4×4





2.5 E´nergie de l’atome isole´
Pour e´tudier un syste`me isole´ (mole´cule, atome) et calculer son e´nergie,
nous avons utilise´ une grande boite de simulation vide avec notre syste`me
au milieu pour se rapprocher au mieux de la configuration ide´ale. Comme
explique´ ci-dessus, dans l’e´tude de syste`mes isole´s, on a besoin que d’un
seul point k (Γ= (0,0,0)) pour de´crire la premie`re zone de Brillouin (qui est
re´duite a` un point : le centre de zone).
On a recherche´ la taille de la boite de simulation optimale pour obtenir
une e´nergie de l’atome converge´e. La figure 2.4 illustre l’effet de la taille de
la boite sur l’e´nergie totale de l’atome : dans le cas des atomes de H, C et S.
On constate qu’une boite de simulation 12×12×12 est suffisante pour e´viter
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des interactions artificielles (δE < 1 meV).
Figure 2.4: Convergence de l’e´nergie des atomes H, C et S avec la taille de
boite.
Pour un calcul pre´cis de l’e´nergie de l’atome, il est important de choisir
une boite de simulation non cubique afin de lever les de´ge´ne´rescences des
niveaux mole´culaires qui sont introduits artificiellement par le code. Dans
le tableau 2.3, nous reportons des e´nergies pour diffe´rents atomes (boite
cubique 12×12×12 A˚3 et orthorhombique 11×12×13 A˚3).
Table 2.3: Exemple d’e´nergies atomiques (Eatom, en eV) pour H, C et S
pour une boite cubique et orthorhombique.




Nous devons insister sur le fait que l’e´nergie obtenue en DFT pour les
syste`mes a` couches ouvertes (atomes), n’est pas exacte, dans la mesure ou` il
est impossible de reproduire un e´tat multi-configurationnelle a` partir d’une
approche mono-e´lectronique.
2.6 Optimisation des phases de re´fe´rence
Comme nous l’avons souligne´, la DFT permet de calculer l’e´nergie et la
densite´ de charge de l’e´tat fondamental d’un syste`me atomique. Nous pou-
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vons ne´anmoins aussi calculer assez simplement les forces inter-atomiques
(calcule´es au moyen du the´ore`me de Hellman-Feynman[8]) et les contraintes
sur la maille pour une configuration atomique donne´e. A` partir de ces
contraintes, on peut minimiser l’e´nergie du syste`me en fonction des pa-
rame`tres “internes” de notre syste`me : la position des atomes et la taille/forme
de la boite de simulation. La minimisation des forces et des contraintes
peuvent eˆtre re´alise´es de diffe´rentes fac¸ons comme nous allons le voir.
2.6.1 Optimisation de la maille
Il y a deux principales me´thodes pour optimiser le(s) parame`tre(s) de
la maille d’un syste`me (minimisation des contraintes sur la boite de simula-
tion) :
1. Il suffit de re´aliser diffe´rents calculs d’e´nergie pour diffe´rentes valeurs
de parame`tres de maille. La valeur qui minimise l’e´nergie (voir figure
2.5) donne le parame`tre de maille de l’e´tat fondamental.
2. On re´alise un seul calcul en laissant le volume se relaxer par mi-
nimisation de la contrainte sur la boite de simulation, aux moyens
d’algorithmes directement imple´mente´s dans le code. On obtient alors
l’e´nergie et le parame`tre de maille. Le calcul du coefficient de compres-
sibilite´ par exemple est impossible directement avec cette me´thode.
Nous avons obtenu le parame`tre a` l’e´quilibre de la maille du cc-Fe et cfc-
Ni en utilisant la premie`re me´thode. Pour le Fe (cc) on trouve ainsi ao=2.825
A˚ (expt. [9] 2.87 A˚), et pour le Ni (cfc) ao=3.52 A˚ (expt. [9] 3.52 A˚), valeurs
tre`s proches des valeurs expe´rimentales.
Figure 2.5: E´volution de l’e´nergie totale du Fe-cc (a` gauche) et Ni-cfc (a`
droite) en fonction du parame`tre de maille (en A˚).
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2.6.2 E´nergie de cohe´sion
L’e´nergie de cohe´sion d’un cristal est de´finie comme l’e´nergie qu’il faut
apporter au cristal pour se´parer ses constituants en atomes neutres, libres, au
repos, infiniment e´loigne´s les uns des autres [9]. Physiquement, cette e´nergie
est la diffe´rence de l’e´nergie d’un atome dans le volume et son e´nergie a`
l’e´tat isole´.
Ecoh = Ebulk[n ·X]− n · Eatom[X] (2.3)
ou` n est le nombre d’atomes pour de´crire la maille du syste`me. Les e´nergies
des atomes isole´s Eatom[X] ont e´te´ calcule´es avec la me´thode de´crite plus
haut. Nos re´sultats finaux sont donne´s dans le tableau 2.4. Il est important
Table 2.4: Comparaison de l’e´nergie de cohe´sion (Ecoh, en eV/atome) cal-
cule´e et expe´rimentale, et moment magne´tique (en magne´ton de Bohr).
Me´tal Ebulk Eatom Ecoh calcule´ Ecoh exp µ µ exp
cc-Fe 8.16 2.09 5.06 4.28[9] 2.16 2.12[9]
cfc-Ni 5.46 0.59 4.87 4.44[9] 0.62 0.61[9]
de re-pre´ciser que si l’atome dans le volume est “correctement” de´crit en
DFT, l’atome isole´ est mal de´crit, ce qui explique une valeur de l’e´nergie de
cohe´sion diffe´rente par rapport aux expe´riences (voir tableau 2.4).
2.6.3 Module de compressibilite´
Le module de compressibilite´ (“Bulk modulus” ou module de rigidite´)
est de´fini par l’e´quation :






Il caracte´rise la re´sistance du syste`me a` une compression hydrostatique.
Nous avons calcule´ le module compressibilite´ pour le nickel et le fer, on
obtient une valeur de 176 GPa pour le fer et de 197 GPa pour le nickel, en
utilisant l’e´quation d’e´tat de Murnaghan [10] :
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On constate que nos re´sultats surestiment le´ge`rement les valeurs expe´ri-
mentales du module de compressibilite´ (voir tableau 2.5) de +5% pour le
fer et +6% pour Ni. Nos re´sultats sont comparables aux pre´ce´dents travaux
the´oriques sur le Fe [11, 12] et le Ni [13, 16, 17] effectue´s dans l’approximation
GGA.
Table 2.5: Comparaison du module compressibilite´ calcule´ et expe´rimental
(Bo, en GPa).
Bo (ici) Bo (the´o) Bo (expt.)
Fe 176 145 [12], 169 [13], 174 [11], 182 [14], 215 [15] 168 [9]
Ni 197 192 [13], 200 [16], 202 [17], 208 [11], 253 [15] 186 [9, 18]
2.6.4 Conclusion sur les phases de re´fe´rence
Nous avons re´sume´ dans le tableau 2.6 les principaux proprie´te´s phy-
siques du nickel-cfc et fer-cc, que nous avons obtenu (VASP, DFT-PW,
GGA) ainsi que les valeurs expe´rimentales. Nos diffe´rents re´sultats montrent
Table 2.6: Comparaison des parame`tres expe´rimentaux de nickel et
the´oriques (VASP, DFT-PW, GGA) : parame`tres de maille (en A˚), bulk
modulus (en GPa), et e´nergies de cohe´sion (en eV).
nickel fer
Expt.[9] Nos re´sultats Expt.[9] Nos re´sultats
ao 3.52 3.52 2.87 2.82
Ecoh 4.44 4.82 4.28 5.06
µ (en µB) 0.62 0.64 2.12 2.16
Bo 198 186 168 176
un bon accord entre les donne´es expe´rimentales et the´oriques dans le cas des
phases de re´fe´rences avec les pseudopotentiels utilise´s.
Pour aller plus loin, nous avons aussi teste´ les pseudopotentiels dans le
cas d’alliages, afin de tester leurs transfe´rabilite´s.
2.6.5 Transfe´rabilite´
Pour le nickel nous avons donc effectue´ une e´tude comple´mentaire de
cinq sulfures de nickel NixSy afin de tester la validite´ des diffe´rents pseu-
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dopotentiels. Les re´sultats obtenus (voir tableau 2.7) montrent un excellent
accord entre nos re´sultats et les donne´es de la litte´rature, pour ce qui est
des parame`tres de maille.
Table 2.7: Comparaison des parame`tres de la maille optimise´s avec les
donne´es expe´rimentales pour les NixSy[19].
NixSy groupe nb (atomes) ao, A˚ ao, A˚ (exp) co, A˚ co, A˚ (exp)
Ni3S4 D72 14 9.474 9.474 - -
NiS B13 6 9.594 9.607 3.140 3.143
NiS B81 4 3.474 3.440 5.114 5.351
Ni3S2 D5e 5 5.733 5.596 7.119 7.485
NiS2 C2 12 5.626 5.6865 – –
2.6.6 Conclusion
De ces e´tudes, nous pouvons conclure que les pseudo-atomes utilise´s ont
une bonne transfe´rabilite´.
2.7 Approches super-cellule pour l’e´tude des de´fauts
Alors que l’e´tude des phases pures (ou de re´fe´rences) ne doit pas de´pendre
du nombre de mailles e´le´mentaires et de la taille/forme des boites de simu-
lation utilise´es (grandeurs intensives), l’e´tude des de´fauts va elle eˆtre tre`s
fortement de´pendante de celles-ci. Le cas d’un cristal parfait meˆme avec
une seule lacune ou de tout autre de´faut ponctuel (ou non) devient en effet
plus complique´ dans la mesure ou` la syme´trie associe´e a` la translation du
syste`me devrait eˆtre brise´e. Mais nous travaillons avec des conditions aux li-
mites pe´riodiques. Il faut donc faire attention au syste`me repre´sentatif utilise´
dans nos simulations et controˆler nos simulations (et ce que l’on calcul).
L’approche “super-cellule” change un cristal parfait avec un seul de´faut
par un syste`me avec une infinite´ de de´fauts qui normalement “n’interagis-
sent” pas entre eux. Dans ce cas, l’approche “super-cellule” doit respecter
une condition : la taille de la super-cellule doit eˆtre suffisamment grande
pour e´viter les interactions d’un de´faut avec ses images pe´riodiques (voir fi-
gure 2.6). Mais ce choix de la taille d’une telle super-cellule fait l’objet d’un
compromis : le temps de calcul et la pre´cision du calcul.
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Figure 2.6: Reproduction 2D de quatre super-cellules (2×2) pe´riodiques
repre´sentant le cristal ide´al a` gauche et le cristal ide´al avec une la-
cune a` droite ou` la taille de la super-cellule doit eˆtre assez grande afin
d’e´viter/limiter les interactions entre 2 lacunes de cellules voisines.
Dans la suite nous serons amene´s a` utiliser des super-cellules de type
n×n×n ou` n=3, 4 et 5. Dans certains cas, des boites non cubiques seront
utilise´es, comme dans le cas de l’e´tude de de´fauts line´aires.
2.8 Les surfaces
Pour e´tudier les proprie´te´s des surfaces nous devons “changer” de boites
de simulations. Comme nous travaillons toujours avec des conditions aux
limites pe´riodiques dans les 3 directions de l’espace, il est ne´cessaire de
mode´liser une surface infini par une boite contenant des couches plus ou
moins minces se´pare´es par du vide. Nous allons pre´senter la de´marche utilise´e
pour de´crire les surfaces e´tudie´es.
2.8.1 Mode´lisation des surfaces
La mode´lisation d’une surface est la meˆme que pour celle du volume,
sauf qu’il faut introduire la surface et donc du vide le long d’une direction
donne´e (ici le long de l’axe z). Par pe´riodicite´ on se retrouve donc avec 2
interfaces par boite (en haut et en bas de la boite de simulation). Sur les




Figure 2.7: Repre´sentation des surfaces de fer-cc : Fe(100) et Fe(110).
Pour assurer une bonne description de la surface, il faut respecter au
moins deux conditions :
1. les atomes au centre de la couche doivent avoir les meˆmes proprie´te´s
que les atomes en volume : cela nous impose un choix minimal du
nombre de couches d’atomes composant le syste`me, note´ nc ;
2. le vide doit eˆtre suffisamment grand (mais pas trop) pour e´viter les
interactions entre les deux surfaces : choix de la taille du vide, comp-
tabilise´ en nombre de couches atomiques e´quivalentes, note´ nv.
Pour l’e´tude des surfaces pures, nous utilisons les parame`tres optimise´s
pour le volume (e´nergie de coupure, points-k et parame`tres de la maille).
Plus pre´cise´ment en ce qui concerne le choix du nombre de points k, on doit
prend le meˆme nombre que pour le volume dans le plan x-y et 1 seul point-k
selon l’axe z. Il restera a` optimiser maintenant nc et nv. Nous e´valuerons ces
crite`res sur les e´nergies de surface.
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Figure 2.8: Repre´sentation de surfaces de nickel-cfc : Ni(100) et Ni(111).
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2.8.2 Construction de la boite de simulation contenant des
surfaces
cas des cfc
Nous nous sommes restreints a` l’e´tude de 2 surfaces pour le nickel-cfc :
Ni(100) et Ni(111). Dans le cas de Ni(100) la maille e´le´mentaire c(1x1) (2




 1 0 00 1 0
0 0 12 · l
 ·
 ao · xao · y
ao · z
 (2.6)
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
·
 ao · xao · y
ao · z
 (2.7)
En ce qui concerne la surface Ni(111) de taille c(1×1) (2 atomes par couche),
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Dans le cas des cubiques centre´s, nous avons conside´re´ les surfaces pures




 1 0 00 1 0
0 0 12 · l
 ·
 ao · xao · y
ao · z
 (2.10)
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· · · · · · n−1l

·
 ao · xao · y
ao · z
 (2.13)
2.8.3 Optimisation des couches minces
Il existe deux me´thodes d’optimisation des syste`mes a` couches : la me´thode
syme´trique et la me´thode asyme´trique. Ces deux me´thodes ont leurs avan-
tages et leurs inconve´nients. La grandeur caracte´ristique alors associe´e au
syste`me est l’e´nergie de surface γsurf . On cherchera alors a` optimiser notre
syste`me pour avoir cette grandeur converge´e.
Me´thode syme´trique
La me´thode syme´trique consiste en l’optimisation du syste`me couche de
la meˆme fac¸on que le volume : tous les atomes sont libres de relaxer (et la
maille aussi). L’e´nergie de surface γsurf se calcule par :
γsurf =
1
2(Eo − ncEb) (2.14)
ou` Eo est l’e´nergie de la cellule de la simulation d’une surface, nc le nombre
des couches atomiques et Eb est l’e´nergie d’une couche dans le cristal par-
fait. L’optimisation de la surface syme´trique se fait de la manie`re suivante.
D’abord on optimise le nombre de couches vides nv et ensuite le nombre de
couches nc.
(i) Pour de´terminer le nombre des couches vides nv, on fixe le nombre de
couches atomiques (n=3 par exemple). Nous optimisons le nombre nv
en utilisant comme crite`re de convergence l’e´nergie de surface γsurf a`
0.5 meV/atome pre`s.
(ii) Une fois nv de´termine´, on cherche l’e´paisseur du syste`me nc. On aug-
mente le nombre de plans atomiques, libres de relaxer, jusqu’a` la
convergence des trois crite`res suivants :
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(a) Les forces doivent eˆtre infe´rieures a` 5 meV/A˚ au milieu du syste`me
afin de garder les proprie´te´s de volume de me´tal.
(b) La relaxation de la distance inter-planaire doit eˆtre ne´gligeable au
milieu du syste`me. Une condition supple´mentaire d’optimisation
de surface est la convergence de la distance entre premiers deux
couches de surfaces.
(c) Convergence de l’e´nergie de surface. Cette condition est la plus
importante. Cependant l’e´nergie de surface dans certains cas peut
eˆtre difficile a` converger avec nc. Comme il a e´te´ montre´ par Boett-
ger [20] qu’il est plus pre´cis de calculer l’e´nergie de surface par la
pente de la courbe Eslab = f(nc) (ajustement line´aire).
Me´thode asyme´trique
Cette me´thode propose´e par Boettger [20, 21, 22, 23, 24, 25, 26] consiste
a` diviser les couches atomiques en deux types : les couches fixe´es et celles
a` relaxer. Le but de cette me´thode est de re´duire le temps de calcul lie´
a` la relaxation des plans atomiques. L’optimisation des couches est plus
complique´e car elle ne´cessite de de´finir deux types de couches : les rigides nr
et celles que l’on va relaxer nl. La de´marche du calcul de l’e´nergie de surface
est aussi plus complique´e dans la mesure ou` deux types d’e´nergie de surface
vont apparaˆıtre : non-relaxe´e (avec l’e´nergie Eurlx) et relaxe´e (avec l’e´nergie
Erlx).
L’optimisation des nombres nv et nc se fait de la manie`re suivante :
i) L’optimisation du nombre de couche de vide se fait de la meˆme manie`re
que sans la me´thode syme´trique.
ii) Le nombre de couches libres nl est augmente´ jusqu’a` une convergence
de l’e´nergie de surface asyme´trique et de la distance inter-planaire entre
la dernie`re couche rigide et la premie`re couche libre a` relaxer (δd/d ≤
10−4).
Conclusion
Dans la suite, nous avons donc opte´ pour la premie`re approche, plus
facile a` mettre en œuvre.
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2.8.4 Optimisation du nombre de couches de vide
Cas du fer Entre ces deux me´thodes, nous avons choisi la me´thode syme´trique.
Nos surfaces contiennent au maximum 8 atomes par couche. E´tant donne´
que les surfaces Fe(100) et Fe(111) posse`dent un plan de syme´trie, cela per-
met de re´duire le nombre de points k. L’e´volution de l’e´nergie totale en
fonction du nombre de couches libres (nv) pour les surfaces de Fe(100) et
Fe(110) montre que l’e´nergie de surface est converge´e de`s 6 couches libres
(d=12.7 A˚) pour Fe(110) et 5 couches libres (d=12.0 A˚) pour Fe(100) (voir
figures 2.9).
Figure 2.9: E´nergies de surface γ100 et γ110 (en eV par atome composant
la surface) du fer-cc en fonction du nombre de couches de vide nv.
cas du nickel On obtient une e´nergie de surface converge´e de`s 7 couches
libres pour Ni(100) (d=12.3 A˚) et 8 couches libres pour Ni(111) (d=16.3 A˚)
(voir figures 2.10).
2.8.5 Optimisation du nombre de couches de matie`re
A` partir du nombre de couches vides converge´es pour les quatre surfaces,
nous avons optimise´ le nombre de couches le long de l’axe z. Les figure 2.11
et 2.12 repre´sentent la variation de l’e´nergie de la surface en fonction de nc.
Pour les toutes les surfaces (fer et nickel), le nombre minimal de couches
de syste`me nc est 12, comme le montre les figures 2.11 et 2.12.
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Figure 2.10: E´nergies de surface γ100 et γ111 (en eV par atome composant
la surface) de Ni-cfc en fonction du nombre de couches de vide nv.
Figure 2.11: E´volution des e´nergies de surface γ100 et γ110 (en eV par
atome composant la surface) pour Fe-cc en fonction du nombre de couches
nc, a` nv fixe´.
Figure 2.12: E´volution des e´nergies de surface γ100 et γ111 (en eV par
atome composant la surface) du Ni-cfc en fonction du nombre de couches




Dans le tableau 2.8, nous avons regroupe´ les diffe´rents parame`tres opti-
mise´s pour chacune des surfaces.
Table 2.8: Parame`tres optimums pour simuler des surfaces de cc-Fe et de
cfc-Ni : nv le nombre de couches de vide, dv la taille du vide (en A˚), nc le
nombre de couches de matie`re, γ l’e´nergie de surface, F la force maximale en
fin de simulation (F en meV/A˚), et d/do distance entre deux couches voisines
dans le syste`me avec l’interface/distance entre deux couches voisines sans
interface et le moment magne´tique en magne´ton de Bohr par atome.
Surfaces Fe(100) Fe(110) Ni(100) Ni(111)
nv 8 5 7 8
dv [A˚] 12.7 12.0 12.3 16.3
nc 12 12 13 12
γ, [eV/atom] 1.29 0.87 0.78 0.57
γ [J/m2] 2.58 2.45 2.01 1.70
F [meV/A˚] 3 2 2 2
d/d0 [%] 0.33 0.27 0.04 0.02
µ [µB] 2.36 2.32 0.63 0.62
2.8.7 Comparaison avec la litte´rature
E´nergies de surface
Nos re´sultats sont en bon accord avec les donne´es the´oriques expe´rimentales
de la litte´rature. L’e´nergie de surface Fe(100) (2.58 J/m2) est plus grande
que celles des autres travaux the´oriques [27, 28, 29, 30] qui se situent dans
la fourchette de 2.22-2.48 J/m2. Elle est comparable a` l’e´nergie de surface
polycristalline obtenue par Boer [31]. L’e´nergie de surface pour Fe(110) (2.45
J/m2) est proche de celle obtenue par Blonski [30] ou encore de celle obte-
nue expe´rimentalement par Tyson [33]. Nos re´sultats pour les deux surfaces
de nickel (Ni(100) et Ni(111)) sont infe´rieures aux re´sultats expe´rimentaux.
Au niveau the´orique, nos re´sultats (tableau 2.9) sont comparables a` ceux de
l’e´tude de Kuznetsov [34] (pour Ni(100)) et de Chen [35] (pour Ni(111)) .
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Table 2.9: Les e´nergies de surfaces pour le cc-Fe et cfc-Ni.
E´nergie de surface, en J/m2
Surface Nos re´sultats Re´sultats the´o. Donne´es exp.
Fe(100) 2.58 2.22 [29], 2.25 [27], 2.29 [28], 2.48[30]
Fe(110) 2.45 2.26[27] , 2.27 [28], 2,37 [30], 2.66 [32] 2.41 [33], 2.55[31]
Ni(100) 2.02 1.76[35], 1.98[34], 2.42[29]
Ni(111) 1.70 1.62[35], 1.86[34], 2.01[29] 2.38[33] 2,45[31]
Potentiel moyen et travail de sortie
La dernie`re proprie´te´ que nous avons regarde´ est le potentiel moyen le
long de l’axe z et le travail de sortie des diffe´rentes surfaces. A` partir des
donne´es sur le potentiel moyen, nous pouvons savoir si au centre de la couche,
les atomes sont soumis au meˆme potentiel que dans le mate´riau massif, et
au niveau du vide, si les faces se voient. En ce qui concerne le travail de
sortie, nous pouvons estimer son ordre de grandeur et le comparer avec les
mesures expe´rimentales.
Figure 2.13, nous avons repre´sente´ le potentiel moyen (z-potentiel) pour
les 2 surfaces de fer (le cas du nickel n’est pas pre´sente´ ici). Le plateau
horizontal dans la re´gion du vide confirme l’absence de toute interaction
entre une surface et son image pe´riodique. Au centre les oscillations du
potentiel correspondent bien a` celles du mate´riau massif.
Figure 2.13: Le potentiel moyen le long de l’axe z des surfaces Fe(100) (a`
gauche) et Fe(110) (a` droite).
A` partir de ces donne´es nous pouvons e´valuer le travail de sortie des
surfaces de fer et les comparer aux donne´es expe´rimentales. Il correspond
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a` l’e´nergie ne´cessaire pour extraire un e´lectron de la surface. On l’obtient
par la diffe´rence d’e´nergie entre le niveau de Fermi du me´tal et “l’e´nergie
du vide” (plateau). Nous trouvons respectivement 4.01 et 4.94 eV pour les
surfaces Fe(100) et Fe(110). Ces valeurs sont a` comparer aux travaux de
sortie the´oriques (4.73 eV pour Fe(110)[41]) et mesures expe´rimentales (4.21
eV pour la surface Fe(100)[40] et 4.5–4.70 eV pour les surfaces polycristallines
[42, 43]). Nos re´sultats concordent bien avec les donne´es de la litte´rature.
2.9 Conclusion
Dans ce chapitre, nous avons pre´sente´ les diffe´rents parame`tres de conver-
gence que nous avons utilise´ dans nos calculs : l’e´nergie de coupure Ecut, le
maillage de la premie`re zone de Brillouin, le choix de la taille de la boite de
simulation des fonctionnelle et des pseudo-atomes etc. Ces parame`tres nous
ont permis de calculer et d’optimiser les diffe´rentes grandeurs physiques des
phases de re´fe´rences (cc-Fe et cfc-Ni) comme les parame`tres de la maille ao
de l’e´tat fondamental, les e´nergies de formation, de cohe´sion, le magne´tisme,
le coefficient de compressibilite´ Bo et d’autres proprie´te´s. La comparaison
de ces re´sultats avec les donne´es expe´rimentales, nous a permis de valider
notre approche.
Enfin nous avons pre´sente´ les surfaces e´tudie´es ainsi que les proprie´te´s
e´le´mentaires de celles-ci. La` encore, la comparaison avec les donne´es de la
litte´rature ont permis de valider nos syste`mes.
Dans la suite nous utiliserons ces crite`res de convergence ainsi que les
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Chapitre 3
E´tude des petites cavite´s par
DFT dans le fer-α
Dans ce chapitre nous pre´sentons l’e´tude des de´fauts simples et e´tendus
de type lacunes et des petites cavite´s dans le fer-cc. Les re´sultats des simu-
lations ab initio vont nous permettre d’identifier les diffe´rentes structures
de ces objets mais aussi de calculer des e´nergies (de formation, liaison) afin
de proposer une zoologie pre´cise a` petites tailles des cavite´s. Ces de´fauts
sont tre`s pre´sents dans les cascades d’irradiation (meˆme si ils peuvent se
recombiner rapidement), ou encore ils apparaissent leur de la formation de
cavite´ dans des mate´riaux soumis a` l’oxydation. Cette oxydation peut sous
certaines conditions entraˆıner la formation de cavite´s (de tre`s grande taille,
nanome´trique et plus) et ainsi entraˆıner une de´te´rioration rapide des pro-
prie´te´s du mate´riau.
Dans ce chapitre nous allons donc pre´senter de manie`re progressive l’e´tude
des mono-lacunes, dilacunes, tri-lacunes et ensuite les multilacunes de plus
grandes tailles Vn n=5-15. Les aspects e´nerge´tiques seront aborde´s, mais
nous nous inte´resserons aussi a` la migration des objets les plus simples.
Nous verrons que nous arrivons a` de´gager des proprie´te´s communes pour les
cavite´s de petites tailles. Enfin a` partir de ces re´sultats nous proposerons
une approche simple permettant de calculer des e´nergies de formation pour
des cavite´s de grandes tailles. Le but de cette e´tude est de disposer d’un
ensemble d’information permettant de de´crire des cavite´s de petites tailles




L’e´tude du roˆle des de´fauts comme les lacunes ou les cavite´s concerne
un grand nombre de travaux expe´rimentaux et the´oriques [1]. Les de´fauts
du re´seau participent par exemple a` la diffusion des atomes [2, 3]. La dif-
fusion par un me´canisme lacunaire permet ainsi de diminuer les barrie`res
e´nerge´tiques et ste´riques [4, 5]. Les de´fauts de Frenckel peuvent apparaˆıtre
lors des cascades d’irradiation des mate´riaux. Les lacunes et les cavite´s
peuvent conduire a` un changement de microstructure du mate´riaux et en-
suite a` des modifications de proprie´te´s [6]. Ces de´fauts produisent des de´gaˆts
dans les proprie´te´s me´caniques des alliages comme la fragilisation, la perte
de la te´nacite´ etc. [7].
E´valuer la concentration en lacunes (cavite´s) est donc primordiale. La
formation de cavite´s se passe par diffe´rentes types de re´actions de lacunes.
Cette re´action est initie´e par la ge´ne´ration des lacunes super-sature´es et
se terminent par leurs disparitions. Les lacunes peuvent se former sous les
conditions de trempe (“quenching”) de hautes tempe´ratures [8, 9, 10], ir-
radiation par des e´lectrons [11], ions [12, 13], neutrons [14, 15] ou lors de
de´formations a` haute vitesse [16] ou meˆme pendant l’oxydation [17].
Il a e´te´ observe´ que les me´taux avec des mailles diffe´rentes comme les
syste`mes cubiques centre´s [18], cubiques a` faces centre´es [19] ou hexagonaux
compacts [20] ont des propensions diffe´rentes a` former des cavite´s [21]. En
ge´ne´ral, les re´actions de de´fauts ponctuels pour former les de´fauts complexes
ont e´te´ observe´es pour les diffe´rents types de structures cristallographiques
de me´taux et pour les diffe´rentes types de traitement lors de sa production
[21].
Cependant, le processus de croissance des cavite´s reste encore peu clair
a` cause des difficulte´s expe´rimentales. Seules quelques corre´lations existent
entre la forme des amas et la structure cristalline du mate´riau [21]. La
cine´tique de re´action des de´fauts ponctuels pendant la nucle´ation et la crois-
sance de type interstitiel de boucle de dislocation est bien connue pour tous
les types des me´taux [11]. Les e´tudes the´oriques peuvent permettre de mieux
comprendre la formation des cavite´s dans les me´taux.
3.2 La monolacune
Comme e´tude pre´liminaire aux petites cavite´s/multilacunes (Vn, n=1-
15), nous allons pre´senter une e´tude de´taille´e de la formation, migration du
de´faut le plus simple : la monolacune.
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Dans le cas de la monolacune, nous nous sommes inte´resse´s a` l’e´tude de
celle-ci au sein du re´seau –e´nergies de formation, de migration– mais aussi
de son interaction avec des surfaces libres du fer. Nous avons envisage´ le cas
des surfaces denses de Fe(100) et Fe(111). Nous avons regarde´ a` partir de
quand une lacune n’interagit plus la surface.
3.2.1 Rappels thermodynamiques
Pour cre´er une lacune dans un solide contenant N sites, un atome doit
eˆtre enleve´ et place´ a` la surface de celui-ci. Cette ope´ration induit un chan-
gement de l’enthalpie libre de Gibbs (Gf1v) qui est donne´e par :
Gf1v = H
f
1v − TS1v (3.1)
ou` l’exposant “f ” traduit la formation de la lacune, l’indice 1v identifie la
nature du de´faut, ici une monolacune. L’enthalpie Hf1v correspond a` l’en-
thalpie de formation de la monolacune qui est e´gale au travail fourni dans le
processus de cre´ation de ce de´faut. Le terme S1v de´signe, quant-a` lui, la va-
riation de l’entropie du cristal lors de l’introduction de la monolacune. Cette
entropie se de´compose en deux termes : l’entropie de configuration (note´e
Sc1v) lie´e au nombre de fac¸on d’organiser les monolacunes dans le re´seau, et
l’entropie de formation (note´e Sf1v) lie´e a` l’entropie de vibration, associe´e au
changement des modes de vibration du re´seau lors du processus de cre´ation
de la monolacune.
Dans le mode`le simple d’Einstein, l’entropie de formation est donne´e
par :






ou` Z repre´sente le nombre de plus proches voisins autour de la monolacune,
et ν et ν∗ respectivement les fre´quences de phonons avant et apre`s introduc-
tion de la monolacune. Pour e´valuer l’entropie de configuration, il suffit de
compter le nombre de possibilite´ (Wc) de re´partir n monolacunes dans un
cristal posse´dant N sites. Il est donne´ par :
Wc =
N !
(N − n)!n! (3.3)
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L’entropie de configuration du syste`me est alors donne´e par
Sc1v = kB lnWc (3.4)
ce qui donne en utilisant la formule de Stirling (lnN ! ' N lnN −N) :
Sc1v ' −kBN (C1v lnC1v + (1− C1v) ln(1− C1v)) (3.5)
ou` C1v = nn+N ' nN (quand n  N) correspond a` la concentration en
monolacunes. Le changement total dans l’enthalpie libre de Gibbs, lors de
la cre´ation des n monolacunes, peut alors s’e´crire :
∆G = nGf1v = nH
f
1v − T (nSf1v + Sc1v) (3.6)
La concentration de monolacunes pre´sente a` l’e´quilibre thermodyna-
mique (a` la tempe´rature T ), est obtenue en minimisant l’enthalpie libre














On obtient donc un lien entre l’e´nergie de formation de lacunes et leur













ou` Z la coordination du re´seau, S2v l’entropie de la bilacune et Hb2v son
e´nergie de liaison, calcule´e par Hb2v = E
f
2v − 2Ef1v.
3.2.2 Lien entre enthalpie et calculs DFT
Comme nous l’avons vu dans le chapitre 1, les simulations DFT per-
mettent de calculer l’e´nergie Eo de syste`mes atomiques. Cette e´nergie Eo
correspond ici a` l’enthalpie du syste`me (H) :
H = Eo + p · V (3.9)
68/155 D. Kandaskalov
3.2. La monolacune
Le terme p · V est ici ne´glige´ (calculs a` volume relaxe´).
L’enthalpie de formation d’une lacune (Hf1v e´q. 3.6) est de´finie comme la
diffe´rence d’e´nergie du syste`me avec une lacune et l’e´nergie de volume avec
le meˆme nombre d’atomes :




ou` Eo[(N-1).X] est l’e´nergie totale du syste`me avec la lacune (N-1 atomes
X), Eo[N.X] l’e´nergie totale du syste`me sans lacune. Par analogie, l’e´nergie
de formation d’une multilacune Vn s’exprime par :




3.2.3 Stabilite´ des monolacunes
Re´sultats expe´rimentaux
Les monolacunes dans le fer ont e´te´ longuement e´tudie´es expe´rimentale-
ment. Le fer existe sous deux e´tats magne´tiques en fonction de la tempe´rature
(Tc = 910˚ C) : le fer ferromagne´tique et le fer paramagne´tique.
Kim [23], qui a suppose´ que l’e´nergie des deux e´tats e´tait la meˆme, a
obtenu une e´nergie de formation de la lacune de 1.4 ±0.1 eV pour le fer pa-
ramagne´tique en utilisant la me´thode de corre´lation angulaire (NPC - “nor-
malized peak counting in angular correlation”). 1 Matter [24], en utilisant la
meˆme technique, a obtenu 1.6 ±0.1 eV. Maier [25] et Shaefer [26] ont, quant-
a` eux, utilise´ le parame`tre W de l’e´largissement Doppler dans l’e´tude de
l’e´nergie de formation la lacune. Ils ont obtenu une valeur proche : 1.5 ±0.1
eV (en supposant aussi que les deux e´tats magne´tiques e´taient e´quivalents).
Shaefer a e´te´ le premier a` distinguer les deux e´tats magne´tiques du fer.
D’apre`s lui, l’e´nergie de la formation de la lacune est alors e´gale a` 1.53
±0.15 et 1.6 ±0.1 eV pour le fer paramagne´tique et ferromagne´tique respec-
tivement.
Dix ans apre`s, Schaefer [27] a re´e´value´ ces e´nergies en utilisant la tech-
nique de spectroscopie a` temps de vie de positron. Il a obtenu une valeur
plus pre´cise de l’e´nergie de formation de la lacune pour les deux e´tats de
1. L’e´tude par annihilation de positrons est une technique assez pre´cise, mais son prin-




fer, 1.8±0.1 et 1.7±0.1 eV, et 0.6 eV pour l’e´nergie de migration, valeur tre`s
diffe´rente de celle obtenue au cours de sa pre´ce´dente e´tude.
En 1983, Schepper [28] a montre´ que la technique de mesure du pa-
rame`tre S (e´largissement de Doppler) permet aussi de distinguer les deux
e´tats magne´tiques du fer. Pour le fer ferromagne´tique il a mesure´ une e´nergie
de la formation de 2.0 ±0.2 eV et 1.8 ±0.1 eV pour l’e´tat paramagne´tique.
Vehanen et al. [29] a obtenu, par la me´thode “spectroscopie de temps de
vie”, une valeur de 0.55 eV a` 220 K pour l’e´nergie de migration de la lacune.
Cette valeur est proche de celle obtenue par Schaefer [27].
Les re´sultats expe´rimentaux pour l’e´nergie de formation de la lacune
pre´sentent donc une dispersion assez importante : de 1.5 a` 2.0 eV (voir
tableau 3.1), alors que pour la migration de la lacune il y a seulement deux
jeux de donne´es : 0.55-0.60 eV et 1.28 eV qui sont la` encore assez diffe´rentes.
Il est a` noter que l’e´tude expe´rimentale de la migration de´pend beaucoup
de la purete´ du me´tal, de la pre´sence –meˆme faibles– d’impurete´s (comme
le carbone), qui peuvent influer fortement sur la mesure de l’e´nergie de
migration.
Table 3.1: Donne´es expe´rimentales de l’e´nergie de formation (Hf1v, en eV),
de migration (Hm1v, en eV) de la monolacune.
Ref. Me´thode Hf1v Hm1v
ferromagne´tique paramagne´tique
[25] parame`tre W 1.5 ±0.1 1.5 ±0,1
[26] parame`tre W 1.60 ±0.15 1.53 ±0.15
[23] NPC 1.40 ±0.1 1.40 ±0.1
[24] NPC - 1.60 ±0.1
[28] parame`tre S 2.0 ±0.2 1.79 ±0.1
[27] temps de vie positron 1.81 ±0.1 1.74 ±0.1 0.6
[29] temps de vie positron, 220K 0.55
Concernant la mesure de Do, il y a peu de travaux expe´rimentaux. On
peut citer, le travail non-publie´ de Hettich [30] qui propose Do=1.0 cm2/s
et celui de Shaefer [26] Do=0.5 cm2/s.
Re´sultats the´oriques
E´nergies de formation En 2000 Soderling [31] a utilise´ la me´thode FP-
LMTO (“full potential linear muffin-tin orbital”) avec les fonctionnelles LDA
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et GGA pour e´tudier la formation de la lacune dans de nombreux me´taux
cubiques centre´s (V, Cr, Fe, Nb, Mo, Ta et W). Il en a conclu que, pour le
fer, les re´sultats GGA sont plus proches de la valeur expe´rimentale que ceux
de la LDA. Korzhavyi [32] en utilisant une me´thode base´e sur les fonctions
de Green a` N corps (“order N LSGF”) a obtenu une valeur de formation de
la lacune pour le fer ferromagne´tique e´gale a` 2.25 eV (volume non relaxe´) et
pour le fer paramagne´tique 1.30 eV (non relaxe´).
Table 3.2: Donne´es the´oriques de l’e´nergie de formation de la monolacune
(Hf1v, en eV). Nous reportons pour information le nombre d’atomes dans la
boite, le nombre de points k et si la boite a e´te´ relaxe´e ou non.
Me´thodologie Hf1v Ref. taille de la boite nb pt k relaxe´e
LSGF-LDA 2.25 Korzhavyi[32] 54 - non
FPLMTO-LDA 2.18 Soderlind [31] 27∗ oui
EAM 1.63 Domain[33] **
SIESTA-GGA (PBE) 2.07 Fu[36] 128 27 non
US-GGA (PW92) 1.95 Domain[33] 54 125 oui
PAW-GGA 2.15 Olsson[37] 128 27 non
PAW-GGA (PBE) 2.17 Ohnuma[38] 250 8 oui
US-GGA (PW91) 2.02 Olsson[37] 128 27 non
US-GGA 2.04 Tateyama[34] 54 64 oui
US-GGA (PW91) 2.09 Domain [35] 54 1/125 non
PAW-GGA (PW91) 2.20 Notre travail (“urlx”) 54/128 64 non
PAW-GGA (PW91) 2.16 Notre travail (“rlx”) 54/128 64 oui
* maille rhombohedrale.
** 123, 2000 et 16000 atomes.
Les calculs base´s sur des potentiels empiriques (EAM) donnent une
e´nergie de formation de la lacune e´gale a` 1.63 eV (Domain [33]) et 1.73
eV (Tateyama [34]). Re´cemment diffe´rentes simulations, au moyen du code
VASP avec, pour fonctionnelle, la GGA, ont e´te´ re´alise´es (voir tableau 3.2).
On peut les regrouper les re´sultats en 2 cate´gories : les re´sultats, ayant uti-
lise´ des pseudo-potentiels “ultrasoft” (US) [34, 35, 36], trouvent une e´nergie
de l’ordre de 1.95-2.09 eV, et ceux ayant utilise´ des pseudo-potentiels PAW
[37, 38] donnent une valeur un peu plus grande : 2.15-2.17 eV.
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Nos re´sultats Dans notre cas, nous avons effectue´ deux types de calculs :
soit a` volume fixe (calculs “urlx”), soit a` volume relaxe´ (a` pression constante,
calculs “rlx”). Pour le calcul “urlx” nous avons obtenu 2.20 eV et 2.16 eV
pour le calcul “rlx”, en accord avec les travaux pre´ce´dents. La relaxation
du volume re´duit bien l’e´nergie de formation, comme cela a de´ja` e´te´ note´e
par Domain [35] (relaxations e´lastiques). Par la suite nous ne prendrons en
compte que les re´sultats a` volume relaxe´.
En conclusion Les donne´es expe´rimentales donnent une e´nergie de for-
mation de la monolacune de 1.5 a` 2.0 eV. Les re´sultats des calculs the´oriques
(obtenus a` 0 K) conduisent a` des e´nergies plus grandes (1.95-2.17 eV).
Volume de formation de la lacune
Nous avons calcule´ le volume de relaxation de la monolacune Ωf1v au





ou` ΩV=const est le volume du syste`me avec lacune mais non relaxe´, Ωp=const
le volume du syste`me avec la lacune a` volume relaxe´ et Ωo le volume d’un
atome de fer dans la maille cc.
On peut aussi de´finir un volume de formation de la monolacune :




Le volume de relaxation de la monolacune Ωrelax1v (en unite´ de volume
de lacune non-relaxe´ Ωo, calcule´ avec 54 atomes de fer) est e´gal a` Ωf1v =
0.65Ωo (Ωf1v = 7.43 A˚3). Cette valeur est en accord avec la valeur pre´vue
pour les me´taux cc (Ωf1v = 0.45 − 0.62Ωo) [31]. Ehrhart [39] a re´alise´ une
premie`re estimation du volume de formation de la lacune : Ωf1v = 0.95Ωo
beaucoup plus grande que celle attendue expe´rimentalement. Vehanen [40],
qui a travaille´ avec du fer extreˆmement pur, a trouve´ quant-a` lui une valeur
plus proche de la valeur the´orique Ωf1v = 0.66Ωo.
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Enthalpie et entropie de vibration
Dans les syste`mes atomiques la contribution de l’e´nergie de vibration
a` 0 K n’est pas nulle (effets quantiques). Nous avons estime´ cette correc-
tion de l’e´nergie de point ze´ro (ZPE, “zero point energy”) pour l’e´nergie de
formation de la monolacune. Elle est donne´e par :
Fvib = Evib[(N − 1) · Fe]− N − 1
N
· Evib[N · Fe] (3.14)







avec ωq=Γ,ν [X] les 3N fre´quences de notre syste`me calcule´es en centre de
zone (q=0).
Pour calculer les fre´quences nous avons utilise´ une super-cellule avec 54
atomes (super-cellules 2×2×2, calculs a` pression nulle), avec une grille en
points k 6×6×6. Nous trouvons une correction de point ze´ro (ZPE) faible
Fvib '9 meV. La correction de ZPE est ne´gligeable pour la monolacune.
Dans l’expression de la concentration en monolacune un terme supple´mentaire





















Sf1v est l’entropie de formation de la monolacune. La valeur d’entropie de
formation de la lacune peut eˆtre obtenue au moyen de la de´rive´e de l’e´nergie
libre de Helmholz S = −∂Fvib∂T dans la limite ou` T →∞ (dans l’approxima-
tion quasi-harmonique). On a alors :













Ici les fre´quences sont celles du mate´riau avec (ω1vν ) et sans lacune (ωvolν ) .
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Nous avons trouve´ une entropie e´gale a` Sf1v = 0.8 kB a` partir des donne´es
utilise´es pour le calcul de l’e´nergie de point ze´ro. Cette entropie est bien
comparable aux donne´es de la litte´rature : 1-2 kB [41, 42, 43], mais plus
petite que celle de Lucas [44] (4.08 kB) obtenue a` volume non relaxe´ (calculs
DFT), ce qui explique leur surestimation. Il faut noter que si le calcul de
la ZPE est peu sensible a` la valeur exacte des fre´quences (valeur moyenne),
ici le calcul de Sf1v y est tre`s sensible. La diffe´rence de volume, de taille de
super-cellule et de convergence des calculs peuvent expliquer la diffe´rence
entre nos re´sultats et ceux de Lucas.
3.2.4 Migration de la monolacune
E´nergie de migration
L’e´tape suivante consiste en l’e´tude du processus de migration de la
monolacune. Le coefficient de diffusion est donne´ par :








ou` Em1v est l’e´nergie de migration de la lacune et Do est le coefficient de
migration. L’e´nergie de migration se calcule par :
Emnv = Ecolo [Vn]− Eo[Vn] (3.19)
ou` Ecolo [Vn] est l’e´nergie du syste`me avec un atome dans la position de col
(e´tat de transition), et Eo[Vn] celle du syste`me dans son e´tat initial (voir
figure 3.1).
Dans le processus de migration de la monolacune, l’e´tat initial et l’e´tat
final sont identiques (voir figure 3.2). L’e´tat de transition est ici syme´trique
et localise´ au milieu du chemin de migration.
Il est donc possible de pre´dire l’e´tat de transition sans utiliser des cal-
culs NEB (qui sont nume´riquement lourds). Dans le processus de migration,
l’atome de fer-premier voisin de la lacune doit passer par trois principales
barrie`res lors de sa migration : 2 sites e´quivalents 3 fois coordonne´es (au 1/3
et 2/3 du chemin) et un site 6-coordonne´es a` mi-chemin (voir figure 3.3). Ce
chemin est note´ “3-6-3”.
Pour les deux sites “interme´diaires”, nous avons calcule´ l’e´nergie : 0.54 eV
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Figure 3.1: Calcul de e´nergie de migration.
Figure 3.2: Me´canisme de migration de la monolacune.




pour le site 3-coordonne´es 2 et 0.64 eV pour le site 6-coordonne´es. L’e´tat de
transition (localise´ au site 6-coordonne´es) se trouve donc bien a` mi-chemin
entre l’e´tat initial et final comme l’a montre´ Fu [45] par une approche de
type DRAG (coordonne´e de re´action).
Si on compare cette valeur a` la litte´rature, la valeur correspond bien a`
celle trouve´e expe´rimentalement : Vehanen [29] Em1v = 0.55 eV et Schaefer
[27] Em1v = 0.60 eV. Domain [35] et Fu [45] ont obtenu une valeur proche
de la notre : Em1v = 0.65 et 0.67 eV en DFT et Em1v = 0.67 eV en EAM.
En analysant pre´cise´ment les re´sultats du calcul NEB pre´sente´ par Fu [45],
on constate que la barrie`re du site 3-coordonne´es (au 1/3 du chemin de
re´action) est e´gale a` celle que nous trouvons (0.54 eV).
Fre´quence d’attaque Le calcul du coefficient de migration a e´te´ effectue´
dans le cadre de la the´orie classique de l’e´tat de transition de Vineyard [46].
Pour les calculs de fre´quences, une super-cellule de 54 atomes a e´te´ utilise´e








ou` EI= fre´quences de l’e´tat initial et TS de l’e´tat de col.
Nous obtenons une fre´quence de saut de νo = 844 THz ce qui donne une
valeur de Do = 0.68 cm2/s (Do = νoa2o). Il existe trois travaux the´oriques
qui conduisent a` des valeurs assez diffe´rentes : Hatcher [42] a obtenu Do
= 0.16 cm2/s et Osetsky [47] 0.001 cm2/s. Domain [48] a obtenu Do =
0.03 cm2/s. Il faut noter que Domain a fait le calcul des fre´quences de
saut, en ne prenant en compte que les vibrations de l’atome qui migre.
Notre valeur de 844 THz est anormalement e´leve´e par rapport a` ce que la
litte´rature pre´voit (1-10 THz). Les e´tudes expe´rimentales nous fournissent
deux valeurs : 0.5 cm2/s (Schaefer [26]) et 1.0 cm2/s (Hatcher [42]). Notre
valeur finale du coefficient de diffusion semble donc en relativement bon
accord avec la litte´rature expe´rimentale.
2. La position de l’atome en mouvement est fixe´e, ainsi que 2 autres atomes de la boite
de simulation.
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3.3 Monolacunes et surfaces Fe(100) et Fe(110)
Nous allons maintenant discuter de l’effet de la pre´sence d’une interface
sur l’e´nergie de formation de la monolacune. Pour cette e´tude nous avons
utilise´ les mailles de´crites au chapitre 2. Dans le plan x-y, nous avons utilise´
une super-cellule 2×2, pour limiter les interactions entre les lacunes des
boites voisines.
L’e´nergie de formation d’une lacune a` la surface (ou proche d’une surface)





slab[(N-2).Fe]− Eslab[N.Fe]− 2Eatom[Fe]) (3.21)
ou` E1vslab et Eslab sont respectivement les e´nergies totales du syste`me couche
relaxe´ avec et sans lacune. Eatom repre´sente l’e´nergie d’un atome de Fe dans
le mate´riau massif. On rappelle que la condition de syme´trie impose de cre´er
une lacune sur chacune des deux surfaces, d’ou` le coefficient 12 .
La taille de la boite de simulation utilise´e (compose´e de 12 couches
d’atomes) nous a permis d’e´tudier la formation des monolacunes jusqu’a`
la 5ieme couche. Les re´sultats sont pre´sente´s dans le tableau 3.3. Ils sont
compare´s a` ceux de Wang [49, 50] qui a utilise´ une approche EAM. Figure
3.4, nous avons re´sume´ ces re´sultats.
Table 3.3: E´nergies formation de la monolacune vers la surface (Hf1v, en
eV), pour diffe´rentes positions dans la couche pour les 2 surfaces e´tudie´es :
Fe(100) et Fe(110).
position Fe(100) Fe(110)
Notre travail Wang [49] Notre travail Wang [50]
surface=1 0.35 0.58 0.91 0.70
2 1.50 1.85 1.65
3 2.05 2.12 1.84
4 2.12 2.16 1.86
5 2.16 2.16 1.86
volume 2.16 1.86 2.16 1.86
Pour la lacune en premie`re couche (en surface), l’enthalpie de formation
de la lacune est e´gale a` 0.91 et 0.35 eV pour les surfaces Fe(110) et Fe(100),
respectivement. Il est, en effet, plus facile de former une monolacune sur
une surface qu’en volume. On a en effet moins de liaisons a` casser : pour
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Figure 3.4: E´volution de l’e´nergie de formation de la monolacune en fonc-
tion de sa position par rapport a` la surface.
le volume 8 liaisons, pour la surface Fe(110) 6 liaisons et pour la surface
Fe(100) 4 liaisons.
On peut constater que lorsque l’on descend dans le mate´riau, l’e´nergie
de formation de la lacune augmente rapidement et converge vers celle du
mate´riau massif obtenue pre´ce´demment. Pour la surface Fe(110), la lacune
en 4eme couche a de´ja` un comportement de la lacune en volume et pour
Fe(100) en 5eme couche. Nous pouvons comparer nos re´sultats aux travaux
de Wang [49, 50]. L’approche EAM donne des re´sultats sous-e´value´s pour la
lacune en volume (1.86 eV). Pour la lacune Fe(100), Wang [50] a obtenu une
enthalpie H1vf =0.58 eV plus grande que la notre (0.35 eV). Les approches
EAM produisent aussi des e´nergies de formation de lacunes sur les deux
surfaces peu diffe´rentes, contrairement a` nos re´sultats : 0.35 et 0.91 eV sur
Fe(100) et Fe(110), respectivement.
3.3.1 Conclusion
Nous avons effectue´ l’e´tude thermodynamique comple`te de la monola-
cune dans le mate´riau massif, vers et en surface du fer. Expe´rimentalement,
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l’e´nergie de formation de la monolacune est 1.5-2.0 eV, nos simulations
donnent une e´nergie plus grande (2.16 eV). Les re´sultats the´oriques tendent a`
surestimer l’e´nergie de formation de la monolacune. Nous avons aussi montre´
que la correction de point ze´ro (ZPE) e´tait ne´gligeable.
Dans l’e´tude de la diffusion, nous avons calcule´ l’e´nergie de migration
(H1vm = 0.64 eV), valeur qui est donc en bon accord avec les re´sultats
expe´rimentaux (0.55-0.60 eV). Nous avons de´crit le me´canisme de migration
en de´tail. Le calcul du coefficient de diffusion dans le cadre de la the´orie de
l’e´tat de transition de Vineyard donne un coefficient Do = 0.68 cm2/s.
Les calculs de formation de monolacunes sur les surfaces Fe(100) et
Fe(110) montrent qu’elles se forment plus facilement sur les surfaces (100)
due entre autre a` une coordination plus faible des atomes de fer constituant
les surfaces : pour Fe(110) 0.91 eV et 0.35 eV pour Fe(100). Enfin nous
constatons que pour une lacune sous la surface, son e´nergie de formation
tend rapidement vers l’e´nergie de formation d’une lacune en volume.
3.4 Les bilacunes
3.4.1 Re´sultats expe´rimentaux
Nous allons maintenant discuter des bilacunes. La litte´rature (the´orique
et expe´rimentale) des multilacunes est en ge´ne´rale assez limite´e. Expe´rimentalement,
il est difficile distinguer la contribution de monolacune et des multilacunes.
Seuls les cas de monolacune et bilacune ont fait l’objet de travaux pre´cis.
3.4.2 E´tude the´orique
Nous avons envisage´ diffe´rentes configurations de bilacunes, que nous
avons caracte´rise´es par la distance entre les deux lacunes qui les composent
(voir figure 3.5).
On de´finit un nouveau parame`tre e´nerge´tique pour e´tudier la stabilite´
des multilacunes : l’e´nergie de liaison (“binding energy”, Eb) :
Eb = 2Ef1v − Ef2v (3.22)
ou` Ef1v et E
f
2v sont les e´nergies de formation de la monolacune et de la
bilacune. Si cette e´nergie est positive, la bilacune est e´nergiquement favorise´e
par rapport a` deux lacunes se´pare´es.
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Figure 3.5: Configurations de bilacunes de 1NN a` 7NN e´tudie´es. La
premie`re lacune est la sphe`re blanche, la seconde est repre´sente´e par un
carre´.
Le premier travail the´orique, de´die´ a` l’e´tude des bilacunes et des multila-
cunes, est celui de Beeler [51]. Dans ses calculs, il a utilise´ une approche que
l’on appelle “lattice Johnson’s model” [52, 53, 54]. Dans ce mode`le, il utilise
une sphe`re d’atomes de fer (540 atomes) ou` chaque atome se de´place libre-
ment. Le volume de cette sphe`re est entoure´ par un continuum e´lastique. Ses
re´sultats sur les e´nergies de liaison des bilacunes sont reporte´s dans le tableau
3.4. Beeler a calcule´ l’e´nergie de liaison pour les bilacunes 1NN (Eb2v=0.131
eV) et 2NN (Eb2v=0.195 eV). Pour des configurations plus lointaines (3NN-
5NN), il trouve que l’e´nergie de liaison devient le´ge`rement re´pulsive (Eb2v '
- 30-50 meV). Ces bilacunes se comportent pratiquement comme 2 monola-
cunes se´pare´es (re´pulsion des lacunes). Il constate aussi que la configuration
“plus proche voisin” (1NN) n’est pas la configuration la plus stable.
Une seconde e´tude a e´te´ re´alise´e par Masuda [57]. Il a utilise´ une approche
de type liaison forte. Il a trouve´, comme Beeler, que l’e´nergie de liaison
pour la bilacune 2NN (Eb2v=0.054 eV) est plus grande que celle de 1NN
(Eb2v=0.044 eV). Il montre aussi que les relaxations des atomes jouent un
roˆle significatif dans la stabilite´ relative de ces deux configurations.
Soderling[31], Olsson [37], Domain [35], Tateyama [34], Ohnuma [38] et
Djurabekova [55] ont trouve´, par DFT, les e´nergies de liaisons suivantes :
pour la 1NN 0.15-0.17 eV et pour la 2NN 0.22-0.29 eV. Fu et al.[45] ont
obtenu une e´nergie de liaison de 0.30 eV pour la 2NN (avec le code SIESTA).
On peut noter que les calculs DFT avec les pseudopotentiels US et PAW
donnent quasiment la meˆme l’e´nergie de liaison pour 1NN, mais pour 2NN,
les pseudopotentiels US conduisent a` une e´nergie plus grande (Djurabekova
[55]). Une petite diffe´rence de l’e´nergie de liaison entre les deux de´fauts a
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Table 3.4: E´nergies de liaison (Eb2v, en eV) de bilacunes.
d(V-V) Eb2v
Beeler Masuda Tateyama Domain Ohnuma/Forst/ Fu
Djurabekova
ao [51] [57] [34] [35] [38, 56, 55] [45]
- EAM US-GGA US-GGA PAW-GGA NC-GGA
1NN 0.85 0.131 0.044 0.17 0.17 0.15/0.16/0.17
2NN 1.00 0.195 0.054 0.23 0.23 0.29/0.23/0.19 0.30
3NN 1.41 -0.03
4NN 1.65 -0.05 0.03
5NN 1.70 -0.01 0.05
6NN 2.00 -0.03
e´te´ trouve´e par Forst [56] (PAW-GGA) : 0.17 eV pour 2NN et 0.19 eV pour
1NN. Ohnuma [38] a re´alise´ ses simulations a` pression constante. L’e´nergie
de formation de la lacune dans le travail de Tateyama [34] est le´ge`rement
plus petite que les autres valeurs the´oriques.
Table 3.5: Volumes de formation (Ω2vf /2, en unite´ Ωo, volume de la bila-






1NN 0.85 0.681 4.226/4.136 0.174/0.184
2NN 1.00 0.669 4.215/4.126 0.184/0.194
3NN 1.41 0.641 4.406/4.351 -0.005/-0.031
4NN 1.65 0.668 4.358/4.265 0.042/0.055
5NN 1.70 0.685 4.344/4.255 0.056/0.065
6NN∗ 2.00 0.670 4.409/4.323 -0.009/-0.003
7NN∗ 2.24 0.671 4.400/4.319 0.000/0.001
* Calculs re´alise´s avec une super-cellule de 250 atomes.
De notre coˆte´, l’e´tude des bilacunes a e´te´ re´alise´e sur les 7 configurations
de´crites pre´ce´demment (de 1NN a` 7NN), afin d’analyser les interactions a`
longue porte´e des lacunes. Nous avons fait deux se´ries de calculs : a` volume
constant (urlx) et a` volume relaxe´ (rlx) (voir nos re´sultats reporte´s dans
le tableau 3.5), la re´fe´rence e´tant celle a` volume relaxe´ (rlx). Nos re´sultats
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confirment que la bilacune 2NN est la plus stable avec une e´nergie de liaison
de Eb2v=0.194 eV. Il y a seulement 10 meV de diffe´rence de stabilite´ entre
2NN et 1NN, en accord avec les re´sultats de Masuda [57] et surtout avec
ceux de Forst [56], qui a utilise´ une technique de calcul similaire a` la notre.
Les calculs DFT de Tateyama [34], Domain [35], Ohnuma [38] et Fu [45]
pre´sentent une diffe´rence plus importante (70-140 meV).
On constate que pour la 3NN on obtient une e´nergie de liaison le´ge`rement
re´pulsive (Eb2v ∼ - 31 meV), valeur e´quivalente a` celle obtenue par Beeler.
Les configurations 4NN et 5NN pre´sentent une le´ge`re attraction (Eb2v ' 55-
65 meV). Djurabekova [55] avait aussi montre´ qu’il y a une petite e´nergie
de liaison entre les bilacunes 4NN et 5NN. Enfin, pour 6NN et 7NN on
obtient une e´nergie de liaison quasi-nulle. Figure 3.6, nous avons repre´sente´
l’e´volution de l’e´nergie de liaison en fonction de la distance lacune-lacune.
Figure 3.6: E´volution de l’e´nergie de liaison (Eb2v, en eV) en fonction de la
distance entre les 2 lacunes (en unite´ de ao).
Comme dans le cas de la monolacune, nous avons estime´ le volume de
formation de la bilacune. Le volume est le´ge`rement plus petit pour la 3NN
(Ωf2v =0.64 Ωo) que celui de la monolacune (Ω
f
2v =0.65 Ωo). Pour les autres
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configurations, le volume de formation de bilacune est compris entre 0.67
et 0.69 Ωo. Il n’y a pas de corre´lation entre la stabilite´ des bilacunes et le
volume de formation.
3.4.3 Migration de la bilacune
Inte´ressons nous maintenant a` la migration de la bilacune 2NN (voir
figure 3.7). Cette bilacune peut migrer en passant par 1NN, qui a, comme
nous venons de le voir, quasiment la meˆme stabilite´ que la 2NN. Le calcul
NEB [45] montre que l’e´tat de transition se trouve a` 2/3 du chemin de
migration de l’atome fer avec une e´nergie de migration d’environ de 0.55 eV.
La barrie`re inverse (1NN → 2NN) est donc de 0.54 eV.
Figure 3.7: Me´canisme de migration de la bilacune.
Il est possible de pre´voir l’e´tat col sans utiliser un calcul NEB en prenant
en compte les trois “barrie`res” comme dans le cas de monolacune. Cette fois
les barrie`res sont de type 2 − 5 − 3 : configuration 2 fois-coordonne´es, puis
une autre 5 fois coordonne´es et enfin 3-coordonne´es (voir figure 3.8).
Figure 3.8: Repre´sentation e´tape par e´tape du me´canisme de diffusion de
la bilacune 2NN vers la 1NN.
Ici l’e´tat de transition correspond au site trois-coordonne´es. La barrie`re
5-coordonne´es correspond a` une e´nergie de 0.50 eV. Notre approche est ici
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confirme´e par les calculs NEB de Fu [45]. Elle obtient un e´tat de transition
localise´ au 2/3 du chemin de re´action. D’un point de vue e´nerge´tique, Fu
a obtenu une e´nergie de migration de 0.62 eV (0.52 eV pour la migration
inverse) et Djurabekova 0.66 (et 0.59 eV).
Nous pouvons expliquer l’ordre de grandeur de cette e´nergie. Dans nos
calculs, l’e´nergie de formation 1NN et 2NN sont les meˆmes (0.01 eV de
diffe´rence). L’e´nergie de migration correspond a` l’e´nergie pour passer le site
3-coordonne´es. Dans le cas de Fu, la diffe´rence est plus significative entre les
deux de´fauts (0.1 eV), ce qui conduit a` une barrie`re de migration, 2NN →
1NN, un peu plus haute que la notre. Mais la contribution lie´e a` la barrie`re
en passant par le site 3-coordonne´es est identique. Cette e´nergie est a` peu
pre`s la meˆme que l’e´nergie que nous avons obtenue pour la migration de la
monolacune en passant par ce site 3-coordonne´es.
3.4.4 Me´canisme de formation de la bilacune
Pour comple´ter notre description du processus de diffusion des bilacunes,
nous avons e´tudie´ le me´canisme de formation et de dissociation des bilacunes
1NN et 2NN selon les directions 〈111〉 (de 1NN a` 5NN, voir figure 3.9) et
〈100〉 (de 2NN a` 6NN, voir figure 3.10).
Figure 3.9: Me´canisme de dissociation de la bilacune 1NN dans la direction
〈111〉 (de 1NN a` 5NN).
Les e´tats de transition ont e´te´ choisis ge´ome´triquement, a` mi-chemin
(sans calculs NEB). Dans le cas de la migration selon l’axe 〈111〉, les barrie`res
de migration sont H2vm =0.64 et 0.53 eV.
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Figure 3.10: Me´canisme de dissociation de la bilacune 2NN dans la direc-
tion 〈100〉 (de 2NN a` 6NN).
Dans le cas de la migration selon l’axe 〈100〉 la barrie`re de migration est
plus haute H2vm =2.49 et 2.31 eV (dans un sens puis dans l’autre). L’e´tat de
transition conside´re´ est donc de´favorable, ce qui peut s’expliquer par un en-
combrement ste´rique important : l’atome de Fe (de rayon atomique rFe=1.25
A˚) doit passer entre 4 atomes de fer. Ainsi la dissociation/formation de la
bilacune 2NN par ce chemin est peu probable. Nous avons donc envisage´ un
autre me´canisme de dissociation de la bilacune 2NN en 6NN en passant par
la configuration 4NN (chemin indirect, voir figure 3.11). Dans ce cas, il y a
deux e´tats de transition T1 (ET1=4.82 eV) et T2 (ET2=5.03 eV) qui effec-
tivement sont plus bas en e´nergie. La barrie`re de migration de 2NN a` 6NN
est plus basse que pre´ce´demment (Em=0.60 eV) et (Em=0.67 eV) pour le
processus inverse. Nos re´sultats se rapprochent de ceux de Beeler [51] (voir
tableau 3.6) qui a utilise´ le meˆme chemin que nous pour 2NN-4NN.
Figure 3.11: Le chemin de migration non direct de 2NN a` 6NN.
Pour conclure, nous obtenons que les diffe´rentes e´nergies de migration des
bilacunes et de la monolacune sont tre`s proches. Ces e´nergies de migration
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Table 3.6: E´nergies de migration pour les diffe´rents chemins de migration,
donne´es en eV.
Nos re´sultats Djurabekova [55] Beeler [51]
dissociation formation diss. form. diss. form.
1NN - 5NN 0.64 0.53 0.74 0.62 0.72 0.57
2NN - 6NN 2.49 2.31 - - - -
2NN - 1NN 0.60 0.46 0.66 0.46 0.65 0.50
4NN - 6NN 0.67 0.63 - - 0.75 0.73
(0.55-0.67 eV) sont aussi peu de´pendantes de la distance lacune-lacune.
3.4.5 Conclusion
L’e´tude des bilacunes montre que parmi les diffe´rentes configurations
possibles, les plus stables sont les 2NN et 1NN. Ces deux configurations
sont e´nerge´tiquement tre`s proches (∆E = 10 meV). L’e´tude des interactions
(3NN-7NN) montre que pour la 3NN il existe une faible re´pulsion, alors
que pour les 4NN et 5NN nous obtenons une faible attraction et que fina-
lement de`s la 6NN (et 7NN) les bilacunes peuvent eˆtres conside´re´es comme
dissocie´es (comme illustre´ figure 3.6).
L’e´tude de la migration de 2NN montre qu’elle migre via 1NN. Ce de´faut
peut ainsi facilement se mouvoir avec une e´nergie de migration de 0.54 eV.
L’e´tude de´taille´e de la formation et la dissociation des bilacunes 1NN et
2NN a aussi montre´ qu’une lacune peut migrer facilement selon l’axe 〈111〉
pour former le de´faut 1NN. Ce n’est pas le cas pour 2NN ou` une lacune
ne peut pas migrer le long du chemin direct (l’axe 〈100〉). Dans ce cas la`,
la dissociation ou la formation de 2NN se passe par l’interme´diaire de la
configuration 4NN.
3.5 Multilacunes V3 et V4
3.5.1 Nomenclature
Nous allons utiliser une nomenclature commune a` celles des bilacunes
pour de´crire les V3 et V4. Elle est base´e sur la distance entre lacunes com-
posant le de´faut (premiers voisins). Une trilacune est ainsi de´finie par trois
entiers qui mettent en e´vidence le voisinage des trois liaisons lacune-lacune
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qui forment ce de´faut (voir figure 3.12). Par exemple, la trilacune (112) se
compose de deux paires de bilacunes 1NN (lacunes : 1-2) et (2-3) une paire
de bilacune 2NN (1-3).
De manie`re ge´ne´rale, le nombre L de liaisons lacune-lacune dans une





Pour de´crire V4, on utilise ainsi 6 chiffres, pour V5 10 chiffres etc. Cette
nomenclature est commode a` utiliser jusqu’a` n = 6.
Figure 3.12: Exemple de repre´sentation de multilacunes V3(112),
V4(111122) et V5(1111112223)
3.5.2 Comple´ment thermodynamique
En plus de l’e´nergie (ou enthalpie) de formation Efnv et l’e´nergie de liaison
(“binding”) Ebnv de´finit par
Ebnv = nE
f
1v − Efnv (3.24)
il s’ave`re utile d’introduire, pour les tailles d’amas plus grands (Vn, n≥3),
une autre grandeur e´nerge´tique : l’e´nergie de pie´geage (“trapping”) Etnv. Elle










nv sont les e´nergies de formation des lacunes V1, Vn−1 et
Vn. Cette e´nergie permet de savoir s’il est possible de former une multi-lacune
Vn a` partir d’amas de taille infe´rieure Vn−1 et une monolacune se´pare´e. Une
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valeur positive de cette e´nergie conduit a` un processus favorable.
Vn−1 + V 
 Vn (3.26)
Comme re´fe´rence pour les Vn−1 on prend en compte le de´faut le plus stable
(n-1 ), meˆme si sa ge´ome´trie/configuration est comple`tement diffe´rente de
celle de Vn pour laquelle on calcule l’e´nergie de pie´geage (ce qui casse
ne´anmoins le lien ge´ome´trique entre les de´fauts n et n-1 ). Dans le cas de la
bilacune, l’e´nergie de liaison et l’e´nergie de pie´geage sont e´quivalentes.
3.5.3 Trilacunes V3
Stabilite´
Nous avons limite´ notre e´tude a` 7 trilacunes compactes (voir Figure 3.13).
Les lacunes (223), (235) et (226) sont de´rive´es de la bilacune 2NN, alors
que (115) et (113) sont de´rive´es de 1NN. En ce qui concerne les dernie`res
configurations (112) et (124), elles sont compose´es des 2 types de bilacunes
1NN et 2NN. Seuls les re´sultats the´oriques de Beeler [51] et Masuda [57]
sont disponibles dans la litte´rature. Beeler a calcule´ les e´nergies de liaison et
de pie´geage des trilacunes (112), (223), (226), (115) et (113). Il a trouve´ que
(112) est significativement plus stable que les autres. Masuda n’a e´tudie´ que
l’e´nergie de liaison de deux trilacunes (112) et (223) : l’e´nergie de liaison pour
(223) est le´ge`rement ne´gative Eb3v=-0.02 eV alors que l’e´nergie de liaison de
(112) est trouve´e positive Eb3v=0.24 eV.
Figure 3.13: Repre´sentation sche´matique des 7 trilacunes e´tudie´es.
Nos calculs (voir tableau 3.7) confirment que la multilacune la plus com-
pacte –(112)– est largement la plus stable que les autres V3 (Ef3v=5.82 eV).
Ces re´sultats concordent avec ceux de Beeler et Masuda. La configuration
(124) (Ef3v=6.08 eV) est le seconde plus stable V3.
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Table 3.7: E´nergies de pie´geage (Et3v, en eV), e´nergies de liaison (Eb3v, en
eV) et e´nergies de formation (Ef3v, en eV) des trilacunes.
Beeler Masuda ce travail
V3 Ref. [51] Ref. [57] urlx/rlx
Eb3v Et3v Eb3v E
f
3v Eb3v Et3v
(112) 0.49 0.29 0.24 5.97/5.82 0.63/0.66 0.44/0.46
(223) 0.36 0.17 -0.02 6.72/6.70 -0.12/-0.22 -0.31/-0.41
(235) 6.36/6.21 0.24/0.27 0.05/0.07
(226) 0.39 0.19 6.21/6.13 0.39/0.35 0.20/0.15
(115) 0.27 0.14 6.22/6.15 0.38/0.33 0.19/0.13
(113) 0.25 0.12 6.27/6.14 0.32/0.34 0.14/0.14
(124) 6.20/6.08 0.40/0.40 0.21/0.20
On peut noter a` ce niveau que les configurations les plus stables sont
de´rive´es des bilacunes 1NN et 2NN : la configuration line´aire (115) est
de´rive´e de 1NN, (trilacune line´aire [111]) et la configuration line´aire (226) est
de´rive´e de bilacune 2NN. Comme pour les bilacunes, (226) est plus stable
de 20 meV que (115) 3. Ainsi, on voit qu’il y a un lien dans l’e´nergie de
formation des bilacunes et trilacunes line´aires. 4 Les multilacunes V3 qui
contiennent le motif 3NN ((223), (235) et (113)) sont les moins stables. Si
on compare les configurations (112) et (113), le changement de motif 2NN
par 3NN conduit a` une diffe´rence de 0.32 eV. La configuration (223) est ainsi
la moins stable. Pour cette configuration, on obtient une e´nergie de liaison et
de pie´geage ne´gatives Eb3v= -0.22 eV et Et3v= -0.41 eV. Ces re´sultats sont en
accord avec ceux de Masuda mais contredisent ceux de Beeler qui a trouve´
que cette configuration devait eˆtre assez stable. Nos re´sultats pour (113) et
(115) sont en accord avec ceux de Beeler.
Volume de formation
Comme dans le cas de la bilacune, nous avons calcule´ le volume de
formation des trilacunes Ωf3v/3. Les re´sultats donnent un volume de 0.65-
0.72 Ωo, proche du volume de formation de la monolacune, mais le´ge`rement
supe´rieure. Par rapport aux bilacunes, on constate aussi une augmentation
de volume Ωfnv. La trilacune (113) a le volume le plus grand (Ω
f
3v/3 = 0.72
3. rappelons que la bilacune 2NN est de 10 meV plus stable que 1NN.
4. rappelons aussi que l’e´nergie de liaison de 3NN a e´te´ trouve´e re´pulsive (∼ -31 meV).
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Ωo), ensuite on a la trilacune (112) (Ωf3v/3 = 0.70 Ωo). On peut donc faire
deux types d’observations : d’une part le volume de formation augmente avec
la taille de la multilacune, et d’autre part la multilacune la plus compacte
a le volume le plus grand. A` partir de ces deux observations, nous pouvons
expliquer par l’effet de contraction, si une lacune dans une multilacune est
entoure´e par d’autres lacunes. Par exemple, la monolacune qui est entoure´e
par 8 atomes de fer a` un volume de formation Ωf1v = 0.65 Ωo. Pour 2NN,
il y a deux lacunes entoure´es par 7 atomes de fer : Ωf2v/2 = 0.68 Ωo. Pour
la trilacune (112), on a deux lacunes entoure´es par 7 atomes de fer et une
lacune au milieu entoure´e par 6 atomes de fer, d’ou` un volume de 0.70 Ωo.
Migration de V3 (112)
Nous nous sommes inte´resse´s a` la migration de la V3 la plus stable :
(112). Nous avons donc recherche´ un me´canisme qui permet de faire migrer
ce de´faut tout en lui conservant sa forme.
L’e´tude de cette migration est inte´ressante dans la mesure ou` dans la
litte´rature on retrouve deux re´sultats the´oriques diffe´rents. Beeler [51], par
potentiels empiriques, a obtenu une e´nergie de migration de 0.66 eV qui est la
meˆme que l’e´nergie de migration de la monolacune. D’un autre coˆte´ Fu [45]
a obtenu, par NEB, une e´nergie de migration qui est significativement plus
basse : 0.35 eV. Cette diffe´rence n’a pas e´te´ discute´e par Fu. Dans les deux
simulations, l’e´tat de transition se trouve au milieu du chemin de migration.
Dans les calculs de Beeler l’atome de fer a e´te´ fixe´ a mi-chemin entre deux
lacunes alors que, dans simulations de Fu, l’e´tat de transition (qui n’est pas
de´crit) doit se trouver au “vrai” col (voir figure 3.14).
Figure 3.14: Description du me´canisme de migration de V3 (112) : direct
(a), et indirect (b) et (c).
Nous avons effectue´ deux types de simulations pour rechercher l’e´tat de
transition : d’abord nous avons fixe´ l’atome de fer exactement entre les deux
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lacunes (voir figure 3.14a). Dans le second calcul, l’atome de fer est place´ au
centre de la 4-lacune (voir figure 3.14c) cre´e´e dans cette configuration.
Dans le premier calcul, l’e´nergie (0.64 eV) correspond bien a` la valeur
obtenue par Beeler. Dans le second cas, nous obtenons une e´nergie de mi-
gration 0.36 eV qui correspond au re´sultat de Fu. Le chemin de migration
pour V3, d’apre`s notre nomenclature, est donc de type 2-4-2 ou` l’e´tat de
transition est 4-coordonne´es (voir figure 3.15).
Figure 3.15: Repre´sentation e´tape par e´tape du me´canisme de diffusion de
la trilacune (112).
Pour conclure sur la migration des lacunes, on constate que l’e´nergie de
migration diminue en meˆme temps que diminue la coordination de l’e´tat
de transition : pour l’e´tat 6-coordonne´es (V1) on a 0.64 eV, pour l’e´tat 5-
coordonne´es (V2) et pour l’e´tat 4-coordonne´es (V3) on a 0.36 eV (voir la
Figure 3.16). Cette constatation n’implique pas force´ment que l’e´nergie de
migration sera plus faible pour des amas de plus grande taille, mais donne
une tendance concernant les e´nergies de migration en fonction du la structure
de l’e´tat de col (“n”-coordonne´es).
Figure 3.16: Les sites 6-, 5- et 4-coordonne´es.
3.5.4 V4
Pour e´tudier les V4, nous avons conside´re´ 6 configurations, repre´sente´es
figure 3.17. Nous pouvons comparer nos re´sultats pour les V4 (111122),
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(111223), (111224) et (222233) avec ceux de Beeler [51] et Masuda [57].
Les e´nergies de formation, de liaison et de pie´geage sont reporte´es dans le
tableau 3.8. La priorite´ en stabilite´ reste la meˆme que pour les trilacunes :
les multilacunes qui sont compose´es du plus grand nombre de motifs 1NN
et 2NN sont les plus stables, comparativement a` celles compose´es du motif
3NN.
Figure 3.17: Repre´sentation sche´matique des diffe´rentes V4 e´tudie´es.
Table 3.8: E´nergies de pie´geage (Etnv, en eV), de liaison (Ebnv, en eV) et
de formation (Efnv, en eV) et volumes de formation Ω4vf /4 (en unite´ de Ωo)
des V4.
Beeler [51] Masuda [57] urlx/rlx
V4 Ebnv Etnv Eb3v Efnv Etnv Ebnv Ω4vf /4
(111122) 1.02 0.53 0.66 7.43/7.33 1.37/1.31 0.73/0.66 0.714
(111224) 0.79 0.30 0.48 7.73/7.59 1.06/1.05 0.43/0.40 0.709
(111223) 0.84 0.36 7.74/7.49 1.08/1.15 0.44/0.49 0.702
(111333) 8.04/7.89 0.76/0.75 0.12/0.10 0.707
(222333) 8.20/8.05 0.60/0.59 -0.03/-0.07 0.624
(222233) 0.75 0.26 0.034 8.35/8.05 0.45/0.59 -0.18/-0.07 0.607
Le te´trae`dre (111122) (Efnv=7.33 eV) est le de´faut V4 le plus stable,
ensuite on trouve la configuration (111223) (Efnv=7.49 eV) et enfin (111224)
(Efnv=7.59 eV). Notre re´sultat sur la configuration te´trae`dre est en accord
avec le re´sultat de Fu [45] qui trouve une e´nergie de liaison de 0.62 eV. Dans
ces deux dernie`res configurations, le motif 3NN est plus “stabilisant” que
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le motif 4NN, ce qui est l’inverse de ce que l’on observe pour les bi- et les
trilacunes. Les configurations (222333) et (222233) qui ne sont compose´s que
de motifs 2NN et 3NN sont les moins stables. Pour les V4, la relaxation du
volume de cellule induit une inversion de stabilite´ relative des de´fauts. Ce
n’e´tait pas le cas pour les de´fauts de petite taille ou` la stabilite´ relative et
les e´nergies de liaison sont les meˆmes pour les deux types de calculs.
Pour les configurations (222333) et (223333), nous obtenons des e´nergies
de pie´geage ne´gatives. Masuda a obtenu une e´nergie de liaison pour (222333)
proche de 0.0. Nos re´sultats sur les stabilite´s relatives des V4 correspondent
bien a` ceux de Beeler, sauf pour le cas (222233).
3.5.5 Conclusion
L’e´tude des multilacunes V3 et V4 montrent que les configurations les
plus compactes sont les plus stables. Dans le cas de V3, c’est la configuration
(112) et pour V4 (111122). Ces deux configurations ont un nombre maximal
de motifs 1NN et 2NN, alors que le motif 3NN apparaˆıt dans le cas du fer
de´stabilisant.
Pour les V4 la relaxation de volume de la maille devient plus important
ce qui peut modifier la stabilite´ relative de de´fauts.
L’analyse du volume de formation des multilacunes montre que les confi-
gurations les plus compactes ont le volume le plus grand. Le volume de
formation a tendance a` augmenter le´ge`rement avec le nombre de lacunes
composant le de´faut. Pour les de´fauts plans comme les (223) et (222233) ont
un volume est minimal.
Afin de pre´voir les me´canismes de formation et dissociation des cavite´s
comme e´tablis dans les mode`les d’e´volution de la population de de´fauts
ponctuels (approches classiques de champs moyens : cine´tiques chimiques
homoge`nes, me´canismes de croissance d’Oswald etc.), il est important de
connaˆıtre la configuration Vn la plus stable qui devrait eˆtre forme´e a` partir
de la configuration Vn−1 la plus stable. Or nous venons de voir que celle-
ci est d’autant plus stable qu’elle est constitue´e d’un nombre maximal de
motifs 1NN et 2NN. On peut maintenant supposer que rajouter des motifs
1NN ou 2NN a` une multilacune d’ordre n, doit conduire au de´faut le plus
stable (a` rapprocher a` une notion de famille).
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3.6 Les de´fauts de tailles moyennes
3.6.1 Multilacunes V5−10
Comme explique´ ci-dessus, nous avons recherche´ les multilacunes V5−10
stables par concate´nation de 1NN et 2NN (voir Figure 3.18). La forme de ces
configurations correspond a` une cavite´ qui est forme´e par une chaˆıne per-
pendiculaire de bilacunes 2NN. Ces configurations avaient de´ja` e´te´ propose´es
par Beeler [51].
Figure 3.18: Repre´sentation sche´matique des V5−10 forme´es a` partir de
la plus stable V4 (111122).
Dans le tableau 3.9 sont re´sume´s les e´nergies de formation, de liaison et
de pie´geage de ces de´fauts Vn. Nous constatons une oscillation de l’e´nergie
de pie´geage en fonction de la parite´ de n, qui est alors comprise entre 0.71
eV et 0.95 eV. Cette oscillation peut s’expliquer par un argument lie´ a` la
“syme´trie” des multilacunes : les multilacunes avec un nombre n pair de
lacunes sont plus stables que celles avec un nombre impair, dans la mesure
ou` elles sont compose´es par un nombre entier de bilacunes 2NN. Cette oscil-
lation devrait pouvoir eˆtre observe´e pour des multilacunes Vn plus grandes,
ou` n > 10. Nous allons poursuivre notre e´tude par l’e´tude des de´fauts
sphe´riques.
3.6.2 Multilacunes sphe´riques V9−15
Nous nous sommes restreints a` l’e´tude de quelques configurations simples
pour les tailles de multilacunes plus grandes : le cube V9 et le rhombo-
dode´cae`dre V15 repre´sente´s sur la figure 3.19.
Le rhombo-dode´cae`dre V15 peut eˆtre forme´ a` partir du cube V9 en ajou-
tant 6 lacunes, une lacune sur chaque face de cube. Dans la mesure ou` nous
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Table 3.9: E´nergies de formation, e´nergies de pie´geage et e´nergies de liaison
des Vn (en eV) avec n =5-12, (urlx/urlx).
V5 V6 V7
Efnv 8.85/8.64 10.05/9.85 11.54/11.30
Etnv 0.78/0.80 0.98/0.95 0.71/0.71
Ebnv 2.15/2.16 3.08/3.11 3.86/3.82
V8 V9 V10
Efnv 12.78/12.52 14.30/13.93 15.48/15.18
Etnv 0.96/ 0.94 0.68/0.75 1.02/0.91





Figure 3.19: Multilacunes V9 et V15.
nous inte´ressons au me´canisme de croissance des cavite´s (de manie`re sta-
tique), les configurations interme´diaires (V9−15) ont aussi fait l’objet d’une
e´tude particulie`re. Pour V11 et V13 nous avons identifie´ deux configurations
diffe´rentes comme illustre´ sur la figure 3.20. V11 peut avoir les configurations
“ensemble” (b) et “oppose´e” (a). Dans le premier cas, les deux nouvelles la-
cunes se trouvent dans des faces voisines et dans le deuxie`me cas, les deux
lacunes ajoute´es se trouvent sur des faces oppose´es. Pour les deux confi-
gurations de V11 et V13 nous avons trouve´ quasiment la meˆme e´nergie de
formation, une diffe´rence d’environ 20 meV. En comparant les de´fauts V9−15
avec les de´fauts de la “chaˆıne 2NN” de meˆme taille, on constate que le cube
V9 est moins stable que V9 de la “chaˆıne 2NN”. Ce fait peut s’expliquer par
un grand nombre de motifs 3NN (qui est e´gal a` 12) dans le cube V9. Lors de
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Figure 3.20: Deux configurations possibles des de´fauts V11−13.
la croissance de la cavite´ V9 en V15, le nombre de motifs 1NN et 2NN croˆıt
plus rapidement que de 3NN. Nous constatons alors que V11 sphe´rique est
de´ja` plus stable que V11 de la chaˆıne 2NN (voir la figure 3.21 et les tableaux
3.9 et 3.10 ).
L’e´nergie de pie´geage pour les multilacunes sphe´riques (1.29-1.57 eV)
est plus grande que pour la chaˆıne de 2NN (0.71-0.95 eV). Ainsi on peut
aise´ment construire la multilacune de taille n a` partir de celle d’ordre n-1
dans cette famille de cavite´s.
3.6.3 Conclusion
L’e´tude de de´fauts de tailles moyennes V5−15 montre que les multi-
lacunes V5−10 les plus stables sont constitue´es d’une chaˆıne perpendiculaire
de bilacunes 2NN. L’e´nergie de pie´geage Etnv oscille alors entre les valeurs
0.71 et 0.95 eV en fonction du nombre de bilacunes 2NN la composant.
Les de´fauts “sphe´riques” V9−15, interme´diaires entre le cube et le rhombo-
dode´cae`dre, ont eux une e´nergie de pie´geage dans une fourchette de 1.29-
1.57 eV (sans oscillation). De`s 11 lacunes, on constate un changement de
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Table 3.10: Comparaison de l’e´nergie de formation (Efnv, en eV) et de
pie´geage (Etnv, in eV) pour V9-V15.
n DFT (rlx)
Efnv Ecnv Etnv
9 14.50 4.94 –
10 15.33 6.27 1.33
11a 16.09 7.67 1.39
11b 16.10 7.66 1.38
12a 16.96 8.96 1.29
12b 16.96 8.96 1.29
13a 17.69 10.39 1.47
13b 17.67 10.41 1.49
14 18.34 11.19 1.49
15 18.93 13.47 1.57
stabilite´ de classe de multilacune : celles compose´es de bilacunes 2NN et les
sphe´riques.
Sur la figure 3.21 nous re´sumons nos re´sultats de l’e´nergie de forma-
tion de de´faut Vn par la lacune pour deux classes de multilacunes. On
constate que pour les petites tailles (V1−6) l’e´nergie par lacune (Efnv/n)
de´croit line´airement. Pour les de´fauts interme´diaires (V7−10 de type chaˆıne
2NN) on a de petites oscillations. De´s que n > 10 les de´fauts sphe´riques
deviennent plus stables.
Figure 3.21: E´volution de l’e´nergie formation (en meV/atome) de de´faut
par lacune en fonction du nombre de lacunes.
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3.7 E´tude des grandes cavite´s syme´triques
Pour les de´fauts d’une taille plus grande, les simulations ab initio ne sont
plus adapte´es. Des super-cellules de tre`s grandes tailles devraient alors eˆtre
ne´cessaires. Dans cette section nous proposons une approche simple qui per-
met d’estimer l’e´nergie de formation de certains de´fauts de grandes tailles
afin d’avoir une ide´e de la stabilite´ relative des diffe´rents types de multila-
cunes. Un mode`le simple faisant intervenir les e´nergies de pairs n’e´tant pas
satisfaisant, nous avons re´duit cette partie a` une pre´sentation rapide d’une
piste d’un mode`le simple permettant d’e´valuer la structure et les e´nergies
de formation des cavite´s de grandes tailles (plusieurs milliers d’atomes)
Pour l’e´tude des de´fauts tridimensionnels, nous avons pris en compte
les multilacunes forme´es a` partir de surfaces Fe(100) et Fe(110). Nous avons
conside´re´ trois types (familles) de cavite´s : une famille cubique, une deuxie`me
octae´drique et une famille de rhombo-dode´cae`dre. Le cube est compose´ de
six coˆte´s de surfaces Fe(100), le premier membre de cette famille e´tant V9
(voir figure 3.22). Les 2 autres familles sont forme´es a` partir de surfaces
Fe(110). La seconde famille est forme´e par huit coˆte´s de surface Fe(110),
dont le premier membre de cette famille est V6 (voir figure 3.22) Enfin, la
dernie`re famille est la famille de “rhombo-dode´cae`dre” qui est forme´e par
douze faces de type Fe(110), avec comme premier membre V15 (voir figure
3.22).
Figure 3.22: Les premiers membres des trois familles : “octae`dre”, “cube”
et “rhombo-dode´cae`dre” (de gauche a` droite).
Famille cubique (en abre´ge´ CF) L’e´nergie de formation des cavite´s
cubiques peut eˆtre de´crite principalement au moyen d’un terme pour les
grandes tailles tenant compte des e´nergies des e´nergies de surfaces Fe(100) :
Efnv ∝ 6k2cγ100 (3.27)
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γ100 est l’e´nergie de surface, le terme qui repre´sente les atomes de la face
du cube. Nous ne´gligeons les contributions des atomes provenant des arreˆtes
du cube. kc = acube/ao est la taille relative du de´faut (acube, en unite´s de
ao). kc est relie´e au nombre total n de lacunes : n = k3c + (kc + 1)3.
Famille octae´drique (en abre´ge´ OF). L’e´nergie de formation Efnv de
ce de´faut est donne´e par :
Efnv ∝ 4ko(ko + 1)γ110 (3.28)
ou` ko = aoct/ao est la taille relative de cavite´ octae´drique (aoct en unite´s
de ao). Le nombre total de lacunes n pour ko > 2 est donne´ par nko =
4k2o + 2 +nko−2 avec nk=0=1 est la monolacune et nk=1=6 est l’octae`dre V6.
Famille rhombo-dode´cae`dre (en abre´ge´ RF). Et pour cette troisie`me
famille, l’e´nergie de formation est donne´e par :
Efnv ∝ 12(kt − 1)2γ110 (3.29)
ou` kt=dt/a0 est la taille relative du diame`tre du rhombo-dode´cae`dre. Le
nombre de lacunes est donne´e par nkt = 12k2t + 2 + nkt−1 ou` nkt=0=1.
On constate que l’e´nergie de formation Efnv de la cavite´ rhombo-octae´drique
tend, comme dans le cas pre´ce´dent vers l’e´nergie de surface γ110 (voir figure
3.23)
Discussion Les figures 3.22 repre´sentent d’une part l’e´volution de l’e´nergie
de formation par lacune (Efnv/n) et d’autre part l’e´nergie de formation par
atome en surface m (Efnv/m, qui correspond a` une e´nergie de surface) pour
chacune des trois familles e´tudie´es. De ces re´sultats nous constatons que,
comme pre´vu par le mode`le, les e´nergies de surface pour chaque famille
tendent bien e´videmment vers les e´nergies de surfaces, des faces qui les
composent. On constate aussi que les e´nergie de formation par lacune tend
vers ze´ro pour les tailles tre`s grandes.
Il est inte´ressant de comparer les deux familles de multilacunes OF et
RF qui sont forme´es par des faces Fe(110). On note qu’il est plus facile de
cre´er une cavite´ de type RF, mais que l’e´nergie de surface y est plus grande
pour les grandes tailles de cavite´s. Ce n’est plus vrai cependant pour les
petites tailles n de cavite´s (n < 20). On constate que si on compare CF et
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Figure 3.23: E´nergie de formation des de´fauts Vn par lacune (a` gauche)
et par nombre d’atomes composant la surface m. La le´gende des courbes de
l’image de gauche sont les meˆmes que celles de droite. Pour chaque cas nous
avons fait un zoom sur les petites tailles.
RF, c’est la famille RF qui est e´nerge´tiquement favorise´e.
On constate qu’un mode`le simple permet de de´crire les e´nergies de for-
mation et d’en de´duire la stabilite´ relative des de´fauts.
3.8 Conclusion
Dans cette partie nous avons discute´ de la stabilite´ et de la morphologie
des petits de´fauts de type multilacunes dans le fer cubique centre´. Nous
avons montre´ que pour les petites tailles, les cavite´s compose´es de blocs de
type 2NN sont les plus stables. La bilacune 2NN est la plus stable bilacune
en de´pit du fait qu’elle ne soit pas la plus compacte. Ensuite ce sont les
e´nergies des surfaces de syste`mes qui conduisent a` ce que certains de´fauts
sont plus stables que d’autres.
Nous avons propose´ une approche simple qui permet de repre´senter le
de´faut par sa surface en supposant que l’e´nergie de formation de de´faut
est relie´e a` l’e´nergie de surface forme´e. Plus ge´ne´ralement, cette approche
peut eˆtre utilise´e si on connaˆıt pour les grands de´fauts qui sont compose´s
de facettes Fe(100) et Fe(110). Nos tests sur trois “familles” de de´fauts
syme´triques (cubique, octae´drique et rhombo-dode´cae`dre), illustrent bien
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Le soufre dans le nickel
Dans cette partie nous pre´sentons une e´tude de la stabilite´, de la so-
lubilite´, de la diffusion et de la se´gre´gation du soufre dans le nickel-cfc. Le
soufre est connu pour avoir un roˆle ne´faste sur les proprie´te´s de la plupart des
me´taux et en particulier dans le nickel. On sait que l’atome de S se´gre`ge tre`s
facilement en surface et aux joints de grains, et en modifie leurs proprie´te´s.
Comprendre et caracte´riser son interaction avec le me´tal et ses interfaces est
donc un enjeu scientifique important. Ni-S est conside´re´ comme un syste`me
mode`le pour l’e´tude de la se´gre´gation aux surfaces : c’est un syste`me simple,
pour lequel on peut assez facilement e´viter l’oxydation (dans le XPS sous
vide par exemple).
Dans un premier temps nous pre´senterons l’utilite´ du nickel dans l’in-
dustrie et des conse´quences de la pre´sence du soufre sur ce mate´riau. Nous
re´sumerons ensuite l’e´tat des connaissances expe´rimentales sur le soufre dans
le nickel. Nous pre´senterons ensuite nos re´sultats sur la solubilite´ du soufre
dans le mate´riau massif, son insertion et sa migration. Nous analyserons par
exemple la possible qu’a` un ou plusieurs atome de soufre d’interagir avec
des lacunes. L’e´tude de la diffusion du soufre cloˆturera la partie sur le soufre
en solution solide. Nous finirons par une discussion sur l’adsorption et la




Le me´canisme de se´gre´gation du soufre sur les surfaces me´talliques est un
des syste`me de re´fe´rence de la se´gre´gation en ge´ne´ral [1]. Le soufre posse`de
une tre`s grande aptitude a` se´gre´ger aux interfaces au cours des traitements
thermiques. Il se´gre`ge en effet facilement non seulement sur les surfaces
libres, mais aussi aux joints de grains, sur les faces de cavite´s [2] et aux
inter-phases me´tal/oxydes. Or chacune de ces se´gre´gations conduit a` une
de´te´rioration des proprie´te´s sur mate´riau. Par exemple sur les surfaces, les
atomes de S diminuent conside´rablement l’activite´ catalytique des mate´riaux
[3], elle alte`re fortement les proprie´te´s superficielles telles que l’e´nergie de
surface, le frottement, l’adhe´rence, le mouillage, l’auto-diffusion superficielle
ou encore la perme´ation [4, 5]. Sa se´gre´gation aux joints de grains conduit a`
une forte fragilisation des me´taux. La pre´sence d’e´le´ments dopants (Hf, Pt)
permet ne´anmoins de re´duire fortement les effets ne´fastes du soufre.
Il est donc important de disposer des donne´es pre´cises d’ordre cine´tique
et thermodynamiques relatives au soufre dans les me´taux et tout parti-
culie`rement dans le nickel. Ces donne´es sont utilise´es dans les superalliages
a` base nickel, mate´riaux tre`s largement e´tudie´s au sein de l’e´quipe MEMO,
CIRIMAT. D’un point de vue expe´rimental, il existe peu d’e´tudes sur la
se´gre´gation ou la solubilite´ du soufre dans Ni-cfc [1]. La localisation de celui-
ci dans la solution solide et a` la surface n’est pas clairement explicite´e. Une
e´tude de´taille´e de la se´gre´gation, la solubilite´ et de la diffusion de soufre
prend, dans ce contexte, une importance conside´rable dans la mode´lisation
et la compre´hension de l’influence du soufre dans les me´taux.
4.1.1 Le soufre dans les me´taux
Le soufre contenu dans diffe´rentes types d’atmosphe`res gazeuses, sous sa
forme mole´culaire (S2), d’hydroge`ne sulfure´ (H2S) ou de dioxyde de soufre
(SO2), re´agit avec les me´taux et leurs alliages a` haute tempe´rature et forme
a` la surface des couches des produits de re´action suivant un me´canisme
analogue a` celui de l’oxydation. Dans le cas de H2S, de la vapeur de soufre,
ces couches sont compose´es de sulfures. Par exemple, dans des atmosphe`res
de SO2, deux re´actions peuvent avoir lieu :
SO2 +M →MS +O2 (sulfuration)
ou SO2 + 2M → 2MO + S (oxydation) (4.1)
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La cine´tique de la sulfuration obe´it rarement a` une loi parabolique contrai-
rement a` la corrosion et suit souvent une loi line´aire. La couche de sulfures
forme´e est poreuse, dans la plupart des cas. Notons ici que les sulfures ont
un volume plus faible que celui du nickel, il en re´sulte une couche craquele´e,
non protectrice. Dans les aciers auste´nitiques, riches en nickel, la formation
d’un eutectique nickel-sulfure de nickel provoque une sulfuration tre`s rapide.
En ge´ne´ral, le soufre est une des principales impurete´s-poisons en parti-
culier dans les me´taux de transition. Sa pre´sence en solution solide, meˆme a`
l’e´tat de trace, suffit a` modifier de fac¸on critique leurs proprie´te´s me´caniques,
leurs re´sistances a` la corrosion, etc. : en raison de sa tre`s grande aptitude
a` se se´gre´ger aux joints de grain ou aux surfaces, le soufre a tendance a`
amoindrir localement la cohe´sion du re´seau et a` provoquer des ruptures
inter-granulaires [6, 7, 8, 9], il accroˆıt e´galement la fragilisation induite par
l’hydroge`ne [10]. Il est connu depuis longtemps que le soufre affecte la recris-
tallisation des me´taux en agissant aussi bien sur la vitesse de germination
que sur la vitesse de croissance des grains [11].
Ces effets se font meˆme ressentir pour des concentrations tre`s faibles en
soufre (quelques ppm). L’influence du soufre sur l’aptitude d’un me´tal a` se
passiver n’est pas moins spectaculaire. Ce phe´nome`ne a e´te´ analyse´ de fac¸on
pre´cise dans le nickel pur et ses alliages [12, 13].
4.1.2 Le nickel me´tallique et ses alliages
Le nickel est un me´tal blanc-argente´, malle´able qui posse`de de nom-
breuses proprie´te´s assez proches des me´taux ferreux (Co et Fe). Il est uti-
lise´ pour les alliages qu’il forme. C’est un me´tal est plus re´sistant et plus
malle´able que l’acier. De plus, il re´siste tre`s bien a` l’usure et demeure inerte
a` la plupart des milieux corrosifs. Le nickel posse`de des proprie´te´s remar-
quables en conductivite´s e´lectriques et thermiques. Le nickel se preˆte bien
aux me´thodes classiques de fabrication telles que le forgeage, le fac¸onnage,
l’usinage, le soudage, le brasage, le recuit, l’e´tirage ou encore le repoussage.
Alliages a` base de nickel Le nickel sous sa forme Ni-γ (cfc) est un
me´tal qui est largement utilise´ en me´tallurgie. Il en existe plus de 3 000
alliages. Il est additionne´ dans de nombreux aciers constructifs, aciers in-
oxydables, aciers re´fractaires, aciers auste´nitiques (addition de molybde`ne,
titane, niobium pour ame´liorer les caracte´ristiques de fluage), des alliages
magne´tiques et non-magne´tiques avec les proprie´te´s physiques particulie`res :
alliages de haute re´sistance me´canique, thermoe´lectrique, re´sistance a` la cha-
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leur, re´sistance a` l’usure par corrosion. Le nickel est aussi souvent allie´ au
cuivre et au chrome. Dans les alliages ternaires fer-chrome-nickel, le nickel
ame´liore la tenue a` l’oxydation, pour une teneur en chrome donne´e. L’aug-
mentation de la teneur en nickel dans les aciers auste´nitiques a pour effet de
diminuer le coefficient de dilatation du me´tal et de lui confe´rer une excellente
re´sistance a` l’oxydation cyclique.
Alliages Monel Comme nous venons de le noter, le nickel et ses alliages
posse`dent des comportements excellents vis-a`-vis de la re´sistance a` la corro-
sion et a` la de´formation. Quand le cuivre est ajoute´, la re´sistance optimale
a` la corrosion s’obtient pour 60 % massique de Ni dans l’alliage. Beaucoup
de ces alliages, que l’on appelle Monel (voir quelques exemples tableau 4.1),
sont utilise´s avec cette composition. Ils posse`dent d’excellentes proprie´te´s en
corrosion. Ils re´sistent aux agents corrosifs les plus connus tels le sel ordi-
naire, l’acide sulfurique dilue´ et la soude caustique concentre´e. Ce sont des




Monel 400 69 % Ni et tuyaux sans soudure, tuyaux de vapeur
32 % Cu dans l’usine de puissance
Monel R-405 63 % Ni, 31 % de Cu, soupapes, de´tendeurs,
Fe, Mn, S, C extincteurs chimiques
Monel K-500 Ni, 28 % Cu arbres et rotors, racloirs convoyeur,
Al et Ti anneaux, des composants e´lastiques
superalliages base nickel
Inconel 600 Ni, 15% Cr et 8% Fe E´quipement de haute tempe´rature
Hastelloy Ni, 28 % Mo Re´sistance a` corrosion
DS-Ni Ni, 2% ThO2 Turbines a` gaz
Incoloy 800 Ni, 46% Fe et 21% Cr e´changeurs thermiques
mate´riaux qui posse`dent une re´sistance a` la rupture nettement supe´rieure a`
celle des laitons, bronze et est comparable a` celle des aciers de charpente.
Superalliages a` base de nickel Il est inte´ressant de disposer de mate´riaux
re´sistants aux tempe´ratures de plus en plus e´leve´es, simplifiant le syste`me de
refroidissement et augmentant le rendement des moteurs par exemple. On
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utilise alors des alliages au chrome a` base de nickel, ou de cobalt ou encore
d’une combinaison de ces e´le´ments avec le fer. On appelle cette classe de
mate´riaux : des superalliages. Les superalliages a` base de nickel ou fer-nickel
posse`dent des proprie´te´s me´caniques excellentes a` haute tempe´rature, la
re´sistance au fluage a` haute tempe´rature (jusqu’a` 1000˚ C) et une excellente
re´sistance a` la corrosion. L’application typique de ces superalliages sont les
vannes, les aubes de turbines, les e´changeurs thermiques, les pie`ces dans les
re´actions chimiques et les e´quipements de traitement a` haute tempe´rature.
Les exigences de ces alliages sont une bonne re´sistance au fluage a` une
tempe´rature aussi e´leve´e que possible ; une bonne re´sistance a` la corrosion
par les gaz de combustion ; une stabilite´ a` chaud de la structure et l’absence
d’une fragilite´ excessive ; des facilite´s de fabrication, bonne forgeabilite´ pour
les alliages forge´s et bonne coulabilite´ pour les aciers moule´s et une bonne
soudabilite´ et une facilite´ de re´paration lorsqu’il s’agit de toˆles servant a`
la fabrication d’ensembles chaudronne´s. Nous reportons au tableau 4.1 les
principales “saveurs” de superalliages en fonction de leurs utilisations.
Autres domaines d’utilisation du nickel Le nickel est aussi utilise´ dans
la fabrication de cathodes des piles alcalines nickel-dioxyde de mangane`se, et
des accumulateurs alcalins nickel-cadmium, nickel-me´tal hydrure et nickel-
zinc. Le nickel et ses alliages sont utilise´s comme catalyseurs he´te´roge`nes
dans diverses re´actions (l’hydroge´nation des alce`nes, alcynes, compose´es aro-
matique comme benze`ne et ses de´rives, la synthe`se d’ammoniac, etc.).
4.2 Re´sultats expe´rimentaux
Comme nous venons de l’illustrer, le nickel est utilise´ dans de tre`s nom-
breux domaines de l’industrie, ce qui explique le tre`s grand nombres d’e´tudes
(expe´rimentales et the´oriques) associe´es a` ce me´tal. C’est un syste`me mode`le
pour lequel avoir des informations quantitatives et qualitatives sont tre`s
importantes. Ce qui explique l’importance d’acque´rir un maximum d’infor-
mations pre´cises sur le soufre en solution (solubilite´, diffusion, se´gre´gation,
adsorption etc.).
4.2.1 Solubilite´ du soufre
Les principaux re´sultats expe´rimentaux concernant la solubilite´ du soufre
dans le nickel sont rassemble´s dans le tableau 4.2. Nous reportons aussi les
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principales grandeurs thermodynamiques du soufre dans diffe´rents me´taux
cubiques a` faces centre´es. La comparaison du nickel avec les autres me´taux
(Ag, Co, Pd) est re´ve´lateur de la forte similitude des syste`mes vis-a`-vis du
soufre.
Table 4.2: Grandeurs thermodynamiques relatives a` la solubilite´ du soufre
dans divers me´taux cfc purs : Hins (en eV/atome) enthalpie d’insertion, Hsol
(en eV/atome) enthalpie de solubilite´ et entropie standard de dissolution
(Sdiss en unite´ de kB) pour diffe´rentes domaines de tempe´rature.
T Hsol Hins Sdiss Re´f
re´f S2 re´f S atome
Ni 900-1300 -0.57 -2.54 12 [14, 15]
Ni 850-1400 -0.67 - - [17]
Ag 600-900 -0.33 -2.36 12 [18, 19]
Co 600-900 -0.07 -1.94 14 [20, 14]
Pd 600-1000 -0.74 -2.77 11 [21]
Dans le tableau 4.3 nous donnons la solubilite´ limite du soufre dans
le nickel pour diffe´rentes tempe´ratures. De ces donne´es on constate d’une
part que la faible quantite´ de soufre au sein du nickel, et d’autre part une
grande disparite´ des donne´es : pour la premie`re se´rie de donne´es la solubilite´
augmente avec T [15], et diminue pour la seconde [17].
Table 4.3: Solubilite´s limites du soufre dans le nickel (en ppm).
T (˚ C) 900 1000 1100 1200 1250 1300 Re´f
Ni 155 180 260 510 500 - [15]
Ni 160 246 - 450 375 200 [17]
4.2.2 Diffusion du soufre dans le nickel
Le coefficient de diffusion D d’une espe`ce en solution solide est donne´
par :






ou` Q est l’e´nergie d’activation et Do le coefficient de diffusion.
Dans le tableau 4.4 nous donnons les principales mesures expe´rimentales
de o et Q re´alise´es au moyen de traceurs 35S. De ces mesures, il en a e´te´
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de´duit que le soufre devait eˆtre localise´ en substitution. En effet en insertion
(site tetra- et octae´drique), l’e´nergie d’activation est plus petite (dans le
cas de l’hydroge`ne on a une e´nergie de l’ordre de 0.4 eV), il est plus facile
de migrer (< Ef1v). En substitution il faut faire intervenir une lacune. Au
premier ordre, dans le cas ou` le soufre est en substitution, Q est donc la
somme de deux termes : l’e´nergie de formation de la monolacune et l’e´nergie
de migration du soufre. Ce qui permet d’expliquer cette valeur importante
de l’e´nergie d’activation mesure´e pour le soufre.
Aux valeurs mesure´es dans le nickel “pur”, il existe une autre donne´e sur
la diffusion du soufre, mais dans un alliage de nickel (un superalliage PWA
1480). Smialek et al. [16] ont mesure´ (en de´-sulfurisant par de l’hydroge`ne)
une valeur plus faible de l’e´nergie d’activation (1.63 eV) et du pre´-facteur
Do.
Table 4.4: Re´sultats expe´rimentaux pour le coefficient de diffusion Do (en
cm2/s) et l’e´nergie d’activation Q (en kJ/mol et eV/atome) du soufre dans
le Ni-cfc.
Do Q (kJ/mole) Q (eV/atome) Re´f
Ni 1.4 219 2.28 [15]
Ni 0.2 192 2.00 [17]
alliage de Ni 6.71 · 10−3 156 1.63 [16]
Nous allons maintenant comparer ces diffe´rentes donne´es expe´rimentales
avec celles donne´es par les simulations ab initio.
4.3 Re´sultats the´oriques
4.3.1 Recherche du site stable du soufre
Description des diffe´rents sites
Comme nous l’avons explique´, les structures cfc posse`dent deux sites
d’insertion en plus du site de substitution : le site tetrae´drique et le site
octae´drique (voir figure 4.1). Rappelons qu’il y a une diffe´rence topologique
fondamentale entre les sites d’insertion dans les mailles cfc et cc. Pour la
maille cfc il est possible de paver totalement le volume de la maille au
moyen de volumes octae´driques et tetrae´driques. Ils sont en effet connecte´s
les unes aux autres en partageant leurs faces. Ce n’est pas le cas pour les
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me´taux cubiques centre´s ou` les sites tetrae´driques sont imbrique´s dans les
sites octae´driques (voir figure 1, introduction 1).
Figure 4.1: Soufre en position d’insertion tetrae´drique (a` gauche) et
octae´drique (a` droite).
Pour le nickel qui a un parame`tre de maille ao = 3.52 A˚, le volume acces-
sible dans le site tetrae´drique est d’environ 1.81 A˚3 et de 7.27 A˚3 pour le site
octae´drique. Comparons ces valeurs a` l’encombrement ste´rique du soufre : le
rayon atomique du soufre est d’environ 0.90 A˚, ce qui donne un volume du
soufre d’environ 3.05 A˚3. En comparaison celui du nickel est de 1.25 A˚, ce
qui correspond a` un volume de 8.17 A˚3. On peut penser a` partir de ces seules
donne´es d’ordre ste´rique, que le soufre pourrait occuper pre´fe´rentiellement
le site octae´drique, comme cela a e´te´ observe´ pour l’oxyge`ne [22], qui a une
“taille” sensiblement identique que l’atome de soufre. Ne´anmoins il ne faut
pas oublier d’une part que le site en substitution peut eˆtre une autre solu-
tion et d’autre part le roˆle pre´ponde´rant des interactions quantiques, comme
nous allons le voir ci-apre`s.
Rappels sur le soufre
L’e´nergie de l’atome isole´ du soufre a e´te´ calcule´e en conside´rant un
atome dans une boˆıte de simulation non cubique de parame`tres 10×11×12
A˚3, comme explique´ dans le chapitre 2. On trouve une e´nergie de l’atome
(Eo[Sat]) e´gale a` -0.845 eV (voir re´sultats tableau 2.3, page 45). Pour la
mole´cule S2, nous trouvons une e´nergie de -6.96 eV. L’e´nergie de dissociation
de la mole´cule S2, donne´e par Ed[S2] = Eo[S2]/2 − Eo[Satom], est e´gale a`
-2.64 eV/atome. Cette valeur est plus petite que la valeur expe´rimentale de
-2.2 eV/atome [23].
La DFT ne permet pas de calculer correctement l’e´nergie de syste`mes
atomiques a` couches ouvertes. Le proble`me vient du fait que la vraie e´nergie
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est un e´tat qui n’est pas de´fini par un e´tat singulet, comme on le fait en
DFT. On peut e´valuer la diffe´rence d’e´nergie entre un e´tat singulet et le vrai
e´tat fondamental du soufre. Seule une approche “multi-configurationnelles”
permet de le faire. Dans ce type d’approche on re´sout l’e´quation de Schro¨din-
ger sur un jeu de fonctions “multi-configurationnelles” (plusieurs milliers de
fonctions). On obtient une correction e´gale a` 0.415 eV par rapport a` la va-
leur DFT (e´tat singulet). Nous avons ainsi une e´nergie atomique du soufre
corrige´e de -1.260 eV. L’e´nergie de dissociation de la mole´cule de S2 est
alors e´gale a` -2.2 eV (en partant de la valeur DFT de la mole´cule de S2, en
supposant que celle-ci est correcte), maintenant en excellent accord avec la
donne´e expe´rimentale. Pour identifier les diffe´rentes valeurs nous indique-
rons les valeurs corrige´es par : † . Ceci ne sera valable que pour les valeurs
avec comme re´fe´rence l’atome de soufre.
Rappels thermodynamiques
Pour caracte´riser l’insertion ou la substitution on va utiliser deux gran-
deurs e´nerge´tiques : l’e´nergie d’insertion (Eins[S]) et de solubilite´ (Esol[S]).
Cas de l’insertion L’e´nergie d’insertion dans un site d’insertion a e´te´
calcule´e au moyen de l’e´quation :
Eins[S] = Eo[n ·Ni+ S]− Eo[n ·Ni]− Eo[Satom] (4.3)
ou` Eo[n ·Ni+ S] est l’e´nergie totale de la super-cellule contenant n atomes
de nickel et un atome de soufre dans un site d’insertion octae´drique (O),
ou tetrae´drique (T), Eo[n ·Ni] est l’e´nergie totale de la super-cellule ide´ale
contenant n atomes de nickel et Eo[Satom] l’e´nergie de l’atome de soufre a`
l’e´tat isole´, donne´e un peu plus haut. Avec cette convention, une e´nergie
ne´gative de Eins implique que le site d’insertion est plus stable que l’atome
isole´.
L’e´nergie de solution (Esol[S]) correspond a` l’insertion du soufre en pre-
nant en compte comme re´fe´rence l’e´tat mole´culaire S2 du soufre. On a donc :
Esol[S] = Eo[n ·Ni+ S]− Eo[n ·Ni]− 12Eo[S2] (4.4)
On se retrouve donc avec 3 valeurs : 2 valeurs calcule´es en DFT, et une va-
leur corrige´e de Eins† par la correction “multi-configurationnelles”. Nous al-
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lons introduire une quatrie`me et dernie`re grandeur : Esol‡ : on prend l’e´nergie
d’insertion Eins et on lui retranche l’e´nergie de dissociation expe´rimentale
de 2.2 eV. Elle sera alors identifie´e par le symbole : ‡ . Pour clarifier les
notations, nous affublerons les donne´es tout DFT par le symbole dft .
Cas de la substitution Dans le cas de la substitution, il faut tenir
compte du fait que nous n’avons pas le meˆme nombre d’atomes de nickel que
dans l’insertion. Nous allons donc rede´finir les deux grandeurs e´nerge´tiques
pre´ce´dentes. Pour l’e´nergie d’insertion on a :
Eins[S] = Eo[(n− 1) ·Ni+ S]− n− 1
n
Eo[n ·Ni]− Eo[Satom] (4.5)
et pour l’e´nergie de solution Esol[S] :
Esol[S] = Eo[n ·Ni+ S]− n− 1
n
Eo[n ·Ni]− 12Eo[S2] (4.6)
Re´sultats
Nous allons maintenant discuter des re´sultats que nous avons obtenus
pour le soufre sur les diffe´rentes configurations conside´re´es. Dans le ta-
bleau 4.5, nous re´sumons ces re´sultats obtenus pour les trois configurations
conside´re´es, ainsi que les donne´es expe´rimentales.
Table 4.5: E´nergies d’insertion et de solution (Eins[S] et Esol[S] en eV),
distances relaxe´es et non relaxe´es dNi−S et dNi−Ni (en A˚) et charges nettes
du soufre dans chacune configuration e´tudie´e (CI = configuration initiale,
CF = configuration finale).
The´o. Expt.
octae´drique tetrae´drique substitution [14, 15, 17]
Eins[S] (re´f. S) -1.581dft/-1.165† -0.403dft/0.013† -2.887dft/-2.471† -2.54
Esol[S] (re´f. S2) 1.055dft/0.639‡ 2.233dft/1.817‡ -0.252dft/-0.667‡ -0.57/-0.67
dNi−S (CI) 1.76 1.52 2.49
dNi−S (CF) 2.03 1.97 2.49
dNi−Ni (CI) 2.49 2.49 2.49
dNi−Ni (CF) 2.87 3.22 2.49
qS -0.25 -0.28 -0.59
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Substitution On constate que la configuration la plus stable pour le soufre
est le site en substitution. L’e´nergie de solubilite´ (corrige´e ‡ ) en site de
substitution est comparable a` la valeur des travaux expe´rimentaux [15, 26,
27] qui donnent une de valeur -0.56 eV. De meˆme, en ce qui concerne l’e´nergie
d’insertion corrige´e † correspond bien a` la mesure expe´rimentale [14, 15, 17]
de -2.54 eV. Le calcul tout DFT sous estime l’e´nergie de solubilite´ d’environ
0.4 eV.
Il faut tempe´rer la diffe´rence entre le calcul tout DFT et la valeur
expe´rimentale. En effet, la mesure expe´rimentale de l’e´nergie est re´alise´e sur
un cycle complet (adsorption, absorption, puis insertion dans le mate´riau
massif), la description du cycle thermodynamique expe´rimentale n’est pas
force´ment le meˆme que celui conside´re´ ici, et elle est sujette au mode`le sous-
jacent utilise´ pour extraire la valeur.
Tous nos re´sultats montrent que le soufre est donc en substitution dans le
nickel. Cette conclusion me´rite deux remarques. D’une part, il n’y avait pas
de preuve expe´rimentalement directe de ce fait, seule la valeur de l’e´nergie
de migration expe´rimentale (qui est proche des valeurs des atomes en sub-
stitution) permettait de laisser penser que le soufre e´tait en substitution.
D’autre part, les re´sultats the´oriques ne pre´cisent jamais clairement que le
soufre est en substitution. Or a contrario il a e´te´ clairement montre´ que dans
le cas de l’oxyge`ne, e´le´ment tre`s proche du soufre, c’est le site octae´drique
qui est le site le plus stable. On aurait pu donc penser que le soufre e´tait lui
aussi en insertion.
Comparons nos re´sultats aux autres simulations ab initio. Yamaguchi [24]
(PAW, GGA) a obtenu une valeur pour le soufre de 2.96 eV pour l’e´nergie
de substitution de S, quant-a` Kart et al. [25] en utilisant la meˆme me´thode
a obtenu une e´nergie de substitution du soufre de 2.86 eV (voir tableau 4.6).
La diffe´rence dans les valeurs est lie´e aux crite`res de convergence utilise´s. On
obtient donc un excellent accord entre nos simulation dft avec les donne´es
the´oriques de la litte´rature.
Table 4.6: Re´sultats the´orique du soufre en substitution dans le nickel.
Me´thode E (en eV) Re´f.
VASP-PAW-GGA S dans Ni volume 2.96 [24]
VASP-PAW-GGA S dans Ni volume 2.86 [25]
On note aussi que substituer un atome de nickel par un atome de soufre
n’induit quasiment pas de de´formation de la maille, l’encombrement ste´rique
est ne´gligeable et la distance dNi−S apre`s relaxation (dNi−S = 2.49 A˚) est
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identique a` la distance Ni-Ni (il faut ne´anmoins faire attention a` la taille des
boites de simulations qui peut conduire a` des interactions entre soufres de
cellules voisines). Pour finir, l’analyse des charges de Bader montre que le
soufre en substitution capte 0.59 e- des 12 atomes de nickel premiers voisins.
Celui-ci est donc le´ge`rement e´lectrone´gatif par rapport au nickel.
Insertion Dans le cas de l’insertion, l’atome de soufre en position octae´drique
est plus stable que dans le site tetrae´drique. L’e´nergie d’insertion dans le site
(O) est de -1.165 eV† tandis que l’e´nergie d’insertion dans le site tetrae´drique
a une valeur de +0.013 eV†. L’analyse des 2 sites d’insertion montre qu’il y
a une tre`s forte dilatation du re´seau et des liaisons Ni-Ni autour du soufre
dans les 2 sites. Cette dilatation est plus significative pour le site (T). On
peut penser que l’encombrement ste´rique est a` l’origine de la faible stabilite´
du site octae´drique comparativement au site de substitution.
L’analyse des charges de Bader pour le site (O) et (T) montre que le
soufre est alors un accepteur d’e´lectrons et qu’il capte dans les deux cas a`
peu pre`s la meˆme quantite´ d’e´lectrons (' -0.25 et -0.28 e-, respectivement).
Discussion Nous venons de voir que le soufre est en substitution dans le
nickel-cfc. On peut calculer l’e´nergie associe´e au me´canisme :
”volume sans de´faut” + Ssubstitution 
 ”volume avec une lacune” + Socta
(4.7)
On trouve alors une e´nergie d’environ -2.67 eV. Placer un atome de soufre
en position octae´drique et cre´er une lacune a` partir d’un e´tat initial ou` le
soufre est en substitution n’est pas un processus e´nerge´tiquement favorise´.
Ce processus est clairement e´nerge´tiquement non favorise´. Il n’est donc pas
possible de placer un atome de soufre en position octae´drique.
4.3.2 Formation de complexes
Complexe V1Sm, m = 2 et 3
Nous avons montre´ qu’un atome de soufre e´tait stable dans le site de
substitution de nickel et ceci sans relaxation. Nous nous sommes alors pose´s
la question de savoir si il e´tait possible, e´nerge´tiquement, d’inse´rer plus d’un
atome de soufre dans ce site et restaurer alors –partiellement– la lacune.
Dans le cas du nickel en auto-interstitiel, on appelle cette configuration
“dumbbell”. Figure 4.2, nous pre´sentons l’insertion de deux et trois atomes de
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S dans un site. Nous avons conside´re´ diffe´rentes configurations : un dumbbell
ou` les atomes de soufre pointent vers la “face” carre´ du dode´cae`dre (figure
4.2a) et ou` les atomes de soufre pointent vers les faces triangulaires (figure
4.2b).
(a) (b) (c)
Figure 4.2: Configurations “VSm” conside´re´es : a` gauche (c) m=2 atomes
de soufre dans un site de nickel (soufre en direction de faces carre´es, au
centre (b) m=2 les atomes de soufre sont dirige´s vers les faces “carre´es”,
a` gauche (a) m=3 vers les faces “triangulaires”. Seuls les atomes premiers
voisins du soufre ont e´te´ repre´sente´s. En gris les atomes de nickel, en roue
ceux du soufre.
Les positions de S ont e´te´ optimise´es et nous verrons dans la suite pour-
quoi nous nous sommes limite´s a` ces cas (n=2 et 3). Afin de bien comprendre
le “processus” d’insertion de plusieurs atomes de soufre, nous avons de´fini
plusieurs grandeurs e´nerge´tiques.
La premie`re de´termine l’aptitude pour un syste`me comprenant m-1 atomes
de soufre d’en capter un nouveau (Etrap[Sm]) : On peut la de´finir par :
Etrap[Sm] = Eo[(n− 1).Ni+ Sm]−
(Eo[(n− 1).Ni+ Sm−1] + 12Eo[S2]) (4.8)





Physiquement, cette e´nergie est l’e´nergie pour ajouter un atome de soufre
supple´mentaire dans le complexe Sm−1 a` partir du soufre mole´culaire. C’est
le changement de signe de l’e´nergie de pie´geage qui nous indiquera pour
quelle valeur de m il y a saturation.
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On peut aussi de´finir l’e´nergie d’insertion (ou de solubilite´) des plusieurs
atomes de soufre dans un seul site (comme dans le cas de la pre´ce´dente
discussion) :





 Satome/mole´cule + “volume” (4.11)
On peut aussi de´finir une e´nergie d’interaction entre un site vacant et
un atome de soufre :
Einter[Sm] = Eo[(n− 1).Ni+ Sm] + Eo[(n− 1).Ni]−
(Eo[(n− 1).Ni+ Sm−1] + Eo[(n− 1).Ni+ S]) (4.12)
qui correspond au fait qu’un soufre en substitution rentre dans un site de´ja`
occupe´ et “libe`re” une lacune :
Sm−1 + Ssub 
 Sm + “volume avec 1 lacune” (4.13)
Table 4.7: E´nergie d’insertion par atome de soufre (Eins[Sm]/m, en
eV/atome de S), de solubilite´ (Esol[Sm]/m, en eV/atome de S), l’e´nergie
de capture d’un atome supple´mentaire de soufre dans un site du re´seau
(Etrap[Sm], en eV) et l’e´nergie d’un processus d’insertion d’un soufre
(Einter[Sm], en eV) et les distance S-S (en A˚).
m Eins[Sm]/m Esol[Sm]/m Etrap[Sm] Einter[Sm] d(S-S)
1 -2.89/-2.47† -0.25/-0.67‡ -1.62 0 -
2 carre´ -2.51/-2.01† 0.12/-0.29‡ 0.50 2.11 2.23
triangle -1.70/-1.28† 0.94/0.52‡ 2.13 3.74 2.07
3 triangle -1.85/-1.44† 1.18/0.37‡ 2.11 3.72 2.81/2.81/2.81
A` partir de nos re´sultats on constate que pie´ger un second atome de
soufre n’est pas du tout un processus efficace. Si l’e´nergie de solubilite´
(Esol[Sm]/m) sugge`re que ce processus est e´nerge´tiquement encore favorable
pour un second atome, on peut constater que l’e´nergie de capture (Etrap[Sm])
est positive (+0.50 eV pour la cas carre´). De`s trois atomes de soufre le pro-
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cessus est clairement e´nerge´tiquement de´favorable, quelque soit le processus
regarde´. L’encombrement ste´rique ainsi que la re´pulsion e´lectrostatique croˆıt
tre`s rapidement. Les distances S-S obtenues sont a` comparer a` la valeur de
la distance S-S dans la mole´cule : Expt. : 1.88 A˚, DFT : 1.80 A˚. Ici elles
sont beaucoup plus grandes, on a pas de restauration de la mole´cule de S2
a` ce stade dans les petites cavite´s.
On constate donc qu’au dela` de 2 atomes de soufre, l’insertion n’est plus
possible. Le “dumbbell” est ne´anmoins une configuration a` part (cas carre´,
voir figure 4.2). Comme pour l’auto-interstitiel, ce type de de´faut pourrait
apparaˆıtre.
Cas des complexes V2Sm avec m = 1-4
Nous avons e´galement envisage´ la possibilite´ pour les atomes de soufre
d’eˆtre pie´ge´s/inse´re´s dans une bilacune. Les re´cents travaux sur les proprie´te´s
de formation de la bilacune 1NN dans le nickel [28] ont montre´ que son
e´nergie de formation e´tait de 2.71 eV. L’e´nergie de liaison de 1NN (+0.03
eV selon les conventions de l’e´quation 3.22, page 79) sugge`re une certaine
stabilite´ de cette bilacune par rapport a` des lacunes isole´es. En outre le
de´faut V1+1S (lacune premier voisin d’un atome de soufre en substitution)
intervient dans le me´canisme de migration du soufre comme nous verrons
un peu plus loin.
Pour ceci quelques complexes V2S1, V2S2, V2S3 et V2S4 ont e´te´ e´tudie´s.
Les configurations d’e´quilibre sont repre´sente´s figure 4.3.
Figure 4.3: Un, deux, trois et quatre atomes dans une bilacune.
Nous allons de´finir 4 grandeurs e´nerge´tiques pour une comparaison de´taille´e.
Esol[Sm, V2] correspond a` l’e´nergie de solubilite´ :





qui correspond a` l’e´nergie pour former le de´faut V2-Sm a` partir des mole´cules
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S2. L’e´nergie d’insertion dans une bilacune V2 du soufre (Einsert[Sm, V2]) :




On de´finit aussi l’e´nergie associe´e a` la capture d’un atome de soufre,
en partant d’une mole´cule S2, par un de´faut de taille infe´rieure V2Sm−1
(Etrap[Sm, V2]) :




et l’e´nergie de capture (Ecapture[Sm, V2]) d’un atome de S en substitution
par le de´faut de taille m-1.
Ecapture[Sm, V2] = Eo[(n− 2).Ni+ Sm] + Eo[(n− 1).Ni]−
(Eo[(n− 2).Ni+ Sm−1] + Eo[(n− 1).Ni+ Ssub] (4.17)
ce qui peut sche´matiquement se re´sume´ par :
SmV2 + V1 
 Sm−1V2 + Ssubsti (4.18)
Nos simulations, re´sume´s dans le tableau 4.8, montrent que les atomes
de soufre interagissent dans tous les cas dans un plan [100].
Table 4.8: E´nergies des de´fauts (voir texte).
V2Sm Esol[Sm, V2] Einsert[Sm, V2] Etrap[Sm, V2] Ecapture[Sm, V2]
0 2.72 - - -
1 0.27 -2.46 -2.46 -0.84
2 -1.00 -3.72 -1.27 0.35
3 -0.47 -3.20 0.52 2.14
4 0.97 -1.76 1.44 3.05
L’e´nergie de pie´geage traduit l’aptitude d’un de´faut infe´rieur de cap-
ter un autre atome de soufre. On constate que pour n=3, ce processus est
e´nerge´tiquement non stable. Par contre si on se place d’un point de vue
d’une bilacune, l’e´nergie d’insertion est toujours en faveur de l’insertion de
soufre. L’e´nergie de solubilite´ prend en compte la formation de la bilacune,
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qui a un couˆt (2.72 eV, cas m=0).
Enfin, la grandeur la grandeur qui traduit un processus “dynamique”,
l’e´nergie de capture, on note que le de´faut “V2S” est un de´faut stable et que
rajouter un second atome de soufre en premier voisin du premier atome de
soufre n’est pas e´nerge´tiquement favorable. Ne´anmoins, de`s qu’il est forme´,
il est stable.
La figure 4.4 repre´sente les zones de basse densite´ e´lectronique dans la
bilacune, celles-ci s’amenuisent avec le nombre de soufre. Pour la configura-
tion V2S1 dans sa conformation la plus stable, l’atome de soufre se situe en
substitution. Le deuxie`me atome pie´ge´ (complexe V2S2) vient naturellement
se localiser sur la deuxie`me lacune. Dans ces deux premiers cas la relaxation
est ne´gligeable. Pour les configurations V2S3 et V2S4 les atomes de soufre
forment un triangle et un rectangle dans un plan [100] (comme montre´ figure
4.3).
Figure 4.4: Les zones de basse densite´ e´lectronique dans la bilacune.
En conclusion
Nous avons montre´ que le site de substitution est le site le plus stable
pour l’atome de soufre. Dans cette configuration, l’atome de S prend exac-
tement la place du nickel avec de faibles effets de relaxation locale. Nous
avons ensuite montre´ que, dans une petite cavite´ (de`s 2 lacunes), on peut
inse´rer que 2 atomes de soufre en substitution. Ce de´faut S2 est relative-
ment stable. Mais que le processus de formation de ce de´faut n’est pas
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favorise´ e´nerge´tiquement. Ne´anmoins remplacer du nickel par plus de soufre
ne semble pas possible.
4.3.3 Migration du soufre dans le nickel
Cas de la migration en substitution
Re´sultats the´oriques Comme nous l’avons vu l’atome de soufre est en
substitution dans le nickel. Nous allons pre´senter sa migration. Dans la plu-
part des me´canismes de diffusion dans les solides (atome en substitution)
se fait via le me´canisme lacunaire. Une lacune doit s’approcher du soufre,
puis celui-ci doit migrer vers la lacune en premier voisin (voir figure 4.6).
Dans la diffusion du soufre, l’e´tape limitante est lie´e a` la concentration en
lacune dans le syste`me (Hf1v ' 1.38 eV). Nous avons estime´ au premier ordre
l’e´nergie de migration du soufre par son e´nergie de migration vers la lacune
premier voisin. Une approche plus pre´cise aurait ne´cessite´ l’utilisation d’un
me´canisme a` 5 sauts [29], comme repre´sente´ sur la figure 4.5.
Figure 4.5: Illustration d’un me´canisme a` 5 sauts pour la migration d’une
impurete´ en solution solide dans un cfc. Les fle`ches indiquent la direction
du saut de la lacune et les nombres n correspondent au nieme site premier
voisin, extrait de [29].
On doit donc prendre en compte deux me´canismes se´pare´s : (i) la forma-
tion de la lacune et (ii) l’e´change lacune-atome. Le coefficient macroscopique
de diffusion peut eˆtre e´crit en termes de parame`tres microscopiques, c’est a`
dire la distance de saut de l’atome et la fre´quence de saut. Ainsi dans les
syste`mes cubiques on a :
D = a2oC1vΓ (4.19)
ou` ao est le parame`tre de maille, Γ la fre´quence de saut re´ussie de l’atome
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et C1vla concentration en lacunes. On a de´ja` vu que la concentration est
donne´e par :





En accord avec la the´orie de l’e´tat de transition, la fre´quence de saut de
l’e´quation 4.19 peut eˆtre e´crit au moyen de l’e´nergie de l’enthalpie de mi-
gration Hm et d’une fre´quence effective ν∗ telle que Γ = ν∗ exp(−Hm/kBT )








L’e´tat initial et l’e´tat final e´tant identiques et le chemin de migration
par syme´trie e´tant direct, l’e´tat de transition se trouve ne´cessairement au
milieu du chemin de migration comme repre´sente´ figure 4.6.
Figure 4.6: Migration de l’atome de soufre d’une lacune a` l’autre en pre-
mier voisin.
Nous avons donc calcule´ d’une part l’e´nergie de l’e´tat initial et d’autre
part celle de l’e´tat de transition. Les re´sultats sont re´sume´s dans le tableau
4.9. Nos re´sultats ont e´te´ obtenus sur des super-cellules de 3×3×3 (108
atomes/maille).
Si on se concentre sur les re´sultats pour ao=3.52 A˚, on note que l’e´nergie
de migration du soufre vers la lacune voisine est d’environ +0.13 eV. Pour
remonter a` la grandeur qui nous inte´resse, l’e´nergie d’activation, il faut ra-
jouter l’e´nergie de formation de la lacune (1.38 eV), ce qui nous donne 1.51
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Table 4.9: E´nergies de migration du soufre (Hm[S], en eV) dans Ni et les
distances Ni-S, et fre´quences du soufre (ωWν , W=EI et ET, en cm−1) dans
le cas ou` le soufre est en substitution et en position octae´drique.
substitution
Eins[S] Hm[S] ων ωTSν d(Ni-S)






Nous avons calcule´ la fre´quence de saut, en supposant en premie`re ap-
proximation que seules les fre´quences du soufre variaient entre les e´tats ini-
tiaux et l’e´tat de transition. Nous avons calcule´ les fre´quences dans l’e´tat ini-
tial et l’e´tat de transition. On remarque que nous avons seulement un mode
de vibration imaginaire pour l’e´tat de transition (tableau 4.9). Une analyse
du vecteur propre associe´ a` cette valeur imaginaire, nous confirme que cette
fre´quence est associe´e au de´placement du soufre vers les sites vacants. On a
seulement une valeur propre ne´gative, donc on a bien une configuration de
col. On trouve donc νo ' 0.57 THz, calcule´es a` partir des donne´es donne´es
dans le tableau 4.9.
Comparaison avec l’expe´rience Nous pouvons maintenant comparer
nos re´sultats avec les donne´es de la litte´rature. Expe´rimentalement, il a e´te´
montre´ que l’e´nergie d’activation est de 2.00-2.28 eV (voir tableau 4.4, page
113). On a donc un mauvais accord entre la valeur the´orique (environ 1.50
eV) et la valeur expe´rimentale. La diffe´rence peut s’expliquer comme origine
diffe´rents facteurs : pre´sence d’impurete´s (purete´s du nickel), diffusion par
interfaces (joints de grains), me´thodes expe´rimentales
Comme indique´ plus haut, il existe une autre valeur mesure´e par Smialek
et al. [16]. Ils ont mesure´ une e´nergie d’activation plus (1.63 eV) qui elle est
plus en accord avec celle calcule´e ici, alors que mesure´e sur un alliage.
Si on regarde cette fois-ci le pre´facteur Do, on trouve, a` partir de νo =
0.57 THz et Do = νoa2o : 0.7 · 10−3 cm2/s en meilleur accord la` encore avec
la valeur de Smialek (6.71·10−3), diffe´rente de celles de Barbourth [15] ou
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de Brigham [17]. Ce de´saccord est actuellement difficile a` expliquer.
Cas de la migration en insertion
Nous poursuivons par l’e´tude du me´canisme de migration du soufre d’une
position d’insertion a` une autre position d’insertion. Pour cette e´tude nous
n’avons conside´re´ que le site interstitiel le plus stable, donc (O).
L’enthalpie de migration Hm est de´finie comme la diffe´rence de l’e´nergie
du syste`me a` l’e´tat de transition (e´tat col) Ecol[n · Ni + S] et l’e´nergie a`
l’e´tat initial Einsocta[n ·Ni+ S] (insertion (O)) :
Emigr[S] = Ecol[n ·Ni+ S]− Einsocta[n ·Ni+ S] (4.22)
Figure 4.7: E´tats de transition entre sites octae´driques voisins (O-O).
Nous avons conside´re´ que le chemin direct entre les deux sites octae´driques.
Les calculs montrent (voir figure 4.8) que l’e´nergie de migration via le che-
min direct (O-O) est de l’ordre de Hm=1.16 eV. Ici il n’y a pas a` prendre
en compte l’e´nergie de formation de la lacune. Si on compare cette valeur a`
la diffe´rence d’e´nergie entre le site octae´drique et tetrae´drique, on constate
que cette dernie`re est plus haute que la migration O-O. Il est donc encore
moins probable que la migration se fasse par le site tetrae´drique.
Si on compare cette valeur a` la valeur de l’e´nergie de migration en substi-
tution, on note qu’elle plus petite. Cependant, la diffe´rence d’e´nergie entre
l’insertion et la substitution est de 1.30 eV en faveur de la substitution.
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Figure 4.8: Repre´sentation ide´alise´e des chemins de migration de S direct
(O-O) ; comparaison avec le site tetrae´drique.
4.3.4 Effet de contraintes hydrostatique sur l’insertion
Nous terminerons notre e´tude du soufre en solution, par l’e´tude des ef-
fets des contraintes hydrostatiques sur l’e´nergie d’insertion et la stabilite´
du soufre dans le nickel. Nous avons conside´re´ le cas de la substitution et
de l’insertion en site octae´drique. Nous avons calcule´ l’e´nergie du syste`me
pour deux valeurs du parame`tre de maille dilate´e ao supple´mentaires : 3.56
A˚ (+1.14% de la dilatation) et 3.60 A˚ (+2.28% de la dilatation). Nous avons
aussi regarde´ la stabilite´ de l’interaction du soufre en substitution au voi-
sinage d’une lacune. A` cette fin, nous avons calcule´ l’e´nergie d’interaction
(Einter[V1NN -Ssub]) comme suit :
Einter[V1NN -Ssub] = Eo[(n− 2).Ni+ S] + Eo[n.Ni]−
(Eo[(n− 1).Ni] + Eo[(n− 1).Ni+ S]) (4.23)
ce qui correspond a` un processus de formation du type :
volume + V1NN -Ssub 
 V + Ssub (4.24)
De la meˆme fac¸on, nous pouvons calculer une e´nergie d’insertion du
soufre dans un site octae´drique et un soufre en site substitutionnel Eform qui
correspond a` :
Eplacer = Eo[n ·Ni] + Eo[(n− 1) ·Ni+ Ssub]−




volume “parfait” + Ssubs 
 “volume avec lacune” + Socta (4.26)
Nous avons re´sume´ toutes ces valeurs dans la table 4.10. Dans l’e´tat
Table 4.10: E´volution des e´nergies de formation de la lacune (Ef1v, en eV),
de la solubilite´ du soufre en site octae´drique, et en substitution (Esol[S], en
eV), e´nergie d’interaction entre une lacune en premier voisin et un soufre
en substitution (Einter[V1NN -Ssub], en eV) et l’e´nergie pour placer un atome
de soufre en site octae´drique a` partir d’un position substitutionnel (Eplacer,
en eV), e´nergies de migration du soufre (Hm[S], en eV) dans Ni et des
fre´quences du soufre (ωWν , W=EI et ET, en cm−1) dans le cas ou` le soufre
est en substitution.
lacune S en substitution Ssub + V
ao Ef1v Esol[S] Einter[V1NN -Ssub]
Sdans site Ni Sde´cale´
3.52 1.36 -0.25dft/-0.67‡ -0.36 -0.36
3.56 1.52 -0.31dft/-0.72‡ -0.37 -0.43








Sdans site Ni Sde´cale´ Sdans site Ni Sde´cale´ e´tat de transition
3.52 0.13 0.13 165/124/60 - 343/186/1191
3.56 0.06 0.12 331/811/1101 131/91/53 313/163/1071
3.60 0.00 0.08 721/1101/1271 160/97/86 279/141/1011
1 fre´quence imaginaire.
actuel de l’e´tude, seule l’e´nergie interne a pu eˆtre calcule´e. Pour une meilleur
e´valuation de l’effet de la pression, il ne faut pas oublier que nous devons
re´sonnera avec l’enthalpie, et donc prendre en compte la correction lie´e au
terme pV.
Ne´anmoins a` partir de ce travail pre´liminaire, on peut de´duire certaines
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informations. Les re´sultats montrent que l’e´nergie de solubilite´ (ou d’inser-
tion) de´croˆıt lentement avec le parame`tre de maille. Il est donc un peu plus
facile de substituer du nickel par un atome de soufre lors de la dilatation du
re´seau. Ceci peut s’expliquer au moyen du simple encombrement ste´rique,
parame`tre de maille plus grande, plus de place. Le deuxie`me re´sultat que
l’on peut de´duire de ces re´sultats est cette fois-ci beaucoup plus e´tonnant.
Si il est plus facile de substituer un nickel par du soufre, le placer dans un
site octae´drique pourrait devenir un processus e´nerge´tiquement favorable,
plus inte´ressant que de le placer dans le site substitutionnel. Ce re´sultat
contre-intuitif est assez original, puisque cela sugge`re qu’il serait possible
de remplir les sites octae´driques avec du soufre sous contraintes. On peut
imaginer la principale conse´quence de ce re´sultat : il pourrait eˆtre possible
de bloquer la diffusion du soufre en le bloquant dans des sites octae´driques.
Il faut cependant garder a` l’esprit que si on s’inte´resse au processus
d’insertion un atome de soufre en site octae´drique (quantifie´ au moyen de
l’e´nergie Eplacer), on constate que le processus est toujours e´nerge´tiquement
non favorable.
On a e´value´ l’e´nergie d’interaction entre une lacune et un soufre en substi-
tution en premiers voisins, elle est quasiment constante lors de la dilatation.
Pour finir, nous nous sommes inte´resse´s au processus de migration sous
l’effet de la contrainte. Nous avons donc utilise´ la meˆme me´thode que dans
le paragraphe pre´ce´dent. Cependant, en e´tudiant les fre´quences, nous avons
obtenu des modes ne´gatifs (voir les fre´quences calcule´es pour la configura-
tion ou` le soufre est dans le site du nickel, deuxie`me partie du tableau 4.10).
Ces re´sultats sugge`rent que les sites conside´re´s pour l’e´tat initial (une la-
cune et un soufre premiers voisins) n’est structurellement pas stable lorsque
l’on applique des contraintes. Nous avons donc recherche´ ce nouvel e´tat ini-
tial, et nous l’avons trouve´ proche, mais diffe´rent. L’atome de soufre s’est
de´place´ non pas vers la lacune vers perpendiculairement a` celle-ci. Les va-
leurs (migration, e´nerge´tique et vibrations) de cette nouvelle configurations
sont rassemble´es dans le tableau 4.10. En supposant que l’e´tat de col n’a
pas change´, on trouve des e´nergies de migration finales qui varient peu avec
la contrainte.
4.4 Adsorption et se´gre´gation sur une surface
Cette partie concerne l’adsorption et la se´gre´gation du soufre sur les
surfaces Ni(100) et Ni(111) dans le but d’e´tudier l’effet de la se´gre´gation de
celui-ci du massif vers ces surfaces.
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4.4.1 Introduction
La nature des interactions d’un adsorbat avec une surface de´pend en
ge´ne´ral de plusieurs parame`tres : nature du me´tal, sa structure, son e´nergie
de cohe´sion, et l’e´lectrone´gativite´ de l’adsorbat. De plus un adsorbat ato-
mique ou mole´culaire peut changer notablement la structure d’une surface.
Les adsorbats forment les liaisons avec le me´tal et peuvent, dans certains
cas, casser les liaisons me´talliques. On assiste alors a` une reconstruction de
la surface. Ces effets peuvent se faire ressentir jusqu’au premie`re couche sous
la surface [30]. La valeur des distances inter-couches souvent varient alors
de 0.05 a` 0.10 A˚. La dynamique de ces effets a e´te´ observe´e par STM dans
le cuivre, lors de l’adsorption d’oxyge`ne sur Cu(100) et Cu(110) [31, 32].
Pour re´sumer, chaque syste`me “me´tal de surface-adsorbat” a ses propres
caracte´ristiques.
4.4.2 E´tude de l’adsorption du soufre sur des surfaces denses
L’adsorption du soufre du massif de nickel vers les surfaces a e´te´ e´tudie´e
en de´tail pour les deux surfaces de nickel construites : Ni(100) et Ni(111).
Pour la surface Ni(100), nous avons conside´re´ 3 sites d’adsorption (voir fi-
gure 4.9 de gauche) : le site mono-coordonne´e (line´aire (a)), 2-coordonne´es
(pont (b)) et te´tra-coordonne´es (carre´ (c)). Pour la surface Ni(111), 4 sites
ont e´te´ e´tudie´s (voir figure 4.9) : le site mono-coordonne´e (line´aire (d)),
2-coordonne´es (pont (e)) et les deux sites tri-coordonne´es ((f) et (g)) cor-
respondant dans la premie`re sous-couche a` site interstitiel octae´drique et
tetrae´drique.
Figure 4.9: Diffe´rents sites d’adsorption pour les surfaces Ni(100) et
Ni(111).
Seul l’atome de soufre a e´te´ relaxe´ au cours de l’optimisation ge´ome´trique.
Deux types d’interactions sont a` conside´rer : les interactions entre soufre-
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me´tal (Ni) et interaction soufre-soufre entre adsorbats. Afin de ne pas te-
nir compte de ce dernier type d’interaction, nous avons pris une taille de
super-cellule dans le plan x-y suffisamment grande. Celle-ci correspond a` un
recouvrement de 1/8, la distance entre premier voisins de soufre e´tant alors
d’environ 5.18 A˚. Wang [33] a montre´ que pour les syste`mes Ni-S les in-
teractions entre adsorbats restent ne´gligeables jusqu’a` un recouvrement de
3/16.
L’e´nergie d’adsorption est de´finie comme :
Ead[S] = Eo[couche+S]− Eo[couche]− Eatome[S] (4.27)
ou` E[couche+S] et E[couche] sont les e´nergies d’une surface de nickel avec
et sans atome de soufre adsorbe´, et ou` Eatome[S] est l’e´nergie de l’atome de
soufre isole´. Ici nous avons choisi la meˆme convention que pre´ce´demment.
Une valeur ne´gative signifie que l’atome s’adsorbe sur la surface. Les ge´ome´tries
de tous les syste`mes ont e´te´ optimise´es, ce qui nous a permis de de´terminer
au final pour chaque site d’adsorption sur les deux surfaces, les distances
“S-surface” et les fre´quences de vibration de l’atome en surface $⊥ (seuls
les fre´quences des atomes de soufre ont e´te´ calcule´es).
Nos calculs montrent que les sites avec la coordination la plus grande
sont les configurations les plus stables. Pour Ni(100), le site d’ordre 4 a
une e´nergie d’adsorption de 5.67 eV, plus grande que celle de pont (4.53
eV) ou line´aire (3.52 eV). Cette e´nergie correspond a` la valeur the´orique
obtenue par Wang [33] qui a utilise´ la meˆme me´thode de calcul que nous. La
distance verticale d⊥ “S-surface” est de 1.30 A˚ pour le site d’ordre 4. Cette
distance est comparable a` celle obtenue par simulation par Wang [33] et les
valeurs expe´rimentales de Mullins [35] (voir tableau 4.11). La fre´quence de
vibration calcule´e est de 337 cm−1, du meˆme ordre de grandeur que la valeur
expe´rimentale obtenue par Andersson [36] (351 cm−1).
La surface Ni(111) a e´te´ plus e´tudie´e que Ni(100) car plus compacte.
Les surfaces compactes sont conside´re´es comme e´tant plus adapte´es pour
mode´liser certains effets expe´rimentaux, comme par exemple, la transfor-
mation de l’e´nergie chimique en e´nergie e´lectrique dans les cellules a` com-
bustible d’oxyde solide [37]. La comparaison de nos re´sultats avec les donne´es
de la litte´rature est plus de´licate car on trouve un grand nombre de re´sultats
the´oriques et expe´rimentaux (voir tableau 4.11). On peut constater que dans
la plupart des cas nos re´sultats concordent bien avec ces donne´es.
Concernant les deux sites tri-coordonne´es de la surface Ni(111), nous
obtenons les meˆmes valeurs nume´riques en ce qui concerne les e´nergies
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Table 4.11: E´nergies d’adsorption (Ead[S], en eV) de S sur les sites
diffe´rents de surfaces Ni(100) et Ni(111), distances perpendiculaires soufre-
surface (d⊥, en A˚) et les fre´quences stretching ($⊥, en cm−1)
Site Ead[S] d⊥ $⊥
(100) 4-coordonne´es -6.08/-5.67† 1.30 337
line´aire -3.93/-3.52† 2.00
pont -4.94/-4.53† 1.60
Autres the´o 4-coordonne´es -5.971 1.30 9, 1.321
Autres exp. 4-coordonne´es 1.25-1.4011 3515
1.30±0.014
(111) 3-coordonne´es cfc -5.37/-4.96† 1.54 494
3-coordonne´es hcp -5.37/ -4.96† 1.54 494
line´aire -3.90/-3.49† 2.01
pont -5.12/-4.71† 1.56
Autres the´o 3-coordonne´es cfc -5.291/-5.4812 1.54-1.551,6,12 399,9 4416
-5.446 1.59 9
3-coordonne´es hcp -3.77 7/-5.4712 1.54-1.551,6,12 355 7, 4396
-5.426 1.599, 1.787
line´aire -3.47 7, -5.216 1.626, 1.937 380 74476
pont -2.47 7, -3.841 1.811, 2.006 4607, 4956
-3.926 2.09 7
Autres exp. 3-coordonne´es 1.40-1.6910 4718
1 VASP-GGA Ref. [33],2 Ref.[34], 3 Ref. [27], 4 Ref. [35], 5 Ref. [36]
6 VASP-GGA Ref. [38], 7 Ref. [39], 8 Ref. [40], 9 Ref. LCGTO-LDF [41]
10 SEXAFS [42, 43, 44, 45], LEED [46, 47], LEIS[49]
11 SEXAFS [50], LEED [48], LEIS [49], 12 VASP-GGA Ref. [37]
d’adsorption, distances Ni-S, les fre´quences verticales. Ces re´sultats sont
comparables aux re´sultats the´oriques DFT de Choi [38] et de Jia [37]. On
constate que comme pour la surface Ni(100) l’e´nergie d’adsorption de ces
deux sites est plus e´leve´e que celles des sites ayant une coordination plus
petite. La distance S-surface est de 1.54 A˚ situe´e dans la fourchette des va-
leurs expe´rimentales (1.40-1.69 A˚). Nos re´sultats concernant ces distances
dans les diffe´rents sites d’adsorption correspondent a` ceux de Wang [33].
Nous avons calcule´ les fre´quences de l’atome de soufre adsorbe´. Pour
le site tri-coordonne´es on trouve $⊥ = 494 cm−1, alors que pour le site
te´tra-coordonne´es de la surface Ni(100) on obtient $⊥=337 cm−1. Cette
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vibration (celle du site tri-coordonne´es) est comparable a` la vibration me-
sure´e expe´rimentalement par Black [40] $⊥ = 471 cm−1. Les autres re´sultats
the´oriques trouvent des valeurs de $⊥ de l’ordre de 355-495 cm−1.
En conclusion, nous avons montre´ que le site d’ordre 4 de Ni(100) et le
site d’ordre 3 de Ni(111), sont les configurations pre´fe´rentielles du soufre en
adsorption sur des surfaces de nickel.
4.4.3 Se´gre´gation du soufre vers la surface de Ni
Nous terminons notre e´tude du soufre par le calcul de l’e´nergie de se´gre´gation.
La se´gre´gation est de´finie comme la diffe´rence entre l’e´nergie du soufre dans
la surface libre et de l’e´nergie du volume :
Eseg[S] = Esurfo [S]− Evolo [Ssub] (4.28)
Elle e´nergie illustre le gain (ou perte) d’e´nergie pour un atome de passer du
volume vers une surface libre.
Cette grandeur est inde´pendante de la re´fe´rence du soufre (atomique
ou mole´culaire). Pour un atome en surface (dans la premie`re couche ato-
mique de la surface), on trouve une e´nergie de solubilite´, comme calcule´e
par l’e´quation (4.6) : -1.86 eVdft pour une surface Ni(100) et -1.57 eV pour
une surface Ni(111). On a donc une e´nergie de solubilite´ beaucoup plus petite
dans la surface que dans le volume (-0.25 eVdft). Nous avons aussi calcule´
l’e´nergie de solubilite´ de l’atome de soufre avec la meˆme boite de simula-
tion, on trouve une valeur proche, mais plus grande, de celle obtenue dans
le mate´riau massif : -0.21 eVdftpour la surface Ni(100) et -0.12 eVdftpour
la surface Ni(111). La diffe´rence peut s’expliquer par la taille de la boite
de simulation utilise´e pour la surface Ni(100), boite de simulation pas assez
large (interactions entre les images de soufre) et longue (interaction soufre-
surface libre) et des calculs re´alise´s au volume de la couche sans de´fauts. La
pre´cision est de l’ordre de 50 meV. Dans le cas de la surface Ni(111) on peut
attribuer la diffe´rence a` des proble`mes de convergences des calculs de VASP.
Au final, nous obtenons une e´nergie de se´gre´gation de -1.61 eV pour
la surface Ni(100) et 1.34 eV pour la surface Ni(111) (calcule´e a` partir de
l’e´nergie de solubilite´ du volume). Nos re´sultats sont donc en excellent accord
aux valeurs expe´rimentales de Miyahara [34] qui a obtenu une e´nergie de
se´gre´gation -1.4 eV pour la surface Ni(100) et de McCarty [27] qui a obtenu




Nous avons illustre´ rapidement l’importance du nickel et de ses alliages
dans l’industrie. Nous avons aussi montre´ que le soufre est une des impurete´s
majeures dans les me´taux et en particulier dans les me´taux de transition.
Sa pre´sence en solution solide, meˆme a` l’e´tat de trace, peut modifier de
fac¸on de´terminante les proprie´te´s me´caniques et de re´sistance de corrosion
du nickel. Il est donc important de bien caracte´riser ses proprie´te´s en solution
solide, c’est que nous avons fait dans cette e´tude.
L’e´tude DFT du soufre en volume montre que le soufre dans les condi-
tions de tempe´rature et de pression standard est le site de substitution. On
a montre´ qu’il est difficile de former des de´fauts complexes (de type “dumb-
dell”) et qu’en pre´sence de lacune il existe une forte interaction entre le soufre
et la lacune premier voisin. Nous avons donc e´value´ son e´nergie de solubilite´
et son e´nergie de migration. Nous avons vu qu’il existe un de´saccord entre
les valeurs expe´rimentales (pour l’e´nergie d’activation et d’insertiondft), qui
peut essayer d’expliquer soit par un me´canisme a` l’e´chelle atomique diffe´rent
de celui pre´sente´ ici soit/et par l’influence d’autres de´fauts (joints de grains,
dislocation...) sur les parame`tres e´nerge´tiques du soufre en solution solide.
Nous avons aussi montre´ que dans certaines conditions particulie`res le soufre
en site octae´drique pouvait eˆtre plus stable qu’en substitution.
Pour finir, nous avons e´tudie´ l’adsorption et la se´gre´gation du soufre sur
des surfaces denses Ni(100) et Ni(111). Nos re´sultats sur l’e´nergie montrent
une facile adsorption en surface et la valeur de l’e´nergie de se´gre´gation est
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Cette the`se est une approche the´orique destine´e a` e´tudier les proprie´te´s
e´nerge´tiques des de´fauts ponctuels dans les me´taux. Comme nous l’avons
montre´ au cours de cette the`se les de´fauts jouent un roˆle clef dans le com-
portement (me´canique, physique, chimique...) des mate´riaux. Nous avons
pre´sente´ dans cette the`se d’une part l’e´tude des de´fauts ponctuels et com-
plexes dans le fer cubique centre´, et d’autre part celle du soufre dans le
nickel cubique a` faces centre´es. Le choix de ces syste`mes d’inte´reˆt a e´te´ lar-
gement inspire´ par les nombreux travaux expe´rimentaux re´alise´s au sein de
l’e´quipe MEMO au CIRIMAT (Centre Inter-universitaire de Recherche et
d’Inge´nierie des Mate´riaux) en collaboration directe ou indirecte de D. Mon-
ceau (DR), E. Andrieu (Pr) et C. Blanc (Pr). Le fer et le nickel sont parmi
les principaux mate´riaux me´talliques utilise´s et e´tudie´s en me´tallurgie de
part leurs caracte´ristiques me´caniques.
Dans le cas de notre e´tude sur le fer, nous avons effectue´ une e´tude
comple`te au moyen de simulations base´es sur la the´orie de la fonctionnelle
de la densite´ des de´fauts simples en solution et au voisinage d’interfaces
(surfaces compactes Fe(100) et Fe(111)). De ces travaux, nous proposons une
approche simple pour de´crire et caracte´riser les de´fauts/cavite´s de grandes
tailles, tailles qui ne sont pas accessibles par des me´thodes de type premiers
principes.
Pour les multilacunes de petites tailles, nous avons de´termine´ les e´nergies
de formation et de liaison. Nous avons vu qu’en dehors du cas de la bilacune
2NN, les configurations les plus compactes sont les plus stables. Nous avons
identifie´, pour les Vn n≤ 10, les configurations les plus simples et calcule´es
les grandeurs e´nerge´tiques associe´es. Nous constatons que pour ces tailles
de cavite´s, les configurations qui contiennent un nombre optimal de blocs
2NN et 1NN sont les plus stables. Ensuite pour les tailles de de´fauts plus
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importantes, les cavite´s “sphe´riques” doivent eˆtre les configurations les plus
stables.
En e´tudiant les interactions entre une lacune et une interface, en parti-
culier le cas de surfaces libres comme les surfaces Fe(100) et Fe(110), nous
avons montre´ d’une part qu’il est plus facile de cre´er une lacune sur une
surface libre et d’autre part que l’interaction surface-libre/lacune de´croit ra-
pidement. Ces re´sultats sont utiles dans la mesure ou` pour mode´liser une
lacune en volume, on peut conside´rer qu’elle acquie`re des proprie´te´s mas-
siques tre`s rapidement dans le substrat. Dans le cas d’une surface libre,
que ce soit une cavite´ de grande taille ou une surface libre, nos re´sultats
englobent la valeur a` prendre en compte.
Nous nous sommes aussi inte´resse´s aux me´canismes de migration de
quelques multi-lacunes de petites tailles (mono-, bi- et tri-lacunes). Nous
avons re´ussi a` expliquer les e´nergies de migration en jeu dans les diffe´rents
processus de diffusion. Nous ve´rifions que l’e´nergie de migration de ces ob-
jets, de petites tailles est inversement proportionnelle a` sa taille.
Il pourrait maintenant eˆtre inte´ressant de disposer d’un mode`le simple
permettant d’approximer simplement les e´nergies de formation des cavite´s
de grandes tailles, et aussi d’en pre´dire leurs formes. L’essai propose´ initia-
lement reste toutefois une piste possible. D’autres questions non pre´sente´es
ici mais pour lesquelles nous avons essaye´ de re´pondre est de savoir si d’une
part il e´tait possible (e´nerge´tiquement parlant) de former des mole´cules au
sein de cavite´s de petites tailles et si oui quelles pouvait en eˆtre la taille
minimale. Le cas de la formation de mole´cules de me´thane dans le fer a, par
exemple, e´te´ envisage´ sans re´sultats probants. L’influence des cavite´s sur le
pie´geage et la de´corations d’atomes le´ger est un domaine de recherche tre`s
actif.
On peut aussi se demander si dans le cas de me´taux de transitions de
structures cristallographiques similaire (W, Mo, ...) les observations re´alise´es
ici pouvaient eˆtre transposables. On sait que pour le tungste`ne les bila-
cunes ne sont pas stables, mais qu’en est-il des autres de´fauts et des autres
me´taux ? Enfin des questions similaires dans le cas des cfc (nickel et alumi-
nium) me´riteraient des re´ponses similaires.
Dans la deuxie`me partie de ce travail, nous nous sommes inte´resse´s au
soufre sous diffe´rentes formes dans le nickel : en solution solide, en sur-




le soufre est localise´ en site substitutionnel. Les e´nergies calcule´es sont en
bon accord quantitativement avec les donne´es mesure´es. Nous avons mis en
e´vidence la difficulte´ de comparer les valeurs des simulations aux donne´es
expe´rimentales, on a vu que le choix des re´fe´rences peut en effet poser
certains proble`mes. Nous avons regarde´ si il e´tait possible de former une
mole´cule de S2 dans une cavite´ (1 et 2 lacunes). Nous avons alors montre´
que l’interaction S-S dans le nickel soit dans un site (sous forme de “dumb-
dell”) soit dans deux sites voisins ne sont pas e´nerge´tiquement favorables.
L’e´tude du me´canisme de migration a permis de de´terminer les pa-
rame`tres macroscopiques du soufre en solution solide. On trouve ainsi une
e´nergie de migration du soufre vers un site vacant premier voisin faible (plus
faible que pour d’autres e´le´ments comme le fer, niobium etc.). Contrairement
a` d’autres syste`mes pour lesquels la DFT a permis de de´crire avec succe`s le
comportement des impurete´s dans le nickel, le de´saccord the´orie/expe´rience
reste e´tonnant et soule`ve de nombreuses questions tant the´oriques qu’expe´ri-
mentales. L’e´tude comple`te des vibrations ainsi que les contributions an-
harmoniques (tempe´rature) sont aussi des pistes a` envisager a` e´tudier, et
pourraient permettre de pre´ciser de manie`re encore plus satisfaisante nos
re´sultats. Nous avons aussi montre´ que sous contraintes le comportement du
soufre en solution pouvait e´voluer et conduire a` pre´fe´rer le site octae´drique.
Il serait a` ce niveau pertinent d’approfondir l’e´tude.
L’adsorption du soufre sur des surfaces denses Ni(100) et Ni(111) a e´te´
re´alise´e. Nous obtenons que les sites les plus coordonne´es sont favorise´s : pour
Ni(100) le site 4-coordonne´es et pour le site Ni(111) le site 3-coordonne´es.
Finalement, nous calculons la se´gre´gation du soufre en solution solide vers
une surface libre.
Ce travail suscite ainsi de nombreuses questions : est il possible de lever
le de´saccord the´orie/expe´rience sur le me´canisme de diffusion et la solubilite´
du soufre dans le nickel ? Il pourrait aussi utile de regarder la se´gre´gation
du soufre sur des cavite´s plus grandes que celles e´tudie´es dans ce travail.
Comme pour le fer, il serait inte´ressant de regarder la possibilite´ de former
des mole´cules de S2 dans des cavite´s de plus grandes tailles (ce qui ne´cessite
l’e´tude des cavite´s vides dans un premier temps), d’e´tudier les me´canisme
de de´coration et regarder si il est possible de regarder l’influence du soufre
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Mot cle´s : DFT, de´fauts ponctuels, multilacunes, diffusion, se´gre´gation
L’e´tude des de´fauts ponctuels (lacunes, impurete´s) et des complexes (ca-
vite´s, joints de grains, etc.) est un domaine important de la physique du
solide. Les proprie´te´s physiques et chimiques des mate´riaux (e´lasticite´, plas-
ticite´, fragilite´, etc.) sont tre`s souvent corre´le´es a` la pre´sence de ces de´fauts.
Les techniques expe´rimentales ne sont cependant pas toujours en mesure de
fournir une compre´hension suffisante de ceux-ci. Dans ce cas-la`, les simu-
lations nume´riques et la mode´lisation a` l’e´chelle atomique sont des outils
utiles pour interpre´ter les re´sultats expe´rimentaux. Mon travail de the`se se
situe dans ce cadre. Le manuscrit comporte 4 principales parties.
Dans la premie`re et la deuxie`me partie, nous pre´sentons les principes de
la DFT et la me´thodologie utilise´e dans cette the`se.
La troisie`me partie de ce manuscrit re´sume l’e´tude the´orique par DFT
de la formation, la migration et la diffusion de diffe´rentes configurations de
multi-lacunes Vn (n=1-15) dans le fer cubique centre´. Les configurations de
Vn les plus stables y sont de´crites en de´tail : les e´nergies de formation, de
liaison et de pie´geage. La migration de diffe´rentes multilacunes est discute´e
en de´tail d’un point de vue e´nerge´tique et configurationnelle.
Dans la dernie`re partie, nous nous inte´ressons a` l’absorption du soufre
dans diffe´rents sites (interstitiel et substitutionnel) du massif de Ni et sa
se´gre´gation vers les surfaces Ni(100) et Ni(111). L’e´tude du soufre en vo-
lume permet de clarifier sa position en solution solide. Nous discutons des
interactions soufre-soufre et avec le me´tal de base. La se´gre´gation et l’ad-




Key words : DFT, point defect, multi-vacancies, diffusion, segregation
The study of point defects (vacancies, impurity) and complex defects
(cavities, grain boundary etc.) is a major challenge for solid state physics.
The physical and chemical properties of materials (such elasticity, plasti-
city, embrittlement etc.) are correlated to the presence of these defects. The
experimental study is not always able to bring sufficient information about
them. In this way computational simulations and the modeling on the ato-
mic level is efficient to interpret the experimental results and to obtain new
informations. This PhD work consists also in a theoretical study of defects
in metals. This manuscript is organized in four main parts.
In the first and second part, we present the theoretical principles and
the methodology used in this work.
In the third part, we report a long discussion on the study of forma-
tion, migration and diffusion of multivacancies Vn in the bcc-iron system.
The main objective of this study is to identify and to analyze most stable
configurations of multivacancies for different sizes of Vn (n=1-15) in Fe. The
migration is also investigated.
In the last part, we present a study of S atoms in nickel. The different
sites (interstitial and substitutional sites) in solid solution of nickel-fcc and
the segregation of sulfur on and in the Ni(100) and Ni(111) surfaces are
discussed. The study of sulfur in the bulk shows that the atoms S occupy
the substitutional sites. The S-S and S-Ni interactions are also presented.
We conclude by a discussion on the segregation and the adsorption on free
surfaces.
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