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Abstract
We investigate the space complexity of refuting 3-CNFs in Resolution and algebraic sys-
tems. No lower bound for refuting any family of 3-CNFs was previously known for the total
space in resolution or for the monomial space in algebraic systems. Using the framework of [10],
we prove that every Polynomial Calculus with Resolution refutation of a random 3-CNF ϕ in n
variables requires, with high probability, Ω(n/ log n) distinct monomials to be kept simultane-
ously in memory. The same construction also proves that every Resolution refutation ϕ requires,
with high probability, Ω(n/ log n) clauses each of width Ω(n/ log n) to be kept at the same time
inmemory. This gives aΩ(n2/ log2 n) lower bound for the total space needed in Resolution to re-
fute ϕ. The results answer questions about space complexity of 3-CNFs posed in [16, 15, 11, 10].
The main technical innovation is a variant ofHall’s theorem. We show that in bipartite graphs
G with bipartition (L,R) and left-degree at most 3, L can be covered by certain families of
disjoint paths, called (2, 4)-matchings, provided that L expands in R by a factor of (2 − ǫ), for
ǫ < 1
23
.
1 Introduction
During the last decade, an active line of research in proof complexity has been the space com-
plexity of proofs and how space is related to other complexity measures (like size, length, width,
degree) [14, 1, 6, 5, 3, 7, 18, 8, 16, 15, 11, 10]. This investigation has raised several important
foundational questions. Some of these have been solved, while several others are still open and
challenging (see [19] for a survey on this topic). Space of proofs concerns the minimal memory oc-
cupation of algorithms verifying the correctness of proofs in concrete propositional proof systems,
and is thus also relevant in more applied algorithmic contexts. For instance, a major problem in
state of the art SAT-solvers is memory consumption. In proof complexity, this resource is mod-
eled by proof space. It is well-known that SAT-solvers used in practice (like CDCL) are based on
low-level proof systems such as Resolution.
In this work we focus on two well known proof systems that play a central role in proof
complexity: Resolution [20] and Polynomial Calculus [13]. Resolution (RES) is a refutational proof
system for unsatisfiable propositional CNF formulas using only one logical rule: A∨x ¬x∨B
A∨B .
Polynomial calculus is an algebraic refutational proof system for unsatisfiable sets of polynomials
(over {0, 1} solutions) based on two rules: linear combination of polynomials and multiplication by
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Figure 1: Comparison among (a) (1, 1)-matchings, (b) (2, 2)-matchings, (c) (2, 4)-matchings
variables. In this article, we consider the stronger system Polynomial Calculus with Resolution (PCR)
which extends both Resolution and Polynomial Calculus [1].
Several different measures for proof space were investigated for these two systems [14, 1, 5,
3, 7, 18, 8, 16, 11, 10]. In this work we focus on total space (for RES), which is the maximum
number of variables (possibly repeated) to be kept simultaneously in memory while verifying a
proof; and monomial space (for PCR), which is the maximum number of distinct monomials to be
kept simultaneously in memory while verifying a proof. Both measures were introduced in [1],
where some preliminary lower and upper bounds were given. However, major open problems
about these two measures were solved only recently in [15, 10, 11]. In particular, in [10, 11] it was
proved that, for r ≥ 4, random r-CNFs over n variables require Θ(n2) total space in resolution
and Θ(n)monomial space in PCR.
It is an open problemwhether there is any family of 3-CNFs requiring large total space (in RES)
and monomial space (in PCR). In this work we solve this problem proving both total space (in RES)
andmonomial space (in PCR) lower bounds for the case of random 3-CNFs, a computationally hard
class of formulas that are conjectured difficult to prove in very strong proof systems.
Results. Let ϕ be a random 3-CNF in n variables. We prove that every PCR refutation of ϕ
requires, with high probability, Ω( nlogn ) distinct monomials to be kept simultaneously in mem-
ory (Corollary 5.9). Moreover, every RES refutation of ϕ has, with high probability, Ω( nlog n )
clauses each of width Ω( nlog n ) to be kept at the same time in memory (Corollary 5.9). This gives a
Ω(n2/ log2 n) lower bound for the total space of every RES refutation of ϕ. These results resolve
questions about space complexity of 3-CNFs mentioned in [15, 11, 10, 16].
Both results follow using the framework proposed in [10], where the construction of suitable
families of assignments called k-winning strategies (Definition 5.1) leads to monomial space lower
bounds in PCR (Theorem 5.2). This construction is made possible by a modification of Hall’s the-
orem [17] for matchings to (2, 4)-matchings. A (2, 4)-matching in a bipartite graph with bipartition
(L,R) is a collection of disjoint paths of length at most 4 with both endpoints in R. The notion of
(h, k)-matching (Definition 3.1) is a generalization of the standard notion of matching. With this
terminology a matching is a (1, 1)-matching (see Figure 1.(a)), and a 2-matching (as it is used in
[11, 10]) is a (2, 2)-matching (see Figure 1.(b)). Figure 1.(c) depicts a (2, 4)-matching.
We can now state our variant of Hall’s theorem.
Theorem 1.1 ((2 − ǫ)-Hall’s Theorem). Let ǫ < 123 . Let G be a bipartite graph with bipartition (L,R)
such that the left-degree is at most 3 and for every subset A of L, |NG(A)| ≥ (2− ǫ)|A|. Then there exists
a (2, 4)-matching covering L.
This theorem and its proof are independent from the proof complexity results and might be
usable in other contexts. Note that the converse of Theorem 1.1 does not hold (unlike in Hall’s
theorem). Hence, in order to apply it as a substitute for Hall’s theorem, we had to prove a slightly
stronger statement.
Theorem 1.2. Let ǫ < 123 . Let G be a bipartite graph with bipartition (L,R) such that each vertex in L
has degree at most 3 and no pair of degree 3 vertices in L have the same set of neighbours. If |NG(L)| ≥
2
(2 − ǫ)|L|, and each proper subset of L can be covered by a (2, 4)-matching, then L can be covered by a
(2, 4)-matching.
Outline of the paper. Section 2 contains some preliminary notions about proof complexity. In
particular, we present the formal definitions of Resolution and Polynomial Calculus with Resolu-
tion, the model of space (based on [14, 1]) and the formal definition of total space and monomial
space.
In Section 3, we define the notion of (h, k)-matchings (Definition 3.1) and present the proofs
of Theorems 1.1 and 1.2 guaranteeing the existence of (2, 4)-matchings. The proof of the main
theorem of Section 3 relies on a concentration result on the average right-degree and a discharging
argument. We also prove a bound for the best possible value of ǫ for which Theorems 1.1 and 1.2
could hold and conjecture that this bound is in fact the optimal value of ǫ.
In Section 4, we define a two player covering game CoverGame, whose aim is to dynamically
build a (2, 4)-matching inside a fixed bipartite graph G (Definition 4.3). Informally, a player,
Choose, queries nodes in the graph G and the other player, Cover, attempts to extend the current
(2, 4)-matching to also cover the node queried (if not already covered). The main result of Section
4 is Theorem 4.3, where we prove that if the graphG has large left-expansion (i.e. large enough to
apply Theorem 1.2 to sufficiently large subgraphs ofG), then there is a winning strategy for Cover
to force Choose to query a very large portion of the graph G. In the analysis of the game, we use
the (2 − ǫ)-Hall’s Theorem and (2, 4)-matchings in a similar manner to how (1, 1)-matchings and
(2, 2)-matchings were used in RES and PCR [6, 2, 11, 10].
In Section 5, we present a simplified (but less general) version of the k-winning strategies of
[10] (Definition 5.1). These k-winning strategies were used in [10] to provemonomial space lower
bounds for PCR. We recall the definition of r-free family (Definition 5.3), used in [11] to prove
total space lower bounds in RES (Theorem 5.4). We then show that the existence of a k-winning
strategy for a formulaϕ implies the existence of (k−1)-free families of assignments for the formula
ϕ (Lemma 5.5)1. We prove (Theorem 5.7) that if Cover wins CoverGame on the adjacency graph
of a CNF ϕ (see Section 2 for the definition) guaranteeing (2, 4)-matchings of maximal size µ, then
there exists a µ-winning strategy for the polynomial encoding of ϕ. Finally, the monomial space
in PCR and the total space in RES for random 3-CNFs (Corollary 5.9) follow from well-known
results about expansion of its adjacency graph [12, 4, 9, 6].
2 Preliminaries
Let X be a set of variables. A literal is a boolean constant, 0 or 1, or a variable x ∈ X , or the
negation ¬x of a variable x. A clause is a disjunction of literals: C = (ℓ1 ∨ . . . ∨ ℓk). The width
of a clause is the number of literals in it. A formula ϕ is in Conjunctive Normal Form (CNF) if
ϕ = C1 ∧ . . . ∧ Cm where Ci are clauses. It is a k-CNF if each Ci contains at most k literals. Let
ϕ be a CNF and X be the set of variables appearing in ϕ. The adjacency graph of ϕ is a bipartite
graph Gϕ with bipartition (L,R) such that L is the set of clauses of ϕ, R = X , and (C, x) ∈ E if
and only if x or ¬x appears in C. If ϕ is a k-CNF, then Gϕ has left-degree at most k.
We define X = {x¯ : x ∈ X}, which we regard as a set of formal variables with the intended
meaning of x¯ as ¬x. Given a field F, the ring F[X,X] is the ring of polynomials in the variables
X ∪X with coefficients in F. Following [1], we use the following standard encoding (tr) of CNF
formulas overX into a set of polynomials in F[X,X]: tr(ϕ) = {tr(C) : C ∈ ϕ}∪{x2−x, x+x¯−1 :
1Notice that this lemma is not proving a reduction of the notion of r-free families to the full general version of k-
winning strategies in [10].
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x ∈ X}, where
tr(x) = x¯, tr(¬x) = x, tr(
n∨
i=1
ℓi) =
n∏
i=1
tr(ℓi).
A set of polynomials P in F[X ] is contradictory if and only if 1 is in the ideal generated by P .
Notice that a CNF ϕ is unsatisfiable if and only if tr(ϕ) is a contradictory set of polynomials.
Resolution (RES) [20] is a propositional proof system for refuting unsatisfiable CNFs. Starting
from an unsatisfiable CNF ϕ, RES allows us to derive the empty clause ⊥ using the following
inference rule:
C ∨ x D ∨ ¬x
C ∨D
.
In order to study space of proofs we follow a model inspired by the definition of space com-
plexity for Turing machines, where a machine is given a read-only input tape from which it can
download parts of the input to the working memory as needed [14].
Given an unsatisfiable CNF formula ϕ, a RES refutation of ϕ is a sequence Π = 〈M0, . . . ,Mℓ〉
of sets of clauses, calledmemory configurations, such that: M0 = ∅, ⊥ ∈Mℓ, and for all i ≤ ℓ,Mi
is obtained byMi−1 by applying one of the following rules:
(AXIOM DOWNLOAD) Mi = Mi−1 ∪ {C}, where C is a clause of ϕ;
(INFERENCE ADDING) Mi = Mi−1 ∪ {C ∨D}, where C ∨ x,D ∨ ¬x ∈Mi−1, for some
variable x;
(ERASURE) Mi ⊂Mi−1.
The total space ofΠ is the maximum over i of the number of literals (counted with repetitions)
occurring inMi.
Polynomial Calculus with Resolution (PCR) [1] is an algebraic proof system for polynomials
in F[X,X]. Starting from an initial set of contradictory polynomials P in F[X,X], PCR allows us
to derive the polynomial 1 using the following inference rules: for all p, q ∈ F[X,X]
p q
αp+ βq
∀α, β ∈ F,
p
vp
∀v ∈ X ∪X.
To force 0/1 solutions, we always include the boolean axioms {x2 − x, x + x − 1}x∈X among
the initial polynomials, as in the case of the polynomial encoding of CNFs.
Given a set of contradictory polynomials P , a PCR refutation of P is a sequence 〈M0, . . . ,Mℓ〉
of sets of polynomials, calledmemory configurations, such that: M0 = ∅, 1 ∈Mℓ, and for all i ≤ ℓ,
Mi is obtained byMi−1 by applying one of the following rules:
(AXIOM DOWNLOAD) Mi = Mi−1 ∪ {p}, where p ∈ P ;
(INFERENCE ADDING) Mi = Mi−1 ∪ {p}, where p is some polynomial inferred from
polynomials occurring inMi−1 using the inference rules of PCR;
(ERASURE) Mi ⊂Mi−1.
The monomial space of Π, denoted by MSpace(Π), is the maximum over i of the number of
distinct monomials appearing in Mi.
If in the definition of PCR refutation we substitute the INFERENCE ADDING rule with:
(SEMANTICAL INFERENCE) Mi is contained in the ideal generated byMi−1,
we have what is called a semantical PCR refutation of P [1].
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2.1 Partial assignments
A partial assignment over a set of variables X is a map α : X −→ {0, 1, ⋆}. The domain of α is
dom(α) = α−1({0, 1}). We denote the partial assignment with empty domain as λ. Given a partial
assignment α and a CNF ϕ we can apply α to ϕ, obtaining a new formula α(ϕ) in the standard
way, substituting each variable x of ϕ in dom(α) with the value α(x) and then simplifying the
result. We say that α satisfies ϕ, and we write α |= ϕ, if α(ϕ) = 1. Similarly, for a family F of
partial assignments, F |= ϕmeans that for each α ∈ F , α |= ϕ.
For each partial assignment α over X ∪ X we assume that it respects the intended meaning
of the variables; that is, α(x¯) = 1 − α(x) for each x, x¯ ∈ dom(α). In particular, it is always
possible to extend to X ∪X an assignment β over X respecting the previous property. Given an
assignment α and a polynomial p in F[X,X], we can apply α to p, obtaining a new polynomial
α(p) in the standard way, substituting each variable x of p in dom(α) with the value α(x) and
then simplifying the result. The notation α |= p means that α(p) = 0. If F is a family of partial
assignments and P a set of polynomials, we write F |= P if α |= p for each α ∈ F and p ∈ P .
Notice that if ϕ is a CNF and α is a partial assignment then α |= ϕ if and only if α(tr(ϕ)) = 0.
3 A (2 − ǫ)-Hall’s Theorem
We begin with the definition of (h, k)-matching.
Definition 3.1 ((h, k)-matching). Let k ≥ h be positive integers andG a bipartite graph with bipartition
(L,R). An (h, k)-matching in G is a subgraph F of G such that
1. each connected component of F is a tree with at most k edges;
2. each vertex in V (F ) ∩ L has degree exactly h in F .
An (h, k)-matching F covers a set of vertices S if S ⊆ V (F ). Define ℓ(F ) = V (F ) ∩ L and r(F ) =
V (F ) ∩R.
We now proceed with the proof of Theorem 1.2; we will see afterwards that Theorem 1.1
follows easily.
Restated Theorem 1.2. Let ǫ < 123 . Let G be a bipartite graph with bipartition (L,R) such that each
vertex in L has degree at most 3 and no pair of degree 3 vertices in L have the same set of neighbours. If
|NG(L)| ≥ (2 − ǫ)|L|, and each proper subset of L can be covered by a (2, 4)-matching, then L can be
covered by a (2, 4)-matching.
Proof. Define the hypergraph H = (V,E) with V = NG(L) and E = {NG(x) : x ∈ L}. Observe
that each vertex v in L has degree 2 or 3, otherwise v could not be covered by a (2, 4)-matching.
Similarly, no degree 2 vertices in L have the same neighbourhood. By assumption, no degree 3
vertices have the same neighbourhood. Therefore,NG : L→ E is a bijection and |V | ≥ (2−ǫ)|L| =
(2− ǫ)|E|. Recall that the degree of a vertex v inH is the number of distinct edges which contain
v.
Let L′ ⊆ L and let E′ = {NG(x) : x ∈ L′}. The existence of a (2, 4)-matching in G covering
L′ ⊆ L is equivalent to the existence of an injective function f : E′ → {{x, y} : x, y ∈ NG(L
′)}
such that for every e ∈ E′, f(e) ⊆
(
e
2
)
and for each triple of distinct hyperedges e1, e2, e3 ∈ E′, it is
not the case that f(e1) intersects f(e2) and f(e2) intersects f(e3). We call a function f with these
properties a 2-path cover of E′ inH.
Observe that all the configurations of hyperedges shown in Figure 2 have a 2-path cover using
only degree 1 and 2 vertices of H. If any of these configurations appear in H, we can by assump-
tion find a 2-path cover f of the remaining hyperedges, and then extend f to a 2-path cover ofH.
Therefore, we may assume that no configuration from Figure 2 appears inH.
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(a) (b) (c) (d) (e)
vertex of degree 1 inH
vertex of degree 2 inH
vertex of degree 1,2 or more inH
Figure 2: A set of reducible configurations for H
Let d be the average degree inH. Observe that
3|E| ≥
∑
v∈V
degH(v) = d|V | ≥ d(2 − ǫ)|E|,
where the last inequality follows from the hypothesis that |V | ≥ (2− ǫ)|E|. Thus, d ≤ 32−ǫ .
Let D be the set of vertices of H of degree 1, and D be the set of hyperedges which contain
a vertex in D. Note that |D| = |D|, since the configurations (a), (b) of Figure 2 do not appear in
H. We now prove a concentration result for |D|. An upper bound follows immediately from the
following chain of inequalities
|D| = |D| ≤ |E| ≤
1
2− ǫ
|V |.
For the lower bound suppose 1−2ǫ2−ǫ |V | > |D|. Then,
3
2− ǫ
|V | ≥ d|V | =
∑
v∈D
degH(v) +
∑
v∈V \D
degH(v)
≥ |D|+ 2|V \D| >
1− 2ǫ
2− ǫ
|V |+ 2(1−
1− 2ǫ
2− ǫ
)|V | =
3
2− ǫ
|V |,
which is a contradiction. Hence we have that 1−2ǫ2−ǫ |V | ≤ |D| ≤
1
2−ǫ |V |.
We finish the proof with a discharging argument. Each vertex v of H receives a charge of
degH(v). Let E2 be the set of hyperedges in E of size 2 and D2 be D ∩ E2. Clearly |D2| ≤ |E2|.
The edges in D2 receive a charge of -2, the edges in D \ D2 receive charge −3. The edges not in D
receive no charge.
We now perform the following discharging rule. Each hyperedge e in D gives a charge of -1
to each vertex in e. After discharging, every hyperedge has charge 0, and every vertex has non-
negative charge. Let Z be the set of vertices with charge 0 after discharging. Observe that a vertex
x is in Z if and only if every hyperedge containing x also contains a degree 1 vertex.
Let C denote the total charge. Then,
C = 3|E| − |E2| − 3|D|+ |D2| ≤ 3|E| − 3|D| ≤
3
2− ǫ
|V | − 3
1− 2ǫ
2− ǫ
|V | =
6ǫ
2− ǫ
|V |.
It follows that |Z| ≥ 2−7ǫ2−ǫ |V |. Since D ⊆ Z and |D| ≤
|V |
2−ǫ , we conclude that |Z \ D| ≥
1−7ǫ
2−ǫ |V |.
Because the configurations (c), (d), (e) of Figure 2 do not appear in H, every vertex in Z \D has
degree at least 3. Thus,
3
2− ǫ
|V | ≥ d|V | ≥
∑
v∈D
degH(v) +
∑
v∈Z\D
degH(v) ≥ |D|+ 3|Z \D|
≥
1− 2ǫ
2− ǫ
|V |+ 3
1− 7ǫ
2− ǫ
|V | =
4− 23ǫ
2− ǫ
|V |.
Therefore, 3 ≥ 4− 23ǫ, which is a contradiction as ǫ < 123 .
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We now quickly derive Theorem 1.1.
Restated Theorem 1.1 ((2−ǫ)-Hall’s Theorem). Let ǫ < 123 . LetG be a bipartite graph with bipartition
(L,R) such that the left-degree is at most 3 and for every subset A of L, |NG(A)| ≥ (2− ǫ)|A|. Then there
exists a (2, 4)-matching covering L.
Proof. Assume the theorem is false, and pick a counterexample G with |V (G)| minimum. For
every proper subset L′ ⊆ L, the subgraph of G induced by L′ and NG(L′) has a (2, 4)-matching
covering L′ by the minimality of G. But now, Theorem 1.2 implies that there is a (2, 4)-matching
covering L, and so G is not a counterexample.
We end this section with a comment on the parameter ǫ.
Theorem 3.2. For all ǫ > 13 there exists a bipartite graphGǫ with bipartition (L,R) such that each vertex
in L has degree at most 3 and no pair of degree 3 vertices in L have the same set of neighbours. Moreover,
|NGǫ(L)| ≥ (2 − ǫ)|L| and each proper subset of L can be covered by a (2, 4)-matching but L cannot be
covered by a (2, 4)-matching.
We conjecture that Theorem 1.2 is true for ǫ ≤ 13 . Theorem 3.2 shows that this would be best
possible.
We now prove Theorem 3.2, here rephrased in terms of hypergraphs.
x
(a) the gadget
x
y
e
(b) a minimal example
x
the gadget
(c) the amplification
Figure 3: The construction
Theorem 3.3. For every ǫ > 13 , there exists a hypergraph Hǫ such that Hǫ has no isolated vertices, each
hyperedge ofHǫ has size 2 or 3, |V (H)| ≥ (2− ǫ)|E(H)|, every proper subset of E(Hǫ) has a 2-path cover,
but Hǫ does not have a 2-path cover.
Proof. Let ǫ > 13 and consider the gadget G shown in Figure 3.(a). It is easy to verify that every
2-path cover of G must cover the vertex x. Next note that the hypergraphH shown in Figure 3.(b)
is obviously not 2-path coverable, but every proper subset of E(H) is 2-path coverable. We have
|V (H)|
|E(H)| =
6
4 . However, we can increase this ratio via the amplification trick shown in Figure 3.(c).
That is, let e be a hyperedge of H of size 2. Label the vertices of e as x and y, where y has
degree 1. Let H1 be the hypergraph obtained from H by deleting y and then gluing G to H − y
along x. Since every 2-path cover of G must use the vertex x, H1 does not have a 2-path cover.
On the other hand, since every proper subset of E(G) has a 2-path cover avoiding x, it follows
that every proper subset of E(H1) has a 2-path cover. Note that this amplification trick increases
the number of vertices of H by 10 and the number of edges of H by 6. Moreover, we can repeat
this amplification trick arbitrarily many times since G also has pendent edges of size 2. So, choose
n such that 6+10n4+6n ≥ 2 − ǫ and take Hǫ to be the graph obtained from H by performing the
amplification trick n times.
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4 A cover game over bipartite graphs
As an application, we use the previous result to build a winning strategy for a game played on
bipartite graphs.
Definition 4.1 (Cover Game). The Cover Game CoverGame(h,k)(G,µ) is a game between two players,
Choose and Cover, on a bipartite graph G. At each step i of the game the players maintain an (h, k)-
matching Fi in G. At step i+ 1 Choose can
1. remove a connected component from Fi, or
2. if the number of connected components of Fi is strictly less than µ, pick a vertex and challenge Cover
to find another (h, k)-matching Fi+1 in G such that
(a) Fi+1 extends Fi. That is, each connected component of Fi is also a connected component of
Fi+1;
(b) Fi+1 covers the vertex picked by Choose.
Cover loses the game CoverGame(h,k)(G,µ) if at some point she cannot answer a challenge by Choose.
Otherwise, Cover wins.
Definition 4.2 ((s, δ)-bipartite expander). Let s be a positive integer and δ be a positive real number. A
bipartite graph G with bipartition (L,R) is an (s, δ)-bipartite expander if all subsets X ⊆ L of size at
most s satisfy |NG(X)| ≥ δ|X |.
The next theorem shows that Cover has a winning strategy for the game CoverGame(2,4)(G,µ)
for expander graphs Gwith appropriately chosen parameters.
Theorem 4.3. LetG be a bipartite graph with bipartition (L,R), s, d be two integers, and ǫ < 123 be a real
number. If each vertex in L has degree 3, each vertex in R has degree at most d, and G is an (s, 2 − ǫ2 )-
bipartite expander, then Cover wins the cover game CoverGame(2,4)(G,µ) with µ = ǫs72d+2ǫ − d.
The proof of this result is similar to constructions that can be found for example in [6, 2, 11].
The proof we give is modeled following [11]. The main difference is the use of our variant of
Hall’s Theorem (Theorem 1.1), suitable for bipartite graphs of left-degree at most 3.
For the rest of this section, fix a bipartite graph G with bipartition (L,R), integers s, d and a
real number ǫ < 123 such that G is an (s, 2 −
ǫ
2 )-expander, each vertex in L has degree 3 and each
vertex in R has degree at most d.
GivenA ⊆ L andB ⊆ R, we denote withGA,B the subgraph ofG induced by (L∪R)\(A∪B).
Definition 4.4 (robust). Given two sets A ⊆ L and B ⊆ R, we say that the pair (A,B) is robust, if for
every C ⊆ L \A with |A|+ |C| ≤ s, there exists a (2, 4)-matching F in GA,B covering C.
Lemma 4.5. The pair (∅, ∅) is robust.
Proof. This follows from Theorem 1.1 since G is an (s, 2− ǫ2 )-expander.
Lemma 4.6. Let A ⊆ L and B ⊆ R be such that the pair (A,B) is not robust. Then there exists a set
C ⊆ L \A such that no (2, 4)-matching in GA,B covers C and |C| <
2
ǫ
|B|.
Proof. Take C ⊆ L \ A of minimal size such that no (2, 4)-matching in GA,B covers C. By mini-
mality of C and Theorem 1.2 it follows that
|NGA,B (C)| < (2 − ǫ)|C|.
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But, by hypothesis on G, (2− ǫ2 )|C| ≤ |NG(C)|. Therefore,
(2−
ǫ
2
)|C| ≤ |NG(C)| ≤ |NGA,B (C)| + |B| < (2 − ǫ)|C|+ |B|.
Hence |C| < 2
ǫ
|B|, as required.
Lemma 4.7 (component removal). Let A ⊆ L and B ⊆ R be such that the pair (A,B) is robust and
2
ǫ
|B|+ |A| ≤ s. Then for each (2, 4)-matching F over the vertices A ∪B, (A \ ℓ(F ), B \ r(F )) is robust.
Proof. Let A′ = A \ ℓ(F ) and B′ = B \ r(F ) and suppose, by contradiction, that (A′, B′) is not
robust. By Lemma 4.6, it is sufficient to prove that for each set C ⊆ L \A′ with |C| < 2
ǫ
|B′|, there
is a (2, 4)-matching in GA′,B′ covering C. Let C
′ = C ∩ ℓ(F ) and C′′ = C \C′. By construction, F
is a (2, 4)-matching such that ℓ(F ) ⊆ A, r(F ) ⊆ B and F covers C′. Moreover, we have that
|C′′|+ |A| ≤ |C|+ |A| <
2
ǫ
|B′|+ |A| <
2
ǫ
|B|+ |A|
(⋆)
≤ s,
where the inequality (⋆) is by hypothesis. Hence there exists a (2, 4)-matching F ′′ of C′′ in GA,B ,
and so F ∪ F ′′ is a (2, 4)-matching covering C in GA′,B′ .
Lemma 4.8 (left vertex-covering). Let A ⊆ L and B ⊆ R be such that the pair (A,B) is robust and
24d
ǫ
(|B|+3)+ |A|+1 ≤ s. Then for each vertex v in L\A, there is a (2, 4)-matching F inGA,B covering
v and such that (A ∪ ℓ(F ), B ∪ r(F )) is robust.
Proof. Fix v ∈ L\A and letΠ be the set of all (2, 4)-matchings F in GA,B , covering v and such that
F is connected.
Since |A| + 1 ≤ s and (A,B) is robust, we know that Π is non-empty. For every F ∈ Π,
let (AF , BF ) be the pair (A ∪ ℓ(F ), B ∪ r(F )), and suppose for a contradiction that for every
F ∈ Π, (AF , BF ) is not robust. By Lemma 4.6, for every F ∈ Π there is a set CF ⊆ L \ AF with
|CF | <
2
ǫ
|BF | and such that there is no (2, 4)-matching of CF in GAF ,BF .
LetC =
⋃
F∈Π CF . Then |C| <
24d
ǫ
(|B|+3), since |Π| ≤ 3+3 ·2 ·(d−1) ·2≤ 12d and |r(F )| ≤ 3.
Hence, by our assumption about the sizes of |A| and |B|, we have that |C ∪ {v}| + |A| ≤ s.
Furthermore, C ∪ {v} ⊆ L \ A, so by the fact that (A,B) is robust, there is a (2, 4)-matching F ′
covering C ∪ {v} in GA,B .
There must be some F ∈ Π such that F is a connected component of F ′. Let F ′′ be F ′ with the
component F removed. Then F ′′ is a (2, 4)-matching in GAF ,BF and F
′′ covers CF , contradicting
the choice of CF .
Lemma 4.9 (right vertex-covering). Let A ⊆ L and B ⊆ R be such that the pair (A,B) is robust and
24d
ǫ
(|B| + 3d) + |A| + 2d ≤ s. Then for each vertex v in R \ B, there is a (2, 4)-matching F in GA,B
covering v and such that (A ∪ ℓ(F ), B ∪ r(F )) is robust.
Proof. Fix v ∈ R \ B and let D be NG(v) \ A. By hypothesis |D| ≤ d and, by the cardinality
constraints on A andB, we can apply Lemma 4.8 |D| times obtaining a (2, 4)-matching F in GA,B
covering D and such that (A ∪ ℓ(F ), B ∪ r(F )) is robust. Now, since NG(v) ⊆ A ∪ ℓ(F ), we have
that (A ∪ ℓ(F ), B ∪ r(F ) ∪ {v}) is robust. Either v is covered by F , or it is possible to add {v} as a
new connected component to F while still maintaining the property of being a (2, 4)-matching in
GA,B .
Proof of Theorem 4.3. We now use the previous lemmas to describe a winning strategyL for Cover
to win CoverGame(2,4)(G,µ). Take L to be the set of all (2, 4)-matchings F in G such that
1. (ℓ(F ), r(F )) is robust, and
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2. 2
ǫ
|r(F )|+ |ℓ(F )| ≤ s.
This family is non-empty by Lemma 4.5 and is closed under removing connected components
by Lemma 4.7. Suppose now that at step i+ 1 of the game Choose picks a vertex v in G and that
Fi has strictly less than µ =
ǫs
72d+2ǫ − d components. Then, (ℓ(Fi), r(Fi)) satisfies the hypotheses
of Lemma 4.8 and Lemma 4.9:
24d
ǫ
(|r(Fi)|+ 3d) + |ℓ(Fi)|+ 2d ≤
24d
ǫ
(3µ+ 3d) + 2µ+ 2d = (µ+ d)(
72d
ǫ
+ 2) =
= (
ǫs
72d+ 2ǫ
)(
72d
ǫ
+ 2) = s.
Hence by Lemma 4.8 and Lemma 4.9, there exists a (2, 4)-matching Fi+1 extending Fi and cover-
ing v such that (ℓ(Fi+1), r(Fi+1)) is robust. From the previous chain of inequalities, it follows eas-
ily that the pair (ℓ(Fi+1), r(Fi+1)) satisfies the cardinality condition
2
ǫ
|r(Fi+1)|+ |ℓ(Fi+1)| ≤ s.
5 Space lower bounds for random 3-CNFs in RES and PCR
To prove a space lower bound for random 3-CNFs, we use the techniques developed in [10, 11].
Using the Cover Game on (2, 4)-matchings, we provide families of assignments that define k-
winning strategies (for the monomial space in PCR) [10] and r-free families (for the total space in
Resolution) [11]. We start with some preliminaries, and then prove that k-winning strategies alone
are sufficient. Finally, we prove the main results, which together with the main Theorem in [11]
will imply the two results on space bounds.
5.1 Flippable assignments from (2, 4)-matchings
Let A be a family of partial assignments, and let dom(A) be the union of the domains of the
assignments in A. We say that a set of partial assignments A is flippable if and only if for all
x ∈ dom(A) there exist α, β ∈ A such that α(x) = 1 − β(x). Two families of partial assignments
A and A′ are domain-disjoint if dom(α) and dom(α′) are disjoint for all α ∈ A and α′ ∈ A′.
Given non-empty and pairwise domain-disjoint sets of assignments2 H1, . . . , Ht, the product-
familyH = H1 ⊗ . . .⊗Ht is the following set of assignments
H = H1 ⊗ . . .⊗Ht = {α1 ∪ . . . ∪ αt : αi ∈ Hi},
or, if t = 0, H = {λ}, where λ is the partial assignment of the empty domain. Note dom(H) =⋃
i dom(Hi). We call the Hi the factors of H. For a product-family H = H1 ⊗ . . . ⊗ Ht, the rank
of H, denoted ‖H‖, is the number of factors of H different from {λ}. We do not count {λ} in the
rank since H ⊗ {λ} = H. Given two product-families H and H′, we write H′ ⊑ H if and only if
each factor of H′ different from {λ} is also a factor of H. In particular, {λ} ⊑ H for everyH.
A family of flippable product-families is called a strategy and denoted by L . We now present
a definition of suitable families of flippable products: the k-winning strategies [10]3.
Definition 5.1 (k-winning strategy [10]). Let P be a set of polynomials in the ring F[X,X]. A non-
empty strategy L is a k-winning strategy if and only if for every H ∈ L the following conditions
hold:
2We always suppose that the partial assignments are respecting the intended meaning of the variables inX . That is, if
x ∈ dom(α), then α(x¯) = 1− α(x); hence a variable x is in dom(Hi) if and only if x¯ is in dom(Hi).
3This definition correspond to a particular case of the definition of k-winning strategy in the [10]. In [10] the definition
of k-winning strategy depend on the choice of some particular proper ideal I in F[X,X]. Here we just state the simplified
case where I = {0}.
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(RESTRICTION) for eachH′ ⊑ H, H′ ∈ L ;
(EXTENSION) if ‖H‖ < k, then for each p ∈ P there exists a flippable product-familyH′ ∈ L such that
H′ ⊒ H andH′ |= p.
Notice that, by the restriction property, {λ} is in every k-winning strategy.
Theorem 5.2 ([10]). Let P be a contradictory set of polynomials in F[X,X] and k ≥ 1 an integer. If
there exists a non-empty k-winning strategy L for P , then for every semantical PCR refutation Π of P ,
MSpace(Π) ≥ k/4.
5.2 Total space lower bounds via k-winning strategies
In this section we recall some definitions and theorems from [11] and we show that in order to
prove total space lower bounds in RES it suffices to show the existence of k-winning strategies.
A piecewise (p.w.) assignment α of a set of variables X is a set of non-empty partial assign-
ments toX with pairwise disjoint domains. We will sometimes call the elements of α the pieces of
α. A piecewise assignment gives rise to a partial assignment
⋃
α toX together with a partition of
the domain of
⋃
α.
For piecewise assignments α, β we will write α ⊑ β to mean that every piece of α appears in
β. We will write ‖α‖ to mean the number of pieces in α. Note that these are formally exactly the
same as α ⊆ β and |α|, using the definition of α and β as sets.
Definition 5.3 (r-free [11]). A non-empty family F of p.w. assignments is r-free for a CNF ϕ if it has
the following properties.
(CONSISTENCY) No α ∈ F falsifies any clause from ϕ.
(RETRACTION) If α ∈ F , β is a p.w. assignment and β ⊑ α, then β ∈ F .
(EXTENSION) If α ∈ F and ‖α‖ < r, then for every variable x /∈ dom(α), there exist β0, β1 ∈ F with
α ⊑ β0, β1 such that β0(x) = 0 and β1(x) = 1.
Theorem 5.4 ([11]). Let ϕ be an unsatisfiable CNF formula. If there is a family of p.w. assignments which
is r-free for ϕ, then any resolution refutation of ϕ must pass through a memory configuration containing
at least r/2 clauses each of width at least r/2. In particular, the refutation requires total space at least r2/4.
The next lemma establishes a connection between Definition 5.1 and Definition 5.3.
Lemma 5.5. Let ϕ be an unsatisfiable CNF and let Pϕ = tr(ϕ) be the standard polynomial encoding of ϕ.
If there exists a k-winning strategy for Pϕ, then there exists a (k − 1)-free family for ϕ.
Proof. Let L be the k-winning strategy. Define the (k− 1)-free family F as follows: α ∈ F if and
only if there exists H1 ⊗ . . . ⊗ Ht ∈ L such that α = α1 ∪ . . . ∪ αt with αi ∈ Hi and t ≤ k − 1.
The p.w. structure of α is inherited from the domain-disjointness of H1 ⊗ . . .⊗Ht; in particular,
‖α‖ = ‖H1⊗ . . .⊗Ht‖. The retraction property of F is immediate from the corresponding property
of L .
To prove the consistency property of F assume, by contradiction, that there is an α ∈ F such
that α falsifies some clause C ∈ ϕ. Since ||α|| ≤ k − 1 < k, there exists H = H1 ⊗ . . . ⊗Ht ∈ L
such that α ∈ H and ‖α‖ = ‖H‖. By the extension property of L , there is an H′ ⊒ H such that
H′ |= tr(C). In particular there exists some partial assignment β ⊇ α such that β |= tr(C). By
construction, for every assignment γ, γ |= tr(C) if and only if γ |= C. Thus β |= C, which is
impossible since α falsifies C.
For the extension property let α ∈ F , with ||α|| < k−1 and let x be a variable of ϕ not in dom(α).
By construction, there exists someH ∈ L such that α ∈ H, ‖α‖ = ‖H‖ and dom(α) = dom(H). By
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the extension property ofF there exists some flippableH′ ∈ L such thatH′ ⊒ H andH′ |= x2−x.
By taking restrictions in L we can suppose that ‖H′‖ = ‖H‖ + 1. Hence there exist β0, β1 ∈ F
extending α, setting x respectively to 0 and 1 and such that ||β0|| = ||β1|| = ‖α‖+ 1 ≤ k − 1.
To avoid confusion, we want to emphasize that this reduction from k-winning strategies to
(k− 1)-free families does not hold for the full general definition of k-winning strategies as in [10].
5.3 Space lower bounds via CoverGames on (2, 4)-matchings
Table 1: From (2, 4)-matchings to flippable assignments
x
x
y
x ∨ y
x
y
x ∨ y
z
y ∨ z
x
y
x ∨ y
z
¬y ∨ z
x 7→ 0
x 7→ 1
(x, y) 7→ (0, 1)
(x, y) 7→ (1, 0)
(x, y, z) 7→ (0, 1, 0)
(x, y, z) 7→ (1, 0, 1)
(x, y, z) 7→ (0, 1, 1)
(x, y, z) 7→ (1, 0, 0)
Lemma 5.6. Let ϕ be a CNF and Gϕ be the adjacency graph of ϕ. For every (2, 4)-matching F in Gϕ,
there exists a flippable product-family of assignments HF such that HF |= ℓ(F ), dom(HF ) = r(F ), and
‖HF ‖ is the number of connected components of F .
Proof. We prove the result by induction on the number of connected components of F . If F is the
union of two disjoint (2, 4)-matchings F ′, F ′′ then by hypothesis HF ′ |= ℓ(F ′), dom(HF ′) = r(F ′)
and ‖HF ′‖ is the number of connected components of F
′. And analogously for F ′′. Then, since
r(F ′) and r(F ′′) are disjoint, HF = HF ′ ⊗HF ′′ is well-defined. We immediately see that HF |=
ℓ(F ), dom(HF ) = r(F ) and ‖HF ‖ is the number of connected components of F .
It remains to prove the case when the (2, 4)-matching F is just one connected component. It is
easy to see that all the possibilities can be reduced to those in Table 1.
Theorem 5.7. Let ϕ be an unsatisfiable 3-CNF andGϕ its adjacency graph. If Cover wins the cover game
CoverGame(2,4)(Gϕ, µ), then there is a µ-winning strategy L for tr(ϕ).
Proof. It is straightforward to see that a winning strategy for Cover in CoverGame(2,4)(Gϕ, µ) de-
fines, using Lemma 5.6, a family L of flippable product-families such that for allH ∈ L
1. for eachH′ ⊑ H, H′ ∈ L ;
2. if ‖H‖ < µ, then: (a) for each C ∈ ϕ, there exists a flippable product-family H′ ∈ L such
that H′ |= C and H′ ⊒ H; and (b) for each variable x 6∈ dom(H), there exists a flippable
familyH′ ∈ L such thatH′ ⊒ H.
We claim that L is a µ-winning strategy. The size property and the restriction property are
immediate. For the extension property we use the properties in (2) above: if we have to extend
to something in L that satisfies a boolean axiom we use property 2.(b), otherwise for all other
polynomials in tr(ϕ) we use property 2.(a).
Corollary 5.8. Let ϕ be an unsatisfiable 3-CNF and Gϕ its adjacency graph. If Cover wins the cover
game CoverGame(2,4)(Gϕ, µ), then for every semantical PCR refutation Π of tr(ϕ), MSpace(Π) ≥ µ/4.
Moreover, every RES refutation of ϕ must pass through a memory configuration containing at least µ/2
clauses each of width at least µ/2. In particular, the refutation requires total space at least µ2/4.
Proof. The result follows from Theorem 5.7, Theorem 5.2, Lemma 5.5, and Theorem 5.4.
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Let n,∆ ∈ N and let X = {x1, . . . , xn} be a set of n variables. The probability distribution
R(n,∆, 3) is obtained by the following experiment: choose independently uniformly at random
∆n clauses from the set of all possible clauses with 3 literals over X . It is well-known that when
∆ exceeds a certain constant θ3, ϕ is almost surely unsatisfiable. Hence we always consider ϕ ∼
R(n,∆, 3), where ∆ is a constant bigger than θ3, which implies that ϕ is unsatisfiable with high
probability.
Corollary 5.9. Let ∆ > θ3 and ϕ ∼ R(n,∆, 3). Then with high probability, for every semantical PCR
refutationΠ of tr(ϕ),MSpace(Π) ≥ Ω(n/ logn). Moreover, every RES refutation of ϕmust pass through
a memory configuration containing Ω(n/ logn) clauses each of width Ω(n/ logn). In particular, each
refutation of ϕ requires total space Ω(n2/ log2 n).
Proof. Let Gϕ be the adjacency graph of ϕ. By Chernoff’s bound it follows that with high proba-
bility the right-degree of Gϕ is at most logn and it is well known that Gϕ is a (γn, 2− δ)-bipartite
expander, for every δ > 0 [12, 4, 9, 6]. Hence in particular for 0 < δ < 123 , we can apply Theorem
4.3: Cover wins the cover game CoverGame(2,4)(Gϕ, µ) for µ = Ω(n/ logn). The result then follows
using Corollary 5.8.
For every unsatisfiable CNF in n variables, there is a trivial O(n) upper bound on monomial
space in PCR and a trivial O(n2) upper bound on total space in RES. It is an open question
whether our lower bounds are tight.
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