ABSTRACT. This paper presents some extensions and applications of hypercube queueing models to describe server-to-customer type Emergency Service Systems. The classical hypercube is a well-known spatially distributed queueing model effective in analyzing these systems, based on Markovian analysis approximations. Experience has shown that each real life Emergency Service System may have its own unique characteristics so that each system may require a particular hypercube queueing model incorporating those characteristics. Some of these distinctive characteristics are considered in the extensions presented in this tutorial such as dispatch policy based on random selection of the server to take an incoming call; partial cooperation among servers whereby depending on where the call is coming from, some servers cannot take the call; servers with additional workload coming from walk-in nonemergency customers such as in customer-to-server systems; existence of calls requiring the dispatch of more than one server; existence of more than one type of servers in the system, for instance paramedical and medical units in emergency medical systems. In this study, we present a set of these models based on the smallest non-trivial service systems. For each model, the construction of the system of equations for equilibrium hypercube state probabilities and the evaluation of particular operational characteristics are described.
INTRODUCTION
Emergency Service Systems (ESS) provide emergency assistance to incidents, protecting and ensuring public health and safety, and they can be classified as either customer-to-server systems or server-to-customer systems. In the first case, service units are considered immobile in the sense that customers must travel to where servers are located, whereas in the latter the servers are mobile, that is, they travel to the scene of the emergency. In this case, the system is also called an emergency response system; some examples are requests for urgent medical assistance, police patrol as well as fire combat units and emergency repairs. In these systems, mobile servers are more accurately modeled as distinguishable from one another in the sense that the servers are spatially distributed in the region and have different characteristics (e.g., different preferential regions and mean service times), they share the system workload due to cooperation, and their workloads may be different and may vary according to the location of the servers.
Surveys on probabilistic location models that use mobile servers in ESS can be found, for example, in Larson & Odoni (1981) , Kolesar & Swersey (1986) , ReVelle (1989) Larson (1974) and extended by other authors (Swersey, 1994) is an effective descriptive model for designing and planning server-to-customer ESS. The basic idea of the model is to expand the state space description of a queueing system with multiple servers in order to represent each server individually and incorporate more complex dispatch policies. The model takes into account geographical and temporal complexities of the region under consideration and it is appropriate to analyze coordinated (centralized) systems, where the user requiring service calls the central station of the system and the system manager dispatches a server to service the call. If there is no server available, the call either enters a waiting line until a server becomes available, or it is transferred to another ESS.
The name hypercube derives from the state space describing the status of the servers. Each server can be free (0) or busy (1) in a given time instant. A particular state of the system is given by the entire listing of servers that are free and busy. For example, the state {110} corresponds to a 3-server system, with server 1 free and servers 2 and 3 busy (note that {110} describes the state of the servers from right to left). Taking this into account, the state space is given by the vertices of a cube. If the system has more than three servers, we have a hypercube (Larson, 1974) . Given the system configuration, the hypercube model is able to evaluate a variety of performance measures relevant for decision-making, either region-wide or for each server or region. These include server workloads, mean user response times, fraction of dispatches of each server to each region, among others. In solving location problems in which the best locations of the servers are searched, the hypercube model is used as a descriptive tool to evaluate the quality of a given set of locations.
Some examples of applications of the hypercube queueing model include the location of ambulances in urban areas (Brandeau & Larson, 1986; Burwell et al., 1993; Takeda et al., 2007; Rajagopalan et al., 2008) and ambulances and service patrol vehicles on highways (Mendonça and Morabito, 2001; Iannoni et al., 2008 Iannoni et al., , 2009 Geroliminis et al., 2009 Geroliminis et al., , 2011 ; the deployment of police patrol units (Chelst and Barlach, 1981; Larson and Macknew, 1982; Sacks and Grief, 1994) ; the design of repair services related to interruptions in the distribution of electrical energy (Albino, 1994) , and the programs for visits by the social service (Larson & Odoni, 1981) . The hypercube has also been considered as a deployment model for response to terrorism attacks and other major emergencies (Larson, 2004) . Other references related to applications and extensions of the hypercube model can be found in Halpern (1977) , Jarvis (1985) , Batta et al. (1989) Each system involved in the practical applications of the hypercube queueing model has its own distinctive characteristics. The objective of this paper is to present a set of models to show how these characteristics are handled and how the associated output measures are evaluated. To that end, we use the smallest, non-trivial structures that incorporate the characteristics of systems under analysis. These structures, referred to as "toy-models", are used to provide useful insights into problems of interest, but are mostly unable to directly address the complexity of real world ESS.
We start discussing single dispatch hypercube models in which it is assumed that the arriving calls at the ESS require the dispatching of only one server (Section 2). In Section 2.1, we review the basic single dispatch model considering both infinite and finite (possibly zero) capacity waiting lines with either homogeneous or non-homogeneous servers. Then the centralized model with random dispatches is described (Section 2.2), where all servers share the same home location and there are no preferences as to the server to be dispatched to service a call, which is inspired in the case of an urban SAMU (Service d'Aide Médicale Urgente) studied in Takeda et al. (2007) . In Section 2.3, we present the partial backup model in which it is assumed that each region of the ESS is the home location of a server, and that a server can only service calls from its preferential region and from the second closest region. The model considers a zero capacity waiting line system with homogeneous or non-homogeneous servers. This is the case of some emergency medical systems on motorways, as for example in the SAU's (Sistema de Atendimento ao Usuário -highway's user response system) studied in Mendonça & Morabito (2001), Iannoni & Morabito (2007) and Iannoni et al. (2009 Iannoni et al. ( , 2011 .
Then in Section 3 we analyze multiple dispatch hypercube models which consider that some arriving calls at the ESS require the simultaneous dispatching of two or more servers. Some examples appear in emergency medical systems, police patrol systems and fire emergency systems. For instance, in emergency medical systems, the multiple dispatching of ambulances is needed especially when incidents involving several victims require two or more ambulances for assistance and transport. In policy patrol systems, frequently two police patrols with one or two police officers are sent to the same event to work together, for example, one offering cover to the other in case of danger. In fire control systems, more than one unit is usually dispatched to control the fire according to the proportion of the incident and the number of required pieces of equipment and personnel (Swersey, 1994).
In Section 3.1, we review the basic multi-dispatch model as firstly studied in Chelst & Barlach (1981) for zero capacity waiting line police patrol systems with either total or partial backup. Then in Section 3.2, we describe the multi-dispatch model with a third status of each server, in which servers can be busy in other activities than only emergency calls and events assigned by the call operations center, or they can be busy giving assistance to patients at their base (i.e., walk-in callers). This case appears, for example, in police deployment systems where a police patrol could be busy in an event as a result of something illegal that the police officer sees from the patrol car (i.e., an event that was not received by the call operations center, namely PIA -patrol initiated activity), as studied in Larson & Mcknew (1982) . Another example appears in highway emergency medical systems where a third status of the ambulances refers to eventual assistance to patients requesting service at the ambulance bases, as studied in Iannoni & Morabito (2007) and Atkinson et al. (2008) .
In Section 3.3, we consider the multi-dispatch model with differentiated servers. In several ESS, a dispatch policy that considers different types of servers according to the type of vehicle, personnel or equipment required by the call type are common. For example, in emergency medical systems in urban areas, the ambulances can be either advanced support vehicles (ASV) or basic support vehicles (BSV), and the calls are divided into two classes: advanced calls (preferentially serviced by an ASV) and basic calls (preferentially serviced by a BSV) (Brandeau & Larson, 1986; Takeda et al., 2007) . Another example appears in emergency medical systems on highways with medical vehicles and ambulances. The medical vehicles transport specialized medical personnel (e.g., doctors, nurses and rescuers), some basic medications and tools for pre-clinical care. Conversely, the ambulances transport the patients, medical personnel, clinical and pre-hospital care equipment and other heavier equipment (e.g., hardware breakers, fire control equipment, etc.), as studied in Iannoni & Morabito (2007) . Finally, in Section 4 we present some concluding remarks and discuss some opportunities for future research.
THE SINGLE DISPATCH HYPERCUBE MODEL

The basic model
For the purpose of building the toy-models, we take a simple network consisting of only three atoms (i.e., pre-defined sub regions of the ESS region) connected by a one-way ring road. It is assumed that the centroids of the atoms are located at the vertices of an equilateral triangle with sides of unit length, as shown in Figure 1 . The inter-atoms travel distance matrix for this network is shown in Table 1 . 
From
To Atom  Atom  1  2  3   1  0  2  1  2  1  0  2  3  2  1  0 We start by considering the basic hypercube queueing model as known in the literature (Larson, 1974; Larson & Odoni, 1981) . For this model, we assume that each atom is the home location of a server, and a fixed-preference dispatch policy, with preferences set according to shortest distances is in use. The preference matrix is shown in Table 2 . 1  1  2  3  2  2  3  1  3  3  1  2 The hypercube state probabilities are defined by a set of flow-balancing equations built around the hypercube states. To that end, we represent these states through a triad of 0/1 variables (0 -free, 1 -busy) of the form {i jk}, each one associated with a server, with the correspondence of variable to the server made from right to left. In addition, we define:
• λ j as the arrival rate of calls from atom j;
• μ i as the service rate of server (or unit) i;
• λ = λ 1 + λ 2 + λ 3 as the total arrival rate;
• μ = μ 1 + μ 2 + μ 3 as the total service rate.
In order to build the balance equation for a given state, say {011}, we argue as follows: the system leaves state {011} if a call arrives, or a service is completed by server 1 or 2. The rate associated with this transition is (λ + μ 1 + μ 2 )P{011}. Conversely, the system enters state {011}: (i) from state {001} when a call arrives from atoms 1 or 2 (in accordance with Table 2 ); (ii) from state {010} when a call arrives from atom 1; or (iii) from state {111} when a service is completed by server 3. The rate associated with this transition is (λ 1 + λ 2 )P{001} + λ 1 P{010} + μ 3 P{111}. By arguing that in steady state the transition rates of the system out of and into a given state must be equal, we write the balance equation for state {011} as:
The transition rate equilibrium equations around other states of the system can be built in a similar fashion (Chiyoshi et al., 2000 . The full coefficient matrix of the system of equations for the zero capacity waiting line hypercube model (i.e., a loss system with no waiting room) is shown in Table 3 . Figure 2 illustrates the possible states for this example on the vertices of a cube, states {000}, {001}, . . . , {111}. As aforementioned, if this example had more than three servers, the corresponding figure would be represented by a hypercube. Table 3 -Coefficients matrix of the system of equations for the basic model with zero waiting line. It is worth noticing that the entries in the coefficient matrix of Table 3 , except for the diagonal entries, represent the transition rates from column states to row states. The diagonal entries are the symmetrics of the transition rates of the system out of the corresponding states. Each row of this matrix displays the coefficients of the flow rate balance equation built around the state shown in the leftmost column.
It turns out that the system of equations based on flow balance around hypercube states is singular; an additional equation is thus required to determine the hypercube state probabilities. The standard procedure is to replace one of the equations by an equation of probabilities normalization condition. For the zero capacity waiting line hypercube, this equation is simply:
The state probabilities for the zero capacity waiting line can be adjusted to handle non-loss systems with an arbitrary number of waiting spots. Suppose room is added to accommodate one additional call. Then the system must be augmented with an additional state, say {S 4 }, with four calls in the system, three being serviced and one waiting in queue. Since the state {111} is already in balance with the adjacent states of the hypercube, the transitions between states {111} and {S 4 } must also be in balance, so that:
where ρ = λ μ is the average workload of the system. When a new state is added to the hypercube states, the set of numbers P{000}, . . . , P{111}, P{S 4 } is no longer a proper probability distribution since the sum of these numbers can be greater than 1. This condition can be restored via sum-one normalization. Similar procedure can be used to handle a waiting line with any capacity, augmenting the system with additional states {S 4 }, {S 5 }, {S 6 }, . . . For an infinity capacity waiting line, the equation of probabilities normalization condition becomes (Chiyoshi et al., 2000) :
To show the ways in which the output measures of a hypercube models are derived from its state probabilities, we consider two such measures, namely server workload and dispatch frequencies. The workload of a server i is defined as the ratio between its output (production) and its capacity. It can be evaluated as the fraction of time the server is busy by summing the probabilities of the states in which server i is busy. The workload of server 1 for the non-zero capacity waiting line would be:
where Q is an additional state in which there is at least one call waiting for service.
Another major output measure is the server dispatch frequencies. The dispatch frequency of unit i to atom j (denoted by f i j ) is defined as the fraction of a call associated with the dispatch of unit i to atom j. These frequencies can also be derived from the state probabilities. For a non-zero capacity waiting line, they have two components, the first associated to unqueued calls (denoted by f [u] i j ) and the second associated to queued calls (denoted by f [q] i j ). If we consider the dispatch of unit 1 to atom 2 to service unqueued calls, for instance, its frequency can be evaluated as the joint probability that: (i) server 1 is free and server 2 (preferential server of atom 2) is busy, and (ii) the incoming call is originated from atom 2:
The dispatch frequency of server 1 to atom 2 to service a queued call is given by the joint probability that: (i) all servers are busy, given by P{111} + P{Q}, (ii) server 1 is the first of all busy servers to become free, given by μ 1 /μ (see the Appendix), and (iii) atom 2 is the origin of the first waiting call for service. Therefore we have:
for the dispatch frequency of unit 1 to atom 2 to service a queued call.
The toy-models can be coded into small ad hoc codes which can serve (at least) two purposes. The first one is to layout the basic logic larger codes to deal with more complex problems. The other is to "play" with the models in a "what if" sort of approach in order to assess the way in which the systems definition parameters affect its output measures.
We start by looking at the basic characteristics of a double homogeneous system (homogeneous in both demand and service rates) by fixing λ 1 = λ 2 = λ 3 = 0.5 and μ 1 = μ 2 = μ 3 = 1.0. The state probabilities for this system are shown in Table 4 . The row labeled Loss of this table shows the state probabilities associated with the zero capacity waiting line. The state probabilities adjusted for the infinite capacity waiting line are shown in the following row (labeled Q(∞)). The dispatch frequencies for the infinite waiting line are shown in Table 5 . The symmetric nature of the model is reflected in these frequencies: (i) all servers have the same total dispatch frequency, (ii) all atoms have the same total frequency of units dispatched to them, and (iii) the dispatch vectors have the same pattern for all units, in which dispatch frequencies decrease according to whether the unit is dispatched as preferential, first or second backup unit. . We could, for instance, evaluate the effects of service rates imbalance on workload and dispatch frequencies of the units. To that end, we can compare two service rate profiles: (a) homogeneous (μ 1 = μ 2 = μ 3 = 1.0) and (b) non-homogeneous in which the service rate of the first unit is twice the rate of units 2 and 3, keeping the same total rate (μ 1 = 1.50, μ 2 = 0.75, μ 3 = 0.75). The relevant data for the infinite waiting line are shown in Tables 6 and 7 . It can be observed that the faster unit has lower workload and it is dispatched more frequently than the slower units. Although the slower units have the same service rate, unit 2 is seen to have a lower occupation rate than unit 3. This difference is due to the fact that unit 2 is the first backup of the faster and less busy server (unit 1).
The centralized model with random dispatches
In this toy-model, it is assumed that all service units share the same home location and there are no preferences as to the unit being dispatched to service a call. In building the system of equations for equilibrium state probabilities, we must argue differently from the previous model. The transition rate, from say, state {000} to state {001}, must be 1/3 of the total arrival rate since the random dispatch will select server 1, on average, 1/3 of the time out of three free units. In a similar way, the transition rate from state {001} to state {011} must be 1/2 of the total arrival rate because, in this case, we have two free servers to choose randomly from, and, in the long run, server 2 will be chosen half the time out of two free units.
In order to build the balance equation for a given state, say {011}, we argue the following: the system leaves state {011} if a call arrives, or a service is completed by server 1 or 2. The rate associated with this transition is (λ + μ 1 + μ 2 )P{011}. Conversely, the system enters state {011}: (i) from state {001} half the time a call arrives in the system; (ii) from state {010} half the time a call arrives or (iii) from state {111} when a service is completed by server 3. The rate associated with these transitions are (λ/2)P{001} + (λ/2)P{010} + μ 3 P{111}. The steady state flow balance reasoning leads to the following equation for state {011}:
The full coefficient matrix of the system of equations for this model is shown in Table 8 . Note that even if λ 1 = λ 2 = λ 3 = λ/3, this matrix does not coincide with the one in Table 3 of the basic model. 
In evaluating the dispatch frequencies of unqueued calls ( f [u] i j ), the random nature of the dispatch policy must be taken into account, and appropriate formulas constructed. For example, the dispatch frequency of server 1 to atom 2 is obtained by combining the probability that the incoming call comes from atom 2, which is λ 2 /λ with: (i) 1/3 of the probability that all servers are free; (ii) half the probability that server 1 is one of two free servers; and (iii) the probability that server 1 is the only free server. The resulting expression is thus:
The dispatch frequencies for servicing queued calls are not affected by server preferences, depending only on arrival pattern and the probability that a given server is the first one to complete service when all servers are busy. They can be evaluated following the same procedure described for the basic model.
A centralized system can be viewed as a stage in the natural growth of a small emergency medical service built based on a local hospital. The growing demand of such a system both in volume of the calls and covered area can be faced by increasing the number of ambulances located in the hospital. The time may come in which it is asked as to the effect of decentralizing the system to improve its performance in terms of, say, response time. For an example of a related situation in practice, the reader is referred to the case of the SAMU-Campinas studied in Takeda et al. (2007) . This problem can be addressed by looking at the average travelled distances in both centralized and decentralized models. The average travelled distance per call can be evaluated as the weighted sum of the (home location of the) units to atom distances, the weighting factors being the dispatch frequencies.
If all servers are located in atom 1, the unit to atom distances are as shown in Table 9 . If we fix λ 1 = λ 2 = λ 3 = 0.5 and μ 1 = μ 2 = μ 3 = 1.0 in the random dispatch model, the dispatch frequency of every pair server-atom is seen to be 1/9 and the average travelled distance per call turns out to be 1.00. If homogenous servers and full backup are assumed, the aggregate states of the hypercube model can be described by Markovian M/M/3 queueing models. For the decentralized model in which each atom is the home location of a server, the inter atom distances matrix shown in Table 1 turns out to be also the unit to atom distance matrix. By taking the average of the distances in Table 1 weighed by the dispatch frequencies of Table 5 , the average travelled distance per call for the decentralized model turns out to be 0.58. 
The partial backup model
The next toy-model we look at is a partial backup model. It assumes that each atom is the home location of a server, and that a server can only service calls from its preferential atom and from the second closest atom. Server 1, for example, can take calls from atoms 1 and 2, but not from atom 3. The corresponding dispatch matrix is shown in Table 10 . It may be assumed that the decision to not dispatch server 1 to atom 2 is based on the existence of a secondary ESS to handle such a call and a zero capacity waiting line model seems appropriate. Some practical examples appear in SAUs on highways, as the ones of Anjos do Asfalto studied in Mendonça & Morabito (2001) and Centrovias studied in Iannoni & Morabito (2007) . The flow equations of the system can be built in a way similar to that used for the basic model. Care must be taken, however, in determining some of the upward transition rates. Consider state {011}, for instance, where both servers 1 and 2 are busy and server 3 is free. A call from atom 1 will not change the state of the system because it cannot be serviced by server 3, the only server available (Table 10) ; the call will be lost. The upward transition rate from state {011} to state {111} will therefore be: (λ 2 + λ 3 ). The flow equation around state {011} will be:
The full coefficient matrix for this model is shown in Table 11 .
The dispatch frequencies can be evaluated in two steps, keeping in mind that, in this model, all dispatches are for unqueued calls. The dispatch frequency of server 1 to atom 2, for example, will be evaluated as the joint probability that the incoming call has originated in atom 2, server 2 is busy and server 1 is free:
The dispatch frequency of server i to atom j is defined simply as the fraction of all dispatches that send server i to atom j; so we would expect i, j f [u] i j = 1. Due to lost calls, however, the dispatch frequencies based on the formula above will add up to less than one; in fact, they will add up to the fraction of calls that are serviced by the system, leaving out the lost calls. For this reason, a second step is required in which results from the first step are normalized to sum one. Table 11 -Coefficient matrix of the system of equations for the partial backup model.
The most distinctive characteristic of this model is the fraction of lost calls, both per atom and system wide. To show how the fraction of lost calls can be evaluated, we work out an instance in which λ 1 = 0.4, λ 2 = 0.6, λ 3 = 0.8 and μ 1 = μ 2 = μ 3 = 1.0. By solving the corresponding system of linear equations, we obtain the hypercube state probabilities as shown in Table 12 .
From these equilibrium probabilities, the dispatch frequencies are evaluated (Table 13) . The first thing to observe in Table 13 is the total dispatch frequency of 0.7628, which corresponds to the fraction of calls that are serviced by the system, resulting in a fraction of lost calls of 0.2372. The dispatch frequencies as displayed in Table 13 refer to frequencies per call demanding service. To obtain the dispatch frequencies per serviced calls, those frequencies must be normalized to add up to one. The fraction of lost calls of a given atom corresponds to the sum of the probabilities associated to the states in which both preferential and the backup units are busy.
For atom 1, for instance, the states to consider are those in which units 1 and 2 are busy, namely {011} and {111}. The loss probabilities per atom are shown in Table 14 . The last column of this table shows the number of calls lost per unit of time, obtained by multiplying the demand rate of the atom and the corresponding probability. The ratio of the total lost call rate to the total demand rate gives the system wide fraction of lost calls. It can be observed that, in the partial backup loss model, the probability that all servers are busy does not equal the loss probability (see Table 12 ). 
THE MULTIPLE DISPATCH HYPERCUBE MODEL
The basic model
In order to describe the basic multiple dispatch hypercube model, we consider once again our system with three atoms connected by a one-way ring road ( Fig. 1 ) with identical servers and preference matrix of Table 2 . However, now we assume that in each atom j, calls can be of two types: type 1 calls (with arrival rate λ [1] j ) that require the dispatch of only one unit, and type 2 calls (with arrival rate λ [2] j ) that require the simultaneous response of two units. The total arrival rate of the system is:
3 ; the total arrival rate of type 1 calls is: λ [1] = j λ [1] j , and the total arrival rate of type 2 calls is:
j . Firstly, we consider a zero capacity waiting line system with total backup (i.e., every server can be sent to an atom, as the basic single dispatch toy-model in Section 2). The first preferential unit is dispatched when a type 1 call arrives; if this unit is busy, the backup units can be sent according to the preference order and availability. In the case of type 2 calls, the first two preferential units are sent simultaneously; if one of them is busy, the third preferential is dispatched. When only one of the three preferential servers is available, it is assigned as a single dispatch. For both type 1 and type 2 calls, if all servers are busy, the call is lost to the system. Examples of this multi-dispatch ESS in practice are the police patrol systems studied in Chelst & Barlach (1981).
Regarding the service process, type 1 calls are serviced by a single unit i with mean service rate μ i , whereas type 2 calls are serviced by two units i and k, operating independently with mean service rates μ i and μ k , respectively. Consequently, the model considers the two units servicing the same type 2 call as the same as two units servicing two separated type 1 calls.
The new detail observed in building the set of flow-balancing equations with respect to the toymodels of Section 2 is that: two servers become busy in the same upward transition when a type 2 call arrives and they correspond to the two highest ranked units available in the atoms server preference list. Moreover, a single server becomes busy in a transition if a type 1 call arrives at the system and this server is the first or next backup available, as well as if a type 2 call arrives at the system and the server is the only unit available in the preference list. Consequently, note that some upward transitions can occur on the diagonals of the cube representing the toy-model in Figure 2 , rather than just transitions on the cube edges, such as: {000} → {011}, {000} → {101}, {000} → {110}, {001} → {111}, {010} → {111} and {100} → {111}.
For instance, consider once again state {011}, where both servers 1 and 2 are busy and server 3 is free. At this state, unit 3 can be dispatched to any atom to service a call as the preferential or backup server (see server preference list on Table 2 ), and the downward transition {000} → {011} also needs to be included, since servers 1 and 2 become simultaneously busy with transition rate (λ [2] 1 ). Therefore, the flow equation of state {011} is:
Note that the system leaves state {011} if a call arrives or a service is completed by server 1 or 2 (left hand side of equation). Conversely, in the right hand side of the equation the system enters state {011}: (i) from state {000} when a type 2 call arrives from atom 1; (ii) from state {001} when a type 1 call arrives from atoms 1 or 2; (iii) from state {010} when a type 1 call arrives from atom 1; or (iv) when a service is completed by server 3. The full coefficient matrix of the system of equations for this toy-model (with zero line capacity and total backup) is shown in Table 15 . By comparing to Table 3 of Section 2.1, we can observe that some blank cells in Table  3 are filled in Table 15 (e.g., in the first column and last line) representing the transition rates on diagonals or double dispatch (when two servers become busy simultaneously). Now consider a partial backup dispatch policy with zero capacity waiting line (i.e., a server can only service calls from its preferential atom and from the second closest atom) for this system, as discussed in Section 2.3, and the dispatch preference matrix in Table 10 . The preferential unit is sent to a type 1 call and, if it is busy, the second (backup) is dispatched. In the case of a type 2 call, the first two units on the list are dispatched and, if only one of them is available, it is dispatched as a single dispatch (perhaps with the help of other ESS). If both preferential units are busy, then regardless of the type of the call, it is lost, since in the partial backup policy a third Table 15 -Coefficient matrix of the system of equations for the multiple dispatch total backup model.
unit is never assigned. A practical example of such a system is the SAU-Centrovias case studied in Iannoni et al. (2008 Iannoni et al. ( , 2009 ). The flow equations of the system can be built in a way similar to the single partial backup model, and by taking into account multiple dispatch transitions.
For instance, for state {011}, server 3 is idle and can service only calls arriving from atoms 2 and 3, and any call arriving from atom 1 will be lost. In case of type 2 calls arriving from atoms 2 and 3, server 3 is sent as a single dispatch since it is the only server available. The flow equation of state {011} for this zero waiting line partial backup multiple dispatch model is:
Observe on the left hand side of this flow equation that the system leaves state {011} if either a call arrives at atoms 2 and 3, or a service is completed by server 1 or 2. Moreover, observe on the right hand side that the system enters state {011}: (i) from state {000} when a type 2 call arrives from atom 1 with rate λ [2] 1 ; (ii) from state {001} when a type 1 or type 2 call arrives from atom 1 (server 2 is sent as a single dispatch to service type 2 calls, since one of the two first preferential servers is busy), or a type 1 call arrives from atom 2 (see Table 10 ); (iii) from state {010} when a type 1 or type 2 call arrives from atom 1; or (iv) when a service is completed by server 3. The full coefficient matrix for this toy-model (with zero line capacity and partial backup) is shown in Table 16 (compare to Table 11 of Section 2.3).
In the case of the multi-dispatch model with total backup, the loss probability is equal to the state probability of all busy servers, P{111}, whereas in the partial backup multi-dispatch, a call can be lost to the system even when there are servers available, as shown in Section 2.3. Therefore, in a multiple dispatch toy-model, we have: the loss probability of type 1 calls, P [1] loss , the loss probability of type 2 calls, P [2] loss , and the loss probability of any call, P loss . For example, the loss probability P loss , considering partial backup, for the system in Figure 1 can be formulated as: Note in this equation that each term is obtained as the joint probability that the arriving call originates at atom j (type 1 or type 2) and the two preferential servers are busy (see Table 10 ). For example, for atom 1, a call arriving (with probability λ
λ) when servers 1 and 2 are busy (with probabilities P{011} and P{111}) is lost to the system. As mentioned before, in case of type 2 calls, they can be serviced by a single server (possibly with the help of another system) if just one server from its dispatch list (with two servers) is available, and they are lost if both servers are busy.
Regarding the dispatch frequencies, we can calculate other statistics in addition to the fraction of dispatches that send server i to atom j ( f i j ), such as: the fraction of dispatches that send server i to atom j to service a type 1 call ( f [1] i j ) (considering only type 1 calls), the fraction of dispatches that send server i to atom j to service a type 2 call ( f [2] i j ) (considering only type 2 calls), and the fraction of dispatches that send servers i and k to atom j to service a type 2 call ( f [2] (i,k) j ). For example, considering the zero line total backup multiple dispatch model, the dispatch frequency of server 3 to atom 2 to service a type 2 call (taking into account only type 2 calls) as a single dispatch ( f [2] 32 ) is evaluated as the joint probability that the incoming type 2 call has arrived from atom 2 and server 3 is the only available one (as a result, it is sent as single dispatch):
(1 − P [2] loss )
, where
3 and P [2] loss = P loss = P{111} .
Alternatively, the dispatch frequency of sending servers 2 and 3 to atom 2 to answer a type 2 call is evaluated as the joint probability that the incoming type 2 call arrives from atom 2 and server 2 and 3 are idle:
2 /λ [2] )(P{000} + P{001}) (1 − P [2] loss )
.
Similarly to the single dispatch frequencies of Section 2, the sum of these measures to all type 2 dispatches yields:
Using the fractions of dispatches and the inter-atoms travel distance matrix in Table 1 , we obtain interesting travel distance measures, such as the mean travel distance to service type 1 calls,T [1] and the mean travel distance to service type 2 calls,T [2] , defined as:
wheret i j is the mean travel distance from the base of server i to atom j given in Table 1 . Moreover, the mean travel time to the first and to the second ambulance arriving at a given type 2 call location can be determined, respectively, as follows:
In order to show how some of these measures can be evaluated in this zero line toy-model (considering total and partial backup), we solve the example of Section 2 with λ
3 = 0.20 and λ = 1.80 (note now that type 2 calls correspond to 25% of the total calls in each atom), and μ 1 = μ 2 = μ 3 = 1.0. By solving the corresponding system of linear equations of the zero line capacity and multiple dispatch model with total and partial backup, we obtain the hypercube state probabilities of Table 17 . Table 18 presents the workload statistics obtained by these models. The system loss probability (P loss ) for the total backup model is 22.86%, whereas for the partial backup model, it is 26.64%. For the fraction of dispatch statistics as defined above, Table 19 presents the type 1 dispatch frequencies ( f [1] i j ) obtained by these toy-models. Calculating the travel distance measures described above using the distance matrix of Table 1 , we obtain:T [1] = 0.535,T [2] = 0.535,T f = 0.220 andT s = 1.432 for the total backup model, andT [1] = 0.306, T [2] = 0.306,T f = 0.0 andT s = 1.0 for the partial backup model.
The model with a third state of each server
In this toy-model, we observe some important modifications to the basic multiple dispatch model with a zero capacity line in Section 3.1. First, calls arriving from atom j can be of three types: j . Then the total arrival rate at an atom j becomes:
j . Therefore, at a given time instant, the status of each server can be: (0) idle, (1) busy servicing a type 1 or a type 2 call, (2) busy servicing a type 0 "call". Consequently, there are 3 3 = 27 possible states for the system. Furthermore, the mean service rate of non-assigned calls (type 0 calls) distinguishes from the mean service rate of assigned calls (type 1 and type 2 calls), and usually there is no backup for these calls, since if the preferential server is not available when a type 0 event occurs, this call is lost to the system. Accordingly, type 0 "calls" have null travel time and no backup server, and each server i has mean service rates μ For instance, in building the flow balance equation to state {011} and considering total backup and the preference matrix in Table 2 , we take into account that server 3 can also service type 0 "calls" at atom 3 (with rate λ 3 ), and that type 0 "calls" occurring in atoms 1 and 2 are lost since servers 1 and 2 are busy. Moreover, the system can enter state {011} from state {211} when a type 0 "call" service is completed by server 3 with rate μ
3 . As a result, the flow equation for the state {011} for this zero line capacity total backup model becomes:
Analyzing other states in this toy-model, for instance, state {121} where both units 1 and 3 are busy servicing a type 1 or a type 2 call, and unit 2 is busy servicing a type 0 call, we obtain the following flow equation:
Observe in this equation that the system leaves state {121} if a service type 1 or type 2 is completed by server 1 or server 3, or if a service type 0 is completed by server 2, whereas the system enters state {121}: (i) from state {020} when a call type 2 arrives from atom 3 with arrival rate λ [2] 3 ; (ii) from state {021} when a call arrives in the system, except type 0 "calls" from any atom; (iii) from state {101} when a type 0 "call" arrives at atom 2, and (iv) from state {120} when a call arrives in the system, except to type 0 "calls" from any atom. Due to its size and complexity (even for a toy-model), the full coefficient matrix for this model is omitted.
Observe that the system loss probability is given by the joint probability that: (i) a type 0 call is originated at atom j, and the system is at a state in which the preferential server of atom j is busy, and (ii) a call of any type arrive at the system and all servers are busy, given by:
We slightly modified the 3-server toy-model of Section 3.1, by including the type 0 "call" arrival rates and mean service times of these events. We examine an instance in which: λ in type 0 calls. For instance, the expressions to evaluate these workloads to server 3 are: Table 21 presents the type 1 dispatch frequencies by solving the total backup zero line capacity model (calculated in a similar way as the toy-models from previous sections). The system loss probability for all calls is P loss = 27.30%. In particular, for type 0 "calls" this probability is P
[0] loss = 55.93%. Other performance measures can be computed for this system as, for example, type 2 dispatch frequencies ( f [2] (i,k) j ), i.e., the fraction of dispatches sending two servers i and k simultaneously (where unit i is the first ranked available server preference of atom j between i and k): f [2] (1,2)1 = 0.0753, f [2] (1,3)1 = 0.0280, f [2] (2,3)1 = 0.0253, f [2] (2,3)2 = 0.1017, f [2] (2,1)2 = 0.0492, f [2] (3,1)2 = 0.0420, f [2] (3,1)3 =0.1410, f [2] (3,2)3 = 0.0505, f [2] (1,2)3 = 0.0656. In terms of the aggregated travel time measures, we found:T [1] = 0.560;T [2] = 0.560; andT f = 0.230 andT s = 1.450. 
The model with differentiated servers
In this last toy-model, we investigate a zero line capacity multiple dispatch partial backup model, where the servers can be of different types. As mentioned before, there are several ESS operating with differentiated servers. For example, in some urban emergency medical systems, the ambulances can be either advanced support vehicles or basic support vehicles (case study of SAMU-Campinas in Takeda et al., 2007) . Furthermore, in some systems on urban areas and on highways, the dispatch policies involve ambulances and medical vehicles -the medical vehicle is smaller and faster, but it cannot transport patients (case study of SAU-Centrovias in Iannoni & Morabito (2007) . There are other ESS in which single or multi dispatches of differentiated servers occur in accordance with the type of event in common, such as vehicles and equipment for fire control services (Swersey, 1994) . Consider that in our 3-servers system in Figure 1 , server 1 is distinct from servers 2 and 3, since it involves other type of personnel and equipment. Assume that each atom is the home location of a server, and that we have partial backup dispatches according to the type of call and type of servers required. Thus, server 2 and 3 cannot be the backup of server 1. Consequently, in this modified version of the multiple dispatch model, calls in each atom of the system can be of 5 types, instead of only 2 types as in the basic model in Section 3.1:
-Type 1a calls (with arrival rate λ
j ): calls that require server 1 only. If server 1 is busy, the call is lost since server 2 or 3 is not dispatched as backup.
-Type 1b calls (with arrival rate λ
[1b] j ): calls that require the single dispatch of servers 2 or 3, and there are two candidate servers in its dispatch preference list as preferential and backup (servers 2 and 3, as shown in Table 22 ). j ): calls that require the double dispatch of two distinct servers, server 1 and server 2 or server 3 (the first of the two available in the atom preference list). In the dispatch preference list, for these calls there are three candidate servers (server 1 as first preference and servers 2 and 3 as second or third preferences). In this case, if server 1 is busy and the second preference is idle (servers 2 or 3), the former is sent as single dispatch even if the third preference is also idle, since servers 2 or 3 cannot replace server 1 (they are never assigned together to a type 2a call). However, the third preference can be sent with server 1 in case the second preference is busy.
-Type 2b calls (with arrival rate λ
[2b] j ): calls requiring the double dispatch of identical servers (servers 2 or 3). In this case, server 1 is never dispatched. Moreover, similar to type 2 calls of the toy-model of Section 3.1, there are two candidate servers. If only one is idle, it is sent as a single dispatch, whenever the backup unit is also busy, the call is lost.
-Type 3a calls (with arrival rate λ
j ): calls requiring the triple dispatch, involving servers 1, 2 and 3. However, when two or only one of them is available, a double or even a single dispatch may be assigned to such calls. If the three servers are busy, the call is lost.
The total arrival rate from atom j is defined as:
j , where λ
j , and λ
are, respectively, the arrival rates of calls requiring single (type 1 calls), double (type 2 calls) and triple (type 3 calls) dispatches to atom j. Similarly to the basic model in Section 3.1, type 1 calls are serviced by a single server i with a mean service rate μ i . Type 2 calls are serviced by two servers i and k, which operate independently with mean service rates μ i and μ k , respectively, whereas type 3 calls are serviced by three servers i, k, and l, which operate independently, with mean service rates μ i , μ k and μ l , respectively. In order to model the dispatch policy, we use separate dispatch preference lists for each type of call, splitting each atom into sub-atoms A and B. This procedure is referred to as layering (Larson & Odoni, 1981; Takeda et al., 2007 , Iannoni & Morabito, 2007 . Therefore, each atom j is divided into two layers: layer A (sub-atom j A) for type 1a, 2a and 3a calls serviced by distinct servers (1, 2, 3); and layer B (sub-atom j B) for type 1b, 2b calls serviced by identical servers (2 and 3). The original three atoms system is analyzed as a six sub-atoms system. The corresponding dispatch matrix is shown in Table 22 . Consider once again the state {011} and the dispatch preferences in Table 22 . The system leaves this state when a call arrives, except calls type 1a from atoms 1 (1A), 2 (2A) and 3 (3A) that may be lost to the system, given that server 1 is busy and it is the only server that can service this type of call. Conversely, the system enters state {011}: (i) from state {000} when a type 2a call arrives from atoms 1 or 2 requiring the double dispatch of distinct servers 1 and 2; (ii) from state {001} when a type 1b call arrives from atoms 1 or 2, requiring a single dispatch and server 2 is sent; or when a type 2a call arrives from atoms 1 or 2, requiring a double dispatch of two distinct servers (1 and 2), and, as server 1 is busy (and it cannot be replaced by server 3), server 2 goes to the call location as single; (iii) from {010} when a type 1a call arrives from atoms 1, 2 or 3 (single dispatch of server 1); and (iv) from state {111} when server 3 completes service. Hence, the flow equation around state {011} is:
The full coefficient matrix for this model is shown in Table 23 .
As one would expect, the multi dispatch model with distinct servers and different types of calls provides additional performance statistics than the multi dispatch models presented in Sections 3.1 and 3.2. Most of these performance measures are described in details in Iannoni & Morabito (2007) . For example, we may have: the loss probability of any call (P loss ) and the loss probability of each type of call (e.g., the loss probability of type m call (P
[m]
loss ), m = 0, 1 (1a and 1b), 2 (2a and 2b), 3 (3a)). We can also obtain several frequency statistics, according to the type of call in the system, such as: single dispatch frequencies to type 1 calls (types 1a and 1b); double dispatch frequencies to type 2 calls (types 2a and 2b); double dispatch frequencies to type 3 calls (when one of the three candidate servers is busy); single dispatch frequencies to type 2b calls (when one of the two candidates servers is busy) and to type 2a and 3 calls (when two of the three candidates servers are busy), triple dispatch frequencies to type 3 calls; and the fraction of all types of dispatches from server i to atom j ( f i j ).
In order to show some results for this model, let us consider once again the toy-model with 3-servers of Figure 1 , where now the arrival rates to each type of call (preserving the total arrival rate λ = 1.80) is given by Table 24 , and the mean service rates are:
The state equilibrium probabilities of this system are shown in Table 25 . By using these probabilities we can calculate all the other measures, for example the workload for each server i, is: ρ 1 = 0.2994, ρ 2 = 0.5494, ρ 3 = 0.5356. The system loss probability for any call (P loss ) is 31.75%; for type 1 calls (P [1] loss ) the loss probability is 33.53%; for type 2 calls (P [2] loss ) is 27.20%; and for type 3 calls (P [3] loss ) is 11.55%. Calculating dispatch frequencies statistics in a similar way to Section 3.1, we find the type 1 dispatch frequencies ( f [1] i j ) presented in Table 26 (where   3  i=1 3 j=1 f [1] i j = 1). Other performance measures can be computed for this system as, for example, type 2 dispatch frequencies (just considering type 2 calls -types 2a and 2b), f [2] (i,k) j . For instance, the fraction of dispatches sending server i = 1 (distinct server) to atoms 1, 2 and 3 to service a type 2a call (as double and single dispatch) are: f [2] (1,2)1 = 0.0315, f [2] (1,3)1 = 0.0139, f [2] (1,2)2 = 0.0473, f [2] (1,3)2 = 0.0209, f [2] (1,2)3 = 0.0260, f [2] (1,3)3 = 0.0649, f [2] 11 = 0.0220, f [2] 12 = 0.0331 and f [2] 13 = 0.0441 (where
f [2] i j + 2 i=1 3 k=i+1 f [2] (i,k) j ] = 1) ). Regarding travel distance measures, we obtain:T [1] = 0.7515,T [2] = 0.7957,T f = 0.6280 andT s = 1.2009, and the region wide travel distance aggregating all call types is:T = 0.7671. 
CONCLUDING REMARKS
In this paper, we present a tutorial of hypercube family models, which includes the basic single dispatch model proposed by Larson (1974) and some of its extensions motivated by practical ESS applications. In order to describe the distinctive main particularities of each model as compared to the original hypercube model, we use the smallest, non-trivial structure that incorporates the characteristics of each system under analysis. These structures, referred to as "toy-models", are used to provide useful insights into problems of interest, but are mostly unable to directly address the complexity of real world ESS.
The application of hypercube family models to analyze real world ESS are promising since they are often able to capture the dispatch particularities of these systems. Some interesting ongoing and future research includes the extension of these models to: (i) capture demand scenarios during different periods of the day or week of the ESS; (ii) represent priority disciplines to service queued calls; (iii) represent the re-dispatching of servers when the server can be dispatched during the trip back to its base; (iv) include travel time distributions in analyzing ESS where the travel times are a significant portion of the service times (e.g., rural areas, highways); (v) consider multiple dispatch where the multiple servers are not sent simultaneously (e.g., the second server is sent later, if required); (vi) perform transient analyzes in situations where the steadystate assumption is not reasonable. Furthermore, other motivating future research would be the development of more effective approximate hypercube methods for embedding optimization procedures in analyzing large-scale ESS, in which the use of the exact models is computationally prohibitive.
A APPENDIX
The probability that server 1 is the first server to become free when all servers are busy is given by P(X 1 = min(X 1 , X 2 , X 3 ). By using an auxiliary random variable Z = min(X 2 , X 3 ), we can write the desired probability as P(X 1 < Z ). To obtain the distribution of Z , we observe that X 2 and X 3 are independent exponential random variables with parameters μ 2 and μ 3 , respectively, so that: P(Z > t) = P(X 2 > t)P(X 3 > t) = (e −μ 2 t )(e −μ 3 t ) = e −(μ 2 +μ 3 )t or P(Z ≤ t) = 1 − e −(μ 2 +μ 3 )t
It turns out that Z = min(X 2 , X 3 ) has an exponential distribution with parameter (μ 2 + μ 3 ). Then the desired probability can be obtained as:
By multiplying and dividing the integrand by μ = (μ 1 + μ 2 + μ 3 ), we obtain:
Since the integrand in this expression is the density function of an exponential random variable, the integral is 1 and the probability that unit 1 is the first one to complete service amounts to μ 1 /μ.
