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Abstract
There are two kinds of solutions of the Cauchy problem of first order,
the viscosity solution and the more geometric minimax solution and in
general they are different. The aim of this thesis is to show how they are
related: iterating the minimax procedure during shorter and shorter time
intervals one approaches the viscosity solution. This can be considered as
an extension to the contact framework of the result of Q. Wei [19] in the
symplectic case.
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1 Foreword
This article is concerned with the study of weak solutions to the following
Cauchy problem for the Hamilton-Jacobi equation:{
∂tu(t, x) +H(t, x, ∂xu(t, x), u(t, x)) = 0, t ∈ (0, T ]
u(0, t) = v(x), x ∈ Rk.
(HJ)
In particular, wet focus on the relation between the notion of viscosity solu-
tion (introduced by Crandall, Evans and Lions) and the more geometric one
of minmax solution (due to Chaperon and Sikorav); this latter is based on a
minmax procedure and relies on the existence of suitable generating families. It
is known that when the Hamiltonian H(t, x, y, z) is not assumed to be convex
in the momentum component y, then these two notions do not (in general) lead
to the same set of solutions. For example, see [20, prop. 3.8].
The main aim of this paper is to describe an iterated minmax procedure -
performed on finer and finer partitions of the time interval - that, in the limit,
allows one to recover viscosity solutions from the minmax ones.
A result in the very same spirit has been recently obtained by Qiaoling
Wei [19], in the case of Hamiltonians that depend only on (t, x, p), the so-called
symplectic case. This work can be seen as a (technical) extension of Wei’s
result and techniques to the contact case, namely for Hamiltonians depending
on (t, x, y, z) ∈ [0, T ]× Rk × Rk × R.
Although the article is a technical adaptation - yet, not immediate - of
Wei’s approach to this context, we believe that it might be useful as a possible
reference for further applications and developments.
The classical method (section 3) to solve this problem, for v ∈ C2 and a
short time interval, consists in solving characteristics equations
x˙ = ∂yH (H1)
y˙ = −∂xH − y∂zH (H2)
z˙ = y∂yH −H, (H3)
to get the characteristic lines, that is, the trajectories
Φ(t, q0)=˙(t, x(t, q0), y(t, q0), z(t, q0));
where x(·), y(·), z(·) are the solutions to characteristic equations with initial
conditions q0 = (x0, Dv(x0), v(x0)) at time t = 0 and then obtain the solution
u(t, x) of the Cauchy problem as follows: setting ut(x)=˙u(t, x), for fixed t, and
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its 1-jet j1ut(x) = (x, dut(x), ut(x)), the image of j1ut is the section at time t
of c
L (Λ0) =
⋃
t∈[0,T ]
Φ(t,Λ0) = {Φ(t)| t ∈ [0, T ], Φ(0) ∈ Λ0}
where Λ0 =
{
(0, j1v(x))
}
.
This procedure does not yield a global solution of the problem in the whole
interval [0, T ], as the geometric solution L it is not always the set {(t, j1ut(x))}
for a function u(t, x): According to [1, section 3.2] the wavefront
F = π (L(Λ0)) ,
(where π (t, x, y, z) = (t, x, z)) obtained in (t, x, y, z) space by solving the equa-
tion
dz = −H(t, x, y, z)dt+ ydx
restricted to (t, x, y, z) ∈ L it is not the graph of a function: the projected
characteristics
π (Φ(t, q0)) = (t, x(t, q0), z(t, q0)), q0 ∈ Λ0
may cross after some time. For example, characteristics for conservation laws [9,
example 3.2.5]
Whereas in some applications, e.g. to geometrical optics, the wavefront F
can be considered as a solution of the physical problem, one is interested in
a single-valued solution u(t, x). Assuming that the projection of F into (t, x)
space is onto, one can construct such a solution as a section of the wavefront,
selecting a single u over each (t, x). When the function H is sufficiently convex
with respect to y (and v is not too wild at infinity), such a “selector” consists
in choosing for u(t, x) the smallest u with (t, x, u) ∈ F .
This min solution happens to be the “viscosity solution” which was first
introduced as the viscosity limit when ǫ → 0+ of the solution of the Cauchy
problem for the viscous equation
∂tu(t, x) +H(t, x, ∂xu, u) = ǫ△xu(t, x),
and afterwards got a general definition for general nonlinear first order partial
differential equations in the work of Crandall, Evans and Lions [13] [11, 13].
In the non-convex case the viscosity solution may not be a section of the
wavefront (see for example [6]). On the other hand, Chaperon introduced in
[5] weak solutions whose graph is a section of the wavefront, obtained by a
“minimax” procedure which generalizes the minimum considered in the convex
case and relies on the existence of suitable generating families for the geometric
solution.
Let’s explain in more detail this procedure: First, considere the legendrian
submanifold Λ = ϕt
(
j1v
)
⊂ J1Rk, for some Rk, where ϕt is the flow generated
by (H1)-(H3) and therefore Φ(t) = (t, ϕ(t)) . It turns out that there exist a so
called generating function quadratic at infinity
S : [0, T ]× Rk × Rq, (t, x, ξ)→ StH,v(x, ξ)
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(for some Rq, a family of parameters ξ) such that
Λ =
{(
x, ∂xS
t
H,v(x, ξ), S
t
H,v(x, ξ)
)∣∣ ∂ξStH,v(x, ξ) = 0} . (1)
Now we can define a minimax selector such that
u(t, x) = infmaxξ S
t
H,v(x, ξ)
is a generalized solution of Cauchy problem (HJ). It is called the minimax
solution. But in general this is not a classical solution. Indeed ut ∈ CLip
(
R
k
)
.
Although, we have been considering v ∈ C2(Rk), in the more general setting
of Clarke calculus, we can consider v ∈ CLip(Rk), and thus for a given H ∈
C2(J1Rk), we obtain an operator
R0,tH : C
Lip(RkH)→ C
Lip(Rk), v(·) 7→ infmaxξ S
t
H,v(·, ξ).
Of course, we can take another initial initial time t0 = s 6= 0, for a different
boundary condition u(s, x) = v(x).
One may to try to get a solution as a limit obtained by dividing a given time
interval into small pieces and iterating the minimax procedure step by step. Our
goal is to show that when the size of the time intervals go to zero, one indeed
gets the viscosity solution as the limit:
Theorem 1 (Main theorem) Suppose{
H ∈ C2c ([0, T ]× J
1(Rk))
v ∈ CLip(Rk)
Then the viscosity solution is the limit of iterated minimax solutions for problem
(HJ) on [0, T ].
Indeed, it is the aim of this dissertation to give a complete proof of this
results. Let’s explain the meaning if theorem 1 in more detail. Take a partition
of [0, T ] :
0 = t0 < t1 < ... < tN = T,
and for i = 0, ..., N − 1, define the so called iterated minimax solution{
u0(t, x) = v(x)
ui+1(t, x) = R
ti,ti+1
H (ui(t, x)) .
Our main result result establishes that uN(t, x) converges uniformily on com-
pacts to the viscosity solution of Cauchy problem (HJ) when
sup {ti+1 − ti} → 0.
This extends the result obtained by Q. Wei [19] in the symplectic framework
to the contact one. Indeed, Prof. Wei was student of Prof. Marc Chaperon,
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who in [5] had already defined generating families and minimax in the contact
setting. But in the way that minimax solutions were defined in that paper, they
weren’t suitable for constructing a generating family similar to Wei managed to
construct.
However, in his Ph.D. thesis [2], Prof. Mohan Bhupal defined a generating
function for contactomorphisms in a more convinient manner, and we took ad-
vantage of his work to develope a theory in contact framework which generalize
the results obtained by Wei.
As Prof. Chaperon told us in a brief talk a couple years ago, this problem
was important in order to understand better the geometry of viscosity solutions.
Although the theorem in symplectic was already important because its relations
with classical mechanics, our generalization allows to study a more general class
of problems related with non-linear first order partial differential equations.
For convenience of the reader, we give a very brief guide to this thesis: At
first, in part I, we deduce a explicit formula to obtain a generating family for
legendrian submanifolds of the form Φ(t, j1v), and generalize this construction
to a more general setting of Clarke calculs in order to construct iterated minimax
solutions.
Next, in part II, we define minimax selector, iterated minimax solutions
and prove the relations established above with viscosity solutions. We followed
closely the methods of Prof. Wei in order to get the desired generalization, and
so is in this section where our contribution appears.
At the end of this work, three appendices are given: The first one is about
contact topology, in particular, legendrian submanifolds and conctactomor-
phisms; the second one is about Clarke calculus; and the last one about mini-
max principles. A more detailed treatment of these topics could be consulted
in [8], [7] and [15], respectively.
Finally, let’s us remark, as Arnold did in his lectures “Contact Geometry
and Wave Propagation” given at the University of Oxford
“The relations between symplectic and contact geometries are sim-
ilar to those between linear algebra and projective geometry. First,
the two related theories are formally more or less equivalent: ev-
ery theorem in symplecticgeometry may be formulated as a contact
geometry theorem, and any assertionin contact geometry may be
translated into the language of symplectic geometry. Next, all the
calculations look algebraically simpler in the symplectic case, but
geometrically things are usually better understood when translated
into the language of contact geometry.”
Following that spirit, as far as posible, we has formulated our results as their
symplectic counterpart are given on [19]. One more advice from Arnold’s lec-
tures:
Hence one is advised to calculate symplectically but to think rather
in contact geometry terms.
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Part I
Generating Families
The main goal of this part is to construct generating families for Legendrian
submanifolds ϕt(j1v), where ϕt is the flow generated by (H1)-(H3). As a pre-
vious step, we have to demonstrate the existence of generating functions for
contactomorphism ϕt.
These constructions are fundamental for our work, because they will allow
us to generalize in a very natural way those formulas given in [19]. Following
that work, we will be able to define explicitly iterate minimax solutions in the
next section, but in the more general setting of contact topology, that is, for
Hamiltonians depending on (t, x, ∂xu, u).
At the end of the section, we extend the concept of generating families using
Clarke calculus [7], allowing us to consider initial conditions v ∈ CLip. This
step is crucial because minimax solutions are not differentiable anymore but
only Lipschitz, and we will iterate solutions of this type.
2 Generating Functions
Consider J1(M) = T ∗M × R endowed with the natural contact structure kerα
given in local coordinates (x, y, z) for T ∗M × R by α = dz − ydx. We denote
by π : J1(M) → M the canonical projection. Recall that a submanifold L of
J1(M) is called Legendrian if TpL ⊂ kerα|p for any p ∈ L and dim L = dim
M .
Suppose S ∈ C2(M × Rq) has fiber derivative ∂ξS transversal to 0. Then
Λ := {(x, ∂xS(x, ξ), S(x, ξ))|∂ξS(x, ξ) = 0}
is a Legendrian submanifold of J1M and we say that S a generating family of
Λ.
Definition 2.1 (g.f.q.i.) A generating family S ∈ C2(M ×Rq) is quadratic
at infinity (g.f.q.i. for short) if there exists a non degenerate quadratic form
Q, such that for any compact K ⊂M ,
|∂ξ(S(x, ξ) −Q(ξ))|
is bounded on K × Rq.
Consider the sub-level sets Sax := {ξ : S(x, ξ) ≤ a}, for a large enough the homo-
topy type of (Sax , S
−a
x ) does not depend on a and coincides with the homotopy
type of (Qa, Q−a), so we may write it as (S∞x , S
−∞
x ). If the Morse index of Q
is k, then
Hi(S
∞
x , S
−∞
x ;Z2) = Hi(Q
∞, Q−∞;Z2) ∼=
{
Z2, i = k,
0, i 6= k.
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For more details, see [4, section 7.2.3]
Definition 2.2 The minimax function is defined as
RS(x) := inf
[σ]=A
max
ξ∈|σ|
S(x, ξ),
where A is a generator of the homology group Hk(S∞x , S
−∞
x ;Z2) and |σ| denotes
the image of the relative singular homology cycle σ.
Remark 2 In [21], Q. Wei proved that the minimax values of a function quadratic
nondegenerate at infinity are equal when defined in homology or cohomology
with coefficients in a field. However, by an example of F. Laudenbach, this is
not always true for coefficients in a ring and, even in the case of a field, the
minimax-maximin depends on the field.
Although this is the most common manner to describe the minimax function,
we will give a more concrete description of the minimax in section II.
The function RS is determined by Λ and does not depend on the particular
choice of the g.f.q.i. S according to the following result
Theorem 3 [16, prop 2.12] The g.f.q.i. of a Legendrian submanifold con-
tact isotopic to the zero section is unique up to the following operations relating
S1 to S2.
Stabilitation S2(x, ξ, η) = S1(x, ξ) + q(η) with q a non degenerate quadratic
form.
Diffeomorphism S2(x, ξ) = S1(x, ψ(x, ξ)) with ψ(x, ·) a diffeomorphism ∀x ∈
M .
The following definition is common in the literature
Definition 2.3 (strict g.f.q.i.) A generating function is strictly quadratic
at infinity if there is a non degenerate quadratic form Q such that S(x, ξ) = Q(ξ)
for (x, ξ) outside some compact set (we will say strict g.f.q.i. for short).
This definition is more appropriate to work with hamiltonians
H ∈ C1([0, T ]× J1M),
for M a compact manifold. However under some restrictions, both definitions
of g.f.q.i. are equivalent
Proposition 4 [17, prop. 1.6]
Suppose there is a constante C suh that
(a) ‖∇(S −Q)‖C0 < C
(b) sup
{
|S −Q| |x ∈ Rk, |ξ| ≤ r
}
< Cr
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Then LS has a strict g.f.q.i..
Recall that a diffeomorphism ϕ : J1M → J1M is called contactomorphism
if Dϕ(kerα) = kerα or equivalently ϕ∗α = gα with g ∈ C1(J1M,R− {0}).
From here, we follow the construction given in [3, section 6].
Definition 2.4 Let ϕ : J1Rk → J1Rk be a contactomorphism. A generating
function for ϕ is a function Φ : R2k+1 → R such that 1 − ∂zΦ(x, Y, z) never
vanishes and the set of equalities
X − x = ∂Y Φ(x, Y, z) (cx)
Y − y = −∂xΦ(x, Y, z)− y∂zΦ(x, Y, z) (cy)
Z − z = (X − x)Y − Φ(x, Y, z) (cz)
is equivalent to ϕ(x, y, z) = (X,Y, Z).
Remark 5 The contactomorphism ϕ has compact support if and only if Φ does.
Proposition 6 [3, prop. 6.1]
(i) A contactomorphism ϕ : J1Rk → J1Rk with ‖1 − dϕ(p)‖ <
1
2
for all
p ∈ J1Rk has a unique generating function.
(ii) If Φ ∈ C∞c (R
2k+1) has sufficiently small first and second derivatives, there
exists a unique contactomorphism ϕ : J1Rk → J1Rk having Φ as generat-
ing function
3 Method of Characteristics
For H ∈ C2([0, T ] × J1Rk) let XH be the associated time-dependent contact
vector field given by (H1)-(H3), and t 7→ ϕt(q) be the integral curve with ϕ0(q) =
q. One calls ϕt the contact isotopy defined by H . We define ϕs,t = ϕt ◦ (ϕs)−1.
Suppose that H has compact support cotained in the set{
(x, y, z) ∈ J1Rk : |y| ≤ a
}
and let cH = sup
{
|DHt(x, y, z)|, |D2Ht(x, y, z)|
}
, then max
t
‖XH‖Lip ≤ (2 +
a)cH .
Lemma 7 (Cf. [19], lemmata 2.5,2.6) If δH = log 2/ ((2 + a)cH), for 0 <
t − s < δH there is a generating function Φs,t : J1Rk → R for ϕs,t. Let q =
(x, y, z), r = (X,Y, Z) and for s ≤ τ ≤ t, define ϕs,τ (q) = (x(τ, q), y(τ, q), z(τ, q)),
ϕt,τ (r) = (x¯(τ, r), y¯(τ, r), z¯(τ, r)). Then
Φs,t(x, y(t, q), z) =
∫ t
s
(x˙(τ, q)(y(t, q)− y(τ, q)) +H(τ, ϕs,τ (q)))dτ, (2)
∂tΦ
s,t(x, y(t, q), z) = H(t, ϕs,t(q)), (3)
∂sΦ
s,t(x¯(s, r), Y, z¯(s, r)) = H(t, ϕt,s(r))(∂zΦ
s,t(x¯(s, r), Y, z¯(s, r)) − 1) (4)
8
Proof. From the general theory of differential equations, ‖1−dϕs,t(p)‖ < 1 for
0 < t− s < δH and p ∈ J1Rk. By Proposition 6, ϕs,t has a generating function
Φs,t so that
x(t, q)− x = ∂yΦ
s,t(x, y(t, q), z)
y(t, q)− y = −∂xΦ
s,t(x, y(t, q), z)− y∂zΦ
s,t(x, y(t, q), z)
z(t, q)− z = y(t, q)(x(t, q) − x)− Φs,t(x, y(t, q), z).
(5)
Then
Φs,t(x, y(t, q), z) = (x(t, q) − x)y(t, q)− (z(t, q)− z)
=
∫ t
s
x˙(τ, q)y(t, q)− z˙(τ, q))dτ
=
∫ t
s
(x˙(τ, q)(y(t, q)− y(τ, q)) + x˙(τ, q)y(τ, q)− z˙(τ, q))dτ
=
∫ t
s
(x˙(τ, q)(y(t, q)− y(τ, q)) +H(τ, ϕs,τ (q)))dτ
Differentiating respect to t
d
dt
(Φs,t(x, y(t, q), z)) = y˙(t, q)(x(t, q) − x) +H(t, ϕs,t(q))
= y˙(t, q)∂yΦ
s,t(x, y(t, q), z) +H(t, ϕs,t(q)).
On the other hand
d
dt
(Φs,t(x, y(t, q), z)) = ∂yΦ
s,t(x, y(t, q), z)y˙(t, q) + ∂tΦ
s,t(x, y(t, q), z).
Comparing these expressions we obtain (3). Similarly we have
Φs,t(x¯(s, r), Y, z¯(s, r)) =
∫ t
s
( ˙¯x(τ, r)(Y − y¯(τ, r)) +H(τ, ϕt,τ (r)))dτ
Differentiating respect to s
d
ds
(Φs,t(x, y(t, q), z)) = (y¯(s, r) − Y ) ˙¯x(s, r) −H(t, ϕt,s(r))
On the other hand
d
ds
(Φs,t(x¯(s, r), Y, z¯(s, r)) = ∂xΦ
s,t(x¯(s, r), Y, z¯(s, r)) ˙¯x(t, r)
+ ∂zΦ
s,t(x¯(s, r), Y, z¯(s, r)) ˙¯z(t, r) + ∂sΦ
s,t(x¯(s, r), Y, z¯(s, r))
= (y(s, r) − Y ) ˙¯x(t, r) − ∂zΦ
s,t(x¯(s, r), Y, z¯(s, r))H(t, ϕt,s(r))
+ ∂sΦ
s,t(x¯(s, r), Y, z¯(s, r))
Comparing these expressions we obtain (4).
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4 Generating families for Legendrian submani-
fols
LetH ∈ C2c ([0, T ]×J
1
R
k) and ϕt be the contact isotopy defined byH . Following
[2] we will construct a generating families for Legendrian submanifols.
Let s = t0 < t1 < · · · < tN = t be a partition such that |ti+1 − ti| < δH so
that
ϕs,t = ϕtN−1,tN ◦ · · · ◦ ϕt0,t1 .
Proposition 8 (Cf. [19], corollary 2.8) Let 0 ≤ s = t0 < t1 < · · · < tN =
t ≤ T be a partition such that |ti+1 − ti| < δH and Φti,ti+1 : R2k+1 → R be the
generating function of ϕti,ti+1 given by Proposition 6. For v ∈ C2(Rk) we have
(a) One can define a generating family Ss,t : Rk × R2kN → R of ϕs,t(j1v) by
Ss,t(x; ξ) = v(x0) +
N∑
j=1
yj(xj − xj−1)− Φ
tj−1,tj (xj−1, yj, zj−1) (6)
where x = xN , ξ = (x0, . . . , xN−1, y1, . . . , yN), and z0, . . . , zN−1 are defined
inductively by
z0 = v(x0)
zj = zj−1 + (xj − xj−1)yj − Φj−1(xj−1, yj , zj−1) 0 < j ≤ N. (7)
Notice that zj depends only on (x0, .., xj , y1, . . . , yj).
(b) One can define a C2 function Ss,t : [s, t]× Rk × R2kN → R, such that each
Ss,t(τ, ·) is a generating family of ϕs,τH (j
1v), as follows: let τj = s + (τ −
s)
tj − s
t− s
and
Ss,t(τ, x; ξ) = v(x0) +
N∑
j=1
yj(xj − xj−1)− Φ
τj−1,τj(xj−1, yj, z¯j−1). (8)
where x = xN , ξ = (x0, . . . , xN−1, y1, . . . , yN), and z¯0, . . . , z¯N−1 are defined
inductively as before
(c) For each critical point ξ of Ss,t(τ, x; ·) we have
Ss,t(τ, x, ξ) =
∫ τ
s
(
x˙(σ, j1v(x0))y(σ, j
1v(x0))−H
(
σ, ϕs,σ(j1v(x0))
))
dσ
(9)
where ϕs,σ(p) = (x(σ, p), y(σ, p), z(σ, p)), x(τ, j1v(x0)) = x.
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Proof. We have that the generating function Φi := Φti,ti+1 : R2k+1 → R
satisfies 1− ∂zΦi 6= 0 and that conditions

xi+1 − xi = ∂yΦi(xi, yi+1, zi)
yi+1 − yi = −∂xΦi(xi, yi+1, zi)− yi∂zΦi(xi, yi+1, zi)
zi+1 − zi = (xi+1 − xi)yi+1 − Φi(xi, yi+1, zi)
(10)
hold if and only if φti,ti+1(xi, yi, zi) = (xi+1, yi+1, zi+1). We have
∂xS
s,t(x; ξ) = yN . (11)
Let i = 0, . . . , N − 1. For i < j − 1 we have
∂xizj = ∂xi(zj−1 + (xj − xj−1)yj − Φj−1(xj−1, yj , zj−1))
= ∂xizj−1 − ∂zj−1Φj−1∂xizj−1 = (1− ∂zj−1Φj−1)∂xizj−1
and since ∂xizi = yi we get
∂xizi+1 = yi − yi+1 − ∂xiΦi − yi∂ziΦi.
As Ss,t(x, ξ) = zN ,for 0 < i < N we obtain
∂xiS
s,t(x, ξ) =(1 − ∂zN−1ΦN−1) · · · (1 − ∂zi+1Φi+1)
× (yi − yi+1 − ∂xiΦi − yi∂ziΦi),
(12)
∂x0S
s,t(x; ξ) =(1− ∂zN−1ΦN−1) · · · (1 − ∂z1Φ1)
× (dv(x0)− y1 − ∂x0Φ0 − ∂z0Φ0dv(x0))
(13)
For i < j ≤ N
∂yizj = ∂yi(zj−1 + (xj − xj−1)yj − Φj−1(xj−1, yj, zj−1))
= ∂yizj−1 − ∂zj−1Φj−1∂yizj−1 = (1 − ∂zj−1Φj−1)∂yizj−1,
∂yizi = ∂yi(zi−1 + (xi − xi−1)yi − Φi−1(xi−1, yi, zi−1))
= xi − xi−1 − ∂yiΦi−1,
so we get
∂yiS
s,t(x, ξ) = (1− ∂zN−1ΦN−1) · · · (1− ∂ziΦi)(xi − xi−1 − ∂yiΦi−1). (14)
From (6), (7), (10) and equations (12), (13) (14) we have that the system
∂ξS(x; ξ) = 0, (11) is equivalent to
ϕs,t1(x0, dv(x0), v(x0)) = (x1, y1, z1),
ϕti,ti+1(xi, yi, zi) = (xi+1, yi+1, zi+1), i = 1, . . . , N − 2, (15)
ϕtN−1,t(xN−1, yN−1, zN−1) = (x, ∂xS
s,t(x; ξ), Ss,t(x; ξ)). (16)
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Letting qi = (xi, yi, z¯i) we have from Lemma 7
Φτi,τi+1(xi, yi+1, z¯i) = yi(xi+1 − xi)−
∫ τi+1
τi
x˙(σ, qi)y(σ, qi)−H(σ, ϕ
s,σ(qi)))dσ
from which item (c) follows.
Defining
Q(ξ) = −yNxN−1 +
N−1∑
i=1
yi(xi − xi−1), (17)
W s,t(τ, x, ξ) = v(x0) + x · yN −
N∑
j=1
Φtj−1,tj (xj−1, yj , z¯j−1), (18)
we see that for v ∈ C2,Lip(Rk), Ss,t(τ, x, ξ) is a g.f.q.i.
5 Generalized generating families
We consider the Cauchy problem (HJ) withH ∈ C2c ([0, T ]×J
1
R
k) and v ∈ CLip.
Proposition 9 (Cf. [19], prop. 2.18) Suppose that in the Cauchy problem
(HJ) v is locally Lipschitz and let ∂v = {(x, y, v(x)) : y ∈ ∂v(x)} . The generat-
ing family Ss,t given by (8) generated Lτ = ϕs,τH (∂v) in the sense that
Lτ =
{
(x, ∂xS
s,τ (τ, x, ξ), Ss,t(τ, x, ξ)) : 0 ∈ ∂ξS
s,t(τ, x, ξ)
}
, (19)
where ∂ denotes Clarke’s generalized derivative and
∂v = {(x, y, z) | y ∈ ∂v(x), z = v(x)} .
Proof. The condition 0 ∈ ∂ξS(x, ξ) means that there exists y0 ∈ ∂v(x0)
such that
y0 − y1 = ∂xΦ
s,t1(x0, y1, v(x0)) + y0∂zΦ
s,t1(x0, y1, v(x0)) (c1)
yi − yi+1 = ∂xiΦ
ti,ti+1(xi, yi+1, zi) + ∂ziΦ
ti,ti+1(xi, yi+1, zi)yi, 0 < i < N
(c2)
xi − xi−1 = ∂yiΦ
ti−1,ti(xi−1, yi, zi−1), 0 < i ≤ N. (c3)
Since ∂xSs,t(x; ξ) = yN , we have that ϕs,t1(x0, y0, v(x0)) = (x1, y1, z1), (15) and
(16) hold, and using (6) give ϕs,t(x0, y0, v(x0)) = (x, ∂xSs,t(x; ξ), Ss,t(x; ξ)).
Proposition 10 (Cf. [19], prop. 2.21) Let H ∈ C2c ([0, T ]×J
1
R
k), v ∈ CLip(Rk).
Write Ss,t : [s, t]× Rk × Rq → R given by (8) as
Ss,t(τ, x, ξ) =W s,t(τ, x, ξ) +Q(ξ),
with Q, W s,t defined in (17), (18) For each compact subset K of Rk, the family
of functions {W s,t(τ, x, ·)}τ∈[s,t],x∈K is uniformly Lipschitz. Moreover for any
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θ ∈ Cc(Rq, [0, T ]) identically 1 in a neighborhhod of the origin with ‖Dθ‖ < 1,
there exists a constant aK > 1 such that for τ ∈ [s, t],
(x, ξ) 7→ Ss,tK (τ, x, ξ) = θ
( ξ
aK
)
W s,t(x, ξ) +Q(ξ) (20)
is a g.f.q.i. for
LτK = L
τ ∩ π−1(K) =
{
(x, ∂xS
s,t
K (τ, x, ξ), S
s,t
K (τ, x, ξ)|0 ∈ ∂ξS
s,t
K (τ, x, ξ))
}
,
where π : J1Rk → Rk, (x, y, z)→ x.
Proof. For a fixed compact K, let cK = max{‖W s,t(τ, x, ·)‖Lip : τ ∈
[s, t], x ∈ K}. Writing Q(ξ) = 12 〈Bξ, ξ〉
∂ξS
s,t
K (x, ξ) ⊂
1
aK
Dθ
( ξ
aK
)
W s,t(τ, x, ξ) + θ
( ξ
aK
)
∂ξW
s,t(τ, x, ξ) +Bξ.
Defining bK = max{|W (τ, x, 0)| : τ ∈ [s, t], x ∈ K} we have∣∣W s,t(τ, x, ξ)∣∣ ≤ ∣∣W s,t(τ, x, 0)∣∣+ ∣∣W s,t(τ, x, ξ)−W s,t(τ, x, 0)∣∣ ≤ bK + cK‖ξ‖.
Thus, if aK , bK are sufficiently large, for ‖ξ‖ ≥ bK and any w ∈ ∂ξW s,t(τ, x, ξ)
we have∣∣∣∣ 1aKDθ
( ξ
aK
)
W s,t(τ, x, ξ) + θ
( ξ
aK
)
w
∣∣∣∣ ≤ 1aK (bK + cK‖ξ‖) + cK
≤
1
2
‖B−1‖−1‖ξ‖
< ‖Bξ‖.
We can choose aK sufficiently large so that θ
( ξ
aK
)
= 1 if ‖ξ‖ ≤ bK . Thus
S = Sk, for ‖ξ‖ ≤ bK , and 0 /∈ ∂ξSk(x, ξ) for ‖ξ‖ ≥ bK . Therefore
LτK =
{
(x, ∂xS
s,t
K (τ, x, ξ), S
s,t
K (τ, x, ξ) : 0 ∈ ∂ξS
s,t
K (τ, x, ξ)
}
.
Part II
Generalized Solutions of the
Cauchy problem
In this last part, we will prove our main result, Theorem 1. First, we will define
minimax solutions and give some of their basic properties. For this goal, we
need a minimax principle, which basic definitions and results are given in [15].
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Most of analytic results that we have obtain in this section are generalizations
for those in [19]. Next, using those results, we finally give a demostration of
Theorem 1. Constructions obtained in previous section allows us to follow very
closely methods in [19, section 3] to achieve our goal. At the end of this section,
we present an example. Although it is very simple, this example shows that it
is posible to use our results in order to study Hamiltonians with non-compact
support.
6 Minimax Selector
Let K ⊂ Rk be a compact set, Ss,tK ∈ C
1([s, t] × Rk × Rq) be g.f.q.i. given
as in (20) and Q(ξ) =
1
2
〈Pξ, ξ〉 be the associated quadratic form. As Ss,tK = Q
outside a compact set, the critical levels of Ss,tK are bounded. There is R(K) < 0
such that for R′ < R(K), the sub–level set
(Ss,tK )
R′
τ,x =
{
ξ ∈ Rq|Ss,tk (τ, x; ξ) < R
′
}
is identical to the sub–level QR
′
.
Definition 6.1 Let j be the Morse index of Q and a > 0 large. We define Ga
as the set of continuous maps σ : Bj → Rq, of the unit ball Bj of dimension j,
such that
σ(∂Bj) ⊂ Q
−1(−∞,−a).
Lemma 11 Let v ∈ CLip(Rk) H ∈ C2c ([0, T ] × J
1
R
k). Let Ss,tK ∈ C
1([s, t] ×
R
k × Rq) be as in (20). Let K ⊂ Rk be compact, a > −R(K). The function
(τ, x) ∈ [s, t]× Rk 7→ Rs,τH,Kv(x) = inf
σ∈Ga
max
e∈Bj
Ss,tK (τ, x, σ(e)), (21)
has the following properties
(a) Rs,τH,Kv(x) is a critical value of ξ → S
s,t
K (τ, x, ξ);
(b) it is a Lipschitz function and therefore differentiable almost everywhere a.e.;
(c) j1Rs,τH,Kv is an a.e. section of the wave front{
(τ, x, ∂xS
s,t
K (τ, x, ξ), S
s,t
K (τ, x, ξ)) : 0 ∈ ∂ξS
s,t
K (τ, x, ξ)
}
.
Proof. Since Ss,tK (τ, x, ξ) = Q(ξ) outside a compact set andQ is non-degenerate,
we have that
Σs,tK =
{
(τ, x, ξ)|∂ξS
s,t
K (τ, x, ξ) = 0
}
is compact and Ss,tK (x, τ, ·) : R
q → R satisfies the Palais-Smale condition.
Let π : Σs,tK → R×R
k be the projection (τ, x, ξ) 7→ (τ, x). By Sard’s Theorem
the set of critival values of π has null measure.
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(a) Apply the minimax principle (theorem 42) with the positively-invariant
family Ga of Definition 6.1.
(b) Given ǫ > 0, there exists σ0 ∈ Ga such that
Rs,τ0H,Kv(x0) ≥ max
e∈Bj
Ss,tK (τ0, x0, σ0(e))− ǫ ≥ S
s,t
K (τ0, x0, σ0(e))− ǫ,
for any e ∈ Bj . Let max
e∈Bj
Ss,tK (τ1, x1, σ0(e)) = S
s,t
K (τ1, x1, ξ1), then
Rs,τ1H,Kv(x1)−R
s,t
H,Kv(τ0, x0) ≤ S
s,t
K (τ1, x1, ξ1)− S
s,t
K (τ0, x0, ξ1) + ǫ
= θ
( ξ1
aK
)(
W s,t(τ1, x1, ξ1)−W
s,t(τ0, x0, ξ1)
)
+ ǫ
≤ AK(|τ1 − τ0|+ ‖x1 − x0‖) + ǫ.
Letting ǫ→ 0 and exchanging (τ0, x0) and (τ1, x1), we get∣∣∣Rs,τ1H,Kv(x1)−Rs,tH,Kv(τ0, x0)∣∣∣ ≤ AK(|τ1 − τ0|+ ‖x1 − x0‖).
(c) Let x0 ∈ Rk be a regular value of π : Σt → Rk. There is a neighborhood
U of x and difeomorphisms φi : Vi → U , i = 1, . . . ,m such that
π−1(U) =
m⋃
i=1
φi(U).
For each x ∈ U there is i = 1, . . . ,m such that
Rs,τH,Kv(x) = S
s,t
K (τ, x;φi(x)) (22)
Let x ∈ U be differentiability point of Rs,τH,Kv. Proving that there is i = 1, . . . ,m
such that
dRs,τH,Kv(x) = dS
s,t
K (τ, ·;φi(·))(x) (23)
will finish the proof. Indeed, as ∂ξS
s,t
K (τ, x, φi(x)) = 0 we have
dSs,tK (τ, ·;φi(·))(x) = ∂xS
s,t
K (τ, x;φi(x)) + ∂ξS
s,t
K (τ, x;φi(x))dφi(x)
= ∂xS
s,t
K (τ, x;φi(x)).
and so
j1Rs,τH,Kv(x) ∈ {(x, ∂xS
s,t
K (τ, x; ξ), S
s,t
K (τ, x; ξ)) : ∂ξS
s,t
K (τ, x; ξ) = 0}.
To prove (23) it suffices to show that there is i such that for any unit vector h
dRs,τH,Kv(x) · h = dS
s,t
K (τ, ·;φi(·))(x) · h (24)
and for that it is enough to show that any unit vector h there is i = 1, . . . ,m
such that (24) holds, because in such a case there is i = 1, . . . ,m such that
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(24) holds for a base of unit vectors. Now, there is ǫ > 0 such that for any
unit vector h and |s| < ǫ x + sh ∈ U and so there is i = i(h, s) such that
Rs,τH,Kv(x+sh) = S
s,t
K (x+sh;φi(x+sh)). For h fixed there is i = i(h) for which
and a sequence sk converging to zero such that
Rs,τH,Kv(x + skh) = S
s,t
K (τ, x+ skh;φi(x+ skh))
which implies (24).
Corollary 6.1 If v ≤ w then Rs,τH,Kv ≤ R
s,τ
H,Kw
Proof. This is clear from (8), (20) and (21).
Proposition 12 (Cf. [19], 2.22) Let K,K ′ ⊂ Rk be compact. If x ∈ K ∩K ′,
τ ∈ [s, t] then Rs,τH,K′v(x) = R
s,τ
H,Kv(x).
Proof. This follows from the fact for a > −R(K), a′ > −R(K ′), any σ ∈ Ga,
σ′ ∈ Ga′ can be deformed into an σ′′ ∈ Ga′′ , a′′ > a, a′, with
max
e∈Bj
Ss,tK (τ, x, σ
′′(e)) = max
e∈Bj
Ss,tK′(τ, x, σ
′′(e)),
by using the gradient flow de Q, suitable truncated.
Propositions 10 and 12 allow one to define
Rs,τH v(x) = inf
σ∈Ga
max
e∈Bj
Ss,t(τ, x;σ(e)). (25)
From Lemma 11 we obtain
Theorem 13 Function (τ, x) ∈ [s, t] × Rk 7→ Rs,τH v(x) has the following prop-
erties
(a) Rs,τH v(x) is a critical value of ξ → S
s,t(τ, x, ξ);
(b) it is a Lipschitz function and therefore differentiable almost everywhere a.e..
(c) j1Rs,τH v is an a.e. section of the wave front{
(τ, x, ∂xS
s,t(τ, x, ξ), Ss,t(τ, x, ξ)) : 0 ∈ ∂ξS
s,t(τ, x, ξ)
}
.
Proposition 14 The definition of Rs,τH v(x) is independent of the partition of
[0, T ] used to define S.
Proof. First assume t− s < δH ; and let τ ∈ (s, t). Consider the family of parti-
tions ζµ = {s ≤ s+ µ(τ − s) < t}, µ ∈ [0, 1], and the corresponding generating
families
Ss,tµ (τ, x;x0, y1, x1, y2) = v(x0) + y1(x1 − x0)− Φ
s,s+µ(τ−s)(x0, y1, z0)
+ y2(x− x1)− Φ
s+µ(τ−s),t(x1, y2, z1) (26)
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Function Sµ is continuous in µ and the minimax R
s,t
Sµ
(τ, x) is a critical value of
the map η 7→ Ss,tµ (τ, x; η). By (9) the set of such critical values is independient
of µ, and by Sard’s Theorem, it has measure zero. Therefore Rs,tSµ is constant
for µ ∈ [0, 1]. Letting x′ = x0 − x1 y y′ = y2 − y1, we obtain
Ss,t0 (τ, x;x0, y1, x1, y2) = v(x0)− Φ
s,t(x1, y2, z1) + (x− x1) y2 + x
′y′.
One gets this g.f.q.i.adding the quadratic form x′y′ to the g.f.q.i.
Ss,t (τ, x;x0, y1, x1, y2) = v(x0)− Φ
s,t(x1, y2, z1) + (x− x1) y2,
so that
Rs,tS v(x) = R
s,t
S0
v(x) = Rs,tS1v(x).
In general, given two partitions ζ′, ζ′′ of [s, t] with |ζ′| , |ζ′| < δH , let
ζ = ζ′ ∪ ζ′′ = {s = t0 < · · · < tn = t} ,
be the (smallest) common refinement of ζ′, ζ′′. If tj does not belong to ζ′, con-
sider the family of partitions
ζµ(j) = {t0 < tj−1 ≤ tj−1 + µ(tj − tj−1) < tj+1 < · · · < tn} , µ ∈ [0, 1]
The argument given at the begining shows that the minimax relative to ζ0(j) and
ζ1(j) coincide. Continuing this process, we obtaing that the minimax relative
to ζ′ and ζ coincide, and so do the minimax relative to ζ′′ and ζ as well as the
minimax relative to ζ′ and ζ′′.
Proposition 15 (Cf. [19], prop. 2.24) The critical levels
C(τ, x) :=
{
η : 0 ∈ ∂ηS
s,t(τ, x, η), Ss,t(τ, x, η) = Rs,τH v(x)
}
are compact and the set-valued correspondence (τ, x) → C(τ, x) is upper semi-
continuous, i.e. for every convergent sequence (τj , xj , ηj) → (τ, x, η) with ηj ∈
C(τj , xj), one has η ∈ C(τ, x). In other words the graph {(τ, x, η)|η ∈ C(τ, x)}
of the correspondence is closed.
Proof. Let (τj , xj , ηj) → (τ, x, η) with ηj ∈ C(τj , xj). Since Ss,t is C1
with respect to x, one has ∂Ss,t = ∂xSs,t × ∂ηSs,t, which is upper semicon-
tinuous (lemma [19, A.2]). It follows that the limit (∂xSs,t(τj , x, η), 0) of the
sequence ∂xSs,t(τj , xj , ηj), 0 ∈ ∂Ss,t(τj , xj , ηj) belongs to ∂Ss,t(τ, x, η), hence,
0 ∈ ∂Ss,t(τ, x, η). As Ss,t and Rs,tH are continuous, S
s,t(τj , xj , ηj)→ Ss,t(τ, x, η),
R
s,τj
H v(xj)→ R
s,τ
H v(x), and therefore η ∈ C(τ, x).
Lemma 16 (Cf. [19], lemma 2.25) Given δ > 0, there exists ǫ > 0 such that
Rs,τH v(x) = inf
σ∈Σǫ
max{Ss,t(τ, x, σ(e)) : σ(e) ∈ Cδ(x)} (27)
where
Σǫ =
{
σ ∈ Ga : max
e∈Bj
Ss,t(τ, x, σ(e)) ≤ Rs,τH v(x) + ǫ
}
and Cδ(x) = Bδ(C(τ, x)) denotes the δ− neighborhood of the critical set C(τ, x).
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Proof. We apply to Ss,tτ,x(·) = S
s,t(τ, x, ·) the following result:
Lemma 17 (Deformation Lemma) [15, Theorem 3.4] Suppose f satisfies
the Palais-Smale condition. If c ∈ R is a critical value of f and N any neigh-
bourhood of Kc := Crit(f) ∩ f−1(c), then there exist ǫ > 0 and a bounded
smooth vector field V equal to 0 off f c+2ǫ \ f c−2ǫ, whose flow ϕtV satisfies
ϕtV (f
c+2ǫ \N) ⊂ f c−2ǫ.
For δ > 0, and c = Rs,τH v(x), there exist ǫ > 0 and V, a smooth vector field
vanishing outside (Ss,tτ,x)
c+2ǫ \ (Ss,tτ,x)
c−2ǫ such that
ϕ1V ((S
s,t
τ,x)
c+ǫ \ Cδ(x)) ⊂ (S
s,t
τ,x)
c−ǫ
x .
For σ ∈ Ga we have σ(Bj) ∩ Cδ(x) 6= ∅, because otherwise
max
e∈Bj
Ss,t(τ, x;ϕ1V (σ(e))) ≤ R
s,τ
H v(x) − ǫ
which contradicts the definition of the minimax.
For any r < c, the complement of (Ss,tτ,x)
r is a neighborhood of C(τ, x). By
the same argument one has that σ(Bj)∩Cδ(x) \ (S
s,t
τ,x)
r 6= ∅. Therefore, for any
r < c and σ ∈ Σǫ one has
r ≤ max{Ss,t(τ, x, σ(e)) : σ(e) ∈ Cδ(x)} ≤ max
e∈Bj
Ss,t(τ, x, σ(e))
wich implies (27).
Proposition 18 (Cf. [19], prop. 2.27) The generalized gradient of Rs,τH v sat-
isfies
∂Rs,τH v(x) ⊂ co
{
∂xS
s,t(τ, x, η) : η ∈ C(τ, x)
}
, (28)
where co denotes the convex envelope.
Proof. First we consider a point x¯ where Rs,τH v is diferentiable and prove that
dRs,τH v(x¯) ⊂ co
{
∂xS
s,t(x¯, η)|η ∈ C(τ, x¯)
}
. (29)
Take δ, ǫ > 0 for x¯ as in Lemma 16. Consider K = B1(x¯) and S
s,t
K as in (20).
Choose B = Bρ(x¯) with ρ ∈ (0, 1) sufficiently small such that for x ∈ B∣∣Ss,tK (τ, x, ·) − Ss,tK (τ, x¯, ·)∣∣C0 < ǫ4 . (30)
Let y ∈ Rd, λ < 0 such that xλ = x¯ + λy ∈ B, and λ2 < ǫ4 . By definition of
Rs,tH v, for each xλ, there exists σλ ∈ Ga such that
max
e∈Bj
Ss,t(τ, xλ, σλ(e)) ≤ R
s,τ
H v(xλ) + λ
2, (31)
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then,
max
e∈Bj
Ss,t(τ, x¯, σλ(e)) ≤ max
e∈Bj
Ss,t(τ, xλ, σλ(e)) +
ǫ
4
≤ Rs,τH v(xλ) +
ǫ
2
≤ Rs,τH v(x¯) +
3ǫ
4
On the other hand, there exists ηλ ∈ σλ(Bj) ∩Cδ(x¯) such that
Rs,τH v(x¯) ≤ max{S
s,t(τ, x¯, σλ(e)) : σλ(e) ∈ Cδ(x¯)} = S
s,t(τ, x¯, ηλ), (32)
that implies(
Rs,τH v(xλ) + λ
2
)
−Rs,τH v(x¯) ≥ S
s,t(τ, xλ, ηλ)− S
s,t(τ, x¯, ηλ),
since λ < 0,
1
λ
(Rs,τH v(xλ)−R
s,τ
H v(x¯)) ≤
1
λ
(
Ss,t(τ, xλ, ηλ)− S
s,t(τ, x¯, ηλ)
)
− λ
∈ 〈∂xS
s,t(τ, x′λ, ηλ), y〉 − λ,
(33)
where the last belonging follows from the Mean Value Theorem 35, for some x′λ
in the line segment between x¯ and xλ
Take lim sup in (33) and let λ→ 0, we get for all y ∈ Rd :
〈dRs,τH v(x¯), y〉 ≤ max
η∈C(x¯)
〈∂xS
s,t(x¯, η), y〉. (34)
Considering the convex function f(y) = max
η∈C(x¯)
〈∂xS
s,t(x¯, η), y〉, inequality
(34) implies
dRs,τH v(x¯) ∈ ∂f(0) = co
{
∂xS
s,t(x¯, η) : η ∈ C(τ, x¯)
}
,
In the general case
∂Rs,τH v(x) = co
{
lim
x′→x
dRs,τH v(x
′)
}
⊂ co
{
co
{
lim
x′→x
{
∂xS
s,t(τ, x′, η′) : η′ ∈ C(τ, x′)
}}}
⊂ co
{
∂xS
s,t(τ, x, η) : η ∈ C(τ, x)
}
by the upper semicontinuity of (τ, x)→ C(τ, x) and the continuity of ∂xS.
7 Viscosity solutions and iterated minimax
We recall the definition of viscosity solution
Definition 7.1 Let V ⊂ Rk be open
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(a) A function u ∈ C([0, T ]× V ) is called a viscosity subsolution (respectively
supersolution of
∂tu+H(t, x, ∂xu, u) = 0, (35)
if for any φ ∈ C1(V × [0, T ]) and any (t0, x0) ∈ [0, T ]× V at which u − φ
has a maximum (respectively minimum) one has
∂tφ(t0, x0) +H(t0, x0, ∂xφ(t0, x0), u(t0, x0)) ≤ 0 (respectively ≥ 0).
(b) The function u is a viscosity solution if it is both a viscosity subsolution and
a supersolution.
Theorem 19 ( [12]) If v : Rk → R is uniformly continuous and H ∈ C2c ([0, T ]×
J1Rk), then there exists a unique uniformly continuous viscosity solution of the
Cauchy problem (HJ).
Proposition 20 (Cf. [19], prop. 3.14) Suppose that
H ∈ C2c ([0, T ]× J
1
R
k),
then the minimax operator Rs,τH : C
Lip(Rk)→ CLip(Rk) satisfies
(i) For v ∈ CLip(Rk),
‖∂(Rs,tH v)‖ ≤ (‖∂v‖+ |t− s| ‖∂xH‖)e
|t−s|‖∂zH‖ (36)
(ii) There is a constant C(H) > 0 such that for any v ∈ CLip(Rk),
‖Rs,tH v −R
s,τ
H v‖ ≤ |t− τ |C(H)‖H‖. (37)
(iii) If v0, v1 ∈ CLip(Rk), K ⊂ Rk compact, there exists a bounded K˜ ⊂ Rk,
depending on K and ‖∂vi‖, such that for all 0 ≤ s < t ≤ T :
‖Rs,tH v
0 −Rs,tH v
1‖K ≤ ‖v
0 − v1‖K˜ . (38)
Proof. First we assume that |t− s| < δH so that
S(τ, x;xs, y) = v(xs) + (x− xs)y − Φ
s,τ (xs, y, v(xs))
is a g.f.q.i. for ϕs,τH (∂v).
(i) For (xs, yt) ∈ C(t, x), there is ys ∈ ∂v(xs) such that
ϕs,tH (xs, ys, v(xs)) = (x, yt, S(t, x;xs, yt)) = (x, yt, R
s,t
H v(x)).
As ∂xS(t, x;xs, yt) = yt, by (28) on has
∂xR
s,t
H v(x) ⊂ co
{
yt : ys ∈ ∂v(xs), ϕ
s,t
H (xs, ys, v(xs)) = (x, yt, S(t, x;xs, yt))
}
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Let γ(τ) = (x(τ), y(τ), z(τ)) = ϕs,τH (xs, ys, v(xs)), ys ∈ ∂v(xs), then
yt − ys =
∫ t
s
y˙(τ)dτ =
∫ t
s
(−∂xH(γ(τ)) − y(τ)∂zH(γ(τ)))dτ,
|yt| ≤ |ys|+
∫ t
s
|∂xH(γ(τ))| dτ +
∫ t
s
|y(τ)| |∂zH(γ(τ))| dτ.
Hence, by Gro¨nwall’s inequality
|yt| ≤
(
|ys|+
∫ t
s
|∂xH(γ(τ))| dτ
)
exp
∫ t
s
|∂zH(γ(τ))| dτ
≤ (‖∂v‖+ |t− s| ‖∂xH‖)e
|t−s|‖∂zH‖
(ii) For (xs, yτ ) ∈ C(τ, x), there is ys ∈ ∂v(xs) such that
ϕs,τH (xs, ys, v(xs)) = (x, yτ , S(τ, x;xs, yτ )).
By (3) we have
∂τS(τ, x;xs, yτ ) = −H(τ, x, yτ , S(τ, x;xs, yτ )).
Hence
∂τR
s,t
H v(x) ⊂ co {−H(τ, x, yτ , S(τ, x;xs, yτ )) : ys ∈ ∂v(xs),
ϕs,tH (xs, ys, v(xs)) = (x, yτ , S(t, x;xs, yτ ))}
By the Mean Value Theorem 35,∣∣Rs,τH v(x) −Rs,tH v(x)∣∣ ≤ |τ − t| ‖H‖.
(iii) Consider vλ = (1 − λ)v0 + λv1, λ ∈ [0, 1] and let Ss,tλ be the cor-
responding generating family, then ∂λS
s,t
λ (t, x;xs, yt) = v
1(xs) − v0(xs). For
(xs, yt) ∈ Cλ(t, x), there is yλs ∈ ∂v(xs) such that
ϕs,tH (xs, y
λ
s , v(xs)) = (x, yt, S
s,t
λ (t, x;xs, yt)).
By a similar argument to the proof of (28) we have
∂λR
s,t
H v
λ(x) ⊂ co
{
∂λS
s,t
λ (t, x;xs, yt) : (xs, yt) ∈ C
λ(t, x)
}
⊂ co
{
v1(xs)− v
0(xs) : xs ∈ K˜
}
where
K˜ =
{
xs ∈ R
k : ‖xs‖ ≤ max
x¯∈K
‖x¯‖+ |t− s| sup
y∈Y
‖∂yH‖
}
, (39)
Y =
{
y ∈ Rk : ‖y‖ ≤ (‖∂v‖+ |t− s| ‖∂xH‖)e
|t−s|‖∂zH‖
}
. (40)
Thus we obtain ∣∣Rs,tH v0 −Rs,tH v1∣∣K ≤ ∣∣v0 − v1∣∣K˜ .
For the general cases fix N > T/δH and take the partition t0 < · · · < tN , with
ti = s+ i(t− s)/N .
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(i) We have the generating family Ss,t(x; ξ) given in (6) where
ξ = (x0, . . . , xN−1, y1, . . . , yN ).
For ξ ∈ C(t, x) there exists y0 ∈ ∂v(x0) such that equations (c1)-(c3) are
satisfied. Then we have that ϕs,ti(x0, y0, v(x0)) = (xi, yi, zi), i < N , yN =
∂xS
s,t(x; ξ)), ϕs,t(x0, y0, v(x0)) = (x, yN , Ss,t(x; ξ)). By Proposition 18
∂xR
s,t
H v(x) ⊂ co
{
yN : y0 ∈ ∂v(x0), ϕ
s,t
H (x0, y0, v(x0)) = (x, yN , S
s,t(x; ξ))
}
.
Writing γ(τ) = ϕs,τH (x0, y0, v(x0)) we have
yi+1 = yi +
∫ ti+1
ti
(−∂xH(γ(τ))− y(τ)∂zH(γ(τ)))dτ.
By Gro¨nwall’s inequality we have as before
|yi+1| ≤
(
|yi|+
∫ ti+1
ti
|∂xH |
)
exp
(∫ ti+1
ti
|∂xH |
)
which imply by induction that
|yi| ≤
(
|y0|+
∫ ti
t0
|∂xH |
)
exp
(∫ ti
t0
|∂zH |
)
.
Indeed, the inductive step is given by the inequalities
|yi+1| ≤
((
|y0|+
∫ ti
t0
|∂xH |
)
exp
(∫ ti
t0
|∂zH |
)
+
∫ ti+1
ti
|∂xH |
)
× exp
(∫ ti+1
ti
|∂zH |
)
=
(
|y0|+
∫ ti
t0
|∂xH |
)
exp
(∫ ti+1
t0
|∂zH |
)
+
(∫ ti+1
ti
|∂xH |
)
exp
(∫ ti+1
ti
|∂zH |
)
≤
(
|yt0 |+
∫ ti+1
t0
|∂xH |
)
exp
(∫ ti+1
t0
|∂zH |
)
.
Therefore we have
|yN | ≤ (‖∂v‖+ |t− s| ‖∂xH‖) e
|t−s|‖∂zH‖.
(ii) Set D = sup
{
‖gτ,τ
′
‖ : |t− τ | < δH
}
where ϕτ,τ
′∗
H α = g
τ,τ ′α. We have the
generating family Ss,t(τ, x; ξ) given in (8) with z¯0 = v(x0), z¯1, . . . , z¯N−1 defined
inductively as in (7). Thus
dz¯j
dτ
=− (∂τj−1Φ
τj−1,τj (xj−1, yj, z¯j−1) + ∂τjΦ
τj−1,τj(xj−1, yj, z¯j−1))
tj − s
t− s
− ∂zΦ
τj−1,τj (xj−1, yj, z¯j−1)
dz¯j−1
dτ
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Using (3) and (4) one proves by induction that for j = 1, . . . , N one has
dz¯j
dτ
=
j−1∑
k=1
j−1∏
i=k
(1− ∂zΦ
τi,τi+1(xi, yi+1, z¯i))(H(xk , yk+1, z¯k)
−H(xk−1, yk, z¯k−1))
tk − s
t− s
−H(xj−1, yj, z¯j−1)
tj − s
t− s
For ξ ∈ C(τ, x) there exists y0 ∈ ∂v(x0) such that equations (c1)-(c3) are
satisfied. Then we have that ϕs,ti(x0, y0, v(x0)) = (xi, yi, zi), i ≤ N , yN =
∂xS
s,t(τ, x; ξ)), z¯N = Ss,t(τ, x; ξ). We recall that
gτi,τi+1(xi, yi, z¯i) = (1 − ∂zΦ
τi,τi+1)(xi, yi+1z¯i)
so that ‖1− ∂zΦτi,τi+1‖ ≤ D for i = 0, . . . , N − 1 and then
∣∣∂τSs,t(τ, x; ξ)∣∣ ≤ DN − 1
D − 1
2‖H‖
Since
∂τR
s,t
H v(x) ⊂ co {∂τS
s,t(τ, x; ξ) : ϕs,tH (x0, y0, v(x0))
= (x, ∂xS
s,t(τ, x; ξ), Ss,t(t, x; ξ))}
by the Mean Value Theorem 35,
∣∣Rs,τH v(x) −Rs,tH v(x)∣∣ ≤ |τ − t| DN − 1D − 1 2‖H‖.
The proof of (iii) does not present changes in the general case.
Given a subdivision ζ = {0 = t0 < t1 < · · · < tn = T } of [0, T ], we define its
norm as |ζ| = max |ti+1 − ti| , and the step function
ζ(s) = max{ti : ti ≤ s}, s ∈ [0, T ]
Definition 7.2 The iterated minimax operator for the Cauchy problem (HJ)
(with respect to ζ) is defined as follows: for 0 ≤ s′ < s ≤ T,
Rs
′,s
H,ζv(x) = R
tj ,s
H ◦ · · · ◦R
s′,ti+1
H v(x) (41)
where tj = ζ(s), ti = ζ(s′). When H is fixed, we omit the corresponding sub-
script.
Lemma 21 (Cf. [19], lemma 3.17) Suppose that (ζn)n is a sequence of par-
titions of [0, T ] such that |ζn| → 0. For v ∈ CLip(Rk), the sequence of functions
un(s, x) := R
0,s
ζn
v(x) is equi-Lipschitz and uniformly bounded on [0, T ]×K for
any compact K ⊂ Rk.
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Proof. It follows from (36) that
‖∂R0,sζn v‖ ≤ (‖∂v‖+ |s| ‖∂xH‖)e
|s|‖∂zH‖,
and from (37) that∣∣∣R0,tζn v(x)−R0,sζn v(x)
∣∣∣ ≤ |t− s|C(H)‖H‖,
so that in particular
‖R0,sζn v‖K ≤ ‖v‖K + TC(H)‖H‖.
The Lemma follows from these inequalities.
Proposition 22 (Cf. [19], prop. 3.18) For any sequence (ζn) of subdivisions
of [0, T ] with |ζn| → 0, and any compact set K ⊂ Rk, the sequence un :=
R0,sζn v(x) has a subsequence converging uniformly on [0, T ]×K to the viscosity
solution of the Cauchy problem (HJ).
Proof. By lemma 21, we can apply Arzela-Ascoli Theorem to (un) ⊂
C0([0, T ] × K) to get a subsequence (unk) converging uniformly to a function
R¯0,sv. Define K˜ as in (39)-(40).
Claim 23 For 0 ≤ s′ < s ≤ T one has
R¯0,sv(x) = lim
n→∞
Rs
′,s
ζnk
◦ R¯0,s
′
v(x) (42)
Proof of claim 23.
Applying Arzela-Ascoli Theorem to (unk) ⊂ C
0([0, T ]×K˜), we can extract a
subsequence converging uniformly in [0, T ]× K˜. To easy notation, when s′ = 0
we omit this superscript, and for the iterated minimax with respect to the
partition ζn, we use the subscript n instead, and (s)n instead of ζn(s).
We first notice that for 0 ≤ s ≤ T , x ∈ K˜:
R¯sv(x) = lim
n→∞
R(s)nn v(x) (43)
because ∣∣∣Rsnv(x)−R(s)nn v(x)∣∣∣ = ∣∣∣R(s)n,s ◦R(s)nn v(x)−R(s)nn v(x)∣∣∣
≤ ‖H‖(s− (s)n) ≤ ‖H‖‖ζn‖.
Then for any ǫ > 0, there exists N such that if i, j > N, then
∀s ∈ [0, T ] : ‖R(s)ii v −R
(s)j
j v‖K˜ < ǫ.
Therefore,
‖R
(s′)i,(s)i
i ◦R
0,(s′)i
i v − R
(s)i
i v‖K = ‖R
(s′)i,(s)i
i ◦R
(s′)j
i v −R
(s′)i,(s)i
i ◦R
(s′)i
i v‖K
≤ ‖R
(s′)j
j v −R
(s′)i
i v‖K˜ < ǫ
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Letting j go to ∞, we get
‖R
(s′)i,(s)i
i ◦ R¯
s′v −R
(s)i
i v‖K < ǫ,
thus, for any x ∈ K
lim
i→∞
R
(s′)i,(s)i
i ◦ R¯
s′v(x) = R¯sv(x).
Similarly, we conclude that
lim
i→∞
Rs
′,s
i ◦ R¯
s′v(x) = lim
i→∞
Rs
′,s
i ◦ R¯
s′v(x).
We now prove that R¯tv(x) is a viscosity subsolution of (35). Let ψ be
a C2 function with bounded second derivative defined in a neighborhood of
(t, x) ∈ R ×K, such that for s is close enough to t, ψ(s, y) = ψs(y) ≥ R¯sv(y),
with equality at (t, x).
Suppose that τ ≤ t is close enough t, so that the projections of the charac-
teristics originating from
j1(ψτ )(xτ ) = (xτ , dψτ (xτ ), ψτ (xτ ))
do not intersect. Hence, the map xτ → xt is a difeomorphism.
We conclude that
ψt(x) = R¯
tv(x) = lim
k→∞
Rτ,tnk ◦ R¯
τv(x) ≤ lim
k→∞
Rτ,tnkψτ (x) = R
τ,tψτ (x). (44)
The inequality is consequence of Corollary 6.1.
Also, when τ is close enough to t, iterated minimax will be the minimax
(N = 1) which is a C2 solution of (HJ) with initial condition ψτ , and thus
Rτ,tψτ (x) = ψτ (x)−
∫ t
τ
H(θ, j1(ψθ(x)))dθ. (45)
Subtracting (44) from (45), ψt(x) to the right side, dividing both sides by
t− τ and letting τ → t, we get
0 ≤ −∂tψt(x)−H(t, j
1(ψt(x))).
One proves that R¯tv(x) is a viscosity supersolution of (35) in a similar way.
Given H ∈ C2c ([0, T ] × J
1(Rk)), v ∈ CLip(Rk), we say that a function w :
[s, t]×Rk → R is the limit of iterated minimax solutions for (HJ) on [s, t], if for
any sequence of subdivisions {ζn}n∈N of [s, t] such that |ζn| → 0 as n→∞, the
corresponding sequence of iterated minimax solutions{
Rs,τH,ζnv(x)
}
, (τ, x) ∈ [s, t]× Rk
converges uniformly on compact subsets to w. We denote w(τ, x) := R¯s,τH v(x).
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We can now prove our main result
Proof of Main Theorem 1. Let K ⊂ Rk and (ζn) be any subsequence of
subdivisions of [0, T ] such that |ζn| → 0. Denote un(t, x) = R
0,t
ζn
v(x) and u(t, x)
the viscosity solution of the (HJ) problem. If un does not converge uniformly
on [0, T ]×K, there exists a ǫ > 0 and a subsequence nk such that |unk − u| > ǫ.
Note that ζnk is itself a sequence of subdivions, this contradicts Proposition 22.
8 Example
Now we consider an example from [14]. This example shows that we can ask
for weaker conditions, for example, H is not bound to have compact support.
Also, this example comes from a very different area than mechanics, namely
control theory. Futher directions of this work could be investigating on which
conditions we can resemble this result and some applications to other areas like
control
Consider H(x, y, z) = z+h(y) with h of compact support. The caracteristics
equations are 

x˙ = dh(y)
y˙ = −y
z˙ = ydh(y)− z − h(y).
which can be integrated to obtain the flow
ϕt(x0, y0, z0) = (x0 +
∫ t
0
dh(y0e
−s)ds, y0e
−t,−h(y0e
−t) + e−t(h(y0) + z0).
Since that the map (x0, y0, z0) 7→ (x0, y0e−t, z0) is invertible, we can define a
generating function of ϕt
Φt(x0, y, z0) = y
∫ t
0
dh(yet−s)ds+ h(y)− e−th(ety) + z0(1 − e
−t)
=
∫ t
0
e−sh(esy)ds+ z0(1− e
−t)
Thus the minimax solution of{
∂tu(t, x) + u(t, x) + h(∂xu(t, x)) = 0
u(0, x) = v(x)
is given by
u(t, x) = inf maxSt(x, x0, y),
where the generating function
St(x, x0, y) = (x− x0)y −
∫ t
0
e−sh(esy)ds+ e−tv(x0)
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is quadratic at infinity because h has compact support. Indeed, Q(x0, y) = −x0y
so that
St(x, x0, y)−Q(x0, y) = xy −
∫ t
0
e−sh(esy)ds+ e−tv(x0).
Since St(x, x0, y) is C1 with respect to y, we have
∂(x0,y) (St(x, x0, y)−Q(x0, y)) = e
−t∂v(x0)×
{
x−
∫ t
0
dh(esy)ds
}
=
{(
e−tp, x−
∫ t
0
dh(esy)ds
)
: p ∈ ∂v(x0)
}
.
As h is compactly supported and v is a Lipschitz function,
‖∂(x0,y)
(
S(t,x) −Q
)
‖ = max
(x0,y)
{∥∥∥(e−tp, x− ∫ t
0
dh(esy)ds
)∥∥∥ : p ∈ ∂v(x0)
}
is bounded, and therefore St is a gfqi.
Had we assumed instead that h was convex we would still had obtained a
minimax
u(t, x) = inf
x0
max
y
(
(x− x0)y −
∫ t
0
e−sh(esy)ds
)
+ e−tv(x0)
with the maxy a Legendre transform being achieved when
x− x0 =
∫ t
0
dh(esy)ds.
Letting l to be the Legendre transform of h, it is not hard to prove that
u(t, x) = min
y
∫ t
0
e−sl(dh(esy))ds+ v
(
x−
∫ t
0
dh(esy)ds
)
,
(cf. [14, (4)], Hopf-Lax formula with discount.)
Part III
Appendix
9 Contact topology
As noticed in [18], due to a more complex geometry than ordinary differen-
tial equations (ode’s), there not exists a unified theory for partial differential
equations (pde’s).
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For an ode, we can always consider locally integrable vector fields, that is,
there are always integral curves for them. However, even an hyperplane field on
R
3 is not always integrable.
For example, let us examine the hyperplane field given by equation
α := dz − ydx = 0.
Now, consider v ∈ kerα|(x,y,z) , v = (vx, vy, vz) . Thus, α|(x,y,z) is a linear form
induced with associated matrix Rα = [−y, 0, 1]. The last equation states that
vz = yvx.
This hyperplane field is not integrable (that is, there is no submanifold N
such that at each p ∈ N, TpN is on the hyperplane field at p) because of
Frobenius integrability condition (α ∧ dα = 0) does not hold at α inasmuch as
α ∧ dα = (dz − ydx) ∧ (−dy ∧ dx) = dx ∧ dy ∧ dz 6= 0,
that is, a ∧ dα is a volume form on R3.
In this part, we shall give definitions and results from contact geometry and
theory of first-order p.d.e’s in order to make clear statements of subsequent
results in this thesis.
Any pde of first order can be written as
F (x1, ..., xn, ∂x1u(x), ..., ∂xnu(x), u(x)) = 0, (F=0)
where x = (x1, ..., xn). So any pde of first order can be regarded as a hypersurface
Θ in J1(Rn) ≃ T ∗Rn × R ≃ R2n+1, and a solution of this pde as a function
u :M → R whose 1−graph
j1u =
{
j1xu|x ∈M
}
.
(where j1xu := (x, ∂xu(x), u(x))) lies in Θ.
Instead of Rn, one can consider an n− dimensional manifold M, and in that
case we ontain the space J1M ≃ T ∗M × R.
Indeed, a 1−graph is a section overM. Therefore J1M is also a vector bundle
over M with projection
πM : J
1(M)→M, (x, y, z) 7→ x.
J1(M) is not just a differentiable manifold, but has an analogous strucutre
to the symplectic structure of the cotangent bundle T ∗M. Now, we will explain
some details about this contact struture. At the end of the section, we will define
a very important concept, namely contactomorphism, that is, transformations
preserving this structure. For example, every solution Θ of (F=0) is a legendrian
submanifold of J1M and the flow ϕt generated by the characteristic equations
consists of contactomorphisms.
Definition 9.1 A contact structure on Ξ is a field of hyperplanes ξ = kerα ⊂
TΞ where α is a 1−form satisfying α ∧ (dα)n 6= 0. We say that α is a contact
form, and the pair (Ξ, ξ) is a contact manifold.
28
Example 9.1 (Standar structure) For J1Rn ≃ T ∗Rn × R, we can choose
α = dz − ydx in local coordinates (x, y, z). It is straightforward to verify that
J1(M) is a contact manifold and such α is a contact form: Consider the 1−form
α in local coordinates, i.e.,
α = dz − ydx = dz −
n∑
i=1
yidxi. (46)
Then
dα = −dy ∧ dx = −
∑
dyi ∧ dxi,
and therefore
(dα)n = (−1)nn!
n∧
i=1
(dyi ∧ dxi) .
Thus
α ∧ (dα)n = (−1)nn!dz
n∧
i=1
(dyi ∧ dxi) 6= 0.
Remark 24 Indeed, along this work we will just consider the contact structure
in J1Rn induced by α = dz − ydx. In the next paragraphs we will explain why
it is enough to choose this contact structure.
Notice also that if α is a contact form, then α∧ (dα)n is a volume form and
therefore, Ξ is orientable. However, some authors define ξ = kerα just locally
and in that case Ξ is not necessary an orientable manifold anymore.
If there were another form such that ξ = kerβ, then we would have β = λα,
for some function λ ∈ C∞(Ξ,R\ {0}), because
codim ξ = dim Imα = 1.
Since
β ∧ (dβ)n = (λα) ∧ (d(λα))n = λα ∧ (λdα + dλ ∧ α)n = λn+1(α ∧ (dα)n) 6= 0
the definition of a contact structure ξ does not depend on a particular choice of
α.
Claim 25 [10, Rem. 1.3.7] An equivalent definition of ξ ⊂ TΞ as a contact
structure over a manifold of dimension (2n + 1) is as follows: For any local
1− form α with ξ = kerα, (dα)n|ξ is non-degenerate, that is, (ξp, dα|ξp) is a
symplectic space for every p ∈ Ξ.
As in symplectic topology, the following result states that there are not local
invariants in contact topology:
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Theorem 26 (Darboux) [10, Th. 2.5.1] Let (Ξ, ξ) be a contact structure and
p ∈ Ξ. Thus there exists a coordinate system
(U, x1, y1, ..., xn, yn, z)
centered around p such that in U and a diffeomorphism f : U → f(U) ⊂ J1Rn
such that Df (ξ) = kerα by defining
α = dz − ydx. (47)
A submanifold is called integral if the tangent plane at each point is a sub-
space of the contact plane. For example, a 1−graph is always an integral sub-
manifold of J1(M), of the same dimension as M. For σ(x) = (x, σy(x), σz(x)) :
σ = j1ϕ⇒ σz(x) = ϕ(x), σy(x)dx = dϕ(x)
⇒ σ∗α = 0.
Since α (Dσ(x)(v)) = 0, we have
ImDσ(x) ⊂ ker α|σ(x) , (48)
that is, every tangent plane of every 1−graph at a given point lies in the same
hyperplane.
Indeed, there are not integral submanifolds of higher dimension.
Definition 9.2 Let (Ξ, ξ) be a contact manifold. A submanifold L of (Ξ, ξ) is
called isotropic if TpL ⊂ ξp for every p ∈ L.
Proposition 27 [10, Prop. 1.5.12] Let (Ξ, ξ) be a contact manifold of dimen-
sion 2n+ 1 and L ⊂ (Ξ, ξ) a isotropic submanifold. Then dimL ≤ n.
Definition 9.3 An isotropic submanifold L ⊂ (Ξ, ξ) , dimΞ = 2n+ 1 of maxi-
mal dimension n is called Legendrian.
Claim 28 Let (Ξ, ξ) = (J1Rn, kerα). It follows form (48) and the fact that
dim
(
j1f
)
= dim(M)
that 1−graphs are Legendrian submanifolds of J1(M).
Another two important concepts in the study of geometry of our Cauchy
problem are contatomorphism and contact isotopy. The first one is a diffeomor-
phism preserving contact structures and the second one is a family of contac-
tomorphisms varying in the time. Our most important example of a contact
isotopy is the flow generated by (H1)-(H3). At the end of the section, we
will give a result about how to recovery a classical solution for (HJ) from this
flow. From here and because Theorem 26, we will just consider contact man-
ifolds
(
J1Rn, kerα
)
with (x, y, z) local coordinates for J1Rn ≃ T ∗Rn × R and
α = dz − ydx.
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Let ξ = kerα a contact structure for contact manifold J1M. A diffeomor-
phism ψ : J1M → J1M is called a contactomorphism if ψ preserves the oriented
hyperplane field ξ. This is equivalent to the condition
ψ∗α = ehα
for some function h : J1M → R. A contact isotopy is a smooth family ψt :
J1M → J1M of contactomorphism such that
ψ∗t α = e
htα.
A vector field X : J1M → TJ1M which satisfies LXα = gα for some
function g : J1M → R is called a contact vector field.
For every contact form α, we define the Reeb vector field Rα as the unique
one for which the following equations hold{
dα(Ra, v) = 0, v ∈ TpJ1M
α(Rα) = 1.
(Reeb)
Such field exists because for every p ∈ J1M, ker dα|TpJ1M is one-dimensional,
andRα is defines except for a rescaling and the second condition allows us choose
it uniquely. The importance of this vector field is given by the following result:
Lemma 29 [8, lemma 3.49] Let (Ξ, ξ = kerα) be a contact structure with Reeb
field Rα. Thus:
(i) X : Ξ → TΞ is a contact vector field if and only if there exist a function
H : Ξ→ R such that{
i(X)α = −H,
i(X)dα = dH − (i(Rα)dH)α.
(49)
(ii) For every function H : Ξ → R, there exists an unique contact vector field
XH : Ξ→ TΞ which satisfies (49)
Example 9.2 The Reeb vector field for the standard contact 1−form α = dz−
ydx on J1Rn is ∂z. Let’s verify this claim: If R = (Rx, Ry, Rz) , then
0 = i(R)dα = −Rydx+Rxdy,
implies Rx = Ry = 0. Finally
1 = α(R) = Rz − yRx = Rz.
We conclude that R = (0, 0, 1) = ∂z . So
XH = Z−HRα = (Zx, Zy, Zz)−H(0, 0, 1) = (∂yH,−∂xH − y∂zH, y∂yH −H) ,
and therefore, the flow generated by XH is given precisely by (H1), (H2) and
(H3).
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For a given function H ∈ C2c
(
[0, T ]× J1Rk
)
, the following statement relates
solutions S : [0, T ] × Rk → R for Cauchy problem of First Order (HJ) (being
S0 : Rk → R the initial condition) and solutions for characteristic equations
(H1)-(H3) starting at the 1−graph of S0.
Proposition 30 [2, Prop. 1.3] Suppose that S ∈ C2([0, T ]×Rk) is a solution
for the given Cauchy problem (HJ). Then, if a solution for the equation
x˙ = ∂yH (t, x, ∂xS(t, x), S(t, x)) , (50)
on [0, T ] is given, the curve defined by
(x(t), y(t), z(t)) = (x(t), ∂xS(t, x(t)), S(t, x(t))) . (51)
is a solution for characteristic equations (H1)-(H3).
Conversely, S0 ∈ C1(M), T is small enough and
(X(t,x), Y(t,x), Z(t,x)) : [0, T ]→ J
1
R
k
is the unique solution for characteristic equations (H1)-(H3) with boundary con-
ditions 

X(t,x)(t) = x,
Y(t,x)(0) = ∂xS0X(t,x)(0)),
Z(t,x)(0) = S0(X(t,x)(0)),
then
S(t, x) = Z(t,x)(t) (52)
defines the solution for the Cauchy problem with initial condition S(0, x) =
S0(x).
If (ϕt)t∈[0,T ] is the isotopy related to H that is,
d
dt
ϕt = XH(ϕ
t); (53)
proposition 30 says that if S(x, t) = St(x) is a solution for (HJ), then
j1St = ϕ
t
(
j1S0
)
, (54)
and conversely, if t is small enough, then the solution for the Cauchy problem
(HJ) with initial condition S0 is defined by (54).
However, there could happen some issues; first of all, contact transformation
ϕt could no longer be well-defined at each point of j1S0. In addition, although
ϕt(j1S0) was well-defined, it could happen that it is not a section of π : J1Rk →
R
k, (x, y, z)→ x anymore.
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10 Clarke Calculus
In this part, we will show some results from Clarke calculus for generalizaed
gradients, used in parts above.
We say that Rm → R Lipschitz of rank K near a given point x ∈ Rm, if for
some point ǫ > 0, we have
|f(y)− f(z)| ≤ K‖y − z‖,
for all y, z ∈ B(x, ǫ).
The generalized directional derivative of f at x in the direction v is defined
as
fo(x; v) := lim sup
y→x,t↓0
f(y + tv)− f(y)
t
,
for y ∈ Rm and t > 0.
A function g is called positively homogeneous if g(λv) = λg(v) for λ ≥ 0, and
subadditive if for every v, w :
g(v + w) ≤ g(v) + g(w).
Definition 10.1 A function F : X → R is called upper semicontinuous if:
vi ∈ X → v ∈ X =⇒ lim sup
i→∞
F (vi) ≤ F (v).
Proposition 31 [7, Prop. 10.2] Let f be a Lipschitz function of rank K near
x. Hence:
(a) v 7→ fo(x; v) is finite, positively homogeneous and subadditive function on
R
m, and for all v ∈ Rm :
|fo(x; v)| ≤ K‖v‖.
(b) For all v ∈ Rm, the map (u,w) 7→ fo(u;w) is upper semicontinuous at
(x; v), and w 7→ fo(x;w) is Lipschitz of rank K on Rm.
The following results allows us to prove the above one:
Theorem 32 [7, Theorem 4.25] Let g ∈ Rm → R ∪ {∞} a lower semicontin-
uous, subadditive and positively homogeneous funtion such that g(0) = 0. Then
there exists a unique convex subset Σ ⊂ Rm such that g is the support function
Hσ of Σ, that is, for every x ∈ Rm :
g(x) = Hσ(x) := sup
σ∈Σ
〈σ, x〉.
The set Σ is characterized by
Σ = {η ∈ Rm|g(v) ≥ 〈η, v〉, v ∈ Rm} ,
and it is a compact one if and only if g is bounded on the unitary disc.
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Definition 10.2 The generalized gradient of a function f on x, denoted by
∂f(x) in the unique compact convex non-empty subset of Rm whose support
function is fo(x; ·). Therefore:{
ζ ∈ ∂f(x) ⇐⇒ ∀v ∈ Rm : fo(x; v) ≥ ζ · v
∀v ∈ Rm : fo(x; v) = max {ζ · v|ζ ∈ ∂f(x)}
As corollary, the generalized gradient is well-defined.
Proposition 33 Let f be a Lipschitz function of rank K near x. Then ∂f(x) ⊂
B(0,K).
Proof. For any η ∈ ∂f(x), by proposition 31 we have that for all v ∈ Rm
〈η, v〉 ≤ K‖v‖.
If f is Lipschitz near x, and differentiable at x, then f ′(x) ⊂ ∂f(x), and the
following result allows to generalize the concept of a critical point:
Lemma 34 (Fermat Rule) Let f : Rm → R be locally Lipschitz:
(a) If f has a local maximum or minimum at x, then 0 ∈ ∂f(x).
(b) If 0 /∈ ∂f(x), there exists a decreasing direction v for f at x, that is,
lim sup
t↓0
f(x+ tv)− f(x)
t
< 0.
We can obtain a version of the following classical result for generalized cal-
culus:
Theorem 35 (Mean Value Theorem) [7, Theorem 10.17] Given x, y ∈ Rm
such that f is Lipschitz in a neighborhood of interval
[x, y] = {λx+ (1 − λ)y, λ ∈ [0, 1]} .
Hence. there exist a point at (x, y) = Interior[x, y] such that
f(y)− f(x) ∈ 〈∂f(z), y − x〉.
We will use the following special case of the chain rule:
Lemma 36 Suppose that f is Lipschitz in a neighborhood of interval [x, y].
Define xt = x+ t(y − x), t ∈ [0, 1] and
g : [0, 1]→ R, g(t) = f(xt).
Then ∂g(t) ⊂ 〈∂f(xt), y − x〉.
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Proof. Since both sets in the inclusion are indeed intervals on R, it is enough
to show that for every v = ±1 :
max {∂g(t)v} ≤ max {〈∂f(xt), y − x〉v} .
However, in this case go(t; v) = ∂g(t). Hence
go(t; v) = lim sup
{
g(s+ λv)− g(s)
λ
∣∣s→ t, λ ↓ 0}
= lim sup
s→t,λ↓0
{
f(x+ [s+ λv](y − x))− f(x+ s(y − x))
λ
}
≤ lim sup
{
f(z + λv(y − x))− f(z)
λ
∣∣z → xt, λ ↓ 0
}
= fo(xt; v(y − x)) = max〈∂f(xt), v(y − x)〉.
Proof of the Mean Value Theorem 35. Consider the function : [0, 1]→
R defined by
θ(t) = f(xt) + t (f(x)− f(y)) .
Note that θ(0) = θ(1) = f(x), so that there exists t∗ ∈ [0, 1] at which τ attains
an extremal value. In this case, 0 ∈ ∂θ(t∗), so that
0 ∈ f(x) − f(y) + 〈∂f(xt∗), y − x〉,
and we have proved our Theorem when z = xt∗ .
Finally. the following result says that the generalized gradient is closed:
Theorem 37 [19, prop. A.2] Let f be Lipschitz of rank K near x and xi, vi
sequences on Rm such that {
xi → x
ζi ∈ ∂f(xi).
If ζi → ζ, then ζ ∈ ∂f(x).
Proof. Fix v ∈ Rm. For every i, we have that
fo(xi; v) ≥ ζi · v.
The sequence ζi · v is bounded on R and it contains term which are arbitrarly
closed to ζ · v. Extract a subsequence of ζi (which we denote in the same way as
the original one) such that ζi ·v → ζ ·v. Taking the limit in the above inequality
and whereas fo is upper semicontinuous en x, we conclude that
fo(x; v) ≥ ζ · v.
Since v is arbitrary, it follows that ζ ∈ ∂f(x).
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11 The Minimax Principle
Definition 11.1 1. A sequence (um) in a manifold M is called of Palais-
Smale for E ∈ C1(M) if |E(um)| ≤ c uniformly in m and
lim
m→∞
‖DE(um)‖ = 0.
2. We say that E satisfies Palais-Smale compactness condition (PS) if every
P-S sequence for E has a strongly convergent subsequence.
Palais-Smale condition allows us to distinguish certain family of neighbor-
hood of critical point of a given functional E; and hence, it will useful to char-
acterize regular values of E.
For β ∈ R, δ > 0, ρ > 0 define
Eβ = {u ∈ V : E(u) < β}
Kβ = {u ∈ V : E(u) = β,DE(u) = 0}
Nβ,δ = {u ∈ V : |E(u)− β| < δ, ‖DE(u)‖ < δ}
Uβ,ρ =
⋃
u∈Kβ
{v ∈ V : ‖v − u‖ < ρ} .
Proposition 38 [15, lemma 2.3] Suppose that E satisfies (P.S). Then for
every β ∈ R, it follows that:
1. Kβ is a compact subset;
2. both {Uβ,ρ}ρ>0 and {Nβ,δ}δ>0 are fundamental systems of neighborhoods
for Kβ.
Remark 39 In particular, if Kβ = ∅ for some β ∈ R there exists δ > 0 such
that Nβ,δ = ∅; that is, the differential DE(u) is uniformly bounded in norm for
all u ∈ V, far enough from origin but with E(u) close to β.
Denote by
V˜ = {u ∈ V : DE(u) 6= 0}
the set of regular points of E. Instead of a gradient, which requires the existence
of well-defined inner product, we will use the following:
Definition 11.2 A pseudogradient vector field for E is a locally Lipschitz con-
tinuous one v ∈ V˜ → V for which the following conditions hold:
1. ‖v(u)‖ < 2min {‖DE(u)‖, 1} ;
2. for all u ∈ V˜ :
〈v(u), DE(u)〉 > min {‖DE(u)‖, 1}‖DE(u)‖.
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Lemma 40 [15, lemma 3.2] Any functional E ∈ C1(V ) admits a pseudogra-
dient vector field v : V˜ → V.
Theorem 41 (Deformation Lemma) [15, Theorem 3.4] Suppose that E ∈
C1(V ) satisfies (PS). Fix β ∈ R, ǫ¯ > 0 and N some neighborhood of Kβ . Thus
there exist ǫ ∈ (0, ǫ¯) and a uniparametric continuous family of homeomorphisms
Φ(·, t) : V → V, 0 ≤ t < t
with the following properties:
1. Φ(u, t) = u, if t = 0 or DE(u) = 0 or |E(u)− β| ≥ ǫ¯;
2. E(Φ(u, t)) is non-decreasing on t for all u ∈ V ;
3. Φ(Eβ+ǫ\N, 1) ⊂ Eβ−ǫ, and Φ(Eβ+ǫ, 1) ⊂ Eβ−ǫ ∪N.
Moreover Φ : V × [0,∞)→ V has semigroup property, that is,
∀s, t ≥ 0 : Φ(·, t) ◦ Φ(·, t) = Φ(·, s+ t).
Since Φ : V × [0,∞) is obtained integrating a truncated pseudogradient
vector field in suitable manner, Φ is called local pseudogradient flow.
Definition 11.3 Let Φ : M × [0,∞) → M be a semiflow in a manifold M.
A family F of subsets of M is called positively Φ−invariant if Φ(F, t) ∈ F for
every F ∈ F , t ≥ 0.
Theorem 42 (Minimax Principle) [15, Theorem 4.2] Suppose that M is
a complete Finsler manifold of class C1,1 and E ∈ C1(M) satisfies the (PS)
condition. Also suppose that F ⊂ P(M) is a collection of subsets invariant with
respect to every semiflow Φ :M × [0,∞)→M satisfying
(a) Φ(·, 0) = Id,
(b) Φ(·, t) is a homeomorphism of M for every t ≥ 0, and
(c) E(Φ(u, t)) is non-decreasing in t for every u ∈M.
Therefore, if
β = inf
F∈F
sup
u∈F
E(u)
is finite, β is a critical value of E.
Example 11.1 Let X be a topological space and [X,M ] the set of free-homotopy
classes [f ] of continuous maps f : X →M. For [f ] ∈ [X,M ] define
F = {g(X)|g ∈ [f ]} .
Since [Φ ◦ f ] = [f ] for any homeomorphism Φ de M homotopic to identity,
the family F is invariant under such maps Φ. Hence if
β = inf
F∈F
sup
u∈F
E(u)
is finite, β is a critical value.
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Definition 11.4 A point ξ ∈ X is called critical for f if 0 ∈ ∂f(ξ); the value
f(ξ) is called critical for f. Note that the critical set crit(f) of f, consisting of
every critical point is closed on X.
Define
λ(ξ) = min
w∈∂f(ξ)
‖w‖X∗ .
We say that f satisfies the Palais-Smale condition (PS) if every subsequence
(ξn) such that f(ξn) is bounded and λ(ξn) → 0 has a convergent subsequence
whose limit is a critical point of f and thus there exists yn ∈ ∂f(ξn) such that
yn → 0.
Proposition 43 (C.f. [19], example A.4) (PS) condition holds where ‖f −
Q‖Lip ≤ ∞ for some non-degenerate quadratic form Q : X → R. In this case
crit(f) is compact.
Proof. If we define ψ = f −Q, each subset ∂f(ξ) = ∂ψ(ξ) + dQ(ξ) consists
of vectors whose norm is at least ‖dQ(ξ)‖ − ‖ψ‖Lip, y hence
λ(x) ≥ ‖dQ(ξ)‖ − ‖ψ‖Lip,
so that λ(x) → ∞ where ‖x‖ → ∞. Therefore, there exists R > 0 such that
each sequence (xn) with limλ(x) = 0 satisface ‖xn‖ ≤ R for n large enough,
and this follows both (PS) condition and compactness of crit(f).
References
[1] Vladimir Arnold. Singularities of caustics and wave fronts, volume 62.
Springer Science & Business Media, 2013.
[2] M. Bhupal. Legendrian Intersections in the 1-Jet Bundle. PhD thesis,
Mathematics Institute, University of Warwick, 1998.
[3] Mohan Bhupal. A generalisation of the morse inequalities. Journal of the
Australian Mathematical Society, 70, 6 2001.
[4] Franco Cardin. Elementary Symplectic Topology and Mechanics. Lecture
Notes of the Unione Matematica Italiana 16. Springer International Pub-
lishing, 1 edition, 2015.
[5] M. Chaperon. On generating families. In The Floer Memorial Volume,
pages 284–296. Birkhausser, 1995.
[6] A. Chenciner. Aspects ge´ome´triques de l’e´tudes des chocs dans les lois de
conservation. Proble`ms d’e´volution non line´aires, Se´minaire de Nice, 1974.
[7] F. Clarke. Functional Analysis, Calculus of Variations and Optimal Con-
trol. Springer-Verlag London, 2013.
38
[8] Dietmar Salamon Dusa McDuff. Introduction to symplectic topology. Ox-
ford Mathematical Monographs. Oxford University Press, USA, 2 edition,
1999.
[9] Lawrence C Evans. Partial differential equations and monge-kantorovich
mass transfer. Current developments in mathematics, 1997(1):65–126, 1997.
[10] Hansjo¨rg Geiges. An introduction to contact topology. Cambridge studies in
advanced mathematics 109. Cambridge University Press, illustrated edition
edition, 2008.
[11] I. Capuzzo Dolcetta M. Bardi. Optimal control and viscosity solutions of
Hamilton-Jacobi-Bellman equations. Birkhausser, 1997.
[12] P.L. Lions. M.G. Crandall. On existence and uniqueness of solutions of
hamilton-jacobi equations. Nonlinear Analysis: Theory, Methods and Ap-
plications, 10(4):353–370, 1986.
[13] P.L. Lions M.G. Crandall, L.C. Evans. Some properties of viscosity solu-
tions of hamilton-jacobi equations. Trans. Amer. Math. Soc., 2(282):487–
502, 1984.
[14] Juan Pablo Rinco´n-Zapatero. Hopf-lax formula for variationalproblems
with non-constant discount. Journal of Geometric Mechanics, 1(3):357–
367, September 2009.
[15] Michael Struwe. Variational Methods: Applications to Nonlinear Partial
Differential Equations and Hamiltonian Systems, volume 34 of A Series of
Modern Surveys in Mathematics. Springer-Verlag, 2008.
[16] David Theret. A complete proof of viterbo’s uniqueness theorem on gener-
ating functions. Topology and its Applications, 96, 1999.
[17] Claude Viterbo. Symplectic topology and hamilton-jacobi equations. In
Octav Cornea Paul Biran and FranÃğois Lalonde, editors,Morse Theoretic
Methods in Nonlinear Analysis and in Symplectic Topology, volume 1, pages
439–459. NATO Science Series, 2006.
[18] Roger Cooke Vladimir I. Arnold. Lectures on Partial Differential Equations.
Universitext. Springer-Verlag, 1 edition, 2004.
[19] Q. Wei. Viscosity solutions of the hamilton-jacobi equation by a limiting
minimax method. Nonlinearity, 27:17–41, 2014.
[20] Qiaoling Wei. Front tracking and iterated minmax for hamilton-jacobi
equation in one space variable. arXiv preprint arXiv:1303.3232, 2013.
[21] Qiaoling Wei. Subtleties of the minimax selector. L’Enseignement
Mathe´matique, 59(3/4):209–224, 2013.
39
