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The dubious honor of being your anti-keynote speaker1 has no doubt 
fallen to me because I am an engineer and applied mathematician gone 
astray-a victim of the seductive wiles of pure mathematics. 
Of course the days of penitence in matters of chastity are long gone, 
so do not expect me to be contrite. Rather my theme will be that the 
temptation was simply too great. However let me say this concerning the 
various branches of our subject. Subjectively I find no difference among 
any of them. When I worked on networks with Duffin I found them as 
fascinating as I found Lie groups later on in my work with Samelson, 
fixed point theory in my work with Atiyah, and as I find foliations in 
my work with Haefliger at the moment. 
But to get on with it, let me cite an instance of the “Pure Temptation” 
in mathematics which was eminently successful: 
We start from the “practical” question: How many solutions does a 
real polynomial equation of degree 12 have ? 
A little experimentation then shows that such an equation, say, 
fz+$x~ + ... + a, = 0, a, f 0, 
might well have no solutions, that it has at most n of them, and that there 
seems to be something going on behind the scenes which is hard to get at. 
On the other hand if we abandon the practical world of the real numbers 
and succumb to the “pure” by introducing the complex numbers C, 
we find an infinitely more satisfying state of affairs which sheds light not 
only on our original question but eventually illuminates nearly every 
aspect of analysis. Over C the situation is of course the following. 
1 First Los Alamos Workshop on Mathematics in the Natural Sciences, June 12-18, 
1974. 
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THEOREM 1. The general polynomial equation of degree n has precisely 
n solutions. 
Here and in the following, “general” or “generic” is used to mean all 
polynomials except possibly those whose coefficients satisfy a finite 
number of polynomial equations. 
For example, the general polynomials of degree two are all 
p(x) f ax2 + bx + c, 
with a # 0 and b2 - 4ac # 0. 
In particular the general polynomials are open and dense in the set of 
all polynomials and their complement is of measure zero. Thus the 
“special” polynomials in their complement are always limits of the 
generic ones so that even their properties can often be best understood 
as the limiting property of the generic ones. Thus Theorem 1 illuminates 
all polynomial equations. 
Note finally that the cardinality is really the only invariant of a finite set, 
so that Theorem 1 does describe the shape of the generic solution set 
completely. 
At this stage the pure temptation is of course to proceed further and 
ask the corresponding question for polynomials in more variables, and 
the moment one succumbs to it, one is introduced into the heart not 
only of topology and algebraic geometry but also of much of modern 
mathematics. 
Let me pursue this path in the case of two variables, and to keep the 
discussion as concrete as possible, let us try first to determine the “shape” 
of the set S of points (x, y) E C2 satisfying the equation 
A first result is the 
x3 +p = 1. (*I 
PROPOSITION. The set S C @ is a smooth surface of real dimension two 
in c2 = R4. 
To prove this, proceed just as over the reals. These real points, S, , of 
S, are clearly the level sets where the functionf(x, y) = x3 + ya equals 
unity. It follows that 
xfz +Yf, = 3 on S,. 
Hence the gradient off # 0 along S, and therefore, by the implicit 
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function theorem, Sa is a smooth curwe in R2. Over @ this argument is 
equally valid, and that also explains why the algebraic geometer calls S 
a curve over @. Geometrically, i.e., over R, S is however given by two 
independent real conditions in lR4 and hence has dimension two. 
We next try to determine the “shape” of S. In particular, let us see 
how S fits into the classification of compact orientable surfaces which 
Lipman Bers already discussed earlier during our Conference. You will 
recall that the basic shapes of such objects are the sphere with g-handles 
(Fig. 1). 
Q @a 
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FIGURE 1 
To investigate this problem, let us project S onto its first variable X. 
Clearly this projection, say 7, maps S onto C and the inverse image of a 
point x E Cc consists of all y = (1 - a?)lj3. Thus two types of situations 
arise: 
(a) If x3 = 1, then V”(X) consists of one point. 
(b) If x3 # 1 then V-~(X) consists precisely of the three cube roots 
of 1 - X3. 
In Fig. 2 I have tried to illustrate the situation. 
FIGURE 2 
Over a region such as A, S has three disjoint copies of A, while over a 
region such as B, S has essentially just one copy of B. How this all fits 
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together is admittedly a little mind-boggling but locally there is no 
difficulty. Near the branch points (the cube roots of 1) one argues as 
follows. Let p be such a cube root so that p3 = 1. Then near p write 
x = p + et so that 
1 - x3 = 1 - (p + c)” = -3p% . (1 + (l/P)6 + (1/3p2)G}. 
Hence near p, y is given by 
where a, = (-3~~)l/~p # 0 and the power series converges for small E. 
Thus near 7~-lp, the projection rr looks essentially like the map y +y3 
which sends the unit disk into itself. (In other respects the point +p is 
however quite undistinguished on S, for we already know that S has no 
singular points!) 
Before assembling S out of the little disks of Fig. 1, we should first 
come to grips with the fact that S is not compact. Clearly as we march to 
co in x, say along the integers x = 1,2, 3,..., every one of the three 
inverse images under n in S will also march to co on S. 
However a remedy is again close at hand. Just as the Gauss Sphere, 
that is the surface of genus zero, is obtained by adding “one point at co” 
to C, so in order to obtain a closed surface S we expect to add three 
points to S. This turns out to be correct, but care has to be taken to 
establish this fact. Essentially we have to check that our point at co is not 
“ramified relative to VT” the way the cube roots 1, p, pa were. For 
instance consider the equation 
y2 + x3 = 1 (*‘) 
instead of (*). Here the solution set S’ clearly looks like two sheets spread 
out over the @-plane, ramified at 1, p, p2 as before, but in this case 
I claim that one should add only one point at co, to obtain a smooth closed 
surface s’. 
Now how is all this to be understood and not only by the inspired but 
also by us, the simple minded ? 
The technique that reduces these questions to a routine computation 
again starts with an abstraction, the so-called projective space CP, , which 
plays the role of the Gauss Sphere in dimension two. 
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If in @3 we remove the origin and then identify two triples (x, y, x) and 
(x’, y’, z’) of c3 - 0, if and only zf there exists a X E C - 0 with 
w, Ay’, AZ’) = (x, y, z), 
the resulting space is called the complex projective space of dimension two 
and is notated @P, . 
Notice that the map 
69 Y) + 6% Y9 1) (‘1 
imbeds @ x @ into @Pz and that the complement of this @ x @ in @Pz 
is given by the class of (x, y, 0), that is, by a @PI , which in turn is 
precisely @ u co, i.e., our “Gauss Sphere.” Thus the spaces @Pz etc., 
which are easily seen to be compact, are indeed the natural higher 
dimensional analogs of the Gauss Sphere. 
Once we are aquainted with this concept it naturally suggests that we 
consider the set PS of points in CP, on which the homogenous equation 
x3 + y3 = 23 
is satisfied. Indeed this set is again easily seen to be compact and obviously 
agrees with our S on @ x @ C uZP, , because there, z can be taken to be 
equal to unity. 
Thus our PS is certainly a “compactification” of S, but now the 
question arises in what sense PS is to be understood as a surface, whether 
it is smooth etc. In short the question one encounters here is, to what 
extent and in what sense can one extend the calculus from C2 to CP, . 
Actually the answer is quite simple: Let 
U, = {(x, y, z) E Cl’, with x # 0}, 
U, = {(x, y, z) E Cl’, withy # 0}, and 
U, = {(x, y, z) E CP, with r # O}. 
Then, by our earlier remark U, , Cl,, U, are each isomorphic to 
@ x C and between them they cover all points of CP, . Thus to do the 
calculus on CP, one simply has to work three times as hard as in C x @; 
one has to study all phenomena in each of the three coordinate patches: 
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U, , U, , and U, . To illustrate: Using the plausible names for our 
variables, e.g. (y, x in U, , etc.), the equation 
x3 + y3 = 2 
is satisfied precisely on the sets 
x3+y3=1 in U,, 
x3 + 1 = x3 in U, , 
l+y3=z3 in U,, 
and, since each of these defines a smooth curve (by our old method of 
proof in C x C), PS is indeed a smooth object. Furthermore the points at 
cm of x3 + y3 = 1 now appear plainly in both U, and U, as the points 
where x = 0, i.e., where X, respectively y, range over - 1, --p, -p2. 
We test this procedure next for the equation 
y2+x3= 1. 
Here the homogeneous version is 
y?z + x3 = x3 
and its manifestations on U, , U, , U, are 
y2 + x3 = 1 on U, , 
z + X3 = .z3 on U,, 
y2X + 1 = x3 on U,. 
Hence the point at co of y2 + x3 = 1 appears in U, alone as the point 
z = 0, x = 0. 
After this long detour, we may return to our curve S. What we have 
learned is that PS E @P, is a smooth compact surface of @P2 and that PS 
is obtained from S by adding three points at co. Thus: 
PS = Suplm vp,m vp3m. 
In short, PS is S, our closed version of S, and we can finally turn to our 
main global problem, which now can be formulated in the form: 
What is the genus (number of handles) of S? 
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Alas, we aren’t quite there yet. First we need to check that S is 
orientable, that is, that s can be covered by little real coordinate disks so 
that on the overlap the Jacobian is positive. At this stage another mag- 
nificent quality of the complex numbers (and complex analytic functions) 
makes its appearance. The point is that, if 
Cd = f(4 
is an analytic function of the complex variable z, then the Jacobian = 
det(afi/&,) of the coordinate transformation of real and imaginary parts 
of w  to the real and imaginary parts off, is always 20, and >0 when 
f ‘(4 # 0. 
I leave the proof of this fact to you, and, armed with it, we can now 
easily prove the orientability, by first finding a good complex coordinate 
near each point of 5’. Indeed x will do near all points which are not over 
branch points for n, and at these y will do. Finally, at 00 in PS, z will do, 
but here one could easily argue that orientability is not affected by 
removing a few points, so that 5 orientable => S orientable. So then, S 
is orientable and our question concerning its genus is legitimate. Note 
further that along the way of proving this, we have actually noted that: 
(1) not only the calculus but really the whole theory of complex variables 
makes sense on PS, and (2) that orientability is automatic for such 
complex analytic beings. 
But let me now really turn to the problem of identifying the shape, i.e., 
genus of S, and here I will again take the most “uninspired” way out. 
I will not try to make you imagine hoeo PS really looks, although it 
would be a good exercise to do so; rather I will apply to this problem the 
oldest inaariant of topology, and as you will see this invariant will 
reduce the question to the simplest arithmetic. In a sense then this is 
actually the most inspired method, only it is not our inspiration that is 
needed, only that of Euler. 
The invariant of a surface I want to use goes back to Euler, is called 
its “Euler number,” and is computed as follows: 
Consider a “triangulation” of a smooth surface: into 01~ curvilinear 
triangles, and let 01~ denote the number of edges and LY,, the number of 
vertexes. 
For instance, for the Gauss Sphere (Fig. 3) we could take the triangula- 
tion with 01~ = 6, 01~ = 9, and 01,, = 5. The number 
e = 01~ --1r"z 
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FIGURE 3 
is then called the Euler number of the triangulation, and, as was already 
essentially known to Euler, the following theorem is valid: 
THEOREM 2. The Euler number of a triangulation of a surface X is 
independent of the triangulation. Thus e(X) is well defked, and this invariant 
of X is related to the genus of X by the formula 
e(X) = 2 - 2g(x). 
For instance for the Gauss Sphere we find by Fig. 3 that 
e&PI) = 5 - 9 + 6 = 2. 
Therefore to determine the shape of S it is sufficient to compute its 
Euler number, and this is now easy to do in view of our geometric 
understanding of s spread over the Gauss Sphere (Fig. 2). 
We triangulate @PI = C u co, say as indicated in Fig. 3, but any 
refinement of that triangulation will also do. Now since our branch points 
are vertexes in the triangulation, it is easy to see that the inverse image of 
the triangulation under r is a triangulation of S and simply counting we 
see that the number d, (of that triangulation) is related to the 01~ of the 
initial triangulation of OX’, by the relation: 
iii, = 3$ ) zi, = 3cL, ) d, = 3a!, - 3 x 2. 
The 3 x 2 of course corrects for the fact that the three branch points 
were covered only once rather than three times. These equations lead to 
e(S) = 3e(@P,) - 3 x 2, 
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so that from e(CP,) = 2 we get 
e(S) = 0. 
Thus we have shown that: S is of the type of a torus, and our original S 
looks like a torus with three points deleted. 
Let us test this procedure, which goes back to Hurwitz, I believe, on 
a few more examples. For instance for the equation 
y2+x3 = 1, 
a triangulation count gives: 
&i, = 2Ly2 ) Ei, = 2or, ) a, = 2oro - 4 x 1 
because there are now four branch points. Hence 
e(S) = 2e(@P,) - 4 x 1 
= 0. 
(*‘I 
Thus S’ is again a torus while S is now a torus with one point removed. 
Actually much more can be said; namely, the torus is the shape of the 
generic polynomial of degree three in the following sense. 
THEOREM 3. Consider the polynomials in two variables p(x, y) of 
degree three, whose associated homogeneous polynomial in three variables 
p(x, y, z) vanishes on a nonsingular surface in s(p) C CP, . These poly- 
nomials then form a generic set, and S(p) is of the shape of a torus. 
To prove this, one just has to show that (1) the nonsingularity of S(p) 
can be written down in terms of polynomials in the coefficients of p, and 
(2) that nearly all polynomials have topologically isomorphic shapes. 
Then it is easy to see that these polynomials form a connected set, and of 
course on a connected set the Euler number cannot change so that it is 
sufficient to compute it for one example. 
In the same spirit we can now believe the following solution of our 
initial question. 
THEOREM 4. The generic polynomial in two variables of degree n, has 
for its compacti$ed solution set in 6ZP, , a surface of Euler number 
e(S) = ne(CP,) - n(n - 1) 
= -n(n - 3). 
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Indeed, all we really need to do is to apply our procedure to the 
equation 
xn +y” = 1 
which is only ramified over the nth roots of one, and therefore clearly 
leads to the equation for e(S) given above. Q.E.D. 
So much for my main example. I wanted to cover it in great detail, so 
that you would not only be exposed to some of the concepts and tech- 
niques of topology and algebraic geometry, but also learn a useful fact 
which isn’t as generally known as it should be. 
Let me point out, for instance, that the moment one tackles higher 
order partial differential equations, our theorem becomes very pertinent, 
and this is especially so in the study of hyperbolic equations a la 
Petrovsky [I]. 
But I will not try to propagandize for this fledgling result in topology 
here. Rather, I would like to show you an application of the full grown 
topology to number theory which is maybe the most spectacular 
achievement of recent mathematics. 
To explain this development let me sketch in the extensions of those 
concepts we have already met which will be needed later on. 
First of all the notion of a smooth surface has its natural extension in 
the notion of smooth n-manifold. For our purposes, let us make do with 
this definition of such an object. 
A subset ill, of RN is called a smooth n manifold, ;f in the vicinity of 
each point p E M, , M, is the level set of N - n, smooth functions {fa} whose 
gradients are independent at p in the sense that the matrix (1 i3fU/i3xi (j j = 
1 ,..., N has rank, N - n atp. 
On such Mm’s one can locally describe points by n parameters, i.e., 
they are locally isomorphic to Iw x, but usually not globally so. Hence the 
calculus can be extended from W to Mn, but with care and usually more 
work, as global conditions have to be checked in many coordinate 
patches. These manifolds are also the natural habitat, in the view of the 
pure mathematician, of objects like tensor-fields, densities etc. 
Now then, once we understand these n-manifolds, what about their 
“shape.” Unfortunately already for n = 3 no complete list of shapes, 
such as in dim 2, can be constructed. We therefore have to get by with 
partial results, and it becomes even more vital than in dimension two 
to find a fairly good set of invariants of these shapes. A first candidate 
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is the Euler number, and it is clear how to extend its definition. Namely, 
we cut M, into (lag (curvilinear triangles of dim n) and let CQ , i < n be 
the number of i dimensional curvilinear triangles (called i-simplexes in 
the jargon of topology) which occur in such a triangulation. Then we set 
and hope that e(M) turns our to be independent of the triangulation. 
Of course here it becomes even highly nontrivial whether such a triangula- 
tion exists, but it does, and indeed the Euler number is an invariant 
ofMn. 
Next we might hope for more invariants as the dimension increases; 
and this is also true, though none of them are ever quite as tractable as 
Euler’s. Let me just describe one of these invariants for it points the way 
for all of “cohomology theory.” 
I already remarked that the calculus carries over to M, . In particular 
one can speak of differentials or line integrals, if you prefer, on M, . 
Thus a differential w  on M, induces a differential 
on each coordinate patch. 
Now just as in UP, we can also speak of exact differentials, i.e., one 
whose integral Jc w  along the curve c depends only on the endpoints of c 
when c is perturbed a little bit. They satisfy the condition that for every 
one of their local manifestations 
(aaJax,> - (&zj/axi) = 0. 
Again, just as in UP, any C” function f on M, has a differential df 
which is clearly exact. On the other hand, unlike the case in W, it is not 
any more true that every exact form is df for some function. This fact 
leads to the vector space of interesting line integrals, 
Hl(M”) = exact differentials/gradients of functions, 
and a very instructive exercise for all of you not steeped in these matters 
would be to convince yourselves that on a surface 
dim W(M) = 2 genus (M). 
Thus for surfaces dim W(M) is just as good an invariant as the Euler 
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number was, except of course, a priori, harder to compute. Now 
returning to M, , I think you can see how the land lies-one might hope 
to define for every k < n vector spaces 
P(M) = exact k-dim volume integrals/trivially exact k-dim volume integrals 
and hope for finite dimensionality when M is compact. Well all this can 
be done, as was suggested by Eli Cartan and leads one to the so-called 
de Rham Cohomology of M, . In terms of these slightly more elaborate 
invariants of shape, our old friend the Euler number is expressed as 
follows: 
e(M,) = 1 (-1)i dim W(M,J, 
and this expression proves its invariance as no choices are involved in the 
right-hand side. 
Let me next show you a marvelous phenomenon discovered by 
Lefschetz in the twenties which will play a fundamental role in the 
application to algebra and number theory I want to explain. 
First we note that the change-of-variable formula in the calculus leads 
to an induced homomorphism 
H”(N) _HLct) H”(M) 
for every smooth function 
(Note that the arrows are reversed, the characteristic contravariance of 
cohomology.) In particular then if f: M + M is a map of M into itself, 
then 
H”(f): Hk(M) --f H”(M) 
is a linear endomorphism and its trace is well defined whenever Elk(M) 
is finite-dimensional, and, therefore in particular, when M is compact. 
Now what Lefschetz observed is the following remarkable fact: 
number of fixed points off = 1 (-I)% trace Hk(f) 
Here of course p E M is fixed under f if f (p) = p, and the formula 
607/x6/2-3 
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above is literally true only if the fixed points are “orientable” and 
“nondegenerate”, in the sense that, at each fixed point p, we have 
det( 1 - (8f/ax,)( p)) > 0. 
{xJ being focal coordinates centered at p andf being locally expressed by 
the fi - CThus 4f (P)> = fdx>*) 
Now this formula is a joy in itself but I really don’t have time to explore 
it with you. Rather let me stop here with “topology” and return, in a 
sense, to our original problem of looking at the shape of the solution set 
to a polynomial, or a number of polynomial equations, but this time more 
from the point of view of number theory. 
The number theorist is in the final analysis interested in the integer 
solutions of a set of equations, but over the years he has developed great 
insight into how to localize such problems to each prime and then put 
the local information together again. For him the field ZP , of the integers 
modp, is therefore of profound interest, and he has by now a large body 
of algebraic information about it. Furthermore, much of our previous 
discussion makes sense over any field k; e.g., we can define the projective 
space kP, of dim n for every field k, just as we did before by taking 
as points of kP, the rays in k n+l. Also, given a finite number of homo- 
genous polynomials pi ,..., p, in (n + 1) variables we can study the 
solution points over k: 
S, C kP, where all pi = 0; 
and in algebraic geometry one tries to study this situation by analogy with 
what was found over the field @. Of course the matter is delicate. Simple 
phenomena over @ turn out to split into many cases in characteristic p. 
In fact the situation is reminiscent of the step from classical to quantum 
mechanics, so that what was found in the “real world of C,” is only a 
hint of what happens in characteristic p. 
With this preamble we are about ready to explain the “Weil Conjec- 
tures” which have pointed the way for so much of this development in 
the last 30 years, and which were solved only last year by a young 
Belgian mathematician, Deligne, using all the machinery built over the 
past 20 years by Grothendieck and his school of algebraic geometry. 
The problem deals with a set of homogenous polynomial equations 
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with coefficients in ZP , and the problem is again to describe the solutions 
of (* *) over ZP and its various extension fields. 
Now ZD has up to isomorphisms precisely one extension field [F, of 
order pk for each k. Let us therefore set 
S, = number of solutions of (**) in E,P, , 
and combine these integers into the formal counting series, 
Z(t) = f  y  . 
k=O 
(R) 
At first sight (and even at second!) there is very little that can be said 
about (R). After all, each Sk is computed by a difficult combinatorial 
procedure. 
On the other hand if one knows a little algebra and a little topology and 
has a great imagination, as A. Weil had, then it is not hard to guess at 
some quite explicit properties of Z(t). 
The algebra we need to know is this: 
(1) The role of @ in the classical theory is always played by the 
algebraic closure of the field in which the equations have their coefficients. 
(2) The algebraic closure, zP , has an automorphism F: &, + &, , 
given by sending x ---t xp, which has the property, that the fixed set of Fk 
acting on $ is isomorphic to the field IIF, . 
By the way, here is a nice example of the richness of characteristic p: 
The rather dull complex conjugation, taking us from @ to @ and having 
IF! as its fixed set is, in this framework, replaced by the much more 
flamboyant “Frobenius automorphism” F. 
With this information at hand we can trivially reinterpret the number 
Sk in the following manner: Let s denote the set of solutions of (**) in 
$P, . Since the coefficients of the defining set of equations are in ZP 
and hence fixed under F, this transformation acts on 3, and we clearly 
have: 
S, = number of fixed points of Fck) acting on 3. 
Well, the cat is out of the bag now. In this formulation the topologist 
of course is reminded of the Lefschetz fixed point formula. 
Indeed if F were an endomorphism of a compact manifold X, and if we 
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could assume that all fixed points of all iterates are transverse and 
orientable, then by the Lefschetz formula we would have: 
number of fixed points FL = 1 (-l)i trace {IIP(F)}~. 
Hence if {c+} and (01~) run over the eigenvalues of Hi(F): Hi(X) -+ Hi(X) 
with i even and i odd, respectively, then the above gives 
number of fixed points Fk = 1 aok - c aok, 
e 0 
and hence for the formal series in question: 
Z(F, t) s c 
(number of fixed points Fk)tk 
= log 
I-w - t4 
k I-IU - tao) * 
It follows that in this topological situation we would have the relation: 
eZ(F.t) = 
I-m - t4 
n(l - ta,) ; 
i.e., the exponential of 2 would be a rational function oft and the number 
of factors on top and on bottom correspond to the dimension of the even 
and odd cohomology of X, respectively. 
Well, Andre Weil saw all this many years ago (see [4]) and conjectured 
that there should be finite dimensional vector spaces Hi(s) associated to 
the set 3 with the Lefschetz property etc., and therefore that finally the 
counting series should have the desired property (***). In fact he went 
further. Using an even deeper analogy with the algebraic situation over 
@, where X is a complex submanifold of 07, and therefore has very 
special properties, he conjectured that the Eigenvalues 01 of F on 
Hi(s) would have the bound 
Well as I said, this assertion was proved only last year by P. Deligne 
in a tour de force of combined techniques. The rationality of eztt) had 
been proved earlier, and I refer you to [2] for a very short history of the 
subject. 
Finally let me point out, again by earlier work of Deligne, that this 
solution of the Weil conjecture also implies the truth of the celebrated 
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“Ramanujan Conjecture” in number theory. This conjecture asserts 
that in the formal power series 
Ll = x fi (1 - 9)24 
V&=1 
the coefficient T(P) of a+ (p a prime) satisfies the inequality 
I T(P)1 d 2P11’2. 
Of course it is a nontrivial and very beautiful story to see how this 
completely elementary conjecture is related to our main discussion, but I 
have neither the time nor really the expertise to make that connection 
for you. Rather I herewith rest my case for the fascination of pure 
mathematics, and, although all of this is far removed from turbulence, 
field theory and the many questions we have been hearing about, I am 
deeply convinced that uncanny relationships, such as the path from the 
Ramanujan Conjecture to the Lefschetz Formula, are still to be found in 
our subject and some of these may yet prove very useful in the more 
applied world. In fact, I would not be too surprised if discrete modp 
mathematics and the p-adic numbers would eventually be of use in the 
building of models for very small phenomena. 
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