It has appeared recently that the underlying degree distribution of networks may play a crucial role concerning their robustness. Previous work insisted on the fact that power-law degree distributions induce high resilience to random failures but high sensitivity to attack strategies, while Poisson degree distributions are quite sensitive in both cases. Then much work has been done to extend these results.
INTRODUCTION
It has been shown recently-see, for instance, Albert and Barabási [2002] ; Dorogovtsev and Mendes [2002] ; Newman [2003b] ; Strogatz [2001] ; Watts and Strogatz [1998] -that most real-world complex networks have nontrivial properties in common. In particular, the degree distribution (probability p k that a randomly chosen node has k links, for each k) of most real-world complex networks is heterogeneous and well fitted by a power law, that is, p k ∼ k −α , with an exponent α between 2 and 3 in general. This property has been observed in many cases, including Internet and Web graphs [Faloutsos et al. 1999; Govindan and Tangmunarunkit 2000; Tangmunarunkit et al. 2001 Tangmunarunkit et al. , 2002 Broido This work was supported in part by the European MAPAP SIP-2006-PP-221003 project, the French ANR MAPE project, the MetroSec (Metrology of the Internet for Security and Quality of Services (http://www.laas/fr/∼METROSEC)) project, and the GAP (Graphs, Algorithms and Probabilities) project. Authors' addresses: C. Magnien, M. Latapy, and J.-L. Guillaume, LIP6, CNRS et UPMC, case 169, 4 place Jussieu, 75252 Paris Cedex 05, France; email: {clemence.magnien, matthieu.latapy, jean-loup. guillaume}@lip6.fr. Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies show this notice on the first page or initial screen of a display along with the full citation. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, to republish, to post on servers, to redistribute to lists, or to use any component of this work in other works requires prior specific permission and/or a fee. Permissions may be requested from Fig. 1 . Size of the largest connected component as a function of the fraction of randomly removed nodes (failures) and nodes removed in decreasing order of node degrees (classical attacks). We will define properly these different kinds of networks in Section 2.2. For technical details on our plots, see Section 2.4.
and Claffy 2001; Pastor-Satorras et al. 2001; Magoni and Pansiot 2001; Chang et al. 2001; Willinger et al. 2002; Chen et al. 2002; Yook et al. 2002; Bu and Towsley 2002; Adamic and Huberman 2000; Kumar et al. 1999; Broder et al. 2000; Laura et al. 2003 ], social networks [Liljeros et al. 2001; Newman 2001a; 2001b; Ebel et al. 2002; Jin et al. 2001] , and biological networks [Kohn 1999; Uetz et al. 2000; Jeong et al. 2000; Farkas et al. 2003 ].
In most cases, the existence of a path in the network from most nodes to most others, called connectivity, is a crucial feature. For instance, in the case of the Internet, it means that computers can communicate; in the case of the Web it means that one may reach most pages from most others by following hyperlinks; and in the case of social networks it conditions the ability of information and diseases to spread. Note that connectivity may be a desirable feature (e.g., in the case of the internet), or an unwanted one (in the case of virus propagation, for instance), depending on the application under focus.
Networks are subject to damages (either accidental or not) which may affect connectivity. For instance, failures may occur on computers, causing removal of nodes in Internet graphs. Likewise, in social networks, people can die from a disease, or people deemed likely to propagate the disease can be vaccinated, which corresponds to node removals. For the study of these phenomena, accidental failures may be modeled by removals of random nodes or links in the considered network, while attacks may be modeled by removals following a given strategy.
Networks of different natures may behave differently when one removes nodes or links. The choice of the removed nodes or links may also influence significantly the obtained behavior. This has been confirmed in the famous article by Albert et al. [2000] , in which the authors considered networks with Poisson and power-law degree distributions, and then removed nodes either randomly (failures) or in decreasing order of their degree (attacks).
1 They estimated the impact by the size of the largest connected component (i.e., the largest set of nodes such that there is a path in the network from any node to any other node of the set) when a given fraction of nodes are removed.
They obtained the results presented in Figure 1 , which shows that networks with power-law degree distributions behave significantly differently from ones with Poisson distributions: in particular, they are very resilient to random failures, but very sensitive to attacks. This particularity is now referred as the Achille's heel of the Internet [Nature 2000; Barabási 2003 ]. In the case of a social network on which one wants to design vaccination strategies, it means that one may expect better efficiency by vaccinating people with the highest number of acquaintances than with random vaccination [Dezsö and Barabási 2002; Pastor-Satorras and Vespignani 2002; Cohen et al. 2003a; Holme 2004] .
Important efforts have then been made to give analytic results based on mean-field approximations completing the experimental ones; see, in particular, [Cohen et al. 2000 [Cohen et al. , 2001a [Cohen et al. , 2003b Callaway et al. 2000; Newman 2003a ; Albert and Barabási 2002] . Our aim here is to present these results in detail, to deepen them with new results, and to discuss their implications. In particular, we give results concerning failures and attacks on links, as well as results on finite cases, which have received little attention. We also compare the two different approaches for the study of power-law networks proposed in Cohen et al. [2000 Cohen et al. [ , 2001a Cohen et al. [ , 2003b and Callaway et al. [2000] and Newman [2003a] .
This article may therefore be considered as an in-depth survey of the main results of the field, with the aim of unifying the different approaches and questions that have been studied, which leads to the introduction of some new results.
This article is organized as follows. Section 2 is devoted to preliminaries, which consist of definitions and models, of methodological discussions, and of some preliminary results. Sections 3 and 4 deal with failures and attacks, respectively. We present classical results of the field, as well as several new results which aim at improving our understanding of the phenomena under consideration. Finally, we give an in-depth discussion and synthesis of our understanding of the field in Section 5.
A more complete and detailed version of this article is available online. 2 This extended version is in general more detailed than this current version. In particular, it contains the proofs of all results, which are omitted here for brevity. It also contains an additional section studying the behaviors of several real-world complex networks, and comparing them to expected behaviors from theory.
PRELIMINARIES
Before entering the core of the article, we need to cover some important preliminaries. They consist of definitions and results, mainly concerning probability distributions and models, but also methodological aspects. This section should be read carefully before the rest of the article since important notions are introduced and discussed.
Let us first insist on the fact that most results in this article are obtained using approximations, aimed at simplifying the computation. These approximations are valid in the limit of networks with large sizes. They typically consist of neglecting the difference between N and N ± n when n is small compared to N, or of supposing that random values are equal to the average. More subtle approximations are also done, belonging to the mean-field approximation framework, classical in statistical mechanics and widely used in the context of complex networks.
It is important to understand that the results are valid only in this framework, as we have no formal guarantee that all approximations are valid. This is why we will always explicitly point out the approximations we make, and compare analytic results to experiments.
Poisson and Power-Law Distributions
A probability distribution is given by the probability p k , for all k, that the considered value is equal to k. The sum of all p k must be equal to 1.
A Poisson distribution is characterized by p k = e
, where z is the average value of the distribution. The probability of occurrence of a value x in such a distribution therefore decays exponentially with its difference |z − x| to the average, which means that, in practice, all the values are close to this average.
A power-law distribution with exponent α is such that p k is proportional to k −α . In such distributions, the probability of occurrence of a value x decays only polynomially with x. This implies that, though most values are small, one may obtain very large values. In the whole article we will generally consider exponents between 2 and 4, which are the relevant cases in our context (see Section 1.2).
We will consider here two types of power-law distributions, which are the most widely used in the literature: discrete and continuous power-law distributions. They are both defined by their exponent α and their minimal value m.
A continuous power law is a Pareto distribution, that is, 
). We will mainly use this form in the sequel but at some points we will switch back to the continuous form.
A discrete power-law distribution is
In such a distribution, therefore, p k is exactly proportional to k −α for all k ≥ m. In order to simplify the computation, we will always take m = 1 for discrete power-law distributions in this article. This implies that C = ζ (α), where ζ is the Riemann zeta function defined for α > 1 by
−α . Discrete and continuous power-law distributions each have advantages and drawbacks. For instance, continuous power laws are easier to use in experiments and discrete ones are more rigorous for small values. For a more complete discussion on the advantages and drawbacks of discrete and continuous distributions, see, for instance, Dorogovtsev and Mendes [2001] , and Cohen et al. [2001b] . We will use both of them in the sequel, and discuss their differences.
2.1.1. Bounded Distributions. Given a distribution p k as defined above, one may sample a finite number N of values from it. In such a sample, there is a maximal value K. Therefore, the actual distribution of the values in this sample, p k (N), is slightly different from p k . In particular, for all k > K, p k (N) = 0 (while in general p k > 0). We will therefore call these distributions bounded distributions. We detail below important properties of bounded distributions.
The maximal value K among a sample of N values from a given distribution p k is a random variable, and it is possible to give the exact formula for its expected value: let X 1 , . . . , X N be the values sampled from the distribution, and let Y = max i=1..N X i . Y then has the following distribution:
It is the probability that all values are lesser than or equal to K, minus the probability that all values are lesser than K, that is, the probability that all values are lesser than or equal to K and at least one is equal to K. However, deriving numerical values for the expected value of this random variable is too intricate. We will therefore use an approximation.
LEMMA 2.1 (COHEN . For a given distribution p k such that p k > 0 for all k, the expected maximal value K among a sample of N values can be approximated by
PROOF. The claim is equivalent to
, which means that K is such that there is only one value larger than K in the sample. Moreover, this value must be exactly equal to K; otherwise there would be only one value larger than K + 1 and we would have
This result may be used in practice to approximate iteratively the expected maximal value K among a sample of N values by setting K = 0 and increasing it until
. For continuous power-law distributions, we can obtain the following
We performed experiments to compute the maximal value for samples of size N = 100 000, for the three types of distributions we consider. Our approximations are quite accurate, and we will therefore use them in the rest of the article.
An important point to notice is that, for all the distributions we consider here, the expected maximal among N sampled values grows sublinearly with N. The above approximation explicitly states it for continuous power laws, and one may also check the discrete power-law and Poisson cases. As we will see, this is important for some approximations we will make in the following.
Sampling N values from a distribution also induces an expected distribution of the N values p k (N) which is different from the original distribution p k .
where K is the expected maximal value, related to p k and N by Lemma 2.1.
The application of this result to the three cases of interest is straightforward. 
and they diverge in all the other cases.
LEMMA. For a discrete power-law distribution with exponent α, the first two moments of the expected distribution of a sample of N values can be approximated by 
Although the difference between the distributions themselves is small (the ratio between a bounded and an unbounded distribution is approximately N/(N − 1)), this is not the case for the moments of these distributions. In practice, we can notice that, for Poisson distributions, the values of the first and second moments are almost identical for bounded and unbounded distributions, while there is a noticeable difference for power-law distributions. This can be understood as follows: these differences are strongly related to the quantities These observations will explain in the following why in some cases theoretical predictions for the finite case and for the infinite limit are almost identical for Poisson networks and quite different for power-law networks.
Modeling Issues
In this section we detail the models of networks we will consider, then discuss the modeling of failures and attacks we will use. We finally present results concerning the connectivity of random networks, which will play a key role in the sequel.
2.2.1. Random Networks. Given an integer N and a distribution p k , one can easily generate a network taken uniformly at random among the ones having N nodes and degree distribution p k . Indeed, it is sufficient to sample the degree of each node with respect to p k , then to attach to it as many stubs as its degree, and finally to construct links by choosing random pairs of stubs.
3 This model is known as the configuration model [Bender and Canfield 1978] and is widely used in the literature; see, for instance, Bollobás [1985] ; Reed [1995, 1998 ], and Aiello et al. [2000] . We will call random networks all networks obtained using it. 4 If one chooses a Poisson distribution of average z then one obtains an equivalent of the Erdös-Rényi model [Erdös and Rényi 1959] in which the network is constructed from N initially disconnected nodes by adding M = z N 2 links between randomly chosen pairs of nodes. One then obtains a network taken uniformly at random among the ones having N nodes and M links.
As already discussed in the Introduction, the degree distribution of a network may be seen as responsible for some of its most important features (like robustness). Studying random networks with prescribed degree distributions is therefore a key issue. These networks are particularly well suited for formal analysis, and most formal results obtained on complex networks in the literature, including the ones on robustness, rely on this modeling; this is why we use it here.
We will focus on three classes of networks, namely, the ones with Poisson, continuous power-law, and discrete power-law degree distributions, which we will call Poisson networks, continuous power-law networks, and discrete power-law networks, respectively.
In our experiments, we will consider Poisson networks with average degree z between 1 and 8, because for z < 1 the networks do not have a giant component (see Section 2.2.3 and Lemma 2.10), and we have observed that the behaviors for z ≥ 8 are very similar to and easily predictable from the ones observed for z = 8. Concerning power-law networks, we will always take the minimal degree m equal to 1, which fits most realworld cases. We will consider exponents between 2 and 4 because below 2 the average degree is infinite (see Lemmas 2.6 and 2.8) and above 4 the network has only small connected components, as we will see below (see Lemmas 2.11 and 2.12). Moreover, most real-world cases fit in these ranges.
Failures and Attacks.
There are many ways to model various kinds of failures and attacks. We will focus here on removals of nodes or links. We will suppose that failures are random, in contrast to attacks, which follow strategies.
Random node failures are series of removal of nodes chosen at random. Equivalently, one may choose a fraction of the nodes at random and then remove them all. Likewise, random link failures consist of the removal of links chosen at random.
Attacks, on the other hand, follow a strategy for removing nodes or links. We then say that we observe an attack following this strategy. For instance, we presented in the Introduction the most famous strategy, which consists of removing nodes in decreasing order of their degrees. We will call this the classical attack, and we will define other strategies in Section 4.
Notice, moreover, that, when one removes a node, one also removes all the links attached to it. This leads to the link point of view of node failures and attacks, which consists of observing the fraction of links removed during node removals.
For these various strategies, we want to observe the resilience of networks, which requires one to use a criterion to capture the impact of failures or attacks on a network. We will here consider the fraction of nodes in its largest connected component as a function of the number of nodes or links removed. This captures the ability of nodes to communicate: the smaller this fraction, the greater the impact of the removals.
Largest Connected Component.
In many cases, the largest connected component of a random network contains the most nodes of the network. More precisely, depending on the underlying degree distribution, the size of the largest connected component may scale linearly with the size of the network. The network is then said to have a giant component.
There actually exists a precise and simple criterion on the degree distribution of a random network to predict if this network will have a giant connected component or not. Since most of the results we will discuss later in this contribution rely on an appropriate use of this criterion, we recall it here. 
This theorem has been rigorously proved in Molloy and Reed [1995] and Aiello et al. [2000] and has been proved in the mean-field approximation framework in Cohen et al. [2000] and Newman [2003a] .
This result can be applied to the three kinds of networks we consider here (since their maximal degree is sublinear, as explained in Section 2.1), which gives the following results which are very simple conditions under which the random networks we consider have a giant component. 
> 2 (a numerical evaluation gives α < 3.48).
Mean-Field Framework and Generating Functions
As already emphasized at the beginning of Section 2, most results in this article are made using approximations, valid in the mean-field framework. We detail below some which deserve attention. We then present the generating function framework, which makes it possible to embed these approximations in a powerful formalism.
2.3.1. Mean-Field Approximations in Random Networks. The fact that stubs are linked fully at random in a random network is a feature which has important consequences in our context. In particular, when one removes a link chosen at random in such a network, this is equivalent to the removal of two stubs at random, and so the obtained network is still random (with a different degree distribution in general). Likewise, when one removes a node, the obtained network is also random.
Mean-field approximations are very helpful in the study of random networks since they allow one to neglect some correlations which would be very hard to handle.
Consider a random network that is large and sparse (the probability for two randomly chosen nodes to be linked together is almost zero) and with small maximal degree compared to its size (this will always be the case in our context). Then, given any node, called the source, the probability that two of its neighbors are directly linked together is negligible. Likewise, if we take all the nodes at distance 2 of the source then the probability of having a link between two of them is very small and may also be neglected. So does the probability of having a link from a node at distance 2 to more than one node at distance 1, or to the source. Continuing this reasoning, the network may be considered locally as a tree: any subnetwork composed of the nodes at a distance lower than a given finite value is a tree if the size of the network tends toward infinity.
The approximation above neglects very small probabilities, or equivalently considers the limit where the size of the network tends toward infinity.
In the same manner, it is known that any random network with a maximal degree lower than k N almost surely has no loops or multiple links [Chung and Lu 2002; Burda and Krzywicki 2003] . Likewise, Theorem 2.9 is formally true only for networks with maximal degree less than N 1/4 . These conditions might not be true for all the networks under consideration; however, we will consider that the networks do not possess loops and multiple links and that Theorem 2.9 can be applied.
The mean-field framework allows another important approximation which comes from the fact that there is no distinction between choosing a stub at random and following a link at random from a random starting node. Indeed, since links are formed by pairs of randomly chosen stubs, it makes in principle no difference.
One consequence is that we suppose that there is no correlation between the degree of a node and the degrees of its neighbors, that is, that the random starting node we choose has no impact on the neighboring node we will reach. This is indeed true when the maximal degree is below N min(1/2,1/(α−1)) [Burda and Krzywicki 2003 ]. We will neglect the possible correlations, even if the above condition is not fulfilled.
This approximation may be used to describe the degree distribution of neighbors of nodes, in other words, the degree of a node reached by starting from a randomly chosen node and following one of its links chosen at random. According to the mean-field approximation above, this is equivalent to choosing a random stub, and therefore the probability that a random stub belongs to a given node is proportional to this node's degree, that is, the probability of reaching a node of degree k is proportional to k p k . The sum of these probabilities must be equal to 1; we therefore obtain the following probability:
We can derive from this the probability q k that a neighbor of a node has k other neighbors, which will be useful in the sequel. It is nothing but the probability that a node obtained by following a link has k + 1 neighbors, and so
2.3.2. Basics on Generating Functions. Generating functions, also called Formal Power Series, are powerful formal objects widely used in mathematics, computer science, and physics. They encode series of numbers (
Operations on the series of numbers then correspond to operations on the associated functions. See Wilf [1994] for an introduction.
The application of generating functions to the random network context is presented in detail in Newman et al. [2001] . Using them to encode series of probabilities (like for instance degree distributions), the authors showed how mean-field approximations may be embedded with the help in this formalism. Once this is done, it is possible to manipulate the associated notions efficiently and easily. We give an overview of this approach below, following the notations in the above reference.
We begin by encoding the degree distribution p k by the generating function G 0 :
This function is an encoding of the whole distribution:
this is true for all generating functions encoding distributions of probabilities), and the average is given by k = ∞ k=1 k p k = G 0 (1). Going further, let us consider the generating function G 1 for the number of other neighbors of a node chosen by following one random link of a randomly chosen node. This number is distributed according to q k , defined in Equation (1). We then have
We give now a few results on generating functions which will play an important role. These results are rewritings of results in Callaway et al. [2000] and Newman [2003a] . They aim at expressing the existence of a giant component in terms of generating functions.
Let us consider a random network with degree distribution p k encoded in G 0 . Let us suppose that some of its nodes (respectively, links, i.e., pairs of stubs) are marked. All marked nodes are to be removed; we are therefore interested in clusters of unmarked nodes, that is, sets of unmarked nodes such that there exists a path composed only of unmarked nodes (respectively, links) between any two of them. We are interested in the existence of a giant such cluster.
Let us consider a node reached by following a random link, that is, a node obtained by picking a random stub. Consider the number of unmarked nodes that can be reached from this node by following links between unmarked nodes (respectively, unmarked links) only. Two cases may occur: either the chosen node (respectively, stub) is marked, in which case the cluster is of size zero, or it is unmarked. Let us denote by r k the probability that it is unmarked and has k other stubs, and by F 1 (x) the corresponding generating function:
Note that the case where the chosen node (respectively, stub) is marked plays no role in F 1 (x). Note also that F 1 (1) is the fraction of unmarked nodes (respectively, links) in the network. This result is very powerful and general. To compute the fraction of nodes (respectively, links) to remove from a network in order to ensure that the resulting network contains no giant component, it is sufficient to give an expression for F 1 (x) and then to determine the fraction which leads to F 1 (1) = 1. One must, however, keep in mind that it relies on mean-field approximations, and that the formalism sometimes makes it difficult to see exactly when approximations are performed. However, in the current state of our knowledge, these approximations are necessary to derive the results we seek. It is important to pursue the development of exact methods.
Plots and Thresholds
The first main kind of plots we will consider represents the fraction of nodes in the largest connected component of a network as a function of the fraction of removed nodes or links.
5 Figure 1 provides an example. In order to be able to compare the various kinds of networks, we selected two typical exponents for the power law, namely 2.5 and 3, and produced continuous and discrete power-law networks with these exponents, as well as Poisson networks with the same average degrees. These values are summarized in Table I . In our context, it is usual to witness a threshold phenomenon: there exists a critical value p c such that, whenever the fraction of removed nodes (or links, depending on the context) is lower than p c , the network almost surely still has a giant component, whereas whenever the fraction of removed nodes (or links) is greater than p c the network almost surely does not have a giant component anymore. In other words, the threshold is reached when the fraction of nodes in the largest connected component goes to zero (there is no giant component anymore).
For a given finite-size network, the notion of threshold does not make sense: the fraction of nodes in the largest connected component will never be zero. Therefore we have considered that the threshold is reached when the largest connected component contains less than 5 % of all the nodes.
The second main kind of plots represents, for a given node or link removal strategy, the threshold as a function of the average degree for Poisson networks, and the exponent of the power law for power-law networks. We plot experimental results for different sizes of networks (see footnote 5). To help in the comparison between different kinds of networks, we add on to these plots vertical lines at the values quoted in Table I . We also plot the theoretical predictions we obtain, together with experimental results, to make it possible to compare them.
We will see that the experimental results do not always fit analytic predictions very closely. This is influenced in part by the choice considering that a giant component must contain at least 5 % of the nodes, as explained above. But other factors impact this. In the case of random failures, for instance, there is a significant difference between the infinite limit and the finite case, even for large sizes. This is why we present results for both finite cases and the infinite limit when possible. This makes it possible to observe the error due to the asymptotic approximation. More generally, the difference between predictions and numerical values are due to the approximations made in the derivations of the analytic results.
Toward a More Realistic Modeling
Modeling large networks is a complex task and many parameters have to be taken into account. We present here a quick overview of the different types of graph modeling, together with a brief discussion on their advantages and drawbacks. We also present other attack or failures strategies, as well as other definitions of network resilience. Studying all this in detail is, however, out of the scope of this article.
The modeling approach we use here relies on random sampling: given a set of properties, the goal is to choose with uniform probability a graph among the set of all graphs having these properties. This approach has the advantage of allowing one to study precisely the impact of a given property: if a certain behavior is observed on graphs obtained with such a model, then we can conclude that this behavior is a consequence of the studied property. This type of model is also well suited for exact proofs. However, it also suffers from limitations: some properties cannot currently be reproduced by this type of model, for instance, the clustering coefficient.
In this article, we focus on the degree distribution of graphs, and use models producing random graphs with given degree distributions. However, the sole degree distribution cannot reproduce the complexity of networks. It has also been shown that, when the sole degree distribution is taken into account, high-degree nodes tend to be connected to each other, which might not be realistic [Doyle et al. 2005] .
Efforts have therefore been made to study other properties taking into account the tendency of nodes to be linked to nodes of the same degree or not, and incorporate them into random models. This can be captured by the assortativity parameter , degree correlations, which are the probabilities P(d|d ) that a node of degree d is linked to another node of degree d [Boguná et al. 2003; Vázquez and Moreno 2003 ], or by the s(g) parameter which is the normalized sum of d i d j for all links (i, j) [Doyle et al. 2005; Li et al. 2006] .
Some authors have studied network resilience to failures and attacks, in a similar way as what we present in this article, on random networks with degree correlations, see for instance [Vázquez and Moreno 2003] .
Another, and orthogonal, modeling approach consists of taking into account properties that play a role in the construction of a network. For instance, in the case of the Internet, one can consider the way routers work, or other technological or economic constraints. One then iterates an evolution process which respects a set of properties and eventually produces a graph similar to the original network.
This type of approach has the advantage of being able to take into account many properties that cannot be considered in random modeling, for instance, clustering [Watts and Strogatz 1998; Kleinberg 2000; Dorogovtsev et al. 2000; Dorogovtsev and Mendes 2002; Klemm and Eguiluz 2002; Holme and Kim 2002] . This makes it relevant for producing graphs for simulation purposes. However, the evolution rules can create graph structures that are hard to characterize, and in the end the properties of the obtained graphs are not always fully understood. A simple example of this is the preferential attachment model , which produces trees (if new nodes create a single link) or graphs with no nodes of degree 1 (if new nodes create more than one link). These models therefore do not yet allow us to study formally the impact of some topological properties of the networks. Also, in the case of optimization models, it is not always easy to find interesting parameters to optimize. Therefore, this approach is complementary to the first one.
The HOT framework, for Heuristically Optimal Topology, belongs to this approach. This framework has been mainly used in the context of the Internet [Doyle et al. 2005; Li et al. 2004] . The authors of these papers proposed rewiring a network with a given degree distribution in a nonrandom fashion which preserves the degree sequence, aiming at optimizing some properties of the networks to mimic real ones, for instance, technological or economical ones. This kind of optimization can also be found in the context of biological systems [Csete and Doyle 2002] .
Concerning network robustness, we only consider here the size of the largest component as an indicator of the state of the network after failures or attacks. However, other approaches have been introduced. Latora and Marchiori [2001] and Holme et al. [2002] used the efficiency, also called average inverse geodesic length, which is very similar to the average distance but allows one to consider disconnected networks. In a similar fashion, Park et al. [2003] introduced the diameter-inverse-K (DIK) measure, which also allows one to take into account disconnected graphs and for connected graphs allows one to distinguish between short or large average distance. Crucitti et al. [2003] , considered that using shortest paths can put a higher load on some nodes, which can increase when failures or attacks occur. In consequence, each node is associated with a given capacity that cannot be exceeded without a loss of efficiency of the node, which forces the use of longer paths. This concept has mainly been used for cascading failures and attacks.
More specific measures have also been introduced. In particular, in the case of the Internet, nodes and links carry some demand and the efficiency of the network can be estimated by its capacity to carry it. Li et al. [2004] and Doyle et al. [2005] defined the maximal throughput based on the bandwidth of nodes, a routing matrix, and the traffic demand for all nodes. In the case of the Internet, high-degree nodes are at the periphery of the network and the fragility of the network lies more on the low-degree core nodes than on these periphery nodes.
Some attack strategies based on these measures of importance have also been introduced. Holme et al. [2002] , for instance, compared the removal of highest-degree nodes with the removal of highest-betweenness nodes. Furthermore, the order of removal can be either chosen before any removal occurs, or recalculated after each removal.
Finally, more complex types of failures and attacks, like cascading failures, have been considered in the literature, for instance, in Crucitti et al. [2004a Crucitti et al. [ , 2004b 
RESILIENCE TO RANDOM FAILURES
The aim of this section is to study the resilience of random networks to random failures. Recall that random node (respectively, link) failures consist of the removal of randomly chosen nodes (respectively, links).
We will first consider random node failures on random networks (Section 3.1). Then, in order to deepen our understanding, we will consider these failures from the link point of view (Section 3.2): what fractions of the links are removed during random node failures? Finally, we will consider random link failures (Section 3.3).
Random Node Failures
In this section, we first present a general result on random node failures, independent of the type of underlying network, as long as it is a random network. We sketch the two main proofs of this result and apply it to the cases under consideration. Figure 2 displays the behaviors observed.
There is a fundamental difference between Poisson and power-law networks: in the Poisson case the giant component is destroyed when a fraction of the nodes significantly lower than 1 has been removed, whereas in the power-law cases one needs to remove almost all nodes. The aim of this section is to formally confirm this, and give both formal and intuitive explanations of this phenomenon.
3.1.1. General Results. Our aim here is to prove the following general result, which gives the value of the threshold for random node failures. 
Notice that this theorem states that in some cases p c might be less than zero. But we have.
According to Theorem 2.9, this implies that the network almost surely has no giant component. In this case, the notion of threshold therefore has no meaning. Theorem 3.1 has been derived in different ways in the literature. The two main methods were proposed in Cohen et al. [2000 Cohen et al. [ , 2003b and in Callaway et al. [2000] and Newman [2003a] . We detail both approaches below.
The proof in Cohen et al. [2000 Cohen et al. [ , 2003b relies on the fact that random node failures on a random network lead to a network which may still be considered as random (with a different degree distribution). Therefore, by computing the degree distribution of this network and its first and second moments, one can use the criterion in Theorem 2.9 to decide if there is still a giant component or not.
PROPOSITION 3.2 (COHEN ET AL. 2000, 2003B). In a large random network with degree distribution p k , after the removal of a fraction p of the nodes during random node failures the degree distribution p k ( p) is given by
and the first and second moments of the degree distribution p k ( p) are
The proof of Theorem 3.1 is direct using using Theorem 2.9 and Proposition 3.2. The other proof [Callaway et al. 2000; Newman 2003a ] relies on the use of generating functions (see Section 2.3), each node being marked as absent with probability p and as present with probability 1 − p.
Recall that F 1 (x) is the generating function for the probability of finding an unmarked (i.e., present) node with k (marked or unmarked) other neighbors at the end of a randomly chosen link. In our case, F 1 (x) therefore is
where G 1 (x) = ∞ k=0 q k x k is the generating function for the probability of finding a node with k others neighbors at the end of a randomly chosen link, defined in Section 2.3. We can then prove Theorem 3.1 as a direct consequence of Theorem 2.13: from Theorem 2.13, the threshold p c is reached when F 1 (1) = 1, which is equivalent here to (1 − p c )G 1 (1) = 1. From the expression of G 1 (x) (see Section 2.3) we can then derive the result.
The Cases of Poisson and
Power-Law Networks. Theorem 3.1 is valid for any random network, whatever its degree distribution. To study the behavior of Poisson and powerlaw networks in case of random node failures, we therefore only have to apply it to these cases, both for finite networks with N nodes and finite networks with size tending towards infinity. Comparison with simulations will be provided at the end of the section.
COROLLARY 3.3. For large Poisson networks with N nodes and average degree z, the threshold p c for random node failures is given by
where K is the maximal degree or the network, related to p k and N by Lemma 2.1.
COROLLARY 3.4 (COHEN ET AL. 2000). For Poisson networks with size tending toward infinity and average degree z, the threshold p c for random node failures is
p c = 1 − 1 z .
COROLLARY 3.5 (COHEN ET AL. 2000). For large continuous power-law networks with N nodes, exponent α and minimal degree m, the threshold p c for random node failures is
p c = ⎧ ⎪ ⎪ ⎪ ⎨ ⎪ ⎪ ⎪ ⎩ 1 − 2−α 3−α m − 1 −1 , if α > 3 1 − 2−α α−3 mN 3−α α−1 − 1 −1 , if 2 < α < 3 1 − 2−α 3−α mN 1 α−1 − 1 −1 , if 1 < α < 2.
COROLLARY 3.6 (COHEN ET AL. 2000). For continuous power-law networks with size tending toward infinity, exponent α and minimal degree m, the threshold p c for random node failures is
p c = 1 − 2−α 3−α m − 1 −1 , if α > 3 1, if 1 < α < 3.
COROLLARY 3.7. For large discrete power-law networks with N nodes and exponent α, the threshold p c for random node failures is given by
p c = 1 − H (α−1) K H (α−2) K − H (α−1) K , where H (α) K = K k=1 k −α
is the Kth harmonic number for α , where K is the maximal degree or the network, related to p k and N by Lemma 2.1.

COROLLARY 3.8 (COHEN ET AL. 2000). For discrete power-law networks with size tending toward infinity and exponent α, the threshold p c for random node failures is
.
We plot numerical evaluations of these results in Figure 3 , together with experimental results. We also give in Table II the thresholds for specific values of the exponent and the average degree.
The central point here is to notice that power-law and Poisson networks display a qualitatively different behavior in case of node failures. In theory, power-law networks have a threshold p c = 1 as long as the exponent is lower than 3 (most real-world cases), which means that all nodes have to be removed to achieve a breakdown. On the contrary, for Poisson networks only a finite (i.e., strictly lower than 1) fraction of the nodes has to be removed. This leads to the conclusion that power-law networks are significantly more resilient to node failures than Poisson networks, which confirms the experimental observations discussed in the Introduction. However, this result is moderated by the two following observations. First, Poisson networks may have a quite large threshold when their average degree grows (which appears from both analytic previsions and experiments). Second, and more importantly, power-law networks of finite size N are much more sensitive to failures than what is predicted for the infinite limit. This is already true from the analytic previsions, and even more pronounced for experiments; see Table II .
We may therefore conclude that power-law networks are indeed more resilient to random node failures than Poisson ones, but that the difference in practice is not as striking as predicted by the infinite limit approximations.
Link Point of View of Random Node Failures
As discussed in the preliminaries, one may wonder what happens in networks during random node failures in terms of the number of links removed. The plots of the size of the largest component as a fraction of the number of links removed during random node failures are given in Figure 4 (notice that these plots are nothing but (nonlinear) rescalings of the plots in Figure 2 ). The question we address here therefore is: how many links have been removed when we reach the threshold for random node failures? This is not equivalent to random removals of links, which are studied in the next subsection.
One can evaluate the number of links removed during random node failures as follows.
PROPOSITION 3.9. In large random networks, after the removal of a fraction p of the nodes during random nodes failures, the fraction of removed links is m( p)
PROOF. Let us consider a network in which we randomly remove a fraction p of the nodes. Since the nodes are chosen randomly, we can assume that the same fraction p of the stubs in the network were attached to the removed nodes. Each stub is kept with probability (1 − p); the fraction of pairs of stubs linking nonremoved nodes is therefore (1− p) 2 . This last quantity is the fraction of nonremoved links and 1
is finally the fraction of removed links.
We can now use this result to study the threshold for random node failures in terms of the fraction of removed links.
COROLLARY 3.10. The fraction of links removed at the threshold p c for random node failures in large random networks with degree distribution p k is
The application of these results to the cases of interest is then straightforward. We plot numerical evaluations of the obtained results in Figure 5 , together with experimental results. We also give in Table III the thresholds for specific values of the exponent and the average degree. As expected, these results are not qualitatively different from what is observed from the node point of view. Again, power-law networks are more resilient than Poisson ones, but the difference in practice is not as important as in the predictions.
Notice also that the fraction of removed links is significantly larger at the threshold than the fraction of removed nodes. This is a simple consequence of the fact that removing a node leads to the removal of both its stubs and some of its neighbors.
Random Link Failures
Until now we observed the behavior of random network when nodes are randomly removed. One may wonder what happens when we remove links at random. This may model link failures, just like the random removal of nodes models node failures.
Typical behaviors are plotted in Figure 6 . Just like in the case of random node failures (see Figure 2) , there is a qualitative difference between Poisson and power-law networks. Going further, the plots are very similar to the ones for node failures. We will see that the formal results for both cases are indeed identical.
We give here the threshold m c for random link failures which is actually the same as the one for random node failures (see Theorem 3.1). 
Again there are two proofs for this result, similar to the ones sketched in Section 3.1. We plot numerical evaluations of the obtained results in Figure 7 , together with experimental results. We also give in Table IV the thresholds for specific values of the exponent and the average degree. In principle, these plots and values should be exactly the same as the ones in Figure 3 and in Table II . This is true for the analytic previsions, but experiments differ significantly, which deserves more discussion.
When we consider the size of the largest connected component as a function of the fraction of removed nodes/links (see Figures 2 and 6 ) then it appears clearly that, though the plot seems to reach zero at the same fraction, they do not have the same shape. Since we chose to define the threshold as the value for which the largest connected component reaches 5 % of the total number of nodes, the different shapes give different experimental thresholds.
Finally, the same conclusions as the ones for random node failures hold: powerlaw networks are more resilient to random link failures than Poisson ones, but the difference in practice is not as striking as predicted by the results for the infinite limit.
Conclusion on Random Failures
Two main formal conclusions have been reached in this section concerning the case where the size of the network tends toward infinity. First, as expected from the empirical results discussed in the Introduction, Poisson and power-law networks behave qualitatively differently in case of (node or link) random failures: whereas Poisson networks display a clear threshold, in power-law ones all the nodes or links have to be removed to achieve a breakdown. Second, random link failures are very similar, if not identical, to random node failures. On the other hand, link point of view does not change the observations qualitatively but the fraction of removed links at the threshold is significantly larger than the fraction of removed nodes. This also means that the thresholds for the link point of view of random node failures are larger than the thresholds for random link failures.
The qualitative difference between Poisson and power-law networks leads to the conclusion that power-law networks are much more resilient to random failures.
These results, however, concern only the limit case where the size of the network tends toward infinity. For networks of a given size N, even for very large values of N, the difference between Poisson and power-law networks often is much less striking than predicted. This is even clearer for the link point of view.
RESILIENCE TO ATTACKS
The aim of this section is to study the resilience of random networks to targeted attacks. In our context, an attack consists of node or link removals which are not random anymore; instead, the nodes or links are chosen according to a strategy.
Obviously, one may define many strategies and we already presented one, defined in the initial paper : it consists of the removal of nodes in decreasing order of their degree. We will call this strategy a classical attack.
We will first consider these classical attacks (Section 4.1) on general random networks, and then apply the obtained results to Poisson and power-law networks. In order to deepen our understanding, we will consider these attacks from the link point of view (Section 4.2). We will also introduce new attack strategies (both on nodes and on links) to provide a deeper understanding of classical attacks (Section 4.3).
Classical Attacks
In this section, we first present a general result on classical attacks, independent of the type of underlying network, as long as it is a random network. We then apply this general result to the special cases under concern. Figure 8 displays the behaviors observed for these three types of networks.
As explained in the preliminaries, there is no fundamental difference in the behaviors of Poisson and power-law networks in case of classical attacks: in both cases the largest connected component is quickly destroyed. It is important, however, to notice that Poisson networks are significantly more resilient than power-law ones. The aim of this section is to formally confirm these observations, and give both formal and intuitive explanations. 
where K( p c ) is the maximal degree in the network after the attack, related to p c by Lemma 4.2.
As in the case of failures, there are two main ways to derive this result, proposed in Callaway et al. [2000] and Newman [2003a] and Cohen et al. [2001a Cohen et al. [ , 2003b . They both rely on the following result.
LEMMA 4.2 (COHEN ET AL. 2001a). In a random network with size tending toward infinity and degree distribution p k , after removal of a fraction p of the nodes during a classical attack, the maximal degree K( p) is given by
In order to compute the threshold for random networks with a given degree distribution and size tending toward infinity, one therefore has to first compute the value of K( p c ) using Theorem 4.1, then obtain the value of p c using Lemma 4.2. Note that we will mainly use Lemma 4.2 to compute a fraction of removed nodes given a maximal degree and not the converse.
We now outline the two main proofs available for Theorem 4.1. Fig. 9 . Thresholds for classical attacks. For technical details on our plots and on the computation of thresholds, and for discussions on the origins of differences between experiments and predictions, see Section 2.4.
The first one, from Cohen et al. [2001a Cohen et al. [ , 2003b , is based on the fact that the network obtained after the removal of a fraction p of the nodes during a classical attack is equivalent to a random network on which random link failures occurred.
Indeed, a classical attack has two kinds of effects: it reduces the maximal degree in the network by removing the nodes with highest degree, and it removes the links attached to these nodes. A classical attack removes all the stubs attached to the removed nodes and some other stubs, which were linked to removed stubs. Since pairs of stubs are linked randomly, this is equivalent to randomly removing the correct number of stubs from the subnetwork composed of the nodes which are not removed. If the classical attack removes a fraction p of the nodes, the fraction of stubs attached to removed nodes is s( p) = 1 k ∞ k=K( p)+1 kp k . The probability for any given stub of a remaining node to be linked to a stub of a removed node, and therefore its probability to be also removed, is s( p).
Since links in this subnetwork are constructed by choosing random pairs of stubs, it is also a random network. Moreover, its degree distribution is nothing but the original one with a cutoff (which is the maximal degree after the attack).
Finally, a classical attack is equivalent to random link failures on a random network with known degree distribution. The value of the threshold can therefore be derived from Theorem 3.11 on random link failures. It is then possible to derive from this the result of Theorem 4.1.
The other proof [Callaway et al. 2000; Newman 2003a ] relies on generating functions: the fraction p of nodes of highest degrees are marked as absent, and the others are marked as present.
Recall that F 1 (x) is the generating function for the probability of finding an unmarked (i.e., present) node with k other (marked or unmarked) neighbors at the end of a randomly chosen link. In our case, F 1 (x) therefore is
Theorem 4.1 is a direct consequence of Theorem 2.13 and its application to the cases of interest is straightforward. Numerical evaluations of the obtained results can be done using Lemma 4.2. We plot these evaluations in Figure 9 , together with experimental results. We also give in Table V the thresholds for specific values of the exponent and the average degree.
It appears clearly that both types of networks are very sensitive to classical attacks: only a few percent of the nodes have to be removed to destroy them. Moreover, the thresholds for power-law networks are much lower than the ones for Poisson networks: they are almost one order of magnitude smaller than for comparable Poisson networks. These are certainly the main results on the topic and we will deepen them in the rest of the section.
Link Point of View of Classical Attacks
The classical attack strategy removes highest-degree nodes first. Since in a powerlaw network there are some very-high-degree nodes, this leads in this case to the removal of a huge number of links. One may then wonder if its efficiency on power-law networks is due to the fact that the number of removed links is much larger than in the case of random failures. Likewise, one may wonder if the fact that a classical attack removes many more links in a power-law network than in a Poisson one is the cause of its difference of efficiency on these two types of networks. These explanations actually have been proposed by some authors as an intuitive explanation of the results presented above. Figure 10 displays the behaviors observed for these three types of networks. One can see there that the thresholds for Poisson and power-law networks are much closer than from the node point of view (see Figure 8) . One may also observe that, though there are significant differences, when one removes from power-law networks as many links as needed to destroy a Poisson network with the same average degree, then the size of the largest connected component becomes very small.
It is possible to obtain the following general result.
THEOREM 4.3. In a large random network, the fraction m( p) of links removed when a fraction p of the nodes have been removed during a classical attack is
kp k is the fraction of stubs attached to removed nodes. Theorem 4.3 is valid for any random network, whatever its degree distribution. It makes it possible to compute the fraction of links removed at the threshold for classical attacks. To study the behavior of Poisson and power-law networks, we therefore only have to apply it to these cases. In each case, one first has to compute the (node) Fig. 11 . Thresholds for the link point of view of classical attacks. For technical details on our plots and on the computation of thresholds, and for discussions on the origins of differences between experiments and predictions, see Section 2.4. We plot numerical evaluations of these results in Figure 11 , together with experimental results. We also give in Table VI the thresholds for specific values of the exponent and the average degree.
The results are striking: the thresholds are much larger from the link point of view than from the node point of view (see Table V for comparison). More importantly, while the number of nodes to be removed is much lower for power-law networks than for Poisson ones, the corresponding number of links is similar for both kinds of networks: the links thresholds are similar.
The conclusion from these observations is that the fact that power-law networks are rapidly destroyed during classical attacks may be viewed as a consequence of the fact that many links are removed. It is, however, important to notice that the obtained behavior for power-law networks is not the same as the one obtained if we remove the same number of links at random (see Figure 7 and Table IV for comparison) . Therefore, although the number of removed links is huge and this plays a role in the behavior of power-law networks, this is not sufficient to explain the observed behavior. This means that the links attached to highest-degree nodes play a more important role regarding the network connectivity than random links.
New Attack Strategies
In this section we introduce two very simple new attack strategies, one targeting nodes (Section 4.3.1) and the other targeting links (Section 4.3.2). These strategies are close to random failures. Our aim is not to provide efficient attack strategies, but rather to deepen our understanding of previous results.
These two new attack strategies rely on the following observation. We have seen (Theorem 2.9) that a random network with size tending toward infinity has a giant component if k 2 − 2 k > 0. This is equivalent to the condition p 1 < ∞ k=3 k(k − 2) p k . The fraction of nodes of degree 1 in the network therefore plays a key role. The two attack strategies are based on the idea that increasing this fraction should quickly break the network.
Since our aim here is not to compute the exact value of the threshold, but rather to understand a general behavior, we will only consider in the sequel the case of networks with size tending toward infinity.
4.3.1. Almost-Random Node Attacks. The first attack strategy simply consists of randomly removing nodes of degree at least 2. We call it the almost-random node attack strategy. Figure 12 displays the behaviors observed for the three types of networks under consideration. Although this strategy is barely different from random node failures, it is actually much more efficient than random node failures (see Figure 2 for comparison). In particular, it has a finite threshold for all the types of networks we consider. THEOREM 4.4. The threshold p c for almost-random node attacks for large random networks with degree distribution p k is bounded by
The extension of this theorem to the three types of networks we consider is straightforward. We plot experimental results for the value of the threshold in Figure 13 , as well as the upper bounds given above. We also give in Table VII the thresholds for specific values of the exponent and the average degree.
We recall that our aim here is not to obtain an efficient attack strategy, but to study the ability of a strategy very similar to random failures to have the same qualitative behavior as classical attacks, namely, to display a finite threshold for power-law networks.
In this regard, the values of the thresholds displayed in Table VII are quite large (one has to remove a large fraction of the nodes to destroy the networks), but remain significantly lower than 1 and much lower than the thresholds for node failures (see Table II ). This shows that the efficiency of classical attacks relies in part on simple properties like removing nodes of degree larger than 1.
4.3.2. Almost-Random Link Attacks. The other attack strategy consists of randomly removing links between nodes of degree at least 2. We call it the almost-random link attack strategy. Figure 14 displays the behaviors observed for the three types of networks under concern. Although this strategy is barely different from random link failures, it is actually much more efficient than random link failures (see Figure 6 for comparison). In particular, it has a finite threshold for all the types of networks we consider, which makes it much more efficient on power-law networks: 
The extension of this theorem to the three types of networks we consider is straightforward. We plot experimental results for the value of the threshold in Figure 15 , as well as the upper bounds given above. We also give in Table VIII the thresholds for specific values of the exponent and the average degree. As in the case of almost-random node attacks, the values of the thresholds are quite large but remain significantly lower than 1. Since our aim is still to study the ability of a strategy very similar to random failures to display a finite threshold, this result is satisfactory. This shows that the efficiency of classical attacks relies in part on simple properties like removing links between nodes of degree at least 2.
Going further, one may notice that almost-random link attacks perform better than classical attacks in terms of the number of removed links (see Table VI ). This shows that classical attacks, although they focus on high-degree nodes, actually remove many links connected to nodes of degree 1, which play little role in the connectivity of the network. The simple almost-random strategy, on the other hand, focuses on those links which really disconnect the network.
Conclusion on Attacks
There are two main formal conclusions for this section. First, as expected from the empirical results discussed in the Introduction, power-law networks are very sensitive to classical attacks, much more than Poisson networks. Second, the link point of view shows that many links are actually removed when the thresholds for classical attacks are reached. Moreover, very simple attack strategies close to random node or link failures also lead to finite (and reasonably small) thresholds.
Altogether, these results make it possible to discuss precisely the efficiency of classical attacks. First, although the number of links removed during such attacks is huge, this is not sufficient to explain the collapse of the network. Indeed, the removal of the same number of links at random does not collapse the network. Second, the number of removed links during classical attacks in a Poisson network and in a power-law network are very similar. This moderates the conclusion that power-law networks are particularly sensitive to classical attacks, since in terms of links both are equally robust.
Finally, the almost random attack strategies we introduced show that the efficiency of classical attacks relies strongly on simple properties like removing nodes of degree larger than 1 and links between nodes of degree at least 2.
CONCLUSION AND DISCUSSION
In this contribution, we focused on a set of previously known results which received much attention in the last few years Broder et al. 2000; Cohen et al. 2000 Cohen et al. , 2001a Cohen et al. , 2003b Callaway et al. 2000; Newman 2003a ]. These analytical and empirical results state that, although power-law networks are very resilient to random (node or link) failures and Poisson ones are not, they are very sensitive to a special type of attack (which we call classical attacks) consisting of removing the highestdegree nodes first, while Poisson networks are not. This had led to the conclusion that its power-law degree distribution may be seen as an Achille's heel of the Internet [Nature 2000; Barabási 2003 ].
Our first contribution is to give a unified and complete presentation of these results. Our second contribution is to introduce some new results for cases which received less attention, maybe because these results are less striking. They are, however, essential for deepening one's understanding of this topic. We focused in particular on two aspects: studying the finite case, and studying the link point of view of random node failures, and classical attacks. We also introduced new attacks, very similar to random failures, which allowed us to deepen our understanding of the phenomena at play. Finally, we conducted extensive simulations on random graphs of different types in order to confront them to theoretical results.
All this showed that many of the classical conclusions of the field should be discussed further. We may now put all these results and their relations together to derive global conclusions.
Concerning random node and link failures (i.e., random node and link removals), the striking point is that, although analysis predict completely different behaviors for Poisson and power-law networks, in practice the differences, though important, are not huge (see Tables II to IV) . This is even more pronounced for link failures. This overestimation of the difference was due to the study of the infinite limit and to the approximations made. It may also be a consequence of our choice to consider that a network breakdown occurs when the size of the the giant component reaches 5% of all nodes, but other conventions lead to similar conclusions.
Concerning classical attacks (i.e., removal of nodes in decreasing order of their degree), we have shown that, although the thresholds for power-law networks indeed are very low, and much smaller than the ones for Poisson networks, our other observations tend to moderate this conclusion. Indeed, the number of links removed during a classical attack is huge. When one considers the number of removed links, power-law networks are not more fragile than Poisson ones.
The large number of removed links, though it clearly plays a role, is, however, not sufficient to explain the efficiency of classical attacks: if one removes the same fraction of links randomly, then there is no breakdown. This invalidates the often claimed explanation that classical attacks are very efficient on power-law networks because they remove many links.
Going further, if one removes the same, or even a smaller, fraction of links, but almost randomly (i.e., randomly among the ones which are linked to nodes of degree at least 2) then a breakdown occurs. In terms of the fraction of removed links, classical attacks therefore lie between random link failures and almost-random link attacks, which makes them not so efficient.
Finally, the efficiency of classical attacks resides mainly in the fact that they remove many links, which are mostly attached to nodes of degree larger than 1. Conversely, this explains the robustness of power-law networks to random node failures: such failures often remove nodes of degree 1 and links attached to such nodes.
Another conclusion of interest comes from the study of classical attacks on Poisson networks (which was not done in depth until now). Although these networks behave similarly in the cases of random node failures and classical attacks, it must be noted that their threshold is significantly lower in the second case. This goes against the often claimed assumption that, because all nodes have almost the same degree in a Poisson network, there is little difference between random node failures and classical attacks. This is worth noting, since it reduces the difference, often emphasized, in the behavior of Poisson and power-law networks.
All these results led us to the conclusion that, although random node failures and classical attacks clearly behave differently and though the Poisson or power-law nature of the network has a strong influence in this, one should be careful in deriving conclusions. This is confirmed by our experiments on real-world networks. The sensitivity of networks to attacks relies less on the presence of high-degree nodes than on the fact that they have many low-degree nodes. Conversely, their robustness to failures relies strongly on the fact that, when we choose a node at random, we choose such a node with high probability, and not so much on the fact that high-degree nodes hold the network together. Moreover, the fact that a classical attack on a power-law network removes many links may be considered as partly, but not fully, responsible for the network's rapid breakdown.
Although this article is already quite long, we had to make some choices in the results presented, and there are of course many omissions. We did not mention the various contributions considering other attack strategies and other definitions of the robustness than the size of the giant component. We also ignored random networks with degree correlations, or other types of modeling. For instance, the fact that nodes of real-world complex networks are organized in communities (groups of densely connected nodes) plays a key role. This is also captured in part by the notion of clustering coefficient [Blondel et al. 2008; Gibson et al. 1998; Kumar et al. 1999; Flake et al. 2000 Flake et al. , 2002 Girvan and Newman 2002; Newman 2004; Latapy and Pons 2006] . Studying robustness of networks with more subtle properties than degree distributions would therefore be highly relevant, but most of the work on that remains to be done.
Finally, let us insist once more on the necessity of developing formal results to enhance our understanding of empirical results. There is no doubt that experiments provide much understanding and intuition about phenomena of interest. The need for rigor and for a deeper understanding of what happens during these experiments is, however, strong. It led to several approaches to analyzing them. The main ones in our context were developed in Cohen et al. [2000 Cohen et al. [ , 2001a Cohen et al. [ , 2003b , Callaway et al. [2000] , and Newman [2003a] . They all rely on mean-field approximations, and we gave here the details of the underlying approximations and assumptions. Such an approach is definitively rigorous, but is not formal. Obtaining exact results, or even approximate results, with formal methods would be another improvement. Some results in that direction have begun to appear [Bollobás and Riordan 2003 ], but much remains to be done and the task is challenging.
