Spectral stability of Dirichlet second order uniformly elliptic operators  by Burenkov, Victor I. & Lamberti, Pier Domenico
J. Differential Equations 244 (2008) 1712–1740
www.elsevier.com/locate/jde
Spectral stability of Dirichlet second order
uniformly elliptic operators
Victor I. Burenkov, Pier Domenico Lamberti ∗
Dipartimento di Matematica Pura ed Applicata, Università degli Studi di Padova, Via Trieste 63, 35121 Padova, Italy
Received 22 December 2006; revised 27 July 2007
Available online 12 February 2008
Abstract
We prove sharp stability results for the dependence of the eigenvalues of second order uniformly elliptic
linear operators with homogeneous Dirichlet boundary conditions upon domain perturbation.
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1. Introduction
Let Ω be a bounded open set in RN , N  2. We consider second order uniformly elliptic
linear operators of the type
−
N∑
i,j=1
∂
∂xi
(
αij (x)
∂u
∂xj
)
, x ∈ Ω, (1.1)
with homogeneous Dirichlet boundary conditions. We assume that the coefficients αij are
bounded measurable real-valued functions satisfying αij = αji for all i, j = 1, . . . ,N , and the
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N∑
i,j=1
αij (x)ξiξj  θ |ξ |2, (1.2)
for all ξ ∈ RN and for all x ∈ Ω , where θ is a positive constant. We interpret the operator writ-
ten formally in (1.1) as the operator HΩ acting in L2(Ω) and canonically associated with the
sesquilinear form
QΩ(u,v) =
∫
Ω
(
N∑
i,j=1
αij (x)
∂u
∂xi
∂v¯
∂xj
)
dx, (1.3)
for all u,v belonging to the Sobolev space W 1,20 (Ω), as described in Davies [7, §4.4]. In partic-
ular, the domain of the square root H 1/2Ω of HΩ is W
1,2
0 (Ω) and(
H
1/2
Ω u,H
1/2
Ω v
)
L2(Ω) = QΩ(u,v), (1.4)
for all u,v ∈ W 1,20 (Ω). Moreover, HΩ has compact resolvent and its spectrum consists of a
non-decreasing sequence λn[Ω], n ∈ N, of positive eigenvalues of finite multiplicity satisfying
limn→∞ λn[Ω] = ∞. Here each eigenvalue is repeated according to its multiplicity.
This paper is devoted to spectral stability of the operator HΩ .
There are two approaches to the problem of spectral stability. In the first one the dependence of
λn[φ(Ω)] on a given diffeomorphism φ is investigated. This has been done by many authors: see,
e.g., Hale [11], Henry [12], Lamberti and Lanza de Cristoforis [16], Sokolowsky and Zolésio [23]
and the references therein. In particular differentiability and analyticity results with respect to φ
and the corresponding formulas for derivatives and asymptotic expansions have been obtained.
Another approach to the problem is aimed at direct qualified estimates for the difference
λn[Ω1] − λn[Ω2] for general Ω1 and Ω2. Some results of such a type have been proved in
Burenkov and Davies [1], Burenkov and Lamberti [2,3], Davies [6,8], Kozlov [14], Pang [19].
A detailed discussion of these two approaches to the problem of the spectral stability and
relevant results can be found in the survey paper [5].
In this paper we are mostly developing the second approach in the case of the operator HΩ .
We start with describing the result of Davies [8]. Assume that an open set Ω1 is such that the
Hardy-type inequality
∫
Ω1
|u(x)|2
d2(x, ∂Ω1)
dx  c2
(∫
Ω1
∣∣∇u(x)∣∣2 dx + a ∫
Ω1
∣∣u(x)∣∣2 dx), ∀u ∈ C∞c (Ω1), (1.5)
where d(x, ∂Ω1) is the distance of x ∈ Ω1 to the boundary ∂Ω1, is satisfied for some non-
negative constants a, c. For an open set Ω2 satisfying (Ω1)	 ⊂ Ω2 ⊂ Ω1, where (Ω1)	 =
{x ∈ Ω1: d(x, ∂Ω1) > 	}, it is proved that the eigenvalues of the Dirichlet Laplacian satisfy
the inequality
λn[Ω1] λn[Ω2] λn[Ω1] + cn	 2c , (1.6)
1714 V.I. Burenkov, P.D. Lamberti / J. Differential Equations 244 (2008) 1712–1740for all 0 < 	 < 	n where cn and 	n are positive constants (cf. Davies [8, Theorem 13]). In par-
ticular, one obtains a sharp estimate when the open set Ω1 is of class C2 since in this case
inequality (1.5) holds with1 c = 2. Moreover, if Ω1 is of class C2 it is also possible to deal with
arbitrary second order uniformly elliptic operators HΩ with measurable coefficients αij in which
case
λn[Ω1] λn[Ω2] λn[Ω1] + cn	
√
θ
θ1 , (1.7)
where 0 < θ  θ1 are the ellipticity constants. In [8, p. 174] it is conjectured that the exponent√
θ
θ1
is sharp.
In this paper we fix a general family of bounded open sets with Lipschitz continuous bound-
aries and consider an open set Ω1 in such a family. We assume that the derivatives of the
eigenfunctions of HΩ1 belong to Lp(Ω1) for some 2 < p ∞ and we prove that there exist
cn, 	n > 0 such that
λn[Ω1] λn[Ω2] λn[Ω1] + cn|Ω1 \Ω2|1−
2
p , (1.8)
for any open set Ω2 belonging to the same family and satisfying Ω2 ⊂ Ω1, |Ω1 \ Ω2| < 	n.
Here |U | denotes the Lebesgue measure of a set U . In particular, if Ω1 is of class C1,1 and the
coefficients αij are Lipschitz continuous it is possible to choose p = ∞ and to obtain in the
right-hand side of inequality (1.8) the sharp exponent 1 − 2/p = 1 not depending on θ, θ1 as
in (1.7).
We also consider deformations Ω2 of Ω1 not necessarily contained in Ω1. In this case, we as-
sume that Ω1 and Ω2 belong to a general fixed family of open sets for which a uniform estimate
for the Lp-norms of the derivatives of the eigenfunctions holds. In particular, for Lipschitz con-
tinuous coefficients αij and families of open sets of class C1,1 we prove that there exist cn, 	n > 0
such that
∣∣λn[Ω1] − λn[Ω2]∣∣ cn|Ω1 Ω2|, (1.9)
if |Ω1 Ω2| < 	n, where Ω1 Ω2 denotes the symmetric difference of Ω1 and Ω2.
We mention that inequality (1.9) has been proved in the case of Neumann boundary conditions
in [3].
In order to prove these results, we apply the general spectral stability theorem proved in [3],
which is based on the notion of a ‘transition operator.’ In this paper we define suitable tran-
sition operators which enable us to prove our sharp estimates. We start with constructing a
‘pre-transition’ operator T , a linear operator from W 1,20 (Ω1) to W 1,20 (Ω2) possessing a num-
ber of special properties, where Ω1 and Ω2 are open sets with Lipschitz continuous boundaries
satisfying Ω2 ⊂ Ω1. The operator T is then used for defining transition operators from HΩ1 to
HΩ2 for arbitrary Ω1 and Ω2 under consideration and serves as a transition operator if Ω2 ⊂ Ω1.
The second part of the paper is devoted to estimates which hold under much less regularity
assumptions on open sets.
1 If also Ω2 is of class C2 then in Kozlov [14] an asymptotic expansion is obtained: λ1[Ω2] = λ1[Ω1] +A	 + o(	).
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transformation and the coefficients αij are Lipschitz continuous, then there exists c > 0 (inde-
pendent of Ω and n) such that for all n ∈ N
∣∣λn[Ω] − λn[φ(Ω)]∣∣ cλn[Ω]‖φ − id‖W 1,∞(Ω) (1.10)
if ‖φ − id‖W 1,∞(Ω) < c−1 (see also Lamberti and Lanza de Cristoforis [15] for a similar estimate
in the case of the Dirichlet Laplacian). Then by applying estimate (1.10) and transformations
similar to those used in Burenkov and Davies [1], we prove that if Ω1 is an open set of the
Hölder class C0,γ with 0 < γ  1 and the coefficients αij are Lipschitz continuous, then there
exist C,E > 0 such that for all n ∈ N
∣∣λn[Ω1] − λn[Ω2]∣∣Cλn[Ω1]	γ , (1.11)
for all 0 < 	 <E and for all open sets Ω2 satisfying
(Ω1)	 ⊂ Ω2 ⊂ Ω	1 , (1.12)
where Ω	1 = {x ∈ RN : d(x,Ω1) < 	}.
Inequality (1.11) implies that there exists C˜ > 0 such that for all n ∈ N
∣∣λn[Ω1] − λn[Ω2]∣∣ C˜n 2N 	γ . (1.13)
We note that for the Neumann Laplacian an estimate of the type (1.11) was proved in [1].
Namely, it was proved that for each n ∈N there exist cn, 	n > 0 such that
∣∣λn[Ω1] − λn[Ω2]∣∣ cn	γ ,
for all 0 < 	 < 	n and for all open sets Ω2 satisfying (Ω1)	 ⊂ Ω2 ⊂ Ω1 and belonging to the
same Hölder class C0,γ as Ω1. (Dependence of 	n and cn on n was not investigated.)
This paper is organized as follows: in Section 2 we recall the notion of a transition oper-
ator and our general spectral stability theorem; in Section 3 we recall the definition of some
classes of function spaces and open sets; in Section 4 we construct the ‘pre-transition’ opera-
tor T ; in Section 5 we prove the estimates for eigenvalues of the types (1.8), (1.9); in Section 6,
estimate (1.10); in Section 7, estimate (1.11); in Section 8 we compare estimates (1.9), (1.10)
and (1.11).
Some results of this paper have been stated without proof in [2,4,5].
2. General spectral stability theorem
In this section we recall the general stability theorem for non-negative self-adjoint operators,
based on the notion of a transition operator (cf. [3]).
Let H be a non-negative self-adjoint operator in a separable Hilbert space (H, (·,·)H) with
domain Dom(H) dense in H. If H has a compact resolvent, its spectrum is discrete and con-
sists of a sequence λn[H ], n ∈ N, of non-negative eigenvalues of finite multiplicity satisfying
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creasing order and repeated as many times as their multiplicity. The corresponding eigenfunc-
tions will be denoted by ϕn[H ] and it will always be assumed that they form an orthonor-
mal set in H. We shall also denote by Ln[H ] the linear span of ϕ1[H ], . . . , ϕn[H ] and set
L[H ] ≡⋃∞n=1 Ln[H ].
Definition 2.1. Let H1, H2 be two non-empty families of separable Hilbert spaces and B1 =
{H1(H1): H1 ∈ H1}, B2 = {H2(H2): H2 ∈ H2} where H1(H1) and H2(H2) are non-negative
self-adjoint linear operators on H1, H2 respectively, with compact resolvents. Moreover, let
δ :B1 ×B2 → [0,∞) (a measure of vicinity of H1 ∈ B1 and H2 ∈ B2).
Given H1 ∈ B1, H2 ∈ B2 and 0 amn, bmn < ∞, 0 < δ′mn, δ′′mn ∞ for all m,n ∈ N, we say
that a linear operator T12 :L[H1] → Dom(H 1/22 ) is a transition operator from H1 to H2 with the
measure of vicinity δ and the parameters amn, bmn, δ′mn, and δ′′mn (briefly, a transition operator
from H1 to H2), if the following conditions are satisfied:
(i) (T12ϕn[H1], T12ϕn[H1])H2  1 − annδ(H1,H2), n ∈N,
if δ(H1,H2) < δ′nn,
(ii) ∣∣(T12ϕm[H1], T12ϕn[H1])H2 ∣∣ amnδ(H1,H2), m,n ∈N, m = n,
if δ(H1,H2) < δ′mn,
(iii) (H 1/22 T12ϕn[H1],H 1/22 T12ϕn[H1])H2  λn[H1] + bnnδ(H1,H2), n ∈N,
if δ(H1,H2) < δ′′nn,
(iv) ∣∣(H 1/22 T12ϕm[H1],H 1/22 T12ϕn[H1])H2 ∣∣ bmnδ(H1,H2), m,n ∈N, m = n,
if δ(H1,H2) < δ′′mn.
Theorem 2.2. Let B1, B2 and δ be as in Definition 2.1.
1. Assume that for each n ∈ N supH1∈B1 λn[H1] < ∞. Then the following statements are equiv-
alent:
(s1) for each n ∈N there exist cn ∈ [0,∞[ and 	n ∈ ]0,∞] such that the inequality
λn[H2] λn[H1] + cnδ(H1,H2) (2.3)
holds for all H1 ∈ B1 and H2 ∈ B2 satisfying δ(H1,H2) < 	n;
(s2) for each m,n ∈ N there exist amn, bmn ∈ [0,∞[, δ′mn, δ′′mn ∈ ]0,∞] such that for each
H1 ∈ B1 and H2 ∈ B2 there exists a transition operator T12 from H1 to H2 with the
measure of vicinity δ and the parameters amn, bmn, δ′mn, δ′′mn.
2. If T12 is a transition operator from H1 ∈ B1 to H2 ∈ B2 with the measure of vicinity δ and
the parameters amn, bmn, δ′mn, and δ′′mn then inequality (2.3) holds if δ(H1,H2) < 	n with
cn = 2
(
anλn[H1] + bn
)
and 	n = min
{
δ′n, δ′′n, (2an)−1
}
, (2.4)
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δ′n = min1k,ln δ
′′
kl, δ
′′
n = min1k,ln δ
′′
kl . (2.5)
Remark 2.6. Conditions (i)–(ii) in Definition 2.1 can be replaced by the following condition: for
all functions f ∈ Ln[H1] such that ‖f ‖H1 = 1
(T12f,T12f )H2  1 − aˆnδ(H1,H2), (2.7)
if δ(H1,H2) < δˆ′n. Conditions (iii)–(iv) in Definition 2.1 can be replaced by the following condi-
tion: for all functions f ∈ Ln[H1] such that ‖f ‖H1 = 1
(
H
1/2
2 T12f,H
1/2
2 T12f
)
H2  λn[H1] + bˆnδ(H1,H2), (2.8)
if δ(H1,H2) < δˆ′′n . Finally, conditions (i)–(iv) in Definition 2.1 can be replaced by conditions
(2.7)–(2.8). In all these cases, the statement of Theorem 2.2 holds, mutatis mutandis.
In particular, if conditions (2.7) and (2.8) are satisfied, then inequality (2.3) holds with cn
and 	n defined by (2.4) where now an = aˆn, bn = bˆn, δ′n = δˆ′n and δ′′n = δˆ′′n . This observation will
be used in the proof of Theorem 6.18.
3. Classes of spaces and open sets
Given a function f defined on an open set Ω in RN with values in Rm and 0 < γ  1, we say
that f ∈ C0,γ (Ω) if
‖f ‖C0,γ (Ω) = sup
x∈Ω
∣∣f (x)∣∣+ Lipγ f < ∞,
where
Lipγ f = sup
x,y∈Ω
x =y
|f (x) − f (y)|
|x − y|γ .
If γ = 1 we write Lipf for Lip1 f .
For an open set Ω in RN and 1  p ∞, we denote by W 1,p(Ω) the Sobolev space of all
functions u ∈ Lp(Ω) whose weak derivatives ∂u
∂xi
belong to Lp(Ω) for all i = 1, . . . , n, equipped
with the norm
‖u‖W 1,p(Ω) = ‖u‖Lp(Ω) +
n∑
i=1
∥∥∥∥ ∂u∂xi
∥∥∥∥
Lp(Ω)
,
and by W 1,p0 (Ω) the closure in W
1,p(Ω) of C∞c (Ω), the set of all infinitely continuously differ-
entiable functions with compact support in Ω .
Furthermore, if u :Ω → Rm then u = (u1, . . . , um) ∈ W 1,p(Ω) means that u1, . . . , um ∈
W 1,p(Ω), and ‖u‖W 1,p(Ω) =
∑m ‖uk‖W 1,p(Ω).k=1
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open cuboids and {rj }sj=1 be a family of rotations. We say that an open set Ω in RN is of class
C0,γ (M,ρ, s, s′, {Vj }sj=1, {rj }sj=1) if
(i) Ω ⊂⋃sj=1(Vj )ρ , where (Vj )ρ = {x ∈ Vj : dist(x, ∂Vj ) > ρ}, and (Vj )ρ ∩Ω = ∅;
(ii) Vj ∩ ∂Ω = ∅ for j = 1, . . . , s′, Vj ∩ ∂Ω = ∅ for s′ < j  s;
(iii) for j = 1, . . . , s
rj (Vj ) =
{
x ∈RN : aij < xi < bij , i = 1, . . . ,N
}
,
and for j = 1, . . . , s′
rj (Ω ∩ Vj ) =
{
x ∈ RN : aNj < xN < gj (x¯), x¯ ∈ Wj
}
,
where x¯ = (x1, . . . , xN−1), Wj = {x¯ ∈RN−1: aij < xi < bij , i = 1, . . . ,N − 1} and
Lipγ gj M; (3.2)
moreover for j = 1, . . . , s′
aNj + ρ  gj (x¯) bNj − ρ,
for all x¯ ∈ Wj .
We say that Ω is of class C1,γ (M,ρ, s, s′, {Vj }sj=1, {rj }sj=1) if the functions gj are differen-
tiable and the conditions (i)–(iii) above are satisfied with (3.2) replaced by
∥∥∥∥∂gj∂xi
∥∥∥∥
C0,γ (Wj )
M, (3.3)
for all i = 1, . . . ,N .
We also say that Ω is of class C0,γ , C1,γ respectively, if there exist M,ρ > 0, s, s′ ∈ N,
s′  s, a family of bounded open cuboids {Vj }sj=1 and a family of rotations {rj }sj=1 such
that Ω is of class C0,γ (M,ρ, s, s′, {Vj }sj=1, {rj }sj=1), C1,γ (M,ρ, s, s′, {Vj }sj=1, {rj }sj=1) re-
spectively.
4. Pre-transition operator for homogeneous Dirichlet boundary conditions
In Theorem 4.23, given two open sets Ω1,Ω2 of class C0,1 with Ω2 ⊂ Ω1, we construct a
linear operator T :W 1,20 (Ω1) → W 1,20 (Ω2) satisfying a number of conditions which will be used
in the next section to define suitable transition operators from HΩ1 to HΩ2 . In particular, as it will
be clear in the next section, if Ω2 ⊂ Ω1 then the operator T itself will act as a transition operator
from HΩ1 to HΩ2 . The idea is to define an operator T :W 1,20 (Ω1) → W 1,20 (Ω2) such that, for
a suitable open set Ω3 ⊂ Ω2, the function T [u] coincide with u in Ω3, for all u ∈ W 1,2(Ω1);0
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above via |Ω1 \ Ω2|.
Lemma 4.1. Let W be a bounded convex open set in RN−1. Let a ∈ R, D1 > D2 > a and g1, g2
be Lipschitz continuous functions of W to R such that
D2 < g2(x¯) g1(x¯) < D1, (4.2)
for all x¯ ∈ W . Let 0 < δ < D2−a
D1−D2 and
O1 ≡
{
(x¯, xN): x¯ ∈ W, a < xN < g1(x¯)
}
,
O2 ≡
{
(x¯, xN): x¯ ∈ W, a < xN < g2(x¯)
}
,
O3,δ ≡
{
(x¯, xN): x¯ ∈ W, a < xN < (δ + 1)g2(x¯)− δg1(x¯)
}
. (4.3)
Let Φδ be the map of O1 into O2 defined by
Φδ(x¯, xN) ≡
{
(x¯, xN) if (x¯, xN) ∈O3,δ,
(x¯, g2(x¯)+ δδ+1 (xN − g1(x¯))) if (x¯, xN) ∈O1 \O3,δ.
(4.4)
Then
∅ =O3,δ ⊂O2 ⊂O1, |O2 \O3,δ| = δ|O1 \O2|, (4.5)
and Φδ is a bi-Lipschitz homeomorphism of O1 onto O2. In particular, Φδ(∂O1) = ∂O2.
Proof. By (4.2) it follows that
δ <
D2 − a
D1 −D2 <
g2(x¯)− a
g1(x¯) − g2(x¯) ,
for all x¯ ∈ W such that g1(x¯) = g2(x¯). Thus a < (δ + 1)g2(x¯)− δg1(x¯) g2(x¯) g1(x¯), for all
x¯ ∈ W and ∅ =O3,δ ⊂O2 ⊂O1. Moreover,
g2(x¯)−
[
(δ + 1)g2(x¯)− δg1(x¯)
]= δ(g1(x¯)− g2(x¯)),
hence |O2 \O3,δ| = δ|O1 \O2| and (4.5) is proved.
We observe that
Φ
(−1)
δ (x¯, xN) =
{
(x¯, xN) if (x¯, xN) ∈O3,δ,
(x¯, g1(x¯)+ δ+1δ (xN − g2(x¯))) if (x¯, xN) ∈O2 \O3,δ,
(4.6)
and Φδ(O1) =O2, Φδ(∂O1) = ∂O2.
We now prove that Φδ is Lipschitz continuous. To do so it clearly suffices to prove that the
last component (Φδ)N of Φδ is Lipschitz continuous. We set ψ1(x¯, xN) = xN and ψ2(x¯, xN) =
1720 V.I. Burenkov, P.D. Lamberti / J. Differential Equations 244 (2008) 1712–1740g2(x¯) + δδ+1 (xN − g1(x¯)) for all (x¯, xN) ∈ O1 and we observe that ψ1, ψ2 are Lipschitz con-
tinuous functions. Since O1 is the subgraph of a Lipschitz continuous function, it is well known
that there exists L > 0 such that for each x, y ∈ O1 there exists a continuous piecewise lin-
ear curve γ of [0,1] to O1 whose length does not exceed L|x − y| and such that γ (0) = x,
γ (1) = y; moreover we can find a partition 0 = t1 < · · · < tk = 1 of the interval [0,1] where k
is a suitable natural number depending on γ such that γ [0,1] =⋃k−1i=1 [γ (ti), γ (ti+1)] and such
that for each i = 1, . . . , k − 1, either γ (ti), γ (ti+1) ∈ O1 \ O3,δ or γ (ti), γ (ti+1) ∈ O3,δ . Ob-
serve that (Φδ)N is continuous. Hence for each i = 1, . . . , k − 1 there exists hi ∈ {1,2} such that
(Φδ)N(γ (ti+1)) − (Φδ)N(γ (ti)) = ψhi (γ (ti+1)) −ψhi (γ (ti)). Finally, we have
∣∣(Φδ)N(x) − (Φδ)N(y)∣∣ k−1∑
i=1
∣∣(Φδ)N (γ (ti+1))− (Φδ)N (γ (ti))∣∣
=
k−1∑
i=1
∣∣ψhi (γ (ti+1))−ψhi (γ (ti))∣∣
 Lmax{1,Lipψ2}|x − y|.
Hence Φδ is Lipschitz continuous. The proof of the Lipschitz continuity of Φ(−1)δ is similar. 
Lemma 4.7. Let the assumptions of Lemma 4.1 hold. Let Tδ be the map of L1loc(O1) to L1loc(O2)
defined by
Tδ[u] = u ◦Φ(−1)δ , (4.8)
for all u ∈ L1loc(O1).
Then for all p ∈ [1,∞] the restrictions of the map Tδ to Lp(O1), W 1,p(O1), W 1,p0 (O1) re-
spectively, are homeomorphisms of Lp(O1) onto Lp(O2), of W 1,p(O1) onto W 1,p(O2) and of
W
1,p
0 (O1) onto W 1,p0 (O2) respectively. Furthermore,∥∥Tδ[u]∥∥Lp(O2)  ‖u‖Lp(O1), (4.9)
for all u ∈ Lp(O1), and there exists d1 > 0 depending only on N,δ and the Lipschitz constants
of g1, g2 such that ∥∥∣∣∇(Tδ[u])∣∣∥∥Lp(O2)  d1∥∥|∇u|∥∥Lp(O1), (4.10)
for all u ∈ W 1,p(O1). Moreover,
Tδ[u](x) = u(x), (4.11)
for all u ∈ L1loc(O1), x ∈O3,δ .
Proof. Observe that the Jacobian det∇Φδ  δδ+1 > 0. Thus the first part of the statement follows
by changing variables.
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|det∇Φδ| 1.
By formula (4.6) it follows that
∣∣(∇Φ(−1)δ )(x)∣∣
(
N − 1 +
(
δ + 1
δ
)2
+
∥∥∥∥
∣∣∣∣∇g1 − δ + 1δ ∇g2
∣∣∣∣
∥∥∥∥
2
L∞(W)
)1/2
,
for all x ∈O2, hence by the chain rule and by changing variables in integrals it follows that
∥∥∣∣∇(Tδ[u])∣∣∥∥Lp(O2)  δ + 1δ
(√
N + ∥∥|∇g1|∥∥L∞(W) + ∥∥|∇g2|∥∥L∞(W))∥∥|∇u|∥∥Lp(O1), (4.12)
for all u ∈ W 1,p(O1), hence inequality (4.10) is proved.
Equality (4.11) immediately follows by (4.6) and (4.8). 
Lemma 4.13. Let Ω1,Ω2 be open sets in RN of class C0,1(M,ρ, s, s′, {Vj }sj=1, {rj }sj=1),
Ω2 ⊂ Ω1.
Then for each j = 1, . . . , s′ there exists a linear map Tj of L1loc(Ω1 ∩ Vj ) to L1loc(Ω2 ∩ Vj )
satisfying the following conditions:
(1) for all p ∈ [1,∞] the restrictions of Tj to Lp(Ω1 ∩ Vj ), W 1,p(Ω1 ∩ Vj ), W 1,p0 (Ω1 ∩ Vj )
respectively, are homeomorphisms of Lp(Ω1 ∩ Vj ) onto Lp(Ω2 ∩ Vj ), of W 1,p(Ω1 ∩ Vj )
onto W 1,p(Ω2 ∩ Vj ) and of W 1,p0 (Ω1 ∩ Vj ) onto W 1,p0 (Ω2 ∩ Vj ) respectively,
(2) there exist d2, d3 > 0 depending only on N,M,ρ, s, s′, {Vj }sj=1, {rj }sj=1 such that for all
j = 1, . . . , s′ and for all p ∈ [1,∞]
∥∥Tj [u]∥∥Lp(Ω2∩Vj )  d2‖u‖Lp(Ω1∩Vj ), (4.14)
for all u ∈ Lp(Ω1 ∩ Vj ), and
∥∥∣∣∇Tj [u]∣∣∥∥Lp(Ω2∩Vj )  d3∥∥|∇u|∥∥Lp(Ω1∩Vj ), (4.15)
for all u ∈ W 1,p(Ω1 ∩ Vj ),
(3) there exist d4 > 0 depending only on N,M,ρ, s, s′, {Vj }sj=1, {rj }sj=1 and for each j =
1, . . . , s′ an open set Ω3,j ⊂ Ω2 ∩ Vj such that
∣∣(Ω2 ∩ Vj ) \Ω3,j ∣∣ d4∣∣(Ω1 \Ω2)∩ Vj ∣∣ (4.16)
and
Tj [u](x) = u(x), (4.17)
for all u ∈ L1loc(Ω1 ∩ Vj ), x ∈ Ω3,j .
1722 V.I. Burenkov, P.D. Lamberti / J. Differential Equations 244 (2008) 1712–1740Proof. Recall that rj (Vj ) is a cuboid
∏N
i=1]aij , bij [ for all j = 1, . . . , s′, and
rj (Ωh ∩ Vj ) =
{
(x¯, xN) ∈ RN : x¯ ∈
N−1∏
i=1
]aij , bij [, aNj < xN < gh,j (x¯)
}
, (4.18)
for h = 1,2, where gh,j are Lipschitz continuous functions defined on Wj with Lipgj M .
Clearly functions gh,j have a unique extension to Wj and
aNj + ρ2 < g2,j (x¯) g1,j (x¯) < bNj −
ρ
2
, (4.19)
for all j = 1, . . . , s′, x¯ ∈ Wj .
For each j = 1, . . . , s′, we apply Lemma 4.1, with W = Wj , a = aNj , D1 = bNj − ρ/2,
D2 = aNj + ρ/2, g1 = g1,j , g2 = g2,j , and
δ = 1
2
min
j=1,...,s′
ρ
2(bNj − aNj − ρ) . (4.20)
Accordingly, for each j = 1, . . . , s′, we consider the sets O1 = O1,j , O2 = O2,j , O3 = O3,δ,j
defined by (4.3) and the map Tδ = Tδ,j defined by (4.8). Observe that Oh,j = rj (Ωh ∩ Vj ),
h = 1,2. Finally, for all j = 1, . . . , s′, we set
Tj [u] ≡
(
Tδ,j
[
u ◦ r(−1)j
]) ◦ rj , (4.21)
for all u ∈ L1loc(Ω1 ∩ Vj ), and
Ω3,j ≡ r(−1)j (O3,δ,j ). (4.22)
In order to complete the proof it suffices to apply Lemma 4.7. 
Theorem 4.23. Let Ω1,Ω2 be open sets in RN of class C0,1(M,ρ, s, s′, {Vj }sj=1, {rj }sj=1),
Ω2 ⊂ Ω1.
There exists a linear map T of L1loc(Ω1) to L1loc(Ω2) satisfying the following conditions:
(1) for all p ∈ [1,∞] T maps Lp(Ω1) to Lp(Ω2), W 1,p(Ω1) to W 1,p(Ω2), and W 1,p0 (Ω1) to
W
1,p
0 (Ω2),
(2) there exist d5, d6 > 0 depending only on N,M,ρ, s, s′, {Vj }sj=1, {rj }sj=1 such that∥∥T [u]∥∥
Lp(Ω2)
 d5‖u‖Lp(Ω1), (4.24)
for all p ∈ [1,∞] and for all u ∈ Lp(Ω1), and∥∥T [u]∥∥
W 1,p(Ω2)
 d6‖u‖W 1,p(Ω1), (4.25)
for all p ∈ [1,∞] and for all u ∈ W 1,p(Ω1),
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Ω3 ⊂ Ω2 such that
|Ω2 \Ω3| d7|Ω1 \Ω2| (4.26)
and
T [u](x) = u(x), (4.27)
for all u ∈ L1loc(Ω1), x ∈ Ω3.
Proof. The idea of the proof is to ‘paste’ the maps Tj provided by Lemma 4.13. To do so, we
consider a partition of unity {ψj }sj=1 such that ψj ∈ C∞c ((Vj ) 34 ρ) for all j = 1, . . . , s, and such
that
∑s
j=1 ψj (x) = 1, 0 ψj (x) 1 and |∇ψj(x)| d8 for all x ∈
⋃s
j=1(Vj )ρ , where d8 > 0
depends only on N,ρ, s, s′, {Vj }sj=1, {rj }sj=1.
For all j = 1, . . . , s′, let Tj :L1loc(Ω1 ∩ Vj ) → L1loc(Ω2 ∩ Vj ) be as in Lemma 4.13 and for
all s′ < j  s, let Tj be the identity operator on L1loc(Vj ). Then we consider the operator T of
L1loc(Ω1) to L
1
loc(Ω2) which takes u ∈ L1loc(Ω1) to
T [u] =
s∑
j=1
Tj [ψju], (4.28)
for all u ∈ L1loc(Ω1), where it is understood that the function Tj [ψju] is defined to be equal to
zero on Ω2 ∩ V cj . Observe that the support of Tj [ψju] is a compact subset of Vj .
By Lemma 4.13, it easily follows that T is linear and maps Lp(Ω1) to Lp(Ω2), and W 1,p(Ω1)
to W 1,p(Ω2) for all p ∈ [1,∞]. Moreover, if u ∈ W 1,p0 (Ω1) then ψju ∈ W 1,p0 (Ω1 ∩ Vj ) for all
j = 1, . . . , s, and, by Lemma 4.13 and by the definition of Tj , Tj [ψju] ∈ W 1,p0 (Ω2 ∩ Vj ) for all
j = 1, . . . , s. Hence it follows that T [u] ∈ W 1,p0 (Ω2).
Inequalities (4.24) and (4.25) easily follow by Lemma 4.13.
We now prove the second part of the statement. Let Ω3,j be as in Lemma 4.13 for all
j = 1, . . . , s′. We set
B =
s′⋃
j=1
(Ω1 ∩ Vj ) \Ω3,j .
By Lemma 4.13, it follows that
|B|
s′∑
j=1
(∣∣((Ω1 \Ω2)∩ Vj ) \Ω3,j ∣∣+ ∣∣(Ω2 ∩ Vj ) \Ω3,j ∣∣)
 s′(d4 + 1)|Ω1 \Ω2|. (4.29)
We now set
Ω3 ≡ Ω2 \B.
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Tj [u](x) = u(x), for all u ∈ L1loc(Ω1 ∩ Vj ). Hence
T [u](x) =
s∑
j=1
Tj [ψju](x) =
s∑
j=1
ψju(x) = u(x),
for all u ∈ L1loc(Ω1), x ∈ Ω3. Moreover, since Ω2 \ Ω3 ⊂ B , by inequality (4.29) we obtain|Ω2 \Ω3| |B| s′(d4 + 1)|Ω1 \Ω2|. 
5. Sharp estimates of the variation of the eigenvalues via the Lebesgue measure
In this section, we shall apply Theorem 2.2 to the operators HΩ canonically associated with
the sesquilinear forms QΩ defined in (1.3). In the statements below the coefficients αij are fixed
functions. Thus the eigenvalues and eigenfunctions of HΩ depend only on Ω and accordingly
we shall write λn[Ω] ≡ λn[HΩ ] and ϕn[Ω] ≡ ϕn[HΩ ].
Theorem 5.1. Let A,θ,M,ρ > 0, s, s′ ∈ N, s′  s, {Vj }sj=1 be a family of bounded open
cuboids and {rj }sj=1 a family of rotations. For all i, j = 1, . . . ,N , let αij be bounded measur-
able real-valued functions defined on ⋃sj=1 Vj , satisfying αij = αji , ‖αij‖L∞(⋃sj=1 Vj ) A, and
condition (1.2) for all x ∈⋃sj=1 Vj , ξ ∈ RN .
Let 2 < p  ∞, 0 < Mn < ∞ for all n ∈ N, and A = {Ω ∈ C0,1(M,ρ, s, s′, {Vj }sj=1,
{rj }sj=1): ‖ϕn[Ω]‖W 1,p(Ω) Mn for all n ∈N}.
Then for each n ∈ N there exist cn, 	n > 0 depending only on n,N,M,ρ, s, s′, {Vj }sj=1,
{rj }sj=1,A,p,M1, . . . ,Mn such that
λn[Ω2] λn[Ω1] + cn|Ω1 \Ω2|1−
2
p , (5.2)
for all Ω1 ∈A, Ω2 ∈ C0,1(M,ρ, s, s′, {Vj }sj=1, {rj }sj=1) such that |Ω1 \Ω2| < 	n.
Proof. First of all we observe that whatever is γ ∈ ]0,1], in particular if γ = 1, by proper-
ties (i) and (iii) in Definition 3.1 there exists a ball B of radius ρ/2 such that B ⊂ Ω for all Ω ∈
C0,γ (M,ρ, s, s′, {Vj }sj=1, {rj }sj=1), hence λn[Ω] λn[B]. Clearly QB(u,u)AN
∫
B
|∇u|2 dx
for all u ∈ W 1,20 (B). Hence, λn[B]ANνn where νn are the eigenvalues of the Dirichlet Lapla-
cian in B . Accordingly we have
λn[Ω]ANνn, (5.3)
for all n ∈ N and for all Ω of class C0,γ (M,ρ, s, s′, {Vj }sj=1, {rj }sj=1).
Now we apply Theorem 2.2 with
H1 =
{
L2(Ω1): Ω1 ∈A
}
, B1 = {HΩ1 : Ω1 ∈A},
H2 =
{
L2(Ω2): Ω2 ∈ C0,1
(
M,ρ, s, s′, {Vj }sj=1, {rj }sj=1
)}
,
B2 =
{
HΩ2 : Ω2 ∈ C0,1
(
M,ρ, s, s′, {Vj }sj=1, {rj }sj=1
)}
,
δ(HΩ ,HΩ ) = |Ω1 \Ω2|1−2/p. (5.4)1 2
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C0,1(M,ρ, s, s′, {Vj }sj=1, {rj }sj=1) it follows that Ω1 ∪Ω2 ∈ C0,1(M,ρ, s, s′, {Vj }sj=1, {rj }sj=1).
Let T :L1loc(Ω1 ∪Ω2) → L1loc(Ω2) and Ω3 ⊂ Ω2 be as in Theorem 4.23 where Ω1 is replaced
by Ω1 ∪Ω2. Let E0 be the extension-by-zero operator defined on Ω1 ∪Ω2 by
E0u(x) =
{
u(x) if x ∈ Ω1,
0 if x ∈ Ω2 \Ω1,
for all u ∈ L1loc(Ω1). Since E0 :W 1,20 (Ω1) → W 1,20 (Ω1 ∪ Ω2) and T :W 1,20 (Ω1 ∪ Ω2) →
W
1,2
0 (Ω2), we have that T ◦E0 :W 1,20 (Ω1) → W 1,20 (Ω2).
We set
T12 ≡ T ◦E0 (5.5)
and we prove that T12 is a transition operator from HΩ1 to HΩ2 .
To shorten our notation we denote by ϕn,1 the eigenfunctions ϕn[Ω1] of HΩ1 .
For all m,n ∈N
(T12ϕm,1, T12ϕn,1)L2(Ω2)
=
∫
Ω3
T E0ϕm,1T E0ϕn,1 dx +
∫
Ω2\Ω3
T E0ϕm,1T E0ϕn,1 dx
=
∫
Ω3
E0ϕm,1E0ϕn,1 dx +
∫
Ω2\Ω3
T E0ϕm,1T E0ϕn,1 dx
=
∫
Ω1
ϕm,1ϕn,1 dx −
∫
Ω1\Ω3
ϕm,1ϕn,1 dx +
∫
Ω2\Ω3
T E0ϕm,1T E0ϕn,1 dx. (5.6)
Observe that by Theorem 4.23
|Ω1 \Ω3|
∣∣(Ω1 ∪Ω2) \Ω3∣∣ (1 + d7)|Ω1 \Ω2|, (5.7)
hence for all m,n ∈N
∣∣∣∣
∫
Ω1\Ω3
ϕm,1ϕn,1 dx
∣∣∣∣ ‖ϕm,1‖L2(Ω1\Ω3)‖ϕn,1‖L2(Ω1\Ω3)
 ‖ϕm,1‖Lp(Ω1)‖ϕn,1‖Lp(Ω1)|Ω1 \Ω3|1−
2
p
MmMn(1 + d7)1−
2
p |Ω1 \Ω2|1−
2
p . (5.8)
Moreover, by Theorem 4.23
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∣∣∣∣
∫
Ω2\Ω3
T E0ϕm,1T E0ϕn,1 dx
∣∣∣∣
 ‖T E0ϕm,1‖Lp(Ω2\Ω3)‖T E0ϕn,1‖Lp(Ω2\Ω3)|Ω2 \Ω3|1−
2
p
 d25‖E0ϕm,1‖Lp(Ω1∪Ω2)‖E0ϕn,1‖Lp(Ω1∪Ω2)|Ω2 \Ω3|1−
2
p
 d
1− 2
p
7 d
2
5MmMn|Ω1 \Ω2|1−
2
p . (5.9)
Thus by equality (5.6) and inequalities (5.8), (5.9), it follows that
∣∣(T12ϕm,1, T12ϕn,1)L2(Ω2) − (ϕm,1, ϕn,1)L2(Ω1)∣∣
 (1 + d7)1−
2
p
(
1 + d25
)
MmMn|Ω1 \Ω2|1−
2
p , (5.10)
hence conditions (i), (ii) in Definition 2.1 are satisfied for some amn depending only on m,n,N,
s, s′, {Vj }sj=1, {rj }sj=1,A,p,Mm,Mn and δ′mn = ∞, m,n ∈ N.
Next, for all m,n ∈ N, by (1.4)
(
H
1/2
Ω2
T12ϕm,1,H
1/2
Ω2
T12ϕn,1
)
L2(Ω2)
= QΩ2(T12ϕm,1, T12ϕn,1)
=
∫
Ω3
N∑
i,j=1
αij
∂T E0ϕm,1
∂xi
∂T E0ϕn,1
∂xj
dx +
∫
Ω2\Ω3
N∑
i,j=1
αij
∂T E0ϕm,1
∂xi
∂T E0ϕn,1
∂xj
dx
=
∫
Ω3
N∑
i,j=1
αij
∂E0ϕm,1
∂xi
∂E0ϕn,1
∂xj
dx +
∫
Ω2\Ω3
N∑
i,j=1
αij
∂T E0ϕm,1
∂xi
∂T E0ϕn,1
∂xj
dx
=
∫
Ω1
N∑
i,j=1
αij
∂ϕm,1
∂xi
∂ϕn,1
∂xj
dx −
∫
Ω1\Ω3
N∑
i,j=1
αij
∂ϕm,1
∂xi
∂ϕn,1
∂xj
dx
+
∫
Ω2\Ω3
N∑
i,j=1
αij
∂T E0ϕm,1
∂xi
∂T E0ϕn,1
∂xj
dx. (5.11)
Moreover, by Theorem 4.23 and inequality (5.7)
∣∣∣∣∣
∫
Ω1\Ω3
N∑
i,j=1
αij
∂ϕm,1
∂xi
∂ϕn,1
∂xj
dx
∣∣∣∣∣
AN2
∥∥|∇ϕm,1|∥∥Lp(Ω1\Ω3)∥∥|∇ϕn,1|∥∥Lp(Ω1\Ω3)|Ω1 \Ω3|1− 2p
AN2MmMn(1 + d7)1−
2
p |Ω1 \Ω2|1−
2
p (5.12)
and
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∫
Ω2\Ω3
N∑
i,j=1
αij
∂T E0ϕm,1
∂xi
∂T E0ϕn,1
∂xj
dx
∣∣∣∣∣
AN2
∥∥|∇T E0ϕm,1|∥∥Lp(Ω2)∥∥|∇T E0ϕn,1|∥∥Lp(Ω2)|Ω2 \Ω3|1− 2p
AN2d26‖E0ϕm,1‖W 1,p(Ω1∪Ω2)‖E0ϕn,1‖W 1,p(Ω1∪Ω2)|Ω2 \ Ω3|1−
2
p
= AN2d26‖ϕm,1‖W 1,p(Ω1)‖ϕn,1‖W 1,p(Ω1)|Ω2 \Ω3|1−
2
p
AN2d
1− 2
p
7 d
2
6MmMn|Ω1 \Ω2|1−
2
p . (5.13)
Thus by equalities (5.11), (1.4) and inequalities (5.12), (5.13) it follows that
∣∣(H 1/2Ω2 T12ϕm,1,H 1/2Ω2 T12ϕn,1)L2(Ω2) − (H 1/2Ω1 ϕm,1,H 1/2Ω1 ϕn,1)L2(Ω1)∣∣
AN2(1 + d7)1−
2
p
(
1 + d26
)
MmMn|Ω1 \Ω2|1−
2
p , (5.14)
hence conditions (iii), (iv) in Definition 2.1 are satisfied for some bmn depending only on m,n,N,
s, s′, {Vj }sj=1, {rj }sj=1,A,p,Mm,Mn and δ′′mn = ∞.
Finally by Theorem 2.2 and by inequality (5.3), inequality (5.2) follows. 
Remark 5.15. Assume that Ω2 ⊂ Ω1. Then in the proof of Theorem 5.1 we have T12 = T .
We note that T is also a transition operator from HΩ1 to HΩ2 for elliptic operators satisfying
homogeneous Neumann boundary conditions. However, in this case a simpler transition operator
can be used: just the restriction from Ω1 to Ω2 (see [3,4]).
It is well known that if Ω2 ⊂ Ω1 then λn[Ω1] λn[Ω2]. Thus by Theorem 5.1 we immedi-
ately deduce the following corollary.
Corollary 5.16. Let A,θ,M,ρ > 0, s, s′ ∈ N, s′  s, {Vj }sj=1 be a family of bounded
open cuboids and {rj }sj=1 a family of rotations. Let Ω1 be an open set in RN of class
C0,1(M,ρ, s, s′, {Vj }sj=1, {rj }sj=1). For all i, j = 1, . . . ,N , let αij be bounded measurable real-
valued functions defined on Ω1, satisfying αij = αji , and condition (1.2) for all x ∈ Ω1, ξ ∈RN .
Assume that 2 < p  ∞ and ϕn[Ω1] ∈ W 1,p(Ω1) for all n ∈ N. Then for each n ∈ N
there exist cn, 	n > 0 such that inequality (1.8) holds for all Ω2 of class C0,1(M,ρ, s, s′,
{Vj }sj=1, {rj }sj=1) such that Ω2 ⊂ Ω1 and |Ω1 \ Ω2| < 	n.
Remark 5.17. Let 0 < γ  1, Ω1 be an open set in RN of class C1,γ (M,ρ, s, s′, {Vj }sj=1,
{rj }sj=1). Let the assumptions of Corollary 5.16 hold. Moreover, let the coefficients αij be Hölder
continuous functions in Ω1 with the exponent γ . It is well known (cf., e.g., Lieberman [17]) that
in this case the eigenfunctions ϕn[Ω1] have bounded gradients, hence the condition ϕn[Ω1] ∈
W 1,p(Ω1) is satisfied with p = ∞. Thus by Corollary 5.16 it follows that for each n ∈N
λn[Ω1] λn[Ω2] λn[Ω1] + cn|Ω1 \Ω2|, (5.18)
for all Ω2 of class C0,1(M,ρ, s, s′, {Vj }s , {rj }s ) such that Ω2 ⊂ Ω1 and |Ω1 \Ω2| < 	n.j=1 j=1
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we should assume that both Ω1 and Ω2 belong to A.
Corollary 5.19. Let the same assumptions of Theorem 5.1 hold. Let A be a family of open sets
of class C0,1(M,ρ, s, s′, {Vj }sj=1, {rj }sj=1) such that for each n ∈N
sup
Ω∈A
∥∥ϕn[Ω]∥∥W 1,p(Ω) < ∞. (5.20)
Then for each n ∈ N there exist cn, 	n > 0 such that
∣∣λn[Ω1] − λn[Ω2]∣∣ cn|Ω1 Ω2|1− 2p ,
for all Ω1,Ω2 ∈A such that |Ω1 Ω2| < 	n.
Remark 5.21. It may be useful to recall that if Ω is a bounded domain in RN then the eigen-
functions of the Dirichlet Laplacian (but not their gradients in general) are bounded, no matter
whether the boundary of Ω is regular or not. In fact
∥∥ϕn[Ω]∥∥L∞(Ω)  4Nλn[Ω]N2 ∥∥ϕn[Ω]∥∥L1(Ω), (5.22)
for all n ∈ N. This is the inequality of Lindqvist [18]. In particular (5.22) implies that
∥∥ϕn[Ω]∥∥L∞(Ω)  4Nλn[Ω]N2 |Ω| 12 .
In Il’in and Šišmarev [13] it was proved that if the coefficients aij are of class C1,γ with
0 < γ  1 and Ω is a normal domain, i.e. the Dirichlet problem for the Laplace equation has a
solution for an arbitrary continuous boundary value function, then there exists C > 0 (depending
on Ω and the coefficients αij ) such that
∥∥Dαϕn[Ω]∥∥L∞(Ω)  Cλn[Ω]N4 + k2 , (5.23)
for all k ∈N∪ {0}, α ∈ (N∪ {0})N with |α| = k (see also Eidus [9,10], Slobodetski [21], Smolit-
ski [22]).
In Yakubov [25] it was proved that if Ω is a cube then the exponent N4 in the estimate∥∥ϕn[Ω]∥∥L∞(Ω)  Cλn[Ω]N4 (5.24)
is sharp for the class of operators with continuous coefficients αij (see also Yakubov [26]).
It is also known that, for sufficiently smooth domains Ω , in the case of the Dirichlet Laplacian
the estimate (5.24) can be improved by replacing the exponent N4 by the exponent N−14 (see
Šišmarev [20]).
We also recall that if Ω is a circular sector in the plane with central angle β , then for all n ∈N
∇ϕn[Ω] ∈ L∞(Ω) if 0 < β  π ; if π < β < 2π then for all n ∈ N, ∇ϕn[Ω] ∈ Lp(Ω) for all
1 p < 2β
β−π and there exists an infinite number of eigenfunctions ϕn[Ω] such that ∇ϕn[Ω] /∈
Lp(Ω) if p  2β (see Davies [7, Example 6.2.5]).β−π
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known to hold with p = ∞.
Theorem 5.25. Let A,θ,M,ρ > 0, s, s′ ∈ N, s′  s, {Vj }sj=1 be a family of bounded open
cuboids and {rj }sj=1 a family of rotations. For all i, j = 1, . . . ,N , let αij be Lipschitz contin-
uous real-valued functions defined on ⋃sj=1 Vj , satisfying αij = αji , ‖αij‖C0,1(⋃sj=1 Vj )  A,
and condition (1.2) for all x ∈⋃sj=1 Vj , ξ ∈ RN .
Let Ω be an open set in RN of class C1,1(M,ρ, s, s′, {Vj }sj=1, {rj }sj=1). Then the following
statements hold:
(i) For all n ∈ N and for all 2 p < ∞, ϕn[Ω] ∈ W 2,p(Ω) and there exists Mn,p > 0 depend-
ing only on p,n,N,M,ρ, s, s′, {Vj }sj=1, {rj }sj=1,A, θ such that
∥∥ϕn[Ω]∥∥W 2,p(Ω) Mn,p.
(ii) For all n ∈ N and for all 0 μ < 2, ϕn[Ω] ∈ Wμ,∞(Ω) and there exists Mn,μ > 0 depend-
ing only on μ,n,N,M,ρ, s, s′{Vj }sj=1, {rj }sj=1,A, θ such that
∥∥ϕn[Ω]∥∥Wμ,∞(Ω) Mn,μ,
where, for μ = 0,1, Wμ,∞(Ω) denotes the Sobolev space with fractional order of smooth-
ness (see [3]).
Proof. Since Ω is of class C1,1(M,ρ, s, s′, {Vj }sj=1, {rj }sj=1), then for all 2  q < ∞ there
exists Aq > 0 depending only on q,N,M,ρ, s, s′, {Vj }sj=1, {rj }sj=1,A, θ , such that if u ∈
Dom(HΩ) and HΩu ∈ Lq(Ω), then u ∈ W 2,q(Ω) and
‖u‖W 2,q (Ω) Aq
(‖Hu‖Lq(Ω) + ‖u‖W 1,2(Ω)) (5.26)
(see [24, Theorem 3.17(ii), pp. 179–180, Theorem 3.8, p. 164, Theorem 3.15, p. 178]). Then
the statement follows by applying the a priori estimate (5.26) and a bootstrap argument (one can
apply e.g. [3, Theorem 5.1] with p0 = 2, m = 2, Y(Ω) = W 1,2(Ω), see [3] for the analogous
detailed proof in the case of Neumann boundary conditions). 
By combining Corollary 5.19 and Theorem 5.25, we immediately deduce the following.
Theorem 5.27. Let A,θ,M,ρ > 0, s, s′ ∈ N, s′  s, {Vj }sj=1 be a family of bounded open
cuboids and {rj }sj=1 a family of rotations. For all i, j = 1, . . . ,N , let αij be Lipschitz contin-
uous real-valued functions defined on ⋃sj=1 Vj , satisfying αij = αji , ‖αij‖C0,1(⋃sj=1 Vj )  A,
and condition (1.2) for all x ∈⋃sj=1 Vj , ξ ∈ RN .
Then for each n ∈ N there exist cn, 	n > 0 depending only on n,N,M,ρ, s, s′, {Vj }sj=1,
{rj }sj=1,A, θ , such that inequality (1.9) holds for all open sets Ω1, Ω2 in RN of class
C1,1(M,ρ, s, s′, {Vj }sj=1, {rj }sj=1) such that |Ω1 Ω2| < 	n.
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Given an open set Ω in RN and M > 0 we denote by ΦM(Ω) the set of all those bi-Lipschitz
transformations φ of Ω into RN (i.e. φ is injective and both φ and φ(−1) are Lipschitz continuous)
such that the Lipschitz constants Lipφ, Lipφ(−1) of both φ and φ(−1) do not exceed M . We
recall that if φ ∈ ΦM(Ω) then φ(Ω) is an open set, hence, provided that the coefficients αij of
operators (1.1) are defined on both Ω and φ(Ω), we can consider HΩ and Hφ(Ω) and compare
the eigenvalues λn[Ω] and λn[φ(Ω)].
Lemma 6.1. Let U be an open set in RN , A,θ,M > 0. For all i, j = 1, . . . ,N , let αij be Lip-
schitz continuous real-valued functions defined on U , satisfying αij = αji , ‖αij‖C0,1(U) A, and
condition (1.2) for all x ∈ U , ξ ∈ RN . Then there exists c > 0 depending only on N,A, θ,M,
such that
∣∣λn[Ω] − λn[φ(Ω)]∣∣ cmax{λn[Ω], λn[φ(Ω)]}‖φ − id‖W 1,∞(Ω), (6.2)
for all bounded open sets Ω ⊂ U and for all φ ∈ ΦM(Ω) satisfying φ(Ω) ⊂ U and ‖φ −
id‖W 1,∞(Ω) < c−1.
Proof. Let Ω ⊂ U be a fixed bounded open set and φ ∈ ΦM(Ω) be such that φ(Ω) ⊂ U . We set
T12u = u ◦ φ(−1), (6.3)
for all u ∈ W 1,20 (Ω). It is known that T12 is a bijection of W 1,20 (Ω) onto W 1,20 (φ(Ω)). We now
prove that T12 is a transition operator from HΩ to Hφ(Ω) with the measure of vicinity defined
by
δ(HΩ,Hφ(Ω)) = ‖ϕ − id‖W 1,∞(Ω).
By the chain rule it follows that
Qφ(Ω)
(
u ◦ φ−1, u ◦ φ−1)
=
∫
φ(Ω)
(
N∑
i,j=1
αij (y)
∂u(φ−1(y))
∂yi
∂u(φ−1(y))
∂yj
)
dy
=
∫
Ω
(
N∑
i,j=1
αij
(
φ(x)
)( N∑
k=1
∂u(x)
∂xk
∂(φ−1(y))k
∂yi
∣∣∣∣
y=φ(x)
)
·
(
N∑
l=1
∂u(x)
∂xl
∂(φ−1(y))l
∂yj
∣∣∣∣
y=φ(x)
))∣∣det∇φ(x)∣∣dx
=
∫ ( N∑
i,j,k,l=1
(αij ◦ φ)(∇φ)−1ki (∇φ)−1lj
∂u
∂xk
∂u
∂xl
)∣∣det∇φ∣∣dx, (6.4)
Ω
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bian matrix ∇φ.
Observe that
QΩ(u,u) =
∫
Ω
(
N∑
i,j,k,l=1
αij δkiδlj
∂u
∂xk
∂u
∂xl
)
dx, (6.5)
where δki is the Kronecker symbol. Since φ ∈ ΦM(Ω) there exists A1 > 0 depending only on
N,M such that
A−11  ‖det∇φ‖L∞(Ω) A1,
∥∥∣∣(∇φ)−1∣∣∥∥
L∞(Ω) A1,∥∥∣∣(∇φ)−1 − I ∣∣∥∥
L∞(Ω) A1
∥∥|∇φ − I |∥∥
L∞(Ω),∥∥|det∇φ − 1|∥∥
L∞(Ω) A1
∥∥|∇φ − I |∥∥
L∞(Ω), (6.6)
where I is the identity matrix and |B| denotes the Euclidean norm of a matrix B (see, e.g.,
Lamberti and Lanza de Cristoforis [15, Lemma 3.14]).
By equalities (6.4), (6.5), inequalities (6.6), the triangle inequality, the ellipticity condition
(1.2) and equality (1.4) it follows that there exists A2 > 0 depending only on N,A,M such that
∣∣Qφ(Ω)(u ◦ φ−1, u ◦ φ−1)−QΩ(u,u)∣∣

∫
Ω
(
N∑
i,j,k,l=1
|αij ◦ φ − αij |
∣∣(∇φ)−1ki ∣∣∣∣(∇φ)−1lj ∣∣
∣∣∣∣ ∂u∂xk
∂u
∂xl
∣∣∣∣|det∇φ|
+ |αij |
∣∣(∇φ)−1ki − δki∣∣∣∣(∇φ)−1lj ∣∣
∣∣∣∣ ∂u∂xk
∂u
∂xl
∣∣∣∣|det∇φ|
+ |αij |δki
∣∣(∇φ)−1lj − δlj ∣∣
∣∣∣∣ ∂u∂xk
∂u
∂xl
∣∣∣∣|det∇φ|
+ |αij |δkiδlj
∣∣∣∣ ∂u∂xk
∂u
∂xl
∣∣∣∣∣∣|det∇φ| − 1∣∣
)
dx

∫
Ω
(
N∑
i,j,k,l=1
AA31
∥∥∣∣φ(ξ)− ξ ∣∣∥∥
L∞(Ω)
∣∣∣∣ ∂u∂xk
∂u
∂xl
∣∣∣∣
+AA31
∥∥|∇φ − I |∥∥
L∞(Ω)
∣∣∣∣ ∂u∂xk
∂u
∂xl
∣∣∣∣
+AA21
∥∥|∇φ − I |∥∥
L∞(Ω)
∣∣∣∣ ∂u∂xk
∂u
∂xl
∣∣∣∣
+AA1
∥∥|∇φ − I |∥∥
L∞(Ω)
∣∣∣∣ ∂u∂xk
∂u
∂xl
∣∣∣∣
)
dx
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∫
Ω
|∇u|2 dx
A2θ−1δ(HΩ,Hφ(Ω))QΩ(u,u)
= A2θ−1δ(HΩ,Hφ(Ω))
∥∥H 1/2Ω u∥∥L2(Ω), (6.7)
for all u ∈ W 1,20 (Ω).
Observe that if u ∈ Ln[Ω] ≡ Ln[HΩ ] is such that ‖u‖L2(Ω) = 1, i.e. u =
∑n
k=1 αkϕk[Ω]
where
∑n
k=1 |αk|2 = 1, then
∥∥H 1/2Ω u∥∥2L2(Ω) =
∥∥∥∥∥
n∑
k=1
αkλk[Ω]1/2ϕk[Ω]
∥∥∥∥∥
2
L2(Ω)
=
n∑
k=1
|αk|2λk[Ω] λn[Ω].
Hence by inequality (6.7)
Qφ(Ω)(T12u,T12u) λn[Ω] +A2θ−1λn[Ω]δ(HΩ,Hφ(Ω)), (6.8)
for all u ∈ Ln[Ω] satisfying ‖u‖L2(Ω) = 1.
Moreover, by changing variables one can see that
(T12u,T12u)L2(φ(Ω))  1 −
∥∥|det∇φ| − 1∥∥
L∞(Ω)  1 −A1δ(HΩ,Hφ(Ω)), (6.9)
for all u ∈ W 1,20 (Ω) satisfying ‖u‖L2(Ω) = 1.
By inequalities (6.8), (6.9), Remark 2.6 and Theorem 2.2, it follows that there exists A3 > 0
depending only on N,A, θ,M such that
λn
[
φ(Ω)
]
 λn[Ω] +A3λn[Ω]δ(HΩ,Hφ(Ω)), (6.10)
whenever δ(HΩ,Hφ(Ω)) < A−13 . By swapping Ω with φ(Ω) and replacing φ by φ(−1), by the
previous inequality it follows that there exists A4 > 0 depending only on N,A, θ,M such that
λn[Ω] λn
[
φ(Ω)
]+A4λn[φ(Ω)]δ(HΩ,Hφ(Ω)), (6.11)
whenever δ(HΩ,Hφ(Ω)) < A−14 . The statement follows by combining inequalities (6.10),
(6.11). 
Lemma 6.12. Let U be an open set in RN , A,θ,M > 0. For all i, j = 1, . . . ,N , let αij be
Lipschitz continuous real-valued functions defined on U , satisfying αij = αji , ‖αij‖C0,1(U) A,
and condition (1.2) for all x ∈ U , ξ ∈ RN .
Then there exist C1,C2 > 0 depending only on N,A, θ,M, such that
C1λn[Ω] λn
[
φ[Ω]]C2λn[Ω], (6.13)
for all n ∈N, for all bounded open sets Ω ⊂ U and for all φ ∈ ΦM(Ω) satisfying φ(Ω) ⊂ U .
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well-known Min–Max Principle it follows that for all n ∈ N
λn
[
φ(Ω)
]= inf
L⊂W 1,20 (φ(Ω))
dimL=n
sup
v∈W 1,20 (φ(Ω))
v0
Qφ(Ω)(v, v)
(v, v)L2(Ω)
,
λn[Ω] = inf
L⊂W 1,20 (Ω)
dimL=n
sup
u∈W 1,20 (Ω)
u0
QΩ(u,u)
(u,u)L2(Ω)
. (6.14)
For a given v ∈ W 1,20 (φ(Ω)) we set u = v ◦ φ; then by (1.2), (6.4) and (6.6) it follows that
Qφ(Ω)(v, v) =
∫
Ω
(
N∑
i,j,k,l=1
(αij ◦ φ)(∇φ)−1ki (∇φ)−1lj
∂u
∂xk
∂u
∂xl
)
|det∇φ|dx
AA31N3
∫
Ω
|∇u|2 AA31N3θ−1QΩ(u,u)dx. (6.15)
Moreover, by changing variables and by (6.6) it follows that
(v, v)L2(φ(Ω)) A−11 (u,u)L2(Ω). (6.16)
Hence by (6.15) and (6.16) it follows that
Qφ(Ω)(v, v)
(v, v)L2(Ω)
AA41N3θ−1
QΩ(u,u)
(u,u)L2(Ω)
. (6.17)
Thus the existence of a constant C2 > 0 such that the right-hand side of inequality (6.13) holds,
follows by (6.14), (6.17) and by observing that the map of W 1,20 (φ(Ω)) to W 1,20 (Ω) which takes
v ∈ W 1,20 (φ(Ω)) to u = v ◦ φ is a linear isomorphism.
In order to prove the existence of a constant C1 > 0 such that the left-hand side of inequality
(6.13) holds, it suffices to observe that if φ ∈ ΦM(Ω) then φ(−1) ∈ ΦM(φ(Ω)), and to apply the
right-hand side of inequality (6.13) to the transformation φ(−1). 
By combining Lemmas 6.1, 6.12 we immediately deduce the validity of the following.
Theorem 6.18. Let U be an open set in RN , A,θ,M > 0. For all i, j = 1, . . . ,N , let αij be
Lipschitz continuous real-valued functions defined on U , satisfying αij = αji , ‖αij‖C0,1(U) A,
and condition (1.2) for all x ∈ U , ξ ∈RN . Then there exists c > 0 depending only on N,A, θ,M,
such that inequality (1.10) holds for all bounded open sets Ω ⊂ U and for all φ ∈ ΦM(Ω)
satisfying φ(Ω) ⊂ U and ‖φ − id‖W 1,∞(Ω) < c−1.
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In this section we prove estimate (1.11). Note that this estimate is an equivalent to the follow-
ing
∣∣λn[Ω1] − λn[Ω2]∣∣ cndγH (Ω1,Ω2),
where
dH (Ω1,Ω2) = inf
{
	 > 0: (Ω1)	 ⊂ Ω2 ⊂ (Ω1)	
}
is a variant of the Hausdorff distance of Ω2 to Ω1.
We adapt to our case the technique used in Burenkov and Davies [1] for proving the corre-
sponding estimate for the Neumann Laplacian. It will be clear that, in the frame of our general
spectral stability theorem, such a method makes use of suitable transition operators defined by
special diffeomorphisms of the open sets under consideration, which we now describe in detail.
Let Ω be a domain in RN of class C0,γ (M,ρ, s, s′, {Vj }sj=1, {rj }sj=1) with 0 < γ  1.
We consider a partition of unity {ψj }sj=1 such that ψj ∈ C∞c (RN), suppψj ⊂ (Vj ) 34 ρ ,
0  ψj(x)  1, |∇ψj(x)|  d8 for all x ∈ RN and j = 1, . . . , s, where d8 depends only on
N,ρ, s, s′, {Vj }sj=1, {rj }sj=1, and such that
∑s
j=1 ψj(x) = 1 for all x ∈
⋃s
j=1(Vj )ρ .
In [1] the following transformation
φ	(x) = x + 	
s∑
j=1
ξjψj (x), x ∈ RN, (7.1)
where ξj = r(−1)j ((0, . . . ,1)), was considered for 	  0. We consider it for arbitrary 	 ∈R.
Then we have the following variant of Lemma 18 in [1].
Lemma 7.2. Let 0 < γ  1, M,ρ > 0, s, s′ ∈ N, s′  s, {Vj }sj=1 be a family of bounded
open cuboids and {rj }sj=1 be a family of rotations. Let Ω be an open set in RN of class
C0,γ (M,ρ, s, s′, {Vj }sj=1, {rj }sj=1).
Then there exist A1,A2,E1 > 0 depending only on N,M,ρ, s, s′, {Vj }sj=1, {rj }sj=1, γ such
that
∥∥|∇φ	 − I |∥∥L∞(RN) A1|	|, (7.3)
and such that
1
2
 1 −A2|	| det∇φ	  1 +A2|	|, (7.4)
for all −E1 < 	 < E1. Furthermore, there exist A3,A4 > 0 depending only on N,M,ρ, s, s′,
{Vj }sj=1, {rj }sj=1, γ , such that
ΩA3	
1
γ ⊂ φ	(Ω) ⊂ Ω	 (7.5)
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Ω	 ⊂ φ−	(Ω) ⊂ Ω
A4	
1
γ
, (7.6)
for all 0 < 	 <E1.
Proof. By using exactly the same argument as in [1, Lemma 18, Step 1], one can prove that there
exist E2,A1,A2 > 0 such that φ	 is a diffeomorphism of RN onto itself of class C∞ and such
that inequalities (7.3) and (7.4) hold for all −E2 < 	 <E2. In particular ∂φ	(Ω) = φ	(∂Ω). For
the proof of inclusions (7.6), we refer to [1, Lemma 18].
We now prove inclusions (7.5). Similarly to [1, Lemma 18], we set
C(x, 	) ≡
{
	
∑
j∈J (x)
tj ξj :
∑
j∈J (x)
tj  1, tj  0 for all j ∈ J (x)
}
,
for all x ∈⋃sj=1 (Vj ) 34 ρ , where J (x) = {j ∈ {1, . . . , s}: x ∈ (Vj ) 34 ρ}.
Note that if x ∈ cΩ then J (x) ⊂ {1, . . . , s′}.
Moreover, if 0 < 	 < ρ4 and x ∈
⋃s
j=1(Vj ) 34 ρ then
x + 	
∑
j∈F
tj ξj ∈
⋂
j∈J (x)
(Vj ) ρ2
, (7.7)
for all F ⊂ J (x) and for all tj  0 satisfying ∑j∈F tj  1: indeed, |	∑j∈F tj ξj |  	 hence
x + 	∑j∈F tj ξj ∈ (Vj ) ρ2 whenever x ∈ (Vj ) 34 ρ , i.e., j ∈ J (x).
We now prove that if 0 < 	 < ρ4 and x ∈
⋃s′
j=1(Vj ) 34 ρ ∩
cΩ then
x + 	
∑
j∈F
tj ξj ∈ cΩ, (7.8)
for all F ⊂ J (x) and for all tj  0 satisfying ∑j∈F tj  1. We prove it by induction on the
number F of elements of F . If F = 1 then (7.8) is trivial. Assume now that for a fixed r
satisfying 1  r < s′, (7.8) holds for all F ⊂ J (x) satisfying F = r . Let F = {j1, . . . , jr+1}
be a subset of J (x) with r + 1 elements and tj1, . . . , tjr+1 be non-negative numbers sat-
isfying
∑r+1
h=1 tjh  1. By assumption and (7.7) x + 	
∑r
h=1 tjhξjh ∈ (Vjr+1) ρ2 ∩ Ωc, hence
x + 	∑r+1h=1 tjhξjh = (x + 	∑rh=1 tjhξjh) + 	tjr+1ξjr+1 ∈ cΩ . Thus (7.8) holds.
By (7.7) and (7.8) it follows that for each j ∈ {1, . . . , s}
x +C(x, 	) ⊂ (Vj ) ρ
2
∩ cΩ, (7.9)
for all x ∈ (Vj ) 3
4 ρ
∩ cΩ , 0 < 	 < ρ4 . By (7.1) and (7.9), one can see that φ	(x) ∈ cΩ for all
x ∈ cΩ and 0 < 	 < ρ . Hence Ω ⊂ φ	(Ω).4
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as in [1, Lemma 18], we observe that there exists A5 > 0 depending only on M , ρ, {Vj }sj=1, γ
such that
dj (x, ∂Ω)A5dγ (x, ∂Ω), (7.10)
for all x ∈⋃sj=1(Vj ) ρ2 and for all j = 1, . . . , s such that x ∈ (Vj ) ρ2 . Here
dj (x, ∂Ω) ≡
∣∣(rj (x))N − gj (rj (x) )∣∣ (7.11)
is the distance of x from ∂Ω along the direction ξN .
Now let x˜ ∈ ∂Ω be fixed. For all j ∈ J (x), the segment [φ	(x˜), φ	(x˜) − 	ξjψj (x˜)] is con-
tained in x˜ +C(x˜, 	) and x˜ +C(x˜, 	) is not contained in Ω by (7.9). Hence it follows that
dj
(
φ	(x˜), ∂Ω
)
> 	ψj (x˜), (7.12)
for all j ∈ J (x˜) and for all 0 < 	 < ρ4 . Since φ	(x˜) ∈ (Vj ) ρ2 for all j ∈ J (x˜), 0 < 	 <
ρ
4 , then by
(7.10) and (7.12) it follows that
dγ
(
φ	(x˜), ∂Ω
)
>A−15 	ψj (x˜), (7.13)
for all j ∈ J (x˜), 0 < 	 < ρ4 . Finally, since
∑
j∈J (x˜) ψj (x˜) =
∑s
j=1 ψj (x˜) = 1 because suppψj ⊂
(Vj ) 3
4 ρ
for all j = 1, . . . , s, by (7.13) it follows that
d
(
∂Ω,φ	(∂Ω)
)
>A4	
1
γ ,
for all 0 < 	 < ρ4 where A4 = (A5s)−
1
γ
. Since Ω ⊂ φ	(Ω) and ∂φ	(Ω) = φ	(∂Ω), by the pre-
vious inequality it follows that
ΩA4	
1
γ ⊂ φ	(Ω), (7.14)
for all 0 < 	 <E1 where E1 = min{E2, ρ4 }.
Finally, inclusion φ	(Ω) ⊂ Ω	 can be easily proved by noting that |φ	(x) − x|  	 for all
x ∈ Ω . 
Theorem 7.15. Let 0 < γ  1, A,θ,M,ρ > 0, s, s′ ∈ N, s′  s, {Vj }sj=1 be a family of
bounded open cuboids and {rj }sj=1 be a family of rotations. For all i, j = 1, . . . ,N , let
αij be Lipschitz continuous real-valued functions defined on
⋃s
j=1 Vj , satisfying αij = αji ,
‖αij‖C0,1(⋃sj=1 Vj ) A, and condition (1.2) for all x ∈
⋃s
j=1 Vj , ξ ∈RN .
Then there exist C,E > 0 depending only on N,γ,M,ρ, s, s′, {Vj }sj=1, {rj }sj=1,A, θ , such
that inequality (1.11) holds for all n ∈ N, for all 0 < 	 < E, for all open sets Ω1 of class
C0,γ (M,ρ, s, s′, {Vj }s , {rj }s ) and for all open sets Ω2 satisfying (1.12).j=1 j=1
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be as in Lemma 7.2. Let E3 = 12 min{A3E1/γ1 ,A4E1/γ1 ,A3(ρ/2)1/γ }. We set
φ(	) = φ( 	
A3
)γ , φ(	) = φ−( 	
A4
)γ , (7.16)
for all 0 < 	 <E3. Then
φ(	)(Ω1) ⊂ (Ω1)	 ⊂ Ω1 ⊂ (Ω1)	 ⊂ φ(	)(Ω1) ⊂
s⋃
j=1
Vj , (7.17)
for all 0 < 	 < E3. By (7.3) and (6.6) it follows that there exists M1 > 0 depending only on
N,M,ρ, s, s′, {Vj }sj=1, {rj }sj=1, γ , such that
Lipφ	,Lipφ(−1)	 <M1, (7.18)
for all 0 < 	 <E3, i.e. φ	 ∈ ΦM1(Ω).
By Theorem 6.18, Lemma 7.2, by equality (7.1), inequalities (7.18) and inclusions (7.17),
there exist A6 > 0, 0 < E4 < E3 depending only on N,γ,M,ρ, s, s′, {Vj }sj=1, {rj }sj=1,A, θ ,
such that
∣∣λn[φ(	)[Ω1]]− λn[Ω1]∣∣A6λn[Ω1]	γ ,∣∣λn[φ(	)[Ω1]]− λn[Ω1]∣∣A6λn[Ω1]	γ ,
hence
∣∣λn[φ(	)[Ω1]]− λn[φ(	)[Ω1]]∣∣ 2A6λn[Ω1]	γ , (7.19)
for all 0 < 	 <E4. If Ω2 satisfies (1.12) then by (7.17) it follows that
λn
[
φ(	)[Ω1]
]
 λn
[
(Ω1)
	
]
 λn[Ωk] λn
[
(Ω1)	
]
 λn
[
φ(	)[Ω1]
]
, (7.20)
for both k = 1,2, hence by (7.19)
∣∣λn[Ω1] − λn[Ω2]∣∣ ∣∣λn[φ(	)[Ω1]]− λn[φ(	)[Ω1]]∣∣ 2A6λn[Ω1]	γ ,
for all 0 < 	 <E4. 
8. Comparison of three estimates for the deviation of the eigenvalues
In this section we compare estimates (1.9), (1.10) and (1.11) in order to show advantages,
disadvantages and possible links.
Assume that Ω1 is of class C1,1(M,ρ, s, s′, {Vj }sj=1, {rj }sj=1) and also (Ω1)	 , (Ω1)	 belong
to the same class for 0 < 	  	0. Then for some k1, k2 > 0
k1	 
∣∣Ω1 \ (Ω1)	∣∣, ∣∣(Ω1)	 \Ω1∣∣ k2	,
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inequality (1.11) in terms of behavior of the deviation |λn[Ω1] − λn[Ω2]| as 	 → 0. However in
general estimate (1.9) can be much better than (1.11), because one can find an open set Ω2 of
class C1,1(M,ρ, s, s′, {Vj }sj=1, {rj }sj=1) such that (Ω1)	 ⊂ Ω2 ⊂ (Ω1)	 and |Ω1 Ω2| is much
smaller than 	.
Example 8.1. Let N  2, Ω1,Ω2 be two open sets in RN of class C1,1(M,ρ, s, s′, {Vj }sj=1,
{rj }sj=1) with
r1(V1) =
{
x ∈RN : |xi | < 1, i = 1, . . . ,N − 1, −1 < xN < 1 + 2ρ
}
,
r1(Ω1 ∩ V1) =
{
x ∈RN : |xi | < 1, i = 1, . . . ,N
}
,
r1(Ω2 ∩ V1) =
{
x ∈RN : |xi | < 1, i = 1, . . . ,N − 1, −1 < xN < g	(x¯)
}
,
where g	(x¯) = 	g( x¯√	 ) + 1, g ∈ C1,1(RN−1), g(x¯) = 0 if |x¯|  1/2, ‖g‖C(RN−1) = 1,
‖ ∂g
∂xi
‖C0,1(RN−1)  M , i = 1, . . . ,N − 1, and 0 < 	 < ρ < 1. Note that (Ω1)	 ⊂ Ω2 ⊂ (Ω1)	
and this inclusion does not hold if 	 is replaced by 	1 ∈ (0, 	). Also
|Ω1 Ω2| =
∫
RN−1
∣∣g	(x¯)− 1∣∣dx¯ = 	1+N−12 ‖g‖L1(RN−1).
Hence by (1.11) it only follows that∣∣λn[Ω1] − λn[Ω2]∣∣ cn	,
whilst by (1.9)
∣∣λn[Ω1] − λn[Ω2]∣∣ c˜n	1+N−12 ,
for all 0 < 	 < 	n, for some cn, c˜n, 	n > 0.
However in (1.9) there is no information on the dependence of cn on n while in (1.11) such a
dependence is explicit and sharp. Moreover estimate (1.11) is applicable to a wider class of open
sets: it is simply required that the open sets have Hölder continuous boundaries.
From this point of view, estimate (1.10) is even better since no assumption on the boundary
of Ω1 is required. However the disadvantage of (1.10) is that in order to apply it one should
have explicit information about the map φ in order to control ‖φ − id‖W 1,∞(Ω1). But given two
open sets Ω1 and Ω2, it may be very difficult to construct a bi-Lipschitz map φ such that Ω2 =
φ(Ω1). In some cases such a map does not even exists (for instance in Theorem 7.15 Ω1 may
be connected while Ω2 not: in such a case no bi-Lipschitz map exists between Ω1 and Ω2).
However, one may try to apply estimate (1.10) by using ‘approximate’ diffeomorphisms. In fact,
this is what was done in order to prove Theorem 7.15. In this proof we apply estimate (1.10)
to the maps φ(	), φ(	): these maps do not transform Ω1 exactly onto Ω2 but transform Ω1 onto
open sets φ(	)(Ω1), φ(	)(Ω1) which are close to Ω2 in the sense of the Hausdorff distance. Thus,
in some sense, one may consider Theorem 7.15 to be a corollary of Theorem 6.18, although not
immediate.
V.I. Burenkov, P.D. Lamberti / J. Differential Equations 244 (2008) 1712–1740 1739One may ask whether Theorem 5.27 may be deduced by Theorem 6.18 by using a similar
procedure. The answer seems to be negative, since even in the lucky case that a bi-Lipschitz map
between Ω1 and Ω2 exists, in general ‖φ − id‖W 1,∞(Ω1) cannot be controlled by the measure
of the symmetric difference of the two open sets. (The converse is clearly true.) For instance
one may consider the situation in Lemma 4.1. In this case we have two open sets O1 and O2,
O2 ⊂O1, which are the subgraphs of two Lipschitz functions g1, g2 defined on an open set W
of RN−1. Moreover the map Φδ defined in (4.4) is a bi-Lipschitz map such that Φδ(O1) = O2
(note that here δ is a fixed parameter which plays no role). In this case,
‖Φδ − id‖W 1,∞(O1) 
∥∥∥∥
∣∣∣∣∇g2 − δδ + 1∇g1
∣∣∣∣
∥∥∥∥
L∞(W)
,
hence one cannot expect to control ‖Φδ − id‖W 1,∞(O1) by |O1 \O2|. Moreover if |O1 \O2| → 0
it does not follow in general that ‖Φδ − id‖W 1,∞(O1) → 0. It may happen that with a different
bi-Lipschitz homeomorphism Φ of O1 onto O2 ‖Φ − id‖W 1,∞(O1) is closer to |O1 \O2| but it is
completely unclear how to construct such Φ .
It is interesting to observe that the map Φδ , which is quite natural, does not give significant
information when used in (1.10) but can be used to define a transition operator which eventually
leads to estimate (1.9) (see Section 3).
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