Design of wideband microwave frontend for microwave-based imaging systems by Marimuthu, Jayaseelan
  
 
 
Design of Wideband Microwave Frontend  
for Microwave-Based Imaging Systems 
Jayaseelan Marimuthu 
Bachelor of Science (Hons) Physics 
Masters of Engineering Electrical - Telecommunication 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
A thesis submitted for the degree of Doctor of Philosophy at 
The University of Queensland in 2016 
School of Information Technology and Electrical Engineering 
 ii 
Abstract 
Microwave imaging has been investigated in the last few years as an attractive complement 
to current diagnostic tools for medical applications due to its low-cost, portability and non-
ionization radiation. Research to verify the feasibility of microwave imaging systems for 
medical applications is conducted using a Vector Network Analyser (VNA) as the microwave 
transceiver. The VNA is usually bulky and expensive, and thus prevents microwave imaging 
systems from being low-cost and portable. A necessary condition to turn microwave imaging 
into a mass screening diagnostic tool is to replace the VNA with a low-cost portable unit that 
can characterise, generate, transmit and receive signals, across a wideband with large 
dynamic range and stability. Tissues in the human body are lossy at microwave frequencies, 
and hence microwave signals undergo high attenuation when penetrating the human tissues 
during the process of imaging. Using a wider frequency spectrum provides better resolution, 
but low frequencies penetrate further into the body. As a trade-off between the required 
signal penetration and image resolution, microwave frequencies within the band 0.5-4 GHz 
have been used in many medical applications, such as head, torso, and breast imaging. 
Thus, the desired generic microwave transceiver for microwave-based medical imaging 
should cover this wide frequency band. 
 
This thesis proposes two versions of a reconfigurable low-cost portable broadband RF 
frontend medical imaging systems based on Software Defined Radio (SDR) and in doing so 
makes four contributions to the field of microwave imaging systems. The first contribution is 
the design of a low-cost reconfigurable microwave transceiver based on software defined 
radar (SDRadar). A RF broadband circulator used to separate the transmitted and received 
signal and a virtual ultra-wideband (UWB) time domain pulse is generated by coherently 
adding multiple frequency spectrums together. To verify the proposed SDRadar system for 
medical imaging, experiments were conducted using a circular scanning system and 
directional antenna. An image reconstruction algorithm used to generate and verify the 
images of the target embedded in a phantom developed with liquid emulating the average 
properties of different human tissues using the measurement data. The system successfully 
detects and localise small targets at different locations in the phantom.  
 
The above broadband circulator, however, limited the isolation between the transmitted and 
received signal, and the system lacked a calibration process. Hence, the proposed system 
is unable to image more complex human tissues. 
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The second contribution of the thesis is the design of Vector Network Analyzer (VNA) by 
using the above SDR called Software defined VNA (SDVNA) with a highly directive 
broadband directional coupler (0.5-4 GHz). However, using a directional coupler with a 
single-receiver single-transmitter the conventional open/short/match/thru calibration 
technique is not applicable, and thus, it is re-developed to take into account the SDVNA 
system’s architecture. The proposed SDVNA is capable of covering the band from 0.8 –3.8 
GHz with a dynamic range of 80dB. The performance is verified by showing that the S-
parameters of 1-port (antenna) and 2-ports (filter) as devices under test have close 
agreement to results from a commercial VNA. The system was further verified by performing 
microwave imaging of a head phantom with realistic permittivity and conductivity. The 
system was able to detect the location of an embedded bleeding in the realistic head 
phantom, with comparable quality to a commercial VNA, and significantly improved image 
compared with the previous circulator-based design.  
 
The third contribution of the thesis is the investigation of measurement accuracy of the 
proposed SDVNA and SDRadar for medical imaging. Measurement variation and 
repeatability is characterized and analysed. Measurement accuracy is essential for accurate 
image reconstruction. The proposed SDVNA system provides the measurement 
repeatability within 95% of a commercial VNA, enabling the system to be developed in the 
future as a low-cost portable system to be used in any clinic to detect a strokes in the brain.  
 
The fourth contribution of the thesis is the complete development of the low-cost portable 
multistatic head imaging system by using the above SDVNA and a helmet with array of eight 
antennas. In order to overcome the errors caused by antenna differences and antenna 
misalignment, a new calibration technique for arrays of the antennas proposed. Three 
known calibration standard based on free space/oil/water is developed and used effectively 
to eliminate the systematic error due to antenna differences and misalignment. Through the 
experimental analysis it was shown that the use of the proposed calibration techniques 
improves the location and detection accuracy of the system. The proposed low-cost portable 
system has a complete built in calibration techniques and auto measurement system to scan 
the complete head of the patient with strokes. 
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This thesis describes the complete development of a low-cost portable medical imaging 
system for applications which can be used by medical professionals as a complementary 
imaging system to detect and localised abnormalities in human tissues.  
 v 
Declaration by author 
 
This thesis is composed of my original work, and contains no material previously published 
or written by another person except where due reference has been made in the text. I have 
clearly stated the contribution by others to jointly-authored works that I have included in my 
thesis. 
 
I have clearly stated the contribution of others to my thesis as a whole, including statistical 
assistance, survey design, data analysis, significant technical procedures, professional 
editorial advice, and any other original research work used or reported in my thesis. The 
content of my thesis is the result of work I have carried out since the commencement of my 
research higher degree candidature and does not include a substantial part of work that has 
been submitted to qualify for the award of any other degree or diploma in any university or 
other tertiary institution. I have clearly stated which parts of my thesis, if any, have been 
submitted to qualify for another award. 
 
I acknowledge that an electronic copy of my thesis must be lodged with the University Library 
and, subject to the policy and procedures of The University of Queensland, the thesis be 
made available for research and study in accordance with the Copyright Act 1968 unless a 
period of embargo has been approved by the Dean of the Graduate School.  
 
I acknowledge that copyright of all material contained in my thesis resides with the copyright 
holder(s) of that material. Where appropriate I have obtained copyright permission from the 
copyright holder to reproduce material in this thesis. 
 
 vi 
Publications during candidature 
 
Refereed Journal Papers 
1. Jayaseelan Marimuthu, Amin M. Abbosh, and Bassem Henin, “Planar Microstrip 
Bandpass Filter with Wide Dual band using Parallel-Coupled Lined and Stepped 
Impedance Resonators”, Progress in Electromagnetic Research C, vol. 35, 49-61, 2013 
2. Jayaseelan Marimuthu, Amin M. Abbosh, and Bassem Henin, “Broadband Bandpass 
Filter using Parallel-Coupled Microstrip Line and Coupled Open Stub Resonator”, 
Microwave and Optical Technology Letters, vol. 55, no. 7,1640-1644, July 2013 
3. Jayaseelan Marimuthu, Amin M. Abbosh, and Bassem Henin, “Bandpass filter with wide 
stopband using loaded short section of parallel-coupled’, Microwave and Optical 
Technology Letters, vol.  57, no. 12, pp. 2824-2829, Dec. 2015. 
4. Jayaseelan Marimuthu, K.S. Bialkowski and A. Abbosh, “Software-Defined Radar for 
Medical Imaging,” IEEE Trans. Microwave Theory and Techn. vol. 64, no. 2, pp. 643-652, 
Feb. 2016. 
5. Jayaseelan Marimuthu, K.S. Bialkowski and A. Abbosh, “Compact Bandpass filter with 
sharp passband and wide harmonic suppression using miniaturized coupled structure 
loaded with stepped-impedance stubs’, Microwave and Optical Technology Letters, vol.  
58, no. 10, pp. 2505-2508, Oct. 2016. 
 
Referred Conference Papers 
 
1.Jayaseelan Marimuthu, Amin M. Abbosh, and Bassem Henin, “Compact Bandpass Filter 
with Sharp Cut-off using Grooved Parallel Coupled Microstrip Lines”, Proceedings 2013 
IEEE International Symposium on Antennas and Propagation and USNC-URSI National 
Radio Science Meeting Orlando, Florida, USA, July 7 – 13, 2013 
2.J. Marimuthu, A. Abbosh, S. Mustafa, and F. Algashaam, “Wideband Bandpass Filter 
with Wide Stopband for Microwave Imaging System Designed for Stroke Detection”, 
Proceedings 2013 ICEAA-IEEE APWC-EMS 2013, Torino, Italy September 9-13, 2013 
3.J. Marimuthu, A. Abbosh, and S. Mustafa, “Wideband Bandpass Filter with Sharp cut-off 
and Wide Stopband for Microwave Imaging System Designed for Heart Failure 
Detection”, Proceedings 2013 ICEAA-IEEE APWC-EMS 2013, Torino, Italy September 
9-13, 2013 
 vii 
4.J. Marimuthu and A. Abbosh, “Compact Quad-Mode Bandpass Filter with Sharp Cut-off 
Using Folded Parallel-Coupled Microstrip Lines and Semi-Annular Resonator”, 
Proceedings 2013 IEEE Asia-Pacific Microwave Conference 2013, Coex, Seoul, Korea, 
November 5-8, 2013 
5.Jayaseelan Marimuthu and A. Abbosh, “Broadband Bandpass Filter with Multiple 
Spurious Suppression for Microwave-Based Head Imaging”, Proceedings of 2014 IEEE 
Antennas and Propagation Society International Symposium (APSURSI), Memphis, TN, 
USA, pp. 1909–1910, Jul. 2014 
6.Jayaseelan Marimuthu, K.S. Bialkowski and A. Abbosh, “Stepped frequency continuous 
wave software defined radar for medical imaging,” Proceedings of 2014 IEEE Antennas 
and Propagation Society International Symposium (APSURSI), Memphis, TN, USA, pp. 
1909–1910, Jul. 2014 
7.Jayaseelan Marimuthu, K.S. Bialkowski and A. Abbosh, “Reconfigurable software 
defined radar for medical imaging,” Proceedings of 1st Australian Microwave Symposium, 
Melbourne Australia, pp. 15–16, Jun. 2014. 
8.K.S. Bialkowski, Jayaseelan Marimuthu and A. Abbosh, “Biomedical imaging system 
using software defined radio”, IEEE Antennas and Propagation Society Symposium 
(APSURSI), Vancouver, BC, Canada, pp. 542 – 543, Jul. 2015. 
9.Jayaseelan Marimuthu, K.S. Bialkowski and A. Abbosh, “Low cost microwave imaging 
system using eight element switched antenna array,” Proceedings of International 
Symposium on Antenna and Propagation (ISAP2015), Hobart, Tasmania, Australia, pp. 
1–3, Nov. 2015. 
10.Jayaseelan Marimuthu, K.S. Bialkowski and A. Abbosh, “Compact Bandpass Filter 
Using Folded Parallel-Coupled Microstrip Lines with Multiple Harmonics Suppression” 
Proceedings 2015 IEEE Asia-Pacific Microwave Conference 2015, Nanjing, China, 
December 6-9, 2015 
 
 
 
 
 
 
 
 
 
 viii 
Publications included in this thesis 
 
Refereed Journal Papers 
 
1. Jayaseelan Marimuthu, K.S. Bialkowski and A. Abbosh, “Software-Defined Radar for 
Medical Imaging,” IEEE Trans. Microwave Theory and Techn. vol. 64, no. 2, pp. 643-
652, Feb. 2016. – incorporated in Chapter 3.  
 
Contributor Statement of contribution 
Jayaseelan Marimuthu (Candidate) Designed experiments (60%) 
Developed Code (60%) 
Wrote the paper (60%) 
Konstanty S. Bialkowski Designed experiments (30%) 
Developed Code (40%) 
Wrote and edited paper (20%) 
Amin Abbosh Designed experiments (10%) 
Wrote and edited paper (20%) 
 
 
 ix 
Contributions by others to the thesis  
 
Associate Prof Amin Abbosh (primary supervisor) and Dr. Konstanty S. Bialkowski (associate 
supervisor) have made contributions towards generating research ideas, experimental design, 
data collection and the interpretation of the results. Their individual contributions are detailed 
in the previous section. All work presented in this thesis (Chapters 1 - Chapter 7) was drafted 
entirely by the author. Prior to submission, the thesis was reviewed by both PhD supervisors 
with corrections being made by the author. 
 
Statement of parts of the thesis submitted to qualify for the award of another degree 
 
 “None”. 
 
 
 x 
Acknowledgements 
My ardent thanks to the creator, my guru and the most respected supervisor, Dr. Amin 
Abbosh, such a learned, informative and knowledgeable person, for selecting me as his 
research student and making my dream come true. His constant support, patience and 
unbounded enthusiasm were an invaluable help for the completion of my research. His 
devotion to the needs of the students and his encouragement working with them is a true 
delight. Thanks for helping and guiding me to kick start and finish this valuable research. 
 
I also would like to take this great opportunity to express my valuable thanks to Dr. Konstanty 
S. Bialkowski for his technical advice and support in his role as co-supervisor.  He has been 
understanding and accommodative, always correcting and guiding me throughout my 
journey. My appreciation also goes to the staff in the electronic workshops, John Kohlbach, 
Richard Newport, and Denis Bill for their technical support. 
 
My special thanks to my beloved wife Santhye Subramaniam and daughter Jananee 
Jayshaan Jayaseelan for their consistent motivation, encouragement and their valuable time 
that made the journey enjoyable and meaningful to finish my work.  They have made a great 
sacrifice by relocating from Malaysia to Australia for this new change.  
 
I would also like to take this opportunity to thank all my good friends, staff of UQ and my 
course-mates, who have constantly given me full support. 
 
My greatest thanks to my beloved mother Madam Ramayee, mother-in-law Madam 
Yellamah, sisters, brothers and in-laws for their enduring moral support and encouragement 
that has made this journey possible. I am dedicating this research to my late father Mr. 
Marimuthu and father-in-law Mr. Subramaniam who are not here to celebrate my 
achievement but I trust they are in heaven and blessing me always. 
 
 
 xi 
Keywords 
Microwave medical imaging, broadband microwave frontend, software defined radio 
(SDR), software defined radar (SDRadar), vector network analyser (VNA), software 
defined VNA (SDVNA), brain stroke detection, calibration techniques, synthetic circulator, 
antenna array calibration 
 
Australian and New Zealand Standard Research Classifications 
(ANZSRC) 
 
ANZSRC code: 090699 Electrical and Electronic Engineering not elsewhere classified 
100% 
 
 
Fields of Research (FoR) Classification 
 
FoR code: 0906, Electrical and Electronic Engineering, 100% 
  
 xii 
Table of Contents 
Chapter 1 Introduction ................................................................................................................ 1 
1.1 Background and Motivation............................................................................................... 1 
1.2 Challenges of RF Frontend of Broadband Microwave Imaging System Design ................. 2 
1.3 Motivation ......................................................................................................................... 6 
1.4 Research Objectives ......................................................................................................... 6 
1.5 Outline of the Thesis ......................................................................................................... 8 
Chapter 2 Microwave Medical Imaging System ........................................................................ 11 
2.1 Current Microwave Medical Imaging System .................................................................. 11 
2.1.1 UWB Radar Based Medical Imaging ........................................................................ 11 
2.1.2 Microwave Tomography ........................................................................................... 13 
2.1.3 Confocal Imaging Algorithm ..................................................................................... 14 
2.2 Progress Towards Low Cost Microwave Medical Imaging System .................................. 15 
2.3 Research Gap and Proposed Research ......................................................................... 18 
Chapter 3 Software Defined Radar (SDRadar) for Medical Imaging ......................................... 19 
3.1 Introduction ..................................................................................................................... 19 
3.2 Proposed Software Defined Radar .................................................................................. 19 
3.2.1 Hardware Sub-system ............................................................................................. 21 
3.2.2 Software Sub-system ............................................................................................... 22 
3.3 Proposed Calibration Technique ..................................................................................... 25 
3.3.1 Signal Calibration ..................................................................................................... 25 
3.3.2 Transmitter Calibration ............................................................................................. 29 
3.3.3 Receiver Calibration ................................................................................................ 32 
3.4 Experiment Setup ........................................................................................................... 34 
3.4.1 Measurement Process ............................................................................................. 34 
3.4.2 Initial Measurement ................................................................................................. 40 
3.4.3 Phantom Image Reconstruction ............................................................................... 42 
3.4.4 Experimental Results ............................................................................................... 43 
3.5 Conclusion ...................................................................................................................... 51 
Chapter 4 Wideband Biomedical Imaging using Compact Vector Network Analyser based on 
Software Defined Radio ................................................................................................................ 53 
4.1 Introduction ..................................................................................................................... 53 
4.2 Proposed Vector Network Analyser ................................................................................ 54 
4.2.1 Hardware Sub-system ............................................................................................. 55 
4.2.2 Software Sub-system ............................................................................................... 57 
4.2.3 Measurement Process ............................................................................................. 59 
4.3 Proposed Calibration Technique ..................................................................................... 59 
4.3.1 Calibration when Performing One-Port Measurement .............................................. 60 
4.3.2 Calibration when Performing 2 Port Measurements ................................................. 64 
4.3.3 Transmitter and Receiver Calibration ....................................................................... 65 
4.4 Experimental Validation .................................................................................................. 66 
 xiii 
4.5 Biomedical Imaging ........................................................................................................ 75 
4.5.1 Simple Phantom ...................................................................................................... 75 
4.5.2 Realistic Head Phantom .......................................................................................... 84 
4.6 Conclusion ...................................................................................................................... 89 
Chapter 5 Experimental Verification of the SDRadar and SDR VNA for Medical Imaging ......... 91 
5.1 Introduction ..................................................................................................................... 91 
5.2 Measurement Repeatability ............................................................................................ 92 
5.2.1 Error Analysis .......................................................................................................... 92 
5.2.2 Measurement Repeatability of VNA SDR ................................................................. 94 
5.2.3 Phase Lock Loop performance and averaging ......................................................... 94 
5.3 The SDRadar ................................................................................................................ 104 
5.3.1 Measurement Repeatability of SDRadar ................................................................ 107 
5.4 Performance Comparison between VNA SDR and SDRadar ........................................ 109 
5.4.1 Metal Target Detectability ...................................................................................... 109 
5.4.2 Simple Phantom with Deep Target......................................................................... 113 
5.4.3 Realistic Head Phantom ........................................................................................ 114 
5.5 Conclusion .................................................................................................................... 118 
Chapter 6 Antenna Array Calibration Techniques for UWB Microwave Imaging System ........ 119 
6.1 Introduction ................................................................................................................... 119 
6.2 Development of the Proposed Array Calibration Techniques ........................................ 120 
6.3 Virtual Array Antenna and Reflection Coefficient of Antenna ......................................... 127 
6.4 Time-Domain Investigation ........................................................................................... 130 
6.5 Metal Target Detectability in Virtual Array Antenna ....................................................... 134 
6.6 Simple Phantom with shallow and deep target .............................................................. 136 
6.7 Simple Phantom with Misalignment of Array Antennas ................................................. 140 
6.8 Conclusion .................................................................................................................... 141 
Chapter 7 Conclusion ............................................................................................................. 143 
7.1 Contributions and implications ...................................................................................... 143 
7.2 Implications ................................................................................................................... 145 
7.3 Future Work .................................................................................................................. 146 
References ................................................................................................................................. 147 
Appendix ..................................................................................................................................... 157 
Appendix A .............................................................................................................................. 157 
Appendix A1 ........................................................................................................................ 157 
Appendix A2 ........................................................................................................................ 159 
Appendix A3 ........................................................................................................................ 161 
Appendix A4 ........................................................................................................................ 163 
Appendix B .............................................................................................................................. 165 
Appendix B1 ........................................................................................................................ 165 
Appendix B2 ........................................................................................................................ 168 
 
 xiv 
List of Figure 
Figure 1.1: Proposed broadband transceiver architectures. (a) Direct Conversion or Low-IF 
(b) Super Heterodyne          5 
Figure 3.1: Architecture of a portable, low-cost and reconfigurable medical imaging system 
using software-defined radio.         20 
Figure 3.2:  Software Defined Radio (SDR) bladeRF [113]     21 
Figure 3.3: The software subsystem of the proposed SDRadar.    24 
Figure 3.4: (a) Transmitted and received I and Q components, and (b) FFT response of the 
received baseband signal for fb = 156.25 kHz and fs = 2 MS/s.    27 
Figure 3.5: Output power for baseband signal frequency fb= 156.25 kHz with TXVGA1 = -
10 dB, TXVGA2 = 20 dB and fs = 2 MS/s. (a) Output power of the fundamental frequency fc 
(b) Output power at the 2nd and 3rd harmonics.       30 
Figure 3.6: The performance of the bladeRF transmitter respect to baseband signal 
amplitude A for various carrier frequency fc frequency fb = 156.25 kHz with TXVGA1 = -10 
dB and TXVGA2 = 20 dB and fs = 2 MS/s.       31 
Figure 3.7: Maximum allowed power at the receiver to avoid clipping. fb = 156.25 kHz, fs = 2 
MS/s, RXLNA = 0, and RXVGA1 = 0.        32 
Figure 3.8: Received power before down conversion and achieved amplitude (FFT) by the 
baseband signal after the down conversion for baseband frequency fb = 156.25 kHz and fs 
= 2 MS/s with RXLNA = 0, RXVGA1 = 0.       33 
Figure 3.9: Relationship between input power and baseband signal amplitude at the receiver 
for several carrier frequency fc.         34 
Figure 3.10: Photo of the proposed automated SDRadar hardware.    35 
Figure 3.11: Block diagram of the automated imaging system.    36 
Figure 3.12: Return loss of tapered slot antenna.      37 
Figure 3.13: S-parameters of circulator (a) Insertion and Isolation loss of the ports (b) Return 
loss of the ports           38 
Figure 3.14: Flowchart of the system’s operation.      39 
Figure 3.15: Phase of the calibrated data. (a) fb = 15.625 kHz (Lb = 1), (b) fb = 78.125 kHz 
(Lb = 5), (c) fb = 156.25 kHz (Lb = 10), and (d) fb = 312.5 kHz (Lb = 20).   41 
Figure 3.16: (a) Magnitude S1,k (b) Phase S1,k, of the calibrated response of Si,k for 20 
antenna positions (trace color indicating various antenna positions) for the plastic container 
of radius 58 mm filled with canola oil (r = 3.1) and has an off centered metal ball of radios 
15 mm at the antenna position #4.        43 
 xv 
Figure 3.17: (a) Time-domain received signals from 20 antennas using SDR low sensitivity 
receiver, and (b) reconstructed image of metal target (radius=15 mm) in canola oil (r = 3.1) 
with receiver gains of RXLNA = 0 and RXVGA1 = 15 dB     44 
Figure 3.18: Time-domain received signals from 20 antennas using SDR receiver, water 
target (⌀=6 mm) in canola oil (r = 3.1).        45 
Figure 3.19: Reconstructed image using (a) proposed SDR and (b) VNA of water target 
(⌀=6 mm) in canola oil (r = 3.1).         46 
Figure 3.20: Resulting image using water targets (εr =77) on (a) opposite sides, and (b) 50 
mm apart inside the phantom (εr =7.1).        47 
Figure 3.21: Reconstructed images of a target in the different indicated media  49 
Figure 4.1: Architecture of a portable, low-cost and reconfigurable VNA SDR.  53 
Figure 4.2: The software subsystem of the proposed VNA SDR.    56 
Figure 4.3: Simplified model for 1 port measurement using VNA SDR.   58 
Figure 4.5: Photo of the proposed VNA SDR.       65 
Figure 4.6: (a) Switch configuration to measure reference (Rf), reflected (Rx) and transmitted 
(Rt) power from the DUT and (b) Directional Coupler configuration     66 
Figure 4.7: Calculated error term (a) Magnitude (b) Phase based on equation (4.12) – (4.14) 
by using calibration kits 85052D.         67 
Figure 4.8: Antenna reflection coefficient (S11). (a) Magnitude of S11 (b) Phase of S11 -
measured by using VNA SDR (solid red) and VNA (dotted blue).    69 
Figure 4.9: DUT Filter S Parameters: (a) S11 & S21 Magnitude, (b) S12 & S22 Magnitude – 
measured using VNA SDR (solid red) and VNA (dotted blue).    70 
Figure 4.10: DUT Filter S Parameters: (a) S11 Phase, (b) S21 Phase – measured using 
VNA SDR (solid red) and VNA (dotted blue).       71 
Figure 4.11: DUT Filter S Parameters: (a) S22 Phase, (b) S12 Phase – measured using 
VNA SDR (solid red) and VNA (dotted blue).       72 
Figure 4.12: (a) Magnitude S11 (b) Phase S11, for 20 antenna positions (trace colour 
indicating various antenna positions) of phantom with average dielectric constant (r = 45) 
with target of 3cm x 2cm x 2cm volume of water (r = 77) mimicking bleeding at antenna 
position #12. (c) Magnitude S11 (d) Phase S11, for 20 antenna positions free space. 74 
Figure 4.13: (a) Magnitude (b) Phase, for 20 antenna positions (trace colour indicating 
various antenna positions) for the above phantom after removal of antenna effect. 75 
Figure 4.14: (a) Processed time-domain received signals from 20 antennas and (b) 
reconstructed image of phantom with average dielectric constant (r = 45) with target of 3cm 
 xvi 
x 2cm x 2cm volume of water (r = 77) mimicking bleeding at antenna position #12. Antenna 
3 mm away from the phantom wall.        76 
Figure 4.15: (a) Magnitude (b) Phase, for 20 antenna positions (trace colour indicating 
various antenna positions) for the above phantom after removal of antenna effect multiplied 
by hamming windows.          78 
Figure 4.16: (a) Processed time-domain of VNA SDR received signals with Hamming 
windows from 20 antennas and (b) reconstructed image of VNA SDR (c) reconstructed 
image of VNA, phantom with average dielectric constant (r = 45) with target of 3cm x 2cm 
x 2cm volume of water (r = 77) mimicking bleeding at antenna position #12. Antenna 3 mm 
away from the phantom wall.         79 
Figure 4.17: Reconstructed image of VNA SDR for antenna position (a) d = 6 mm, (b) d = 9 
mm (c) d = 15 mm away from the phantom wall.      81 
Figure 4.18: Reconstructed image with target at 45 mm from the inner wall of the phantom 
with antenna position d = 3 mm (a) target at left part of the cylinder measured with VNA 
SDR, (b) target at left part of the cylinder measured with VNA    82 
Figure 4.19: Realistic head phantom in adult size human skull replica, including grey matter, 
white matter and blood to represent a brain injury (bleeding).     83 
Figure 4.20: Platform and phantom during measurement.     84 
Figure 4.21. Time Domain Pulse and Images produced using (a) Circulator SDR (SDRadar) 
system (Chapter 3), (b) VNA based system, (c) VNA inspired SDR (VNA SDR) system, using 
20 virtual antenna positions with a mechanically rotated antenna    86 
Figure 5.1: Repeatability standard deviation of the proposed VNA SDR (a) Amplitude (b) 
Phase of the measured frequency domain signal in comparison with commercial VNA for 20 
measurement calculated by using equation (5.1)      93 
Figure 5.2: SNR of the proposed VNA SDR for varies averaging.    94 
Figure 5.3: SNR of the proposed VNA SDR with and without error correction code for the 
measured frequency domain signal        95 
Figure 5.4: Repeatability standard deviation of the proposed VNA SDR with error correction 
code e = 0.3 with transmitting power of -10dBm, -12dBm and -14dBm. (a) Amplitude (b) 
Phase of the measured frequency domain signal for 20 measurements   97 
Figure 5.5: Repeatability standard deviation of the proposed VNA SDR with error correction 
code e = 0.3 with transmitting power of -10dBma and a 10 dB attenuator at the receiver. (a) 
Amplitude (b) Phase of the measured frequency domain signal for 20 measurements     98 
Figure 5.6: Repeatability standard deviation of the proposed VNA SDR with error correction 
code e = 0.3 with transmitting power of -10dBma, with receiver gain (RXVGA1) of 0dB, +3dB 
 xvii 
and +6dB. (a) Amplitude (b) Phase of the measured frequency domain signal for 20 
measurements                  100 
Figure 5.7: The synthetic circulator for SDRadar in Figure 3.1 of Chapter 3, of bandwidth 0.6 
GHz to 3.8 GHz designed by using three circulator of bandwidth 0.6 GHz – 1.0 GHz 
(Circulator 1), 1.0 GHz – 2.0 GHz (Circulator 2), and 2.0 GHz – 4.0 GHz (Circulator 3). 101 
Figure 5.8: The measured (a) magnitude and (b) phase of the tapered slot antenna reflection 
coefficient for by using SDRadar of bandwidth 0.6GHz – 3.8GHz with transmitting power -
10dBm and error correction code with e = 0.3.              103 
Figure 5.9: Repeatability standard deviation of the proposed SDRadar and VNA SDR with 
error correction code e = 0.3 with transmitting power of -10dBma with averaging of 512. (a) 
Amplitude (b) Phase of the measured frequency domain signal for 20 measurements     105 
Figure 5.10: The SNR of the proposed SDRadar and VNA SDR           106 
Figure 5.11: Detection of metal target at various position in the free space by using VNA 
SDR with (dark blue line) and without (red line) error correction algorithm with averaging 
512, transmitting power -10 dBm.                108 
Figure 5.12: Detection of metal target at various position in the free space by using VNA 
SDR (dark blue line) and SDRadar (red line) with error correction algorithm, averaging 512, 
transmitting power -10 dBm and frequency range 0.6 GHz – 3.8 GHz.          109 
Figure 5.13: Reconstructed image with (a) SDRadar (b) VNA SDR (c)  VNA, target of 3cm 
x 2cm x 2cm volume of water (r = 77) mimicking bleeding at 45 mm from the inner wall of 
the simple phantom with average dielectric constant (r = 45) with antenna position d = 3 
mm from the outer wall of the phantom.               111 
Figure 5.14. (a) SDRadar system, (b) VNA inspired SDR (c) commercial VNA system, 
system, using 20 virtual antenna positions with a mechanically rotated antenna based on 
Chapter 4. Target of 2cm x 2cm x 2cm mimicking bleeding at 40 mm x 28 mm from the inner 
skull of the realistic head phantom. The SDRadar and VNA SDR with error correction code 
e = 0.3 with averaging of 512. The transmitting power is -10dBm.                                   113 
Figure 5.15. (a) VNA inspired SDR (c) commercial VNA system, system, using 20 virtual 
antenna positions with a mechanically rotated antenna based on Chapter 4. Target of 2cm 
x 2cm x 2cm mimicking bleeding at 84 mm from the inner skull of the realistic head phantom. 
VNA SDR with error correction code e = 0.3 with averaging of 512. The transmitting power 
is -10dBm                   114 
Figure 6.1: Circular antenna array with 20 directive antennas separated 18 from each other 
and d mm away from the Material under Test (BUT)             118 
 xviii 
Figure 6.2: Measurement setup (a) Single antenna measurement (b) Equivalent virtual 
antenna array simulating real antenna array (Figure 6.1) measurement, with rotating 
platform                   119 
Figure 6.3: Equivalent circuit model with error correction terms for Figure 6.2(b) based on 
virtual array antenna.                 120 
Figure 6.4: The error correction coefficients X00(blue line), X11(black line) and X10(red line) 
(a) Magnitude (dB) (b) Phase (degree) for the proposed virtual array antenna measurement 
in Figure 6.2(b)                  123 
Figure 6.5: The reflection coefficient Γ𝑚(blue line) array antenna before calibration, reflection 
coefficient Γ𝑎𝑐(red line) array antenna after calibration and reflection coefficient Γ𝑎(black 
dotted line) single antenna (a) Magnitude (dB) (b) Phase (degree) for the proposed virtual 
array antenna measurement in Figure 6.2 for free space.                                               125  
Figure 6.6: The reflection coefficient Γ𝑚(blue line) array antenna before calibration, reflection 
coefficient Γ𝑎𝑐(red line) array antenna after calibration and reflection coefficient Γ𝑎(black 
dotted line) single antenna (a) Magnitude (dB) (b) Phase (degree) for the proposed virtual 
array antenna measurement in Figure 6.2 of a container filled with liquid of dielectric 
constant (r = 45) placed at the d=10mm away from the antenna.           126 
Figure 6.7: The time domain signal for phantom 10mm away from the antenna (a) Array 
antenna measurement without calibration (b) Array antenna measurement with proposed 
calibration (c) Single antenna measurement of a container filled with liquid of dielectric 
constant (r = 45) placed at the 10mm away from the antenna           129 
Figure 6.8: The calibrated time domain signal for phantom 10mm away from the antenna: 
Single antenna (black dotted line), Array antenna without calibration (conventional 
calibration-blue line) and Array antenna with proposed calibration (red line)         130 
Figure 6.9: Detection of metal target at various position in the free space by using 
commercial VNA with non-calibrated array antenna (dark blue line) and with calibrated array 
antenna (red line) and single antenna (dotted black line) transmitting power -10 dBm.  132 
Figure 6.10: The difference in the distance between single antenna target location and 
calibrated array antenna target location (red line) and single antenna target location and 
non-calibrated array antenna target location (dark blue line)            133 
Figure 6.11: Reconstructed image with (a) Non-calibrated array antenna (b) Calibrated array 
antenna (c) Single antenna, target of 3cm x 2cm x 2cm volume of water (r = 77) at 13 mm 
from the inner wall of the simple phantom with average dielectric constant (r = 45) with 
antenna position d = 10 mm from the outer wall of the phantom.           135 
 xix 
Figure 6.12: Reconstructed image with (a) Non-calibrated array antenna (b) Calibrated array 
antenna (c) Single antenna, target of 3cm x 2cm x 2cm volume of water (r = 77) mimicking 
bleeding at 45 mm from the inner wall of the simple phantom with average dielectric constant 
(r = 45) with antenna position d = 10 mm from the outer wall of the phantom.                136 
Figure 6.13: Reconstructed image with (a) Non-calibrated array antenna (b) Calibrated array 
antenna, target of 3cm x 2cm x 2cm volume of water (r = 77) mimicking bleeding at 13mm 
from the inner wall of the simple phantom with average dielectric constant (r = 45) with 
phantom de-centred on the platform with antenna position dmin = 5mm and dmax = 20mm 
from the outer wall of the phantom                                                                                     138 
Figure A1: The performance of the SDR at 1.2 GHz with output power -20 dBm, A = 1, fb = 
156.25 kHz, TXVGA1 = -28 dB, TXVGA2 = 20 dB and fs = 2 MS/s (a) Output power at the 
transmitter of SDR (b) Output power at port 2 of circulator (c) Output power at port 3 of 
circulator, while port 2 connected to the antenna.             154 
Figure A2: Gain for various baseband amplitude A for carrier frequency fc = 1.5 GHz, 
baseband frequency fb = 156.25 kHz and fs = 2 MS/s. (a) TXVGA1 (TXVGA2 = 20 dB), the 
baseband gains controller (b) TXVGA2 (TXVGA1 = -10dB), the power amplifier gain 
controller                   156 
Figure A3: (a) Magnitude SS1,k, SS2,1,kand S1,k(b) Phase SS1,k, SS2,1,k, and S1,k 
of the baseband signal by using switch S1/matching load, switch S2/antenna #1 and 
calibrated response of S1,k.                158 
Figure A4: Image of the water target  (⌀=6 mm) (dark region) off centered placed towards 
antenna position (a) #3, (b) #8, (c) #12 and (d) # 16 within plastic container  plastic container 
radius 58 mm filled with canola oil (r = 3.1).             159 
Figure B1: DUT terminated with switch Sw3 significant impedance of Zsw3         161 
Figure B2: (a) Relative permittivity and (b) conductivity for real (dotted line) and developed 
(solid line) brain tissues                 165 
 
  
 xx 
List of Tables 
Table 4.1: Deviation of the target as distance d increases.              80 
Table 6.1: Comparison time domain response of the BUT based on array antenna non-
calibrated (blue line), array antenna calibrated (red line) and single antenna (dotted black 
line) measurement                  130 
Table 6.2: Deviation of the target from original location for array antenna with and without 
calibration                   137 
Table 7.1: Overall cost of the proposed system hardware (a) SDRadar (b) VNA inspired 
SDR                    143 
 
  
 xxi 
List of Abbreviations 
ADC  Analogue Digital Converter 
BW  Bandwidth 
CMOS Complementary metal-oxide-semiconductor 
CT  Computer Tomography 
D  Dimension 
DAC  Digital Analogue Converter 
dB  decibel  
DC  Direct Current  
DR  Dynamic Rang 
DUT   Device Under Test 
ENOB  Effective Number of Bits 
FFT  Fast Fourier Transform 
GHz  Gigahertz 
GPR  Ground Penetrating Radar 
IL  Insertion Loss 
IFFT  Inverse Fast Fourier Transform 
kHz  kilohertz 
LNA  Low Noise Amplifier 
m  meter 
MHz  Megahertz 
mm  millimetre 
MRI  Magnetic Resonance Imaging 
ms  millisecond 
BUT  Body Under Test 
PC  Personnel Computer 
RL  Return Loss 
RF  Radio Frequency 
SFCW Stepped Frequency Continuous Waveform 
SNR  Signal to Noise Ratio 
SDR  Software Defined Radio 
SDRadar Software Defined Radar 
SPNT  Single Pole N Throw (eg SP2T, SP4T) 
UWB  Ultra-wideband 
VNA  Vector Network Analyser 
 xxii 
List of Symbols 
fb Baseband frequency 
Lb Baseband frequency bin 
fs Sampling rate 
L FFT length 
x(t) Baseband signal 
I In phase signal 
Q Quadrature signal 
A Amplitude of baseband signal 
b Angle baseband frequency  
fc,k Carrier frequency k 
c,k Angle carrier frequency k 
TGk Transmitter total gain at carrier frequency k 
c,k Common delay of the system via circulator 
leakage signal (Terminal 1 to 3) at carrier 
frequency k 
Sc,k Magnitude response due to common delay of 
the system via circulator leakage signal 
(Terminal 1 to 3) at carrier frequency k 
S,k Phase response of switch S1 and S2 at carrier 
frequency k 
SS,k Magnitude response of switch S1 and S2 at 
carrier frequency k 
i,k Phase response of antenna (i = a) and target (i = 
t) at carrier frequency k 
ai,k Magnitude response of antenna (i = a) and 
target (i = t) at carrier frequency k 
f step f frequency 
B bandwidth 
rs slant range  
rc cross-range 
Rmax maximum unambiguous range 
  dielectric constant 
l equivalent synthetic aperture antenna length 
R target range 
c speed of light 
N Number of bits 
Ii(t) calibrated waveforms 
i(x, y, z) round trip time 
I (x, y, z) intensity of the pixel of coordinates (x, y, z) 
 
 1 
Chapter 1 Introduction 
In this chapter, the background and motivation for developing a low cost, portable and 
reconfigurable microwave imaging transceiver and RF frontend for medical applications are 
presented. The challenges in the design of this device are identified and addressed.  
 
1.1 Background and Motivation 
Breast cancer, brain stroke and heart failure are the most common diseases among modern 
human beings which may lead to death or disability. Early, fast, accurate and reliable 
detection are key factors in delivering long term survival for breast cancer, brain stroke and 
heart failure patients [1-2]. X-ray mammography, CT scan and MRI are the most widely used 
diagnostic techniques. These are effective tools; however, they are expensive, not portable 
and are only available in major clinics and hospitals. Also ionizing radiation and patient 
mobilisation cause health hazards and discomfort to the patients [3].  
 
An attractive alternative to these established techniques is UWB microwave imaging, as 
healthy and abnormal tissues feature a high contrast in the dielectric properties at 
microwave frequencies, and microwave frequencies use non-ionizing waves [4], [5]. UWB 
microwave imaging systems for medical applications are still in their research phase and as 
such are usually developed using laboratory instruments, e.g., a Vector Network Analyser 
(VNA) or pulse generator and a real time oscilloscope. Recent works, e.g. [6-25], show the 
feasibility of employing commercial network analysers (VNA) to synthetically generate UWB 
pulses by transmitting a set of narrowband stepped frequency continuous waveforms 
(SFCW) over a wide range of frequencies, while receiving the backscatters from the human 
tissue. The switching system introduces losses, reducing the ability to couple the signal 
deeper inside the head, breast or torso.  
 
A necessary condition to turn this technique into a mass screening diagnostic tool is to 
replace the bulky and expensive VNA with a low-cost and portable system which is able to 
generate, transmit and receive the backscatters from the human tissue. Recently dedicated 
CMOS circuits have been proposed [26-31] to be used as the front end of RF/Microwave 
imaging systems. Although they are able to reduce the overall size of the frontend, the cost 
of development of dedicated CMOS integrated circuits is expensive and complicated. Similar 
to the VNA, the above proposed system is based on dedicated CMOS integrated circuits 
also as limitation by only produce synthetically generated UWB pulses by transmitting a set 
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of single frequency SFCW over wide range of frequencies. This will limit the VNA and 
dedicated CMOS integrated circuits for linear and time invariant medium such as human 
tissues.  
 
In comparison with a stepped frequency continuous wave (SFCW) technique, pulsed time 
domain measurement technology is preferred for UWB system design due to more simple 
system architecture and a higher measurement speed. The generation of UWB pulses with 
duration less than hundred picoseconds (the power spectrum covers the band of interest for 
biomedical applications) has become possible due to the fast development of advanced 
solid-state technology, however it remains expensive to receive. To get equivalent signal-
to-noise ratio performance, time domain systems may need to use multiple signal pulses to 
get adequate performance when deep targets need to be analysed. A time domain system 
is highly likely to have poor performance if not carefully designed, particularly for a 
complicated measurement scenario, like medical imaging [32]. 
 
1.2 Challenges of RF Frontend of Broadband Microwave 
Imaging System Design 
Various studies show that the optimal spectrum to couple electromagnetic energy into the 
human tissue such as the breast, brain or torso matter is less than 4 GHz [24-25], [29]. 
Relatively high microwave frequencies lack the required penetration into the human tissues, 
whereas lower frequencies (< 4 GHz) allow for a higher penetration but offer poor spatial 
resolution. In fact, attenuation of signals in the gigahertz range by body tissue especially 
brain is strong, and increases with frequency: as an example, a few centimetres of tissue 
are sufficient to attenuate a signal at 4 GHz by more than 40 dB [14-23]. Therefore, 0.5 GHz 
– 4 GHz is the best frequency range for biomedical applications.  
 
The intended application of the proposed system is to detect abnormalities in human tissues 
such as a stroke in the brain or tumour in the breast with a minimum size of 5 – 50 mm and 
can be located several centimetres below the skin/skull surface. Based on the above 
requirements, it can be translated into challenging system-level specifications for the system 
front-end. 
 
The resolution of a radar system depends on the frequency range and on topological 
parameters, such as the position and number of the antennas. The achievable resolution 
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such as slant range, rs, cross-range, rc, and maximum unambiguous range Rmax can be 
obtained by using (1.1) – (1.3) for medium with  dielectric constant using spectrum 
bandwidth B, step f in the frequency sweep, with c being speed of light in free space, l is 
the equivalent synthetic aperture antenna length and R is target range [4 - 5]. 
 
∆𝑟𝑠 ≈  
𝑐
2𝐵
                                       (1.1) 
 
∆𝑟𝑐 ≈  
𝑅
𝑙
𝑐
𝐵
                                                  (1.2) 
 
𝑅𝑚𝑎𝑥 =
𝑐
2∆𝑓
                                                  (1.3) 
Using (1.1) - (1.3), and a minimum frequency of 0.5 GHz, to maximize the signal penetration 
depth, the system has to cover a frequency range from 0.5 GHz to 4 GHz for stroke detection 
in the brain. A bandwidth B = 3.5 GHz provides a slant-range resolution of 6.5 mm inside 
the brain which has an average dielectric constant  > 45. This resolution is enough to detect 
small strokes. To obtain a similar resolution in the cross-range, l must be twice the maximum 
expected range. Lastly, to avoid spatial aliasing, a maximum unambiguous range of 2.2 m 
is obtained by using step frequency of f  10 MHz [8-9]. 
 
However, achieving the desired spatial resolution is not enough to guarantee successful 
detection of the abnormalities in human tissues such as strokes in the brain or tumour in the 
breast. The interface between air and skin in human tissues, causes a strong reflection from 
the skin due to the large difference in the dielectric properties of the two media. This leads 
to less signal penetration into human tissues and hence less reflected signal from the 
abnormalities. When the time-domain waveform is retrieved, the relatively weak reflection 
coming from the human tissue abnormalities can be buried below the large reflection from 
the air–skin interface [26]. For example, using the frequency range 0.5 GHz – 4 GHz, to 
detect a stroke in the brain or tumor in the breast, the dynamic range needs to be between 
60 dB and 80 dB for near to the skull/skin and the center of the brain/breast respectively [8, 
10]. This implies that the instantaneous dynamic range of the system has to be high.  
 
Dynamic range is the ratio between the strongest and weakest signal that can be detected 
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by the system. The required instantaneous dynamic range (DR) and SNR of the system 
depends on the sample size N (ADC/DAC) as given by (1.4) and (1.5) [134]. For 12-bit 
sample size of ADC/DAC we can achieve 72 dB dynamic range and 74 dB ideal SNR. Higher 
the dynamic range better the system detectability of the weakest signal.  
 
𝐷𝑅 = 20 log10(2𝑁) = 6.02 × 𝑁                            (1.4) 
𝑆𝑁𝑅𝐼𝐷𝐸𝐴𝐿 = 20 log10(2
𝑁) + 1.76 = 6.02 × 𝑁 + 1.76 (1.5) 
Additionally, the effective number of bits (ENOB) [134] may be smaller, which will further 
reduce the dynamic range of the system. Oversampling and averaging [135] can improve 
the dynamic range and SNR of the proposed system. The resolution of the measurement 
can be increased by oversampling and averaging [135] without using expensive off-chip 
ADCs, in turn help us to reduce the cost and complexity of the system.  
 
To increase the effective number of bits (ENOB), the signal is oversampled. For each 
additional bit of resolution, the signal must be oversampled by a factor of four as shown by  
 
𝑓𝑜𝑠 = 4
𝑤 ∗ 𝑓𝑠                                             (1.6) 
where w is the number of additional bits of the resolution desired, fs is the original sampling 
frequency requirement, and fos is the oversampling frequency [135]. If sampling at a higher 
rate (oversampling) is not an option, averaging techniques can be used [136]. Averaging 
generally reduces the noise spectral density of the system and increase the SNR as shown 
by (1.7).     
 𝑆𝑁𝑅𝑎𝑣 = 𝑆𝑁𝑅𝐼𝐷𝐸𝐴𝐿 + 10log10(𝐾)           (1.7) 
where K is number measurements. For averaging K = 2, the SNR increases about 3 dB. 
 
For better detection of the abnormalities in human tissues, the isolation of transmitted and 
received signals must exceed the attenuation experienced by the transmitted signal in the 
antenna-skin-antenna path, which less than 20 dB.  
 
A special care needs to be given to the development of the calibration techniques of the 
proposed system to mitigate the systematic error. Without an appropriate calibration 
technique even with excellent dynamic range and higher isolation between the 
transmitted/received signals, the reflection due to abnormalities (less than -60 dB) within 
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human tissues will be buried in the body of the entire signals and will go undetectable.   
 
The measurement accuracy of the system is essential to achieve accurate image 
reconstruction of the abnormalities in the human tissues. Systems with poor measurement 
accuracy or higher random variation between the measurements will degrade the quality of 
the reconstructed image in term of size and location of the abnormalities within the human 
tissues. For better image reconstruction, the system need to have magnitude and phase 
standard deviation between the measurements must be less than 0.001 and 1 for the 
proposed frequency band. 
 
A time domain system is highly likely to have poor performance if not carefully designed, 
particularly for a complicated measurement scenario, for example, biomedical imaging. For 
better SNRs and measurement accuracy, SFCW techniques based system preferred [29]. 
 
 
Figure 1.1: Proposed broadband transceiver architectures. (a) Direct Conversion or Low-IF 
(b) Super Heterodyne [29] 
The overall system block diagram of the proposed broadband SFCW transceiver 
architecture is shown in Figure 1.1 [34]. The direct conversion or a low-IF architecture 
(Figure 1.1(a)) is preferred compare to super heterodyne architecture (Figure 1.1(b)) due to 
(a) 
(b) 
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compact in the design and straight forward solution. Most importantly, super heterodyne 
complexity does not allow an easy solution to the transmitted/received coherence, which is 
critical requirement in a high-resolution phase-detection system such as biomedical 
imaging. This complexity is also likely to result in higher power consumption to achieve the 
same set of specifications, further emphasizing a preference for the direct conversion. 
 
1.3 Motivation 
Software-defined radio (SDR) is an emerging technology which, is relatively low cost 
because it is manufactured in high volume [34]. It provides an affordable solution where 
tuneable frequency ranges and instantaneous bandwidths are needed. Instead of 
assembling individual components, an SDR is purchased as a complete RF front-end unit 
of direct conversion architecture. It uses versatile RF hardware and software, often based 
on the GNU radio [35] toolkit, to perform the required signal processing. 
 
In literature, several radar systems have been studied based on SDR technology, such as 
networked radars and sonars [37] - [43], weather surveillance radar [44], aircraft, ship and 
automotive detection radars, monitoring human movement [45], multifunctional radar sensor 
and data communication [46], doorway identification [47], portable and high configurable 
frequency-modulated continuous wave (FMCW) radar with improved target resolution [48], 
and precision range measurements [49]. The main common theme in all of those 
applications is that only the instantaneous spectrum of the SDR is used. This is inadequate 
to achieve the required resolution for biomedical imaging to ensure accurate detection of 
any abnormalities in the human tissues. 
 
1.4 Research Objectives 
The main research question of this thesis is how to design a low-cost, compact, portable 
and reconfigurable broadband frontend for microwave-based imaging system. The primary 
focus lies on the investigation of capabilities of Software Defined Radio (SDR) for 
microwave-based imaging systems and the development of the proposed system for 
medical applications to image human tissues to detect abnormalities.  
 
A low-cost compact portable wideband microwave frontend for medical imaging systems is 
required in emergency scenarios, early detection and continuous monitoring of 
abnormalities and treatment. The system would be useful in an ambulance or in rural 
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hospitals/clinics. To reduce the cost and make it compact, software defined radio (SDR) is 
an attractive concept that enables building a medical imaging system. It uses versatile RF 
hardware, and software, to perform the required signal processing. The main research 
objectives of this thesis as the following: 
 
1. To obtain a comprehensive understanding of the SDR and allow the proposed SDR 
to generate virtual ultra-wideband (UWB) time domain pulses by coherently adding 
multiple frequency spectrums together.  
2. To develop a design concept of a microwave based imaging for biomedical imaging 
using SDR. The procedure should be able to translate the requirements into specific 
RF frontend for medical imaging specifications, such as operating frequency band, 
isolation between transmitted/received signals, calibration techniques, phase 
coherency, repeatability of the proposed system, and an appropriate dynamic range 
for detectability of abnormalities in the human tissues. And verify the ability to detect 
the abnormalities in proposed simple and realistic phantoms mimicking human 
tissues.  
3. To verify the performance and potential of proposed RF frontend biomedical imaging 
system by imaging realistic brain phantoms with abnormalities. The performance 
should be compared against a commercial vector network analyser, to show that the 
proposed system can forward into practice. 
4. To develop advanced calibration techniques for biomedical imaging using an antenna 
array. The calibration should work for realistic environments where the users may not 
have perfect alignment and components may not be perfectly identical. 
 
Challenges and Chosen Approach 
From the system level, there are many challenges facing SDR based biomedical imaging 
systems. The system should be low-cost, compact in design, reliable, portable and has both 
short data acquisition time and processing time. The system performance should be robust 
with different size and positions the human tissues. Using SDR for this purpose has several 
interesting challenges.  
 
The main goal of this research is to design a low-cost, compact, portable and reconfigurable 
wideband microwave frontend for microwave-based imaging systems and investigate the 
properties of the proposed system for medical imaging. Various experiments are designed 
to investigate the performance of the proposed system for biomedical imaging for complex 
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tissues such as the head. Attention has been given to the isolation between the 
transmitted/received signals, accurate calibration techniques to mitigate the systematic 
errors, minimise repeatability error due to random noise, and attain the required dynamic 
range of the system via oversampling and averaging techniques for the frequency band. 
 
1.5 Outline of the Thesis 
This dissertation is organized into 4 major parts, covering the main aspects associated with 
the development and the design of a low-cost, compact and portable wideband medical 
imaging system. In the first part, a solution to convert the proposed SDR for generating a 
virtual ultra-wideband (UWB) time domain pulse by coherently adding multiple frequency 
spectrums is presented. The second part of the thesis dedicated to the analysis and the 
design of the Software Defined Radar (SDRadar) and SDR based vector network analyser 
with appropriate calibration techniques. The third part covers the development of the medical 
imaging system based on SDRadar and SDR VNA. The last part focuses on the 
development of the new calibration techniques for the antenna array for medical imaging 
systems 
 
Hereafter, a description of the chapters as detailed in the thesis: 
 Chapter 2 – Microwave medical imaging system. Provides a critical review of 
literature related medical imaging, as well as available broadband frontends used for 
the medical imaging and their limitations are discussed.  
 Chapter 3 - Software Defined Radar (SDRadar) for Medical Imaging studies the 
capabilities of SDR in the context of medical imaging and presents a design 
approach which combines the SDR with a circulator to produce a radar based 
medical imaging device, called SDRadar. The internal calibration of the transmitter 
and receiver gains of the SDR is implemented to support a tuneable range of 
0.3 GHz to 3.8 GHz with power levels ranging from -40 dBm up to +10 dBm. Signal 
processing techniques including oversampling and averaging are developed to 
improve the hardware dynamic range up to 80 dB. Appropriate calibration 
techniques are developed to mitigate several uncertainties due to the antenna, 
circulator, switches, coaxial cables and non-deterministic phase within the SDR. The 
proposed system is shown to be able to successfully re-construct an image of a 
simple phantom mimicking human tissues with abnormalities. The result is shown to 
have agreement with the image re-constructed using measurements from a 
commercial vector network analyzer.  
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 Chapter 4 - Wideband biomedical imaging using compact vector network analyser 
based on software defined radio presents a low-cost solution, which implements a 
two-port VNA using a software defined radio (SDR). To adapt generic SDR 
technology to become a VNA, a directional element, which includes directional 
couplers and a fast single-pole four-throw (SP4T) switch, is utilized to separate the 
transmitted and reflected signals, allowing scattering parameters to be measured 
using a single transmitter and receiver. Due to having only a single-transmitter and 
receiver, conventional open/short/match/thru calibration techniques must be re-
developed to take into account the new system’s architecture. The performance is 
verified by showing that the S parameters of 1-port and 2-port devices under test 
have close agreement to results from a commercial VNA. Finally, the system is 
shown to be capable of imaging a head phantom with realistic permittivity and 
conductivity and is able to detect the location of an embedded bleed.  
 Chapter 5 - Experimental investigation of the proposed SDR SDRadar and SDR VNA 
for medical imaging system compares the design and performance of the SDR VNA 
and SDRadar for medical imaging applications. Initially the parameters which 
increase the measurement accuracy and reduce the repeatability error are studied. 
These are the effect of averaging, and checks for stability of the signal source and 
receiver. To ensure a reasonable comparison the system of Chapter 3 is extended 
to cover the entire band from 0.6 GHz – 3.8 GHz, by implementing a synthetic 
circulator formed using 3 individual circulators. With reasonably consistent phase 
over the entire band, the two systems Chapter 3, and Chapter 4 are compared, for 
their measurement accuracy and repeatability. Following this they are used to image 
a simple and realistic phantom with shallow and deep abnormalities.  
 Chapter 6 - Antenna Array Calibration Techniques for UWB Microwave Imaging 
System presents the development of new calibration techniques which calibrate the 
entire array using three calibration standards. In the development of this technique 
a virtual array is used to systematically test various parameters of a real antenna. 
Demonstrate the developed calibration techniques for image re-construction of the 
simple phantom with target mimicking human tissues 
 Chapter 7 – Conclusion summarizes the main contribution of the thesis on the 
development of the low-cost, portable compact wideband medical imaging system 
based on SDR and provides recommendation for future research.
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Chapter 2 Microwave Medical Imaging System 
Microwave medical imaging has long been investigated due to its potential to be a 
complementary diagnostic tool for many abnormalities detection in the human body. The 
interest in this mode of imaging is due to being non-ionizing, non-invasive, low power and 
its ability to operate in relatively un-controlled conditions [3 - 25], [50 -55]. The operating 
mechanism of microwave imaging occurs due to the contrast in the electrical permittivity 
and/or conductivity between healthy and unhealthy tissues, such as stroke, tumour, and 
bleeding in the human body. The recent interest in microwave imaging for abnormality 
detection in human tissues has been driven by the improved performance and wide 
availability of low-cost microwave systems. They offer many desirable characteristics 
including wide frequency range, the capability to focus energy and a range of simulation 
options. These features and the fact that low energy microwave signals are easy to generate 
makes this new technique a perfect candidate for use in rural and emergency situations 
such as in an ambulance.  
 
Microwave imaging for detecting abnormalities in human tissues can be divided into three 
main approaches. They are passive, hybrid and active methods. To detect an abnormality 
in human tissues such as tumour in the breast, many researchers have been investigating 
these approaches and hence creating a suitable microwave system. The microwave 
imaging, using an antenna or antenna array to transmit a low-power UWB time domain 
microwave signal pulse to penetrate human tissue from different locations and record the 
backscattered and transmitted response. By using suitable signal processing, a 2-D or 3-D 
image of the tissue can be obtained. Generally, two approaches employing the microwaves 
signal pulses are used with respect to detecting abnormalities in human tissues: UWB radar-
based imaging [26, 29] and microwave tomography [30, 32 – 33]. These approaches have 
been used in many applications, such as detection of the tumour in the breast, accumulation 
of fluid in the lungs and stroke in the brain, and have recently shown promising results. 
 
2.1 Current Microwave Medical Imaging System 
2.1.1 UWB Radar Based Medical Imaging 
In principle, UWB microwave imaging radar depends on the transmission of UWB time 
domain pulses and the detection of the reflected or backscattered microwave signals by the 
non-uniformity of the dielectric properties of the irradiated body under test. The main 
components are an antenna array, and one or more transmitters and receivers are 
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connected to the array. The time delay or phase difference between the transmitted and 
scattered signals and the amplitude of the scattered signals contain information about the 
position and size of the target. A region with increased backscattering is known as an area 
with abnormal tissues or a tumour. The signal processing and imaging algorithm that 
process the received signals obtain a high-resolution map of the target. Various imaging 
algorithms have been applied by different research groups for UWB radar systems such as 
microwave imaging via space-time beamforming [3], tissue sensing adaptive radar, and the 
confocal or delay-and-sum imaging algorithm [8]. The confocal imaging algorithm is based 
on delay-and-sum and is the most common algorithm applied for the UWB radar technique 
[8 - 9].  
 
In order to achieve the required resolution by the human tissues imaging applications, a 
combination of short pulse duration (< 1 ns) of UWB time domain signal and receiver with 
higher dynamic range (> 100 dB) is important. The above specifications make it extremely 
difficult to implement a time domain transceiver for the UWB radar. In specific, the proposed 
receiver should be able to sample the reflected signals with a sampling frequency well over 
10 GHz and convert it to the digital domain data with over 16 bits of resolution. This problem 
can be solved by using the single frequency continuous waves (SFCW) radar concept. In 
SFCW radar concept, the time domain pulse is synthetically generated starting from 
measurements performed in the frequency domain. In a SFCW radar, a sequence of M 
sinusoidal tones, whose frequency is stepped from fmin to fmax with increments equal to f, is 
generated. On the receiver side, the detection of the reflected signal consists of a series of 
M narrowband measurements that recover the amplitude and phase of each reflected 
sinusoidal tone. High resolution time domain pulses are then obtained by performing the 
inverse Fourier transform (IFFT) on the collected data.  
 
It should be observed that, while the overall bandwidth of both the transmitter output stage 
and the receiver input stage must be as wide as BW = fmax - fmin, the system instantaneous 
bandwidth can be basically as narrow as desired since the signal to be handled at each step 
is a purely a sinusoidal tone. The narrow noise bandwidth and the processing gain inherent 
in the IFFT are key factors to achieve the large instantaneous dynamic range imposed by 
the application [56 – 58]. 
 
Recent research, e.g. [7 - 25], show the feasibility of UWB radar techniques employing 
commercial vector network analysers (VNA) to synthetically generate UWB pulses by 
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transmitting a set of narrowband SFCW over a wide range of frequencies, while receiving 
the reflected signals from the human tissue. The overall quality of the reconstructed image 
and signal-to-clutter ratio, can be further improved by increasing the number of antennas in 
the antenna array [5 - 6] and by using a large synthetic bandwidth radar [21]. Unfortunately, 
when the system is based on the use of a large-bandwidth VNA to implement the radar 
transceiver, the combination of a large number of antennas and the limited number of ports 
of the VNA requires complex electromechanical switching systems to connect the VNA to 
the antennas through rigid coaxial cables. The switching system introduces losses, reducing 
the ability to couple the signal deeper inside the human tissues. Moreover, the size of the 
switching system and its bulky interconnects, as well as of the VNA itself, drifts the system 
away from being portable, dramatically increases the cost of the setup and reduces its ability 
to be used as a cost-effective solution for follow-up post-treatment for brain stroke [24], heart 
failure [25] or cancer monitoring [21].  
 
2.1.2 Microwave Tomography  
Microwave tomography is an active microwave imaging approach, which is based on an 
inverse scattering problem. Several transmitters illuminate an object under test from various 
directions and the reflected/scattered signals measured at numerous different locations in 
microwave tomography. By using the received signals, the body under test quantitatively 
can be reconstructed by using the dielectric properties. For the past few years [59 -61], 
microwave tomography has been widely explored for the biomedical applications. Various 
studies [62 – 66] shows that the dielectric properties of a biological tissues are strongly 
dependent on its physiological and pathological conditions. Therefore, biological tissues in 
human body can be easily differentiated based on the differences in their dielectric 
properties in microwave tomography.  
 
The reconstruction of the body under test in microwave tomography is basically achieved 
by minimising the difference between the measured and computed data by updating the 
dielectric properties. Various types of dielectric profile reconstruction algorithm have been 
proposed, investigated and developed in the last few years. These techniques include single 
frequency, multiple frequency and time domain data [67 – 74]. Compared to single frequency 
[67 – 69] and multiple frequency [70 -71], the time domain [72 – 74] reconstruction algorithm 
uses the scattered field of an object over an entire wideband. By using the time domain data, 
very good quality dielectric profile of body under test can be reconstructed with high 
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resolution and accuracy [72 – 73]. Recently, the efficiency of the time domain reconstruction 
algorithm for measuring a breast’s composition was demonstrated [74]. 
 
Generally, VNAs are used for microwave tomographic measurements for time domain, 
single frequency and multiple frequency [75 – 76]. For time domain tomography, by using 
the VNA, the scattering signals at various location of the body under test at a large number 
of discrete frequencies are measured. The collected frequency domain data, is then utilized 
to synthesize the time domain signals. This technique is widely used in microwave 
tomographic imaging to get the scattered signals in time domain [72, 77 -79]. Based on such 
a measurement approach, due to the required frequency spacing the acquisition of the time 
domain data can be time consuming. For clinical applications, a UWB time domain system 
are preferred because of fast acquisition of time domain signals compare to UWB frequency 
domain system such as VNA. 
 
Compared to microwave tomography, the SFCW UWB radar technique has the ability to 
detect and localise the presence of the tissue with high scattered signals instead of 
reconstructing the dielectric properties of the tissues. Therefore, the SFCW UWB technique 
is considered to be less computationally complex than microwave tomography and does not 
require complex hardware to implement the complete frequency domain transceiver.  
 
2.1.3 Confocal Imaging Algorithm 
Various imaging algorithms and dielectric profile reconstruction algorithms for UWB radar 
and tomographic have been applied by different research groups. For UWB radar systems 
such as microwave imaging via space-time beamforming, tissue sensing adaptive radar, 
and the confocal or delay-and-sum imaging algorithm are proposed and investigated. The 
confocal imaging algorithm based on delay-and-sum is the most common algorithm applied 
for the image reconstruction in UWB radar technique [19 - 21]. 
 
For simplicity, a monostatic configuration by using N-antenna array integrated with SFCW 
radar transceivers is used for the measurement. Based on above measurement, N time-
domain waveforms are obtained after applying the IFFT on the frequency domain signal. In 
the time domain signals, the early time content is dominated by the larger skin-air reflection 
and the reflected signals of abnormalities and clutter will be at late time content in each 
waveform. Due to the high dielectric difference between the air and the skin, the skin 
reflection signal has bigger amplitude then the amplitude of the abnormalities. The early time 
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content due to skin reflection needs to be removed without affecting the actual reflected 
signals by the abnormalities in the tissues. As stated in [80], a simple calibration signal of 
the skin can be developed for each antenna by taking the average of the time response 
signals from the antennas. The average signal is then used to subtract from the raw data. 
The proposed calibration technique is effective if each antenna has the same distance from 
the skin. For different distances between the antennas and the skin more sophisticated 
calibration technique is required to estimate the correct distance and efficiently remove the 
skin reflection [81 - 83]. 
 
Once the skin reflection has been properly removed, the N calibrated waveforms Ii(t), for i = 
1,…N, contain only the reflected signal of the abnormalities and clutter. The image can be 
reconstructed based on a simple delay-and-sum algorithm [9]. This proposed algorithm will 
calculate the intensity of each pixel in the image domain by properly choosing the received 
signal on the coordinates. First, the round trip time i(x, y, z) from the ith antenna to the pixel 
of coordinates (x, y, z) is calculated. By doing this, the information on the respective pixel 
which embedded in the various time domain signals is aligned in time to the point t = 0. 
Finally, the intensity I (x, y, z) of the pixel of coordinates (x, y, z) is calculated by coherently 
summing the contribution of all the antennas as shown below 
     
𝐼(𝑥, 𝑦, 𝑧) =  [∑ 𝐼𝑖(𝜏𝑖(𝑥, 𝑦, 𝑧))
𝑁
𝑖=1 ]
2
                              (2.1) 
 
By repeating the presented technique in (2.1) for each pixel in the image domain, a high 
resolution 2D or even 3D dielectric map of the human tissues with abnormalities can be 
obtained. 
 
2.2 Progress Towards Low Cost Microwave Medical Imaging 
System 
UWB microwave systems for medical applications are usually constructed by laboratory 
instruments, e.g., a VNA [97 - 98] or a pulse generator plus an oscilloscope [99 - 100] to 
measure the complex scattering parameters which are used to generate the microwave 
image [88 - 89]. A commercial VNA is accurate, but for biomedical microwave imaging to be 
successful in mass-deployment and to be used in clinics it should also be low-cost, compact 
and portable. In recent times, several manufacturers of VNAs have moved to building lower-
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cost and portable VNAs, such as the Keysight N7081A microwave transceiver [90]. 
However, the cost is still high, and other techniques need to be investigated to achieve the 
performance required to successfully detect abnormalities in human tissues. Therefore, the 
custom design of low cost, compact and portable UWB microwave system dedicated to 
medical diagnostics is of great interest.  
 
Driven by the need of low cost and low complexity UWB transceivers, more and more 
research effort has been devoted to system development. In 2009, a custom designed UWB 
system for see-through-the-wall imaging was reported in [91] by Yang et al. The system is 
simple, but can have very high timing jitter. Even though it is applicable in simple 
applications, this will cause problems for high accuracy applications, such as medical 
imaging. 
 
Another example of a system under development is the pseudo-noise system by R. 
Hermann from Ilmenau University of Technology [92] and Sachs et al. [93]. In this system, 
a pseudo random signal is transmitted. The signal can be described as a pulse train 
consisting of zeros and ones in pseudo-random order. In comparison with a conventional 
impulse radar, the pulse trains cover a longer period of time, and therefore contain more 
energy. Thus, such system allows for higher signal-to-noise ratio (SNR) in measurements. 
However, range gating cannot be used with this type of system and the system design 
becomes more complex as an extra channel, with similar function as the reference channel 
in the VNA, is needed to allow the calculation of the scattering. 
 
On the other hand, customized RF hardware like the SDR-KITs DG8SAQ VNWA 3 [127], 
which implements a VNA, can be designed. However, this system low-cost is due to it having 
a limited operating band of up to 1.3 GHz, and a limited hardware instantaneous bandwidth 
of 96 kHz. Due to limited volumes of manufacturing for medical applications, capable 
hardware will be expensive or alternatively low-cost hardware may not meet the 
requirements. There are several other approaches in developing the signal capture device, 
which is the main unit required for any VNA. The most typical approach is to use custom RF 
hardware, which can perform the frequency sweeping as well as the complex signal 
detection. 
 
Recently, custom-made wideband RF frontends for automotive radar [94 - 96], security and 
industrial applications using dedicated CMOS integrated circuits have been proposed [26 – 
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29]. In 2013, Bassi et al. [26 – 27, 29] from University of Padova, Italy, presented a system 
design of the first integrated SFCW microwave imaging radar module tailored for medical 
imaging application based on an integrated transceiver (CMOS). The proposed integrated 
circuit, was implemented in a 65-nm CMOS technology, and the design companioned by 
two specifically designed wideband patch antenna for simultaneous transmission and 
reception. The presented integrated circuit can be directly connected to the antennas to 
perform both monostatic or bistatic measurements, avoiding the use of a complex switching 
network, and effectively replacing the VNA in the measurement setup. The proposed 
integrated transceiver by Bassi et al. is able to generate tones over 3 octaves from 2 to 16 
GHz and to collect the signals reflected from the breast with a dynamic range in excess of 
100 dB. The proposed radar system able to detect tumour with resolution of 3 mm inside 
the body, sufficient to resolve even the smaller tumors reported in the literatures [85 - 86].  
 
In 2015, H. Song et al. [87] from Hiroshima University, proposed a first time domain UWB 
breast tumour detection system using CMOS circuits. The proposed system produces a time 
domain signal of pulse width 160 ps and the center frequency is about 6 GHz. This system 
is designed with the ability to transmit and receive signals through 16 antennas, among 
which 8 antennas are designed as transmitters and the other 8 antennas are designed as 
receiver. The proposed system by H. Song et al. able to detect a cancer tumour of size 1 
cm.  
 
Although those devices enable reducing the overall size of the frontend, the up-front cost of 
CMOS fabrication circuits is several thousand dollars. Whilst automotive applications, 
security and industrial applications have the benefits of economies of scale, and hence the 
upfront cost is of little concern, their frequencies (millimetre-wave) are not useful for 
biomedical imaging applications due to their limited penetration.  
 
In 2014, X. Zeng et al. [30, 32 - 33] from Chelmer University of Technology designed a 
complete RF frontend based on time domain for tomographic medical imaging has been 
proposed. The system uses several individual components, including arbitrary waveform 
generator, wideband track-and-hold, and 250 MS/s analog-to-digital converter. All these 
systems are effective in measurements; however, they are still quite costly due to their 
custom-made components. 
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2.3 Research Gap and Proposed Research 
The initial work in the area of microwave imaging for biomedical applications performed by 
Larsen and Jacobi in the late 1990s. A canine kidney internal structure was imaged by their 
system using a developed antenna which was immersed in water [84]. Since then, there has 
been a wide variety of medical applications of microwave imaging reported in the literature, 
ranging from paediatric transcranial brain imaging to the detection of ischaemic heart 
disease and cancer in the lungs. The most important development over the past 10 years is 
breast tumour detection and a recent interest has been shown in the detection of brain 
abnormalities and accumulation of the fluid in the lungs. Due to vast potential application of 
microwave imaging in the biomedical area, especially in critical illness such as breast 
cancer, brain stroke and heart failure the low cost and portable microwave frontend highly 
required. The reduction in the number of death or permanent disabilities due to critical illness 
can be achieved by using the proposed biomedical imaging system for early detection, 
continuous monitoring and in an emergency environment.  
 
Although various microwave frontend imaging systems have been developed for various 
applications such ground penetrating radar (GPR), security, automobile and industrial 
applications, none of these suitable for the biomedical applications. The systems detailed 
by Bassi et al. [26 – 27, 29] from University of Padova, Italy and X. Zeng et al. [30, 32 - 33] 
from Chelmer University of Technology, biomedical applications require entirely different 
operating parameters such as power, frequency, stability, and dynamic range. So the 
development of a specific frontend for biomedical imaging system is vital and the system 
need to be low cost, compact and portable. This will allow the system to be affordable and 
widely used in rural hospitals/clinics. 
 
Due to that, this thesis proposes the development of a low cost, compact, reconfigurable 
and portable microwave frontend for biomedical imaging. To reduce the cost, software 
defined radio (SDR) [101 -112] is an attractive concept that enables building a microwave 
frontend for biomedical imaging with flexible operating parameters. It uses versatile RF 
hardware, and software, based on the GNUradio [36] toolkit to perform the required signal 
processing. 
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Chapter 3 Software Defined Radar (SDRadar) for 
Medical Imaging 
 
3.1 Introduction 
In this chapter a low-cost reconfigurable microwave transceiver using software defined radar 
(SDRadar) is proposed for medical imaging. The device, which uses generic software 
defined radio (SDR) technology, paves the way to replace the costly and bulky vector 
network analyser currently used in the research of microwave-based medical imaging 
systems. Not being the original purpose of SDR technology, this creates several serious 
design and programming challenges, which are solved in this chapter. Each signal needs to 
be coherently added, thus requiring a careful calibration procedure due to the nature of the 
SDR hardware. In this chapter, detail calibration techniques are presented to enable the use 
of SDR technology in a biomedical imaging system. With the aid of an RF circulator, a virtual 
1 GHz wide pulse is generated by coherently adding multiple frequency spectrums together. 
To verify the proposed system for medical imaging, experiments are conducted using a 
circular scanning system and directional antenna. The system successfully detects a small 
targets embedded in a liquid emulating the average properties of different human tissues. 
 
3.2 Proposed Software Defined Radar 
The proposed software defined radar (SDRadar) for near-field medical imaging is shown in 
Figure 3.1. It can be divided into two main sub-systems: the software and hardware 
subsystems. The software subsystem consists of in-house developed code using the 
GNUradio toolkit (PC/laptop) and the embedded software running inside the bladeRF 
software defined radio. The hardware subsystem includes the bladeRF [113] transceiver 
(LMS6002D [114]), circulator and tapered slot antenna. 
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Figure 3.1: Architecture of a portable, low-cost and reconfigurable medical imaging system 
using software-defined radio. 
 
The baseband signal generation, decoding, correlation and data storage operations are 
performed in the software subsystem. The correlation operation is performed efficiently 
using the frequency domain via the Fast Fourier transform (FFT). The generated and 
received signals are sent to/from the SDR platform via USB3, where they are sent via the 
embedded processor (Cypress CyUSB3014BZX) and FPGA (Altera Cyclone IV) to the 
LMS6002D [114] transceiver hardware. The transceiver chip converts the digital baseband 
signal to analogue via a 12-bit digital-to-analogue converter (DAC), amplifies it using a 
power amplifier and up-converts the frequency to the required value for transmission. In 
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addition, it receives scattered microwave signals, amplifies them via a low noise amplifier 
(LNA), down-converts them to baseband and then digitizes them using a 12-bit analogue-
to-digital converter (ADC), before sending them to the software sub-system. Due to the bit 
resolution of the DAC and ADC, the system natively provides up to 72 dB of dynamic range. 
Given that the system operates with a flat transmitted power, the effective number of bits at 
the receiver can be less due to the varying sensitivity of the receiver, and the dynamic range 
may be less than 72 dB at certain frequencies.  
 
3.2.1 Hardware Sub-system 
The hardware sub-system consists of LMS6002D transceiver IC (SDR bladeRF Figure 3.2), 
circulator, switches, calibration load (50 ) and a single tapered slot antenna. The hardware 
is designed in this case for a monostatic radar approach. If a multi-static approach is 
required, a multiport switch and an antenna array can be included without difficulty.   
 
 
Figure 3.2:  Software Defined Radio (SDR) bladeRF [113] 
 
 
The LMS6002D as shown in Figure 3.2 (SDR bladeRF), is an integrated transceiver with a 
wide tunable range. The LMS6002D, like typical SDR transceivers, is designed for modern 
communication systems that require high bandwidth, full duplex communication using 
separated frequencies. This means that two phase lock loops (PLLs) sharing a common 
clock are used in LMS6002D. Using the PLLs, both transmit and receive chains are 
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implemented as a zero IF (direct conversion) architecture, and a tunable filter can adjust the 
baseband bandwidth between 1 MHz and 28 MHz. The transmitter includes a low pass filter 
(TXLPF), variable baseband gain controller (TXVGA1), mixer/TXPLL and variable RF power 
amplifier (TXVGA2). Meanwhile, the receiver includes a low noise amplifier with variable 
gain (RXLNA), mixer/RXPLL, two variable gain amplifiers (RXVGA1 and RXVGA2) and low 
pass filter (RXLPF).  
 
In typical radar frontends, the use of a common PLL for both transmitter and receiver is 
recommended for phase synchronization between the transmitter and receiver to allow for 
better target detection.  Our investigation shows that both TXPLL and RXPLL within the 
LMS6002D produce precisely the same carrier frequency but have different phases. Thus, 
phase estimation, which is a critical issue in medical imaging, is difficult because the relative 
phase between the transmitter and receiver is non-deterministic. Thus, to fix the relative 
phase, an electronic switch is used to allow measurement of both a known line-length in 
addition to the antenna measurement as shown in the Figure 3.1. The utilized switch has 
three ports; one of them is the common port and is connected to the circulator, whereas the 
other two are connected to a matched load and an antenna, respectively. The matched load 
helps in estimating the initial phase and amplitude of the transmitted signal, whereas the 
antenna transmits the signal and captures the reflected signals.   
 
3.2.2 Software Sub-system 
The control of operation, processing and imaging are performed using the software 
subsystem. It consists of in-house developed software in Python using the GNUradio toolkit.   
 
A block diagram of this sub-system is shown in Figure 3.3. The signal processing part is 
developed using GNUradio companion (GRC), where the signals are inputted and outputted 
from the bladeRF receiver and transmitter interfacing blocks, respectively. Each block is 
designed to process baseband-equivalent signals x(t) at frequency fb and sampling rate fs. 
The hardware interface up-converts this signal using a carrier frequency fc,k, generated by 
TXPLL and gain parameters TXVGA1k and TXVGA2k. For receiving, the hardware interface 
down-converts the signal using a carrier frequency fc,k generated by RXPLL and gain 
parameters RXLNAk, RXVGA1k and RXVGA2k to produce a baseband signal y(t) of 
frequency fb. To avoid clipping of the received signal, RXVGA2 is kept fixed on its lowest 
setting. 
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The next stage of processing is to correlate the transmitted and received signal to find the 
reflection coefficient and thus the phase and magnitude change required for imaging. Since 
x(t) has a single frequency fb with fixed phase and magnitude, this is simply performed by 
taking the Fourier transform of the received signal y(t) and finding the magnitude and phase 
at the same baseband frequency fb. Being a direct-conversion receiver, a DC offset may 
exist between the ADC and down-converter blocks. Therefore, the baseband frequency is 
selected at an offset from the DC component to avoid a potential overlap between the DC 
component and the baseband signal with frequency fb. The receiver uses the Fast Fourier 
Transform (FFT) to convert a given length, L, of time domain samples to a set of frequency 
bins. The length of the transform decides the frequency spacing between the bins. To make 
processing easier, the frequency offset is set to an integer number of frequency bins Lb. This 
gives an absolute frequency offset, 
 
𝑓𝑏 =
1
𝐿
𝐿𝑏 ×  𝑓𝑠.    (3.1) 
 
For example, if the FFT uses length L = 128, and the baseband frequency bin is Lb = 10 for 
fs = 2 MS/s, the frequency offset will be fb = 156.25 kHz. To further improve the quality of 
the received signal, 100 samples of the magnitude and phase are averaged before data 
storage. Averaging and oversampling [135 - 136] are well-known method to further increase 
the dynamic range of a receiver when the measurement scenario is relatively static. 
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Figure 3.3: The software subsystem of the proposed SDRadar. 
 
The Python controller shown in Figure 3.3, consists of a carrier frequency tuner, switch 
controller and data storage. To achieve ultra wide-band performance as needed in radar-
based medical imaging, the carrier frequencies of TXPLL and RXPLL must be selected with 
appropriate gain levels, which are sent to the bladeRF interface of GRC via XMLRPC as 
shown in Figure 3.3. For the case of the bladeRF, the carrier frequencies can range from 
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0.3 GHz to 3.8 GHz with a step size of 1 MHz. For a specific carrier frequency fc,k for TXPLL 
and RXPLL, the gains are assigned based on the investigations explained in Section III.  
 
The switch controller blocks as shown in Figure 3.3 are designed to control the switch 
(S1/S2) via a Netduino-plus 2 microcontrollers via Ethernet. For each carrier frequency fc,k, 
the switch controller switches between the calibration (S1) and measurement (S2). Finally, 
the data storage block receives the magnitude and phase of the baseband signal via 
XMLRPC for both measurements and storage in the MongoDB database. 
 
3.3 Proposed Calibration Technique 
For accurate medical imaging, the proposed SDRadar should be calibrated. From our 
investigations, the magnitude and phase response varies with frequency in both of the 
transmitter and receiver sections. Although the frequency is well synchronized, the relative 
phase between the receiver and transmitter is non-deterministic. Moreover, there are 
several uncertainties due to antenna, circulator, switches, and coaxial cables within the 
proposed SDRadar. 
 
3.3.1 Signal Calibration 
In GRC a complex baseband signal of frequency fb is generated with sampling rate fs. The 
in-phase (I) and quadrature (Q) components of the baseband signal are  
 
𝑥(𝑡) = 𝐴𝑒𝑗𝜔𝑏𝑡             (3.2) 
𝑥𝐼(𝑡) = 𝐴𝑐𝑜𝑠(𝜔𝑏𝑡)           (3.3) 
𝑥𝑄(𝑡) = 𝐴𝑠𝑖𝑛(𝜔𝑏𝑡)        (3.4) 
 
where b = 2fb and A is magnitude of the baseband signal. For transmission, the baseband 
signal is amplified and up-converted to microwave frequencies  
 
𝑠𝑇𝑥,𝑘(𝑡) =  𝐴𝑇𝑥,𝑘𝑒
𝑗[(𝜔𝑏+𝜔𝑐,𝑘)𝑡+∅𝑇𝑥𝑟,𝑘]   (3.5) 
 
where c,k = 2fc,k, ATx,k = A(TGk), Txr,k is the phase introduced by TXPLL at carrier 
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frequency fc,k and TGk  is the total gain of the transmitter involving both TXVGA1 and 
TXVGA2.  
  
For the purposes of calibrating the phase difference between TXPLL and RXPLL, a 
reference measurement is performed by setting the switch to S1, which is connected to 50 
Ω matched load. Following this measurement, the switch is set to the other port, S2, which 
is connected to the antenna. Referring to Figure 3.1, both paths have common delays 
involving the circulator, RF-frontend (filters, amplifiers, mixers) and cables. It should be 
noted that the circulator has both a transmitted path delay and an isolation path delay. The 
second is considered to be the leakage signal and from terminal 1 of the circulator to the 
receiver via terminal 3 (see Figure 3.1). With the proper choice of the circulator that has high 
isolation, this leaked signal is much less than the received signal. As the matched load fully 
absorbs power, the common delay from the circulator is only the leakage signal. For the 
upcoming analysis, these delays are referred to as c,k, and the total change in amplitude 
Sc,k. Using a VNA measurement of the switch in both S1 and S2 positions showed that 
they have the same phase and magnitude over the frequency band of the system (0.3 - 3.8 
GHz) and given by S,k and SS,k at frequency  fc,k. 
 
When the switch (Figure 3.1) is set to S1, which is for the 50  matched load, the received 
RF signal at the RX port of the bladeRF is given by 
 
𝑠𝑅𝑥𝑆1,𝑘(𝑡) =  𝐴𝑇𝑥,𝑘𝐴𝑅𝑥𝑆1,𝑘𝑒
𝑗[(𝜔𝑏+𝜔𝑐,𝑘)𝑡+∅1,𝑘+∅𝑇𝑥𝑟,𝑘]             (3.6) 
 
where 1,k is the total phase offset introduced by the system when the switch is in position 
S1 at carrier frequency index k. 
 
This phase only includes the phase of common components c,k. Similarly, the total 
amplitude change is ARxS1,k= Sc,k.  
 
Similarly, after the switch is set to S2, the received RF signal at the RX port of the bladeRF 
is given by 
𝑠𝑅𝑥𝑆2,𝑘(𝑡) =  𝐴𝑇𝑥,𝑘𝐴𝑅𝑥𝑆2,𝑘𝑒
𝑗[(𝜔𝑏+𝜔𝑐𝑘)𝑡+∅2,𝑘+∅𝑇𝑥𝑟,𝑘]            (3.7) 
where 2,k is the total phase offset introduced by the system when the switch is in position 
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S2 at carrier frequency index k. This can be expressed as 2,k = c,k+a,k+t,k, ARxS2,k = 
(at,k)(aa,k)SS,k2Sc,k. at,k and aa,k are the amplitude response of the target and antenna 
system at frequency  fc,k. Meanwhile t,k and a,k are the phase delay response of the target 
and antenna system at frequency  fc,k.  
 
Both RF signals in (6) and (7) are down converted to baseband after passing through the 
receiver path of the bladeRF. After down conversion, the baseband signals of the system 
when in switch position S1 and S2 are 
 
𝑦𝑆1,𝑘(𝑡) =  𝐵𝑆1,𝑘𝑒
𝑗[𝜔𝑏𝑡+∅1,𝑘+∅𝑇𝑥𝑟,𝑘+∅𝑅𝑥𝑟,𝑘]                               (3.8) 
𝑦𝑆2,𝑘(𝑡) =  𝐵𝑆2,𝑘𝑒
𝑗[𝜔𝑏𝑡+∅2,𝑘+∅𝑇𝑥𝑟,𝑘+∅𝑅𝑥𝑟,𝑘]                               (3.9) 
 
where BS1,k = ATx,k ARxS1,k (RGk), BS2,k = ATx,k ARxS2,k (RGk) and Rxr,k is the phase offset of 
RXPLL at frequency fc,k. RGk  is the total gain of the receiver amplifiers. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.4: (a) Transmitted and received I and Q components, and (b) FFT response of the 
received baseband signal for fb = 156.25 kHz and fs = 2 MS/s. 
 
(a) (b) 
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The baseband signal (8) and (9) are sent to GRC for signal processing where FFT is used 
to obtain the phase and amplitude of the baseband signals. Figure 3.4 shows the complex 
time domain of the transmitted and received baseband signals, and the frequency domain 
of the received signal with frequency fb = 156.25 kHz and a sampling rate fs = 2 MS/s. 
Extracting only the frequency of interest, the phases of the baseband signals from switch 
S1 and switch S2 can be found using (10) and (11)  
 
𝜙𝑆1,𝑘 = 𝜙1,𝑘 + 𝜙𝑇𝑥𝑟,𝑘 + 𝜙𝑅𝑥𝑟,𝑘                                       (3.10) 
 𝜙𝑆2,𝑘 = 𝜙2,𝑘 + 𝜙𝑇𝑥𝑟,𝑘 + 𝜙𝑅𝑥𝑟,𝑘                                        (3.11) 
 
and the magnitudes of the baseband signals from switch S1 and switch S2 are 
 
𝐶𝑆1𝑘 = 𝐵𝑆1𝑘 ×  
1
2
𝐿                                     (3.12) 
𝐶𝑆2𝑘 = 𝐵𝑆2𝑘 ×
1
2
𝐿                                      (3.13) 
 
where L is the FFT vector size, and is set to 128. 
 
To obtain the phase response due to the target and antenna, the phase from switch S1 as 
in (3.10) is subtracted from the phase from switch S2 as in (3.11), 
 
𝜙𝑘 = 𝜙𝑎,𝑘 + 𝜙𝑡,𝑘                                                   (3.14) 
which only includes the phases due to the target and antenna system. 
 
Finally, amplitudes of the received signal from switch S1 and S2 depend on the transmitted 
baseband signal amplitude A, gain (Gk) of the transmitter and receiver amplifiers within the 
bladeRF, and antenna system and target responses, 
 
𝐶𝑆1,𝑘 =
1
2
𝐴𝐿𝐺𝑘                                                        (3.15) 
𝐶𝑆2,𝑘 =
1
2
𝐴 𝐿 𝐺𝑘𝑎𝑡,𝑘𝑎𝑎,𝑘                                  (3.16) 
 
 29 
where Gk = (TGk)(RGk) is the overall gain of the proposed system for specific carrier 
frequency fk.  
 
The final amplitude response of the antenna system and target is 
 
𝐷𝑘 =
𝐶𝑆2,𝑘
𝐶𝑆1,𝑘
= 𝑎𝑡,𝑘𝑎𝑎,𝑘                                               (3.17) 
 
Using the above proposed calibration techniques, an automated self-calibrating system can 
be realized. The detailed symbol descriptions are given in List of Abbreviations.   
 
3.3.2  Transmitter Calibration 
The transmitter calibration is required to obtain uniform illumination at each frequency. The 
amplitude (A) of the baseband signal linearly controls the output power of the bladeRF as in 
Figure 3.5(a). For example, when A changes from 0.5 to 1, the output power increases by 
6 dB over the entire frequency band. However, the RF frontend has a varying frequency 
response over the frequency band. By varying the TXVGA1 and TXVGA2 gains, a flat 
frequency response can be achieved at each fc.  
 
Analysis of the transmitted signal indicates that while the 2fc second harmonic is weak, the 
third harmonic 3fc is not negligible as shown in Figure 3.5(b). Thus, the proposed system 
can be used without any problem when the required band extends across a certain 
frequency to three times that frequency, i.e. 1:3. This requirement is met by most medical 
imaging applications, such as breast imaging [13], head [16], and torso [17]. However, if a 
wider band is required, a tunable bandpass filter should be used at the output of the 
transmitter. It should be noted that the received baseband signal does not suffer from the 
effect of those harmonics due to the use of a direct conversion receiver and a low pass filter 
RXLPF before the baseband ADC as seen in Figure 3.1. 
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Figure 3.5: Output power for baseband signal frequency fb= 156.25 kHz with TXVGA1 = -
10 dB, TXVGA2 = 20 dB and fs = 2 MS/s. (a) Output power of the fundamental frequency 
fc (b) Output power at the 2nd and 3rd harmonics. 
 
(b) 
 
(a) 
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The baseband signal amplitude A also has a significant effect on the output power of the 
bladeRF transmitter as shown in Figure 3.6. For 0.1 to 1 of A values the output power 
exponentially increases and have maximum output power when A = 1. Further increase in 
A, reduce the output power of the system. The amplitude of the baseband signal impact both 
the voltage and the amplitude of the digital signal sent to the DAC at the receiver. Signal 
amplitude is expected to be in the range from -1.0 and +1.0. The bladeRF interface driver 
than normalizes this into the range expected by the DAC of the bladeRF. Amplitude 
exceeding a magnitude of 1, will saturate the DAC causing the signal to clip digitally. The 
amplitude value needs to be selected carefully together with TXVGA1, TXVGA2, RXLNA 
and RXVGA1 since even values lower than 1 may still cause the power output from the 
LMS6002D to be compressed. The amplitude should ideally remain at about 1 so the output 
voltage avoids a region of non-linear output for the LMS6002D. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.6: The performance of the bladeRF transmitter respect to baseband signal 
amplitude A for various carrier frequency fc frequency fb = 156.25 kHz with TXVGA1 = -10 
dB and TXVGA2 = 20 dB and fs = 2 MS/s. 
 
Based on experiments, TXVGA1 and power amplifier gain controller TXVGA2 show linearity 
for output power levels from -35 dB to -4 dB and 0 dB to 25 dB, respectively. Full details are 
presented in Appendix A2. Based on this, the system can be designed and configured to 
have constant and stable output power without saturating the TXVGA1 and TXVGA2 and it 
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thus avoids clipping the baseband signal. 
 
3.3.3  Receiver Calibration 
Based on the above, a stable and consistent transmitted power can be achieved for any 
given operating band within 0.3 – 3.8 GHz without harmonics. To achieve the full hardware 
dynamic range on the receiver, the signal power level needs to be adjusted carefully. Too 
high power level causes clipping due to saturation of the DAC, whereas too low level limits 
the dynamic range and reduces the accuracy of target detection. Hence to maximize the 
dynamic range, a study is done to identify the maximum input power at which no clipping 
occurs. This is shown in Figure 3.7.  
 
Figure 3.7: Maximum allowed power at the receiver to avoid clipping. fb = 156.25 kHz, fs = 
2 MS/s, RXLNA = 0, and RXVGA1 = 0. 
 
The maximum received power varies between -26 dBm to -7 dBm in the band of 0.3 GHz – 
3.8 GHz.  As part of the system, the received power is always less than the transmitted 
power. This means that by transmitting a flat -20 dBm output power in the 1.0 GHz – 
2.5 GHz band, the receiver can obtain a baseband signal without any clipping. If a higher 
transmitter power is used, then the clipping of baseband signal can also be avoided by using 
an appropriate attenuator at the receiver port of the bladeRF. 
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Figure 3.8: Received power before down conversion and achieved amplitude (FFT) by the 
baseband signal after the down conversion for baseband frequency fb = 156.25 kHz and 
fs = 2 MS/s with RXLNA = 0, RXVGA1 = 0. 
 
The receiver response at various carrier frequencies when using constant transmitted power 
is studied. A simple SFCW transmitter of baseband signal with A = 1, fb = 156.25 kHz and fs 
= 2 MS/s of -20 dBm is designed by choosing the values TXVGA1k and TXVGA2k for 
different fc,k. Then, the transmitted power is fed directly to the receiver port of the bladeRF 
via coaxial cable. The receiver gains RXLNAk, RXVGA1k and RXVGA2k are set to 0. The 
received RF signal is down converted and the amplitude is measured via the software 
subsystem. Figure 3.8, shows both of the transmitter power and received baseband signal 
magnitude. Based on (3.15), for received baseband signal of A= 1, the baseband signal 
magnitude should be 64 for L = 128. But for the proposed system in these studies, for A=1 
of baseband signal magnitude is equal to FFT magnitude of 45.94 due to a constant leakage 
in the dc component. For constant input power, the baseband signal magnitude varies with 
fc,k. The experiment is repeated for other values of input power as depicted in Figure 3.8.   
 
Based on this, a magnitude calibration graph is created and used for the input power at each 
frequency as shown in Figure 3.9.  
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Figure 3.9: Relationship between input power and baseband signal amplitude at the 
receiver for several carrier frequency fc. 
 
The receiver low noise amplifier gains (RXLNA) and baseband gain controller (RXVGA1), 
can also be used to improve the system detectability at the receiver. The RXLNA at the 
receiver has three values of amplification 0 dB, 3 dB and 6 dB and the RXVGA1 gain can 
range from 0 to 30 dB with step size of 3 dB. 
 
3.4  Experiment Setup 
3.4.1  Measurement Process 
Figure 3.10, shows the proposed monostatic SDRadar with bladeRF, circulator, tapered slot 
antenna and a rotating platform. Meanwhile a complete automated stepped-frequency 
continuous wave (SFCW) SDRadar is designed as shown in Figure 3.11. The system 
includes the proposed calibration algorithms as explained earlier. In this case, since the 
system is designed for head imaging, the selected band is 1.2 GHz – 2.14 GHz with step 
frequency of 10 MHz (95 steps) and a constant transmit power of -20 dBm. It should be 
noted that the system can be reconfigured to other bands by using a proper circulator for 
that band.  
 
To automate the measurement procedure, a MYCOM 5-Phase DC stepper motor is used to 
rotate a platform that carries the imaged object. The motor is controlled by the Netduino-
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plus2 microcontroller to rotate the platform so that measurement can be taken at 20 
positions around the imaged object. A Python script running on a PC controls the 
measurement system. The PC is connected to the bladeRF SDR via a USB cable, and to a 
Netduino-plus2 microcontroller via an Ethernet cable which controls the JFW SP8T switch 
(S1 & S2) and MYCOM motor driver INS500-120. The JFW 50S-1317+12-SMA [115] switch 
operates from DC up to 18 GHz with a switching speed of 15 ms and an isolation of 70 dB. 
The utilized tapered slot antenna is placed 78 mm from the center of the rotating circular 
platform.  
 
 
 
Figure 3.10: Photo of the proposed automated SDRadar hardware. 
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Figure 3.11: Block diagram of the automated imaging system. 
 
The tapered slot antenna has the dimensions of 9 cm  11 cm and has more than 10 dB of 
return loss across the used band as shown in Figure 3.12 [22].  
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Figure 3.12: Return loss of tapered slot antenna. 
 
A broadband circulator (UIYBCC6466A) [128] with less than 0.5 dB of insertion loss, more 
than 18 dB of return loss and more than 17 dB of isolation across the utilized frequency 
range is used to connect the antennas and matched load to the transceiver as shown in 
Figure 3.13. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
(a) 
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Figure 3.13: S-parameters of circulator (a) Insertion and Isolation loss of the ports (b) 
Return loss of the ports 
 
Figure 3.14, shows flowchart of the system’s operation from calibration, stability check, and 
data acquisition. Initially, the software creates and receives a baseband signal fb with carrier 
frequency fc using gain values (TXVGA1, TXVGA2, RXLNA and RXVGA1). The Python 
controller then sweeps the carrier frequency of the bladeRF via XMLRPC. The Python 
controller selects appropriate gain parameters to produce a flat -20 dBm transmitted power 
at each of the carrier frequencies fc,k (k = 1, 2,…,95) using a look up table. For each carrier 
frequency, the phase difference is calibrated by setting the switch to S1. To ensure that the 
PLL is locked, the stability of the phase of the received signal is monitored. In the rare 
occurrence that the phase varies, the system simply retunes onto the same frequency. The 
monitoring is performed via the variance of the magnitude and phase of the received signal. 
In the normal operation, the magnitude and phase are recorded.  
 
 
 
 
(b) 
 39 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.14: Flowchart of the system’s operation. 
 fck ≤ fcmax 
 No 
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After obtaining the initial values of magnitude and phase using S1 (calibration kit), the switch 
is set to S2. At this stage, the Python controller instructs the motor to rotate to position i =1. 
When the position is acknowledged, the magnitude and phase of the received baseband 
signal y(t) is calculated by averaging the magnitude and phase using 100 measurements. 
This procedure has the added benefit of giving a processing gain of 20 dB. Then, the motor 
moves to a different position, and the process is repeated until returning back to the initial 
position. Following this, the carrier frequency is changed according to the selected step size 
and the whole process is repeated till the entire frequency band is covered. To ensure both 
accurate and correct results, the phase stability check is critical. Meanwhile, the proposed 
oversampling and averaging [135 - 136] technique increases the overall dynamic range of 
the system.  
 
3.4.2  Initial Measurement 
Based on experimental setup as shown in Figure 3.10, 3.11 and 3.14, a first measurement 
is done by using the SFCW SDRadar transceiver with constant transmitting power of -20 
dBm over the carrier frequency range of 1.2 GHz – 2.14 GHz with step size f = 10 MHz (k 
= 1 to 95). The receiver uses RXLNA = 0 dB and RXVGA1 = 6 dB. To avoid aliasing, the 
RXLPF was set to filter at 2 MHz. The baseband frequency was selected such that it does 
not interfere with the DC voltage which is a common effect in a direct conversion receiver. 
The baseband signal is generated at fb = 156.25 kHz (Lb = 10, L = 128) and sampling rate 
fs = 2 MS/s as given in (3.1).  
 
𝑆𝑆1,𝑘 = 𝑐𝑜𝑚𝑝𝑙𝑒𝑥[𝐹𝐹𝑇(𝑦𝑆1,𝑘(𝑡)]𝐿𝑏                          (3.18) 
 
𝑆𝑆2,𝑖,𝑘 = 𝑐𝑜𝑚𝑝𝑙𝑒𝑥[𝐹𝐹𝑇(𝑦𝑆2,𝑖,𝑘(𝑡)]𝐿𝑏                        (3.19) 
 
𝑆𝑖,𝑘 = |𝑆𝑖,𝑘|cos (𝑆𝑖,𝑘) + 𝑗|𝑆𝑖,𝑘|sin (𝑆𝑖,𝑘)               (3.20) 
 
|𝑆𝑖,𝑘| =
|𝑆𝑆2,𝑖,𝑘|
|𝑆𝑆1,𝑘|
                                           (3.21) 
 
𝑆𝑖,𝑘 = 𝑆𝑆2,𝑖,𝑘 − 𝑆𝑆1,𝑘                               (3.22) 
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The SS1,k of (3.18) is the measured response of the baseband signal for each carrier 
frequency (k = 1 to 95) when the switch is set to S1 and the port is terminated with a 50  
match load. Meanwhile SS2,i,k of (3.19) is the measured response of the baseband signal for 
each carrier frequencies (k = 1 to 95) when the switch is set to S2 which connects to the 
antenna #i (i = 1 to 20).  
 
Following the explained procedure, several experiments were conducted using a baseband 
signal with frequency fb = 15.625 kHz (Lb = 1), fb = 78.125 kHz (Lb = 5), fb = 156.25 kHz (Lb 
= 10), and fb = 312.5 kHz (Lb = 20). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.15: Phase of the calibrated data. (a) fb = 15.625 kHz (Lb = 1), (b) fb = 78.125 kHz 
(Lb = 5), (c) fb = 156.25 kHz (Lb = 10), and (d) fb = 312.5 kHz (Lb = 20). 
 
Figure 3.15 shows the phase of the calibrated received signal for various baseband 
frequency fb for antenna at position #1. For fb = 15.625 kHz, with Lb = 1, the FFT peak is 
close to the DC component, and thus accurate detection is difficult. The calibrated phase for 
fb = 15.625 kHz, with Lb = 1 as shown in Figure 3.15(a) shows discontinuity and is random 
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in nature even after calibration. As the baseband frequency increases, the quality of the 
calibrated signal phase improves and shows less discontinuity and randomness. When fb = 
312.5 kHz (Lb = 20), a clear phase pattern without any discontinuity values is obtained. 
Therefore, the baseband frequency of fb = 312.5 kHz is used for further experiments. 
 
3.4.3  Phantom Image Reconstruction  
Upon collecting the magnitude and phase at each of the 95 measured frequency points and 
after performing the aforementioned calibration, the inverse discrete Fourier transform 
based on (3.23) is used to convert the data into 1500 time-domain sampling points. This 
represents time from 0 to 3 ns. An imaging domain is established as the area inside the 
imaged object. The propagation model assumes that there is free space surrounding the 
antenna. Inside the imaging domain, there is a medium filled with a certain dielectric 
constant, which is the average dielectric constant of that medium.  
𝑆𝑖(𝑡) = ∑ 𝑆𝑖,𝑘𝑒
𝑗2(
2𝑓𝑐,𝑘
𝐶
)𝑡95
𝑘=1                               (3.23) 
 
For each point in the imaging domain, the time of flight is calculated by using a two-part 
propagation path. The first part is from the antenna to the boundary of the medium, and the 
second is from the boundary of the imaged domain to the point of interest inside that domain. 
The point on the boundary is selected to be the one with the shortest propagation time. The 
signal at each antenna is compensated using the calculated time of flight, providing that 
antenna’s contribution to that point in the imaging domain. Each of the contributions are 
summed together thereby producing a delay and sum (confocal) imaging technique.  
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3.4.4  Experimental Results 
A set of 20 measurements were performed using a plastic container (wall thickness=1 mm, 
radius=58 mm, height=100 mm) filled with different liquids. The container was placed at the 
center of the rotating platform. In the first experiment, an off centered metal target (ball of 
radius 15 mm) is placed within the canola oil (r = 3.1). The ball is placed at a distance of 
13 mm from the edge of plastic container. The tapered slot antenna placed 20mm away 
from the outer wall of the plastic container. The receiver gains of RXLNA = 0 and RXVGA1 
= 15 dB avoid clipping and maximize the peak-to-peak voltage of the baseband signal. 
 
Figure 3.16, shows a set of 20 measurements of magnitude and phase after the calibration 
process. The inverse discrete Fourier transform based on (3.23) is used to convert the 
complex frequency-domain data into 1500 time-domain sampling points. The time-domain 
data at different antenna positions is shown in Figure 3.17(a), whereas the obtained image 
depicted in Figure 3.17(b) reveals the successful detection of the target.  The darker region 
illustrates the exact location and size of the target. The above studies show that better 
images are obtained using the receiver gains RXVGA1 < 15 dB.   
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Figure 3.16: (a) Magnitude S1,k (b) Phase S1,k, of the calibrated response of Si,k for 20 
antenna positions (trace color indicating various antenna positions) for the plastic 
container of radius 58 mm filled with canola oil (r = 3.1) and has an off centered metal ball 
of radios 15 mm at the antenna position #4. 
(a) 
(b) 
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Figure 3.17: (a) Time-domain received signals from 20 antennas using SDR low sensitivity 
receiver, and (b) reconstructed image of metal target (radius=15 mm) in canola oil (r = 
3.1) with receiver gains of RXLNA = 0 and RXVGA1 = 15 dB 
 
(a) 
(b) 
r = 3.1 
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Next, a set of 20 measurements was performed using the above plastic container (wall 
thickness = 1 mm, radius = 58 mm, height = 100 mm) filled with canola oil (r = 3.1). The 
container was placed at the center of the rotating platform. The metal ball was replaced with 
an off centered volume (⌀ = 6 mm) of water (r = 77) target within the canola oil. The water 
target was placed at a distance of 13 mm from the edge of plastic container. The gains of 
the receiver were configured to adjust the sensitivity of the system. The receiver gains of 
RXLNA = 0 and RXVGA1 = 6 dB prevent clipping and ensure the signal is far from saturating 
the baseband signal. The collected virtual UWB time-domain data at different antenna 
positions is shown in Figure 3.18. The obtained image shown in Figure 3.19(a), which uses 
this data, indicates that the target is successfully detected.  
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.18: Time-domain received signals from 20 antennas using SDR receiver, water 
target (⌀=6 mm) in canola oil (r = 3.1). 
 
The experiment was repeated using a vector network analyzer (VNA). The used VNA 
(Agilent Fieldfox N9916A) was configured to use the same frequencies range and step size, 
as well as the same transmitted power of -20 dBm. The obtained image from those recorded 
data is shown in Figure 3.19(b). Comparing Figure 3.19(a) to Figure 3.19(b), the images are 
very similar indicating a similar performance of the built SDR-based system compared with 
a commercial VNA. It should be noted that the 0.95 intensity region illustrates the exact 
location and size of the target.    
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Figure 3.19: Reconstructed image using (a) proposed SDR and (b) VNA of water target 
(⌀=6 mm) in canola oil (r = 3.1). 
 
The system was further investigated by changing the location of the water target (⌀=6 mm) 
within the plastic container filled with canola oil (r = 3.1) and presented in Appendix A4. 
 
For microwave system, the achievable resolution in the slant range rs, is directly related to 
the overall bandwidth of the system B, 
 
∆𝑟𝑠 =
𝑣
2𝐵𝑊
                                                         (3.24) 
(a) 
(b) 
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where 𝑣 is the wave velocity in the medium and given by 𝑐
√𝜖𝑟
⁄ , 𝑐 is speed of light and 𝜖𝑟 
dielectric constant of the medium. For BW = 1 GHz and 𝜖𝑟 = 7.1, based on (3.24), the 
achievable resolution in slant range is 56mm.  
 
Figure 3.20: Resulting image using water targets (εr =77) on (a) opposite sides, and (b) 50 
mm apart inside the phantom (εr =7.1). 
 
To demonstrate the system resolution, a phantom with two water targets (⌀=6 mm) placed 
inside a dielectric medium of r = 7.1 is used. By processing the received signals from each 
of the antenna positions, the system successfully detects small targets embedded in 
mediums mimicking biological tissues. In the first measurement, the water targets are placed 
(a) 
(b) 
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on opposite sides (70 mm apart) of the phantom, and in the second measurement water 
targets are placed 50 mm away from each other. This distance was selected as based on 
the BW of the data samples the resolution should be high enough to show the two targets 
correctly. Images of these scenarios are shown in Figure 3.20. Both images indicate the 
possibility to detect the two targets successfully. When the targets are placed close to each 
other, they start to merge as one target. The use of wider band including higher frequencies 
might help to solve this problem. 
 
The challenging imaging scenarios in medical imaging are the cases where there is low 
contrast between the electrical properties of the target and the surrounding healthy tissues. 
To verify the reliability of the designed transceiver in that scenario, another set of 
experiments was performed. To that end, a ⌀ = 6 mm volume of water (r = 77) was 
embedded in different types of high dielectric constant liquids r = 21 using dehydrated 
SPEAG sugar based liquid, and r = 45 using SPEAG DBGE based liquid [129]. The above 
reported dielectric constants are in the frequency range of interest (1.2 – 2.14 GHz), and 
were measured using an Agilent 85070E dielectric probe. The distance between the plastic 
container outer wall and the antenna was set 5 mm.  
 
After applying the explained procedure, it was found that excessive side lobes were present 
in the time domain data when the dielectric contrast between the background (liquid) and 
the target is low. To mitigate this effect, a hamming windowing function was used. This 
greatly reduced the ringing effect, but also slightly increased the size of the target region. 
The resulting images of the tested scenarios are shown in Figure 3.21, which indicates the 
possibility to detect the target successfully in different scenarios. As the dielectric contrast 
between the target and the surrounding medium decreases, the intensity contrast in the 
image between the detected target and the background also decreases. 
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Figure 3.21: Reconstructed images of a target in the different indicated media. 
 
Since the proposed SDRadar has the operational band 0.3 – 3.8 GHz, it can be reconfigured 
for various applications, such as heart failure detection (0.5 –1.0 GHz) [25] and breast tumor 
detection (0.5–3.5 GHz) [21]. The proposed monostatic system with single antenna and 
rotating platform currently takes 45 minutes to complete the whole measurement for 
frequency band 1.2–2.14 GHz with step size of f =10 MHz (95, fc carrier frequency) and 20 
antenna positions. Each measurement takes 64 μs (based on a sampling rate of 2 MS/s), 
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and is averaged 100 times for all 20-antenna positions and 95 frequencies. The oscillator 
settling time is small (20 μs) in comparison with other time delays within the system. This 
means that measurement-only time (with instantaneous switching) of 20 antennas can be 
less than 15 seconds. In the current system, most of the measurement time is spent on 
movement and waiting for motion to completely stop. By replacing the rotating platform with 
an array of 20 antennas using a suitable switching network, the complete automated system 
can operate in less than one minute. Thus, the proposed system can be fast, efficient, 
portable and suitable for medical imaging.  
 
3.5  Conclusion 
A software defined radar (SDRadar) for medical imaging has been presented. The proposed 
system enables building portable, low-cost and safe microwave-based medical diagnostic 
tools. The design of the presented system includes its full calibration to support a tuneable 
frequency range of 0.3 GHz to 3.8 GHz with power levels ranging from -40 dBm up to 
+0 dBm, and hardware dynamic range of up to 72 dB. To verify the proposed system for 
medical imaging, experiments were conducted using a circular scanning system and 
directional antenna. The obtained images, which have a similar quality to those achieved 
using a commercial vector network analyser, indicate that the system successfully detects 
small targets embedded in a liquid emulating the average properties of different human 
tissues. The presented results indicate the possibility of using the proposed system in the 
mass production of portable medical imaging tools that are based on microwave techniques.  
That target should have a huge impact on the lives of many people who do not have access 
to the traditional expensive tools, such as MRI or CT-Scan. 
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Chapter 4 Wideband Biomedical Imaging using 
Compact Vector Network Analyser 
based on Software Defined Radio 
4.1 Introduction 
Microwave biomedical imaging is a complementary diagnostic technique. To enable its 
widespread use, it must be low-cost, portable and reconfigurable. Current prototype systems 
make use of precise, but expensive and large vector network analysers (VNAs). To provide 
a low-cost solution, a software defined radio (SDR) based two-port VNA is proposed in this 
chapter. To adapt generic SDR technology to become a VNA, a directional element, which 
includes directional couplers and a fast single-pole four-throw (SP4T) switch, is utilized to 
measure various signals using a single transmitter and receiver. The open/short/match/thru 
calibration technique is re-developed for the utilized microwave front-end to take into 
account the overall system’s architecture.  
 
Whilst generic SDRs are not designed with VNA applications in mind, they provide the best 
value for tuneable frequency range and instantaneous bandwidth. This chapter presents the 
required additions to an SDR device to enable the device to operate as a two-port vector 
network analyser, and form the basis of low cost and portable microwave medical imaging 
systems. The techniques described in this chapter are also applicable to future SDR 
platforms, which mean that as new hardware is released the capabilities in terms of 
bandwidth, dynamic range and speed can be improved by simply upgrading the SDR 
platform. 
 
In the proposed system, the hardware subsystem includes the bladeRF SDR, RF switches 
and directional couplers. The software subsystem includes the GNU Radio toolkit [36] and 
algorithms written in Python to perform calibration (open/short/match/thru) and 
measurement of S parameters of the device under test (DUT). The utilized SDR is capable 
of covering the band from 0.8 – 3.8 GHz with up to +10 dBm transmitted power. The 
calibration technique is designed to take into account that the SDR-based VNA uses only a 
single receiver with a switch. The system is verified by measuring the performance of an 
antenna and bandpass filter, and comparing the results to a commercial VNA (Rohde & 
Schwarz ZVA 24). Both measured results are in good agreement with those from the 
commercial VNA. Following this, the system is used to image a realistic head phantom, and 
successfully detect an emulated bleed inside the head. 
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4.2 Proposed Vector Network Analyser 
The proposed Software Defined Radio based Vector Network Analyzer (Software Defined 
VNA - SDVNA) is shown in Figure 4.1. It can be divided into two main sub-systems: The 
software and hardware subsystems. The software subsystem consists of in-house 
developed code using the GNU Radio toolkit which runs on a PC and the embedded 
software running inside the bladeRF software defined radio. The hardware subsystem 
includes the bladeRF transceiver (LMS6002D), external power amplifier, directional coupler, 
SP4T switch and cables, which are the interface for measurements.  
 
The baseband signal generation, decoding, correlation and data storage operations are 
performed in the software subsystem. The generated and received signals are sent to/from 
the SDR platform via USB3, where it is sent to the LMS6002D [114] transceiver hardware. 
The transceiver chip converts the digital baseband signal to analogue via a 12-bit digital-to-
analogue converter (DAC), amplifies it using a built-in power amplifier and up-converts the 
frequency for transmission. To compensate the reduced output power at higher frequencies, 
a Maxim power amplifier (PA) MAX2613 is used at the transmitter port of bladeRF. This PA 
is capable of 20 dB gain and operates from 0.04 GHz to 4 GHz. In addition, the transmitted 
reference power, DUT reflected and transmitted powers are measured by using the bladeRF 
via a directional coupler and SP4T switch. The received signals are amplified via a low noise 
amplifier (LNA), down-converted to baseband and then digitized using a 12-bit analogue-to-
digital converter (ADC), before being processed by the software sub-system. Due to the bit 
resolution of the ADC, the system natively provides up to 72 dB of dynamic range. 
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Figure 4.1: Architecture of a portable, low-cost and reconfigurable SDVNA.  
 
 
4.2.1 Hardware Sub-system 
The hardware sub-system consists of the LMS6002D transceiver IC, external power 
amplifier, directional coupler, SP4T switches, and cables to connect to a DUT. The system 
hardware is configured as a two-port vector network analyzer with one active and one 
passive port. For a two active port VNA, an additional SP2T switch at the bladeRF 
transmitter is required.  
 
LMS6002D is an integrated, wide-band tunable transceiver. It is designed for modern 
 rt   rx  rf  
 i = f SP4T @ 1 
 i = x SP4T @ 2 
 i = t SP4T @ 3 
 Ri  
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communication systems providing high bandwidth, full duplex capability on two arbitrary 
carrier frequencies. This means that two phase-lock-loops (PLLs) sharing a common clock 
are used. Using the PLLs, both transmit and receive chains are implemented as a zero IF 
(direct conversion) architecture, and a tunable filter can adjust the baseband bandwidth 
between 1 MHz and 28 MHz. The transmitter includes a low pass filter (TXLPF), variable 
baseband gains controller (TXVGA1), mixer/TXPLL and variable RF power amplifier 
(TXVGA2). Meanwhile, the receiver includes a low noise amplifier with variable gain 
(RXLNA), mixer/RXPLL, two variable gain amplifiers (RXVGA1 and RXVGA2) and low pass 
filter (RXLPF) [31].  
 
Typically, two-port VNA frontends are designed by using one transmitter and four complex 
receivers. Having four simultaneous receivers means processing can be done in analog or 
digital methods. In the digital domain, a frequency synthesizer (using a PLL) is required to 
down-convert the signals to baseband for sampling. To ensure correct results, the phase of 
this frequency needs to be consistent between receivers. 
 
In this system, a single SDR device with a single transmitter and receiver is used. Using a 
single receiver reduces the total system cost, and hardware complexity, but introduces some 
additional requirements in terms of software calibration, which are solved as explained 
hereafter. To receive all the signals, an absorptive SP4T switch is used. The SP4T switch 
is a Vaunix Lab-Brick [130] switch that operates from 0.1 GHz to 6 GHz with a switching 
speed of 300 ns and an isolation of 65 dB. 
 
In off-the-shelf SDR technology, the phase experiences a non-deterministic phase offset 
upon re-tuning the carrier frequency. Thus, to ensure consistent results, all measurements 
must be performed at one frequency before tuning to another frequency. The common port 
of the SP4T switch is connected to the receiver, while the other ports are connected to the 
reference, reflected and transmitted signals as shown in Figure 4.1. For the reference and 
reflected signals, a four-port directional coupler DCS 1070 [131] is used to separate them. 
The transmitted signal is obtained by capturing the signal on port P2 of the DUT. To ensure 
adequate isolation between the measurement of the reference and reflected signal the 
directional element is implemented as a set of two directional couplers. Also, to enhance the 
termination when the switches are in a matched-state, separate mechanical switches are 
used to connect the directional coupler to an external matched-load when the ports are not 
being measured. 
 57 
4.2.2 Software Sub-system 
To obtain the reflection and transmission coefficients of the DUT at various frequencies, the 
reference (rf), reflected (rx) and transmitted (rt) signals from the DUT need to be measured. 
The in-house developed software sub-system written in Python using the GNU radio toolkit 
is used to control the overall operation of measurement and processing, and calculate the 
reflection and transmission coefficient of the DUT. Figure 4.2 shows a signal flow diagram 
of this sub-system.  
 
The frontend unit for transmit and receive processing is developed using GNUradio 
companion (GRC) which interfaces with both the bladeRF receiver and transmitter. Each 
block is designed to process baseband-equivalent signals x(t) at frequency fb and sampling 
rate fs. To that end, the hardware interface up-converts this signal to a carrier frequency fc,k, 
and sets the appropriate transmitter gain parameters. At the receiver, the selected signal is 
down-converted from the carrier frequency fc,k to a baseband signal ri(t) (i = f, x, t) using 
appropriate receiver gains. The SP4T switch captures either the reference signal rf(t) (Sw1), 
reflected signal rx(t) (Sw2), or the transmitted signal rt(t) (Sw3), depending on the switch 
position. 
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Figure 4.2: The software subsystem of the proposed SDVNA 
 
After reception of a signal, it is converted to frequency domain using an FFT of length 128. 
The appropriate baseband frequency index is extracted and multiplied by the magnitude and 
phase of the transmitted waveform as shown in Figure 4.2. A matched filter as shown in 
Figure 4.2 is designed to extract the magnitude and phase of the received waveform. Being 
a direct conversion receiver, a DC offset may exist between the ADC and down-converter 
blocks; therefore, to avoid the potential overlap between the DC component and baseband 
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signal with frequency fb, the baseband frequency is selected at an offset from the DC 
component. In this system, the used frequency index is Lb = 10, which means that the 
absolute frequency offset can be calculated using (3.1). With a sampling rate of fs = 2 MS/s, 
the frequency offset is fb = 156.25 kHz. The system is enhanced using two simple 
techniques. Firstly, the gain is used on the transmitter, whilst keeping the receiver gain low 
to reduce the noise figure. Secondly, the system gains are optimised to avoid clipping and 
maximize the available bits in the baseband signal at the receiver. Secondly, 512 samples 
of the measurement are averaged to further improve the quality of the received signal. 
Averaging is a well-known method to further increase the signal to noise ratio (SNR) and 
dynamic range of a receiver when the measurement scenario is relatively static as explained 
in Chapter 1 [88, 135 – 136]. 
 
4.2.3  Measurement Process 
The Python controller shown in Figure 4.2 sets the carrier frequency with appropriate gains. 
It then measures the reference signal rx(t), reflected signal rf(t) and transmitted signal rt(t) by 
selecting each of these signals with the SP4T switch. By using the bladeRF SDR, the range 
of carrier frequencies on which the parameters are measured can range from 0.8 GHz to 
3.8 GHz, and have a minimum step size of 1 MHz. The gains are selected by using a look-
up table that is described in a later section.  
 
After each signal is captured via XMLRPC, the magnitude and phase of the baseband 
signals are sent to the data storage block and stored in a MongoDB database. Finally, the 
phase ambiguity is removed by calculating ratios of the two devices-under-test (DUT) 
measurements with respect to the reference signal. These two quantities are known as the 
un-calibrated transmission and reflection coefficient. 
 
4.3 Proposed Calibration Technique 
The aforementioned measurement process provides a reasonable starting point for 
measuring any network parameters due to the use of a synchronized PLL frequency via a 
common clock, and the use of the measurement ratios to remove phase ambiguity. 
However, just like high quality VNAs, a calibration process [88] is required to obtain accurate 
measurement of the S parameters of a DUT. 
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Figure 4.3: Simplified model for 1 port measurement using SDVNA. 
 
A VNA measures the S-parameters of the DUT by considering the input and output signals 
going into and out of the DUT. At port 1, there are two signals: a1 travelling from the 
directional coupler to the DUT and b1 which is the partial reflection from the DUT. At port 2 
there are also two signals; b2, which is the signal transmitted through the DUT to a load 
impedance ZL and a2, which is the reflected signal from the load ZL. By measuring rf, rx and 
rt, which are linear combinations of a1, a2, b1 and b2 as depicted in Fig. 4.3, the S parameters 
(S11, S21, S12 and S22) of DUT can be calculated. 
  
4.3.1 Calibration when Performing One-Port Measurement 
For a 1-port measurement, analysis based on Figure 4.3 is used. It should be noted that the 
second port of the DUT is matched terminated. A DUT with impedance ZD is connected to 
port P2 of the directional coupler. The reflection coefficient ΓD of the DUT can be determined 
using the process explained in [88]. 
 
𝛤𝐷 =
𝑏1
𝑎1
                                              (4.1) 
 
i = f or x i = f or x 
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The goal of a VNA is to measure a1 and b1 and then simply calculate the reflection coefficient 
ΓD according to (4.1). However, these cannot be measured directly as additional reflections 
need to be taken into account. The signals at the two ports (P3 and P4) of the directional 
coupler can be described as a linear combination of the wave amplitudes a1 and b1. Thus, 
the reference signal rf and the reflected signal rx from the directional coupler ports P3 and 
P4 have the following forms 
 
𝑟𝑓 = 𝛼𝑎1 + 𝛽𝑏1                                          (4.2) 
 
𝑟𝑥 = 𝛾𝑎1 + 𝛿𝑏1                                           (4.3) 
 
Unlike a traditional VNA, the SDR based VNA (SDVNA) presented here has only one 
receiver, and therefore the output ports of the directional coupler (P3 & P4) are connected 
to the SDR receive port via a single-pole four-through (SP4T) switch. Tests show that the 
receive port of the proposed SDR and the absorptive switch ports Sw1, Sw2, and Sw3 are not 
ideally matched, meaning a small amount of signal is reflected. Additionally, the receive port 
of the SDR is far from ideally matched. During measurements, by changing the switch state, 
one of the ports (P3 or P4) of the directional coupler is connected to the SDR receive port, 
whereas the other port is terminated with the absorptive load of the switch. Assuming the 
SDR receive port has a reflection coefficient of SRx due input impedance ZRx, and the off-
state switch on port j has a reflection coefficient of Sswj due to the input impedance of Zswj, 
the new reference (Rf) and reflected (Rx) signals can be calculated. The total signal 
measured at the SDR receiver port from the directional coupler ports P3 and P4 are, 
 
𝑅𝑓 = (𝑟𝑓 + 𝑟𝑥𝑆𝑠𝑤2)(1 + 𝑆𝑅𝑥)                                  (4.4) 
 
𝑅𝑥 = (𝑟𝑥 + 𝑟𝑓𝑆𝑠𝑤1)(1 + 𝑆𝑅𝑥)                                  (4.5) 
 
The measured reflection coefficient of the DUT, M is 
Γ𝑀 =
𝑅𝑥
𝑅𝑓
=
(𝑟𝑥+𝑟𝑓𝑆𝑠𝑤1)(1+𝑆𝑅𝑥)
(𝑟𝑓+𝑟𝑥𝑆𝑠𝑤2)(1+𝑆𝑅𝑥)
                            (4.6) 
Finally  
 62 
Γ𝑀 =
𝑟𝑥
𝑟𝑓
+𝑆𝑠𝑤1
1+
𝑟𝑥
𝑟𝑓
𝑆𝑠𝑤2
=
Γ𝐾+𝑆𝑠𝑤1
1+Γ𝐾𝑆𝑠𝑤2
                          (4.7) 
From (4.2) and (4.3),  
Γ𝐾 =  
𝛾𝑎1+𝛿𝑏1
𝛼𝑎1+𝛽𝑏1
                                (4.8) 
Based on (4.1) we obtain the following results 
Γ𝐾 =  
𝛾+𝛿Γ𝐷
𝛼+𝛽Γ𝐷
                                  (4.9) 
The four independent error parameters {,,,} can be further reduced to three independent 
error parameters based on [88], without loss of generality. The three error terms are e00 = 
directivity, e11 = test port match and (e10e01) = reflection tracking of the system and given by 
𝑒00 =
𝛾
𝛼
 
 
  𝑒11 = −
𝛽
𝛼
 
 
(𝑒10𝑒01) =
𝛼𝛿 − 𝛾𝛽
𝛼2
 
 
The measured reflection coefficient of the DUT, M is 
 
Γ𝑀 =
𝑅𝑥
𝑅𝑓
=
𝑒00−Δ𝑒Γ𝐷+𝑆𝑆𝑤1(1−𝑒11Γ𝐷)
1−𝑒11Γ𝐷+𝑆𝑆𝑤2(1−Δ𝑒Γ𝐷)
              (4.10) 
 
where  
Δ𝑒 = 𝑒00𝑒11 − 𝑒10𝑒01 
If the three parameters {e00, e11, (e10e01)} of the system are known, the reflection coefficient 
D (= S11) for the DUT can be calculated as below  
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Γ𝐷 =
(Γ𝑀−𝑒00)+(𝑒00Γ𝑀𝑆𝑠𝑤2−𝑆𝑠𝑤1)
(𝑒11Γ𝐷−Δ𝑒)+(Δ𝑒Γ𝑀𝑆𝑠𝑤2−𝑒11𝑆𝑠𝑤1)
              (4.11) 
 
To determine {e00, e11, (e10e01)}, any three measurements with known reflection coefficients 
are necessary. Usually, but not necessarily, open, short and load standards are used. By 
using the above standard calibration, the measurement result M i for i = o (open), s (short) 
and l (load), based on known Di for the three unknown {e00, e11, (e10e01)} can be easily 
solved 
 
𝑒00 =
𝐴
𝐶
                                                 (4.12) 
 
𝑒11 = −
𝐵
𝐶
                                  (4.13) 
 
(𝑒10𝑒01) =
𝐷𝐶−𝐴𝐵
𝐶2
                           (4.14) 
 
where 
 
𝐴 = Γ𝐷𝑠(Γ𝑀𝑙Γ𝑀𝑜+Γ𝑀𝑠𝑆𝑠𝑤1)(Γ𝐷𝑜 − Γ𝐷𝑙) + Γ𝐷𝑜(Γ𝑀𝑙Γ𝑀𝑠+Γ𝑀𝑜𝑆𝑠𝑤1)(Γ𝐷𝑙
− Γ𝐷𝑠) +  Γ𝐷𝑙(Γ𝑀𝑜Γ𝑀𝑠 + Γ𝑀𝑙𝑆𝑠𝑤1)(Γ𝐷𝑠 − Γ𝐷𝑜) 
 
𝐵 = (Γ𝑀𝑠 + Γ𝑀𝑙Γ𝑀𝑜𝑆𝑠𝑤2)(Γ𝐷𝑜 − Γ𝐷𝑙) + (Γ𝑀𝑜+  Γ𝑀𝑙Γ𝑀𝑠𝑆𝑠𝑤2)(Γ𝐷𝑙 − Γ𝐷𝑠)
+ (Γ𝑀𝑙 +  Γ𝑀𝑜Γ𝑀𝑠𝑆𝑠𝑤2)(Γ𝐷𝑠 − Γ𝐷𝑜)  
 
𝐶 = −  Γ𝐷𝑠(Γ𝑀𝑠 + Γ𝑀𝑙Γ𝑀𝑜𝑆𝑠𝑤2)(Γ𝐷𝑜 −  Γ𝐷𝑙) − Γ𝐷𝑜(Γ𝑀𝑜
+   Γ𝑀𝑙Γ𝑀𝑠𝑆𝑠𝑤2)(Γ𝐷𝑙 −  Γ𝐷𝑠) − Γ𝐷𝑙(Γ𝑀𝑙 +  Γ𝑀𝑜Γ𝑀𝑠𝑆𝑠𝑤2)(Γ𝐷𝑠
−  Γ𝐷𝑜) 
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𝐷 = −(Γ𝑀𝑙Γ𝑀𝑜 + Γ𝑀𝑠𝑆𝑠𝑤1)(Γ𝐷𝑜 − Γ𝐷𝑙)  − (Γ𝑀𝑙Γ𝑀𝑠 + Γ𝑀𝑜𝑆𝑠𝑤1)(Γ𝐷𝑙 − Γ𝐷𝑠)
− (Γ𝑀𝑜Γ𝑀𝑠 + Γ𝑀𝑙𝑆𝑠𝑤1)(Γ𝐷𝑠 − Γ𝐷𝑜) 
 
4.3.2 Calibration when Performing 2 Port Measurements 
Similarly, for 2-port measurements, the output port of the DUT is connected to the switch 
(Sw3). Detailed calibration for 2 port SDVNA given in Appendix B1. The difference between 
the terminated and connected states has an influence on the measurement result Γ𝑀. The 
input reflection coefficient of DUT in the forward direction f is  
 
Γ𝐷𝑓 = 𝑆11𝐷 +
𝑆12𝐷𝑆21𝐷𝑆𝑠𝑤3
1−𝑆22𝐷𝑆𝑠𝑤3
                    (4.15) 
 
Generally Df depends on all four S parameters of the DUT. Based on (4.15), the output 
reflection coefficient in the backward direction Db can be obtained by turning the DUT 
around and swapping indices 1 and 2 and replacing f by b. 
 
To measure the transmitted signal, the SDR receiver with input impedance ZRx is connected 
to DUT via switch Sw3, while port P3 (measuring rf) and port P4 (measuring rx) are terminated 
with switches Sw1 and Sw2. The forward transmission coefficient f of the DUT is  
 
𝜏𝑓 =
𝑅𝑡
𝑅𝑓
=
𝑆21𝐷
(1−𝑆22𝐷𝑆𝑅𝑥)(𝛼+𝛽Γ𝐷𝑓)(1+Γ𝑓𝑆𝑠𝑤2)
             (4.16) 
 
 
where 
 
𝑅𝑡 = 𝑟𝑡 = 𝑏2(1 + 𝑆𝑅𝑥)    
 
𝛼 =  
 r𝑓
𝑎1(1 − 𝑒11Γ𝐷𝑓)
 
 
𝛽 =  −𝛼𝑒11 
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Γ𝑓 =  
 𝑒00 − Δ𝑒Γ𝐷𝑓
1 − 𝑒11Γ𝐷𝑓
 
 
Next, f can be normalized using the thru calibration measurement fu by using a DUT with 
known S parameters, 
, 
𝑇𝐷𝑓 =
𝑆21𝐷
𝑆21𝐷𝑢
𝑄                                           (4.17) 
 
where 
 
 
𝑄 =
(1 − 𝑆22𝐷𝑢𝑆𝑅𝑥)(1 − 𝑒11Γ𝐷𝑓𝑢)(1 + Γ𝑓𝑢𝑆𝑠𝑤2)
(1 − 𝑆22𝐷𝑆𝑅𝑥)(1 − 𝑒11Γ𝐷𝑓)(1 + Γ𝑓𝑆𝑠𝑤2)
 
 
 
Γ𝑓𝑢 =  
𝑒00 − Δ𝑒Γ𝐷𝑓𝑢
1 − 𝑒11Γ𝐷𝑓𝑢
    
 
Γ𝐷𝑓𝑢 = 𝑆11𝐷𝑢 +
𝑆12𝐷𝑢𝑆21𝐷𝑢𝑆𝑠𝑤3
1 − 𝑆22𝐷𝑢𝑆𝑠𝑤3
 
 
 
4.3.3 Transmitter and Receiver Calibration  
Transmitter and receiver calibration is explained in detail in Chapter 3. A flat frequency 
spectrum is obtained from the transmitter by measuring the output using a spectrum 
analyzer over a frequency sweep and then adjusting the gains of the transmitter amplifiers. 
The amplifiers TXVGA1 and TXVGA2 together provide 56 dB range of linear gain in 1 dB 
steps. Additionally, the baseband signal amplitude can linearly control the voltage with 
smaller step size. Although the transmitter has a number of harmonics, they do not affect 
the receiver due to the direct conversion receiver architecture and the RXLPF being placed 
before the baseband ADC as seen in Figure 4.1. 
 
The receiver sensitivity varies with frequency; but remains linear. Therefore, by applying the 
ratios with respect to the references, no additional receiver calibration is required. The 
dynamic range of the system can be adjusted by changing the transmitted power 
appropriately. It should be noted that too high power level causes clipping at the receiver 
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due to saturation of the receiver DAC, whereas too low level limits the dynamic range and 
may cause an error in the S-parameters measurements. 
 
4.4 Experimental Validation 
The complete unidirectional two port VNA using SDR technology (SDVNA) is shown in 
Figure 4.5. It is initially configured using the single directional coupler, TRM Microwave 
DCS1070 [131], which has less than 0.1 dB of insertion loss and more than 30 dB of isolation 
across the utilized frequency range (0.5 GHz – 3.8 GHz). The system is initially configured 
by selecting the transmit power and frequency sweep (start, step and stop) followed by a 
calibration using open, short, match and thru for the type of measurement (one port/two 
ports). The required error parameters {e00, e11, (e10e01)} are calculated, for one port 
measurement and {Df, Db, TDf, TDb} for two-port measurement. 
 
 
Figure 4.5: Photo of the proposed SDVNA. 
 
 
 
 67 
Figure 4.6, shows the proposed final configuration of the switch and directional element. The 
directional element for the SDVNA uses the structure shown in Figure 4.6 (b) which uses 
two directional couplers at the input. By adding the second directional coupler at the input, 
reflections from the receiver during the measurement are reduced and this further improves 
the isolation between the reflected (rx) signals from the DUT and reference (rf) signal.  
 
Figure 4.6: (a) Switch configuration to measure reference (Rf), reflected (Rx) and 
transmitted (Rt) power from the DUT and (b) Directional Coupler configuration  
 
To ensure a good quality match when a signal is not being measured, additional SP2T 
switches are placed at each port of the SP4T switch. One of the output ports of SP2T 
 Ri  
 rt  
 rt  
 rx  
 rx  
 rf  
 rf  
 i = f SP4T @ 1 
 i = x SP4T @ 2 
 i = t SP4T @ 3 
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switches is connected to a SP4T, whilst the other is connected to a high quality matched 
termination (Mini-circuits ANNE-50L [132]) as shown in Figure 4.6 (a), and the common port 
is connected to the directional coupler output. This ensures that the entire signal path from 
the directional coupler is terminated with a matched load when the SDR is not measuring 
this output. 
 
Before the measurement, the proposed SDVNA is calibrated by using an Agilent 85052D 
(Open/Short/Match) calibration kit. Figure 4.7 shows the calculated error term magnitude 
and phase based equation (4.12) – (4.14) by using measured data of calibration kits 
85052D.  
 
To validate the one-port and two-port performance, measurements were performed using 
two types of DUT and the above calculated error terms. The first one is a one-port device in 
the form of antenna [22], whereas the second is a two-port device in the form of a bandpass 
filter [116]. The utilized antenna is a directive tapered slot with operating band 1.25 GHz – 
3.5 GHz (RL > 10 dB) [4].  Meanwhile, the bandpass filter has a center frequency 2.3 GHz, 
insertion loss of 0.5 dB, return loss of 20 dB and bandwidth of 0.5 GHz with upper cutoff rate 
100 dB/GHz. A filter is an excellent DUT for testing the performance of a VNA type device 
as it has frequencies with both high and low reflection and insertion losses and thus requires 
a VNA with large dynamic range for accurate measurements. In Figure 4.8, the measured 
S parameters including both magnitude and phase of the antenna are shown. All the S 
parameters match the commercial VNA results well. It should be noted that this quality of 
result is also obtained when using only a single directional coupler and without the additional 
SP2T switches. The system shows consistency in the measurement when the experiment 
is repeated various times. 
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Figure 4.7: Calculated error term for SDVNA (a) Magnitude (b) Phase based on equation 
(4.12) – (4.14) by using calibration kits 85052D. 
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Figure 4.8: Antenna reflection coefficient (S11). (a) Magnitude of S11 (b) Phase of S11 -
measured by using SDVNA (solid red) and commercial VNA (dotted blue). 
0.8 1.3 1.8 2.3 2.8 3.3 3.8
-40
-35
-30
-25
-20
-15
-10
-5
0
5
F r e q u e n c y  (G H z)
S
1
1
 (
d
B
)
 
 
V N A  S D R V N A(a) 
0.8 1.3 1.8 2.3 2.8 3.3 3.8
-4
-3
-2
-1
0
1
2
3
4
F r e q u e n c y  (G H z)
P
h
a
s
e
 S
1
1
 (
ra
d
)
 
 
V N A  S D R V N A(b) 
 71 
Figure 4.9 shows the S11/S22 and S21/S12 magnitude and Figure 4.10 and 4.11 shows 
the phase of the BPF. The magnitude and phase of S11/S22 and S21/S12 are reasonably 
matched with the commercial VNA for frequency range 0.8 GHz–3.8 GHz with a small 
deviation of phase of S21/S12 for the frequency range 0.8-1.3 GHz. Generally, for S 
parameters less than -50 dB, the magnitude and phase show some distortion but the system 
has the ability to measure signals of magnitude down to -80 dBm as shown in the 
Figure 4.9(a). Therefore, the system has 80 dB of dynamic range. The distortion in the S 
parameters is caused by the SDR transmitter being affected by the DUT. This occurs when 
the return-loss is low. For devices with high return loss of more than 5 dB this will not cause 
a problem. Consistency of measurements is also confirmed for this DUT. 
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Figure 4.9: DUT Filter S Parameters: (a) S11 & S21 Magnitude, (b) S12 & S22 Magnitude – 
measured using SDVNA (solid red) and commercial VNA (dotted blue). 
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Figure 4.10: DUT Filter S Parameters: (a) S11 Phase, (b) S21 Phase – measured using 
SDVNA (solid red) and commercial VNA (dotted blue). 
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Figure 4.11: DUT Filter S Parameters: (a) S22 Phase, (b) S12 Phase – measured using 
VNSDR (solid red) and VNA (dotted blue). 
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4.5 Biomedical Imaging 
4.5.1 Simple Phantom 
To verify the performance of the developed SDVNA is adequate for medical imaging, an 
automated system is built and used to image a simple phantom. The proposed automated 
system is designed so that measurement can be taken at 20 positions around the imaged 
object, as presented in Chapter 3. A simple phantom designed by using a plastic container 
(wall thickness = 2 mm, radius = 62 mm, height=80 mm) filled medium mimicking biological 
tissues (brain) with r = 45 using SPEAG DBGE [129] based liquid. An off-centre water target 
(r = 77) mimicking bleeding of volume 3 cm x 2 cm x 2 cm is embedded within the liquid. 
The distance between the plastic container outer wall and the antenna was 3 mm. The 
phantom is placed on a rotating platform, to allow a single antenna, which is in this case a 
corrugated tapered slot antenna [22], to mechanically scan the phantom by rotating in 20 
steps (18 apart) around the phantom. Whilst the SDVNA system is capable of measuring 
both multi-static and monostatic collected data, in this case the data is collected using a 
monostatic radar approach. The system was configured to operate within the frequency 
range of 1.0 – 2.0 GHz with a step size of 10 MHz and output power of -10 dB. This 
frequency is selected due to its suitability for head imaging [24]. 
 
Before the scanning of the phantom, the SDVNA calibrated and reflection coefficient S11fs 
of antenna without phantom for each position and frequency collected. Then the 
measurement is repeated for each position and frequency by using the above phantom 
S11pm.  Figure 4.12(a) and (b), shows the measured magnitude and phase of the reflection 
coefficient of antenna at distance 3 mm for 20 locations around the phantom with target at 
antenna # 12, for the frequency range 1.0 GHz – 2.0 GHz. Meanwhile Figure 4.12(c) and 
(d), shows the measured magnitude and phase of the reflection coefficient of antenna at 
distance 3 mm for 20 locations around the empty platform (free space). The collected set of 
reflection coefficient then processed for imaging. 
 
To image the phantom, the collected set of reflection coefficients with phantom is additionally 
calibrated by subtracting the set of reflection coefficients of a free-space measurement (S11c 
= S11pm - S11fs). Figure 4.13 shows the set of reflection coefficient of the phantom with 
target after subtracting the free-space measurement, which includes only the antenna 
effects. The processed data is then converted to a time domain equivalent pulse as shown 
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in Figure 4.14 and then the data is processed using the confocal imaging algorithm to form 
an image.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.12: (a) Magnitude S11pm (b) Phase S11pm, for 20 antenna positions (trace colour 
indicating various antenna positions) of phantom with average dielectric constant (r = 45) 
with target of 3 cm x 2 cm x 2 cm volume of water (r = 77) mimicking bleeding at antenna 
position #12. (c) Magnitude S11fs (d) Phase S11fs, for 20 antenna positions free space. 
(b) 
(a) (c) 
(d) 
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Figure 4.13: (a) Magnitude S11c (b) Phase S11c, for 20 antenna positions (trace colour 
indicating various antenna positions) for the above phantom after removal of antenna 
effect. 
 
  
(a) 
(b) 
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Figure 4.14: (a) Processed time-domain received signals from 20 antennas and (b) 
reconstructed image of phantom with average dielectric constant (r = 45) with target of 3 
cm x 2 cm x 2 cm volume of water (r = 77) mimicking bleeding at antenna position #12. 
Antenna 3 mm away from the phantom wall. 
 
(a) 
(b) 
(a) 
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The time-domain signal from the calibrated frequency domain signal is shown in Figure 
4.14(a). Figure 4.14(b), shows that the proposed VNA SDR is able to detect the target of 3 
cm x 2 cm x 2 cm volume of water (r = 77) mimicking bleeding at antenna position #12 in 
phantom with average dielectric constant (r = 45). The target was placed 20 mm away from 
the wall of the container. To improve the image in the Figure 4.14(b) and suppress the side 
lobes, triangular hamming windows was used. A triangular hamming window then multiplied 
with the collected set of reflection coefficients with and without (free space) phantom before 
calibration. Figure 4.15 shows the set of reflection coefficients of the phantom with target 
after subtracting of the reflection coefficient of the antenna with triangular hamming window. 
The converted time domain equivalent pulses shown in Figure 4.16(a) have a clearer target 
response. Figure 4.16(b) also shows a clearer target image compared to the previous result 
without the hamming window. 
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Figure 4.15: (a) Magnitude (b) Phase, for 20 antenna positions (trace colour indicating 
various antenna positions) for the above phantom after removal of antenna effect 
multiplied by hamming windows.
(a) 
(b) 
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Figure 4.16: (a) Processed time-domain of VNA SDR received signals with Hamming 
windows from 20 antennas and (b) reconstructed image of SDVNA (c) reconstructed 
image of commercial VNA, phantom with average dielectric constant (r = 45) with target of 
3 cm x 2 cm x 2 cm volume of water (r = 77) mimicking bleeding at antenna position #12. 
Antenna 3 mm away from the phantom wall. 
To verify the performance of the proposed VNA SDR, the above measurement is repeated 
with a commercial VNA (Agilent Fieldfox N9916A) which was configured to use the same 
(a) 
(b) (c) 
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frequency range (1.0 GHz – 2.0 GHz) and step size (10 MHz), as well as the same 
transmitted power of -10 dBm. Figure 4.16(b) and (c) shows similarities between the 
measurements.  
 
The above experiment was repeated for various distances of the antenna from the outer wall 
of the phantom. The experiment was done by placing the antenna 6 mm, 9 mm and 15 mm 
from the wall of the phantom. The objective of this experiment is to investigate the ability of 
the proposed VNA SDR system to image the target accurately within the phantom when the 
distance (d) between the antenna and the outer wall of the phantom increases. Figure 
4.16(b) shows the image when the d = 3 mm and the system imaged the target correctly 
with accurate location. When d increases from 6 mm to 15 mm as shown in the Figure 4.17, 
the proposed system is able to image the target with small deviation compared to the original 
position. Dotted black circle, shows the exact location of the target in the phantom, 
meanwhile the dotted red circle shows imaged target by using the proposed VNA SDR 
system. Table 4.1, below shows the deviation of the imaged target as the distance d 
increases. The deviation percentage (%) calculated by dividing the diameter (124 mm) of 
the phantom. 
 
Table 4.1: Deviation of the target as distance d increases. 
Figure d mm Deviation mm % of deviation 
4.16(b) 3 0 0 
4.17(a) 6 1.5 1.2% 
4.17(b) 9 3.5 2.8% 
4.17(c) 15 4.5 3.6% 
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Figure 4.17: Reconstructed image of VNA SDR for antenna position (a) d = 6 mm, (b) d = 
9 mm (c) d = 15 mm away from the phantom wall.  
 
The target of 3 cm x 2 cm x 2 cm volume of water ((r = 77) was then placed in the centre of 
the phantom. This position was about 45 mm from the inner wall of the 62 mm radius 
container. The above proposed VNA SDR with transmitting power of -10 dBm used for the 
measurement. 
 
 
 
(a) (b) 
(c) 
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Figure 4.18: Reconstructed image with target at 45 mm from the inner wall of the phantom 
with antenna position d = 3 mm (a) target at left part of the cylinder measured with VNA 
SDR, (b) target at left part of the cylinder measured with VNA. 
 
By using the simple phantom two experiments were conducted by placing the target deep 
close to centre about 45 mm away from the inner wall of the phantom. Figures 4.18(a) show 
the image of the phantom based on the calibrated time domain signals. The proposed VNA 
SDR system is able to detect the target deep inside the phantom as shown in the Figure 
4.18(a). To verify the performance, the measurement is repeated by using a commercial 
VNA (Agilent Fieldfox N9916A). Both produced images show the target at the same location. 
 
4.5.2  Realistic Head Phantom 
To verify whether the performance of the developed VNA SDR is adequate for biomedical 
applications, a system is built and used to image a realistic head phantom. The phantom is 
prepared inside a full-sized adult skull made of polyvinyl chloride that is filled with artificial 
tissues simulating grey matter, white matter and blood (signifying a bleed) using a procedure 
similar to [117]. The bleed is of size 222 cm3. The permittivity/conductivity of these three 
tissues at 1.5 GHz are 52/1.05 S/m, 38/0.7 S/m and 61/1.75 S/m for the grey matter, white 
matter and blood, respectively. To consider the frequency dispersive properties of the 
tissues, the permittivity and conductivity vary with frequency in a similar manner to the 
(a) (b) 
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realistic tissues’ properties. Each of these were measured using a HP 85070 dielectric probe 
as shown in the Appendix B2. In the case of the head, the contrast in the electrical properties 
between the healthy tissue and the bleeding is mainly in the conductivity rather than the 
permittivity. Figure 4.19, shows the inner part of the realistic head phantom with grey matter, 
white matter and bleed of the size 222 cm3. Figure 4.20, shows the sealed phantom on 
the rotating platform with tapered slot antenna.  
 
 
 
 
Figure 4.19: Realistic head phantom in adult size human skull replica, including grey 
matter, white matter and blood to represent a brain injury (bleeding). 
Grey Matter 
White Matter 
Bleeding 
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Figure 4.20: Platform and phantom during measurement. 
 
The VNA SDR system is configurable to different frequencies within the operating band of 
0.5 to 3.8 GHz. Depending on the type of the medical application, different sections of this 
band may be used. For head imaging, the frequency should be lower to ensure reasonable 
penetration; hence, the system is configured to operate within the frequency range of 1-3 
GHz with a step size of 10 MHz. 
 
The phantom is placed on a rotating platform as shown in Figure 4.20, to allow a single 
antenna, which is in this case is a corrugated tapered slot antenna [8], to mechanically scan 
the head by rotating around the phantom in 20 steps or an angular step size of 18. As the 
head itself is elliptical like in shape, the rotation is ensured to be as close to the phantom as 
possible when measuring the front and back of the head. The set of reflection coefficients 
for each frequency and position is converted to a time domain equivalent pulse and then 
imaged using a confocal imaging algorithm. 
 
The same phantom is imaged using the new system, and compared against the SDRadar 
(based on Chapter 3), and a commercial VNA (Agilent Fieldfox N9916A). In each case the 
same antenna and coaxial cable is used. The calibration of the VNA based systems up to 
the end of the coaxial cable ensures that the time domain pulses have a consistent start 
time. The circulator system based on Chapter 2, does not have this calibration and hence 
must be pre-processed with manual time gating to produce the image. 
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In Figure 4.21, the time domain pulses from the 20 antennas and the resulting confocal 
image is shown. Whilst the bleed can be seen in all of the three images, the image for the 
circulator system has a false target in the back side of the head which is stronger than the 
true target. Both of the VNA based images have a clearly defined target region, but the 
commercial VNA has the clearest image. The reasons for these anomalies may correspond 
to the dynamic range of each system. The commercial VNA has at least 20 dB dynamic 
range more than the VNA SDR system.  
 
To analyse these images quantitatively, a simple metric (M) which calculates the ratio 
between the average intensity inside and outside of the suspected region is used. The higher 
is the value, the more defined is the suspected region compared to the rest of the head. 
With this metric, the circulator based image (Figure 4.21(a)) has M=1.15, the VNA based 
image (Figure 4.21(b)) has M=1.89, and the VNA based image (Figure 4.21(c)) has M=1.78. 
Hence, the VNA SDR is within 6% of the quality of the VNA based image. Meanwhile the 
circulator based system has 40% worse quality for this realistic phantom. This is a clear 
indication of the reliability of the proposed SDR-based VNA in building portable, low-cost 
medical imaging systems. 
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Figure 4.21. Time Domain Pulse and Images produced using (a) Circulator SDR 
(SDRadar) system (Chapter 3), (b) commercial VNA based system, (c) VNA inspired SDR 
(SDVNA) system, using 20 virtual antenna positions with a mechanically rotated antenna. 
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4.6 Conclusion 
In this chapter, a complete portable low-cost SDVNA is designed for the frequency band 0.8 
GHz to 3.8 GHz. It consists of a software defined radio (SDR) platform extended to perform 
vector network analyser (VNA)-like measurements.  Several limitations including the phase 
coherence and the presence of only a single receiver in the SDR system were taken into 
account whilst designing the system. This resulted in an extended form of calibration, and 
an appropriate measurement process. The system was first evaluated in terms of its network 
parameter performance, and shown to be close to a commercial VNA with a tuneable range 
of 0.8 GHz to 3.8 GHz, power levels up to +10 dBm, and hardware dynamic range of up to 
80 dB. Based on the developed calibration techniques, the proposed SDVNA is able to 
measure the S-parameters for various DUT and has similar performance to a commercial 
VNA.   
 
The target application of this system is biomedical imaging, and the system is able to 
accurately detect a water target of 3 cm x 2 cm x 2 cm volume (r = 77) mimicking bleeding 
within phantom with average dielectric constant (r = 45) mimicking biological tissues (brain). 
The system is able to locate the target at various positions within a simple phantom including 
shallow targets and deep targets.  
 
The system was further verified by performing microwave imaging of a realistic head 
phantom. The system was able to detect the location of a bleeding in the phantom, with 
comparable quality to a commercial VNA, and significantly improved image compared with 
the previous circulator-based design. All the measurements were consistent over multiple 
measurement trials. This proposed architecture is applicable with future generations of SDR 
technology, meaning that wider-band; faster sweep time and other enhancements will be 
available. Finally, in this chapter, a low cost and portable system for biomedical imaging has 
been presented. The low-cost system makes it suitable for imaging in emergency 
environments such as ambulances. 
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Chapter 5 Experimental Verification of the 
SDRadar and SDVNA for Medical 
Imaging 
5.1 Introduction 
This chapter investigates the proposed SDR based VNA (SDVNA-Software Defined VNA) 
and SDR based SDRadar (Software Defined Radar) systems in terms of their measurement 
accuracy and repeatability. To image or detect abnormalities in human tissues, a system 
with excellent measurement accuracy is required. Human tissues are of a heterogeneous 
form and especially in the human head have high dielectric constants and are lossy at 
microwave frequencies due to conductivity. The small variation due to abnormalities such 
as tumours or bleeds can be masked by the measurement error or even be undetectable if 
errors are not minimized. Measurement accuracy and repeatability can be analysed in terms 
of the standard deviation of the amplitude and phase measurement. 
 
The system measures each frequency individually, and due to the nature of the transceiver 
certain frequencies may have larger measurement errors due to sensitivity to noise as well 
as imperfections in the hardware. Such errors can have a large effect on the quality of 
biomedical image. 
 
Error analysis is performed on both systems described in Chapter 3 and 4. This analysis is 
in terms of frequency domain performance for both amplitude and phase. Both systems at 
their core have the same software defined radio (SDR) transceiver. The system from 
Chapter 3 features a circulator to separate the transmitted and reflected signals. As 
presented originally this system had a bandwidth from 1.0 to 2.0 GHz. However, to provide 
a reasonable comparison between the two systems, in this chapter, a synthetic broadband 
circulator is formed using three circulators (0.6 GHz – 1.0 GHz, 1.0 GHz – 2.0 GHz and 2.0 
GHz – 4.0 GHz) and a switch. Simple code, written in Python, is used to select the required 
circulator via a switch depending on the required frequency. The SDVNA system, from 
Chapter 4, features a directional coupler and implements a two-port vector network analyser. 
Both the SDVNA and SDRadar will be analysed over their entire frequency band from 0.6 
GHz to 3.8 GHz with appropriate calibration techniques. 
 
The accuracy of the system is based or limited by the signal source and receiver inside the 
transceiver chip. The source converts digital baseband signals to analogue via a 12-bit 
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digital-to-analogue converter (DAC), whereas the receiver digitizes received signals via a 
12-bit analogue-to-digital converter (ADC). Due to the bit resolution of the DAC and ADC, 
the system natively provides up to 74 dB of dynamic range, however with quantization noise 
the effective number of bits (ENOB) is only 10, meaning a native dynamic range of 66 dB 
[33]. Also, as the system operates with a flat transmitted power, the effective number of bits 
at the receiver can be less due to the varying sensitivity of the receiver, and varying levels 
of SNR at certain frequencies. 
 
In addition to the DAC and ADCs, various parameters of the RF frontend and software can 
influence the final system accuracy and repeatability. To ensure that the dynamic range is 
maximized the hardware gains need to be optimized to ensure that clipping does not occur 
for strong signals, and the amplification is adequate for the weakest signals to still be 
detectable. Additionally, parameters such as the sampling rate, FFT length, and averaging 
can be used to improve the dynamic range of the system and effectively improve the signal 
to noise ratio (SNR) of the measurements. These techniques are critical to be able to use 
the system for medical imaging. Oversampling and averaging [135 - 136] were used in 
Chapter 3 and 4 to improve the dynamic range and SNR of the proposed system.  
 
Measurements have both systematic and random errors. A systematic error can be 
corrected by using calibration techniques, however random errors cannot. By carefully 
understanding the source of the errors, and carefully tuning the system, the performance 
drop can be minimized.  
 
This chapter carries out an experimental comparison between the systems presented in 
Chapter 3 and Chapter 4. The random error can be estimated by measuring the standard 
deviation of a set of measurements. Initially the SDVNA will be presented, as it is most 
similar to the commercial VNA for comparison purposes. 
 
5.2 Measurement Repeatability 
5.2.1 Error Analysis 
Errors can be classified as systematic and random errors. Calibration can be used to correct 
the systematic errors but not the random errors. The performance of the system is limited 
by the random errors. 
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The random errors can be visualized on two axes, horizontal and vertical. The horizontal 
axis of the random errors is a time jitter, which causes inaccurate sampling instants. 
Meanwhile, the vertical axis random errors are quantization noise and thermal noise. 
Quantization error can be avoided by using a higher resolution ADC [32 -33].  
 
Equation (5.1) describes the way random errors affect a measurement by the systems: 
𝑦𝑖 = 𝑥(𝑡𝑖 + 𝜏𝑖) + 𝜀𝑖 + 𝛾𝑖                    (5.1) 
 
where yi, is the ith sample of the measured baseband signal y(t), x(t) is the true voltage of 
the transmitted baseband signal, ti is the ideal sampling instant of the ith sample, and i is 
the random time jitter. i represents the thermal noise, and i is the quantitation noise. The 
jitter and additive noise are assumed to be independent zero-mean random variables.  
 
The random variation of the measurement can be characterized by measurement 
repeatability. The variation of the measurement can be expressed quantitatively in terms of 
the standard deviation under repeatability conditions as given by (5.2):   
 
𝜎rep𝑗(𝑓) = √
1
𝑁
∑ (𝑌𝑖𝑗(𝑓) − 𝑌𝑗(𝑓)̅̅ ̅̅ ̅̅ ̅)
2𝑁
𝑖=1                (5.2) 
 
 
where i is the number of repeated measurements, 𝑌𝑖𝑗(𝑓) is the frequency domain signal 
waveform value and 𝑌𝑗(𝑓)̅̅ ̅̅ ̅̅ ̅ is the average value of the frequency domain signal waveforms 
with j = 1 is for the magnitude and j = 2 for the phase. For equation (5.2), the standard 
deviation of magnitude is when j = 1 and the standard deviation of phase in degree is when 
j = 2 of measurement 𝑌𝑖𝑗(𝑓) and 𝑌𝑗(𝑓)̅̅ ̅̅ ̅̅ ̅. 
 
The signal to noise ratio SNR(f) of the measurement is described by, 
 
𝑆𝑁𝑅(𝑓) =  
𝑌(𝑓)̅̅ ̅̅ ̅̅ ̅
𝜎rep(𝑓)
                        (5.3) 
 
Based on equation (5.3), the amplitude 𝜒rep
dB
and phase 𝜒rep
degree
 repeatability error in 
decibel and degrees are given by (5.4) and (5.5). The amplitude and phase repeatability 
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error is usually expressed as a relative value of the measurements amplitude and phase 
based on the system SNR(f). 
 
𝜒rep
dB = 20 ∙ log10(𝑎𝑏𝑠 [1 +
1
𝑆𝑁𝑅(𝑓)
])       (5.4) 
 
𝜒rep
degree
= (𝑎𝑛𝑔𝑙𝑒 [1 +
1
𝑆𝑁𝑅(𝑓)
])          (5.5) 
Hence, when the SNR of signal increases, the amplitude and phase repeatability error 
𝜒rep
dB
 and 𝜒rep
degree
becomes smaller and this will improve the overall signal quality. 
 
5.2.2 Measurement Repeatability of VNA SDR 
Initially the proposed system in Chapter 4 – SDVNA, is used to evaluate the measurement 
repeatability. The proposed SDVNA, has well developed calibration techniques. The 
SDVNA is used to measure the reflection coefficient of the tapered slot antenna given in 
Chapter 4. Based on the reflection coefficient of the antenna the system performance is 
analysed for various condition as listed below. 
 
In the results presented in Chapter 3 and 4, for each frequency measurement it was ensured 
that the PLL was locked correctly. The problem seemed to occur at particular frequencies, 
therefore in the analysis in the next section the results are shown without the phase lock 
check. 
 
5.2.3 Phase Lock Loop performance and averaging 
The measurement repeatability of the SDVNA system is found by testing a series of 
measurements. Each frequency sweep is repeated 20 times, and the entire test is run three 
times, giving a total of 60 measurements for each point on the presented graphs. 
 
The output of the SDR is connected to an external Maxim power amplifier (PA) MAX2613 
[133] and a calibration table is used to ensure a flat transmission spectrum of -10 dBm. The 
tapered slot antenna previously used in Chapter 4 was used as a DUT. Each graph shows 
results from 600 MHz to 3.8 GHz with a step size of 20 MHz. 
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Figure 5.1: Repeatability standard deviation of the proposed SDVNA (a) Amplitude (b) 
Phase of the measured frequency domain signal in comparison with commercial VNA for 
20 measurement calculated by using equation (5.1) 
(a) 
(b) 
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Figure 5.1, shows the standard deviation of the magnitude and phase for the measurements 
with averaging 1, 16, 128 and 512, with lines with colour red, green, blue and black. For 
comparison, a commercial VNA was used with -10 dBm transmit power. The data from the 
commercial VNA is presented as a black dotted line in Figure 5.2.  
 
The results show that the amplitude and phase of the calculated standard deviation over 
frequency has an irregular shape. At certain frequency bands the calculated amplitude and 
phase of the standard deviation have very high deviation. The system shows for averaging 
of 512, generally the standard deviation of the magnitude and phase becomes close to 
commercial VNA except for certain frequency bands of 1.3 - 1.6 GHz and 2.65 GHz - 3.3 
GHz. By increasing the amount of averaging, the amplitude and phase standard deviation 
at these particular frequency bands improve, but the values are still high and not good for 
the image reconstruction for medical imaging. The required standard deviation of 
measurements should be less than 0.001 and 1 degrees for magnitude and phase. 
 
To further investigate, the system SNR was calculated. Figure 5.2, shows the SNR of the 
proposed system for different levels of averaging, calculated using equation (5.3). The lines 
with colour red, green, blue and black showing the calculated SNR when the number of 
averaging are 1, 16, 128 and 512. The SNR of the proposed system increases as the 
averaging increases. With an averaging of 512, the system has an SNR of 48 dB (1.0 GHz 
– 1.3 GHz), 41 dB (1.6 GHz – 2.65 GHz) and 40 dB (3.3 GHz – 3.8 GHz). Unfortunately, the 
system has low SNR for the frequency band 1.3 GHz – 1.6 GHz and 2.65 GHz – 3.3 GHz 
as shown in the Figure 5.2. The high variation of the SNR within the operating frequency 
band will degrade the quality of reconstructed image in medical imaging. For better image 
quality, the system needs to have a flat response of the SNR for the required operating band 
of the system. Finally based on the calculated SNR, the system repeatability error for the 
amplitude and phase calculated by using equation (5.4) and (5.5). 
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Figure 5.2: SNR of the proposed SDVNA for varies averaging. 
 
Improved system for PLL lock checking 
To ensure that the standard deviation of the measurements is consistent over the entire 
frequency band including 1.3 – 1.6 GHz and 2.65 – 3.3 GHz, with a fast measurement speed, 
a modified version of the PLL check is implemented. Software code is developed to check 
the quality of the down-converted received signal before the measurement is stored. The 
developed code analyses the quality of signal at every frequency by taking the standard 
deviation of 15 samples of the FFT signal. If the standard deviation is less than e, then the 
system will record the respective signal magnitude and phase and move to next frequency. 
If the above condition not achieved, the system will instruct the hardware to retune the 
respective frequency until the above condition achieved.  The code was tested for various e 
values and the time required to achieve the required repeatability error studied. Finally, the 
e = 0.3 set for the required repeatability error to be less than 0.001 for the magnitude and 1 
degree for the phase for stable system.  
 
Figure 5.3 shows the SNR of the SDVNA with and without error checking code for the 
measured frequency domain signal. The blue line shows the SNR with error correction and 
the red dotted line shows the system SNR without error correction. The system performance 
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now has an SNR = 40 dB for the frequency band 1.3 GHz to 3.8 GHz. Previously without 
error correction code, the system had an SNR = 15 dB for frequency band 1.3 GHz – 1.6 
GHz and SNR = 21 dB for frequency band 2.65 GHz – 3.3 GHz.  
 
Figure 5.3: SNR of the proposed SDVNA with and without error correction code for the 
measured frequency domain signal. 
Generally, by implementing the built-in code with error correction mechanism with e = 0.3, 
the system performance is consistent as shown in Figure 5.3.  
 
Various Transmitter Gain and Receiver Gain 
Using the error threshold of e = 0.3, measurement repeatability of the proposed system is 
also investigated for different input power (transmitter gain) and receiver gain. Experiments 
were performed by using various transmitter gains (TXVGA2) and receiver gains (RXVGA1) 
of the built-in internal amplifier of the SDR, which are controlled via Python code. The 
transmitter power is linearly related to the transmitter gain TXVGA2 as explained in Chapter 
3. 2 measurements with 512 averages are used for this analysis.  
 
To investigate the measurement repeatability for various input powers (transmitter gain), the 
transmitter power is set to -10 dBm (TxPower = +10 dB), -12 dBm (TxPower = +8 dB) and  
-14 dBm (TxPower = +6 dB). To avoid clipping at the receiver, initially the transmitter gains 
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of the SDR TXVGA1 and TXVGA2 are set to -10 dBm which is maximum power allowed by 
the receiver to avoid clipping. Then the experiment is repeated with a transmitter power of -
12 dBm and -14 dBm.  
 
Figure 5.4, shows the standard deviation of the magnitude and phase of the proposed VNA 
SDR with error correction code e = 0.3 using a transmit power of -10 dBm, -12 dBm and -
14 dBm. The standard deviation is calculated by using the mean and standard deviation of 
the measurements based on equation (5.1). The black, red and blue line indicate the 
repeatability standard deviation for the input power -10 dBm, -12 dBm and -14 dBm. The 
magnitude of the repeatability standard deviation in the low frequency band (0.65 to 1.1 
GHz) significantly falls from 0.003 to 0.0006 as the transmitting power reduces from -10 dBm 
to -14 dBm. Meanwhile the phase of the repeatability standard deviation for the frequency 
range 0.65 GHz to 1.1 GHz has a small variation when the power reduces. For the frequency 
range of 1.1 GHz to 3.8 GHz, changes in the transmit power does not affect the magnitude 
and phase significantly. Hence, based on equation (5.3), the SNR of the frequency domain 
system is not affected by the input power. The system has average SNR = 40 dB for the 
input power -10 dBm, -12 dBm and -14 dBm for the frequency range 1 GHz to 3.8 GHz. 
 
To investigate the receiver measurement repeatability of the system, a 10 dB attenuator is 
connected to the receiver. The transmitting power of the system set as -10 dBm. All the 
signals have 10 dB attenuation. Figure 5.5, shows the standard deviation in magnitude and 
phase of the proposed SDVNA with and without the 10 dB attenuator at the receiver. Based 
on Figure 5.5(a), the results show at the lower frequencies by using the 10 dB attenuator 
the magnitude of the standard deviation is reduced but at higher frequency such as 1.4 GHz 
to 1.6 GHz, it increases. The phase of the standard deviation without attenuator and with 10 
dB attenuator shows similar performance. The calculated SNR is about 40 dB for the 
frequency range 1 GHz to 3.8 GHz. This shows this level of attenuation of the input signal 
does not affect the SNR of the proposed frequency domain system. 
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Figure 5.4: Repeatability standard deviation of the proposed SDVNA with error correction 
code e = 0.3 with transmitting power of -10 dBm (TxPower = +10 dB), -12 dBm (TxPower 
= +8 dB) and -14 dBm (TxPower = +6 dB). (a) Amplitude (b) Phase of the measured 
frequency domain signal for 20 measurements.  
(a) 
(b) 
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Figure 5.5: Repeatability standard deviation of the proposed SDVNA with error correction 
code e = 0.3 with transmitting power of -10 dBm and a 10 dB attenuator at the receiver. (a) 
Amplitude (b) Phase of the measured frequency domain signal for 20 measurements. 
(a) 
(b) 
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Various Receiver Gain 
The above measurement is repeated by setting the receiver gain (RXVGA1) with various 
values. Since the proposed SDR has internal variable receiver gain (RXVGA1 and RXLNA), 
this experiment is conducted to investigate the effect of the various receiver gain value on 
the magnitude and phase of the standard deviation for 20 measurements. The transmitted 
power set to be -10 dB, and 20 measurements are taken at various times as explained 
previously by setting the phase correction error e = 0. 3 from 0.6 to 3.8 GHz.  
 
Figure 5.6, shows the repeatability standard deviation magnitude and phase of the proposed 
SDVNA with error correction code e = 0.3 with a transmit power of -10 dBm with a receiver 
gain (RXVGA1) of 0 dB, +3 dB and +6 dB. The black, red and blue lines indicate that the 
magnitude and phase repeatability standard deviation for the system with 0 dB, +3 dB and 
+6 dB. Based on Figure 5.6(a) and Figure 5.6(b), the system has consistent standard 
deviation for receiver gain of 0 dB, +3 dB and +6 dB. The changes in the receiver gain does 
not affect the magnitude and the phase standard deviation of the system. The calculated 
average SNR for the frequency range of 1.0 GHz to 3.8 GHz is about 40 dB. 
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Figure 5.6: Repeatability standard deviation of the proposed SDVNA with error correction 
code e = 0.3, transmitting power of -10 dBm, with receiver gain (RXVGA1) of 0 dB, +3 dB 
and +6 dB. (a) Amplitude (b) Phase of the measured frequency domain signal for 20 
measurements.  
(a) 
(b) 
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5.3 The SDRadar 
To compare the performance of the proposed SDRadar in Chapter 3 with SDVNA (0.6 GHz 
– 3.8 GHz) in Chapter 4, the SDRadar (1.0 GHz – 2.0 GHz) is redesigned by using a 
synthetic broadband circulator of bandwidth 0.6 GHz to 3.8 GHz. The new SDRadar of 
bandwidth 0.6 GHz – 3.8 GHz, has the same architecture as shows Figure 3.1 of Chapter 
3, but the circulator (1.0 GHz – 2.0 GHz) is replaced by the synthetic circulator as shown in 
the Figure 5.7. A synthetic broadband circulator of bandwidth 0.6 GHz to 3.8 GHz designed 
by using three circulator of bandwidth 0.6 GHz – 1.0 GHz (Circulator 1), 1.0 GHz – 2.0 GHz 
(Circulator 2), and 2.0 GHz – 4.0 GHz (Circulator 3). Figure 5.10, shows the synthetic 
circulator which designed by using the above three circulators with a switch and appropriate 
Python code. 
 
Figure 5.7: The synthetic circulator for SDRadar in Figure 3.1 of Chapter 3, of bandwidth 
0.6 GHz to 3.8 GHz designed by using three circulator of bandwidth 0.6 GHz – 1.0 GHz 
(Circulator 1), 1.0 GHz – 2.0 GHz (Circulator 2), and 2.0 GHz – 4.0 GHz (Circulator 3). 
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The calibration techniques for the new SDRadar with synthetic circulator are developed 
based on one – port calibration techniques for the SDVNA as detailed in Chapter 4. The 
reference signal is replaced with the reflected signal by the open end of the switch S1. Since 
switch S1 is connected to the open end, all the signals will be reflected in to the receiver. 
This will be the reference signal of the proposed SDRadar system.  
 
The proposed SDRadar is used to measure the tapered slot antenna and has transmit power 
of -10dBm with built-in error correction code with e = 0.3.  
 
Figure 5.8, shows the magnitude and phase of the reflection coefficient of the tapered slot 
antenna measured by using SDVNA (blue line) and SDRadar (red line) with averaging of 
512. Both systems operate on frequencies between 0.6 GHz – 3.8 GHz with a transmit 
power of -10dBm. As detailed in Chapter 4, the VNA SDR is designed by using directional 
coupler of directivity 26 dB meanwhile SDRadar designed by using a synthetic circulator 
which has an effective directivity of 16 dB. The measured magnitude and phase of the 
tapered slot antenna for VNA SDR and SDRadar systems are compared with the 
commercial VNA (black dotted line).  
 
As shown in the Figure 5.8, the SDRadar based measurement has degraded performance 
compare to SDVNA and commercial VNA due to the reduce directivity of the circulator.  In 
next part, the proposed SDRadar system tested with repeatability measurement as detailed 
in section 5.3.1. 
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Figure 5.8: The measured (a) magnitude and (b) phase of the tapered slot antenna 
reflection coefficient for by using SDRadar of bandwidth 0.6 GHz – 3.8 GHz with 
transmitting power -10 dBm and error correction code with e = 0.3. 
 
(a) 
(b) 
            SDVNA 
            SDRadar 
            Commercial VNA 
            SDVNA 
            SDRadar 
            Commercial VNA 
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5.3.1 Measurement Repeatability of SDRadar 
To test the repeatability of the proposed SDRadar, 20 measurements of the reflection 
coefficient of the tapered slot antenna were recoded. The measurements were repeated 
three times with averaging of 512. By using equation (5.2), (5.3), (5.4) and (5.5) the 
amplitude and phase standard deviation, SNR, the amplitude and phase repeatability error 
for the 20 measurement calculated and compared with SDVNA.  
 
Figure 5.9, shows the repeatability standard deviation of the magnitude and phase for the 
20 measurement with averaging 512 for SDRadar and SDVNA with transmitting power -10 
dBm. The results are given from 0.6 GHz to 3.8 GHz with a step size of 20 MHz. The lines 
with colour red and blue showing the amplitude and the phase of the calculated standard 
deviation of SDRadar and SDVNA. For comparison, commercial VNA is used. The standard 
deviation of the reflection coefficient in the frequency range of 0.6 GHz - 3.8 GHz is 
calculated and presented as a black dotted line in Figure 5.9. 
 
The SDRadar with synthetic circulator has a higher standard deviation compared to SDVNA 
as shown in the Figure 5.9(a). At frequencies less than 1.0 GHz, the SDRadar has similar 
standard deviation compared to SDVNA. SDRadar has standard deviation less than 0.001 
for frequency range 1.2 GHz to 2.0 GHz and more than 0.001 for frequency range 2.5 GHz 
– 3.8 GHz. Meanwhile SDVNA has a standard deviation magnitude of less than 0.001 for 
the entire frequency range from 1.0 GHz – 3.8 GHz. Figure 5.9(b) shows the standard 
deviation of phase for SDRadar and SDVNA. The standard deviation phase for frequency 
range of SDRadar has less than 0.8 degree and for SDVNA less than 0.6 degree. By 
comparing both generally the SDVNA has better and lowest standard deviation magnitude 
and phase compared to SDRadar. 
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Figure 5.9: Repeatability standard deviation of the proposed SDRadar and SDVNA with 
error correction code e = 0.3 with transmitting power of -10 dBm with averaging of 512. (a) 
Amplitude (b) Phase of the measured frequency domain signal for 20 measurements.  
 
(a) 
            SDVNA 
            SDRadar 
            Commercial VNA 
(b) 
            SDVNA 
            SDRadar 
            Commercial VNA 
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Figure 5.10: The SNR of the proposed SDRadar and SDVNA  
 
Based on the standard deviation, by using equation (5.3) the SNR for the SDRadar 
calculated and compared with SDVNA same operating condition. Figure 5.10, shows the 
SNR of the proposed SDRadar (red line) and SDVNA (blue line). The results show the 
average SNR for frequency range of 1.0 GHz – 3.8 GHz for the SDRadar is about 38.5 dB 
and for the SDVNA is about 40 dB. For same operating condition SDVNA has better SNR 
compared to SDRadar. 
 
5.4 Performance Comparison between SDVNA and SDRadar 
5.4.1 Metal Target Detectability 
To investigate the proposed SDVNA system’s ability to locate a target with high accuracy, 
the system was used to detect a metal target at various positions. A simple experiment was 
set up by using the proposed SDVNA with tapered slot antenna and a varying position metal 
plate from 0 mm to 80 mm with step size of 10 mm. The SDVNA with and without error 
correction e = 0.3 was used for the above experiment. The system was initially set up with 
a transmitting power of -10 dBm and a metal target was scanned by using a frequency band 
of 0.6 GHz to 3.8 GHz. Before the measurement, the proposed system was calibrated by 
using Open, Short and Match standards. Then the metal target was scanned at various 
SDVNA 
  SDRadar 
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positions from 0 - 80 mm away from the antenna with step size of 10 mm. The above 
experiment was repeated three times to reduce the random error. At each location the metal 
target was scanned by using the system with and without error correction with -10 dBm 
transmit power and 512 averages. The target location is obtained by subtracting the time 
domain signal of the antenna alone from the target signal.  
 
Figure 5.11 shows the exact target position (light blue line with black symbol), target location 
measured by using SDVNA without error correction (red line with triangle symbol), target 
location measured by using SDVNA with error correction e = 0.3 (dark blue line with star 
symbol) and finally target location measured by using commercial VNA (dotted black line 
with circle symbol). The deviation between the commercial VNA measurement and exact 
target location at distance 30 mm to 80 mm is mainly due to radiation pattern of the tapered 
slot antenna.  
 
Figure 5.11, shows clearly that the SDVNA system without appropriate error correction 
algorithm was not able to detect the metal target. The detection randomly varies and always 
has fault target location. By using appropriate error correction algorithm with e = 0.3, the 
proposed SDVNA is able to detect the metal target with minimum error compared to a 
commercial VNA up to the distance 60 mm. After 60 mm, the detected target location by 
SDVNA varies about 2 mm compared to a commercial VNA. This shows that the proposed 
SDVNA with error correction algorithm can accurately detect the metal target. 
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Figure 5.11: Detection of metal target at various position in the free space by using 
SDVNA with (SDVNA: dark blue line) and without (SDVNA 1: red line) error correction 
algorithm with averaging 512, transmitting power -10 dBm. 
 
 
In the above experiment, detection of metal target at various position is repeated by using 
SDRadar. The new SDRadar with synthetic circulator with transmitting power -10 dBm used 
for detection of the metal target and the results compared with VNA SDR and commercial 
VNA. The measurement repeated for three times.  
 
Figure 5.12 shows the exact target position (light blue line with black symbol), target location 
measured by using SDRadar (red line with triangle symbol), target location measured by 
VNA SDR (dark blue line with star symbol) and finally target location measured by using 
VNA (dotted black line with circle symbol).  
 
Target Position 
Commercial VNA 
SDVNA 1 
Position 
SDVNA 
Position 
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Figure 5.12: Detection of metal target at various position in the free space by using 
SDVNA (dark blue line) and SDRadar (red line) with error correction algorithm, averaging 
512, transmitting power -10 dBm and frequency range 0.6 GHz – 3.8 GHz. 
 
Figure 5.12, shows clearly that the SDRadar system was not able to detect the metal target 
as accurately as the SDVNA after target position 10mm. When the metal target is at 0 mm 
from antenna, the SDRadar is able to locate the target position accurately. After 10 mm, the 
proposed SDRadar not able to detect the location of the target accurately as compare to 
SDVNA. Although both system configured for the same transmitting power, the SDRadar 
has faulty target location after 10mm. The variation of target location between SDRadar to 
SDVNA is from 1mm (for target location 10mm) to 11.65 mm (for target location at 70 mm). 
Generally, SDRadar has ability to detect the target, but not able to locate the position of the 
target accurately as SDVNA.   
 
 
 
 
Target Position 
Commercial VNA 
SDRadar 
Position SDVNA 
Position 
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5.4.2 Simple Phantom with Deep Target 
To verify if the developed SDRadar with synthetic circulator is adequate for medical 
applications and to compare the performance with SDVNA, both systems were used to 
image a simple phantom with target placed close to the centre. A simple phantom is 
designed based on Chapter 4, by using a plastic container (wall thickness = 2 mm, radius = 
62 mm, height = 80 mm) filled with medium mimicking biological tissues (brain) with r = 45 
using SPEAG DBGE [129] based liquid. An off centered target of 3 cm x 2 cm x 2 cm volume 
of water (r = 77) mimicking bleeding close to the centre of the phantom embedded within 
the liquid. The distance between the phantom outer wall and the antenna was set as 3 mm. 
The target was placed about 45 mm from the inner wall of the phantom of the radius 62 mm. 
The above proposed SDRadar with synthetic circulator and SDVNA was configured to 
operate within the frequency range of 1.0 GHz-2.0 GHz, with a step size of 10 MHz with 
transmit power of -10 dBm, averaging 512 was used for the measurement. In order to verify 
the performance of the proposed SDRadar and SDVNA, the above measurement was 
repeated with commercial VNA (Agilent Fieldfox N9916A) which was configured to use the 
same frequencies range (1.0 GHz – 2.0 GHz) and step size (10 MHz), as well as the same 
transmitted power of -10 dBm.  
 
In Chapter 3, the proposed SDRadar with a single circulator of bandwidth 1.0 GHz - 2.0 GHz, 
was able to detect and locate a target of 6 mm (volume of water (r = 77)) diameter 
embedded 12 mm from the wall of the simple phantom.  
 
Based on procedures detailed in Chapter 4, the measured frequency domain signals, were 
processed, calibrated and image of the phantom with target reconstructed. Figure 5.13, 
shows the reconstructed image of the target of 3 cm x 2 cm x 2 cm volume of water (r = 77) 
mimicking bleeding at 45 mm from the inner wall of the simple phantom with average 
dielectric constant (r = 45) with antenna position d = 3 mm from the outer wall of the phantom 
using SDRadar, SDVNA and commercial VNA. Figure 5.13(a), shows the proposed 
SDRadar was able to detect the target but unable to locate the target accurately and the 
target appears 10mm away from the original position within the phantom. Meanwhile with 
similar system configuration, SDVNA system is able to detect and locate the target 
accurately as shown in the Figure 5.13(b) and this can be further confirmed based on the 
VNA image as shown in the Figure 5.13(c). The reconstructed image based on SDVNA 
measurement shows a similar pattern and shape as the reconstructed image by the 
commercial VNA. Although SDRadar is able to detect the target it has slightly different 
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pattern and shape when compared to reconstructed image by SDVNA and commercial VNA 
as shown in the Figure 5.13.  
 
Figure 5.13: Reconstructed image with (a) SDRadar (b) SDVNA (c)  Commercial VNA, 
target of 3 cm x 2 cm x 2 cm volume of water (r = 77) mimicking bleeding at 45 mm from 
the inner wall of the simple phantom with average dielectric constant (r = 45) with antenna 
position d = 3 mm from the outer wall of the phantom. 
 
5.4.3 Realistic Head Phantom 
To verify further whether the performance of the developed SDRadar with the synthetic 
circulator and SDVNA is adequate for a realistic environment, both systems were used to 
image an adult sized realistic head phantom with bleed is of size 2  2  2 cm3 at position 
40 mm vertically and 28 mm horizontally from the skull. The performance was compared 
with the commercial VNA. The phantom is prepared inside a full-sized adult skull made of 
(a) 
(c) 
(b) 
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polyvinyl chloride that is filled with artificial tissues simulating grey matter, white matter and 
blood (signifying a bleed) as explained in Chapter 4. Both systems are configured to operate 
within the frequency range of 1.0 GHz - 2.0 GHz with a step size of 10 MHz and transmitting 
power of -10 dBm.  
 
The measured frequency domain signals are processed, calibrated and the image of the 
realistic head phantom with bleeding reconstructed is based on procedures detailed in 
Chapter 4. Figure 5.14, shows the reconstructed image of the target of 2 cm x 2 cm x 2 cm 
mimicking bleeding at 40 mm vertically and 28 mm horizontally from the inner skull of the 
realistic head phantom with antenna position 95 mm from the centre of the phantom using 
SDRadar, SDVNA and commercial VNA. The bleed can be seen in all of the three images, 
the image for the SDRadar system using circulator (Figure 5.14(a) has a false target near 
the skull which is stronger than the true target. SDVNA (Figure 5.14(b)) and commercial 
VNA (Figure 5.14(c) images have a clearly defined target region, but the commercial VNA 
has the clearest image. The reasons for these anomalies may correspond to the stability 
and dynamic range of each system.  
 
The target of 2 cm x 2 cm x 2 cm mimicking bleeding was then placed near to the centre of 
the realistic head phantom. This position was about 84 mm from the inner skull of the realistic 
head phantom. Based on the above setup, the measurement is repeated by using the 
commercial VNA and SDVNA. Since SDRadar is not able to detect the shallow target as 
reported above, for deep target measurement the SDRadar was not used. 
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Figure 5.14. (a) SDRadar, (b) SDVNA (c) Commercial VNA, using 20 virtual antenna 
positions with a mechanically rotated antenna based on Chapter 4. Target of 2 cm x 2 cm 
x 2 cm mimicking bleeding at 40 mm x 28 mm from the inner skull of the realistic head 
phantom. The SDRadar and SDVNA with averaging of 512. The transmitting power is -10 
dBm. 
 
 
 
(a) (b) 
40mm 
28mm 
(c) 
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Figure 5.15 shows the reconstructed image of the realistic head phantom with deep 
bleeding. The SDVNA system is able to detect and locate the target accurately as shown in 
the Figure 5.15(a) and this can be further confirmed based on the VNA image as shown in 
Figure 5.15(b). But the reconstructed image based on SDVNA measurement shows slightly 
different pattern and shape when compare to the reconstructed image by the commercial 
VNA. This further confirms that the proposed SDVNA is able to detect the deep target and 
is almost as accurate as the commercial VNA. Since the proposed SDVNA has a dynamic 
range about 20 dB less than the commercial VNA, the reconstruction image has a lower 
quality as shown in the Figure 5.15(a).  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.15. (a) SDVNA (b) Commercial VNA system, system, using 20 virtual antenna 
positions with a mechanically rotated antenna based on Chapter 4. Target of 2 cm x 2 cm 
x 2 cm mimicking bleeding at 84 mm from the inner skull of the realistic head phantom. 
SDVNA with averaging of 512. The transmitting power is -10 dBm 
 
 
 
 
 
(a) 
84mm 
(b) 
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5.5 Conclusion 
The purpose of this chapter is to evaluate the measurement accuracy of the proposed 
SDVNA and SDRadar system for microwave medical imaging by comparing to a commercial 
VNA. The initial studies show that the selected hardware has 2 places where the phase lock 
loop requires extra control, and this is performed by the error parameter e within the 
proposed band. With this, the system is able to produce stable performance with equal 
magnitude and phase repeatability throughout the frequency band for both SDVNA and 
SDRadar system. The overall results indicate that the proposed SDVNA system has better 
measurement accuracy compared to SDRadar system. Although the random variation for 
magnitude and phase of SDVNA measurement is larger than the commercial VNA, the 
detection and localization of deep target within a phantom medium mimicking biological 
tissues (brain) is in agreement. With a lower dynamic range, SDRadar is unable to 
accurately locate deep targets like the SDVNA. The reason for this is that the SDRadar with 
circulators has limited isolation between the transmitted and received signals compared to 
SDVNA.  
 
An RF front-end for biomedical imaging needs to have adequate dynamic range to handle 
the large differences between the air-body interface and the target inside the body. 
Especially for brain imaging, the dynamic range needs to be between 60 dB and 80 dB for 
near to the skull and the center of the brain respectively. The system’s hardware is based 
on SDR, which has a hardware dynamic range of 72 dB, based on the 12 bits of ADC. Using 
oversampling and averaging this dynamic range can be increased, but special care must be 
taken to ensure adequate separation between the transmitted and received signals 
otherwise the dynamic range will be reduced and the target may be masked inside the body. 
 
Compared with commercial VNA, the proposed SDVNA system is much more cost effective. 
Based on the reported preliminary results, the proposed SDVNA, has a higher potential 
economically to replace the commercial VNA for portable microwave medical imaging 
system. 
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Chapter 6 Antenna Array Calibration Techniques 
for UWB Microwave Imaging System 
6.1 Introduction 
The proposed monostatic system with single antenna and rotating platform in Chapter 3 and 
4 are slow as most of the measurement time is spent on movement and waiting for the 
motion to stop completely. By replacing the rotating platform with an array of antennas using 
a suitable switching network, the complete multi-static system can be automated, and the 
proposed system can be fast, efficient, portable and suitable for medical imaging. Based on 
this, the antenna arrays and switching networks are the key components in the proposed 
low-cost medical imaging systems, which are used to transmit and receive transmitted and 
reflected signals from the phantom (body under test) [117-126]. When using an array 
antenna, there are two forms of errors that need to be corrected for the proposed multi-static 
system. The first is the systematic error in the cabling and RF frontend, which is typically 
solved using standard calibration processes, such as the open/short/match (OSM) 
calibration technique. The second is due to the array configuration itself which may be 
caused by manufacturing differences between antennas, as well as the positioning of the 
body under test compared to the antenna array itself.  
When designing the antenna array for biomedical applications, care is taken to ensure that 
the mutual coupling between antennas is reduced. Due to the strong reflection from the air-
skin interface, the reflections coming from neighbouring antennas should be less than 
- 20 dB for better detection of the abnormalities in the tissues under test. With a directional 
antenna design, this is quite feasible [117]. 
In an array, there are three main effects which may cause detection of abnormalities within 
a human body to become inaccurate. The first is caused by the close spacing of antennas 
which creates additional unwanted reflections due to the mutual coupling effect. The second 
is caused by the slight variations in the frequency response of the antennas due to 
manufacturing defects. The third is the misalignment of the body under test (BUT) within the 
antenna array. The first effect is mitigated by designing more directional antennas, and to 
include this effect in the calibration process. The second effect requires individually 
calibrating each of the antennas, which leads to a very time-consuming calibration process, 
especially for large arrays. The last effect is hard to avoid due to the varying sizes of human 
anatomy between individuals. Some arrays use a fixed relative distance between the air-
skin boundary and the antenna which shifts the problem to locating the antennas, rather 
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than the body-under-test. For both scenarios, either significant time will be spent aligning 
the body, or increased algorithm complexity will be required. Failure to mitigate any of these 
three problems will lead to the reduction in the probability of the detection of the abnormality 
within the body under test. 
With large arrays, the typical OSM calibration process is time-consuming and impractical as 
it would involve calibrating each sensor port individually. Most calibration processes that 
have been proposed for such antenna arrays rely on the feeding network to be already 
calibrated and only solve the second problem of differing frequency response of the 
antennas. They can be classified into those which use a single calibration standard [117-
122] like a free-space measurement, and ones which use two calibration standards [130-
131]and some sort of reference standard. The free space measurement is used to remove 
the effects inside the antenna. Both of the techniques are very helpful in improving the 
detection probability. However, deep targets inside the body under test require more 
accurate calibration techniques to work and are unable to correct for the misalignment of 
the antennas around the body under test. 
In this chapter, a new calibration technique, which uses three standards, is proposed. The 
calibration technique simultaneously corrects for the systematic error in the cabling and RF-
frontend, as well as the array errors due to mutual coupling, antenna alignment and 
manufacturing error. The three standards are free space, water and oil. The technique 
ensures that the antenna array can be calibrated without removing the individual antennas 
from the array. The proposed technique can solve the above-listed problems and improve 
the detection and localisation of the target within the body under test. 
6.2 Development of the Proposed Array Calibration Techniques 
The structure of the proposed techniques is shown in Figure 6.1 with a circular antenna 
array of 20 tapered slot directional antennas spaced 18 apart and placed d mm away from 
the body under test (BUT). To control the environment, the real antenna array shown in 
Figure 6.1, is simulated using a partial array with a rotating platform, which is named a 
“virtual array” as shown in Figure 6.2(b). Figure 6.2 shows the real measurement 
environment for 20 positions by using a single antenna and simulated circular antenna array 
or virtual array. Figure 6.2(a) shows the single antenna and the rotating platform with BUT. 
Meanwhile Figure 6.2(b) shows three antennas for the virtual array, with the antenna in 
centre being the active antenna (Antenna #1) and the other two antennas (Antennas #2 and 
Antennas #20) being match terminated.  
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Figure 6.1: Circular antenna array with 20 directive antennas separated 18 from each 
other and d mm away from the Body under Test (BUT) 
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Figure 6.2: Measurement setup (a) Single antenna measurement (b) Equivalent virtual 
antenna array simulating real antenna array (Figure 6.1) measurement, with rotating 
platform 
 
Based on Figure 6.2(a), the antenna will measure the reflection coefficient a of the BUT. 
Meanwhile Antenna#1 in Figure 6.1(b), will measure m which includes reflections from both 
the BUT and the nearby antennas in the array. Various reflections due to the nearly matched 
reflector (Antennas #2 and Antennas #20) will cause the reflection coefficient a to be m. 
Hence, a simple equivalent circuit is developed as shown in Figure 6.3. Three error 
coefficients X00, X11 and X10 are introduced. The X00 error coefficient is due to the reflected 
signals from the adjacent antennas (light blue). The X11 error coefficient describe the re-
radiated signal from the adjacent antennas from the BUT (shown in green and dark blue). 
Lastly, the X10 error is coefficient due the reflection coefficient a to the Antennas #1. 
 
To calculate Γ𝑎, the three unknown X00, X11 and X10 error coefficients need be obtained. For 
that, three known calibration standards are proposed. The standards need to contain large 
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variations in dielectric properties to ensure the error terms can be accurate. Therefore, a 
free space, a container of oil and a container of water are used as the known calibration 
standard. Since dielectric properties of human tissues varies from r = 4.6 (breast fat) to r = 
71.7 (gall bladder bile) for frequency range 0.5 GHz - 5 GHz [64 - 65], oil (r = 3.2) and water 
(r = 77) are excellent for the two extremes of dielectric properties for the calibration standard 
meanwhile free space is used as matched load. To calculate the above three unknowns 
(X00, X11 and X10) liquids are preferred compared to solid objects, as they can conform easily 
to any shape.  
Before performing any measurements using the virtual array antenna setup as shown in 
Figure 6.2(b), the above three known calibration standards are used to calculate the value 
of the X00, X11 and X10 error coefficients for the proposed array antenna.  
 
Figure 6.3: Equivalent circuit model with error correction terms for Figure 6.2(b) based on 
virtual array antenna. 
 
Based on Figure 6.3, the measured reflection Γ𝑚coefficient of the BUT by individual antenna 
in the array as shown in Figure 6.2(b) is given by 
 
Γ𝑚 =
𝑋00−Δ𝑋Γ𝑎
1−𝑋11Γ𝑎
                                (6.1) 
where 
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By rearranging equation (6.1), the actual reflection coefficient Γ𝑎of the BUT due to individual 
antenna can be obtained by   
Γ𝑎 =
Γ𝑚−𝑋00
Γ𝑚𝑋11−Δ𝑋
                              (6.2) 
 
By using calibration standards of free space/oil/water, the measured reflection coefficient 
value mj based on Figure 6.2(b) for j = fs (free space), o (oil) and w (water), and the actual 
reflection value aj based on Figure 6.2(a) is used to solve three simultaneous equations as 
shown by (6.3) to obtain the three unknown X00, X11, X10 error coefficient for the virtual 
antenna array 
 
Γ𝑚𝑗 = 𝑋00 + Γ𝑎𝑗Γ𝑚𝑗𝑋11 − Γ𝑎𝑗Δ𝑋               (6.3) 
 
The three unknown error coefficients (X00, X11 and X10) are obtained as shown in (6.4), (6.5) 
and (6.6) below 
 
𝑋00 =
𝐴
𝐶
                                                         (6.4) 
 
𝑋11 = −
𝐵
𝐶
                                         (6.5) 
 
𝑋10 =
𝐷𝐶−𝐴𝐵
𝐶2
                                   (6.6) 
 
where 
𝐴 = −(Γ𝑚(𝑓𝑠)Γ𝑚𝑤Γ𝑎(𝑓𝑠)Γ𝑎𝑜 − Γ𝑚(𝑓𝑠)Γ𝑚𝑤Γ𝑎𝑤Γ𝑎𝑜 − Γ𝑚(𝑓𝑠)Γ𝑚𝑜Γ𝑎(𝑓𝑠)Γ𝑎𝑤
+ Γ𝑚(𝑓𝑠)Γ𝑚𝑜Γ𝑎𝑤Γ𝑎𝑜 +  Γ𝑚𝑤Γ𝑚𝑜Γ𝑎(𝑓𝑠)Γ𝑎𝑤
−   Γ𝑚𝑤Γ𝑚𝑜Γ𝑎(𝑓𝑠)Γ𝑎𝑜)   
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𝐵 = −(Γ𝑚(𝑓𝑠)Γ𝑎𝑤 − Γ𝑚(𝑓𝑠)Γ𝑎𝑜 − Γ𝑚𝑤Γ𝑎(𝑓𝑠) + Γ𝑚𝑤Γ𝑎𝑤 +  Γ𝑚𝑜Γ𝑎(𝑓𝑠)
−   Γ𝑚𝑜Γ𝑎𝑤)   
 
𝐶 = (Γ𝑚(𝑓𝑠)Γ𝑎(𝑓𝑠)Γ𝑎𝑤 − Γ𝑚(𝑓𝑠)Γ𝑎(𝑓𝑠)Γ𝑎𝑜 − Γ𝑚𝑤Γ𝑎(𝑓𝑠)Γ𝑎𝑤 + Γ𝑚𝑤Γ𝑎𝑤Γ𝑎𝑜
+  Γ𝑎𝑜Γ𝑎(𝑓𝑠)Γ𝑎𝑜 −   Γ𝑚𝑜Γ𝑎𝑤Γ𝑎𝑜) 
 
𝐷 = (Γ𝑚(𝑓𝑠)Γ𝑚𝑤Γ𝑎(𝑓𝑠) − Γ𝑚(𝑓𝑠)Γ𝑚𝑤Γ𝑎𝑤 − Γ𝑚(𝑓𝑠)Γ𝑚𝑜Γ𝑎(𝑓𝑠)
+ Γ𝑚(𝑓𝑠)Γ𝑚𝑜Γ𝑎𝑜 +  Γ𝑚𝑤Γ𝑚𝑜Γ𝑎𝑤 −   Γ𝑚𝑤Γ𝑚𝑜Γ𝑎𝑜)                    
Figure 6.4, shows the calculated value of the X00, X11 and X10 error coefficient. Figure 6.4(a) 
shows the magnitude (dB) and Figure 6.4(b) shows the phase (degree) of the X00, X11 and 
X10 error coefficient. The calculated error coefficient X00, X11 and X10 used for the calibration 
of the virtual array antenna. 
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Figure 6.4: The error correction coefficients X00(blue line), X11(black line) and X10(red line) 
(a) Magnitude (dB) (b) Phase (degree) for the proposed virtual array antenna 
measurement in Figure 6.2(b) 
(a) 
(b) 
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6.3 Virtual Array Antenna and Reflection Coefficient of Antenna 
To test the proposed idea, the first experiment was conducted by using the virtual array 
antenna setup based on Figure 6.2(b). To measure the free space response, a tapered slot 
antenna [22] was used. Three tapered slot antennas are used as shown in Figure 6.2(b), 
with center antenna (Antenna#1) as an active antenna and Antenna#2 and Antenna#20 as 
matched reflectors. The antennas are separated by 18. A commercial vector network 
analyzer (VNA) with frequency range 0.8 GHz – 3.8 GHz is used to measure the 
performance of the of the virtual array antenna reflection coefficient in free space Γ𝑚 and 
the single antenna reflection coefficient in free spaceΓ𝑎. Equation (6.2) is used with error 
correction coefficients X00, X11 and X10 based on Figure 6.3, to calculate the actual response 
of the reflection coefficient  Γ𝑎 in free space with the proposed antenna. 
 
Figure 6.5, shows the reflection coefficient of the array antenna before calibration Γ𝑚(blue 
line) and after the proposed calibration Γ𝑎𝑐(red line) for the virtual array antenna 
measurement setup based in Figure 6.2(b). This is compared to the ideal measurement of 
a single antenna Γ𝑎(black dotted line) as seen in Figure 6.2(a). Figure 6.5(a) shows the 
magnitude in dB and Figure 6.5(b) shows the phase in degrees for the reflection 
coefficient Γ𝑚, Γ𝑎𝑐 and Γ𝑎. The proposed calibration techniques effectively remove the 
reflection due to the adjacent antennas (#2 and #20) on Antenna #1 in the virtual antenna 
array. It can be seen that the calibrated reflection coefficient (red line) of the virtual array 
antenna in free space exactly matches with the magnitude and phase of the reflection 
coefficient (black dotted line) of the single antenna in free space.   
 
This shows that the proposed calibration technique based on three known calibration 
standards effectively mitigates the reflection of the nearby antennas in the array and the 
actual performance of the antenna can be obtained. To further verify the proposed idea, 
instead of free space, a container filled with liquid of dielectric constant (r = 45) (BUT) is 
placed 10 mm away from the antenna. The reflection coefficient of the BUT measured by 
using the single antenna and the virtual antenna array based on setup in Figure 6.2. 
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Figure 6.5: The reflection coefficient Γ𝑚(blue line) array antenna before calibration, 
reflection coefficient Γ𝑎𝑐(red line) array antenna after calibration and reflection coefficient 
Γ𝑎(black dotted line) single antenna (a) Magnitude (dB) (b) Phase (degree) for the 
proposed virtual array antenna measurement in Figure 6.2 for free space. 
(a) 
(b) 
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Figure 6.6: The reflection coefficient Γ𝑚(blue line) array antenna before calibration, 
reflection coefficient Γ𝑎𝑐(red line) array antenna after calibration and reflection coefficient 
Γ𝑎(black dotted line) single antenna (a) Magnitude (dB) (b) Phase (degree) for the 
proposed virtual array antenna measurement in Figure 6.2 of a container filled with liquid 
of dielectric constant (r = 45) placed at the d = 10 mm away from the antenna. 
 
(a) 
(b) 
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Figure 6.6, shows the measured reflection coefficient of the virtual array antenna before 
(blue line) and after calibration (red line) and this is compared with measured reflection of a 
single antenna (black dotted line). The calibrated reflection coefficient magnitude (Figure 
6.6(a)-red line) and phase (Figure 6.6(b)-red line) for the BUT are the same as the reflection 
coefficient magnitude (Figure 6.6(a)-black dotted line) and phase (Figure 6.6(b)-black dotted 
line) of the BUT measured with single antenna. This experiment shows that the proposed 
calibration technique by using three known calibration standards continues to work well even 
for more realistic BUT.  
 
6.4 Time-Domain Investigation 
To further compare the proposed calibration technique with conventional calibration 
techniques, the measured frequency domain reflection coefficient is transferred to time- 
domain by using an IFFT. Figure 6.7(a) and Figure 6.7(b), show the time-domain reflection 
coefficient before and after calibration of the BUT by using virtual antenna array meanwhile 
Figure 6.7(c) shows the time domain reflection coefficient of the BUT by using a single 
antenna. The conventional calibration technique for an array antenna in biomedical imaging 
subtracts the time-domain reflection coefficient of free space from the time-domain reflection 
coefficient of the BUT. Figure 6.7(a), shows the time-domain reflection coefficient of the BUT 
measured by using the antenna array before the proposed three known calibration standard. 
After the subtraction of the free space time-domain reflection coefficient of the array antenna 
(dotted red line) from the time-domain reflection coefficient of the BUT (blue line), the time-
domain response of the BUT alone shown in Figure 6.7(a) (black line). The time-domain 
response of the BUT has magnitude 42. Due to the reflection of the Antenna#2 and 
Antenna#20, the time domain reflection of the BUT and free space before calibration has 
lower magnitude and broader pulse compared to a single antenna measurement shown in 
Figure 6.7(c).  Meanwhile Figure 6.7(b) shows the same measurement but after the 
proposed calibration. After the subtraction of the calibrated free space time-domain 
reflection coefficient of the array antenna (dotted red line) from the calibrated time-domain 
reflection coefficient of the BUT (blue line), the time-domain response of the BUT alone is 
shown in Figure 6.7(b) (black line) and has magnitude 65. By comparing the three parts of 
Figure 6.7 the time domain response of the BUT (black line) for the calibrated array antenna 
a similar pulse shape compared to the time-domain response of the BUT measured by single 
antenna.  
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Figure 6.7: The time domain signal for phantom 10 mm away from the antenna (a) Array 
antenna without calibration (b) Array antenna with proposed calibration (c) Single antenna 
measurement of a container filled with liquid (r = 45) placed 10 mm away from the 
antenna 
 
Based on Figure 6.7, all three time-domain responses of the BUT (black line) after removing 
the free space response, are plotted as shown in Figure 6.8. By comparing all three time-
domain response of the BUT the calibrated response has similar magnitude and pulse shape 
with single antenna measurements. The peak of the response represents the reflection from 
the boundary of the phantom and the shape shows the spread of the signal.  By comparing 
the peak and the pulse shape, the effectiveness of the proposed calibration techniques can 
be evaluated as shown in the Table 6.1.  
 
 
 
 
 
(c
) 
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Table 6.1: Comparison time domain response of the BUT based on array antenna non-
calibrated (blue line), array antenna calibrated (red line) and single antenna (dotted black 
line) measurement 
 
Single 
Antenna 
Calibrated Array 
Antenna 
Non-calibrated 
Array Antenna 
Distance 0.205 m 0.205 m 0.2048 m 
Maximum 69.37 67.09 45.06 
Pulse Shape 
@  
magnitude 30  
0.0646 0.063 0.0437 
    
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.8: The calibrated time domain signal for phantom 10mm away from the antenna: 
Single antenna (black dotted line), Array antenna without calibration (conventional 
calibration-blue line) and Array antenna with proposed calibration (red line) 
 
Table 6.1, shows that generally the proposed calibration technique for antenna arrays 
effectively can reproduce the response of a single antenna measurement. The calibrated 
time domain response has magnitude, distance and shape 95% - 100% similar compared 
to a single antenna.  
 
 
 
+ + 
+ 
x = 0.205m 
y = 69.37 
x = 0.205m 
y = 67.09 
x = 0.2045m 
y = 45.06 
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6.5 Metal Target Detectability in Virtual Array Antenna 
To investigate the effectiveness of the proposed calibration array antenna technique to 
detect a target, a measurement is done by using the array antenna system to detect a metal 
target at various positions. A simple experiment was set up by using a commercial VNA with 
a tapered slot antenna and varying the position of a metal plate from 0 - 80 mm with 10 mm 
step size as seen in Figure 6.2(b). For comparison the above experiment is repeated by 
using a single antenna as shown in Figure 6.2(a). The VNA uses a transmit power of – 10 
dBm and a frequency band of 0.8 to 3.8 GHz. Before the measurement, the VNA is 
calibrated, and the reflection coefficient of the tapered slot antenna without metal target 
obtained for single antenna and array antenna. Then the metal target was scanned at 
various positions from 0 to 80 mm away from the antenna with a step size of 10 mm. The 
experiment is repeated three times to check for consistency. Then the measurement 
process is repeated with an un-calibrated VNA and the new three calibration standards for 
free space/water and oil at that respective location. Then the received signal is calibrated in 
the frequency domain by using the proposed calibration technique and by using IFFT 
convert to time domain signal.  
 
Figure 6.9, shows the exact target position (light blue line with circle symbol), target location 
based on proposed calibration for antenna array (red line with plus symbol), target location 
based on non-calibrated antenna array (dark blue line with star symbol) and finally target 
location measured by using single antenna (dotted black line with cross symbol). The 
deviation between the single antenna measurement and exact target location are mainly 
due to the radiation pattern of the tapered slot antenna.  
 
In Figure 6.9, after 10 mm, the target location based on non-calibrated array antenna 
(conventional calibration technique - dark blue line with star symbol) has a different value 
for the target location compare to single antenna (dotted black line with cross symbol) 
measurement. Meanwhile after applying the proposed calibration technique, the target 
location based on array antenna (red line with plus symbol) almost the same as a single 
antenna (dotted black line with cross symbol) measurement. This shows the proposed 
calibration technique for antenna arrays is able to accurately detect the metal target 
compared to array antenna without calibration. By comparing with conventional calibration 
techniques for antenna arrays where the time domain signal of the target subtracted by using 
free space time domain signal, the newly proposed calibration technique improves the target 
detection and localization. 
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Figure 6.9: Detection of metal target at various position in the free space by using 
commercial VNA with non-calibrated array antenna (dark blue line) and with calibrated 
array antenna (red line) and single antenna (dotted black line) transmitting power -10 dBm. 
 
Figure 6.10, shows the difference in the distance between the single antenna target location 
and the calibrated array antenna target location (red line) and single antenna target location 
and non-calibrated array antenna target location (dark blue line). The graph shows for the 
calibrated array antenna system the variation smaller of the distance is smaller than the non-
calibrated array antenna system. The calibrated array antenna system has a variation of the 
distance less than 1 mm for the target location. Meanwhile the non-calibrated antenna 
system has variation less than 2.5 mm for the target location. The proposed three standards 
calibration technique for array antenna ensures that the target is accurately detected 98.75% 
as good as by single antenna with a target depth of 80 mm. 
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Figure 6.10: The difference in the distance between single antenna target location and 
calibrated array antenna target location (red line) and single antenna target location and 
non-calibrated array antenna target location (dark blue line)   
 
6.6 Simple Phantom with shallow and deep target 
To further verify the ability of the proposed calibration technique for antenna arrays in 
medical applications a simple scanning system as shown in Figure 6.2(b) is used. A virtual 
array antenna of 20 elements is emulated by using the three antennas and rotating platform 
as shown in Figure 6.2(b). The distance between the antennas in the virtual array is 18. A 
simple phantom designed based on Chapter 4, by using a plastic container (wall thickness 
= 2 mm, radius = 62 mm, height = 80 mm) filled with medium mimicking biological tissues 
(brain) with r = 45 using SPEAG DBGE [129] based liquid. An off centered target of 3 cm x 
2 cm x 2 cm volume of water (r = 77) mimicking bleeding close to the wall of the phantom 
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is embedded within the liquid. The distance between the phantom outer wall and the antenna 
was set as d = 10 mm. The target was placed about 13 mm from the inner wall of the 
phantom of radius 62 mm.  
 
The VNA was calibrated and a frequency band of 1 to 2 GHz with a step size of 10 MHz is 
used with a transmit power of -10 dBm. Initially the empty platform is scanned for all 20 
positions by using a single antenna then repeated for the virtual array antenna. For both 
cases single and virtual array antenna the calibration standards of water, oil and free space 
is used. Finally, the phantom with target scanned for all 20 positions by using the single 
antenna and virtual antenna array. 
 
Based on procedures detailed in Chapter 4, the measured frequency domain signals are 
processed and calibrated and an image is constructed. Figure 6.11, shows the reconstructed 
image of the scenario with the antenna positioned d = 10 mm from the outer wall of the 
phantom.  Figure 6.11(a) shows the image based on array antenna without the calibration, 
Figure 6.11(b) shows the image for the calibrated array meanwhile Figure 6.11(c) shows the 
image by using a single antenna measurement. Figure 6.11(b) compared to Figure 6.11(a), 
shows that detection and target location is improved by using the proposed calibration 
technique for antenna array.  The deviation of the target from the true location based on is 
about 2 mm with proposed calibration and about 6 mm without calibration for the array 
antenna as shown in Table 6.2.  
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Figure 6.11: Reconstructed image with (a) Non-calibrated array antenna (b) Calibrated 
array antenna (c) Single antenna, target of 3 cm x 2 cm x 2 cm volume of water (r = 77) at 
13 mm from the inner wall of the simple phantom with average dielectric constant (r = 45) 
with antenna position d = 10 mm from the outer wall of the phantom. 
 
To verify the proposed calibration technique to detect and accurately locate deep targets, 
the target was placed about 45mm from the inner wall of the phantom of the radius 62 mm. 
All the measurement above was repeated for both single antenna and virtual array antenna 
with 20 points. 
(a) (b) 
(c) 
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Figure 6.12: Reconstructed image with (a) Non-calibrated array antenna (b) Calibrated 
array antenna (c) Single antenna, target of 3 cm x 2 cm x 2 cm volume of water (r = 77) 
mimicking bleeding at 45 mm from the inner wall of the simple phantom with average 
dielectric constant (r = 45) with antenna position d = 10 mm from the outer wall of the 
phantom. 
 
Figure 6.12, shows the reconstructed image of the target at 45 mm from the inner wall of 
the phantom for non-calibrated antenna array measurement (Figure 6.12(a)), calibrated 
antenna array measurement (Figure 6.12(b)) and single antenna measurement (Figure 
(a) (b) 
(c) 
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6.12(c)).  Table 6.2, shows the deviation of the target compared with the non-calibrated 
antenna array measurement and calibrated antenna array measurement compared to single 
antenna measurement. With a deep target the antenna array is able to detect the target but 
the location accuracy is worse than a single antenna measurement. The calibrated data of 
the array antenna shows 7 mm deviation and the non-calibrated data shows 18 mm 
deviation compared to single antenna. This shows that the proposed three standard 
calibration technique improves the location accuracy. 
 
Table 6.2: Deviation of the target from original location for array antenna with and without 
calibration 
Array Antenna Shallow Target Deep Target 
Without Calibration 6 mm 18 mm 
With Calibration 2 mm 7 mm 
 
 
6.7 Simple Phantom with Misalignment of Array Antennas 
Finally, to test the ability of the proposed calibration technique to remove the need for perfect 
phantom placement, the above phantom was placed out off centre at the rotating platform. 
The shortest distance between the antenna and the phantom wall is dmin = 5 mm and the 
longest distance is dmax = 20 mm. The empty platform is scanned by using single antenna 
and virtual array antenna. The proposed known calibration standards of water/oil are placed 
with same orientation and then scanned by the single antenna and virtual array antenna at 
every 20 positions. Finally, the de-centred phantom with shallow target is scanned using the 
virtual antenna array. The measured data is processed and calibrated by using the proposed 
three known calibration technique. 
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Figure 6.13: Reconstructed image with (a) Non-calibrated array antenna (b) Calibrated 
array antenna, target of 3 cm x 2 cm x 2 cm volume of water (r = 77) mimicking bleeding 
at 13 mm from the inner wall of the simple phantom with average dielectric constant (r = 
45) with phantom de-centred on the platform with antenna position dmin = 5 mm and dmax = 
20 mm from the outer wall of the phantom.  
 
Figure 6.13, shows the reconstructed image of the de-centred phantom measured by virtual 
array antenna with a shallow target. Figure 6.13(a) shows the reconstructed image before 
applying the proposed calibration technique meanwhile Figure 6.13(b) shows the image 
after the proposed calibration technique. Without calibration the image is not clear and too 
noisy. By applying the proposed calibration technique, the mis-alignment of the body under 
test can be corrected and the target can be imaged correctly. The variation distance between 
the actual target location and the imaged target by using the proposed calibration technique 
is about 3 mm.   
 
6.8 Conclusion 
In this chapter, a new calibration technique using three known calibration standards is 
proposed for imaging using antenna arrays. Based on the proposed calibration technique a 
complete error model for the array antenna is developed and the three error coefficient are 
(a) (b) 
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calculated by using free space/water/oil as calibration standards. The proposed calibration 
technique is tested with various experiments by using a virtual array antenna. 
 
The proposed calibration technique is shown to be able to mitigate the reflection of the 
neighbouring antennas in array antenna measurements. By using the proposed calibration 
technique, the reflection coefficient of the individual antennas can be obtained even though 
the antenna is placed inside an array environment. The proposed calibration technique also 
improves the location capability of metal targets in free space using the array antenna. The 
location of the metal target is within 98.75% of the accuracy compared to single antenna at 
a distance of 80mm of the target form the antenna. 
 
A virtual array of 20 elements with 18 separation is used to scan a simple phantom with 
two different positions of the target, shallow (13 mm) and deep (45 mm). The proposed 
calibration technique is able to ensure that the imaging algorithm can reconstruct the image 
of the target with correct location within the phantom three times better than non-calibrated 
data.  
 
Finally, the realignment effect of the calibration technique between the phantom and array 
antenna is tested. Using the calibration technique, the system is able to reconstruct the 
image of the target within the phantom clearly. 
 
The proposed calibration technique works well for biomedical imaging in various conditions. 
It is able to remove unwanted reflection by the neighboring antennas, as well as improve 
target detection and location in an array system. Compared to conventional array calibration 
techniques, the proposed technique significantly improves the detection and location of the 
target. 
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Chapter 7 Conclusion 
There has been a huge interest among researchers and practitioners in using microwave 
imaging techniques as alternative and more effective screening tools to produce images for 
medical applications, such as the detection of breast cancer and brain strokes. Microwave-
based techniques offer low cost, portable, safe non-ionising radiation and comfortable 
imaging systems compared with the currently available imaging techniques. Ongoing 
research on this topic ensures that microwave imaging techniques will become a successful 
alternative imaging tool for medical applications. 
 
In this thesis, a low-cost portable compact broadband microwave frontend based on 
SDRadar and SDVNA for medical imaging has been presented and verified with various 
experiments by using simple and realistic head phantoms. A complete calibration technique 
for both systems was developed. 
 
This thesis presents a series of original research (Chapters 3–6) intending to provide such 
vital information about the design of a low-cost, compact, portable wideband microwave 
imaging system for biomedical applications. The contributions of this thesis are summarised 
in this chapter, followed by the implication of the research. This chapter is then concluded 
with planned future work.  
 
7.1 Contributions and implications 
The research addressed in this thesis has resulted in several scientific contributions. The 
major novelties presented in this thesis are listed as follows: 
  In Chapter 3, a low-cost reconfigurable broadband microwave transceiver using 
software defined radar (SDRadar) was designed for medical imaging. The device, 
used generic software defined radio (SDR) technology, and paves the way to replace 
the costly and bulky vector network analyser currently used in the research of 
microwave-based medical imaging systems. A calibration technique was developed 
for the proposed system to enable the use of SDR technology in a broadband 
biomedical imaging system. With the aid of an RF circulator, a virtual 1 GHz wide 
pulse was generated by coherently adding multiple frequency spectrums together. 
To verify the proposed system for medical imaging, experiments were conducted by 
using a circular scanning system, directional antenna and a phantom mimicking 
biological tissues for brain and breast The obtained images, indicated that the system 
can successfully detect small targets embedded in different simple human tissues. 
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However, this SDRadar system is unable to be used for complex human tissues, due 
to limited isolation between the transmitted and received signals and the lack of a 
calibration for systematic error. 
 In Chapter 4, a low-cost two-port VNA using a software defined radio (SDR) was 
presented. It provided better isolation between transmitted and received signals and 
featured a calibration process to solve for the systematic error. To adapt generic SDR 
technology to become a VNA a directional element and switches were utilized. This 
enabled the measurement of scattering parameters using a single transmitter and 
receiver. The conventional open/short/match/thru calibration technique was not 
applicable, and hence a new calibration techniques was developed to take into 
account the SDVNA system’s architecture. The usable operating frequency band is 
0.8 - 3.8 GHz and features a dynamic range of 80 dB. Although the proposed system 
physically has 12-bit ADC, the 80 dB dynamic range is obtained by implementing 
oversampling and averaging techniques. The performance was verified by showing 
that the S parameters of 1-port and 2-ports devices under test have close agreement 
to results from a commercial VNA. Finally, the system was shown to be capable of 
imaging a head phantom with realistic permittivity and conductivity including an 
embedded bleed. Quantitative metrics indicate that the detection accuracy of the 
SDVNA provides 94% of the accuracy obtained using a commercial VNA. Accurate 
calibration techniques specifically designed for the proposed system were able to 
mitigate the systematic error effectively and overall improve the system ability to 
detect abnormalities in realistic head phantom. 
 In Chapter 5, a systematic and experimental comparison between the SDRadar 
(using synthetic circulator) and SDVNA was performed using a metric based on the 
standard deviation of measurements over frequency. Clear advantages of the SDR 
VNA (presented in Chapter 4) were found over the SDRadar concept (presented in 
Chapter 3) which pushes the SDVNA system concept further into practical design 
and application for head imaging system.  
 In Chapter 6, a novel calibration technique was proposed which uses three standards. 
The calibration technique simultaneously solves for the systematic error in the cabling 
and RF-frontend, as well as the array errors due to mutual coupling, antenna 
alignment and manufacturing error. The three standards are free space, water and 
oil. The technique ensures that the antenna array can be calibrated without removing 
the individual antenna from the array. The proposed technique can solve the 
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problems listed above and improve the detection and localization of the target within 
the body under test. 
 
7.2 Implications 
This research has presented a significant contribution towards the design of a low-cost 
portable and compact broadband microwave system for biomedical imaging. The vast 
majority of the microwave medical imaging system to date use expensive and bulky 
commercial VNA. The proposed medical imaging system is compact in size, lower in cost 
and is portable. It is an excellent solution for emergency scenarios, early detection and 
continuous monitoring of abnormalities in human tissues inside an ambulance or in rural 
hospitals/clinics. The proposed architecture, solutions and calibration techniques are 
applicable for future generations of SDR technology, meaning that wider-band; faster sweep 
time and other enhancements will be available. Table 7.1, shows the overall cost of the both 
system hardware and their proposed size. 
Table 7.1: Overall cost of the proposed system hardware (a) SDRadar (b) SDVNA 
(a) SDRadar 
Hardware Cost Proposed size of the 
System 
SDR (bladeRF) USD 420  
 
 
12cm x 12cm x 12cm 
Synthetic 
Circulator 
USD 300 
Switch, Cable & 
Connectors 
USD 100 
Total USD 820 
(b) VNA inspired SDR 
Hardware Cost Proposed size of the 
System 
SDR (bladeRF) USD 420  
 
 
12cm x 12cm x 12cm 
Directional 
Coupler 
 (4 units) 
USD 400 
Switch, Cable & 
Connectors 
USD 100 
Total USD 920 
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7.3 Future Work 
In this thesis, some of the main challenges in designing a successful low-cost, compact, 
portable broadband frontend microwave imaging system for medical applications using SDR 
have been overcome. However, the proposed system can be further improved in terms of 
the accuracy, stability and performance for broader application in biomedical imaging and 
clinical trials. Therefore, the following lines of enquiry are recommended for future work: 
(a) Design of the broadband directional coupler with isolation of transmitted/received 
signal more than 40 dB and robust calibration techniques to mitigate a systematic 
error will lead the development of the SDR based VNA with better dynamic range. 
New techniques need to be identified to improve the isolation of the directional 
coupler at broader frequency range. 
(b) Development of a switch matrix which allows multi-static measurements to be 
performed. The switches should use solid-state components which will reduce the 
overall size and losses due to connectors, increase the speed and additionally the 
life of the imaging system overall. The current mechanical switches, although have 
low insertion loss have a limited life time, are expensive and slow compared to solid 
state switches. Also absorptive switches are very important to avoid unnecessary 
reflection of the signals into the directional element/system during the measurements.   
(c) Replace the existing SDR (bladeRF) in VNA inspired SDR, with other SDR platform 
which has wider bandwidth, higher ADC bits, better synchronization between 
transmitter/receiver PLL, and faster build in clocking will make the system to be more 
stable with better dynamic range, faster and can be used for the real time imaging. 
The current SDR (bladeRF) has operating frequency of 0.3 GHz – 3.8 GHz with 12 
bits ADC with 10 bits of ENOB. It has a native dynamic range of about 60 dB.  
(d) Real clinical measurements by using the proposed SDR based medical imaging 
system by using well developed array calibration techniques to ensure accurate 
classification of different types of strokes in real patients. 
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Appendix  
Appendix A 
Appendix A1 
The transmitted power of the proposed SDR is -20.68 dBm at 1.2 GHz, the second 
harmonics presence with power -43.33 dBm at 2.4 GHz and third harmonics with power -
44.42 dBm at 3.6 GHz as shown in Figure A1(a). By using a circulator of spectrum 1.0 GHz 
– 2.0 GHz, the second harmonics suppressed up to -60dBm while the third harmonics up to 
-49.8 dBm as shown in Figure A1(b).  Figure A1(c), shows the output power at the port 3 of 
circulator, while port 2 connected to tapered slot antenna. The received power is -29.50 dBm 
is reflected power from the antenna. The second harmonics below than -60 dBm, while the 
third harmonics about -45.16 dBm. Measurement shows for the proposed bladeRF with 
circulator as the carrier frequency increases from 1.0 GHz to 2.0 GHz with constant 
transmitting power about -20 dBm, the second harmonics always appear below than -60 
dBm and the third harmonics appear at about -49 dBm. Generally using the circulator in the 
proposed system, the second harmonics can be suppressed while the third harmonics can 
be rejected by the low pass filter RXLPF within the bladeRF at the receiver after down 
converted to the baseband signal. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
(a) 
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Figure A1: The performance of the SDR at 1.2 GHz with output power -20 dBm, A = 1, fb 
= 156.25 kHz, TXVGA1 = -28 dB, TXVGA2 = 20 dB and fs = 2 MS/s (a) Output power at 
the transmitter of SDR (b) Output power at port 2 of circulator (c) Output power at port 3 of 
circulator, while port 2 connected to the antenna. 
 
 
 
 
 
 
 
 
(b) 
(c) 
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Appendix A2 
Figure A2, shows performance of the (a) baseband and (b) power amplifier gain in the 
LMS6002D. The baseband gains controller TXVGA1 and power amplifier gain controller 
TXVGA2 show linearity for output power levels from -35 dB to -4 dB and 0 dB to 25 dB, 
respectively, for various values of A. By using the values shown in Figure A2 for a given 
value of A, a system with constant and stable output power can be designed without 
saturating the TXVGA1 and TXVGA2 and avoid clipping the baseband signal. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
(a) 
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Figure A2: Gain for various baseband amplitude A for carrier frequency fc = 1.5 GHz, 
baseband frequency fb = 156.25 kHz and fs = 2 MS/s. (a) TXVGA1 (TXVGA2 = 20 dB), the 
baseband gains controller (b) TXVGA2 (TXVGA1 = -10dB), the power amplifier gain 
controller 
 
 
 
 
 
 
 
 
 
 
 
(b) 
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Appendix A3 
Figure A3, shows (blue line) the magnitude SS1,kand phase SS1,k of the SS1,k of the 
baseband signal by using switch S1/matching load calibration kit and (green line), shows 
the magnitude SS2,1,kand phase SS2,1,k of the SS2,i,k for antenna position i = #1.  
 
Based on proposed calibration techniques the response Si,k of the target at the antenna 
position #i as given by (3.20) obtained. The magnitude Si,k and phase Si,k of the target 
shown by (3.21) and  (3.22). Figure A3, (red line) shows the calibrated magnitude and phase 
response of Si,k of the target for the antenna position #1. As shown in the Figure A3, (red 
line) for antenna position #1, the frequencies 1.46 GHz, 1.52 GHz – 1.57 GHz, 1.84 GHz, 
1.88 GHz, 1.9 GHz, 2.08 GHz, 2.1 GHz, 2.12 GHz and 2.13 GHz shows discontinuity of the 
phase for all the antenna position.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
│SS2, 1, k│ 
│SS1, 1, k│ 
│S1, k│ 
(a) 
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Figure A3: (a) Magnitude SS1,k, SS2,1,kand S1,k(b) Phase SS1,k, SS2,1,k, and S1,k 
of the baseband signal by using switch S1/matching load, switch S2/antenna #1 and 
calibrated response of S1,k. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 SS2, 1, k 
 SS1, 1, k 
 S1, k 
(b) 
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Appendix A4 
The system was further investigated by changing the location of the water target (⌀=6 mm) 
within the plastic container filled with canola oil (r = 3.1). The target was placed at various 
antenna position (#3, #8, #12, and #16) as shown in the Figure A4 below. The system able 
to detect the target position accurately. This shows the system has capability to detect the 
target at any position accurately in a simple phantom.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure A4: Image of the water target  (⌀=6 mm) (dark region) off centered placed towards 
antenna position (a) #3, (b) #8, (c) #12 and (d) # 16 within plastic container  plastic 
container radius 58 mm filled with canola oil (r = 3.1). 
 
(a) (b) 
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Appendix B 
Appendix B1 
Calibration when performing 2 port measurements 
a) Reflection Measurement 
In order to perform a 2-port measurement, the output port of the DUT is connected to the 
switch (Sw3). The difference between the terminated and connected states has an influence 
on the measurement result Γ𝑀 as explained hereafter.  
 
 
 
 
 
 
 
 
 
 
Figure B1: DUT terminated with switch Sw3 significant impedance of Zsw3 
 
From Figure B1,  
𝑏1 = 𝑎1𝑆11𝐷 + 𝑎2𝑆12𝐷                      (B.1) 
 
𝑏2 = 𝑎1𝑆21𝐷 + 𝑎2𝑆22𝐷                    (B.2) 
 
The reflection coefficient due to switch impedance is Ssw3 given by 
𝑆𝑠𝑤3 =
𝑎2
𝑏2
                                        (B.3) 
Then  
𝑏2 =
𝑎1𝑆21𝐷
1−𝑆22𝐷𝑆𝑠𝑤3
                            (B.4) 
And  
𝑎2 =
𝑎1𝑆21𝐷𝑆𝑠𝑤3
1−𝑆22𝐷𝑆𝑠𝑤3
                           (B.5) 
 
Using (B.5) in (B.1), the input reflection coefficient of DUT in the forward direction f is  
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Γ𝐷𝑓 =
𝑏1
𝑎1
= 𝑆11𝐷 +
𝑆12𝐷𝑆21𝐷𝑆𝑠𝑤3
1−𝑆22𝐷𝑆𝑠𝑤3
                                   (B.6) 
If the switch has perfect termination, Sswj = 0, then (B.6) reduces to Df = S11D. But, generally 
Df depends on all four S parameters of the DUT. Based on (B.6), the output reflection 
coefficient in the backward direction Db can be obtained by turning the DUT around and 
swapping indices 1 and 2 and replacing f by b. 
 
Γ𝐷𝑏 =
𝑏2
𝑎2
= 𝑆22𝐷 +
𝑆21𝐷𝑆12𝐷𝑆𝑠𝑤3
1−𝑆11𝐷𝑆𝑠𝑤3
                (B.7) 
 
b) Transmission Measurement 
In order to measure the transmitted signal, the SDR receiver with input impedance ZRx is 
connected to DUT via switch Sw3, while port P3 (measuring rf) and port P4 (measuring rx) 
are terminated with switches Sw1 and Sw2. Thus, rt based on Figure 4.3 is, 
 
𝑟𝑡 = 𝑎2 + 𝑏2 =  𝑏2𝑆𝑅𝑥 + 𝑏2 = 𝑏2(1 + 𝑆𝑅𝑥)         (B.8) 
  
The forward transmission signal f ratio is  
 
𝜏𝑓 =
𝑟𝑡
𝑅𝑓
=
𝑏2(1+𝑆𝑅𝑥)
(𝑟𝑓+𝑟𝑥𝑆𝑠𝑤2)(1+𝑆𝑅𝑥)
=
𝑏2
(𝑟𝑓+𝑟𝑥𝑆𝑠𝑤1)
      (B.9) 
 
 
Using (B.4), by replacing Ssw3 with SRx, we can replace b2 in (B.9) 
 
𝜏𝑓 =  
𝑎1𝑆21𝐷
(1−𝑆22𝐷𝑆𝑅𝑥)(𝑟𝑓+𝑟𝑥𝑆𝑠𝑤2)
             (B.10) 
 
The above equation (B.10) can be further solved as below for DUT by dividing (B.10) with rf 
and replace a1/rf = 1/( +Df) and rx/rf = f 
 
The forward transmission coefficient f of the DUT is  
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𝜏𝑓 =
𝑆21𝐷
(1−𝑆22𝐷𝑆𝑅𝑥)(𝛼+𝛽Γ𝐷𝑓)(1+Γ𝑓𝑆𝑠𝑤2)
               (B.11) 
where 
Γ𝑓 =  
 𝑒00 − Δ𝑒Γ𝐷𝑓
1 − 𝑒11Γ𝐷𝑓
 
 
Next, f can be normalized using the thru calibration measurement fu by using DUT with 
known S parameters 
 
𝜏𝑓𝑢 =
𝑆21𝐷𝑢
(1−𝑆22𝐷𝑢𝑆𝑅𝑥)(𝛼+𝛽Γ𝐷𝑓𝑢)(1+Γ𝑓𝑢𝑆𝑠𝑤2)
               (B.12) 
 
where  
Γ𝑓𝑢 =  
𝑒00 − Δ𝑒Γ𝐷𝑓𝑢
1 − 𝑒11Γ𝐷𝑓𝑢
    
Γ𝐷𝑓𝑢 = 𝑆11𝐷𝑢 +
𝑆12𝐷𝑢𝑆21𝐷𝑢𝑆𝑠𝑤3
1 − 𝑆22𝐷𝑢𝑆𝑠𝑤3
  
 
This can be further normalized by dividing it by the thru calibration measurement fu, 
𝑇𝐷𝑓 =
𝑆21𝐷
𝑆21𝐷𝑢
𝑄𝑓                                      (B.13) 
where 
𝑄𝑓 =
(1 − 𝑆22𝐷𝑢𝑆𝑅𝑥)(1 − 𝑒11Γ𝐷𝑓𝑢)(1 + Γ𝑓𝑢𝑆𝑠𝑤2)
(1 − 𝑆22𝐷𝑆𝑅𝑥)(1 − 𝑒11Γ𝐷𝑓)(1 + Γ𝑓𝑆𝑠𝑤2)
 
 
Based on (B.13), the backward thru TDb response of the DUT can be found by swapping 
indices 1 and 2 and replacing f by b. These equations can be solved using measured data 
of the SDR VNA to obtained S parameters for two-port DUTs. 
 
𝑇𝐷𝑏 =
𝑆12𝐷
𝑆12𝐷𝑢
𝑄𝑏                               (B.14) 
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Where 
 
𝑄𝑏 =
(1 − 𝑆11𝐷𝑢𝑆𝑅𝑥)(1 − 𝑒22Γ𝐷𝑏𝑢)(1 + Γ𝑏𝑢𝑆𝑠𝑤2)
(1 − 𝑆11𝐷𝑆𝑅𝑥)(1 − 𝑒22Γ𝐷𝑏)(1 + Γ𝑏𝑆𝑠𝑤2)
 
 
 
Appendix B2 
The permittivity and conductivity of the developed brain tissues such as grey matter, white 
matter and blood, are measured respectively using a HP 85070 dielectric probe as shown 
in the Figure B2. The frequency dispersive properties of the developed tissues which is the 
permittivity and conductivity varies with frequency in a similar manner to the realistic tissues’ 
properties as shown in Figure B2.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
(a) 
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Figure B2: (a) Relative permittivity and (b) conductivity for real (dotted line) and developed 
(solid line) brain tissues 
 
 
(b) 
