Abstract. We prove eectiveness of certain representations of Hecke-Kiselman monoids of type A constructed by Ganyushkin and Mazorchuk and also construct further classes of eective representations for these monoids. As a consequence the eective dimension of monoids of type A is determined. We also show that odd Fibonacci numbers appear as the cardinality of certain bipartite HK-monoids and count the number of multiplicity free elements in any HK-monoid of type A.
Introduction
In [3] , Kiselman noted that certain operators c, l, m in convexity theory form a monoid that can be presented as It can be noted that G is generated by three idempotents and that it has 8 = 2 3 idempotents.
To avoid confusion with for example representations of semigroup algebras (which do not appear in this thesis) we say that a semigroup representation is eective if it is injective. Note that a faithful semigroup algebra representation induces an eective semigroup representation, but that the converse is not true. The term is borrowed from [6] , which deals with the (in general) very hard problem of nding a minimal eective representation for any given semigroup.
Kiselman proved that G has an eective representation by 3 × 3 matrices with positive integer coecients. This was generalised by Ganyuskin and Mazorchuk to a series K n of monoids with n generators called Kiselmans semigroups (unpublished) K n = ⟨c 1 , · · · , c n : c In this setting we have G = K 3 . Kudryavtseva and Mazorchuk later proved that K n is generated by n idempotents and contains 2 n idempotents. Moreover each K n has an eective representation by n × n matrices with positive integer coecients [5] . The cardinality is in general only known to be nite [5] , but we have |K 1 |=2, |K 2 |=5, |K 3 |=18 [3] and |K 4 |=115, |K 5 |=1710 [1] . Some more terms (|K 6 | − |K 14 |) are claimed on oeis.org [8] , but are not contained in any of the references. 1 On the other hand we can associate to every (disjoint union of ) simply laced Dynkin diagram(s) Γ the 0−Hecke monoid H Γ which can be presented as
vwv = wvw∀{v, w} ∈ E(Γ), vw = wv∀{v, w} ̸ ∈ E(Γ)⟩.
It can be shown that the semigroup algebra of H Γ is isomorphic to the specialization of the Hecke algebra H q (W Γ ) at q = 0, with W Γ the Weyl group of Γ. This explains the name.
The notion of a Hecke-Kiselman monoid was introduced in [4] and is dened as follows Denition 1. Let Γ = (V (Γ), E(Γ)) be a simple directed graph. The HeckeKiselman monoid HK Γ of Γ is the free semigroup (V (Γ)) * generated by the vertices quotioned by the relations (1) a² = a for all a ∈ V (Γ). We will call these relations (including a 2 = a) edge relations.
The monoids HK Γ play a central role in a paper by Grensing [2, 2012] and also appear in her Ph.D. thesis [7, 2011] . Her interest is in projection functors that turn out to obey the edge relations.
In the broader setting of Hecke-Kiselman moniods, K n comes from the graph with V (Γ) = {1, 2, · · · .n} and E(Γ)={(i,j)|i<j}. As HK Γ can be viewed as a generalisation of K n , it is reasonable to ask the following questions Every graph in this thesis is assumed to have no double edges a b, unless explicitely stated otherwise. This is mainly becuse the type of representation we will study is useless for graphs with double edges a b (see Remark 6) . We will use the notation n = {1, 2, · · · , n}.
Remark 2. It is easy to see that if Γ = Γ 1 ⊔ Γ 2 we have that every vertex from Γ 1 commutes with every vertex from Γ 2 and hence HK Γ = HK Γ1 ⊕ HK Γ2 as monoids.
Hence we only need to study connected graphs.
Since elements in HK Γ are equivalence classes of words in the alphabet V (Γ) of vertices, we will denote by [w] ∈ HK Γ an element and w ′ ∈ [w] a word, i.e. a representative of that equivalence class. We will use bold fonts to distuinguish general words from vertices, i.e. a ∈ V (Γ) is a vertex, but w ∈ (V (Γ)) * is a word.
The empty word will be denoted ε. We will make use of two binary relations on (V (Γ)) * . Let w ≈ w ′ be dened as w and w 
For simple notation, we adopt cyclic indexing, i.e the indicies i ∈ Z l add modulo l. We will need a representation to separate dierent elements, and we choose R 2 with the ground ring R = Z. Let 
where m i ≥ 1 and t is a transformation on the set l. By forgetting momentarily the transformation in the indicies and concentrating on the coecient we see that
Corollary 8. The number of idempotents in HK Γ equals the number of (directed, length l ≥ 3) cycle free full subgraphs of Γ.
Proof. For a subgraph Γ ′ not containing any directed cycle of length l ≥ 3 we have that HK Γ ′ is a quotient of the Kiselman monoid by certain edge relations. Indeed, if we view the graph as a relation on the edges and take the transitive closure, we get a partial order ≺. Since any partial order can be extended to a total order, this induces an inclusion Γ ′ ⊂ G m , where G m is the graph of the Kiselman semigroup K m (the graph of a Hecke-Kiselman monoid is unique up to isomorphism by [4] ).
Since edge relations respect content and K m has precisely one idempotent for each content [5] it follows that HK Γ ′ has precisely one idempotent of maximal content. Thus HK Γ has precicely one idempotent with content V (Γ ′ ).
For a subgraph Γ ′ containing a directed cycle of length l ≥ 3 we are in the situation described by the previous theorem and thus HK Γ ′ has no idempotent of maximal content. Equivalently, HK Γ has no idempotent with content V (Γ ′ ).
Denition 9. Let Γ be obtained from the Dynkin diagram A n by choosing a direction on every edge. Then Γ is said to be of type A n . Because of the bijectivity (up to isomorphism) between graphs and their Hecke-Kiselman monoids we can dene a Hecke-Kiselman monoid to be of type A n if its corresponding graph is of type A n .
The same denition is used in [4] , but with the notation Γ is of type A instead of Γ is of type A n . Lemma 12. Any element of [w ′ ] ∈ HK Γ contains a word w where all kinks appear with multiplicity at most 1. This will later be phrased as w is multiplicity free with respect to a or a is multiplicity free in w.
Proof. Let ← − Γ be the graph obtained from Γ by reversing all arrows. By [4] we have that HK Γ is anti-isomorphic with HK← − Γ . Thus by reversing every word w we may assume any given kink to be a source. Let w be a word with more than one occurance of a kink a. For any x ∈ V (Γ) we have one of the following
This gives us an equivalent word which up to deletion of one a is precisely w.
As long as there are multiple copies we repeat the procedure. What remains in the end is w with all but the leftmost occurance of a removed (for sources) or all but the rightmost occurance of a (for sinks). Since no other letter was changed, we can delete kinks independantly of each other.
Denition 13. Let A ⊂ V (Γ) be a set of vertices. We dene M F A ⊂ (V (Γ)) * as the set of words which are multiplicity free with respect to all vertices in A.
Lemma 14. Let A be a set of kinks (not necessarily all) in Γ. Given two words w ∼ w' such that w, w ′ ∈ M F A we can nd a series of words w=w 1 
Proof. By the denition of the relation ∼ there exists a series of words
so what remains to be shown is that w i can be assumed to be in M F A . Let us rst concentrate on one kink a ∈ A. As can be seen in the previous lemma we may remove all but the leftmost or all but the rightmost appearances a 2 2 e e e e e e e e e b 
To get a series which is multiplicity free for all chosen kinks a i , i ∈ I we form ψ ai in the same manner and set
is a series which satises our claim.
Denition 15. Given a graph Γ and a vertex a we dene the source graph S a as the full subgraph of Γ with vertices V (S a ) = {v ∈ Γ|there is a directed path from v to a}. Alternatively we can dene the vertex set V (S a ) recursively as 
But since x ̸ ∈ S a and v ∈ S a we have x ̸ = v and thus
As long as we have x ̸ ∈ S a present in w we can cancel it with the same resulting action on a. Eventually we will get to p a [w]
on the atomic representations as
Rv be the canonical projection in modules and p : HK Γ → HK Γ ′ the canonical projection in monoids. Assume that every directed path that starts and ends in Γ ′ is completely
R f (as in the denition above).
Proof. We prove the claim by showing that it holds for atomic representations and compositions with one of the representations beeing atomic.
But we also have 
On the other hand,
and p V (Γ ′ ) • θ j =θ j ', so we have the desired equality.
Serial decomposition
We may try to understand a large graph and it's corresponding semigroup in terms of subgraphs.
Denition 19. Let Γ = ∪ i∈n Γ i be a graph which can be desribed as an edge disjoint union of graphs that each share one vertex with the next (a cut vertex) and such that each such vertex is a kink. We call such a graph a chain and the subgraphs Γ i links. We enumerate the cut vertecis as a i ∈ Γ i ∩ Γ i+1 . By R fi we mean a representation corresponding to the link Γ i . By For each link we have the projection p i : HK Γ → HK Γi which is obtained by introducing the relations x = ε for all x ∈ V (Γ \ Γ i ). We combine them to the projection p :
Theorem 20. Let Γ be a chain and p as above. Then p is injective. Let Γ be of type A n with k links and let l i be the lenght of link i. By introducing a few help functions we can nd a somewhat explicit formula for |HK Γ |. Let 
Corollary 24. Let Γ be of type A n and let l i be the length of the i:th link. Then
C li is a product of catalan numbers, and
Proof. For the rst claim, note that it suces to know m(Γ i ) for every link by the previuos corollary. By [4] there is an isomorphism f between HK Γi and the semigroup of order preserving and order decreasing transformations on the set l i + 1.
In this setting f (v i )(j) = j if j ̸ = i + 1 and i otherwise. It follows that the image of an element of maximal content is a transformation that decreases all numbers (except 1) with at least 1.
On the other hand, any order preserving and order decreasing transformation which decreases all numbers (except 1) with at least 1has to have maximal content since the only way to change any number i is to include v i−1 in the element. By a simple indexshift it is easy to see that
(1) the number of order decreasing and order preserving transformations on l k + 1 that decrease every number (except 1) with at least 1 (2) the number of order decreasing and order preserving transformations on l k are equal and equal C l k .
For the second claim we need know how many elements in HK Γi that have /do not have a i−1 , a i respectively. We may start with the number of elements that have neither a i−1 nor a i . What remains is the Hecke-Kisleman monoid for a shorter graph, namely with the two leaves removed. By [4] This series was guessed with help of The On-Line Encyclopedia of Integer Sequences [8] , and was discovered independently by Grensing [2, 7] . 
This leaves two extreme cases, namely elements containing all vertices and elements not containing the vertex v 1 . Together these cases exhaust the possibilities and they are pairwise disjoint. This gives the following recursion equality If we can prove that there are no more than 2 n−1 multiplicity free maximal elements in Γ we may use the proof previous theorem to count the total number of multiplicity free elements.
We will prove that every multiplicity free element
Since the orders of (π(k),π(k + 1)) determineπ uniquely under the assumption oñ π, there can be no more than 2 n−1 such permutations.
We need to use substrings b i containing precisely the vertices a j for j ≤ i, which once formed are left untouched. Note that we have the following permitted permutations b i a j = a j b i for i < j + 1.
( 5 a 2 a 1 a 3 a 4 for any orientation on the edges in a 1 a 2 a 3 a 4 
If we identify the rst and last vertices in a path we get a cycle. Similarly, if we join the rst and last link in a chain in the same way every other link is joined, namely that their intersection is a kink, we get a closed chain which we will discuss later. In order to do this we need a more explicit construction of the inverse function p −1 : Im(p) → HK Γ where at least three links are involved. In fact, we only need to describe the construction for a chain with three links. Indeed, we can view a series of links as a link itself, as we will see later.
Denition 30. A block A i = x 1 y 1 α i x 2 y 2 is a word in which Proof. By lemma 12 we may take a w which is multiplicity free with respect to the kinks a 1 , a 2 . If one of a 1 , a 2 does not appear in w, we insert α 1 or α 2 somewhere. Otherwise we change a 1 , a 2 to α 1 , α 2 respectively and get w = w 1 α π(1) w 2 α 2 w 3 . Since Γ \ {a 1 , a 2 } has three components which are pairwise disjoint each w i can be assumed to be on the form w i = x i y i z i , where
Note that a lot of elements commute, namely x i y j = y j x i , x i z j = z j x i , y i z j = z j y i and
Similarly if π ̸ = id we get
We have the desired block formes.
∈ HK Γ2 and [w 3 ] ∈ HK Γ3 we may do the following.
(1) Choose a word w ′ i which is multiplicity free with respect to the kinks.
(2) For w 2 = (y 1 α π(1) y 2 )(α π(2) y 3 ) we choose one subword for α 1 and one for α 2 . For the others we have w 1 = x 1 α 1 x 2 and w 3 = z 1 α 2 z 2 (3) We build the blocks A 1 = x 1ȳ1 α 1 x 2ȳ2 and A 2 =ȳ 3 z 1 α 2ȳ4 z 2 where 
Cardinalities and effectiveness
Theorem 34. Let Γ be a chain with two links and letΓ be obtained by switching orientation on all edges in Γ 2 . Then |HK Γ | ≤ |HKΓ| with equality i a has no adjacent vertex in at least one of Γ 1 , Γ 2 . 
Otherwise Γ 2 is disconnected and we have that
Corollary 35. Let Γ be of type A n . Then F 2n+1 ≤ |HK Γ | ≤ C n+1 with equality on the left i every vertex of Γ is a kink and equality on the right i Γ ≃ a 1 → a 2 → · · · → a n .
Proof. The right inequality (including conditions) was proved in [4] . We proved in corollary 28 that Γ of type A n with only kinks has F 2n+1 elements. Using the previous theorem we see that removing kinks (by change of directions) results in a larger monoid.
Consider the graph Γ with V (Γ) = {a, b,
. .
x n We will call a graph like this a (1, k) 
The case where b is missing from both sides is excluded since we are dealing only with elements of maximal content.
Since each x i is a kink in Γ we may assume that x 1 x 2 x 3 (x 4 ) is a word containing each vertex x i exactly once.
If we project onto the subgraph a → b we nd that the rst two cases project to [ab] and the third case to [ba] . We may join the rst two as w = xbyabz.
Note that Γ \ {a, b} is completely disconnected, so each x, y, z is determined completely by it's content. Each choice of where x i goes gives a dierent element as can be seen by projection to the subgraph a → b → x i . We get Theorem 38. Let Γ be a (1, k)-star as above. Then R 1 is eective.
Proof. We only need to take care of elements of maximal content since any proper subgraph is either
(1) a smaller graph of the same type, (2) totally disconnected or (3) a tree with only kinks, which falls into the chain case.
Since we only study elements of maximal content no vertex is left untouched by representation matrices. This leaves three possibilities for each x i and we will use them to build x, y and z.
( Theorem 39. R 2 is an eective representation of HK C3 for the directed 3-cycle C 3 oriented as below.
Proof. Recall that we use the cyclic indexing i ∈ Z 3 . There are two types of
(decreasing) and they are disjoint apart from the elements
Indeed, if we try to make an irreducible word w longer by attaching one new vertex to the right we can not use either of the previous two. Since C 3 has only three vertices, there is only one choice if w contains at least two letters. On the other hand we can use the representation R 2 to prove that all such elements are in fact distinct. Thus all we need to know to uniquely identify an element is it's rst letter, if it increases or decreases and the length. We may use the following algorithm.
We assume that w is of minimal length.
• The length of w is l = 2k − 1.
• Otherwise the length of w is l = 2k.
Proposition 40. Let C n be the directed n−cycle. If there is a function f:
Proof. Recall that we use cyclic indexing for oriented cycles. Every vertex v i has only one other vertex pointing to it. 
Partial results
This section contains results that either need conjecture 42 in order to be meaningful, or would be signicantly stronger if it turned out to be true.
Denition 41. Let a, b ∈ Γ be kinks. If for every pair of w ∼ w ′ such that a and b appear exactly once (each) in w and w ′ and come in the same order there is a series of words w = w 1 ≈ w 2 ≈ . . . ≈ w k =w such that a and b are multiplicity free in each w i and the relation ab = ba is not used we say that the triple (a, b, Γ) is stable.
Conjecture 42. Every pair of kinks a, b ∈ Γ gives a stable triple (a, b, Γ) .
We start by proving that a large number of triples are stable. 
are stable. 
(1) Obvious. 
gives a desired series of words between w and w ′ . 
Note that this covers all possibilities. Since R f ′ is assumed to be eective, we get that R f is eective from the previous lemma.
Proposition 46. Let Proof. We can always choose a pair of words (w 1 , w 2 ) ∈ p([w]) such that a, b are multiplicity free in w and the order is the same in both pairs, i.e.
We then make the construction Denition 48. A closed chain is a graph Γ which has a cyclic connections of links,
i.e. it can be obtained from a chain by joining the outermost links in a kink. We will enumerate the links and the kinks with Z n such that a i ∈ Γ i ∩ Γ i+1 . We require the number of links to be at least three. We may dene the projection p onto links for closed chains as well. To prove injectivity we make use of blocks as before, but we need a slightly more complicated construction, as follows
(1) Choose a word w i ∈ (V (Γ i )) * which is multiplicity free with respect to a i−1
and a i for each link Γ i . In general we have to make the choises dependantly because we need to make sure that there is a (global) permutation which agrees with the orders of the kinks in each word. However, since we are only interested in Im(p) there is at least one dependant choice we can make. We may translate and possibly reect the permutation π to assume π = id, i.e. w = A 1 A 2 A 3 . Now we need to study dierent cases.
(1) Caseπ(1) = 1. We use the relation w 3 ∼w 3 and the technique in lemma 32 to getw =Ã 1Ãπ(2)Ãπ(3) ∼Ã 1Â2Â3 . Thus we may assumeπ = id.
Again we use the technique from lemma 32 to get Now all we need to do is to change z i toz i . We may nd a series of words w 3 = w 3,1 ≈ w 3,2 ≈ · · · ≈ w 3,k =w 3 such that w 3,i is multiplicity free with respect to a 1 , a 3 and such that the relation a 1 a 3 = a 3 a 1 is not used, by assumption. Since the relations in the sequence w 3,i uses at most one of a 1 , a 3 and all vertices in V (Γ 3 \ {a 1 , a 3 }) commute with all vertices in V (Γ \ Γ 3 ) we may commute the vertices in z i to a 1 or a 3 if that is where the relation was used.
(2) Caseπ(1) = 2. Letπ(i) = 1. Depending on i = 1 or 3 we have a 1 , a i in w 1 or in w 3 . Let w j be the appropriate word. We have w j = u 1 a 1 u 2 a i u 3 and w j =ũ 1 a iũ2 a 1ũ3 . By using this relation and the technique from lemma 32, case dierent permutation we may getÃ iÃ1 ∼Â 1Âi , which reduces to the caseπ(1) = 1. 
