The limit of detection (LOD) is an important figure of merit estimated in validation studies or when reporting the performances of an analytical method. While the very meaning of LOD is clear to anyone, its estimation is still matter of discussion. This explains the plethora of available approaches. However, the most popular are generally the simplest ones. Between these, it is worth mentioning the approach based on the signal to noise (S/N) ratio, included among those suggested by international guidelines such asthe United States Pharmacopeia, the European Pharmacopoeia and others. This contribution attempts evaluating if this approach could be replaced by that based on the standard error of estimate, s y/x .
Introduction
According to IUPAC, the limit-of-detection (LOD) is a measured quantity value, obtained by a given measurement procedure, for which the probability of falsely claiming the absence of a component in a material is β, given a probability α of falsely claiming its presence [1] . Recommended default value for α and β is 0.05 (i.e. 5%). According to ISO, the LOD is the true net concentration or amount of the analyte in the material to be analyzed which will lead, with a probability (1-β) , to the conclusion that the concentration or amount of the analyte in the analyzed material is larger than in the blank material [2] . Both definitions require the choice of the acceptable values, α and β, of the probabilities of false positive (type I) and false negative (type II) errors, respectively. When dealing with LODs, type I error is detecting the analyte while it is not present, while type II error is failing to detect the analyte presence.
ISO and IUPAC definitions are unquestionable, but a lively debate remains open about how estimating the LOD [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] . First, the very meaning of LOD itself needs a comment. In fact, whatever the adopted approach, the LOD is only a point-estimate test-statistic for the true LOD composite population parameter [19] . Obviously, any subsequent evaluation of LOD, by using a new, independent set of experimental data, always gives a more or less different estimate. Moreover, the true probability density function of the blank signal (which is at the basis of some popular LOD approaches) is likely skewed, since lying close to a physical limit, the absence of the analyte [20] . In this context, even parametric statistics are questionable. It follows that any LOD estimate represents only an approximated indication of the analyte being present/absent. These aspects, together with the many approximations involved in the practical LOD estimation (see below), justify the acceptance of the most approximated approaches.
Presenting or discussing pros and cons of the very many procedures developed for estimating LOD values is outside the aims of this contribution. Here below, the attention focuses to the Signal-to-Noise (S/N) approach. The International Conference on Harmonization (ICH) [21] , the United States Pharmacopeia (USP) [22] , the European Pharmacopoeia (Ph. Eur.) [23] and the International Organization for Standardization (ISO) [24] includes this simple approach among those suggested. This explains its popularity, for example in chromatography, spectroscopy and electroanalysis. The following discussion attempts evaluating if the approach based on the standard error of estimate, s y/x , can replace the S/N one.
The Signal-to-Noise Approach
The idea at the basis of the S/N approach is defining the LOD as that analyte concentration which is large enough to produce a signal (peak or plateau) enough larger than the noise, the signal recorded in the absence of the analyte, also called the blank signal. This approach is usually adopted in the belief that noise can be easily estimated. Choosing as LOD a S/N ratio equal to 3.0 allows proving the presence of the analyte in the test sample with a probability larger than 99%. The S/N ratio is often evaluated manually. Its main advantage is that modern analytical instruments make available a large number of signal and noise values. In the example presented in Figure 1 , a signal Y of about 0.31 a.u. (a.u.: arbitrary units) overlaps to a noise bandwidth of about 0.17 a.u. This peak is low enough to pertain to a concentration range close to the LOD. However, several points must be considered before estimating the S/N ratio:
1. Deciding the value of the noise bandwidth can be problematic. Often, it is less regular than in Figure 1 . Specific information describe test statistics for reliably testing the population signal-to-noise ratio [25] .
2. Must the noise bandwidth exclude eventual spikes (abnormal values of the background signal) or not?
3. Some international bodies define the signal-to-noise ratio as 2S/ N= 3.0 in place of S/N = 3.0: see for example reference [10, 22, 23, 26, 27] . This means considering the half-width of the noise band. In the case of Figure 1 , and accepting the noise bandwidth equal to 0.17 a.u., the S/N ratio at the peak maximum can be estimated as 2S/N= (2·0.31)/0.17 = 3.6 a.u. and, respectively, as S/N= 0.31/0.17 = 1.8 a.u. If the LOD is fixed at 3.0, the result 3.6 means that the test sample does contain the analyte, while the results 1.8 means that analyte is absent (or lower than LOD). 5. The S/N approach consider only peak height measurements, not peak areas (how managing asymmetric/skewed peaks?).
6. The S/N value includes mainly the instrumental noise and does not include the "chemical" noise originated by variations of the signal arising from sample in homogeneity and sample preparations along the entire measurement process [28] .
7. The S/N ratio can dramatically change (improve) by eventual smoothing or thresholding treatments of the raw data.
8. The S/N approach does not conform to the indications of ISO and IUPAC definitions [1, 2] . It was in fact underlined that "the signalto-noise school explicitly recognize only the false positives, which in effect makes the probability of the false negatives equal to 50%" [4] . This value of β equals the probability of observing heads or tails by coin tossing. Neglecting all the above listed points in routine analyses allows an easier estimation of the LOD.
Using the Standard Error of the Estimate
The approach based on the standard error of the estimate derives from that based on the population standard deviation of the signals of the blank, σ B . Even if it is well known [4, 11, 13, 16, 17, 19, 21, [28] [29] [30] [31] , it is shortly recalled here below for the reader convenience. According to this approach, the LOD can be estimated by the equation
where σ B is the population standard deviation of the blank signals and b is the slope of the signal/concentration functional relationship, usually obtained by ordinary least squares regression (OLS). k is the expansion factor chosen according to the analyst preferences about the acceptable α and β values. Using k=z 1-α = 3.0 (z 1-α is the one-tail, standardized normal variable), as chosen by several Authors, indicates the choice of a probability of false positive errors (α) of 0.135%. In this case the probability of false negative errors, (β) is 50% [31] . Such a β value implies no control of false negative errors, as in the case of the S/N approach. If Authors chose controlling both kinds of errors, for example at 5% (α = β= 5%), k in equation 1 changes to [31] ( )
This approach also relies on quite severe theoretical assumptions, 1. Random errors in the blank signal must be normally distributed;
2. The population parameters of the signal distribution of the blank must be known; 3. Systematic errors must be negligible or absent;
4. The analyte concentration in the blank is effectively equal to zero; 5. The variance of the blank signal is equal to that of samples with very low analyte concentrations; 6. A consistent number of independent measurements is necessary, since σ Β is the standard deviation of the population of the blank signal [29] .
If condition 6 is not verified, σ Β must be replaced by its estimate (s Β ), the standard deviation of the sample of the blank signal, and z must be replaced by the t-values of the t-Student distribution. In this case, calculations become more complex [33] .
If, as above mentioned, the slope b is estimated by ordinary least square regression, the theoretical assumptions at the basis of OLS [9, 28, 31, 34] add to conditions 1-6. They are the following: Conditions 1-13 are hardly satisfied in real work but they are usually accepted as valid a priori, since allowing an easier and simplified estimation of the LOD.
The main objection against this approach is the eventual unavailability of an actual blank, or the impossibility to measure the signal of the blank, such as when using instrumentations which automatically subtract the background from the responses. In this last case, it is possible spiking the blank with the lowest analyte concentration allowing the measurement of the minimum signal different from zero [29] . However, on considering that experimental precision exponentially decreases on decreasing the analyte concentration, even a limited spiking of the blank with the analyte can lead to LOD estimates appreciably more optimistic (lower) than that based on a true blank. Moreover, as above underlined, the approach needs a consistent number of measurements of blank or fortified blanks.
The approach based on the standard error of the estimate, the statistic s y/x, allows avoiding some of the problems above highlighted. The value of s y/x , is calculated when performing OLS, since allows evaluating the uncertainty of slope and intercept of the regression line [31] . It was underlined that s y/x can replace σ B because assumption x. implies the homoscedasticity of the analytical system [31] . This means that each signal used to estimate the regression line, including the signal of the blank, has a normally distributed y-variation with a standard deviation estimated by s y/x [31, 34] . This replacement seems very convenient, since s y/x is already known from OLS calculations when reporting the equation of the regression line as an analytical performance of a given method. In this way, no additional work is necessary for estimating σ B (to apply equation 1). Of course, some care is also necessary when using s y/x in place of σ B . In fact, it is evident that different values of s y/x and b are obtained by repeating the calibration or by changing the number of data points. When estimating the LOD, the best way should be performing an OLS on few data acquired in a narrow concentration region close to the lowest limit of the linear range. This is not an additional workload, since these calibration points add to the others when performing the regression over the whole explored linear concentration range. It follows that the LOD can be estimated as
Even in this case, the choice of k depends on the selection of proper values of α and β. Using k = 3.3 (see equation 2) , in which case α=β=0.05, meets the requirements of ISO and IUPAC [1, 2] .The convenience of using this approach was already underlined in the recent literature [35, 36] .
Conclusion
The LOD approaches based on the S/N ratio and on s y/x rely both on severe limitations and on approximations, which can be ignored in order of ensuring the largest acceptance by the users. These simplifications are at least in part justified by considering that the very meaning of any LOD estimate is only a point-estimate test-statistics for the true LOD value. However, the approach based on s y/x seems preferable, since allowing the control of both types of errors without the need of acquiring repetitions of the blank signals. May be that only few additional data points are necessary when performing the calibration for measuring s y/x in a concentration region close to the lowest limit of the linear range. In fact, slope and s y/x may significantly change with the explored concentration range.
At last, users of the LOD estimate have the responsibility of properly understanding and justifying the reported value. This suggests that a detailed description of the adopted approach is mandatory. Comparing LOD values from different sources without considering the differences between the experimental conditions (approach, analytical technique, analyte, matrix, number of measurements, etc.) is meaningless.
