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Toric Fano Varieties
Carlos Ame´ndola Dimitra Kosta Kaie Kubjas
Abstract
We study the maximum likelihood estimation problem for several classes of toric
Fano models. We start by exploring the maximum likelihood degree for all 2-dimensional
Gorenstein toric Fano varieties. We show that the ML degree is equal to the degree
of the surface in every case except for the quintic del Pezzo surface with two singular
points of type A1 and provide explicit expressions that allow to compute the maximum
likelihood estimate in closed form whenever the ML degree is less than 5. We then
explore the reasons for the ML degree drop using A-discriminants and intersection
theory. Finally, we show that toric Fano varieties associated to 3-valent phylogenetic
trees have ML degree one and provide a formula for the maximum likelihood estimate.
We prove it as a corollary to a more general result about the multiplicativity of ML
degrees of codimension zero toric fiber products, and it also follows from a connection
to a recent result about staged trees.
1 Introduction
Maximum likelihood estimation (MLE) is a standard approach to parameter estimation,
and a fundamental computational task in statistics. Given observed data and a model of
interest, the maximum likelihood estimate is the set of parameters that is most likely to
have produced the data. Algebraic techniques have been developed for the computation of
maximum likelihood estimates for algebraic statistical models [1, 2, 19, 21, 22].
The maximum likelihood degree (ML degree) of an algebraic statistical model is the
number of complex critical points of the likelihood function over the Zariski closure of the
model [6]. It measures the complexity of the maximum likelihood estimation problem on a
model. In [22], an algebraic algorithm is presented for computing all critical points of the
likelihood function, with the aim of identifying the local maxima in the probability simplex.
In the same article, an explicit formula for the ML degree of a projective variety which is a
generic complete intersection is derived and this formula serves as an upper bound for the
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ML degree of special complete intersections. Moreover, a geometric characterisation of the
ML degree of a smooth variety in the case when the divisor corresponding to the rational
function is a normal crossings divisor is given in [6]. In the same paper an explicit combi-
natorial formula for the ML degree of a toric variety is derived by relaxing the restrictive
smoothness assumption and allowing some mild singularities. For an introduction to the
geometry behind the MLE for algebraic statistical models for discrete data the interested
reader is refered to [24], which includes most of the current results on the MLE problem
from the perspective of algebraic geometry as well as statistical motivation.
This article is concerned with the problem of MLE on toric Fano varieties. Toric varieties
correpond to log-linear models in statistics. Since the seminal papers by L.A. Goodman in
the 70s [16, 17], log-linear models have been widely used in statistics and areas like natural
language processing when analyzing crossclassified data in multidimensional contingency
tables [4]. The ML degree of a toric variety is bounded above by its degree. Toric Fano
varieties provide several interesting classes of toric varieties for investigating the ML degree
drop. We focus on studying the maximum likelihood estimation for 2-dimensional Gorenstein
toric Fano varieties, Veronese(2, 2) with different scalings and toric Fano varieties associated
to 3-valent phylogenetic trees.
Two-dimensional Gorenstein toric Fano varieties correspond to reflexive polygons and
by the classification results there are exactly 16 isomorphism classes of such polygons, see
for example [27]. Out of these 16 isomorphism classes five correspond to smooth del Pezzo
surfaces and 11 correspond to del Pezzo surfaces with singularities. Our first main result
Theorem 3.1 states that the ML degree is equal to the degree of the surface in all cases
except for the quintic del Pezzo surface with two singular points of type A1. Furthermore,
in Table 2, we provide explicit expressions that allow the maximum likelihood estimate to
be computed in closed form whenever the ML degree is less than five.
We also explore reasons and bounds for the ML degree drop of a toric variety building on
the work of Ame´ndola et al [3]. The critical points of the likelihood function on a toric variety
lie in the intersection of the toric variety with a linear space of complementary dimension.
By the Be´zout’s theorem, the sum of degrees of irreducible components of this intersection
is bounded above by the degree of the toric variety, and hence the ML degree of a toric
variety is bounded by its degree. However, not all the points in the intersection contribute
towards the ML degree, i.e. the points with a zero coordinate or the sum of coordinates
equal to zero are not counted towards the ML degree. In the case of the quintic del Pezzo
surface with two singular points of type A1, the ML degree drops by two because there are
two points in the intersection of the toric variety and the linear space whose coordinates
sum to zero, see Example 4.3. These two points do not depend on the observed data by
Lemma 4.5. Although we do not see this phenomenon with two-dimensional Gorenstein toric
Fano varieties, the ML degree of a toric variety can drop also because the toric variety and
the hyperplane intersect nontransversally, and we will see in Sections 4 and 5 that this is
often the case.
Buczyn´ska and Wi´sniewski proved that certain varieties associated to 3-valent phyloge-
netic trees are toric Fano varieties [5]. In phylogenetics, these varieties correspond to the
CFN model in Fourier coordinates. These varieties are examples of codimension zero toric
fiber products as defined by Sullivant in [29]. Our second main result is Theorem 5.5 that
states that the ML degree as well as critical points of the likelihood function behave multi-
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plicatively in the case of codimension zero toric fiber product of toric ideals. As a corollary,
we obtain that the ML degree of the Buczyn´ska-Wi´sniewski phylogenetic variety associated
to a 3-valent tree is one and we get a closed form for the MLE. We observe that this result
can be alternatively deduced from the recent work of Duarte, Marigliano and Sturmfels [8] as
Buczyn´ska-Wi´sniewski phylogenetic varieties give staged tree models. Huh [23] proved that
the ML estimator of a variety of ML degree one is given by a Horn map, i.e. an alternating
product of linear forms of specific form, and Duarte, Marigliano and Sturmfels [8] showed
such models allow a special characterization using discriminantal triples. We discuss the
Horn map and the discriminantal triple for Buczyn´ska-Wi´sniewski phylogenetic varieties on
3-valent trees in Example 5.16.
The outline of this paper is the following. In Section 2, we recall preliminaries on maxi-
mum likelihood estimation, log-linear models and toric Fano varieties. In Section 3, we study
the maximum likelihood estimation for two-dimensional Gorenstein toric Fano varieties. In
Section 4, we explore the ML degree drop using A-discriminants and the intersection the-
ory. Finally, Section 5 is dedicated to phylogenetic models and codimension zero toric fiber
products.
2 Preliminaries
2.1 Maximum likelihood estimation
Consider the complex projective space Pn−1 with coordinates (p1, . . . , pn). LetX be a discrete
random variable taking values on the state space [n]. The coordinate pi represents the
probability of the i-th event pi = P (X = i) where i = 1, . . . , n. Therefore p1 + . . .+ pn = 1.
The set of points in Pn−1 with positive real coordinates is identified with the probability
simplex
∆n−1 = {(p1, . . . , pn) ∈ Rn : p1, . . . , pn ≥ 0 and p1 + . . .+ pn = 1} .
An algebraic statistical model M is the intersection of a Zariski closed subset V ⊆ Pn−1
with the probability simplex ∆n−1. The data is given by a nonnegative integer vector
(u1, . . . , un) ∈ Nn, where ui is the number of times the i-th event is observed.
The maximum likelihood estimation problem aims to find a model point p ∈ M which
maximizes the likelihood of observing the data u. This amounts to maximizing the corre-
sponding likelihood function
Lu(p1, . . . , pn) =
pu11 · · · punn
(p1 + . . .+ pn)(u1+...+un)
over the model M. Statistical computations are usually implemented in the affine n-plane
p1 + . . . + pn = 1. However, including the denominator makes the likelihood function a
well-defined rational function on the projective space Pn−1, enabling one to use projective
algebraic geometry to study its restriction to the variety V .
The likelihood function might not be concave, it can have many local maxima and the
problem of finding or certifying a global maximum is difficult. In algebraic statistics, one
tries to find all critical points of the likelihood function, with the aim of identifying all
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local maxima [6, 21, 22]. This corresponds to solving a system of polynomial equations
called likelihood equations. These equations characterize the critical points of the likelihood
function Lu. We recall that the number of complex solutions to the likelihood equations,
which equals the number of complex critical points of the likelihood function Lu over the
variety V , is called the maximum likelihood degree (ML degree) of the variety V .
2.2 Log-linear models
In this article we are studying maximum likelihood estimation of log-linear models. From
the algebraic perspective, a log-linear model is a toric variety intersected with a probability
simplex, hence log-linear models are sometimes called toric models. The likelihood function
over a log-linear model is concave, although it can have more than one complex critical point
over the corresponding toric variety intersected with the plane p1 + . . . + pn = 1 (there is
exactly one critical point in the positive orthant). This means that in practice algorithms
like the iterative proportional fitting procedure are used to find the MLE over a log-linear
model, although the closed form of the solution is in general not rational and to find its
algebraic degree one needs to compute the ML degree.
Definition 2.1. Let A = (aij) ∈ Z(d−1)×n be an integer matrix. The log-linear model
associated to A is
MA = {p ∈ ∆n−1 : log p ∈ rowspan(A)} .
Alternatively, a log-linear model can be defined as the intersection of a toric variety and
the probability simplex. Recall that θaj := θ
a1,j
1 θ
a2,j
2 · · · θad−1,jd for j = 1, . . . , n.
Definition 2.2. Let A = (aij) ∈ Z(d−1)×n be an integer matrix. The toric variety VA ⊆ Rn
is the Zariski closure of the image of the parametrization map
ψ : (C∗)d → (C∗)n, (s, θ1, . . . , θd−1) 7→ (sθa1 , . . . , sθan) .
The ideal of VA is denoted by IA and called the toric ideal associated to A.
Often the columns of A are lattice points of a lattice polytope P with respect to a lattice
M . In this case we say that VA is the toric variety corresponding to the lattice polytope
P . The log-linear model MA is the intersection of the toric variety VA with the probability
simplex ∆n−1. We conclude this subsection with a characterization of the MLE for log-linear
models.
Proposition 2.3 (Corollary 7.3.9 in [30]). Let A be a (d−1)×n nonnegative integer matrix
and let u ∈ Nn be a data vector of size u+ = u1 + · · ·+un. The maximum likelihood estimate
over the model MA for the data u is the unique solution pˆ, if it exists, to
pˆ1 + . . .+ pˆn = 1, Apˆ =
1
u+
Au and pˆ ∈MA.
Proposition 2.3 is also known as Birch’s Theorem. Often we consider VA as a projective
variety in Pn−1. The projective version of Proposition 2.3 is given in Section 4. We usually
use the affine version when we want to compute the ML degree or find critical points of the
likelihood function and the projective version when studying the ML degree drop.
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2.3 Toric Fano varieties
In this section we will provide a brief introduction to toric Fano varieties, the main objects
of study of this article. Fano varieties are a class of varieties with a special positive divisor
class giving an embedding of each variety into projective space which were introduced by
Giro Fano [11] and have been extensively studied in birational geometry in the context of
the minimal model program (see [26], [25]).
Definition 2.4. A complex projective algebraic variety X with ample anticanonical divisor
class −KX is called a Fano variety.
Two-dimensional Fano varieties are also known as del Pezzo surfaces named after the Ital-
ian mathematician Pasquale del Pezzo who encountered this class of surfaces when studying
surfaces of degree d embedded in Pd. Throughout this paper we will use the terminology del
Pezzo surface to refer to a two-dimensional Fano variety. We note that we do not use the
terminology Fano surface, as a Fano surface usually refers to a surface of general type whose
points index the lines on a non-singular cubic threefold, which is not a Fano variety [10].
We will consider Fano varieties that are also toric varieties as defined in Definition 2.2.
We first focus on the characterization of two-dimensional Gorenstein toric Fano varieties,
i.e. normal toric Fano varieties whose anticanonical divisor KX is not only an ample divisor
but also a Cartier divisor. Gorenstein toric Fano varieties correspond to reflexive polytopes
which are lattice polytopes that contain the origin in their interior and their dual polytope
is also a lattice polytope. The classification of two-dimensional reflexive polytopes can be
found for example in [27].
Proposition 2.5 (Section 4 in [27]). There are exactly 16 isomorphism classes of two-
dimensional reflexive polytopes depicted in Figure 1.
The self-intersection number K2S of the canonical class of a del Pezzo surface is called
the degree d of the del Pezzo surface. The degree of a toric del Pezzo surface is equal
to the number of lattice points on the boundary of the corresponding lattice polytope. In
Figure 1, the reflexive polytopes are labeled by the number of lattice points on the boundary.
The projective varieties corresponding to the polytopes labeled by 6a, 7a, 8a, 8b and 9 are
smooth and the projective varieties corresponding to the rest of the polytopes in Figure 1
have singularities. The dual of the polytope labeled by number a and letter b is in the
isomorphism class of the polytope labeled by number 12− a and letter b. This is related to
the so-called “12 theorem” for reflexive polytopes of dimension 2 [15].
Example 2.6. Consider the first polytope labeled by 3 in Figure 1 which has three lattice
points on the boundary. We denote it by P3. Its dual is the polytope labeled by 9. By
computing the normal fan of the polytope P3 (Figure 2), we see its minimal generators span
a sublattice of index 3 in Z2. Each of the three singular cones of the normal fan corresponds
to a rational double point of the cubic surface of type A2. Another way to see this is by using
the characters coming from the lattice points of the polygon. Hence the corresponding toric
variety is a cubic surface with three double points of type A2. It is defined by the equation
S3 : p
3
4 − p1p2p3 = 0 in P3.
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Figure 1: Isomorphism classes of two-dimensional reflexive polytopes
Figure 2: Normal fan of the polytope P3
The minimal resolution of every del Pezzo surface is a product of two projective lines
P1 × P1 (polytope 8a in Table 1), the quadric cone P(1, 1, 2) ⊂ P3 (polytope 8c in Table 1),
or the blow-up of a projective plane in 9 − d points in almost general position; namely at
most three of which are collinear, at most six of which lie on a conic, and at most eight of
them on a cubic having a node at one of the points. Conversely any blowup of the plane in
points satisfying these conditions is a del Pezzo surface. The reader is being referred to [7]
for a more detailed study of this classical subject of algebraic geometry.
3 MLE of two-dimensional Gorenstein toric Fanos
In this section we determine the ML degree of two-dimensional Gorenstein toric Fano vari-
eties. When the ML degree is less than or equal to three, we reduce the likelihood equations
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to relatively simple expressions that can be used to compute a closed form for the maximum
likelihood estimates. We use the cubic del Pezzo surface as an example to illustrate the MLE
derivation. To avoid statistical difficulties, in all of this section we have translated reflexive
polygons by a positive vector such that the resulting polygons lie minimally in the positive
orthant.
Theorem 3.1. Let Sd be a two-dimensional Gorenstein toric Fano variety. In Table 1 we
determine the ML degree of Sd and show that it is equal to the degree d of the surface in
all cases except for the quintic surface S5a. Table 2 provides explicit expressions for the
maximum likelihood estimate of the algebraic statistical models corresponding to cubic S3,
quartic S4a, S4b, S4c and the quintic S5a toric two-dimensional Fano variety.
Table 1 is constructed using Theorem 2.3 and Macaulay2 [18]. The results described
in Table 1 are in accordance with [24, Theorem 3.2], which states that the ML degree of a
projective toric variety is bounded above by its degree. We see in Table 1 that the ML degree
drops to three in the case of a quintic del Pezzo surface S5a corresponding to the reflexive
polytope 5a in Table 1. The next section provides an explanation of the ML degree drop in
the case of the quintic S5a using the notion of A-discriminant.
Example 3.2 (Cubic del Pezzo surface with three singular points of type A2). Consider the
reflexive polytope
The corresponding projective toric variety is a cubic surface S3 in P3 with three singular
points of type A2. Its ideal is generated by IS3 =< p34 − p1p2p3 >.
We are interested in the algebraic statistical model given by the matrix
A =
[
2 1 0 1
1 2 0 1
]
.
This nonnegative integer matrix A gives the parametrization map
f : C3 → C3 , (s, θ1, θ2) 7→ (sθ21θ2, sθ1θ22, s, sθ1θ2).
Then, by Birch’s theorem, the unique maximum likelihood estimate sˆ, θˆ for the data u is
(sˆ, θˆ1, θˆ2) = (
p34
p1p2
, p1
p4
, p2
p4
), where
pˆ1 = x+ a
pˆ2 = x+ b
pˆ4 = −3x+ c
with a = u1−u3
u+
, b = u2−u3
u+
, c = 3u3+u4
u+
and x is given by
28x3 + [(a+ b)− 27c]x2 + [ab+ 9c2]x− c3 = 0
7
Ideal of some degree d del Pezzo Sd mldeg
S3 : p1p2p3 − p34 3
S4a : p2p4 − p1p5, p23 − p1p5 4
S4b : p2p4 − p23, p2p3 − p1p5 4
S4c : p2p4 − p23, p22 − p1p5 4
S5a : p3p5 − p4p6, p2p5 − p26, p2p4 − p3p6, p1p4 − p26, p1p3 − p2p6 3
S5b : p3p5 − p4p6, p2p5 − p26, p2p4 − p3p6, p1p4 − p2p6, p22 − p1p3 5
S6a : p4p6 − p5p7, p3p6 − p27, p2p6 − p1p7, p3p5 − p4p7, p2p5 − p27
p1p5 − p6p7, p2p4 − p3p7, p1p4 − p27, p1p3 − p2p7 6
S6b : p5p6 − p1p7, p4p6 − p2p7, p3p5 − p4p7, p2p5 − p27, p2p4 − p3p7
p1p4 − p27, p1p3 − p2p7, p22 − p3p6, p1p2 − p6p7 6
S6c : p
2
6 − p5p7, p4p6 − p3p7, p3p6 − p2p7, p4p5 − p2p7, p3p5 − p2p6
p2p4 − p1p7, p23 − p1p7, p2p3 − p1p6, p22 − p1p5 6
S6d : p
2
6 − p5p7, p5p6 − p4p7, p3p6 − p2p7, p25 − p4p6, p3p5 − p2p6
p3p4 − p2p5, p23 − p1p6, p2p3 − p1p5, p22 − p1p4 6
S7a : p5p7 − p4p8, p4p7 − p3p8, p2p7 − p1p8, p5p6 − p3p8, p4p6 − p3p7
p2p6 − p1p7, p4p5 − p2p8, p3p5 − p1p8, p24 − p1p8, p3p4 − p1p7
p2p4 − p1p5, p23 − p1p6, p27 − p6p8, p2p3 − p1p4 7
S7b : p
2
7 − p6p8, p6p7 − p5p8, p4p7 − p3p8, p3p7 − p2p8, p26 − p5p7
p4p6 − p2p8, p3p6 − p2p7, p4p5 − p2p7, p3p5 − p2p6, p3p4 − p1p8
p2p4 − p1p7, p23 − p1p7, p2p3 − p1p6, p22 − p1p5 7
S8a : p
2
8 − p7p9, p6p8 − p5p9, p5p8 − p4p9, p3p8 − p2p9, p2p8 − p1p9
p6p7 − p− 4p9, p5p7 − p4p8, p3p7 − p1p9, p2p7 − p1p8, p26 − p3p9
p5p6 − p2p9, p4p6 − p1p9, p25 − p1p9, p4p5 − p1p8, p3p5 − p2p6
p2p5 − p1p6, p24 − p1p7, p3p4 − p1p6, p2p4 − p1p5, p22 − p1p3 8
S8b : p
2
8 − p7p9, p7p8 − p6p9, p5p8 − p4p9, p4p8 − p3p9, p2p8 − p1p9
p27 − p6p8, p5p7 − p3p9, p4p7 − p3p8, p2p7 − p1p8, p5p6 − p3p8
p4p6 − p3p7, p2p6 − p1p7, p25 − p2p9, p4p5 − p1p9, p3p5 − p1p8
p24 − p1p8, p3p4 − p1p7, p2p4 − p1p5, p23 − p1p6, p2p3 − p1p4 8
S8c : p
2
8 − p7p9, p7p8 − p6p9, p6p8 − p5p9, p4p8 − p3p9, p3p8 − p2p9
p27 − p5p9, p6p7 − p5p8, p4p7 − p2p9, p3p7 − p2p8, p26 − p5p7
p4p6 − p2p8, p3p6 − p2p7, p4p5 − p2p7, p3p5 − p2p6, p24 − p1p9
p3p4 − p1p8, p2p4 − p1p7, p23 − p1p7, p2p3 − p1p6, p22 − p1p5 8
S9 : p
2
9 − p8p10, p8p9 − p7p10, p6p9 − p5p10, p5p9 − p4p10, p3p9 − p2p10
p28 − p7p9, p6p8 − p4p10, p5p8 − p4p9, p3p8 − p2p9, p6p7 − p4p9
p5p7 − p4p8, p3p7 − p2p8, p26 − p3p10, p5p6 − p2p10, p4p6 − p2p9
p3p6 − p1p10, p2p6 − p1p9, p25 − p2p9, p4p5 − p2p8, p3p5 − p1p9
p2p5 − p1p8, p24 − p2p7, p3p4 − p1p8, p2p4 − p1p7, p23 − p1p6
p2p3 − p1p5, p22 − p1p4 9
Table 1: ML degrees of 2-dimensional Gorenstein toric Fanos
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Remark 3.3. When the ML degree of the del Pezzo surface is greater than or equal to
five, each of the defining equations of the probability distribution (pˆ1, pˆ2, . . . , pˆn) satisfy an
equation of degree five or higher. By the Abel-Ruffini theorem there is no algebraic solution
for a general polynomial equation of degree five or higher, therefore one would expect that it
is not possible to obtain a closed form solution for the maximum likelihood estimate in these
cases. However, one can then turn to numerical algebraic geometry methods to compute the
MLE (see e.g. [21]).
4 ML degree drop
In order to understand why the ML degree is lower than the degree for the quintic del Pezzo
surface 5a, it is useful to think of different embeddings of a toric variety via scalings and
how these affect the ML degree. For a full analysis see [3].
A scaling c ∈ (C∗)n can be used to define the parametrization ψc : (C∗)d −→ (C∗)n as
ψc(s, θ1, . . . , θd−1) = (c1sθa1 , . . . , cnsθan),
where aj denotes the jth column of the matrix A. The usual parametrization of the toric
variety is when c = (1, . . . , 1).
Define f =
∑n
i=1 ciθ
ai where c = (c1, . . . , cn) ∈ (C∗)n.
Definition 4.1. The A-discriminant is the irreducible variety
∇A =
{
c ∈ (C∗)n | ∃θ ∈ (C∗)d−1 such that f (θ) = ∂f
∂θi
(θ) = 0 for all i
}
.
It is often a hypersurface, defined by an irreducible polynomial denoted ∆A.
The main object that will determine whether the ML degree drops is the polynomial:
EA(f) =
∏
Γ face of Q
∆Γ∩A (4.1)
where the product is taken over all nonempty faces Γ ⊂ Q including Q itself and Γ ∩ A is
the matrix whose columns correspond to the lattice points contained in Γ. Under certain
conditions this is precisely the principal A-determinant [14].
Theorem 4.2 (Theorem 2 in [3]). Let V c ⊂ Pn−1 be the scaled toric variety defined by the
monomial parametrization with scaling c ∈ (C∗)n fixed. Then mldeg(V c) < deg(V (1,...,1)) if
and only if EA(f)(c) = 0.
Example 4.3. We will explain why for c = (1, 1, . . . , 1), the ML degree of the quintic del
Pezzo 5b is 5 (and thus equal to its degree), while the ML degree of the quintic del Pezzo 5a
is strictly less than 5.
Let us consider first the quintic del Pezzo 5b.
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We can label its lattice points and arrange them in the matrix
A =
[
0 0 1 1 1 2
1 2 0 1 2 2
]
We have to check that for c = (1, . . . , 1), EA(f)(c) 6= 0. By (4.1), the polynomial EA(f) is
a product of Γ ∩ A-discriminants. Vertices ai have ∆ai = 1. Analogously, edges of (lattice)
length 1 cannot have non-trivial discriminant. The only potential edge e that may be relevant
here is the one of length 2. The corresponding fe = c02y
2 + c12xy
2 + c22x
2y2 has a nontrivial
singularity if and only if c02+c12x+c22x
2 does, thus ∆e(f) = c
2
12−4c02c22. Note it is non-zero
for c = (1, . . . , 1).
It only remains to check that (1, . . . , 1) /∈ ∇A. The following M2 computation verifies
that f = y + y2 + x+ xy2 + x2y2 + xy has no singularities:
R = QQ[x,y]
J = ideal(y+y^2+x+x*y^2+x^2*y^2+x*y, 1+y^2+2*x*y^2+y,
1+2*y+2*x*y+2*x^2*y+x)
gens gb J
The last command returns that the Gro¨bner basis for J is {1}. Now, for the quintic del
Pezzo 5a,
we identify the matrix
A =
[
0 0 1 1 1 2
1 2 0 1 2 1
]
.
All edges are of length one so we again focus on ∇A. However, now c = (1, . . . , 1) ∈ ∇A as
the following code verifies
I = ideal(y+y^2+x+x*y^2+x^2*y+x*y, 1+y^2+2*x*y+y, 1+2*y+2*x*y+x^2+x)
gens gb I
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Now we get 2 points, the solutions of x + y = 0, y2 − y − 1 = 0, as singularities for f =
y + y2 + x+ xy2 + x2y + xy. The corresponding points of the variety are
(1/2(1 +
√
5), 1/2(3 +
√
5),−1/2(1 +
√
5),−1/2(3 +
√
5),−2−
√
5, 2 +
√
5),
(1/2(1−
√
5), 1/2(3−
√
5),−1/2(1−
√
5),−1/2(3−
√
5),−2 +
√
5, 2−
√
5).
(4.2)
According to the theorem, the ML degree must drop for 5a.
Remark 4.4. The singular locus of the quintic del Pezzo S5a consists of the two distinct
points (0, 0, 1, 0, 0, 0) and (0, 0, 0, 0, 0, 1) which are both singular Gorenstein singularities of
type A1. These points are different from the two points (4.2) that cause the drop of the ML
degree. We also note that the topological Euler characteristic of the quintic surface S5a is
χtop(S5a) = 2 + rkPic(S5a) = 5, since we need to blow up four points on the projective plane
P2 and then contract the two (-2)-curves corresponding to the two singularities of type A1.
Similarly for the quintic S5a, after we blow up four points in P2 we need to contract three
(-2)-curves to obtain the singular points of type A1 and A2. Then the topological Euler
characteristic of the quintic del Pezzo surface S5b is χtop(S5b) = 2 + rkPic(S5b) = 4.
Actually, the topological Euler characteristic of all toric Gorenstein Del Pezzo surfaces
corresponding to the 16 reflexive polytopes can be obtained as follows. Using χtop(V ) =
2 + rkPic(V ), it is enough to compute the Picard rank for each of the 16 toric Del Pezzo
surfaces. We denote by pi : S˜d → P2 the blow up of the projective plane in 9 − d points in
almost general position, where d is the degree of the surface Sd. Except for the cases S8a
and S8c, S˜d is the minimal resolution f : S˜d → Sd of the Del Pezzo surface Sd, if Sd has
singularities, or coincides with Sd when this is smooth. Then for the Picard rank we know
that ρ(S˜d) = ρ(Sd) + #(-2 curves contracted by f). We also know that each time we blow
up a point Pi in P2, we obtain an exceptional curve Ei which introduces a generator of the
Picard group of S˜d, therefore we have that ρ(S˜d) = ρ(P2) + (9− d) = 10− d Finally, for the
topological Euler-Poincare´ characteristic, we get
χtop(Sd) = 2 + ρ(Sd)
= 2 + ρ(S˜d)−#(-2 curves contracted by f)
= 2 + 10− d−#(-2 curves contracted by f).
We record the Euler characteristic for the Gorenstein del Pezzo surfaces in Table 3. The
connection to Euler characteristic is relevant because a result of Huh and Sturmfels [24,
Theorem 3.2] states that for toric models, the ML degree coincides with the topological
Euler characteristic of the variety after removing the union of the coordinate hyperplanes
and the sum of the coordinates. In other words,
mldeg(V ) = χtop(V \H) (4.3)
where H = {p | p1 · · · pn(p1 + · · ·+ pn) = 0}. By the excision formula (or inclusion-exclusion
property of the Euler characteristic), the latter can be computed as
χtop(V \H) = χtop(V )− χtop(V ∩H) (4.4)
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Using Table 3 jointly with the Macaulay2 package CharacteristicClasses to compute
the second term in (4.4), we recover the results obtained in Table 1, thus confirming equality
(4.3). We believe that studying further the ‘drop’ or ‘gain’ in the Euler characteristic should
provide insight on the ML degree drop.
χtop(S3) = 3 χtop(S4a) = 4 χtop(S4b) = 4 χtop(S4c) = 3
χtop(S5a) = 5 χtop(S5b) = 4 χtop(S6a) = 6 χtop(S6b) = 5
χtop(S6c) = 4 χtop(S6d) = 3 χtop(S7a) = 5 χtop(S7b) = 4
χtop(S8a) = 4 χtop(S8b) = 4 χtop(S8c) = 3 χtop(S9) = 3
Table 3: The topological Euler characteristic of Gorenstein del Pezzo surfaces
Theorem 4.2 characterizes scaling factors c such that the ML degree of V c is less than
the degree of V c. All critical points of the likelihood function lie in the intersection of V c
with a linear space. In the rest of this section, we will investigate the ML degree drop for a
given toric variety V c by studying this intersection.
Let Lf (p) =
∑n
i=1 cipi and Li(p) =
∑n
j=1 Aijcjpj for i = 1, . . . , d− 1. These polynomials
are implicit versions of the polynomials f and θi
∂f
∂θi
for i = 1, . . . , d−1. By [3, Proposition 7]
the ML degree of V c is the number of points p in V \V (p1 · · · pn(c1p1 + . . .+ cnpn)) satisfying
(Au)iLf (p) = u+Li(p) for i = 1, . . . , d− 1 (4.5)
for generic vectors u. Define L′c,u to be the intersection of V with the solution set of (4.5) and
Lc,u to be the intersection of V \V (p1 · · · pn(c1p1 + . . .+ cnpn)) with the solution set of (4.5).
By [12, Example 12.3.1], the sum of degrees of the irreducible components of L′c,u is at most
deg V .
The obvious reason for the ML degree drop comes from removing these irreducible com-
ponents of L′c,u that belong to V (p1 · · · pn(c1p1 + . . .+ cnpn)). We will see in Lemma 4.5 that
the irreducible components of L′c,u that are removed do not depend on u but only on the
variety V . In the case of the toric del Pezzo surface 5a, the ML degree drop is completely
explained by this reason. The degree of the surface is five, the variety L′c,u consists of two
zero-dimensional components of degrees three and two. The degree two component consists
of two points (4.2) that lie in the variety V (p1 · · · pn(c1p1 + . . .+cnpn)) and hence is removed.
Lemma 4.5. The points in L′c,u\Lc,u are independent of u. They are exactly the points
p ∈ V that satisfy Lf (p) = L1(p) = . . . = Ld−1(p) = 0.
Proof. Any p ∈ V satisfying Lf (p) = L1(p) = . . . = Ld−1(p) = 0 is in L′c,u\Lc,u for any
u. Conversely, by the proof of [3, Theorem 13] if p ∈ L′c,u\Lc,u then Lf (p) = 0. It follows
from the equations (4.5) that then also Li(p) = 0 for i = 1, . . . , d − 1. But then p satisfies
equations (4.5) for any u.
The more complicated reason for the ML degree drop can be the nontransversal intersec-
tion of V and the linear subspace defined by (4.5). We recall that two projective varieties
A,B ⊆ Pn intersect transversally at p ∈ A ∩B if p is a smooth point of A,B and
TpA+ TpB = TpPn.
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The intersection of A and B is generically transverse if it is transverse at a general point of
every component of A ∩B. If the intersection of V and the linear subspace defined by (4.5)
is not generically transverse, the sum of degrees of irreducible components of L′c,u can be
less than deg(V ), in which case also the ML degree of a toric variety is less than the degree
of the toric variety. One could think that the intersection of V and the linear subspace
defined by (4.5) is generically transverse for generic vectors u, but since the linear subspace
defined by (4.5) depends on the variety V , then the intersection is not necessarily generically
transverse. We will see several such examples later in this section and in Section 5. We note
that the sum of degrees of the irreducible components can be less that deg V even if the
degrees are counted with multiplicities as in [12, Example 12.3.1].
Corollary 4.6. The difference deg(V c)−mldeg(V c) is bounded below by the sum of degrees
of the irreducible components of the intersection of V and the linear subspace defined by
Lf (p) = L1(p) = . . . = Ld−1(p) = 0. If the intersection of V and the linear subspace defined
by (4.5) is generically transverse, then this bound is exact.
In Corollary 4.6, we consider only irreducible components whose ideals are different from
〈p1, . . . , pn〉 as we work over the projective space.
Proof. The sum of degrees of the irreducible components of L′c,u is at most deg(V c) by [12,
Example 12.3.1] and the number of elements of Lc,u is mldeg(V c). By Lemma 4.5, we obtain
Lc,u from L′c,u by removing all the irreducible components that satisfy Lf (p) = L1(p) = . . . =
Ld−1(p) = 0. Hence the difference of the sum of degrees of the irreducible components of L′c,u
and the number of elements of Lc,u is the sum of degrees of the irreducible components of
the intersection of V and the linear subspace defined by Lf (p) = L1(p) = . . . = Ld−1(p) = 0.
If V and the linear subspace defined by (4.5) intersect generically transversely then the sum
of degrees of the irreducible components of L′c,u is equal to deg V c.
To understand the above observations, we analyze the different ML degree drops corre-
sponding to the embeddings of the Fano polytope corresponding to the quadratic Veronese
embedding of P2, see Figure 3.
a1 a2 a3
a4
a5
a6
Figure 3: Polytope Q corresponding to the smooth Fano variety P2
In [3, Example 26] it was shown that different scalings c ∈ R6 produce ML degrees ranging
from 1 to 4, under several combinations of the vector c lying on each of the discriminants
making up the principal A-determinant, defined by
EA = ∆A ·∆[a1 a2 a3] ·∆[a3 a5 a6] ·∆[a1 a4 a5]
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= det(C) det
[
2c00 c10
c10 2c20
]
det
[
2c20 c11
c11 2c02
]
det
[
2c00 c01
c01 2c02
]
. (4.6)
where C =
2c00 c10 c01c10 2c20 c11
c01 c11 2c02
. The different combinations are presented in [3, Table 2],
which we reproduce here in Table 4 (while fixing some typos). In each line, we go further
than identifying a possible drop and actually explain the exact drops observed.
C ∆A ∆[a1 a2 a3] ∆[a3 a5 a6] ∆[a1 a4 a5] mldeg2 1 11 2 1
1 1 2
 6= 0 6= 0 6= 0 6= 0 4
2 2 12 2 3
1 3 2
 6= 0 0 6= 0 6= 0 3
2 2 12 2 2
1 2 2
 6= 0 0 0 6= 0 2
-2 2 22 -2 2
2 2 -2
 6= 0 0 0 0 1
17 22 2722 29 36
27 36 45
 0 6= 0 6= 0 6= 0 3
2 3 33 5 5
3 5 5
 0 6= 0 0 6= 0 2
2 2 22 2 2
2 2 2
 0 0 0 0 1
Table 4: ML degrees for different scalings cij in the matrix C.
Naively, each appearance of a 0 in a line makes the ML degree drop by 1. But this cannot
be since the last line has all four zeros and the ML degree cannot drop to 0. We will see in
the explanation of the last two lines that it is in general impossible to predict the exact drop
from just knowing in what discriminants the vector c lies.
• Line 1 This corresponds to the generic case. The intersection L′c,u is transverse and
zero-dimensional with 4 points, corresponding to the ML degree. There are no points
in L′c,u\Lc,u and there is no drop.
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• Line 2 When computing the points in V ∩ {Lf (p) = L1(p) = . . . = Ld−1(p) = 0}
we obtain the unique projective point [1 : −1 : 1 : 0 : 0 : 0], which lies on the edge
[a1, a2, a3] of Q. Removing this point gives the ML degree of 3 = 4− 1.
• Line 3 Now we have one more point in the removal set: apart from the one in the
above line, there is also [0 : 0 : 1 : 0 : 1 : −1] on the edge [a3, a5, a6]. The drop is
exactly these two points and we have ML degree 2 = 4− 2.
• Line 4 The are three points in L′c,u\Lc,u: [1 : 1 : 1 : 0 : 0 : 0] on the edge [a1, a2, a3],
[0 : 0 : 1 : 0 : 1 : 1] on the edge [a3, a5, a6] and [1 : 0 : 0 : 1 : 1 : 0] on the edge [a1, a4, a5].
They explain the drop in ML degree 1 = 4− 3.
• Line 5 The only removal point is [1 : −2 : 4 : 1 : 1 : −2], which does not lie on any of
the edges of Q, but only in the discriminant of the whole of Q. Removing this point
gives the ML degree of 3 = 4− 1.
• Line 6 This is the first time that the removal ideal IA + 〈Lf (p), L1(p), . . . , Ld−1(p)〉 is
not radical. While there is only one point, [0 : 0 : 1 : 0 : 1 : −1], its multiplicity is 2.
We used the Macaulay2 package SegreClasses [20] to compute the multiplicity. The
intersection L′c,u is zero-dimensional but consists of two components of degree 2. The
first component is prime and corresponds to the two points in the ML degree 2. The
toric variety and the linear space defined by (4.5) intersect transversely at both points
of the first component. The second component is primary but not prime. Its radical
〈p6 + p5, p4, p3 + p5, p2, p1〉 is a zero-dimensional ideal of degree 1, corresponding to the
above point that lies on the edge [a3, a5, a6].
Although the intersection of the toric variety and the linear space defined by (4.5)
is dimensionally transverse, it is not transverse at the point defined by the second
component. We observe that while ∆A(c) = 0, there is no point corresponding to
the discriminant, which means c lies strictly in the closure. As a matter of fact, we
observed that any vector c with the combinatorial type given in line 6 behaves in the
same way.
• Line 7 Now the removal ideal is 1-dimensional, of degree 2. It is given by〈
p22 + p2p3 + p3p4 , p1 + p2 + p4 , p2 + p5 − p2 − p3 , p2 + p3 + p6
〉
and it intersects each of the edges of Q in one point. In other words, the reason why all
discriminants ∆[a1 a2 a3],∆[a3 a5 a6],∆[a1 a4 a5] vanish is that the removal set intersects the
planes p1 = p2 = p4 = 0 , p2 = p3 = p6 = 0 and p4 = p5 = p6 = 0 respectively, and one
can find in each a point with complementary support. Furthermore, it intersects the
open set where none of the pi are zero, which explains why ∆A = 0 too. Unfortunately,
this alone does not explain why the ML degree is 1.
By looking at the intersection ideal of the toric variety VA with the equations (4.5),
we realize that the intersection is not transverse (not even dimensionally transverse).
Indeed, there are two components: a zero-dimensional of degree 1 (corresponding to
the MLE) and a one-dimensional component of degree 2 (so the sum of the degrees
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is 1 + 2 = 3 < 4). This last component matches the removal ideal above. At the
0-dimensional component the toric variety intersects the linear space defined by (4.5)
transversely. At a generic point of the 1-dimensional component the intersection is not
transverse. Both components have multiplicities one and hence also the sum of degrees
counted with multiplicities is less than four.
Conjecture 4.7. The intersection of V and the linear space given by (4.5) is generically
transverse at the irreducible component of L′c,u that gives the MLE.
This conjecture holds for all the examples considered in this section. At other irreducible
components the intersection may or may not be transverse.
5 Toric fiber products and phylogenetic models
In [5], Buczynska and Wisniewski study an infinite family of toric Fano varieties that cor-
respond to 3-valent phylogenetic trees. These Fano varieties are of index 4 with Gorenstein
terminal singularities. In phylogenetics, these varieties correspond to the CFN model in
Fourier coordinates. We define them through the corresponding polytopes.
Definition 5.1. Let T be a 3-valent tree, i.e. every vertex of T has degree 1 or 3. Consider
all labelings of the edges of T with 0’s and 1’s such that at every inner vertex the sum of
labels on the incident edges is even. Define PT ⊆ RE to be the convex hull of such labelings.
Let IT be the homogeneous ideal and VT be the projective toric variety corresponding to PT .
Example 5.2. If T is tripod, then PT = conv((0, 0, 0), (1, 1, 0), (1, 0, 1), (0, 1, 1)) is a simplex
and VT = P3 is the 3-dimensional projective space.
Example 5.3. If T is the unique 3-valent four leaf tree, then
PT = conv((0, 0, 0, 0, 0), (1, 1, 0, 0, 0), (0, 0, 0, 1, 1), (1, 1, 0, 1, 1),
(1, 0, 1, 1, 0), (1, 0, 1, 0, 1), (0, 1, 1, 1, 0), (0, 1, 1, 0, 1)).
The ideal IT is generated by two quadratic polynomials x00000x11011−x11000x00011 and x10110x01101−
x01110x10101.
The aim of the rest of the section is to show that if T is a 3-valent tree then the ML
degree of the variety VT is one. We will also give a closed form for its maximum likelihood
estimate. This result will be a special case of a more general result about ML degrees of
codimension-0 toric fiber products of toric ideals. Toric fiber product can be defined for any
two ideals that are homogenous by the same multigrading [29], however, we use the definition
specific to toric ideals [9, Section 2.3]. Besides phylogenetic models considered in this section,
codimension-0 toric fiber products appear in general group-based models in phylogenetics
and reducible hierarchical models (see [29, Section 3] for details on applications).
Let r ∈ N and si, ti ∈ N for 1 ≤ i ≤ r. We consider toric ideals corresponding to vector
configurations B = {bij : i ∈ [r], j ∈ [si]} ⊆ Zd1 and C = {cik : i ∈ [r], k ∈ [ti]} ⊆ Zd2 . These
toric ideals are denoted by IB and IC, they live in the polynomial rings R[xij : i ∈ [r], j ∈ [si]]
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and R[yik : i ∈ [r], k ∈ [ti]], and they are required to be homogeneous with respect to
multigrading by A = {ai : i ∈ [r]} ⊆ Zd. We assume that there exists ω ∈ Qd such that
ωai = 1 for all i, so that IB and IC are homogeneous also with respect to the standard
grading. Toric ideals IB and IC being homogeneous with respect to the multigrading by A
implies that there exist linear maps pi1 : Zd1 → Zd and pi2 : Zd2 → Zd such that pi1(bij) = ai
and pi2(c
i
k) = a
i. We define the vector configuration
B ×A C = {(bij, cik) : i ∈ [r], j ∈ [si], k ∈ [ti]}.
The toric fiber product of IB and IC with respect to multigrading by A is defined as
IB ×A IC := IB×AC,
and it lives in the polynomial ring R[zijk : i ∈ [r], j ∈ [si], k ∈ [ti]].
Example 5.4. Let T be a 3-valent tree with n ≥ 4 leaves. Write T as a union of two trees
T1 and T2 that share an interior edge e. Take r = 2. Let b
1
j be the vertices of PT1 that
have label 0 on edge e and let b2j be the vertices of PT1 that have label 1 on edge e. Define
similarly c1k and c
2
k for PT2 . Let A = {(0, 1), (1, 0)}, so that pi1 maps b1j to (0, 1) and b2j to
(1, 0). Then IT is the toric fiber product of IT1 and IT2 with respect to multigrading by A.
In [29, Section 3.4] the toric fiber product construction is explained in full generality for
group-based phylogenetic models.
Given a vector u indexed by the elements of B ×A C, then we denote its entries by
uijk for i ∈ [r], j ∈ [si], k ∈ [ti]. We define ui++ =
∑
j∈[si],k∈[ti] u
i
jk, u
i
j+ =
∑
k∈[ti] u
i
jk and
ui+k =
∑
j∈[si] u
i
jk. We denote the corresponding vectors by uA, uB and uC since they are
indexed by the elements of A,B and C.
Theorem 5.5. Let A consist of linearly independent vectors. Then the ML degree of IB×AIC
is equal to the product of the ML degrees of IB and IC. For a data vector u, every critical
point of the likelihood function has the form
p¯ijk :=
(p̂B)ij(p̂C)
i
k
(p̂A)i
, (5.1)
where p̂A is the normalized uA, and p̂B and p̂C are critical points of the likelihood function
for the models IB and IC and data vectors uB and uC, respectively.
The result about decomposable graphical models [28, Proposition 4.18] that says that
the ML degree is one and gives the formula for the MLE is a special case of Theorem 5.5.
To prove Theorem 5.5, we first have to recall how to obtain a generating set for IB×A IC
from the generating sets for IB and IC. Let
f = xi1
j11
xi2
j12
· · · xid
j1d
− xi1
j21
xi2
j22
· · ·xid
j2d
∈ R[xij].
For k = (k1, k2, . . . , kd) ∈ [ti1 ]× [ti2 ]× · · · × [tid ] define
fk = z
i1
j11k1
zi2
j12k2
· · · zid
j1dkd
− zi1
j21k1
zi2
j22k2
· · · zid
j2dkd
∈ R[zijk].
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Let Tf =
∏d
l=1[til ]. For a set of binomials F , we define
Lift(F ) = {fk : f ∈ F, k ∈ Tf}.
We also define
Quad = {zij1k1zij2k2 − zij1k2zij2k1 : i ∈ [r], j1, j2 ∈ [si], k1, k2 ∈ [ti]}.
Proposition 5.6 ([29], Corollary 14). Let A consist of linearly independent vectors. Let F
be a generating set of IB and let G be a generating set of IC. Then IB ×A IC is generated by
Lift(F ) ∪ Lift(G) ∪Quad.
Example 5.7. The 3-valent four leaf tree T4 is the union of two tripods T3 that share an
interior edge e. By Proposition 5.6, a generating set for IT4 is given by the lifts of generating
sets for IT3 and by quadrics with respect to the edge e. Since IT3 = 〈0〉, its lift is {0}. The set
Quad consists of x00000x11011− x11000x00011 and x10110x01101− x10101x01110 that are generators
of IT4 .
Example 5.8. The 3-valent five leaf tree T5 is the union of the 3-valent four leaf tree T4
and tripod T3 that share an interior edge e. The fifth index of a variable xe1e2e3e4e5 in
the coordinate ring of T4 and the first index of a variable xe5e6e7 in the coordinate ring of
T3 correspond to the edge e. Recall that a generating set of IT4 is F = {x00000x11011 −
x11000x00011, x10110x01101−x01110x10101} and a generating set of IT3 is G = {0}. Both elements
of F have four lifts corresponding to k = (000, 110), k = (000, 101), k = (011, 110) and
k = (011, 101). Hence Lift(F ) consists of
x0000000x1101110 − x1100000x0001110, x0000000x1101101 − x1100000x0001101,
x0000011x1101110 − x1100011x0001110, x0000011x1101101 − x1100011x0001101,
x1011000x0110110 − x0111000x1010110, x1011000x0110101 − x0111000x1010101,
x1011011x0110110 − x0111011x1010110, x1011011x0110101 − x0111011x1010101,
and Lift(G) = {0}. The set Quad consists of 12 polynomials.
To prove Theorem 5.5, we also need the following lemmas.
Lemma 5.9. For any u ∈ RB×AC, we have (B ×A C)u = (BuB, CuC).
Proof. Assume that the r-th row comes from the B part of the matrix B ×A C. Then the
r-th row of B ×A C multiplied with u gives∑
i∈[r],j∈[si],k∈[ti]
(bij, c
i
k)ru
i
jk =
∑
i∈[r],j∈[si],k∈[ti]
(bij)ru
i
jk =
∑
i∈[r],j∈[si]
(bij)ru
i
j+.
This is the r-th row of B multiplied with uB.
Lemma 5.10. The following equations hold:
p¯B = p̂B and p¯C = p̂C.
In particular, the entries of p¯ sum to one.
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Proof. By the definition of p¯, we have
(p¯B)ij =
∑
k∈[ti]
(p̂B)ij(p̂C)
i
k
(p̂A)i
=
(p̂B)ij(p̂C)
i
+
(p̂A)i
Hence we need to show that (p̂C)i+ = (p̂A)
i. By Birch’s theorem for IC, we have Cp̂C = C uC(uC)++
and hence pi2(C)p̂C = pi2(C) uC(uC)++ where pi2 is applied to C columnwise. The second equation
is equivalent to
∑
i∈[r] tia
i(p̂C)i+ =
∑
i∈[r] tia
i (uC)
i
+
(uC)++
. Since ai are linearly independent, this
implies (p̂C)i+ =
(uC)i+
(uC)++
=
ui++
u+++
= (p̂A)i for all i ∈ [r].
Proof of Theorem 5.5. We start by showing that every vector of the form (5.1) satisfies the
conditions of Birch’s theorem, i.e. p¯+++ = 1, (B ×A C)p¯ = (B ×A C) uu+++ and p¯ ∈ V (IB ×A IC),
and hence is a critical point of the likelihood function of IB ×A IC. The entries of p¯ sum to
one by Lemma 5.10. Secondly, we have
(B×AC)p¯ = (Bp¯B, Cp¯C) = (Bp̂B, Cp̂C) = (B uB
(uB)++
, C uC
(uC)++
) = (B uB
u+++
, C uC
u+++
) = (B×AC) u
u+++
.
The first and fifth equations hold by Lemma 5.9, the second equation holds by Lemma 5.10
and the third equation by Birch’s theorem for IB and IC. Thirdly, we have to show u¯ ∈
IB ×A IC. For fk ∈ Lift(F ), we have
fk(p¯) =
(p̂B)
i1
j11
(p̂C)
i1
k1
(p̂A)i1
(p̂B)
i2
j12
(p̂C)
i2
k2
(p̂A)i2
· · ·
(p̂B)
id
j1d
(p̂C)
id
kd
(p̂A)id
−
(p̂B)
i1
j21
(p̂C)
i1
k1
(p̂A)i1
(p̂B)
i2
j22
(p̂C)
i2
k2
(p̂A)i2
· · ·
(p̂B)
id
j2d
(p̂C)
id
kd
(p̂A)id
=
(
(p̂B)
i1
j11
(p̂B)
i2
j12
· · · (p̂B)idj1d − (p̂B)
i1
j21
(p̂B)
i2
j22
· · · (p̂B)idj2d
) (p̂C)i1k1
(p̂A)i1
(p̂C)
i2
k2
(p̂A)i2
· · · (p̂C)
id
kd
(p̂A)id
= f(p̂B) ·
(p̂C)
i1
k1
(p̂A)i1
(p̂C)
i2
k2
(p̂A)i2
· · · (p̂C)
id
kd
(p̂A)id
= 0.
An element of Quad gives
(zij1k1z
i
j2k2
− zij1k2zij2k1)(p¯) =
(p̂B)ij1(p̂C)
i
k1
(p̂A)i
(p̂B)ij2(p̂C)
i
k2
(p̂A)i
− (p̂B)
i
j1
(p̂C)ik2
(p̂A)i
(p̂B)ij2(p̂C)
i
k1
(p̂A)i
= 0.
Hence p¯ is a critical point of the likelihood function of IB ×A IC.
Conversely, let pˆ be any critical point of the likelihood function of IB ×A IC. Then the
entries of pˆB and pˆC sum to one. Also
(B uB
(uB)++
, C uC
(uC)++
) = (B uB
u+++
, C uC
u+++
) = (B ×A C) u
u+++
= (B ×A C)pˆ = (BpˆB, CpˆC).
For every f in a generating set for IB
f(pˆB) =
∑
k∈Tf
ckfk(pˆ) = 0,
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where ck are integer coefficients. By Birch’s theorem, pˆB is a critical point of the likelihood
function of IB and similarly pˆC is a critical point of the likelihood function of IC. It is left to
show that pˆ is the only element in IB×AIC with marginals pˆB and pˆC. Indeed, for fixed i ∈ [r],
the matrix of pˆijk for j ∈ [si], k ∈ [ti] has rank 1, because Quad contains all 2× 2-minors for
this matrix. Hence the marginals pˆij+ and pˆ
i
+k completely determine this matrix.
Let T be an n-leaf 3-valent tree. We denote the coordinates of a vector u ∈ R2n−1 by ul
where l corresponds to a labeling of the edges of T . We denote by uT ′ the marginalization
of u with respect to a subtree T ′ and by ue the marginalization of u with respect to an edge
e. Then (uT ′)lT ′ is the sum of the coordinates ul such that the labeling l restricted to T
′,
which we denote by l|T ′ , is lT ′ . Similarly (ue)le is the sum of these coordinates ul such that
the labeling l restricted to e, which we denote by l|e, is le. As before, we denote the sum of
entries of u by u+.
Corollary 5.11. For any 3-valent tree T , the ML degree of VT is one. If T is tripod and u
is a data vector, then the maximum likelihood estimate is
pˆ =
u
u+
.
It T has more than three leaves, let T1, T2, . . . , Tn−2 be the tripods contained in T and let
e1, e2, . . . , en−3 be the inner edges of T . For data vector u, the maximum likelihood estimate
is
pˆl =
∏
j=1,...,n−2(p̂Tj)l|Tj∏
j=1,...,n−3(p̂ej)l|ej
, (5.2)
where p̂ej is the normalized uej , and p̂Tj is the maximum likelihood estimate for the tree Tj
and the data vector uTj .
ML degree one implies that the pair (PT ,1) has rational linear precision for a 3-valent
tree T [13].
Example 5.12. Let T be the 3-valent four leaf tree, let T1 and T2 be the tripods contained
in T , and let e be the inner edge of T . We consider the data vector
u = (u00000, u11000, u00011, u11011, u10110, u10101, u01110, u01101) = (17, 5, 27, 5, 16, 5, 19, 6)
with total of 100 observations. Then
uT1 = (u000++, u110++, u101++, u011++) = (44, 10, 21, 25),
uT2 = (u++000, u++110, u++101, u++011) = (22, 35, 11, 32),
ue = (u++0++, u++1++) = (54, 46).
Since the VT1 = VT2 = P3, we have
p̂T1 = (
44
100
,
10
100
,
21
100
,
25
100
), p̂T2 = (
22
100
,
35
100
,
11
100
,
32
100
) and p̂e = (
54
100
,
46
100
).
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Then by (5.2)
pˆ00000 =
(p̂T1)000(p̂T2)000
(p̂e)0
=
44 · 22 · 100
1002 · 54 =
121
675
.
Similarly, we can find other coordinates of the maximum likelihood estimate. This gives
pˆ =
(
121
675
,
11
270
,
176
675
,
8
135
,
147
920
,
231
4600
,
35
184
,
11
184
)
.
We obtain the same result when using Birch’s theorem.
Recent work on rational maximum likelihood estimators establishes that a class of tree
models known as staged trees have ML degree 1 [8, Proposition 12]. In light of Corol-
lary 5.11, it is natural to ask if there is any relation between staged tree models and 3-valent
phylogenetic tree models. We find that this is the case in the proposition below. We believe
that in general, codimension zero toric fiber products generalize staged trees and this is left
as a future research direction.
Consider a rooted tree T with at least two edges emanating from every non-leaf vertex
of T . Consider a labeling of the edges of T by the elements of a set S. The floret associated
with a vertex v is the multiset of labels of edges emanating from v. The tree T is called a
staged tree if any two florets are equal or disjoint. The set of florets is denoted by F .
Definition 5.13 (Definition 10 in [8]). Let J denote the set of all paths from root to leaf in
T . For a path j ∈ J and a label s ∈ S, let µsj denote the number of times an edge labeled
by s appears on the path j. A staged tree model is the image of the parameter space
Θ =
{
(θs)s∈S ∈ (0, 1)S :
∑
s∈f
θs = 1 for all f ∈ F
}
under the map pj =
∏
θ
µsj
s .
Proposition 5.14. All 3-valent phylogenetic tree models as defined in Definition 5.1 are
staged tree models.
Proof. The staged tree begins with a tripod that can be chosen arbitrarily. The first stage
has 4 edges corresponding to the four labelings of this tripod. The tripod corresponding to
any subsequent stage must share an edge with a tripod corresponding to a previous stage.
The florets are binary and correspond to the two possible labelings of the common edge.
The parameters θs for a given stage are marginal probabilities for the tripod divided by the
marginal probabilities for the edge shared with a tripod corresponding to a previous stage.
In this way, the staged tree corresponding to a phylogenetic model on a 3-valent n-leaf tree
has one stage of edges for every tripod in the n-leaf tree.
Example 5.15. The staged trees corresponding to the phylogenetic models on the tripod
and the 3-valent 4-leaf tree are depicted in Figures 4 and 5. The vertices filled with the
same color have the same florets. Unfilled vertices have all different florets. In Figure 5, the
parameters θi are equal to
θ1 = p000++, θ2 = p110++, θ3 = p101++, θ4 = p011++,
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Figure 4: Staged tree for the tripod Figure 5: Staged tree for the 4-leaf tree
θ5 =
p++000
p++0++
, θ6 =
p++011
p++0++
, θ7 =
p++110
p++1++
, θ8 =
p++101
p++1++
.
Next, we study the ML degree drop for small phylogenetic models. One can see from
Table 5 that if T is a 3-valent tree with at least four leaves then the degree of the phylogenetic
variety is strictly larger than the sum of degrees of the components of the intersection of the
phylogenetic variety with the affine space defined by sufficient statistics. This implies that
this intersection is not generically transverse.
In the case of the 4-leaf tree, the intersection of VT and the linear subspace defined by
Lf (p) = L1(p) = . . . = L5(p) = 0 has one component of dimension 1 and degree 1. It is
the same component as in Table 5 that does not contribute to the ML degree. Since the
intersection is not generically transverse, the degree 1 of this component gives only a lower
bound to the difference deg VT −mldegVT = 3.
In the case of the 5-leaf tree, the intersection of VT and the linear subspace defined by
Lf (p) = L1(p) = . . . = L7(p) = 0 has three components each of dimension 3 and degrees
1, 3, 3. These components are the three components in Table 5 that do not contribute to the
ML degree pf VT . Since the intersection is not generically transverse, the sum 1+3+3 = 7 of
degree of the components give only a lower bound to the difference deg VT −mldegVT = 33.
In both cases, the intersection is transverse only at the zero-dimensional component of
degree 1 that gives the MLE.
tree dim deg dim int. deg int. # comp. (dim, deg) comp.
∑
deg comp.
tripod 3 1 0 1 1 (0,1) 1
4-leaf 5 4 1 1 2 (0,1),(1,1) 2
5-leaf 7 34 3 7 4 (0,1),(3,1),(3,3),(3,3) 8
Table 5: Properties of phylogenetic ideals on 3-valent trees
Huh [23] proved that if the MLE is a rational function of the data then it has to be an
alternating product of linear forms of specific form. In particular, the MLE is given by
pˆj = λj
m∏
i=1
(
n+1∑
k=1
hikuk)
hij
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where λ = (λ0, λ1, . . . , λn) and H is an m × (n + 1) integer matrix whose columns sum to
zero. Such a map is called Horn uniformization and the matrix H is called a Horn matrix.
Duarte, Marigliano and Sturmfels [8, Theorem 1] proved that there exists a determinantal
triple (A,∆,m) such that the statistical model is the image under the monomial map φ∆,m
of an orthant of the dual of the toric variety YA.
Example 5.16. Let T be the 3-valent 4-leaf tree. Then λ = (1, 1, . . . , 1) and
H =

p00000 p00011 p11000 p11011 p10110 p10101 p01110 p01101
000++ 1 1 0 0 0 0 0 0
110++ 0 0 1 1 0 0 0 0
101++ 0 0 0 0 1 1 0 0
011++ 0 0 0 0 0 0 1 1
+++++ −1 −1 −1 −1 −1 −1 −1 −1
++000 1 0 1 0 0 0 0 0
++011 0 1 0 1 0 0 0 0
++110 0 0 0 0 1 0 1 0
++101 0 0 0 0 0 1 0 1
++0++ −1 −1 −1 −1 0 0 0 0
++1++ 0 0 0 0 −1 −1 −1 −1

.
If T is a 3-valent n-leaf tree, then H has 6(n− 2)− 1 rows and 2n−1 columns. Each column
contains n − 2 ones and the same number of minus ones, all other entries are zeros. The
vector λ has all its entries equal to (−1)n−2.
The rows of the matrix
A =

1 1 1 1 1 0 0 0 0 0 0
0 0 0 0 0 1 1 0 0 1 0
0 0 0 0 0 0 0 1 1 0 1
2 2 1 1 1 0 0 1 1 1 1
1 1 2 2 1 1 1 0 0 1 1

give a basis of the left kernel of the Horn matrix H. The discriminant
∆A = −x5x10x11+x1x6x11+x1x7x11+x2x6x11+x2x7x11+x3x8x10+x3x9x10+x4x8x10+x4x9x10
vanishes on the dual of the toric variety
YA =
{(
t1t24t5 : t1t
2
4t5 : t1t4t
2
5 : t1t4t
2
5 : t1t4t5 : t2t5 : t2t5 : t3t4 : t3t4 : t2t4t5 : t3t4t5
) ∈ RP3 : t1, t2, t3, t4, t5 ∈ R∗}.
The toric variety YA is of dimension 4 and degree 4. Let m = −x5x10x11. Then
1
m
∆A = 1− x1x6
x5x10
− x1x7
x5x10
− x2x6
x5x10
− x2x7
x5x10
− x3x8
x5x11
− x3x9
x5x11
− x4x8
x5x11
− x4x9
x5x11
.
This gives the monomial map
φ(∆A,m) =
(
x1x6
x5x10
,
x1x7
x5x10
,
x2x6
x5x10
,
x2x7
x5x10
,
x3x8
x5x11
,
x3x9
x5x11
,
x4x8
x5x11
,
x4x9
x5x11
)
.
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The model M is the image of
Y ∗A,σ = {x ∈ Y ∗A : x1, x2, x3, x4, x6, x7, x8, x9 > 0, x5, x10, x11 < 0}
under the map φ(∆A,m). The maximum likelihood estimator is given by φ(∆A,m) ◦H : ∆7 →
M.
If the ‘3-valent’ hypothesis is dropped, the ML degree does not need to be one. We
conclude with an example of a toric fiber product where the ML degree is greater than one.
Example 5.17. Consider the tree T with five leaves that has two inner nodes of degrees
three and four. Then T is the union of a tripod T1 and a four-leaf claw tree T2 with two
edges identified. The ideal IT is a toric fiber product of IT1 and IT2 . The ML degree of IT1
is 1 by Corollary 5.11. The ideal of IT2 is generated by
x1001x0110 − x0000x1111, x0101x1010 − x0000x1111, x1100x0011 − x0000x1111.
It is an ideal of codimension 3 and degree 8. Its maximum likelihood degree is 5. Hence also
the ML degree of IT is 5 by Theorem 5.5.
Similarly, if T is the six-leaf tree with two inner nodes of degree four then the ML degree
of IT is 25.
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