We look for the scale effects predicted by some theories of trade and growth based on the dynamic returns to scale that arise from learning by doing, investment in human capital, or development of new products. We find little empirical evidence of a relation between the growth rate of GDP per capita and the measures of scale implied by the theory. Restricting attention to the manufacturing sector, however, we find a significant relation between the growth rate of output per worker and the relevant scale variables. We also find that growth rates are significantly related to measures of intra-industry trade. Journal of Economic Literature Classification Numbers: 110, 226, 410. rl
1. INTRODUCTION The relation between increasing returns and economic growth has been a recurring theme in both economic development and the theory of international trade. Smith [42] suggested more than two centuries ago that static increasing returns might account for some of the differences in national BACKUS [54] . Most of these theories posit scale effects at the national level. Other things equal, they suggest that large countries, with large suitably defined, grow faster than small ones.
This scale effect on growth is the theme of our paper. Our objective is to relate differences in growth rates across countries to differences in the scale of production and factor inputs. We derive theoretical relations between scale and growth from three stylized theories of growth, chosen to illustrate important features of recent work. In all three growth is driven by dynamic scale economies, but the source of the economies differs. In one they derive from learning by doing; in another, from investment in human capital or in research and development; and in the third, from development of specialized inputs to production. Each of these sources of dynamic increasing returns has distinct implications for the measurement of scale and the relation of scale to growth and trade.
One motivation for looking at scale effects is that, in a variety of theoretical models, they provide an important mechanism linking growth to trade. In these models, opening to trade generally increases the size of markets for producers, thus leading to greater specialization and a higher average scale of production. In some other theories, there is another mechanism at work: trade in specialized inputs raises both the level and the rate of growth of real output. In both types of theories, countries that are more open to trade grow faster. They suggest, however, different measures of the influence of trade.
We look for evidence of the scale effects on growth predicted by these theories in cross-country data obtained from a number of sources. The statistical methodology that we employ is simple: we look at a large number of possible relationships among data series. Our data work is intended to be exploratory in that we are looking for simple statistical regularities rather than performing sophisticated hypothesis testing. Thus we view finding, for example, that there is a positive relationship between measures of manufacturing scale within a country and growth in manufacturing output per worker more as indicating directions for future research than as a confirmation of a particular theory.
In all of our theories the extent of external effects, or spillovers, determines the unit of analysis over which increasing returns operate: Do they extend over industries, over regions, over countries, or over even broader aggregates? We presume that spillovers operate at the national level, either within a single national industry or across industries within a country. The reason, first and foremost, is that we take the central question of development economics to be why countries differ in levels and rates of growth of national income. Certainly the state of development economics would be much different if we could provide a satisfactory answer to this question. A second reason for looking at scale economies at the national level is that there is clear evidence of national differences in the data. There is a large dispersion of per capita growth rates across countries, even over periods as long as several decades, and these differences generally apply across industries within a country. In countries with rapid productivity growth in the aggregate, most industries also exhibit faster productivity growth; see, for example, Christensen, Cummings, and Jorgenson [8] ; Conrad and Jorgenson [lo] ; and Nishimizu and Robinson [32] for studies of both developed and developing countries. In this sense, national boundaries appear to be associated with differences in growth experience.
We develop the theory in the next section. We focus exclusively on the technology, the source of dynamic scale economies and growth, and thus avoid some of the complications that arise in characterizing equilibrium trade and growth in many endogenous growth models. Some models, such as that of Rivera-Batiz and Romer [34] , predict that more openness in international trade would lead to convergence of growth rates. Others, such as Young [54] , predict that trade leads to divergence. A strength of our analysis, we think, is that our theoretical relation between scale and growth is a feature of the technology alone, a relation between inputs and outputs that does not depend on subtleties of market structure or economic policy that arise in defining an equilibrium in economies with nonconvex technologies. These subtleties play a role in the equilibrium, but their effect on growth is summarized by the scale of production. A tariff, for example, may well affect the scale or specialization of production and, therefore, may influence the rate of growth, but it has no other effect in our theory. Its influence is measured completely by the scale variable. In short, tariffs give rise not to shifts of the dynamic production function, but to movements along it.
Learning by doing theories imply that countries with larger industries grow faster. If there are significant spillovers across industries within a country, the relevant measure of scale is the total output of all industries in which learning by doing operates. We use both total GDP and total output of manufacturing sectors. If, instead, spiliovers across industries are small, the theory dictates that we weight these measures by an index of BACKUS, KBHOE, AND KEHOE specialization; everything else equal, a country that is able to specialize grows faster. We find little evidence for scale effects in determining the growth of GDP per capita. Our results are even more unfavorable to the scale effects hypothesis when we weight by specialization indices. When we focus on the manufacturing sector, however, using differences across countries in measures of scale in manufacturing to explain differences in growth rates of output per worker, we find significant evidence of scale effects. Human capital theories lead us to look at both the scale of inputs into the human capital accumulation process and per capita measures, which we refer to as intensity variables. We construct scale and intensity variables from data on students and teachers. Although we find some evidence that intensity is related to growth of GDP per capita, there is little evidence here of a scale effect. The theory that relates research and development to growth rates is analogous to the human capital theory. As measures of inputs into research and development we use total scientists, engineers, and technicians in a country and total expenditures on R&D. Here we find little evidence of either scale or intensity effects, perhaps because of the relatively poor quality of the data. Once again, however, there is significant evidence of a relation between growth of manufacturing productivity and the scale of both inputs into the human capital accumulation process and inputs into research and development.
In theories with specialized inputs to production, in which growth may be generated by any of the above sources of dynamic increasing returns, importing new products that are used as inputs into production can lead to faster growth. We explore the relation of growth rates to two indicators of trade in specialized inputs designed to capture this phenomenon. We find that productivity growth in manufacturing is related to both of these measures and to scale.
Given the limited quantity and quality of cross-country data of the sort that we use, it makes little sense to experiment with many regressions of relations not directly implied by our theories. Nonetheless, the surprisingly positive results that we obtain for the effects of both manufacturing scale and our measures of intra-industry trade lead us to investigate the robustness of our findings. We do this in two ways: We run our regressions on subsamples based on initial per capita GDP. This procedure allows for the possibility that our theory is not capable of explaining productivity growth differences either among very poor countries or among very rich countries. We also introduce a number of ancillary variables into the regressions. As we explain, these variables, used by such other researchers as Barro [4] and Romer [37, 381, have a limited role to play within our theoretical framework. We find that the significant effects of manufacturing scale and of our measures of intra-industry trade persist throughout both of these procedures.
SCALE EFFECTS IN THEORIES OF TRADE AND GROWTH
We derive theoretical relations between scale and growth in three stylized theories of growth, based respectively on learning by doing, investment in human capital or in research and development, and development of specialized inputs. For each one we describe the technology and sketch the implications for an increase in scale on the growth rate of per capita output. Depending on the model, the set of goods can be regarded as either fixed and finite or variable and potentially infinite. We start with a fixed and finite set of goods produced with Cobb-Douglas production functions, which both simplify the presentation and point out directions for the subsequent empirical work. We then investigate the implications of learning by doing in a model with an infinite number of differentiated inputs. study of airframe manufacturing found that productivity increased with cumulative output at the firm level. Later studies have confirmed this relation both at the firm level and, in some cases, at the industry level; see, for example, the studies cited in Argote and Epple [2] . The latter presupposes, apparently, an external effect or "spillover" across production units. In our theory such spillovers serve two purposes. First, they allow us to distinguish between industries. Depending on the form of the spillover, the scale of production might be the size of an industry, the size of the manufacturing sector as a whole, or a function of the sizes of a number of industries. Second, spillovers motivate the absence of diminishing returns to experience in our theory. Microeconomic studies clearly document such diminishing returns and imply that learning by doing in a single activity cannot generate sustained growth. There is, however, additional evidence that experience in one product may increase productivity in related products. Stokey [43] formalizes this idea and shows that this increased productivity can lead to sustained growth at a more aggregated level.
We consider a model with a finite number of industries. where /Ii and p are positive constants. Thus, the rate of increase in learning is proportional to total output. This is slightly different from the standard experience curve, in which productivity is an increasing function of cumulative output, but has the same flavor: current production raises future productivity. Defining yj, = Y,,/N, to be real output per capita and similarly defining n,, and ki,, we obtain Once again the scale effect is obvious. Note that in this case there are no scale effects. By formulating spillovers as affecting the production function (2.13) rather than the accumulation function (2.9). Lucas generates growth without scale effects. Yet another alternative would be to assume that the external effect in production depends on the total stock of human capital held by the labor force: the more educated workers there are, the more new ideas to improve productive efficiency there will be, above and beyond the internal effect, the more effective labor will be embodied in the labor force. In this case (2.14) would be A, = Nd,, and the per capita growth rate would be Note that there is no direct scale effect, although there is a population growth effect. In many respects investment in research and development is similar to investment in human capital. Indeed, if we think of nZr as being the proportion of labor devoted to R&D, then we can interpret our results for an economy with investment in human capital as an economy with investment in R&D. There are even stronger arguments for scale effects here than with human capital accumulation; see, for example, Rivera-Batiz and Romer [34] . This interpretation of R&D is best thought of as investment in improving the production technologies of an existing set of goods. Applications of research and development include Chipman [7] , as well as many of the references in the next paragraph. If the production functions for these inputs are identical, then the most efficient allocation of resources results in equal production of all goods that are actually produced. Let us assume that all goods in the interval 0 < id A, are produced in equal amounts. Under suitable assumptions, this is the equilibrium outcome (see, for example, Romer [35, 391) . Let Z,(i) = Z,, 0 < i< A,. Using (2.14), we obtain Z,=KIA,, which implies y,=yN;-"K;A;"-P"P. 
. Again there is a scale effect at the country level: countries with larger outputs grow faster.
The most interesting aspect of this theory, however, is the perspective it gives us on trade and growth. In models of growth based on learning by doing and on human capital accumulation, the natural interpretation is that technology is embodied in people and is not tradeable. Trade may influence the pattern of production, including both the scale of production and the pattern of specialization, and in this way affect growth. We may see, for example, that, with trade, a country has a larger scale of production or output that is more highly concentrated in a subset of industries. Either one, in our formulation, increases growth in a way that is captured by the right-hand side of the growth equations, (2.5) and (2.9). In the model of growth through development of specialized inputs, technology is embodied in product varieties and there is a more subtle interaction between trade and growth. Recall that increases in the number of varieties of intermediate and capital goods raise output. If these varieties are freely traded, a country can either produce them itself or purchase them from other countries. By importing these inputs a small country can grow as fast as a large one. We use this model to motivate an investigation of the relation between growth and the propensity to import specialized inputs. When there is less than perfectly free trade in specialized inputs, we might expect to find that both scale and trade in differentiated products are positively related to growth.
THE SCALE AND SPECIALIZATION OF PRODUCTION
Our search for scale effects begins with the size of national industries. In our model of growth through learning by doing, as in those of Stokey [43] and Young [54] , learning by doing leads to pure scale effects: countries with larger industries grow faster. We look for this below in the data. As in Barro [4], Romer [37, 381, and others, our measure of the GDP per capita series is from the Summers-Heston [45] dataset, described in greater detail by Kravis, Heston, and Summers [25], which adjusts national incomes for differences in purchasing power. (See also Summers and Heston [46] .) These growth rates are measured as percentages; GDP per capita in the United States, for example, grew at an average rate of 1.88% between 1970 and 1985.
The simplest example of a scale effect is for countries with larger aggregate output to grow faster. Our learning by doing model provides two equivalent interpretations. The first, based on (2.4), treats the country as a single industry. The second, based on (2.7), is for a multi-industry economy with complete spillovers across industries within the country and pi, = /3, all i,j. In this case countries with the largest GDPs are predicted to grow the fastest, holding constant growth rates of labor and capital inputs.
The bivariate relation between growth and aggregate GDP is reported in the first row of Table I . Figure 1 plots the data. This row reports statistics from a regression for a cross section of countries of the annual growth rate of per capita GDP on the logarithm of a scale variable. There is little evidence of a scale effect, in the sense that the coefficient, although positive, is little larger than its standard error, with a heteroskedasticity-consistent t statistic of 1.64. The magnitude of the coefficient implies that a hundredfold increase in total GDP is associated with an increase in per capita growth of 0.85 ( = 0.167 x log lOO)% per year. This difference in scale corresponds, for example, to a comparison of the United States and New Zealand, or Nigeria and Lesotho. Similarly, when the scale refers to manufacturing, we find little evidence that scale is related to growth of GDP per capita. Equation (2.4) suggests a more complex relation between national GDP and growth if spillovers operate at the industry level, with complete spillovers between establishments within a national industry but little across industries. The aggregate growth rate is the weighted average of growth rates of individual industries, with weights given by shares in aggregate output, 1 +g(.?J,)= i: (Y,,/Y,)Cl +g(Yi,)l. We refer to the summation in (3.3), a number between zero and one, as a specialization index. Its product with aggregate output operates as a scale effect on growth. In general, that is, with ai # 1, the appropriate specialization index is based on other powers of the output shares Yi,/Yt, but we think that this simple measure captures the dispersion of production across industries that the theory suggests is important.
We have experimented with a number of different specialization indices in regressions corresponding to equation (3.3). The results reported in Table I are based on specialization indices from three-digit export data from the United Nations' Yearbook of International Trade Statistics [48] . The motivation for using export data is purely practical: the trade data permit a more detailed breakdown of commodities. To make this operational, assume that the ratio of exports to production is approximately constant across goods, but may differ across countries: Xi, = E'Y{~, where Xjl is exports of product i by country j and Y{l is production. In this case the relevant relation between growth and scale becomes where Xi is total exports by country j. We compute this over all one-and three-digit product categories, and over the subset of manufacturing categories. We refer to the sum in (3.4) as the export specialization index and the product with Y, as the export-weighted scale variable. This index has been used previously by Michaely ([30], Chapter 4) in another context. The relevant trade data are collected by the United Nations.
Despite their motivation, scale variables weighted by specialization indices based on export data do not account for cross-country differences in growth rates of per capita GDP. The relevant regressions are reported in the third and fourth rows of Table I . We have also constructed specialization indices based on 10 sector total output data from the United Nations' National Income and Product Accounts and indices based on one-digit export data. The results that we obtain are not reported in Table I since BACKUS,  KEHOE,  AND KEHOE they are virtually identical to those reported for the three-digit export specialization weighted variables. Another possible motivation for using export data to construct specialization indices is that specialization is most important in the export sector. We observe, for example, that a number of fast growing countries have had rapidly increasing export shares (Michaely [29] ) and that productivity growth is faster in tradeables than in nontraded goods (Marston [28] ). To make this concrete, consider the story that learning by doing and the relevant spillovers are significant only for high-quality goods, the goods that a country is able to export. A possible relation might look something like g(y{) = /3r: i: (x;,/y:)2. In regressions not reported here we find that weighting scale by a specialization index like that in (3.5) yields significant results. Clearly, more work is needed before any conclusions can be drawn about the importance of specialization indices.
The first four rows of Table I indicate that the evidence for scale effects at the level of aggregate GDP is weak. In the final two rows we repeat the investigation for the manufacturing sector. The dependent variable is the growth rate of manufacturing output per employee from 1970 to 1985, taken from the World Bank's World Tables [52] . Figure 2 plots this growth rate against 1970 manufacturing output. In the regressions the scale variables are manufacturing output with and without the specialization index. Here the data are much kinder to the scale hypothesis. The estimated scale coefficients are larger both absolutely and relative to their standard errors. The estimated scale coefficient with manufacturing output as the scale variable, row 5, has a t statistic of 5.37. The coefficient estimate, 0.897, indicates that a loo-fold increase in the scale of manufacturing is associated with a 4.1= (0.897 x log lOO)% increase in the growth rate in manufacturing output per worker. This difference in scale corresponds, for example, to a comparison of Japan and Singapore. Once again, the specialization indices add little to the relation. In fact, in regressions similar to those in Table I , but not reported here, we have found that regressing manufacturing productivity on manufacturing scale and a specialization index separately, produces a negative partial correlation between productivity growth and specialization. When we use a specialization index like that in (3.5), however, we find a significantly positive partial correlation.
In retrospect, our positive results for scale effects in the manufacturing sector but not in the economy as a whole may not be that surprising. Microeconomic studies of learning by doing clearly suggest an emphasis on manufacturing.
Argote and Epple's [2] comprehensive review of the \ z .
% .
: I evidence establishes that, while the benefits of experience appear in a wide range of industries, they show up most strongly in manufacturing. Ghemawat ([ 163, p. 144) concurs, noting "that manufacturing activities encounter steeper experience curves than raw materials purchasing, marketing, sales, or distribution."
THE SCALE OF HUMAN CAPITAL AND RESEARCH ACTIVITY
In the human capital model, scale effects operate differently than with learning by doing. Because there must be an incentive for individuals to spend time accumulating human capital, both intensity (n,,) and scale (N2r) affect growth when there are spillovers in the process of acquiring human capital (2.12). We consider again an approximation in which the capital-labor ratio and the distribution of labor across production and capital accumulation are constant, and rewrite (2.12) as
In contrast, when the spillovers enter the production process directly, as in Lucas [27] and in our equations (2.15) and (2.17) there are no scale effects. For this reason we look at both scale and intensity effects in the data analysis below. Our human capital measures are, like the rest of our variables, determined in large part by availability. They are intended as measures of inputs into human capital accumulation, namely the numbers of teachers and students at various levels of education published by the United Nations Educational, Scientific, and Cultural Organization in their Statistical Yearbook [49] . In Table II we relate annual per capita growth rates of GDP from 1970 to 1985 to student and teacher inputs in or near 1970. Each is a weighted sum of three levels of education: primary, secondary, and university. We construct the weights by assuming that a secondary education has a marginal value of twice that of a primary education and that a university education has a marginal value three times a primary education. In this way a secondary student is worth three primary students, since secondary students have already completed primary school, and a university student is worth six primary students. This yields our measures for students of (primary-secondary-university) + 3 (secondary-university) + 6 university, for levels l-3. Teachers are weighted by their marginal values: one, two, and three.
In Table II we report estimates of a semilog linear version of (2.12), with growth rates regressed on the logarithms of scale and intensity variables. We find, as the theory suggests, that both the intensity and scale variables have positive coefficients, with the intensity coefficient larger than the scale coeffkient. The former is estimated quite precisely, but the latter is not. In regressions not reported here we find very similar results if we use only primary students and teachers or aggregates of only primary and secondary students and teachers. The estimated coefficients in row 3 imply that a lOOfold increase in the number of effective students, holding intensity fixed, is associated with a 0.62 ( =0.134x log lOO)% increase in per capita growth. They also imply that a doubling of intensity, with population fixed, is associated with 0.79 [ = (0.134 + 1.007) x log 21% faster growth. Our finding of intensity effects for education conforms with Barro 143, who finds that primary and secondary enrollment rates help to account for growth. The human capital model can be reinterpreted as a model of research and development, with labor allocated between production of goods and the development of new, or improvement of existing, goods. The question is how to measure inputs into the relevant dimension of research and development activity. R&D involves the improvement of existing products or the development of new ones, either of which may be the result of new applications of scientific advances. For some of these activities it is difficult to see how to measure the relevant inputs. We focus instead on narrower BACKUS, KEHOE, AND KEHOE measures of research and development, like the numbers of scientists, engineers, and technicians and the value of expenditures on research and development. Once more the data are taken from UNESCO Statistical Yearbook [49] as described in the Appendix. We measure, specifically, total numbers of scientists, engineers, and technicians and total expenditures on R&D. Despite the efforts of UNESCO, we suspect there is less comparability across countries in measures of research inputs than there is for education or, a fortiori, national income and trade data. We note, for example, that the United States, which has 10 times the population of Canada but is in many other respects very similar, has only three times as many scientists, engineers, and technicians, and that the Philippines has half as many scientists and engineers as the U.S. with less than one-fifth the population. These examples suggest that there may be important differences in the definitions of these categories across countries. Nevertheless, the data are available for a broad range of countries, and it is possible that they contain useful information for our study.
Our findings are reported in Table II . We see, for the most part, no strong relation between growth of per capita GDP and either the scale or intensity of R&D activity. In regressions not reported here, we find similarly weak results when we measure the scale of research activity either as the total number of scientists and engineers or as the total number of scientists and engineers engaged in R&D. On the whole, the evidence is too weak to draw strong conclusions about either scale or intensity effects.
In our investigation of the relation between growth and the scale of production implied by the learning by doing theory, we have seen that the theory seems to do better in explaining differences in growth in manufacturing productivity than it does in explaining differences in growth of GDP per capita. It is tempting to speculate that all of our theories, including those relating human capital accumulation and R&D to growth, are more relevant for manufacturing than for all industries.
When we redo the first four regressions in Table II , which relate growth in GDP per capita to human capital accumulation and to science and research activity, using growth in manufacturing productivity as the dependent variable, we find that the results are indeed kinder to the relevant scale hypothesis. The final four rows of Table II report some of the results. Note that in every case the coefficient of the relevant scale variable is significantly positive.
It seems that our theories do better in general when confronting the data for manufacturing than they do for aggregate output. At least in the case of R&D expenditures this should come as no surprise: Most R&D expenditures that are sector specific go to manufacturing. Incomplete data in the 1982 UNESCO Statistical Yearbook ( We have investigated the possibilities of both scale effects and intensity effects in models where human capital accumulation or science and research activities drive growth. Our theory suggests yet another possible effect of scale on growth: when spillovers affect production on an absolute scale but not accumulation, there is a population growth effect but not a scale effect; see Eq. (2.17). In regressions not reported here, we have repeated the experiments reported in Table II , substituting either the growth rate of population or the growth rate of employment in manufacturing, as approximate, for the scale variable. The results are very unfavorable for this variant of our theory. The coefficients of population growth are all negative, often significantly.
INTRA-INDUSTRY TRADE
In the previous sections we have investigated a variety of scale variables and their relation to economic growth. International factors have not played an obvious role, operating only through their effect on the relevant scale variables. If, however, the engine of growth is the introduction of new products, then trade plays a more central role: a country can grow faster if it is able to import specialized inputs produced abroad. The problem is measurement: the kinds of differentiation used in the theory have no obvious counterparts in trade data collected for a fixed set of product categories. We construct two indicators of the propensity of a country to import differentiated products, the Grubel-Lloyd
[21] index of intraindustry trade and an intra-industry import index of our own construction.
The Grubel-Lloyd index is where Xi and Mi are exports and imports, respectively, of category i and X and A4 are total exports and imports. We compute this index for all product categories and for manufacturing only, categories 500 to 899 of the three-digit SITC trade data reported in the United Nations (7113) and exports of domestically produced jet engines (7 114). Simultaneous imports and exports of these goods provides the economy with both, and may lead to more efficient production. Our interest is in the relation between growth and trade in specialized inputs in our theory. At one extreme, an economy completely closed to trade would have, obviously, no trade in specialized inputs. Its growth rate would be determined as in Eq. (2.24), by the scale of its manufacturing sector. At the other extreme of free trade, an economy would utilize the complete range of specialized inputs, the interval [0, A,], where A, is the number of inputs available worldwide. Its growth rate would then be equal to that of every other country that has access to the same range of products. Thus, by importing specialized inputs, a small country can grow as fast as a larger one. In intermediate situations of less than free trade of imperfectly tradable intermediate and capital goods, we might expect growth to be related to both trade in specialized inputs and the scale of output or of the manufacturing sector.
In the first three rows of Table III we report estimates of regressions of growth rates in GDP and manufacturing productivity on the GrubelLloyd index and a measure of scale. In all three rows the relation is positive. The strongest results are obtained using the growth rate of manufacturing output per worker as the dependent variable. In the third row the index has a t statistic of 3.04. Note that the scale of manufacturing also has a significantly positive effect.
We also experiment with a second index intended to measure directly the extent of imports of differentiated products. We start by computing a measure of the extent of intra-industry trade worldwide for each product category, where Yi is GDP or manufacturing output in country j, depending on the index. The all-products index is a measure of imports of differentiated products as a fraction of gross output. The manufacturing index is a measure of imports of differentiated manufactured products as a fraction of total manufacturing output.
In Table III we see that the import index has a positive partial correlation with growth. It is worth noting, however, that the positive relationship between the import index and growth in manufacturing productivity actually becomes negative if we do not control for scale: the simple correlation between these two variables is -0.189. This is in accord with our theory where small countries can partially escape the trap of small scale by importing specialized inputs; larger countries may have less of a need for such imports. Note, in particular, that when we control for the import index the estimated effect of scale increases: the results in the final row imply that a lOO-fold increase in the scale of manufacturing, everything else being equal, is associated with a 6.6% increase in the growth rate in manufacturing output per worker.
BACKUS,
KEHOE, AND KEHOE
DISCUSSION
The most striking results of our investigation are undoubtedly those related to manufacturing scale and the intra-industry trade indices. It is tempting to speculate on alternative explanations for the relationships that we have found in the data. For example, it could be economic policy, rather than scale economies, that drives growth. In such a theory, favorable economic policy would over time, and certainly by 1970, have resulted in a large manufacturing sector and would continue to result in rapid growth in manufacturing
productivity. An important aspect in which countries differ, for example, is trade policy. The World Bank [Sl] has argued that "export promotion" policies lead to higher growth. If we found that countries following such policies also had large manufacturing sectors, then our estimated relation might reflect policy rather than the scale effects of our theory. The difficulty is that it is not easy to construct objective, univariate measures of such policies. The World Bank's measure, a division of countries into four policy categories, is highly subjective: it is not a simple function of quantifiable variables. As Edwards [14] notes, such measures run the' risk of simply verifying ex post the policy preference of the authors. Perhaps further work will detect a connection between trade policy and our measures of intra-industry trade. It is worth noting, however, that theories related to policy differences across countries would predict an even closer correlation between manufacturing output per worker and productivity growth than it would between the scale of manufacturing and productivity growth. The correlation of the log of 1970 output per worker and productivity growth is only 0.108, however, while that between the log of 1970 total output and productivity growth is 0.571. (Table VI contains the simple correlations of many of the key variables.)
It is also tempting to ask how robust are the statistical regularities that we have found. We explore this robustness question in two ways, by looking at subsets of countries and by introducing additional variables to the growth relation. The former procedure is motivated by the hypothesis that growth requires a minimal level of development. Rosenstein-Rodan [40] and Murphy, Schleifer, and Vishny [31], for example, suggest that the behavior of the smallest countries may be different from the rest. We might expect to see that our relations apply only to countries above a minimum level per capita GDP, with no scale effects for extremely poor countries. Relations estimated for sample that exclude the poorest countries might then exhibit stronger evidence of a relation between scale and growth. Estimated scale coefficients are reported in Table IV for samples that omit the countries with per capita GDP less than 10 and 20%, respectively, of U.S. GDP per capita in 1970. We find little evidence that scale effects on growth are stronger for richer countries. We also consider a com- plementary hypothesis, that scale effects diminish as countries become more developed. Again, we find little difference in estimated scale effects on growth. Note that in every case, the estimated scale effect is significant. In Table V we report estimates of the partial effects of scale in regressions of growth on scale and a variety of other variables chosen from the empirical literature on growth. The issue is whether scale is correlated with other determinants of growth that we have not measured. Some are variables that might serve as indicators of institutional differences that lie outside our theory. Recall, however, that in our theory only international differences that enter the accumulation equation, Eqs. (2.2) (2.9) and (2.19) in our various theories, or changes in the production function, (2.1), (2.8), and (2.18), are related to growth. With respect to the former, we can, for example, imagine that some institutional differences can be captured, loosely, as differences in the parameter /Ii in Air+, = A,( 1 + fii Yi,)'. In other words, countries with, say, more civil liberties or stable governments are more able to translate production experience into BACKUS, KBHOE, AND KEHOE technological improvement. This is in the spirit of the Argote and Epple [2] survey of learning by doing, which documents evidence at the firm level that turnover of skilled workers and variability in the rate of production reduce the benefits of experience. With respect to the production function, (2.1)
we might expect stationary differences in endowments, for example, that enter the production function to affect the level but not the growth rate of output. If endowments enter the theory by allowing greater output for given capital and labor inputs-that is, by increasing the parameter yi in (2.1)-then they are pure level effects: countries with valuable resource endowments have higher standards of living but do not grow faster. Changes in endowments, however, could affect the growth rate of output.
We consider a wide range of additional variables, many of them taken from Barro's [4] dataset. Some of them can be viewed, as we have argued, as changes in pi or yi, but others are difficult to interpret in out theoretical framework. Consider, first, three indicators of the political environment: Gastil's index of civil liberties, the average number of revolutions per year, and the fraction of GDP consumed by government. These and related variables have been related to growth by Barro [4] and Kormendi and Meguire [24] . We might think that each variable is correlated with a country's ability to translate experience into technological progress, with civil liberties raising growth and revolutions reducing it. We can think of two conflicting stories for the effect of government spending on consumption. On the one hand, spending on social infrastructure like law enforcement may create a more stable environment and encourage growth. On the other, it may increase the tendency for government to interfere with private decisions and in this way discourage growth.
The next four variables are general indicators of the level of development: fertility, adult literacy, primary school enrollment, and GDP per capita. They are taken from Barro's [4] database and the World Bank's World Tables [52] . One interpretation of these variables is that more developed countries may be better able to take advantage of experience, perhaps because they are correlated with infrastructure or unmeasured aspects of the sophistication of the social system.
The last two variables are notable primarily for their widespread use in other studies of growth. The first is the population growth rate, which appears as an independent variable in Barro [4] and Romer [37] and, in the form of labor force growth rate, DeLong and Summers [ 111. As we have seen, such a variable also appears in a version of our investment in human capital model (2.17). The second variable is the average investment share of GDP over the 197&1985 period. A strong relation between growth and the investment share has been documented by, among many others, Edwards [14] and Romer [38] . The question is how to interpret this variable in the context of our theory. One interpretation is that investment is required to convert experience into productivity gains, so that we can view investment as a changing pi in (2.2). An alternative is that investment is simply the consequence of higher growth. Consider a growth path in which the capital-output ratio is constant so that output and capital grow at the same rate g. Then the ratio of net investment to GDP is I/Y = (Z/K)(K/Y) = g(K/Y). To the extent that countries have similar capital-output ratios, we would expect to see in a cross-section relation that countries with higher growth rates also have higher ratios of investment to output. This holds in any model of growth in which cross section variations in g are larger than those in K/Y. Thus in our model we might see that countries with large manufacturing sectors grow faster and invest proportionately more. In a multiple regression of growth on scale and the investment share, we might find no partial effect of scale, even when scale economies are the engine of growth. This sort of criticism, that of simultaneity bias, potentially applies to estimates of the effects of others of our independent variables. This is especially true of variables like 196&1985 revolutions per year, whose values are at least partially determined over the period [1970] [1971] [1972] [1973] [1974] [1975] [1976] [1977] [1978] [1979] [1980] [1981] [1982] [1983] [1984] [1985] . It is hard to argue that these variables are predetermined in our regressions.
The results of regressing the growth rate of manufacturing output per worker on the logarithm of the manufacturing output, on the logarithm of an intra-industry trade index, either the GrubellLloyd index or our intraindustry import index, and on these other variables are presented in the first two columns of Table V. The only variable with a coefficient with a t statistic larger than two in each of the two regressions is the scale variable. In the first regression the Grubel-Lloyd index and the investment share of GDP are also significant. The only other variables with coefficients with t statistics larger than one in absolute value are those of the intra-industry import index, 196&1985 revolutions per year, 1970 GDP per capita, and the population growth rate. When similar regressions are run on subsets of these independent variables, the coefficient of the scale is always significant, while those of the other variables sometimes are significant, and sometimes are not.
Table V also reports the results of two regressions that use growth of GDP as the dependent variable. One uses the logarithms of manufacturing output and of the intra-industry import index for manufacturing as independent variables, The other replaces these variables with the logarithms of GDP and of the intra-industry import index for all products. Both also use all of the variables employed in the previous two regressions. Many more variables now have significant coefficients. These results, however, are very sensitive to the choice of the other independent variables in the regression. In some regressions of the growth of GDP per capita on subsets of the variables used in Table V , for example, the scale coefficient is significantly positive.
A hypothesis consistent with these results is that the models that we have described do a good job of explaining the growth of manufacturing productivity. The growth of GDP per capita also depends on productivity growth in other sectors and on labor force participation rates. It may be that no simple regression can adequately capture the complex interaction involved in the simultaneous determination of all of these variables. This suggests that we should think about developing multi-sectoral growth models to account for cross-country differences in growth of GDP per capita.
APPENDIX A. Data Sources and Definitions
We describe all of the series used in the paper, roughly in the order of appearance. The source is primarily the World Bank's World Tables, 1989-90 Edition [52] , the computer diskettes. We construct an index of real output per worker as the ratio of manufacturing value-added at factor cost (Variable 27 on the diskette) to the employment in manufacturing index (Variable 49). The growth rate is the annualized percentage log difference, as above. If both 1970 and 1985 are available, they are used to construct the growth rate. Otherwise, we use dates nearest to 1970 and 1985, subject to the requirement that there be at least 10 years between them. We refer to the starting date for the growth rate as the base year. The scale of manufacturing data required, in addition, a conversion to a common set of units. To do this we divided manufacturing value-added at factor cost (Variable 27) by GDP at factor cost (Variable 24) in the base year, and multiplied by the Summers-Heston total GDP in international prices. 1977 . The difficulty is that the output per worker series computed from the World Tables is an index, and the units are not comparable across countries. We have used the Summers-Heston data to convert output to comparable units above. Here we do the same thing with the number of workers using IL0 data. Manufacturing output per worker is constructed as a ratio. The numerator is the manufacturing output series described above. The denominator is the number of employees in manufacturing from Table 3 .4: total pupils enrolled and total teaching staff. Students and teachers at the second level are from Table 3 .7: total second-level pupils and teachers. Students and teachers at the third level are from Table 3 .11: total students enrolled and total teaching staff at universities and equivalent institutions. The data are for 1970, with occsional interpolation from surrounding years. The aggregation of these three levels is described in the text. 
B. Choice of Sample Size
In each of our regressions we have used the largest possible sample rather than restricting ourselves to a small sample (32 countries) that have observations of every variable. This has the advantage of confronting each alternative theory with the maximum amount of information available. It has the disadvantage of making it difficult to compare the results of different regressions. Fortunately, however, the choice of sample size does not have a major impact on our results. When we redo all of the regressions on the common sample, we find the estimated coefficients usually change very little. In particular, the significant estimates of the effects of manufacturing scale and the intra-industry trade indices persist in the common sample. Tables VI and VII report the simple correlations between the major series. Table VI uses the maximum sample available for each pair of variables. Table VII uses a sample of 42 countries for which all of the series are available. Note the similarities between the two tables.
