Abstract. Consider the class of polynomials P (z) = n j=0 ajz j with 0 ≤ a0 ≤ a1 ≤ · · · ≤ an. The classical Eneström-Kakeya Theorem states that any polynomial in this class has all its zeros in the unit disk |z| ≤ 1 in the complex plane. We introduce new classes of polynomials by imposing a monotonicity-type condition on the coefficients with all indices congruent modulo m for some given m ≤ n. We give the inner and outer radii of an annulus containing all zeros of such polynomials. We also give an upper bound on the number of zeros in a disk for polynomials in these classes.
Introduction
A classic result concerning the location of the zeros of a polynomial of a complex variable is the so-called Eneström-Kakeya Theorem. Theorem 1.1 (Eneström-Kakeya) . If P (z) = n j=0 a j z j is a polynomial of degree n with coefficients satisfying 0 ≤ a 0 ≤ a 1 ≤ · · · ≤ a n , then all the zeros of P lie in |z| ≤ 1.
In 1893, Gustav Eneström published Theorem 1.1 in Swedish in a paper on the theory of pension funds [4] . Soichi Kakeya [12] independently published a slightly more general result in 1912. Eneström published a French translation of his 1893 proof in 1920 (see [5] ). Theorem 1.1 has thus become known as the Eneström-Kakeya Theorem. For more details on the history of this result (and a survey of its generalizations) see [8] .
An early and elegant generalization of the Eneström-Kakeya Theorem is Theorem 1.2, due to Joyal et al. [11] .
104 WILLIAM "TY" FRAZIER AND ROBERT GARDNER Theorem 1.2. If P (z) = n i=0 a j z j is a polynomial of degree n with coefficients satisfying a 0 ≤ a 1 ≤ · · · ≤ a n , then all the zeros of P lie in |z| ≤ (a n − a 0 + |a 0 |)/|a n |.
Aziz and Mohammad [1] gave a result related to the Eneström-Kakeya Theorem, but concerning analytic functions and a "t condition" on the real and imaginary parts of the coefficients. We state their result as Theorem 1.3. Theorem 1.3. Let f (z) = ∞ j=0 a j z j be analytic in |z| ≤ t. If Re(a j ) = α j and Im(a j ) = β j for j = 0, 1, 2, . . . and for some k and r,
then f has all its zeros in
.
Gardner and Govil [6, 7] put hypotheses similar to those of Theorem 1.3 on the coefficients of polynomials and gave a number of generalizations of the Eneström-Kakeya Theorem. Aziz and Zargar [2] introduced the idea of imposing a t condition on the even indexed and the odd indexed real coefficients (separately) of a polynomial. Cao and Gardner [3] applied such a restriction to the complex coefficients of a polynomial. A corrected statement of their result is given in Theorem 1.4 (some slight errors involving the powers of t were present in the original statement of the result in [3] ). Theorem 1.4. Let P (z) = n i=0 a j z j be a polynomial of degree n with complex coefficients, where Re(a j ) = α j and Im(a j ) = β j for j = 0, 1, 2, . . . , n, satisfying
, and
for some k, , s, q in {0, 1, . . . , n/2 }. Then all the zeros of P lie in R 1 ≤ |z| ≤ R 2 , where R 1 = min
|an| , 1 t , and
j=2s+2,j even
Notice the use of the parameters 2 n/2 and 2 (n + 1)/2 − 1 in Theorem 1.4. Regardless of the parity of natural number n, the largest even natural number less than or equal to n is 2 n/2 and the largest odd natural number less than or equal to n is 2 (n + 1)/2 − 1. In fact, 2 n/2 = 2 (n − 1)/2 and 2 (n + 1)/2 − 1 = 2 (n − 2)/2 + 1. One can more generally show that the largest integer N less than or equal to n which is congruent to k modulo m is N = m (n − m − k + 1)/m + k.
Location of zeros results
Inspired by the hypotheses of Theorem 1.4, we now present results for the class of polynomials which satisfy the monotonicity t condition with a reversal as considered in Theorem 1.3, but as concerns the coefficients with indices the same modulo m. For example, if m = 2, then we apply the condition to all coefficients with indices congruent to 0 (mod 2) and 1 (mod 2); that is, the condition is satisfied by the even indexed and odd indexed coefficients considered separately (as in Theorem 1.4). We consider polynomials satisfying this condition on the real part and imaginary part of the coefficients in our main result.
a j z j be a polynomial of degree n with Re(a j ) = α j and Im(a j ) = β j , for some m ∈ N with m < n, and certain positive t,
Then all the zeros of P lie in R 1 ≤ |z| ≤ R 2 , where
Here
Notice that when m = 2, Theorem 2.1 reduces to Theorem 1.4. If the coefficients of P are real, then Theorem 2.1 implies the following result.
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Corollary 2.1. Let P (z) = n j=0 a j z j be a polynomial of degree n with real coefficients where for some m ∈ N with m < n, and certain positive t,
, and 0 ≤ r k ≤ n. Then all the zeros of P lie in R 1 ≤ |z| ≤ R 2 , where
Here,
In addition, if t = 1, then Corollary 2.1 reduces to the following corollary.
Corollary 2.2. Let P (z) = n j=0 a j z j be a polynomial of degree n with real coefficients, where for some m ∈ N with m < n,
Number of zeros results
With the bounds M 1 and M 2 established above, we can easily prove results concerning the number of zeros in a disk for the classes of polynomials addressed in the previous section. For a list of several such previous results, see the introductory section of [9] . Theorem 3.1. Let P (z) = n j=0 a j z j be a polynomial of degree n with Re(a j ) = α j , Im(a j ) = β j , and a 0 = 0. Suppose the coefficients of P satisfy the hypotheses of Theorem 2.1. Then, for 0 < δ < 1, the number of zeros of P in the disk |z| ≤ δt is less than
With m = 2 in Theorem 3.1 we get, as a corollary, Theorem 2.3 of [10] . We can extract a number of corollaries from Theorem 3.1. In particular, if P has real coefficients, then with t = 1 we have the following corollary.
Corollary 3.1. Let P (z) = n j=0 a j z j be a polynomial of degree n with real coefficients, where a 0 = 0. Suppose the coefficients of P satisfy the hypotheses of Corollary 2.2. Then, for 0 < δ < 1, the number of zeros of P in the disk |z| ≤ δ is less than 1 log 1/δ log M |a 0 | ,
As an example, consider the polynomial P (z) = (3z 2 + 10z + 1)(z 6 + z 3 + 1) = 1 + 10z + 3z 2 + z 3 + 10z 4 + 3z 5 + z 6 + 10z 7 + 3z 8 . P has the roots (−5 ± √ 22)/3, 1 1/9 , 1 2/9 , 1 4/9 , 1 5/9 , 1 7/9 , and 1 8/9 (where we use the principal branch of the 9th root function so that 1 1/9 = exp(2πi/9); notice that (−5 + remaining roots has modulus 1). With a 0 = a 3 = a 6 = 1, a 1 = a 4 = a 7 = 10, a 2 = a 5 = a 8 = 3, r 0 = 6, r 1 = 7, and r 2 = 8, we see that Corollary 3.1 applies to P with m = 3. We find that M = 2(a 6 + a 7 + a 8 ) = 2(1 + 10 + 3) = 28. With δ = 0.15, Corollary 3.1 implies that the number of zeros of P in |z| ≤ δ is less than 1 log 1/δ log M |a 0 | = 1 log 1/0.15 log 28 ≈ 1.76, which implies that P has at most one zero in |z| ≤ 0.15, namely (−5+ √ 22)/3. In fact, P has exactly one zero in |z| ≤ 0.15, and so Corollary 3.1 is sharp for this example.
Proofs of results
We need a lemma which appears in Titchmarsh's book [13] (see page 171 of the second edition).
Lemma 4.1. Let F (z) be analytic in |z| ≤ R. Let |F (z)| ≤ M in the disk |z| ≤ R and suppose F (0) = 0. Then, for 0 < δ < 1, the number of zeros of F in the disk |z| ≤ δR is less than
Proof of Theorem 2.1. Define G(z) = (t m − z m )P (z). Then
On |z| = t, we have
Applying Schwarz's Lemma (see page 168 of [13] ) to G 1 (z), we get
This implies
Hence, if |z| < R 1 = min {t|a 0 |/M 1 , t}, then G(z) = 0 and so P (z) = 0. Next we take G(z) = (t m − z m )P (z) = G 2 (z) − a n z n+m and so
For |z| = t we have (|a k |−(α k + β k )t 2m ]t n−1−k −(α n + β n )t
Hence, by the Maximum Modulus Theorem,
which implies that |G 2 (z)| ≤ M 2 |z| n+m−1 for |z| ≥ 1 t .
Therefore, for |z| ≥ 1/t we have |G(z)| = | − a n z n+m + G 2 (z)| ≥ |a n ||z| n+m − M 2 |z| n+m−1 = |z| n+m−1 (|a n ||z| − M 2 ).
So, if |z| > R 2 = max (|a k | − (α k + β k ))t k+m = M.
Now G(z) is analytic in |z| ≤ t, and |G(z)| ≤ M for |z| = t. So, by Lemma 4.1 and the Maximum Modulus Theorem, the number of zeros of G (and
