ABSTRACT. We study the combinatorics of hyperplane arrangements over arbitrary fields. Specifically, we determine in which situation an arrangement and its reduction modulo a prime number have isomorphic lattices via the use of minimal strong σ-Gröbner basis.
INTRODUCTION
Let V be a vector space of dimension l over a field K. Fix a system of coordinates (x 1 , . . . , x l ) of V * . We denote by S = S(V * ) = K[x 1 , . . . , x l ] the symmetric algebra of V * . A hyperplane arrangement A = {H 1 , . . . , H n } is a finite collection of hyperplanes in V . We refer to [10] as main reference on the theory of arrangements.
The lattice of intersection L(A) is a fundamental combinatorial invariant of an arrangement A. In fact one of the most studied topic in the theory of arrangements is to identify which topological and algebraic invariants of an arrangement are determined by its lattice of intersection.
To pursue this type of questions, Athanasiadis ([2] , [3] and [4] ), inspired by [7] , initiated and systematically applied the "finite field method", i.e. the study of the combinatorics of arrangements and their reduction modulo prime numbers. After its introduction, this method has been used by several authors ( [5] , [6] , [8] , [9] , [1] and [11] ) to solve similar problems. The purpose of this paper is to study the combinatorics of arrangements over arbitrary fields and determine in which situation an arrangement and its reduction modulo a prime have isomorphic lattices.
The paper is organized as follows. In Section 2, we recall the basic notions on hyperplane arrangements. In Section 3, we describe how to characterize when two arrangements are combinatorially equivalent. In Section 4, we use the results of Section 3 to describe the primes p for which A and A p are combinatorially equivalent. In Section 5, we describe a method to compute good primes via minimal strong σ-Gröbner basis. In Section 6, we show that computing the good and l-lucky primes for an arrangement is equivalent to compute all the primes that divide its lcm-period (as defined in [9] ).
PRELIMINARES
Let K be a field. A finite set of affine hyperplanes A = {H 1 , . . . , H n } in K l is called a hyperplane arrangement. For each hyperplane H i we fix a polynomial α i ∈ S = K[x 1 , . . . , x l ] such that H i = α −1 i (0), and let
In this case, each α i is a linear homogeneous polynomial, and hence Q(A) is homogeneous of degree n.
Define the lattice of intersections of A by
where if B = ∅, we identify H∈B H with K l . We endow L(A) with a partial order defined by X ≤ Y if and only if Y ⊆ X, for all X, Y ∈ L(A). Note that this is the reverse inclusion. Define a rank function on L(A) by rk(X) = codim(X). Moreover, we define rk(A) = codim( H∈A H). L(A) plays a fundamental role in the study of hyperplane arrangements, in fact it determines the combinatorics of the arrangement. Let
The characteristic polynomial of A is
Given A = {H 1 , . . . , H n } an arrangement in K l , the operation of coning allows to transform A into a central arrangement cA = {H 1 , . . . ,H n+1 } in K l+1 . The hyperplaneH n+1 corresponds to the hyperplane at infinity H ∞ of A. Moreover,Ā = {H 1 , . . . ,H n+1 } denotes the projectivization of cA, which is an arrangement induced by cA in the projective space KP l . We will say thatĀ is essential if n+1 i=1H i = ∅. Associated to each hyperplane arrangement A, it can be naturally defined its Tutte polynomial
As shown in [1] , it turns out that the Tutte polynomial and the characteristic polynomial are related by
It is sometimes useful to consider a simple transformation of the Tutte polynomial. The cobundary polynomial of A is
It is easy to check that
and
COMBINATORIAL EQUIVALENCE
The results in this section are a generalization of certain ones from [13] . Fix a pair (l, n) with l ≥ 1 and n ≥ 0. Let A n (K l ) be the set of affine arrangements of n distinct linearly ordered hyperplanes in K l . In other words, each element A of A n (K l ) is a collection A = {H 1 , . . . , H n }, where H 1 , . . . , H n are distinct affine hyperplanes in K l .
The space I(Ā) allows us to check if A andĀ are essential.
, the following conditions are equivalent
< . Proof. We start by proving that (3) is equivalent to (2) . If (3) is satisfied, then there exists
and henceĀ is essential. On the other hand, ifĀ is essential then there exist l + 1 hyperplanesH i 1 , . . .H i l+1 inĀ whose intersection is empty. This shows that the condition (2) and (3) are equivalent.
We will now prove that (1) is equivalent to (3) . Condition (3) is equivalent to the existence of
This happens if and only if there exist l hyperplanes H i 1 , . . . , H i l ∈ A such thatH i 1 ∩ · · · ∩H i l ∩H n+1 = ∅ if and only if there exist l hyperplanes H i 1 , . . . , H i l ∈ A such that H i 1 ∩ · · · ∩ H i l is a point. This last fact is equivalent to (1).
Let K 1 and K 2 be two fields (non necessarily distinct), and consider
where the dimension of the empty set is equal to −1. In this case, we write
The following result is a generalization of [13, Proposition 3] .
, and vice versa.
Passing to the projectivization, this is equivalent to the existence of
This fact is then equivalent to the existence of
and there exist l hyperplanes in B whose intersection is a point and hence it is zero dimensional. This shows that L(A) determines I(Ā).
MODULAR CASE
From now on we will assume that A = {H 1 , . . . , H n } is a central and essential arrangement in Q l . After clearing denominators, we can suppose that
Moreover, we can also assume that there exists no prime number p that divides any α i .
Let p be a prime number, and consider the canonical homomorphism
Since A is central and we assume that there exists no prime number p that divides any α i , this implies that π p (α i ) is a non-zero linear homogeneous polynomial, for all i = 1, . . . , n. Since we are interested in the case when A and its reduction modulo p are both arrangements with the same number of hyperplanes, we call p good for A if π p (Q(A)) is reduced. Clearly, this is equivalent to the requirement that π p (α i ) and π p (α j ) are not one multiple of the other, for all 1 ≤ i < j ≤ n. Notice that the number of primes p that are non-good for A is finite, see [11] .
Let now p be a good prime for A. 
Proof. If (1) is satisfied, since A is essential, then by Lemma 3.2, also A p is essential. Similarly, if (2) is satisfied, then by Remark 4.2, also A p is essential.
Since both A and A p are central, then for all
Putting these three properties together we get our result.
Let I be an ideal of Z[x 1 , . . . , x l ], and σ a term ordering. If a prime number p does not divide the leading coefficient of any polynomial in a minimal strong σ-Gröbner basis of I, then we will call p σ-lucky for I. In other words, p is σ-lucky for I if and only if it is a non-zero divisor in Z[x 1 , . . . , x l ]/ LM σ (I), where LM σ (I) is the leading monomial ideal of I. See [11] and [12] for more details. Proof. Consider the ideal I = α i 1 , . . . , α i l Q ⊆ Q[x 1 , . . . , x l ] and the ideal
. This shows that x 1 , . . . , x l = I and hence (i 1 , . . . , i l ) ∈ I(A).
Assume that (i 1 , . . . , i l ) ∈ I(A). This implies that H i 1 ∩ · · · ∩ H i l is the origin, and hence I is zero dimensional and I = x 1 , . . . , x l . Since I p is a homogenous ideal generated in degree 1, I p ⊆ x 1 , . . . , x l . Consider now {g 1 , . . . , g l } a minimal strong σ-Gröbner basis for
Moreover, since p is σ-lucky for I Z , then π p (g j ) = 0 and LM σ (π p (g j )) = π p (LM σ (g j )) = 0. This implies that for each i = 1, . . . , l, there exists f i ∈ I p such that LT σ (f i ) = x i . This shows that x 1 , . . . , x l ⊆ I p and hence I p = x 1 , . . . , x l . This implies that (i 1 , . . . , i l ) ∈ I(A p ).
As described in Proposition 4.4, we are interested in σ-lucky primes for certain ideals over the integers. This fact motivates the following definition. Proof. Assume that p is a good and l-lucky prime number for A. Since p is l-lucky for A, by Proposition 4.4, I(A) = I(A p ). By Lemma 4.3, this implies that I(Ā) = I(Ā p ). We can then conclude that A ∽ A p by Theorem 3.4. Assume now that A ∽ A p . This clearly implies that A and A p are both (simple) arrangements with |A| = |A p |. This then forces p to be good for A. Suppose that p is not l-lucky for A. This implies that there exists {i 1 , . . . , i l } ∈ I(A) such that p divides a leading coefficient in a minimal strong σ-Gröbner basis of I Z = α i 1 , . . . , α i l Z . Since {i 1 , . . . , i l } ∈ I(A), we can consider {g 1 , . . . , g l } a minimal strong σ-Gröbner basis for I Z such that LM σ (g i ) = λ i x i , where λ i ∈ Z >0 for all i = 1, . . . , l. Consider r = min{j ∈ [l] | p divides λ j }. Since A ∽ A p and {i 1 , . . . , i l } ∈ I(A), then {i 1 , . . . , i l } ∈ I(A p ) and hence I p = (α i 1 ) p , . . . , (α i l ) p = x 1 , . . . , x l . In particular, x r ∈ I p , and hence there exists g ∈ Z[x 1 , . . . , x l ] such that f r = x r + pg ∈ I Z . Since p does not divide λ i with i < r, there exist γ 1 , . . . , γ r−1 ∈ Z such thatf r = f r + r−1 j=1 pγ j g j ∈ I Z with LM σ (f r ) = (1 + pβ)x r for some β ∈ Z. Clearly, p does not divide 1 + pβ and hence λ r x r does not divide LM σ (f r ) but this is impossible since {g 1 , . . . , g l } is a minimal strong σ-Gröbner basis for I Z .
Since the characteristic polynomial of an arrangement is determined by its lattice of intersections, we have the following In [1], Ardila described a finite field method to compute the coboundary polynomial, and hence the Tutte polynomial, of a given arrangement. His result involved the use of powers of large enough primes to make sure that A and A Fq are combinatorially equivalent. Thanks to Theorem 4.6, we can rewrite his result as follows. 
where h(P ) denotes the number of hyperplanes of A Fq that contain P .
One of the main theorems of [11] characterizes the prime numbers p for which the freeness of A p implies the freeness of A. See [10] or [14] for more details on freeness. Specifically, we proved the following. It is a natural question to ask if, under the hypothesis of Theorem 4.10, A and A p are combinatorially equivalent. In all the examples we considered so far, we obtained a positive answer. This is because in all considered examples, if p is σ-lucky for J(A) Z , then it is l-lucky for A. However in general, the converse is not true. 
HOW TO COMPUTE GOOD PRIMES VIA GRÖBNER BASIS
We will now describe a method to compute good primes for an arrangement using minimal strong σ-Gröbner basis.
Proof. By construction α i and α j are distinct homogenous polynomial of degree 1, that are not one multiple of the other. This implies that there exist g 1 , g 2 ∈ Z[x 1 , . . . , x l ] two homogenous polynomials of degree 1 that form a minimal strong σ-Gröbner basis for α i , α j Z . Notice that in this situation
Assume by absurd that
However this is impossible.
In general, the converse of Lemma 5.1 does not hold. Proof. By definition, if p is 2-lucky for A, then p is σ-lucky for all the ideals of the form α i , α j Z for all pairs 1 ≤ i < j ≤ n. By Lemma 5.1, (α i ) p and (α j ) p are not one multiple of the other for all pairs 1 ≤ i < j ≤ n. Hence, π p (Q(A)) is reduced.
In general the statement of Theorem 5.5 is not an equivalence.
Example 5.6. Consider the arrangement A in Q 3 with defining polynomial Q(A) = xy(x + y)(x + 3y + z). Then a direct computation shows that p = 2 and p = 3 are not 2-lucky for A. However, all prime numbers are good for A.
ON THE PERIOD OF ARRANGEMENTS
Let A = {H 1 , . . . , H n } be a central and essential arrangement in Q l , with α i ∈ Z[x 1 , . . . , x l ] for all i = 1, . . . , n. Moreover, assume that there exists no prime number p that divides any α i . We can associate to A a l × n integer matrix
Similarly, for each non-empty J = {i 1 , . . . , i k } ⊆ [n], we consider the l × k integer matrix
For each prime number p, we can consider (C) p and (C J ) p the reduction of C and C J , respectively, modulo p. Notice that (C) p is the matrix associated to the arrangement A p .
Since each C J is an integer matrix, we can consider its Smith normal form. In particular, there exist two unimodular matrices S J ∈ Mat l×l (Z) and T J ∈ Mat k×k (Z) such that
where E J is the diagonal matrix diag(e J,1 , . . . , e J,r ), with e J,1 , . . . , e J,r ∈ Z >0 , e J,1 |e J,2 | . . . |e J,r and r = rk(C J ). Denote e J,r simply by e(J), and let the lcm-period of A be
In [9, Theorem 2.4] , the authors proved the following result In [9] , the authors also defined 
for all q > q 0 and s ∈ Z ≥0 .
As noted in [1] , if p is a large prime number, then A and A p are combinatorially equivalent. Putting together this fact and Theorem 6.2, we get the following result. The rest of this section is devoted to show that the hypothesis p > q 0 is not necessary. Specifically, we will show that computing the good and l-lucky primes for A is equivalent to computing all the prime numbers that divide ρ 0 .
Proposition 6.4. If p is non-good for
Proof. Assume p is non-good for A. This implies that there exist a pair of indeces 1 ≤ i < j ≤ n such that (1) is equivalent to the fact that C J has rank 2 but (C J ) p has rank 1. In particular, we have that the Smith normal form of C J is of the form
where E J = diag(e 1 , e(J)). By definition, a matrix and its Smith normal form have the same rank. On the other hand the Smith normal form of (C J ) p , up to transforming the elements on the main diagonal to 1, is (E i,j ) p the reduction modulo p of E i,j . This implies that rk((E i,j ) p ) = rk((C J ) p ) = 1. As a consequence, p divides e(J) and hence ρ 0 .
Proposition 6.5. If p is not a l-lucky prime for A, then p divides ρ 0 .
Proof. Let p be a non l-lucky prime for A. This implies that there exists J = {i 1 , . . . , i l } ∈ I(A) such that p divides a leading coefficient in a minimal strong σ-Gröbner basis of the ideal α i 1 , . . . , α i l Z . Since J ∈ I(A), we have that C J is a l × l integer matrix of rank l. Using the same strategy as when computing the Smith normal form of C J , there exists a unimodular l × l matrix T J such that C J T J is lower triangular. Since rk(C J T J ) = rk(C J ) = l, C J T J has only non-zero elements on the main diagonal. Seeing that multiplying C J on the left by T J is equivalent to perform only column operations on C J , we have that the columns of C J T J represent a minimal strong σ-Gröbner basis of α i 1 , . . . , α i l Z . This implies that p divides one of the elements on the main diagonal of C J T J , and hence its determinant. On the other hand, by construction, C J and C J T J have the same Smith normal form E J . This implies that the determinant of C J T J and of E J coincides up to a sign. However since p divides the determinant of C J T J , p divides the determinant of E J and hence e(J). Finally, by definition of ρ 0 , this implies that p divides ρ 0 . Proof. By Propositions 6.4 and 6.5, (1) implies (2) . On the other hand, assume there exists p a prime number that divides the period ρ 0 , but p is good and l-lucky for A. This implies that there exists J = {i 1 , . . . , i k } ⊆ [n] such that e(J) is divisible by p. In particular, since the Smith normal form of (C J ) p , up to transforming the elements on the main diagonal to 1, is the reduction modulo p of the Smith normal form of C J , this implies that rk(C J ) > rk((C J ) p ) and hence that dim(H i 1 ∩ · · · ∩ H i k ) > dim((H i 1 ) p ∩ · · · ∩ (H i k ) p ). However, this implies that A and A p are not combinatorially equivalent, contradicting Theorem 4.6. Corollary 6.7. If ρ 0 is a square free integer, then it is the product of all prime numbers that are non-good or not l-lucky for A.
In general, ρ 0 is not a square free integer.
Example 6.8. Consider A the arrangement in Q 3 with defining polynomial Q(A) = z(4x + z)(2x + y)(6x + y + 3z)(8x + 2y + 5z). In this situation, p = 2 is the only non-good prime for A. Moreover, all primes p = 2 are l-lucky for A. A direct computation shows that ρ 0 = 16.
Putting together Theorems 4.6 and 6.6, we obtain the following result that generalizes Corollary 6.3. 
