a b s t r a c t High-speed 3D shape measurement (or imaging) has seen tremendous growths over the past decades, especially the past few years due to the improved speed of computing devices and reduced costs of hardware components. 3D shape measurement technologies have started penetrating more into our daily lives than ever before with the recent release of iPhone X that has an built-in 3D sensor for Face ID, along with prior commercial success of inexpensive commercial sensors (e.g., Microsoft Kinect). This paper overviews the primary state-of-the-art 3D shape measurement techniques based on structured light methods, especially those that could achieve high measurement speed and accuracy. The fundamental principles behind those technologies will be elucidated, experimental results will be presented to demonstrate capabilities and/or limitations for those popular techniques, and finally present our perspectives on those remaining challenges to be conquered to make advanced 3D shape measurement techniques ubiquitous.
Introduction
With recent advancements on personal computers, mobile devices, and cloud computing, high-speed and high-accuracy 3D shape measurement (or imaging) techniques have been increasingly sought by scientists in fields such as biomedical engineering and computer science, by engineers from various industries including the manufacturing and entertainment, and even by ordinary people with different technical backgrounds. The commercial success of consumer level real-time 3D imaging technologies including Microsoft Kinect, Intel RealSense, and recently Apple iPhone X propels the application developments and simultaneously drives the needs for better 3D imaging technologies.
High-speed 3D imaging technologies can be classified into two major categories: the passive and the active methods. The passive techniques use no active illumination for 3D reconstruction with stereo vision [1, 2] being one of the most popular methods. The stereo-vision system captures images from at least two different perspectives, and analyzes the images to find corresponding points from those images for 3D coordinate calculation based on triangulation. The stereo vision method is very simple since only cameras are used, and can also be very fast, as fast as the camera can capture images. Hinging on detecting the corresponding pairs from different images, the measurement accuracy of this method varies depending upon the object to be measured, and could be very low if an object does not present rich surface texture. Furthermore, it is difficult for such a technique to achieve camera pixel spatial resolution due to the use of various image correlation methods for stereo correspondence determination.
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The active methods, in contrast, actively illuminate the object to facilitate 3D reconstruction. As one of the extensively adopted active methods, the time-of-flight (TOF) technique uses an active emitter to modulate the light in time domain, an optical sensor collects the light scattered back by the object, recovers depth information by calculating the time delay from the signal leaves the device and the signal returns to the device [3] . Unlike the stereo-vision method, the TOF method does not require triangulation for 3D reconstruction, and thus the entire system can be very compact, making it applicable for mobile applications. However, because light travels very quickly, the achievable depth resolution is typically not high for short range measurement. Kinect II employs the TOF technique for real-time 3D imaging, and successfully finds its applications in human computer interaction where neither accuracy or spatial resolution requirement is high.
The structured light technique belongs to one of the active methods and utilizes a projection device to actively project structured patterns. The structured light system is similar to a stereo system with the difference of replacing one camera with a projector. The projected structured patterns carry encoded information to resolve the fundamentally difficult correspondence problem of the stereo vision technique. Numerous codification methods have been developed with some being discussed by Salvi et al. [4] . Due to the flexibility and versatility of structured light methods, 3D shape measurement using structured light methods has been a vibrant field with increased interest in development and employment. In particular, high-speed and high-accuracy 3D shape measurement techniques become more and more important with new applications found almost every day. Therefore, this paper will primarily focus on structured light methods that could achieve high measurement speed and high measurement accuracy. Specifically, this paper elucidates the principles of various coding methods, discusses their advantages or shortcomings, and presents some experimental data obtained by structured light methods.
It should be noted that, due to our limited knowledge and the page constraints, this paper, by no means, intends to elaborate all state-of-theart 3D shape measurement/imaging technologies, albeit we endeavor to cover as many as existing techniques as possible. The readers are encouraged to refer to some other review papers on 3D shape measurements such as [5] [6] [7] [8] [9] [10] .
The paper is organized as follows: Section 2 presents the basics of structured light technique including system calibration. Section 3 introduces relevant principles of structure encoding methods along with some experimental results to demonstrate their performances; Section 4 discusses our perspectives on the challenges in this field; and Section 5 summarizes this paper.
Basics of structured light techniques
This section briefly explains the basic principles behind structured light techniques that use triangulation for 3D reconstruction, the epipolar geometry that could simplify structured pattern design strategies, and then the calibration methods that estimate physical properties of the structured light system.
Basics of epipolar geometry
Structured light techniques originated from the conventional stereo vision method that recovers 3D information by imitating human perception system. The stereo-vision system captures two images from different perspectives, as illustrated in Fig. 1 . For a given point p in a 3D space, pl and p r are the imaging points on two 2D imaging planes. If the corresponding pair (i.e., p l and p r ) can be found by analyzing those two images, ( x, y, z ) coordinates of point p can be calculated using triangulation assuming the optical parameters (e.g., focal length for camera lens, principal point) and geometric parameters (e.g., transformation from one camera to the other) are known. The parameters required for 3D reconstructions can be calibrated, which will be detailed in Section 2.3 . In computer vision, epipolar geometry is developed to increase the robustness and simplify the correspondence determination [11, 12] . Epipolar geometry essentially constrains the stereo searching by using the geometric constraints of the stereo vision system. The focal points of the lenses o l and o r and the object point p forms a plane called epipolar plane , and the intersection between the epipolar plane and a imaging plane is a line that is called epipolar line. L l and L r shown on Fig. 1 is the Fig. 2 . Schematic diagram of a typical structured light system. epipolar line on left and right camera image, respectively. Since the true corresponding point pairs must lie on the epipolar line, the original 2D corresponding searching problem becomes 1D, making it more efficient and robust. The intersection point between the line and the camera image plane is called epipole. e l and e r , shown in Fig. 1 , is the epipole for the left and right camera, respectively. For a given point on the left camera p l , the epipolar plane can be formed by combining the point p l with two other known points, the focal point o l and the epipole e l , and thus the epipolar lines L r and L l can be mathematically calculated once the system is calibrated.
To further improve the correspondence searching speed, stereo images are rectified such that the corresponding point only occurs on the same row; and the process of rectifying stereo images is often referred as image rectification . Image rectification essentially translates and rotates the original images to align those epipolar lines (e.g., make L l and L r on the same line) using the stereo-vision system calibration data. Numerous global or semi-global stereo-matching algorithms [13] [14] [15] [16] [17] [18] [19] have developed to find the corresponding points using the epipolar geometry with some optimization strategies. The stereo-matching algorithm typically generates a disparity map that stores the pixel shift of a corresponding pairs from the left camera image to the right camera image. The disparity map is then used to reconstruct ( x, y, z ) coordinates for each point based on the calibrated system parameters. Since only two cameras are used, the stereo-vision technique has obvious advantages: the simplicity of hardware configuration and straightforward calibration for the system [20] . However, heavily relying on natural texture for correspondence establishments, the accuracy of stereo-vision techniques varies from one object to another; and the measurement accuracy is not high if an object has no obvious distinctive features.
Basics of structured light technique
The structured light technique fundamentally eliminates the stereovision problem by replacing one of the cameras of the stereo-vision system with a projector and actively projecting known feature points [4] . Fig. 2 shows the schematic diagram of a 3D shape measurement system based on one type of structured light technique. The projector shines structured patterns onto the object whose geometry distorts structured patterns. A camera captures the distorted structured images from another perspective. In such a system, the correspondence is established by analyzing the distortion of captured structured images with known features (e.g., phase line) projected by the projector. Once the system is calibrated and the correspondence is known, ( x, y, z ) coordinates can be reconstructed, using a method similar to that used by stereo vision techniques. Fig. 3 . Pinhole model for stereo system with the world coordinate system coinciding with the camera lens coordinate system.
Structured light system calibration
Accurate system calibration, which usually involves complicated and time consuming procedures, is crucial for any 3D shape measurement systems. The structured light system calibration essentially determines the relationship between a point in the world coordinates and that on the camera or project image plane coordinates. Though not highly accurate for large depth range measurement, the simple reference-plane-based methods [21] [22] [23] [24] are extensively adopted, especially in interferometry systems, mainly because of their simplicity.
More accurate methods involve the calibrations of camera, projector, and geometric relationship between these two devices for a single projector and singe camera structured light system. Typically, the camera is described as a pinhole model [25] , as illustrated in Fig. 3 . The pinhole model mathematically describes the transformation from the world coordinate system ( x w , y w , z w ) to the camera lens coordinate system ( x c , y c , z c ) and the projection from the lens coordinate system to the image coordinate system ( u c , v c ) as
where T denotes matrix transpose, A is a 3 × 3 intrinsic matrix that represents the focal length and the principle point of the imaging system, R is a 3 × 3 rotation matrix and t is a 3 × 1 translation vector. The transformation matrix [ R, t ] represents the extrinsic parameters that describes the transformation from the world coordinate system to the camera lens coordinate system, and A represents the intrinsic parameters that describes the projection from 3D lens coordinates to 2D image coordinates. Camera calibration essentially estimates the intrinsic and extrinsic parameters with numerous methods [26] [27] [28] being developed and documented including open source codes (e.g., OpenCV calibration toolbox) for practical use. One of the most popular camera calibration method was developed by Zhang [25] that only requires a flat calibration plane with some known feature points on the plane (e.g., checkerboard, circle patterns). Although numerous methods have been developed for structured light system calibration [29] [30] [31] [32] [33] [34] [35] , they are conventionally difficult and complex because the projector cannot freely capture images like a camera. Zhang and Huang [36] developed a method that is now extensively adopted in both academia and industry. Such a method enables the projector capture images like a camera, and thus the complicated projector calibration problem becomes a well-established camera calibration problem, and the structured light system calibration follows the same calibration procedure used by a standard stereo-vision system. All existing calibration methods work well under the assumption that both the projector and the camera are nearly focused. To relax such strong constraints and further simplify structured light system calibration, Li et al. [37] developed a method for out-of-focus projector calibration by allowing a projector only "capture " the center point of a pixel such that the problem caused by defocusing (i.e., image blurring) can be completely eliminated; Bell et al. [38] developed a method that enabled the out-offocus camera calibration by encoding the calibration feature points in an active calibration target; and the intrinsic and extrinsic parameter calibration separation method developed by An et al. [39] made structured light even more flexible.
Structure light codification methods
This section elucidates some major codification strategies that could be used for high-speed 3D shape measurement with some being commercially available. In particular, we will discuss various structured pattern construction methods that lead to various high-speed applications, and present experimental data to illustrate the principles or demonstrate the potentials of some representative high-speed 3D shape measurement techniques.
Statistical pattern
As discussed in Section 2.2 , the ultimate goal of any structured light technology is to project some known structured patterns such that the one-to-one correspondence between a projector point and a camera point can be robustly established. One of the simplest approach is to encode locally unique features onto the structured pattern such that for any given point on the camera image ( u c , v c ), the corresponding projector point can be uniquely determined. Typically, a kernel of w m × w n pixels is unique within the entire projected image. The statistically random coding method has been successfully employed on consumer products (e.g., Microsoft Kinect V1, Intel RealSense R200, iPhone X). Fig. 4 shows the statistically random pattern that is used by Kinect I, RealSense, and iPhone X. Clearly the projected patterns are all random in nature, albeit their distribution are different.
The merits of this encoding method are:
• Easy to understand. This is a straightforward method to address the limitation of stereo matching method where the corresponding projector for a given camera pixel can be uniquely located by analyzing the statistical pattern. 3D reconstruction is also straightforward based on triangulation.
• Easy to implement. Since only a single static pattern is required, it is easy to implement such method on a digital video projector, a laser speckle projector, and even a slider projector.
• Easy to miniaturize. The static pattern can be easily realized by a simple hardware and thus the miniaturization difficulty level is not high. This is one of the major reasons that such a method is adopted in inexpensive commercial 3D sensors (e.g., Kinect V1 and iPhone X).
However, this method has the following fundamental limitations:
• Spatial resolution is low. The spatial resolution is constrained by the pattern generator in both u and v direction, and the achievable spatial resolution is also much lower than the camera resolution because the encoded features must be distinguishable from camera images (e.g., each feature must be large than one camera pixel).
• Sensitivity to noise is high. The background light is directly blended with the projected light to be imaged by the camera, and the capture combined intensity image is used for correspondence determination. Therefore, when the background lighting is strong, the signal-tonoise ratio (SNR) is low, and thus determining the corresponding point becomes difficult.
• Measurement accuracy is low. It is difficult for this method to achieve projector and camera pixel level correspondence accuracy because the correlation method requires windowed many pixels to statistically determine the most possible matching point instead of mathematically precisely defined point. Due to the low correspondence determination accuracy, it is difficult for such a method to achieve high measurement accuracy.
Binary coding
To address some of the limitations of the statistical pattern based method, binary coding methods were developed. As discussed in Section 2.2 , the epipolar geometry constraints reduce the 2D correspondence problem to be a 1D problem, and thus if u p or v p coordinate (NOT both) is uniquely determined for a given camera point ( u c , v c ), 3D coordinates of the object can be determined. Instead of making the encoded pattern unique in both u and v direction, structured patterns only need to be unique in one direction (e.g., patterns with structured stripes). One of the most straightforward methods is to represent each stripe on the projector with a unique code (i.e. codeword) that can be realized by projecting a sequence of black or white patterns. Assume black represents 0 and white represents 1, the sequence of 0 's and 1 's can be captured by the camera and decode the corresponding stripe on the projector. Fig. 5 shows two representative coding methods to represent 8 unique stripes. The simple coded patterns are illustrated on the left of Fig. 5 a and the corresponding binary coding is shown on the right. This coding method is straightforward because it simply represents 8 sequential integer numbers with the corresponding binary bits. If these three patterns shown on the left are projected sequentially at time t 1 , t 2 , and t 3 , the captured image can be binarized to decode the binary sequence shown on the right, the codeword for each camera pixel can be determined, and thus the unique correspondence can be established for those 8 stripes for 3D reconstruction. Fig. 5 b shows another binary coding method called gray coding. Comparing with the simple coding method shown in Fig. 5 a, gray-coding only allows one of the sequence patterns to change its status (from 0 to 1 or from 1 to 0) at a given projector pixel, while simple coding does not have such a constraint. Due to sampling, the camera may not precisely capture the location of the transition pixels, and thus the simple coding is prone to more sampling errors than the gray coding method. Fig. 6 shows the comparing results using these two different coding methods. For each coding method, one single projector pixel is encoded with a different codeword, and thus the highest possible resolution that the projector can created. Fig. 6 b shows the densest gray-coded pattern that is so dense that it is not clearly visible to the camera. After decoding the sequence patterns, 3D shape can be reconstructed, as shown in Fig. 6 e. Similarly, the simple coding method can also be employed to perform 3D shape measurement. Fig. 6 i shows the result without filtering, depicting some artifacts on the reconstructed surface (i.e., spikes). These spikes can be removed by filtering, and Fig. 6 j shows the result after removing spikes. Fig. 7 a and b respectively shows the closeup view of Fig. 6 j and e. Even after spike removal, the random noise created by the simple coding method is significantly larger than that produced by the gray coding method, To reach high-speed 3D shape measurement, the structured patterns must be switched rapidly, and captured in a short period of time. For example, Rusinkiewicz and Levoy developed a real-time 3D shape measurement system [40] using the stripe boundary code [41] that only requires four binary patterns for codification. Such a system achieved 15 Hz 3D data acquisition speed.
Spacetime stereo is another technique that has potential for high speed 3D shape measurement [42] [43] [44] . To resolve the correspondence problem, a projector is used to project a sequence of active patterns for assistance. In a short period of time, a number of structured patterns are projected and captured by the camera. The correspondences between two camera pixels are identified based on the actively projected structured patterns. By using the active structured patterns, stereo matching can be done rapidly, thus this technique has the potential to achieve realtime 3D shape measurement. However, this technique has some drawbacks, (1) for any measurement point, the projector and two cameras must be able to "see " it. Therefore, it only measures the overlapping regions of the three devices, which is much smaller than any of them; (2) because stereo matching is utilized, it is very difficult for this technique to reach pixel-level resolution.
The binary coding methods improve over the statistical coding method in that the structured patterns is continuous in one dimension, and thus the measurement resolution in one direction can be as high as the camera pixel spatial resolution. The major advantages of binary methods are: (1) they are simple since the coding and decoding algorithms are very simple, (2) they are fast because the processing algorithm is computationally inexpensive, (3) they are fast because the band- width requirement of 1-bit binary pattern switching is low; and 4) they are typically robust since only two levels are required to be identified. However, the achievable spatial resolution across the binary stripes is fundamentally limited by both the projector pixel size and the camera pixel size, as demonstrated from the examples shown in Figs. 6 and 7 .
Sinusoidal phase encoding
Though powerful and successful, the aforementioned statistical coding or binary coding methods are still limited by the projector 's spatial resolution, and thus the matching accuracy is not high. Furthermore, all these methods are based on analyzing image intensity that is affected by surface texture, and thus the measurement accuracy could vary for object with different textures. Instead of determining the corresponding point in the intensity domain and discretely in at least one dimension, fringe analysis methods establish the correspondence in phase domain and continuous in both direction. Fringe analysis methods typically analyze sinusoidally varying structured patterns (called fringe patterns) to recover the phase of carrier fringe patterns. And the method of using a digital video projector to project desired sinusoidal fringe patterns for phase retrieval is called digital fringe projection (DFP) technique, albeit there are other means of generating sinusoidal fringe patterns such as coherent laser interference [45] , white light interference [46] , grating [47] , Moir ́ [48] , along with others.
Similarly, a single fringe pattern is sufficient to recover phase using Fourier transform [49] , and 3D shape measurement techniques based on this method is often regarded as Fourier transform profilometry (FTP). Assume a sinusoidal fringe image can be represented as
where I ′ ( x, y ) is the average intensity or the DC component, I ′′ ( x, y ) the intensity modulation, and ( x, y ) the phase to be solved for. This equation can be re-written in a complex form as
where e j ( x, y ) is the conjugate of − ( , ) . The carrier signal ̃ ( , ) can be recovered by applying a band-pass filter in frequency domain to filter out the conjugate and DC component. The filtered image can be described as,
from which the phase can be solved for
Here ℑ () and ℜ () respectively denotes the imagery and real part of a complex variable. Applying a low-pass filter to Eq. (4) gives I ′ ( x, y ) without fringe stripes, which can be used as texture or photograph of the object for rendering or additional information extraction.
The phase value obtained from Eq. (5) ranges from [− , + ) with a 2 modus due to the use of an arctangent function. The phase map obtained here is often regarded as wrapped phase map, and a continuous phase map is usually necessary for 3D shape reconstruction. The process to remove 2 discontinuities and generate continuous map is called phase unwrapping. Once the phase unwrapped, 3D shape for each pixel can be reconstructed by referring to a planar object, or using the geometrically calibrated parameters for coordinate calculations.
Conventionally, a spatial or temporal phase unwrapping algorithm can be adopted to unwrap the phase map. A spatial phase unwrapping algorithm (e.g., those discussed in [50] and [51] ) analyzes the wrapped phase map itself and determines the number of 2 's (or fringe order) to be added to a point based on surface smoothness assumption. The temporal phase unwrapping algorithm (e.g., [52] [53] [54] [55] [56] [57] [58] [59] [60] [61] ), in contrast, captures additional images to uniquely determines the fringe order uniquely for each pixel. The former works well for "smooth " geometry but could fail if the surface has abrupt geometric changes or contains isolated patches. The latter can handle arbitrary surfaces, albeit it sacrifices measurement speeds.
Recently, researchers have developed methods to determine fringe order by using the inherent geometric constraints of a structured light system [62] , or by adding a secondary camera to provide additional constraints for correct fringe order determination either through checking candidates backward forward [63] [64] [65] or applying a standard stereovision algorithm for fringe order initialization [66, 67] . All these algorithms do not sacrifice data acquisition speed, but the geometricconstraint-based method has a limited depth range, adding a secondary camera increases the complexity and cost of the 3D shape measurement system. Fig. 8 first row shows an example measurement using the FTP method. Fig. 8 a shows the single fringe pattern captured by the camera, and Fig. 8 b shows the corresponding frequency spectrum. This figure clearly shows that the DC component. After applying a band-pass filter, and Fig. 8 c shows the spectrum after passing through a band-pass filter. Fig. 8 d shows the wrapped phase map that is then unwrapped to reconstruct 3D shape shown in Fig. 8 e.
Similar to a single statistical pattern based approach, the singlepattern FTP can achieve the highest possible data acquisition speeds (as fast as camera can capture). However, the conventional FTP methods have three major limitations: (1) they are sensitive to noise; (2) they have stringent requirements on surface optical properties (e.g., no strong texture); and (3) they have difficulty accurately measuring complex surface geometries. To alleviate the problems associated with FTP methods, Kemao [68, 69] proposed Windowed Fourier Transform (WFT) method they have substantially increased the robustness [70] and broadly extended the applications [71] of FTP methods. Despite these advancements, single-pattern based Fourier transform method still cannot achieve high-measurement accuracy for complex surface geometry or objects with strong texture. This is because if the texture or geometry varies significantly across the surface, it would be challenging to separate the DC component and the carrier frequency.
To enhance the measurement capabilities of FTP method, Mao et al. [72] proposed a modified FTP method by adding a -shifted pattern, I 2 ( x, y ),
taking the difference between I 1 ( x, y ) and I 2 ( x, y ) leads
FTP method is applied to the difference pattern I d ( x, y ) without DC component. Alternatively, Guo and Huang [73] proposed to directly project DC component, i.e., 2 ( , ) = ′ ( , ) , and use the same fringe analysis method as Mao et al. [72] proposed. Since the DC component is fundamentally eliminated for these methods, the modified FTP methods substantially improve measurement quality and can, to some extent, tolerate surface texture. Fig. 9 first row shows the example measurement using the modified FTP method. Fig. 9 a shows the second fringe pattern I 2 ( x, y ), and Fig. 9 b shows the frequency spectrum of the difference fringe pattern I d ( x, y ) without the DC component. The wrapped phase and corresponding 3D reconstructed result is shown in Fig. 9 d and e, respectively. Comparing with the results shown in Fig. 8 , the modified FTP method generates much high quality data. However, the modified FTP method requires two fringe patterns for 3D shape measurement, slowing down the measurement speed.
Due to high measurement speed, FTP methods have been demonstrated successful for fast motion capture applications, such as measuring vibration [74] or a flapping wing robot [75] . Su and Zhang [9] thoroughly reviewed the applications that the FTP method can be applicable, Zhang [7] compared different processing algorithms, and Takeda [8] summarized the extreme phenomena that the FTP method can be used to measure. Fig. 10 shows the measurement results of a flapping wing robot whose wings flap at 21 Hz, and the camera captured fringe patterns at 5 kHz. The results were originally published by Li and Zhang [75] .
In general, the FTP or modified FTP method typically requires object surface to be smooth geometrically and without strong texture. This is because to properly recover carrier phase information, FTP requires the frequency of carrier sinusoidal signal to be much higher than the frequency signal introduced by surface geometry changes or texture. FTP methods, after all, extract phase for a point that either requires the knowledge of points locally or globally during the Fourier transform stage. Therefore, some limitations associated with FTP methods can be alleviated if the phase can be retrieved without using those neighborhood points. Since Eq. (2) has three unknowns I ′ ( x, y ), I ′′ ( x, y ), and ( x, y ), a minimum number of three equations is required to solve for the phase ( x, y ). Researchers have developed numerous phase shifting methods for pixel-by-pixel phase retrieval [76] .
In general an N -step phase-shifting algorithm can recover the phase by
where
Typically, the larger the N is chosen, the higher the measurement accuracy can be achieved. For high speed applications, a three-step (i.e., N = 3) phase-shifting algorithm is used because the time required to capture required fringe images is shortest. Fig. 11 shows the measurement result using a three-step phaseshifting algorithm (i.e., = 3 ). From three phase-shifted fringe patterns shown in Fig. 11 a-c , the wrapped phase can be computed. The wrapped phase can then be unwrapped for 3D reconstruction. Fig. 11 d and e respectively shows the wrapped phase map and the corresponding 3D result. The measurement quality varies with the coding method employed. Fig. 7 shows the close-up views of those 3D reconstructions from different coding methods. Clearly both binary-coding methods produce lower quality data than the single pattern FTP method for a 3D object without strong texture, as shown in Fig. 7 a-c. The double-pattern FTP method improves measurement quality, but the three-step phase-shifting algorithm generates the best quality data, although only one more pattern is used.
Furthermore, the three-step phase-shifting algorithm lands nicely on the digital video projection platform since these three fringe patterns can be encoded as three primary colors (red, green, blue or RGB). Leveraging the unique projection mechanism of the single-chip digitallight-processing (DLP) technologies, Zhang and Huang [77] developed probably the first-ever high-speed 3D shape measurement system using phase-shifting methods. The system achieved 3D shape acquisition, reconstruction and display at unprecedentedly 40 Hz with over 250,000 measurement points per frame. Fig. 12 shows an example 3D frame that instantaneously displayed on a computer screen at 40 Hz.
Following this endeavor, numerous real-time techniques including [78] [79] [80] [81] have been developed for 3D shape measurement leveraging both advanced hardware technologies (e.g., GPU) and new innovations on software algorithms.
As 3D shape measurement technologies become more accurate and faster, the number of potential applications in the field continue to grow including the medical field [82] , the entertainment field (e.g., the creation of House of Card by Rockband Radiohead), and the manufacturing field.
Binary defocusing
By properly defocusing the projector, square binary patterns becomes pseudo sinusoidal patterns [83] . The DLP platforms (e.g., DLP Discovery, DLP LightCommander, and the DLP LightCrafter) can naturally display binary images at much faster rate (e.g., kHz) but they can only display 8-bit grayscale images at a few hundred Hz. Therefore, if only binary images are necessary, 3D shape measurement rate can go up to kHz. As such, the digital binary defocusing technique [84] was developed. Fig. 13 illustrates the concept of binary defocusing methods. Fig. 13 a shows the square binary pattern and Fig. 13 e shows the cross section of the pattern. When a Gaussian filter is applied to emulate the defocusing effect, the binary structures become less obvious as shown in Fig. 13 b and e. Fig. 13 c and g show the pattern appears sinusoidal when a certain size Gaussian filter is applied. However, if the filter size is too large, the contrast of the pattern decreases and the SNR reduces accordingly, as shown in Fig. 13 d and g. It has been demonstrated that using 1-bit binary patterns is advantageous over 8-bit sinusoidal phase-shifted fringe patterns especially on the DLP projection platform. Comparing with the conventional fringe projection technique that uses 8-bit fringe patterns, the binary defocusing techniques on the DLP platform has several major advantageous features: (1) it enabled speed breakthroughs [85] ; (2) it relaxed the precise timing requirement between the DLP projector and the camera [86] ; (3) it is immune to the projector 's nonlinear response [86] ; and (4) it allows higher depth resolution [87] . However, the binary defocusing method requires careful adjustment of the projector 's lens to be within a small out-of-focus range, limiting its depth measurement capability. Fig. 14 shows some representative frames of measuring a live beating rabbit heart using the binary defocusing method. For this particular measurement, the heart beats at approximately 180 beats/min. Three phase-shifted binary patterns are captured at 2000 Hz, and the corresponding 3D shape measurement speed is 667 Hz. The algorithms employed for 3D shape reconstruction was developed by Wang et al. [88] .
To improve phase quality, Fujita et al. [89] and Yoshizawa and Fijita [90] implemented the pulse width modulation (PWM) technique through hardware; Ayubi et al. [91] developed the sinusoidal pulse width modulation (SPWM) technique; Wang and Zhang [92] developed the optimal pulse width modulation (OPWM) technique; and later Zuo et al. [93] developed the optimization strategies for the SPWM technique. All these techniques could improve phase quality when the fringe period is relative small but fails to produce high-quality phase if the fringe period is too large or too small [94] . One of the reasons is that all these optimization strategies are based on 1D signal, yet fringe patterns are 2D.
2D optimization methods were developed to improve phase quality. Lohry and Zhang [95] developed an area modulation technique to create triangular wave instead of square wave to alleviate the harmonic error; Xian and Su developed the area modulation technique [96] to generate high-quality sinusoidal patterns through the high-accuracy fabrication; Wang and Zhang [97] employed the dithering/halftoning techniques [98] [99] [100] [101] developed in the printing field to generate high-quality fringe patterns through defocusing; and various researchers [102] [103] [104] [105] [106] [107] [108] [109] have developed the optimized dithering techniques to further improve phase quality. However, all area modulation and dithering technique only works well for large fringe periods. In summary, the attempts to optimize the binary pattern itself have substantially improved measurement quality, yet they only work well for a limited range of fringe periods especially when a small number of phase-shifted fringe patterns are used.
Researchers also attempted to improve phase quality produced by binary patterns by taking advantage of the temporally acquired information. Ayubi et al. [110] took 8 binary bits of the sinusoidal pattern, projected and captured each bit pattern separately, and finally combined those a single image for fringe analysis. This concept is great but it requires the acquisition of 8 images for each sinusoidal fringe pattern, which is not desirable for high-speed applications. Zhu et al. [111] reduced the image to be 4 by optimizing binary dithered patterns; Silva et al. [112] proposed the colored PWM technique to reduce the number of images to be three; Zuo et al. [113] only used 2 binary patterns and employed the triangular pulse width modulation (TPWM) technique; and Wang et al. [114] developed optimization strategies that only require 2 binary patterns to represent a single pattern for high-quality phase generation for broad range of fringe periods.
The DFP techniques has the advantage of speed, accuracy, flexibility, yet they all use a silicon-based digital projection devices such as liquid crystal display (LCD) or DLP projectors. The silicon based projection devices can only operate properly within a limited spectrum light range and a certain level light power. For example, the DLP projection system uses the silicon-based digital micro-mirror device (DMD), if the wavelength of light is over 2700 nm or below 300 nm, the transmission rate drops significantly [115] . In the meantime, the binary defocusing technique allows the use of binary patterns for high-quality 3D shape measurement, the precise grayscale values generated by digital video projectors is no longer necessary.
To overcome the spectrum limitation of DFP techniques and leverage the binary defocusing technique, Heist et al. [116] developed a system using two cameras and one mechanical projector with a rotating wheel. The rotating wheel has open and close slots to represent ON/OFF (i.e.,binary) of the light. By properly defocusing lens, aperiodic sinusoidal patterns can be generated on the object surface. Since the projector does not use the silicon-based device for pattern generation, the light spectrum of the GOBO projector can be substantially broadened for applications such as 3D thermal imaging [117] . Even though high speed data acquisition (i.e., 1300 Hz) was realized, such a method did not precisely synchronize the projector with the camera and thus precise phase shifts cannot ensured. Hyun et al. [118] developed a system that allows precise synchronization between the projector and the camera, and employs a transparent film with locally unique statistical patterns to employ the improved computational framework developed by Lohry et al. [67] . The technique developed by Hyun et al. [118] can achieve 10,000 Hz 3D shape measurement speeds regardless the number of phase-shifted fringe patterns required for one 3D reconstruction. In contrast, if the DLP projection device is used, the 3D shape measurement rate is reduced if more number of phase-shifted fringe patterns are required. Fig. 15 shows the photograph of the 3D shape measurement system using the mechanical projector. The system consists of two high-speed cameras and one mechanical projector that is an optical chopper. The timing generator takes the signal from the projector and sends precisely synchronized external signals the cameras to capture images simultaneously. A statistical pattern on a transparent film was positioned immediately behind the projector to simplify correspondence determination. Fig. 16 shows one example measurement. The measurement quality is Fig. 15 . Photograph of experimental system using a mechanical projector.
pretty high even when a three-step phase-shifting algorithm was used for phase computation.
Heist et al. [119] used LED array to created binary patterns for highspeed 3D shape measurement. Since LED can turn ON/OFF at extremely high rate (e.g., 100,000 Hz), 3D shape measurement speed can potentially be very high. Heist et al. [119] achieved a speed of approximately 330 Hz for a binary fringe projection rate of 3000 Hz. This technique, similar to the DLP based technique, the measurement speed is affected by the number of phase-shifted fringe patterns required for one 3D reconstruction.
Other coding methods
There are numerous other codification strategies developed for highspeed applications. For example, Garrihill and Hummel [120] developed the intensity ratio method, Jia et al. [121] developed the triangular phase-shifting method, and Huang et al. [122] the trapezoidal phaseshifting method. Color coded structured patterns [112, 123, 124] were also developed to reduce the number of required patterns and thus increase data acquisition speed. However, the methods of using color are typically sensitive to object surface color, making them difficult for an application where the scene is colorful.
Hybrid methods also developed primarily to enhance temporal phase unwrapping (e.g., improve robustness and/or speed). For instance, methods using phase-shifted pattern with embedded markers [125] [126] [127] [128] [129] [130] [131] [132] , a single stair pattern [133] , ternary coded patterns [134] , phase coded patterns [58, 123, [135] [136] [137] [138] , along with others.
Challenges
Despite drastic advancements in high-speed 3D shape measurement field including tremendous commercial successes, challenges remain to make advanced 3D shape measurement techniques accessible and available to solve challenging problems in science, engineering, industry, and our daily lives. This section lists some of the challenging problems that worth exploring to further advance high-speed 3D shape measurement field.
Data storage
Nowadays, acquiring high-resolution and high-quality 3D range data in real time becomes increasingly convenient [139] propelled by the availability of commercial 3D sensors (e.g., Microsoft Kinect, iPhone X). However, there is one fundamental issue that has not been fully addressed: how can one effectively store and deliver such enormously large 3D data? Conventional 3D geometry representation methods including OBJ, PLY, and STL can represent arbitrary 3D geometry and texture data, but the file size is enormous (typically at least one order of magnitude larger than 2D counter parts). Efforts [140] [141] [142] [143] [144] [145] [146] [147] [148] [149] [150] [151] have been made to compress 3D range data, yet none of the state-of-the-art methods is ubiquitous for efficient 3D data storage.
Sensor miniaturization
High-speed 3D shape measurement methods using a single statistical pattern based methods have seen great success in miniaturization. For example, Apple iPhone X employed the statistical pattern method for face ID and virtual reality (VR) applications on high-end smart phones, and Intel RealSense attempted to miniaturize the binary coding method for human computer interaction (HCI) applications. However, neither resolution nor accuracy achieved on these devices is comparable to that achieved by advanced structured light methods. Efforts on miniaturizing accurate 3D sensing technologies is highly needed to increase their application areas.
Tough object measurement
All structured light methods are based on optics, and thus such methods face challenges if an object surface is not optical friendly (e.g., shiny parts). Researchers have developed various techniques to handle shiny, transparent, or high dynamic range parts [152] [153] [154] [155] [156] [157] [158] [159] [160] [161] [162] [163] [164] [165] [166] [167] [168] [169] [170] [171] , yet none of such techniques is mature enough to measure arbitrary objects rapidly and accurately without human intervention. Furthermore, although structured light technologies have been employed in various applications, the consistency and repeatability of high-speed 3D shape measurement techniques are often difficult to ensure especially when commercially available hardware components are used. For example, when a standard digital video projector is used for 3D shape measurement, the thermal and noise impact could significantly influence measurement accuracy.
Automation
Historically, 2D imaging technologies evolved from when only professional photographers can take good pictures to nowadays that a 2-year old kid can do it with a smart phone. The major breakthroughs occurred between 1950s-1980s that led to easy-to-use 2D cameras that eventually become the 2D camera technologies today. One of the key innovations towards the easy to use 2D imaging technologies is the automation that allows the camera to be easily setup and used by a consumer without expert knowledge on imaging processing. Unfortunately, comparing with the relatively mature high-quality 2D imaging technologies, 3D counterparts are still in their infancy. The current high-accuracy 3D optical metrology technology on the market are, to a great extent, very similar to those 2D technologies before 1900s when 35 mm cameras were not invented. The limited study [172] thus far on automatic necessitates the better automated methods to make 3D shape measurement technologies ubiquitously accessible.
Applications
Though numerous robust 3D shape measurement techniques have been developed, none of the existing techniques can solve all application problems with some applications being more challenging than others. Furthermore, even though some existing techniques could solve an application problem, the approach may not be optimized in terms of cost, efficiency, simplicity, or robustness. For each application, the technology has to be optimized, to various degrees, to achieve best performance. Yet, it still lacks of the tools that can perform such optimization easily and rapidly for non-experts.
Summary
This paper has presented the state-of-the-art 3D shape measurement techniques based on structured light methods, especially those techniques that could achieve high measurement speed and accuracy. We explained the basic principles with each technology, demonstrated the capabilities/limitations of some popular 3D shape measurement techniques through experimental data, and casted our perspectives on some challenges to be overcome to make advanced 3D shape measurement techniques ubiquitous.
