Linear GARCH(1; 1) and threshold GARCH(1; 1) processes are established as regularly varying, meaning their heavy tails are Pareto like, under conditions that allow the innovations from the, respective, processes to be skewed. Skewness is considered a stylized fact for many …nancial returns assumed to follow GARCH-type processes. The result in this note aids in establishing the asymptotic properties of certain GARCH estimators proposed in the literature.
Introduction
Generalized autoregressive conditional heteroskedastic (GARCH) models are a workhorse for conditional variance forecasting in …nancial economics. The linear GARCH(1,1) model of Bollerslev (1986) is a popular choice amongst practitioners, owing, in part, to its (relative) simplicity, but also to its strong forecasting performance, generally, and superior performance, speci…cally, on foreign exchange rate returns against more complicated alternatives (see; e.g., Hansen and Lunde, 2005) . It is widely recognized that the conditional variance of equity returns tends to be asymmetric. 3 This feature, sometimes referred to as a "leverage e¤ect," is captured by threshold GARCH models, Glosten, Jagannathan, and Runkle (1993), hereafter GJR GARCH, being one-such example. In out-of-sample forecast evaluations using equity returns, GJR GARCH(1; 1) is shown to improve upon the linear GARCH(1; 1) speci…cation (Hansen and Lunde, 2005) . As a consequence, the linear GARCH(1; 1) and GJR GARCH(1; 1) models represent (very) popular choices among academics and practitioners alike for characterizing the conditional variance of …nancial returns.
Linear GARCH processes are shown to be regularly varying (see Basrak, Davis, and Mikosch, 2002) , meaning their tails are heavy and Pareto like. Mikosch and St¼ aric¼ a (2000) study the linear GARCH(1; 1) case in detail and demonstrate it to be regularly varying under the condition that the model's innovations follow a symmetric distribution. 4 They do not consider the GJR GARCH(1; 1) speci…cation. Table 1 summarizes the skewness statistics on various (very) high frequency equity and foreign exchange rate returns. Evident from the table is that these statistics tend to be large in absolute terms and (highly) statistically signi…cant, a tendency su¢ ciently prevalent to render skewness a stylized fact for many …nancial returns. Under either the linear GARCH(1; 1) or GJR GARCH(1; 1) model, skewness in returns necessarily sources to the given model's innovations. Skewness in these innovations con ‡icts with the aforementioned demonstration that a linear GARCH(1; 1) process is regularly varying. Moreover (to the best of my knowledge), such a demonstration (regardless of the treatment of the model's innovations) is not extended to the GJR GARCH(1; 1) case. As a consequence, this note establishes linear GARCH(1; 1) and GJR GARCH(1; 1) processes as regularly varying, where this result does not depend on the given model's innovations being symmetrically distributed. Besides being interesting in its own right, this result also aids in establishing the large-sample properties of the linear GARCH(1; 1) estimators discussed 
Regular Variation
Consider the GARCH model of
where
Given (1), the general model under consideration follows the Drost and Nijman (1993) de…nition of a strong GARCH process. Given (2), if 1 6 = 2 , the speci…c model is GJR GARCH(1; 1). Under the special case where 1 = 2 , the speci…c model is linear GARCH(1; 1). Recasting (2) as
represents the GARCH process as a stochastic recurrence equation (SRE), which is important for establishing f(Y t ; t )g t2Z as regularly varying.
For a …xed and non-negative h, let
This section demonstrates that Y is regularly varying with (tail) index , or, using shorthand notation, Y is RV( ). That is, there exists a sequence of constants fa n g such that
where j j denotes the max norm, a n = n 1= L (n), and L ( ) is slowly-varying at 1.
ASSUMPTION A1:
The distribution D has an unbounded support, and E j t j i+ < 1 for i 2 and some > 0.
ASSUMPTION A2: ! ! > 0, j > 0 for j = 1; 2, and > 0.
, where i is de…ned in A1.
The moment existence condition in A1 is (fairly) standard (see; e.g., Lee and Hansen, 1994, Berkes, Horváth, and Kokoszka, 2003, and Berkes and Horváth, 2004) . The novelty of A2 is the strictly positive, lower-bound for ! (see Kristensen and Rahbek, 2005) . Establishing regular variation for fY t g relies on taking a …rst-order Taylor Expansion around this lower bound; see (7) .
Notice, as well, the strict positivity of all model parameters, thus excluding the ARCH(1) case.
In order to establish fY t g as regularly varying in the special case where = 0, see Prono (2016 A1 and A3 together distinguish f t g as being thinner tailed than f t g. As a consequence, regular variation of fY t g stems directly from f t g, as is also the case in Davis and Mikosch (1998), REMARK. In the proof that follows, C denotes a generic constant that can assume di¤ erent values in di¤ erent places.
Proof. Since A t is (strictly) positive 8 t,
where c = c (!; 1 ; 2 ; ), the precise value of which is given in Goldie (1991) 
Then
where the inequality follows from Lumsdaine (1996, Lemma 1, A1.2). Also, using recursive substitution,
Consider a …rst-order Taylor Expansion of t around ! such that
where the …rst inequality relies on (5) , the second on 1 t being bounded and > 0, the third on (6), the fourth on (4), and the …fth on t > 1=2 t 1 . Consider next
where the third inequality follows from the Triangle Inequality, and the fourth from Suppose then that
From (8) follows that
;
given (7) and (9), and
given (7). Let Z = 0 E + R. Because 1 h is bounded 8 h, the tail of R is 'light' relative to the tail of 0 E. As a consequence, the tail of Z is determined by the tail of 0 E. Then, since E jE h j +" < 1 8 h and some " > 0, 0 E is RV( ) by ( Table 1 ) of many …nancial returns to which the model of (1) and (2) 
