lower Runge-Kutta method of orders one and two, and the exponential integration method. The algorithms are applied to viscoplastic models put forth by Freed and Verrilli and Bodner and Partom for thermal/mechanical loadings (including tensile, relaxation, and cyclic loadings).
The large amount of computations performed showed that, for comparable accuracy, the efficiency of an integration algorithm depends significantly on the type of application (loading). However, in general, for the aforementioned loadings and viscoplastic models, the exponential integration algorithm with the proposed self-adaptive time integration strategy worked more (or comparably) efficiently and accurately than the other integration algorithms.
Using this strategy for integrating viscoplastic models may lead to considerable saving in computer time (better efficiency) without adversely affecting the accuracy of the results. This conclusion should encourage the utilization of viscoplastic models in the stress analysis and design of structural components.
INTRODUCTION
The need for an accurate assessment of the time-dependent, inelastic response of structural components has led to the development of numerous constitutive material models, called viscoplastic models.
Accurate assessment of inelastic response is an essential input for predicting the service life of components.
Viscoplastic models incorporate all aspects of inelastic deformation, including plasticity, creep, and relaxation.
These models do not endeavor to artificially split the inelastic strain into plastic and creep components. Alternatively, they treat all the inelastic strain (including plasticity, creep, and relaxation) as a single time-dependent entity. This "unified" representation of time-dependent, inelastic strain enables these models to automatically include the observed interactions at high temperatures among plasticity, creep, and relaxation.
These models, therefore, provide a more realistic and accurate description and response of the time-dependent, inelastic behavior of materials. The input of inelastic strain, calculated by using these viscoplastic models, into life prediction methods thus leads to a more accurate determination of the service life of structural components.
The mathematical framework of most viscoplastic models consists of a flow law that relates the inelastic strain rate to the deviatoric stress and evolution equations for internal state variables that represent the resistance of the material to further inelastic flow. Most models use two internal state variables, a tensor and a scalar. The tensorial and scalar variables represent the kinematic and isotropic hardenings of the material, respectively. The form of the evolution laws for the internal state variables is based on the well- •e is related to the stress rate (_ij by Hooke's law For an isotropic material the elastic strain rate _ij
where E is Young's modulus, v is Poisson's ratio, and _ij is the Kronecker delta. The repeated subscripts in equation (2) and elsewhere imply summation over their range.
The deviatoric stress Sij is defined by
The effective stress E.. has the expression lj
where Bij is the backstress.
Flow law.--Defining the invariant J2 by the flow law is written as
The function 0, called the thermal diffusivity function, contains the temperature dependence of the model. It is defined by U_ ifT<O.5T m L kr.,t t,2T) '
Q is the activation energy, k is the Boltzmann constant, T is the absolute temperature, and Tm is the melting point of the material.
The function Z, called the Zener-Hollomon parameter, is given as
and A and n are material constants. The function F is defined as
where D denotes the drag stress. 
and
where S and DO are material constants.
For the theory to be thermodynamically admissible, the dissipativity condition must be satisfied. This results in the following constraint on the function r:.
The values of elastic and inelastic material constants appearing in the preceding equations are given in Flow law.--The total strain rate is again assumed to be the sum of elastic, inelastic (viscoplastic), and thermal strain rate components, and the inelastic strain rate is assumed to have the form of the PrandtlReuss flow law. In symbols
where
In these equations the symbols e, S, o, and 8 and the superscripts e, v, and t have the same meaning as defined earlier. A repeated index implies summation over its range, and the parameter _ is defined later. Isotropic-hardening evolution laws.--The growth or evolution of the isotropic-hardening component is governed by 
NUMERICAL INTEGRATION METHODS
To develop efficient, accurate, and stable explicit integration strategies for integrating the constitutive (differential) equations of the F-V and B-P viscoplastic models, four explicit numerical integration methods were considered.
The reasons for considering only the explicit integration methods have been explained in the introduction.
To keep the presentation simple, the mathematical forms of the integration strategies have been presented for only one differential equation. Generalization of these integration strategies for a system of differential equations is straightforward and presented subsequently.
Consider the first-order differential equation 
This is the fundamental theorem of integral calculus.
To develop an exponential integration scheme, start with the Laplace integral 
Again, choose m such that
Using equations (42) to (45) gives 
NUMERICAL IMPLEMENTATION
The procedure for implementing the exponential integration method is given here in a step-by-step
(1) Calculate derivatives at the start of the step.
f[t,y(t)]--dol d (2) Calculatethe Euler values.

Z(t + h) = y(t) + h 4t, y(t)]
(3) Calculate the new derivatives.
f[t + h,z(t + h)] -= dne w
Note that these calculations are required also for the classical Runge-Kutta method.
Calculate the exponential approximation
Endif Endif
If dold = 0 or m < 0, Calculate the RK2 approximation
To estimate the local error in the solution, an "imbedding" technique is employed.
In this technique the local error is defined as the difference in the solutions obtained by using two methods of different orders.
where the subscript a refers to an approximation to the integration method.
AUTOMATIC TIME-STEP INTEGRATION
Two schemes were adopted to make the integration strategy self-adaptive, that is, capable of automatically picking suitable time steps that preserve the stability and accuracy of the solution:
(1) Scheme I. stepas Employed herein, scheme I defines the error in the solution during the current time
(2) Scheme II. It defines the error in the solution during the current time step as
Ir-yol
Generalization to a system of n equations is easily obtained by defining an error norm e as (49)
The integration strategy runs as follows: Proceed to the next step calculations with the time step rendered by the preceding and so on.
APPLICATIONS
To illustrate the applications of the self-adaptive time integration strategy in conjunction with the four explicit integration methods mentioned earlier, computer programs in FORTRAN were developed and applied to several uniaxial problems.
The uniaxial problems considered consisted of tensile, relaxation, and cyclic thermal/mechanical loadings.
Figures l(a), (b)
, and (c) exhibit tensile, relaxation, and cyclic loadings for the F-V model. The tensile loading ( fig. l(a) ) consisted of a stress rate of 6.10× 10 -3 MPa/s at 149°C. For relaxation loading ( fig. l(b) ) the specimen was deformed to a strain of 0.015 in 1000 s and then allowed to relax at the same strain for 10 000 s. For in-phase cyclic thermomechanical loading ( fig. l(c) ) the specimen was cycled between _-!-0.00375 swain in 1000 s. The temperature of the specimen was cycled (in phase with the strain) between 200°C (at -0.00375 strain) and 500°C (at 0.00375 strain) in 1000 s.
The tensile, relaxation, and cyclic thermal/mechanical loadings for the B-P model are shown in figures 2(a), (b), and (c), respectively.
The tensile loading ( fig. 2(a) ) consisted of loading the specimen to 0.010 strain in 120 s at 871°C. For relaxation loading ( fig. 2(b) ) the specimen was loaded to 0.008 strain in approximately 100 s at 871°C and then allowed to relax for 1000 s. For cyclic thermal/ mechanical loadings ( fig. 2(c) ) the strain and temperature were cycled in phase between £-0.004 and 538 and 760°C, respectively.
The time for one cycle was 160 s.
RESULTS AND DISCUSSION
The constitutive equations of the F-V and B-P viscoplastic models were integrated in conjunction with the Runge-Kutta second-order method (RK2), the lower Runge-Kutta method of order one or the EulerCauchy (RK1L), the lower Runge-Kutta method of order two (RK2L), and the exponential (RK2EXP) integration method. The respective tensile, relaxation, and cyclic thermal/mechanical loadings were considered in numerical computations for the F-V and B-P models. The results of these computations are shown in figure 3 for the F-V model and in figure 4 for the B-P model.
These computations
were performed to ensure that the implementation of the self-adaptive integration strategy in conjunction with these four explicit integration methods yielded accurate results. The computations presented in figures 3 and 4 were carried out by assigning very small error tolerances for integration for different types of loadings (described earlier). The curves marked as "exact" in these figures were obtained by using the Runge-Kutta, second-order method (without self-adaptive integration strategy) and choosing a very small time step for integration of the constitutive differential equations of the two viscoplastic models. Figures 3 and 4 show that for both viscoplastic models and all uniaxial problems (tensile, relaxation, and cyclic loadings), the self-adaptive integration strategies produced results that are in close agreement with the "exact" results. This conclusion gives confidence in accurate implementation of the self-adaptive integration strategies for the four explicit integration methods. The following criterion was adopted in the present study. First, an arbitrary and desired accuracy (or acceptable error) in the solution was assumed. Then, the error tolerances for each integration algorithm and error control scheme were varied until the required accuracy was achieved in the solution. This was done for each type of loading and viscoplastic model. The execution time (CPU time) for each case was recorded. The execution time for tracing a given loading path when using the RK2EXP (or any other) integration algorithm depended not only on the error tolerances but also on the scheme being used to define the time steps during the integration. Of the execution times thus obtained, the smallest time for each integration algorithm and the corresponding error tolerances, scheme, etc., were selected. These times are listed in tables V and VI for all loadings and viscoplastic models. These tables readily reveal the most efficient integration algorithm for a given viscoplastic model and given loading.
It is advantageous to define the format of tables V and VI at this stage. required by a given method to trace the given loading path (cycle). The number of steps for the RK2EXP method in column 5 is split into two parts, a and b. The superscript a on a number denotes the number of times the RK2 method was used, and the superscript b denotes the number of times the exponential method was used. Column 6 lists the execution times (CPU times) in seconds (on a Cray-YMP computer) taken by various integration methods to trace a given loading path. Finally, the accuracy of a given integration method is indicated in column 7. This column lists the error in the result obtained by using a given integration algorithm. The error is defined as
where Yc denotes the solution obtained by using the current integration algorithm and Ye designates the "exact" solution obtained by using the RK2 method with a constant and small time step as described earlier.
Results Using Freed-Verrilli Model
Tensile loading.raThe tensile loading shown in figure l(a) and the F-V model were used to generate the results listed in table V(a). The RK1L and RK2L integration algorithms were found to be less efficient than the RK2 method. The execution times for the former two methods were 10.002 and 12.949 s, respectively, whereas for the same accuracy (0.460x 10-3) the time taken by the RK2 method was 9.871 s. The most interesting result for the tensile loading case is obtained from the fourth row of the table. It shows the RK2EXP method to be significantly more efficient (by a factor of about 2) and slightly more accurate Cyclic loading.-- Table  V(c) summarizes results for the cycling loading (see fig. l(c) ) obtained with the F-V model. The RK2, RK1L, and RK2L integration methods gave almost the same accuracy (column 7). However, RK1L and RK2L were not as efficient as the RK2 method. The execution times of 3.554 and 4.487 s for the RK1L and RK2L methods were higher than that for the RK2 method (3.508 s). Comparing the results for the RK2 and RK2EXP methods (rows 1 and 5) shows that the RK2EXP method took less execution time (3.259 s) than the RK2 method (3.508 s). However, the error was larger (0.343x 10-3) for RK2EXP than for RK2 (0.227x 10-3). Therefore, for cyclic loading the RK2 and RK2EXP methods are comparably advantageous and either may be used.
Results Using Bodner-Partom Model
Tensile loading.raThe results for the tensile loading of figure 2(a) and the B-P model are shown in table VI(a). The total numbers of iterations performed using the RK2, RK1L, and RK2L integration methods were the same. However, the RK2EXP integration method took only 2129 steps to trace the given tensile loading path. The most important results of the tensile loading case are obtained from columns 6 and 7. Column 6 shows that for the present case the RK2EXP method took significantly less execution time (0.223 s) than the RK2 (1.166 s), RK1L (1.183 s), and RK2L (1.620 s) integration methods. Also the RK2EXP method yielded a more accurate solution (error of 0.104x 10--3) than the RK2 method (error of 0.174×10--3). Therefore, using the RK2EXP method to integrate the constitutive equations of the B-P model is of significant advantage in this case.
Relaxation loading.raTable VI(b) displays the results for relaxation loading (see fig. 2(b) ) obtained by the different integration methods. For a given accuracy the execution times were higher for the RK1L and RK2L integration methods than for the RK2 method. The execution time was also marginally higher for the RK2EXP method (6.653 s) than for the RK2 method (6.270 s). The total numbers of iterations performed by the different integration methods to trace the same relaxation loading path were comparable. In this case the RK2EXP method was found (at best) to be comparable to the RK2 method.
Cyclic Ioading._The results of integrating the constitutive equations of the B-P model for different integration methods are listed in table VI(c) for the cyclic loading of figure 2(c). For a given accuracy the execution times were higher for the RK1L, RK2L, and RK2EXP integration methods than for the RK2 integration method. The total number of iterations performed for the RK2, RK1L, and RK2L methods were the same (96 058). However, for the RK2EXP method, it was 96 059. The RK2EXP method does not offer any particular advantage with regard to efficiency and accuracy in this case.
CONCLUSIONS
The results presented for both viscoplastic models and three types of loadings show that, for comparable accuracy, the lower Runge-Kutta methods of orders one and two are less efficient than the Runge-Kutta, second-order and exponential integration methods. The lower Runge-Kutta methods are, therefore, not advantageous for application to viscoplastic models. The results also show that, for comparable accuracy, the efficiency of the integration algorithms depends on the type of loading. For example, for tensile loading, for comparable accuracy and for both viseoplastic models, the exponential integration method is much faster than the Runge-Kutta, second-order method. However, for the relaxation and cyclic loadings and for comparable accuracy, the exponential method is at best as efficient as the Runge-Kutta, second-order method.
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