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Abstract. The Analytic Hierarchy Process (AHP) has become a popular decision aid since 
itsdevelopment by Thomas L. Saaty in the 1970's. However, the number of pairwise 
comparisons which must be made during the course of this method often become prohibi- 
tive. This paper summarizes a method to reduce the number of comparisons by using 
the derivatives of the right Perron vector and the graph-theoretic interpretation 
of a positive reciprocal matrix. 
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INTRODUCTION 
The Analytic Hierarchy Process (AHP) was developed 
in the 1970's by T.L. Saaty(1980) and over the 
years, has proven to be a very effective decision 
aid. The two advantages which the AHP has over the 
other multi-criteria methods are the ease of use 
and the ability to handle inconsistencies in 
judgements. People, acting unilaterally, are sel- 
dom consistent in their judgements; groups are 
even less likely to be consistent. The AHP does 
not force an individual or a group to be consis- 
tent when making pairwise comparisons, but incor- 
porates the inconsistencies into the process. This 
ability to handle inconsistency is a major con- 
tributer to the second advantage - the ease of use. 
Methods such as multi-attribute utility theory 
elicit transitive preferences at the cost of using 
complex eliciting mechanisms. The experience with 
the AHP is that pairwise comparisons on a ratio 
scale are somewhat "natural"; that is, individuals 
feel very comfortable with the method used in the 
AHP. 
wise comparisons A is to set the weiqhts eoual to 
the ri ht princi al eigenvector (or Fight Perron 
vector? of the*&trix A: 
The major drawback with the AHP is the amount of 
work which is required in making all of the nec- 
essary pairwise comparisons. For example, if we 
compare nine objects according to five criteria, a 
total of 190 pairwise comparisons must be made. 
Therefore, the purpose of this paper is to present 
a method to shorten the pairwise comparisons which 
must be made in the AHP. 
The remainder of this paper is structured as 
follows: the next section discusses the problem 
of reducing the number of comparisons which must 
be made. Section 3 presents the details of the 
proposed method, Section 4 summarizes the results 
of a series of simulations using this method, and 
conclusions are drawn in Section 5. For a more 
detailed description of the results presented in 
this paper, the reader is referred to Harker 
(1985b). 
SYNTHESIZING PAIRWISE COMPARISONS 
Consider the problem of comparing a set of alter- 
natives with respect to a single criterion. Let 
A=(aij) be the matrix of comparisons. where 
aij > 0; i,j=1,2,....n 
aij = l/aji; i,j,=l,2,...,n 
and n= IAl. Thus, A is a positive reciprocal 
matrix of rank n. Saaty's method for computing the 
set of alternative weights from a matrix of pair- 
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= aik for all i,j,k. That is, 
A is consistent if and only if all paths between 
any two verticies in the fully connected, directed 
graph corresponding to A have the same intensity, 
where intensity is defined to be the multiplication 
of the arc intensities which make up this path. 
When the judgements are perfectly consistent, only 
the first (n-l) comparisons need to be made to 
calculate the weights w. However, when inconsisten- 
cies are present, the entire top triangular portion 
of the matrix, n(n-1)/2 judgements, must be com- 
pleted since the various paths between two vertices 
will have aifferent intensities. In this situation, 
the eigenvector approach has a nice graph-theoretic 
interpretation; it is just the average intensities 
of all the paths starting at any particular ./ertex. 
We shall be using this interpretation of the eigen- 
vector in what follows. 
As stated above, perfect consistency would require 
only (n-l) judgements; Saaty(1960) has also shown 
that ~~~~ = n in this situation. Any inconsistency 
in the judgements would necessitate the completion 
of all n(n-1)/2 judgements. In this case lmax > n. 
Thus, the index 
C.I. = (a max - n)/n (2) 
has been suggested by Saaty(1980) as a measure of 
the inconsistency in judgements; see Harker(l985a) 
for a discussion on the use of this measure to 
rank-order judgements for reconsideration if the 
decision-maker is unhappy with his level of incon- 
sistency. 
Since it is unknown whether or not a decision-maker 
will be consistent, all n(n-1)/2 juggements must be 
elicited. Thus, the eigenvector method includes a 
great deal of redundancy in the sense that n(n-1)/2 
judgements are elicited instead of the minimum num- 
ber (n-l). This redundancy plays a useful role in 
that a decision maker can answer one comparison 
incorrectly, but the final attribute weights will 
not be greatly affected due to the redundancy and 
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the averaging effect of the eigenvector approach 
Therefore, one would not want to make only (n-l) 
comparisons since a certain amount of redundancy 
is necessary to "correct" any errors in the judge- 
ments. However, the completion of all n(n-1)-/Z 
comparisons is a laborious task. The remainder of 
this paper presents a method which allows for some 
redundancy in the judgements but does not require 
that all n(n-1)/2 comparisons be completed. 
INCOWPLETE PAIRWISE COh'PARISONS 
It is obvious that if all the pair-wise comparisons 
are not made, one must be sure to have at least 
one nonzero entry in each row of the matrix A; 
I.e., one must be sure to create at least a span- 
ning tree in the directed graph D(A) associated 
with the matrix A. Thus. the graph D(A) is no 
longer fully connected as i-s the case when ~11 
n(n-1)/2 comparisons are made, but it must at 
least be connected, for if the matrix were not 
connected, we would not have enough information on 
the alternatives to calculate a weight for each 
of these alternatives. 
Given a set of pairwise comparisons, not necessar- 
ily complete, which constitute a reciprocal matrix 
P, the directed graph corresponding to the posi- 
tive elements in A is a reflexive graph. Further- 
more, it will be assumed that this graph is 
always connected. In this situation, what is the 
natural way to derive the weights w? Consider a 
matrix element a..=O; i.e., a comparison which 
has not yet been'dade. For a reflexive connected 
graph there must exist at least one path from i to 
j. Thus. the natural way to fill in this missing 
entry is to take the average of all the intensity 
of all the paths connecting i and j. If the incom- 
plete comparisons were perfeclty consistent, then 
every path would have the same intensity. With the 
presence of inconsistency, the intensities may 
differ and thus, the average must be taken. 
This average must be the geometric mean as shown 
by Aczel and Saaty(1983). Therefore, given a set 
of incomplete pairwise comparisons, the missing 
matrix elements in the top triangular portion of 
A are found by taking the geometric mean of all 
elementary paths connecting the two alternatives 
in D(A). The lower triangular portion of the 
matrix is then found by the reciprocal property. 
Given the updated matrix A, the weights can then 
be derived by the standard eigenvector approach. 
Say that one starts the process by eliciting n 
pairwise comparisons in such a way that the graph 
D(A) is connected. Thus, some redundancy is inclu- 
ded by asking one more question than the minimum. 
By following the above procedure, a vector of 
weights can be derived. One could of course stop 
the process at this point and consider w to be the 
final vector of weights. However, it may be the 
case that either the decision maker is unhappy 
with the current ranking in w or that the decision 
maker was highly inconsistent in the current set 
of comparisons. In either case, more comparisons 
must be made; which question is next? The decision 
maker may know which judgement is best to answer 
next in the sense that he or she is most confident 
in its value. However, it is more often the case 
that the decision maker must be guided to the next 
comparison. It is intuitively obvious that the 
ext question should be the one which has the 
greatest impact on the weights w; i.e.. the next 
question should be related to the largest absolute 
gradient of w with respect to the missing matrix 
elements. The choice of such a question wil be 
detailed in a moment but first, formulae for the 
gradient must, be derived. 
Consider the class of positive reciprocal (square) 
matrices A=(aij): 
*n,” 
and consider the following eigenvector problem: 
Ax(A) - r(A)x(A) (3) 
where r(A)-Xmsx is the Perron root or principal 
eigenvalue of A and x(A) is the right Perron vector 
of A. Harker(l985a) has recently proven the follow- 
ing results on the derivatives of r(Aj with respect 
to a matrix element in the top triangular portion 
of A: 
Lemma 1 Let Ach”‘“. 
angular matrix: 
The” D:’ Is a” “x” upper tri- 
DA 
r 
= {ar(A)/ai, Ij>i> 
- {(Y(A)~x(A)~) - (~(A)~x(A)~)/a:Jlj’i), 
where x(A) and y(A) are, respectively, the right 
and left Perron vectors of A and 
Yap - 1. 
Using these results, the following theorem on the 
derivatives of x(A) with respect to a matrix ele- 
ment in the upper triangular portion of A cs” be 
prove” (see Harker 1985b): 
Theorem Let AeA”*” and let x(A) and y(A) denote, 
respectively. the right and left Perron vectors of 
A. Then 
where I is the “x” identity matrix, e is a” n dim- 
ensional TOW vector of ones, Z(A) - (2,) is an n 
dimensional column vector defined ss: 
x (A) if k-i 
c-1 _ 
‘k = -xi(A) /aL ij if k-j 
\ 0 otherwise, 
and ‘%’ denotes the matrix or vector with its last 
TOW deleted. 
The above theorem gives one a means by which the 
gradients of the right Perron vector and hence the 
attribute weights w can be easily calculated from 
the right and left Perron vectors. How does one now 
use this information to guide the decision maker to 
the next comparison, and how is this information 
used to devise stopping rules; i.e., rules for ter- 
minating the palrwise comparisons before all 
“(“-1)/Z comparisons are made? These two questions 
will now be addressed. 
The logical choice of the next question would be 
the cell entry which has the greatest impact on the 
alternatives’ weights; i.e., the comparison with 
the largest absolute gradient of the right Perron 
vector. Obviously, one would always not want to ask 
a question which has little influence on the final 
weights. Thus, the choice of the next comparison 
(1,j) is given by the rule: 
(W) = arm=* (1 lax(A)/a,ll I,) 
(k,l)cQ 
(5) 
where Q is the set of unanswered questions and 
II.II_ denotes the Tchebyshev norm, will direct the 
decision maker to the next most important question. 
Thus, one should rank the unanswered comparisons by 
(5) and present this list to the decision maker for 
consideration of the next question. 
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The next issue involves the decision to stop making 
pairwise comparisons. There are three possible Ways 
in which this decision can be made. The first is to 
let the decision maker decide whether or not to 
continue with the questioning. In fact, this option 
is always available under the other two stopping 
rules. The second rule states thatif the maximum 
absolute difference in the attribute weights from 
one question to the next is less than or equal to 
a%, where a is a given constant, then one should 
stop the questioning since the new information did 
not have a major influence on the weights. This 
r"le is "liberal" in the sense that further ques- 
tioning may drastically alter the weights even if 
there is no major change at the present time. How- 
ever, the decision maker always ha&veto power over 
the rule's choice to stop and hence. this rule may 
work well in practice. 
The third stopping rule is very conservative in the 
sense that comparisan~ will continue to be made 
until one is sure that the ordinal rank will not be 
reversed. The weights w are cardinal rankings of 
the alternatives which, of course, create an ordin- 
al ranking. By answering more questions, the car- 
dinal ranking in w may be slightly altered but the 
ordinal ranking implied by w could remain the same. 
The third stopping criterion simply states that the 
next question will be asked if it appears that the 
ordinal ranking could be reversed. This rule is 
very conservative in the sense that two alterna- 
tives may have low but almost equal wtights and 
this rule would not terminate the comparisons. 
Alternatives with low weights are not important and 
thus one would like to ignore a possible rank re- 
versal in this situation. However, tl‘e rule des- 
cribed above would force the process to continue. 
Some modifications to this rule can be made which 
ignore any possible rank reversals when the weight 
is below a certain threshold. The choice of the 
best stopping rule is an open question at this 
point and will be explored in future research; 
details of these rules can be found in Harker 
(1985b). 
In summary, the steps used in the imcomplete pair- 
wise comparison method are: 
Step 0 Have the decision maker provide n judge- 
ments which form a connected graph D(A). 
Step 1 Using the completed pairwise comaprisons, 
derive the missing matrix elements by taking the 
geometric mean of the intensities of the elementary 
paths; calculate the weights w. 
Calculate the derivatives of w with respect Step 2 
to the missing matrix elements and select the next 
question according to (5). 
Step 3 If this question meets the appropriate 
stopping rule, stop; else elicit this oomparison 
and return to Step 1. 
As a final note, the results of the Theorem can 
also be used in a sensitivity analysis at the end 
of the process. By being easy to compute, the der- 
ivatives of w with respeet to the matrix elements 
can be used to quickly guide the decision maker in 
revising any judgements which were made during the 
course of this process. 
NUMERICAL RESULTS 
In order to test this procedure, a simulation of 50 
random matrices of size 6,7,8,and 9 was peeformed; 
Harker(l985b) presents the details of these simu- 
lations. The results show that the errors introduced 
by not completing the entire matrix increase with 
increasing inconsistency as would be expected. Also, 
the errors tend to fall more rapidly in the begin- 
ning of the process when few questions have been 
answered, and tend to fall more slowly as the 
number of answered questions increases. This result 
is also expected since the process is first choos- 
ing those questions with the greatest impact on 
the eigenvector. Therefore, as the number of 
answered questions approaches n(n-1)/Z, the next 
comparison becomes less and less useful which 
confirms the belief that it is not worthwhile to 
make all the comparisons in the eigenvector 
approach. Again, Harker(l985b) contains the details 
of these numerical results. 
CONCLUSION 
This paper has summarized a method by which sub- 
stantial time savings in using the AHP can be 
achieved. These time savings are important in that 
it simplifies the work involved in making pairwise 
comparisons and thus, gives the individual or group 
of decision makers more time to debate certain 
judgements. Thus, the method proposed in this paper 
helps to remove the decision analysis tool as the 
primary focus of the decision process and places 
it into its proper role of being an aid in the 
process. 
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