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Abstract. Simple analytic expressions are derived for the sensitivity curve of a pulsar timing
array (PTA) to both a monochromatic source of gravitational waves and an isotropic stochastic
background of gravitational waves. These derivations are performed in both frequentist and
Bayesian frameworks and the results verified with numerical injections and recovery in mock
PTA datasets. The consistency of the frequentist and Bayesian approaches is demonstrated
and the results are used to emphasise the fact that the sensitivity curve of a PTA depends not
only on the properties of the PTA itself, but also on the properties of the gravitational wave
source being observed.
1. Introduction
Pulsar timing arrays (PTAs) are ongoing attempts to detect low frequency gravitational waves
(GWs) by using the timing of a network of galactic millisecond pulsars. The chosen millisecond
pulsars are extremely stable rotators which allow a timing model of sufficient accuracy to be
constructed to account for every single rotation of the pulsar over the many years of observation.
After subtracting the timing model from the pulse arrival times the remaining timing residuals
include any unmodeled effects; e.g. timing noise and (possibly) GWs. All of the pulsars reside
in the same GW field and hence the induced timing residuals in different pulsars are correlated
by an amount that depends on their angular separation. It is this correlation which allows a
network of pulsars spread across the sky to be exploited as a GW detector.
PTAs are sensitive to GWs in the range 10−9 Hz . f . 10−6 Hz and are typically most
sensitive to the lowest frequencies in this range. Potential sources of GWs in this frequency
band are individual supermassive black hole binaries with chirp masses aroundM≈ 109M out
to redshifts of z ≈ 2 ((1; 2)). If there are many sources per unit frequency then they cease to be
individually resolvable and instead overlap to form a stochastic background of GWs ((3; 4; 5)).
It is currently unclear whether the first detection of GWs by PTAs will be an individual binary
or a stochastic background. Stochastic backgrounds may also be caused by other mechanisms
such as cosmic string networks (6), or primordial GWs ((7; 8)).
There are currently three PTAs operating: the European Pulsar Timing Array (EPTA1, (9)),
the Parkes Pulsar Timing Array (PPTA2, (10)) and the North American Nanohertz Observatory
for Gravitational Waves (NANOGrav3, (11)). There are plans to merge the seperate PTAs to
form the International Pulsar Timing Array (IPTA4, (12)).
These proceedings are based on a talk given at the 10th International LISA Symposium, this
talk in turn was based largely on the work done in (13). In Sec. 2 of this paper the properties
of the PTA which will be assumed throughout the remainder of the paper are summarised, Sec.
1 http://www.epta.eu.org/
2 http://www.atnf.csiro.au/research/pulsar/ppta/
3 http://nanograv.org/
4 http://www.ipta4gw.org/
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3 describes the sensitivity of this PTA to an individual binary, Sec. 4 describes the sensitivity
to a stochastic background and final concluding remarks are given in Sec. 5.
2. Our canonical PTA
In order to produce definite values for the sensitivity curves it is necessary to assume particular
values for the PTA parameters. For all calculations in this paper the PTA was assumed to
consist of 36 pulsars randomly placed on the sky all timed with a cadence of 1/(2 weeks) for
a total of 5 years with a precision of 100 ns. This is comparable to the Open1 dataset in the
recent IPTA data challenge5. It should be noted that the performance of this canonical PTA is
significantly better than any of the current PTAs.
3. Sensitivity to an individual binary
Binary black holes, in contrast to the stochastic backgrounds considered in Sec. 4, are a GW
source which can be accurately modelled over the entire duration of observations; hence matched
templates may be constructed for the purpose of detection and parameter estimation. PTAs are
sensitive to individual binary black holes with very large chirp masses (108M .M . 1010M)
in the early, adiabatic stage of their inspiral. These systems are typically in circular orbits
evolving on timescales longer than the total length of our observations and appear in the data as
quasi-monochromatic signals. Therefore, for simplicity, in this section we consider the sensitivity
of our PTA to a monochromatic source of GWs as a proxy for an individual binary.
3.1. Frequentist detection
The frequentist procedure for claiming a detection of a signal in the PTA dataset is to define a
scalar detection statistic, S, which is a function of the dataset. The signal to noise ratio (SNR)
of this statistic, %, is then defined as the expectation of this statistic in the presence of a signal
divided by the square root of the variance of the statistic in the absence of a signal. A detection
is claimed if the value of the detection statistic evaluated on the actual measured data exceeds
some predetermined threshold, %th (the value of this threshold may be tuned to fix the false
alarm rate).
Here the detection statistic was chosen to be the cross correlation of two data streams with
the optimal (or “matched”) filter function, K˜(f); see Eq. 1. This statistic has the advantage
that it gives an SNR which is quartic in the signal amplitude (see Eq. 1, we tentatively venture
to call this the “power SNR” in contrast to the usual “amplitude” SNR) and hence may be
directly compared with the stochastic background SNR (see Sec. 4). It should be noted that
in the case of a single binary it is also possible to use the usual matched filter statistic and
associated “amplitude” SNR for the purposes of detection, but in the case of the stochastic
background one is forced to use the cross correlation statistic because the signal in each pulsar
is swamped by the intrinsic pulsar red-noise.
S = ∫ dt ∫ dt′ s(t)TK†(t− t′)s(t′) = ∫ df s˜(f)T K˜†(f)s˜(f) (1)
K˜(f) = h˜(f)h˜(f)
T
S2n
∣∣∣
diag→0
⇒ %2 = ∑y∑x>y 8T ∫ df |h˜x(f)|2|h˜y(f)|2S2n .
In evaluating the SNR in Eq. 1 the noise terms in the timing residuals from pulsars x and
y have been assumed to be white, Gaussian and uncorrelated between pulsars. If pulsar x is
timed with precision σx and with a cadence 1/δtx then this leads to the familiar expression〈
n˜∗x(f)n˜y(f
′)
〉
=
1
2
Sn(f)δxyδ(f − f ′) where Sn = 2σ2xδtx. (2)
The red curve in Fig. 1 shows the sensitivity curve obtained by setting % = %th in Eq. 1
and rearranging to find the amplitude as a function of frequency. This sensitivity curve has
5 http://www.ipta4gw.org/?page_id=89
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the obvious problem that it tends to a constant at low frequencies. This is because the need
to use the measured data to fit for the free parameters in the pulsar timing model hasn’t been
accounted for. Heuristically the effect of this fitting may be understood by approximating the
timing model as a quadratic in time. To motivate the choice of a quadratic notice that a constant
offset in the timing residuals is degenerate with mis-estimating the distance to the pulsar, a
linear drift in the timing residuals is degenerate with the pulsar spin and a quadratic trend in
the timing residuals is degenerate with the pulsar spin-down rate. Expanding the sinusoidal
signal at low frequencies (ft  1) as a Taylor series in powers of ft allows us to include the
effect of fitting for the quadratic timing model (see (13)) by subtracting off the first three terms
in this series (up to and including O(ft)2). The resulting sensitivity curve is shown in Fig.
1. This procedure is rather ad-hoc, a much more satisfactory way of accounting for the timing
model is provided by the Bayesian approach, which we now discuss.
3.2. Bayesian detection
The Bayesian procedure for claiming a detection of a signal in the PTA dataset is to consider two
competing hypotheses which attempt to describe the measured data, s: the noise hypothesis,
{Hn : s = n + m}; and the signal hypothesis, {Hh : s = n + m + h}. Here n denotes the
random noise, m the timing model and h the signal; any of n, m or h may depend on a number
of free parameters, ~θ. For each hypothesis i ∈ {n, h} the likelihood, Li, may be evaluated for
a given choice of the parameters. The evidence for each hypothesis, Oi, may be calculated by
integrating, or marginalising, the likelihood over all of the free parameters in that hypothesis
(weighted by any prior knowledge of each parameter). The odds ratio (or Bayes factor) is
then defined as the ratio of the evidences B = Oh/On and a detection is claimed if the Bayes
factor exceeds some predetermined threshold, Bth. The threshold Bayes factor is the Bayesian
equivalent of the frequentist threshold SNR, and Bth may be chosen to fix a desired false alarm
rate.
Here the timing model was taken to be a quadratic in each pulsar, mx(t) = αx + βxt+ γxt
2,
where αx, βx and γx are free parameters with flat priors. These parameters are then marginalised
over when evaluating the evidence for each hypothesis, this provides a rigorous method for
accounting for the loss of sensitivity at low frequencies caused by fitting for the timing model.
In reality the timing model is significantly more complex than a simple quadratic; it must
account for effects as diverse as the Roemer delay, dispersion of the pulse by the interstellar
medium and the orbital motion of the pulsar (if it happens to be in a binary) ((14; 15)). However
the simple quadratic timing model considered here captures well the qualitative effect of fitting
for the pulsar parameters and has the attractive feature that the free parameters (αx, βx and
γx) may be marginalised over analytically.
The likelihood functions for both hypotheses may be written in terms of the noise covariance
matrix, Σn = σ1, where it has been assumed for simplicity that σx = σ, ∀x,
logLn(~Θ) = logA− 12
(
s−m(~Θ)
)T
Σ−1n
(
s−m(~Θ)
)
, (3)
logLh(~Θ, ~Ψ) = logA− 12
(
s−m(~Θ)− h(~Ψ)
)T
Σ−1n
(
s−m(~Θ)− h(~Ψ)
)
.
The evidence for each hypothesis may be evaluated by marginalising over the free parameters;
for the pulsar parameters, ~Θ, flat priors were used, for the source parameters, ~Ψ, delta function
priors at the true values were used. The choice of delta function priors may seem unreasonable
at first, but in reality it is simply a convenient way of imposing a large signal approximation.
A detection of GWs is only claimed if the Bayes factor exceeds some threshold, this threshold
must be chosen to be large if we are to have high confidence in the detection. In the limit of
a large Bayes factor the prior becomes uninformative compared to the data and the value of
the Bayes factor obtained in the experiment is independent of the choice of prior. Therefore a
delta-function prior is chosen to ease the analytic calculations. For a further discussion of this
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point see (13). The evidence for hypothesis Hi is given by
Oi(s) =
∫
d~λi Li(s, ~λi)Pi(~λi) , where λn = ~θ and λh =
{
~θ, ~ψ
}
. (4)
The Bayes factor, B, may now be evaluated and the expectation over noise realisations
calculated,
B =
∫
dn P (n)B where P (n) = exp
(−12nTΣ−1n n)√
(2pi)NpT/δtdet (Σn)
. (5)
The integral in Eq. 5 can be performed analytically and inverted to give an analytic expression
for the minimum detectable amplitude as a function of frequency. This expression is too lengthy
to reproduce here (see (13)) but is plotted in Fig. 1. Both of the analytic curves shown in Fig.
1 should be compared with the results of the numerical injections and recovery shown in Fig.
2.
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Figure 1: The sensitivity of our canonical PTA to a monochromatic source. The left-
hand panel shows the prediction of the frequentist analytic formula in Sec. 3.1 with
(red) and without (black) the effect of fitting for the timing model. The right-hand
panel shows the prediction of the Bayesian analytic formula in Sec. 3.2 with (red)
and without (black) the effect of marginalising over the timing model parameters.
In both panels it can be seen that the effect of including the timing model is a
reduction in sensitivity at low frequencies. (Figure reproduced with modifications
from (13).)
4. Sensitivity to a stochastic background of GWs
A stochastic background of gravitational waves is completely specified by the power spectral
density, Sh(f), which is usually taken to be a power law in frequency,〈
h˜x(f)h˜
∗
y(f
′)
〉
=
1
2
δ(f − f ′)ΓxySh(f) , where Sh(f) = A
2
12pi2f30
(
f
f0
)−γ
. (6)
The constant Γxy is called the overlap reduction function and, for an isotropic background,
depends only on the relative sky positions of pulsars x and y. As can be seen from Eq. 6 the signal
has contributions from all frequencies, in contrast to the monochromatic signal in Sec. 3. When
calculating the sensitivity curve it no longer makes sense to calculate the minimum detectable
amplitude as a function of frequency, hc(f). Instead the minimum detectable amplitude of
the background in terms of the power-law slope may be determined, A(γ). Unfortunately the
interpretation of this quantity is somewhat opaque, so an approach suggested by (16) can be
used. The parameter γ is gridded with n values selected between some large-negative and large-
positive limits. For each value of γ the value A(γ) may be calculated, giving the set of ordered
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Figure 2: The results of the recovery of numerical injections of a monochromatic
signal into the mock dataset. The left-hand panel shows a surface plot of the Bayes
factor against the amplitude and frequency of a monochromatic source with the
contour B = Bth indicated by a solid black line. The right-hand panel shows the
contour B = Bth in a form more comparable to Fig. 1. For more detail on the
numerical calculations used to produce these plots see (13). (Figure reproduced
from (13).)
pairs (γi, Ai) for i ∈ {1, 2, . . . n}. For each pair the power-law curve for characteristic strain,
hc = A(γ) (f/f0)
(γ−3)/2, may be drawn. This gives a set of power-law curves (straight lines on
a log-log plot) for characteristic strain, the envelope of this set of curves is then interpreted as
the power-law-integrated sensitivity curve (16), See Figs. 3 and 4.
4.1. Frequentist detection
Similar calculations to those performed in Sec. 3.1 may now be performed for the stochastic
background. The principal difference is that in the expression for the filter function K˜(f) (Eq.
1) the product h˜x(f)h˜y(f) is replaced by the expectation value 〈 h˜x(f)h˜y(f)〉. The resulting
expression for the SNR is (see (13))
ρ2 =
∑
x>y
∑
y
8T
∫
df
Γ2xyS
2
h(f)
S2n(f)
. (7)
Setting % = %th in Eq. 7 and inverting gives the expression A(γ) (13) and the power-law-
integrated sensitivity curve may be drawn following the procedure outlined above, see Fig.
3.
4.2. Bayesian detection
Similar calculations to those performed in Sec. 3.2 may now be performed for the stochastic
background. This yields an analytic expression for the expectation value of the Bayes factor, B.
Setting B = Bth and inverting gives an analytic expression for A(γ). The analytic expressions
are too lengthy to reproduce here, but can be found in (13). Using the expression A(γ) the
power-law-integrated sensitivity curve may be drawn following the procedure outlined above,
see Fig. 3.
5. Conclusions
The sensitivity of a PTA depends not only on the properties of the PTA itself, but also on
the properties of the source being observed. This statement is also true for more traditional
interferometric detectors such as aLIGO and eLISA ((17; 18)) however the effect is particularly
important for PTAs because their sensitivity is determined by the sampling properties of the
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Figure 3: The sensitivity of our canonical PTA to a stochastic background. The
left-hand panel shows the prediction of the frequentist analytic formula in Sec. 3.1,
the curves drawn in red are for comparison with Fig. 4. The right-hand panel shows
the prediction of the Bayesian analytic formula in Sec. 3.2. (Figure reproduced from
(13).)
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Figure 4: The results of the recovery of numerical injections of a stochastic
background signal into the mock dataset. The left-hand panel shows a surface
plot of the Bayes factor against the amplitude and power-law index of a stochastic
background with the contour B = Bth indicated by a solid black line. The right-hand
panel shows a power-law-integrated sensitivity curve formed by using points off the
contour B = Bth. The range of values of the power-law index was limited for reasons
of numerical stability however this plot may be compared with the curves drawn in
red in Fig. 3. For more detail on the numerical calculations used to produce these
plots see (13). (Figure reproduced from (13).)
dataset rather than properties of the noise. For example, in the case of LIGO the lowest
frequency which may be detected is determined to a large extent by the properties of the seismic
noise, whereas in the case of PTAs it is determined by the total length of the observations.
The sensitivity curve of a canonical PTA was evaluated for both a monochromatic source and
a stochastic background, and this was done in both the frequentist and Bayesian frameworks,
with consistent results found. The analytic calculations were also verified by numerical injections
into a mock dataset. In the simplified case of regularly sampled data with white, Gaussian,
uncorrelated noise, simple analytic expressions for the sensitivity of a PTA have been derived.
It is hoped that these expressions will be useful going forward in order to assess the prospects
for detection and astronomical inference using PTA observations.
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