Abstract-In this paper, a fully distributed hierarchical control strategy is proposed for operating networked gridsupporting inverters (GSIs) in islanded ac microgrids (MGs). The primary control level implements frequency and voltage control of an ac MG through a cascaded structure, consisting of a droop control loop, a virtual impedance control loop, a mixed H 2 /H ∞ -based voltage control loop, and a sliding-mode-control-based current loop. Compared to conventional proportional-plus-integral-based cascaded control, the proposed cascaded control does not require a precise model for the GSI system. The proposed secondary control level implements distributed-consensus-based economic automatic generation control and distributed automatic voltage control, which integrates the conventional secondary control and tertiary control into a single control level by bridging a gap between traditional secondary control and tertiary control. Simulation results demonstrate the effectiveness of the proposed hierarchical control strategy.
I. INTRODUCTION

W
ITH the increasing demand of electricity and the need of environmental protection, the penetration of energy generation from inverter-interfaced distributed generators (DGs), based on different primary resources (wind, sun, water, gas, fuel cell, etc.) [1] , are widespread in the power system, which introduces new challenges to operate the traditional power system. A microgrid (MG) is attracting a great attention as it can integrate the inverter-interfaced DGs in a reliable, environmental, and efficient way [2] , [3] . An MG can operate in either grid-connected mode or islanded mode that improves the reliability of power supply. Generally, those inverter-interfaced DGs can be connected to the MG through three major methods: gridforming, grid-feeding, and grid-supporting inverters (GSIs) [1] , [3] . The GSIs play a significant role in maintaining the stability of MGs, as they can operate in parallel to improve the voltage quality of the MGs in both grid-connected and islanded modes.
Recently, hierarchical control [3] - [7] , i.e., primary control, secondary control, and tertiary control, has been widely applied for the islanded operation of an MG. In [3] , a multiple-time-scale hierarchical frequency stability control strategy of a mediumvoltage islanded MG was proposed, which needs a centralized control layer for the dynamic stability control. In [7] , the authors presented a comprehensive technical structure for hierarchical control of MGs. In [6] , the authors proposed a general hierarchical multilevel control for ac and dc MGs. However, most of the previously proposed hierarchical control strategies are the combinations of centralized and distributed control, such as distributed control is applied to the primary control, while centralized control is applied to the second and tertiary control. For the centralized algorithms, a central agent is needed to communicate with all the other agents, which are inflexible and suffer from the single-point failure. For some distributed algorithms [8] , a specialized/central agent is also needed to coordinate the operations of the other agents, which still suffer from the single-point failure. For the fully distributed algorithms, the focus of this paper, there is no need for a specialized/central agent to coordinate the operations of the other agents, which is more flexible and reliable than the distributed and centralized algorithms. As the GSIs in the MG are distributed, thus fully distributed control strategy is more suitable. Moreover, previously published papers only presented a general standardization of MGs for hierarchical control that fulfills the control objective of each control level using conventional control algorithms. In this paper, as shown in Fig. 1 , a fully distributed hierarchical control strategy is proposed for parallel operation of GSIs in an islanded ac MG. Furthermore, the control of the MG is conceived as a comprehensive problem, by taking into account of different control levels, to realize the control objective of each control level with the proposed novel control strategy.
The primary control is devoted to control the frequency, voltage, and current injection of each GSI connected to the MG [3] , [6] , [9] . It includes a droop control that increases virtual inertia of a GSI by mimicking the governor of a synchronous generator, a virtual impedance control loop that emulates physical output impedance, and voltage and current control loops (also named as level 0 control). The output voltage control of a GSI can be realized by a single-loop control strategy [10] , [11] . However, the nested-loop control with an inner current control loop is more preferred, as it allows for protection against overcurrent and reduces harmonic distortion [12] . The slidingmode control (SMC) is utilized for current-loop control due to its robustness to parameter variation and exogenous disturbances, as well as fast dynamic response speed [13] . Instead of using a hysteresis-band approach [14] or an improved variable hysteresis-band approach [15] , the proposed SMC-based current loop control uses an SMC vector and an equivalent nominal control vector in the dq synchronous frame, which would combine the advantages of constant switching frequency, robustness, low total harmonic distortion (THD), and fast transient response speed. The mixed H 2 /H ∞ -based voltage-loop control can integrate robustness and optimal transient performance into a single controller. Furthermore, when developing the H 2 /H ∞ -based voltage-loop control, the parameter uncertainties of the GSI and exogenous disturbances are included in the state-space model of the GSI system to accurately reflect the GSI under real conditions.
The secondary control is devoted to adjust the deviations in both voltage and frequency [6] , [7] of MGs, such as automatic voltage control (AVC) [16] , [17] and automatic generation control (AGC) [18] , [19] . The tertiary control is devoted to provide an economically optimal operation, such as economic dispatch (ED) [20] , [21] , in terms of desired active and reactive powers and sends the desired reference commands to the secondary control [4] , [6] , [7] . However, there is a big gap between the large-time-scale tertiary control and small-time-scale secondary control, which degenerates the economic operation of the MGs. By integrating ED and AGC together, this paper adopts a novel secondary control strategy of GSIs, i.e., economic automatic generation control (EAGC) and AVC, which neglects the cost for reactive power because the reactive power marginal price is typically less than 1% of the active power marginal price [22] , [23] . With the proposed secondary EAGC and AVC strategies, the economic operation of an MG can be enhanced by bridging the gap between traditional secondary control and tertiary control. Furthermore, the proposed secondary EAGC and AVC strategies are fully distributed, which enables the sharing of computational and communication burden among the distributed controllers working in parallel. Thus, they are flexible, scalable, low cost to implement, and insusceptible to single-point failure. In recent years, some authors have proposed distributed secondary [24] and tertiary [8] , [25] controllers. However, few works conceived to combine the controls of the two levels together for parallel GSIs in an islanded MG.
For MG controls containing multiple levels, a big challenge is how to investigate the performance of an islanded MG, especially under agent-based control and configuration, as proposed in this paper. For such an integrated study, the common practice is to research and evaluate based on virtual computational experiments (i.e., simulation) as reported in many previously published articles [26] - [29] . This is due to the fact that a hardware experiment is very expensive or impossible to build.
Although various MG controls at primary and secondary levels have been developed before, the integrated study of the MG considering MG operation in the islanding mode under agentbased control and communication has not been conducted yet. Most of the previous research works focused independently on a certain system-level control algorithm while ignoring the influence of other control algorithms, which makes us unable to clearly understand how to integrate the agent-based control and communication with the secondary-level controls, how to integrate the secondary-level control with the primary-level control, how the control algorithms at different levels affect each other, and how the integration affects the stability of the whole system.
To overcome the challenge, an integrative virtual experiment system is developed. In particular, the virtual experiment system presented in this paper was built in close-to-actual experiment conditions. This includes the following: 1) detailed switching models instead of average or simplified models for DG power converters; 2) transient simulation instead of low frequency steady-state simulation strategy; 3) integration of DGs, distribution systems, control systems, and communications in the detailed transient simulation environment. According to results shown by previously published works [30] - [32] , such a detailed simulation mechanism is very close to the actual measured experiment results, which makes the detailed simulation strategy appropriate as a replacement of the corresponding hardware experiment especially when the hardware experiment system is very expensive or impossible to build. We have not seen such a detailed study of integrating primary-and secondary-level controls using a detailed power converter switching model, particularly with the agent-based control configuration.
The rest of this paper is structured as follows. Section II presents the proposed primary control of GSIs. Section III presents the proposed secondary EAGC and AVC of GSIs. Section IV presents the integrated simulation system and simulation results. Finally, this paper is concluded in Section V.
II. PRIMARY CONTROL OF GSIS
Traditionally, proportional plus integral (PI)-based cascaded control is widely used for the output voltage control of a GSI [2] , [12] . However, recent studies indicate that the PI control strategy inherently has some disadvantages, such as performance degradation when the operating conditions change [33] , requirement for cross-coupling terms [2] , instability exists in low-voltage applications [34] , and a narrow stable operating range of the PI-based cascaded control when the switching frequency is low [12] . The proposed primary control structure of three-phase GSIs with an output LC filter is shown in Fig. 2 . It includes a novel SMC-based current-control loop, mixed H 2 /H ∞ -based voltage-control loop, virtual impedance loop, and droop control loop to overcome the challenges of the traditional PI-based primary control mechanism.
A. SMC-Based Current-Loop Control
For the GSI system shown in Fig. 2 , the differential equation can be obtained in the dq synchronous reference frame based on Kirchhoff's current and voltage laws, as shown in (1) and (2) [12]
where w s represents the dq frame rotation speed, L f and R f are the inductance and resistance of the L filter, respectively, C f is the capacitance of the C filter, and the subscripts d and q represent the d-and q-axis components of corresponding variable shown in Fig. 2 after the dq transformation, respectively. Also, in Fig. 2 , f 0 is the desired system frequency, such as 60 Hz. f * i is the frequency generated by considering the desired system frequency and active power droop characteristics. This frequency, f * i , is used to generate θ e (needed for dq and inverse dq transformation) through the integral of 2πf * i , as shown in the red box of Fig. 2 , and obtain the synchronized reference frame for each inverter. During the transient condition, the frequency f * i and the synchronized reference frame used for each inverter could be different. But these should be converged to a common frequency and synchronized reference frame in the steady-state condition. One of the purposes of this paper is to find out how the frequencies converge through the integrated study, as shown in Section IV.
In practice, parameters L f , R f , and C f may have certain degree of uncertainty because of the nonlinear magnetic properties, which cannot be exactly known. Denote the nominal values of these parameters as L f 0 , R f 0 , and C f 0 , and the variations as
The SMC is applied for the current-loop control of a GSI because of its robustness and overshoot-free fast tracking ability [13] , [35] . The development of the current-loop SMC contains three parts: designing sliding-mode surface functions, obtaining voltage control law, and specifying SMC approaching strategy.
First, the control purpose of the current-loop control is to track the current references provided by an outer voltage-loop controller. Thus, the sliding-mode surfaces S id and S iq are defined as (3), which is in accordance with the goal of the current-loop control (1) and (3). According to (1) and (3), the time derivative of S id can be expressed aṡ
Then, based on (4) and considering that the parameters of L f and R f can deviate from their nominal values, the d-axis control voltage v d of the GSI system can be derived as
The q-axis control voltage v q of the GSI can be obtained in the same way as follows:
It should be noted that the parameter variations are considered in the disturbance or uncertain terms in (5) and (6) . This disturbance impact, affected by the range of parameter variations, is considered in selecting the parameters of the sliding-mode controller. Therefore, the disturbance terms, whose impact is included in the SMC controller design, are dropped after the design of the SMC controller is completed. In the final controller, v d,nom and v q,nom in (5) and (6) help to reject the parameter perturbation and reference current fluctuation. Thus, according to (5) and (6), and ignoring the items that contain uncertain parameters, the final voltage control law is designed as follows: Third, in order to reach the sliding-mode surface rapidly, the exponential reaching law [36] is applied in this paper as follows: (8) where α and β are real and positive constants. Thus, SMC-based voltage control vectors can be rewritten as follows:
in which the selection of the α, β, and λ is a tradeoff between the consideration of reachability and robustness against system parameter variation.
B. Mixed H 2 /H ∞ -Based Voltage-Loop Control
As can be derived from (4) and (5), there is a derivation of reference current i d,ref in the right side of the control voltage equation; thus, the current reference generated by the outer-loop voltage controller must be continuous to keep the feasibility of the SMC in the current loop. Therefore, instead of using another SMC-based voltage-loop controller due to the discontinuous nature associated with SMC [37] , a mixed H 2 /H ∞ controlbased outer voltage-loop controller is used in this paper, which not only is continuous but also can integrate optimal transient performance and robustness into a single controller.
Assume that the parameters of L f and R f deviate from their nominal values. Then, the voltage-loop state-space model (2) can be rewritten as follows:
where 
Combining H 2 , H ∞ performance matrices and (11) together, the following equation is obtained:
where Z 2 ∈ R 6 and Z ∞ ∈ R 6 are performance matrices;
, and R ∞ ∈ R 2×2 are real constant matrices; and Q 2 , R 2 , Q ∞ , and R ∞ are selected to be diagonal matrices according to the Bryson's rule [38] , as follows:
In (13), the superscript represents the maximum acceptable value of corresponding variables.
The uncertain matrix ΔB 1 in (12) is norm bounded and can be decomposed into the following format:
where F ∈ R 2×2 is an unknown matrix, which satisfies F T F ≤ I; I is an identity matrix. H ∈ R 4×2 and E 1 ∈ R 2×2 are constant matrices that characterize how the uncertain parameters in F affect the system.
If the system (12) is state controllable, the state feedback control law of this system can be derived as follows:
According to (15) , the current reference vector for the SMCbased current-loop control can be calculated as follows:
The control matrices k and k I shown in (16) can be obtained by solving the following optimization problem:
where a > 0, b > 0, γ > 0, and N and V are matrices of appropriate dimensions, M is a symmetric positive-definite matrix, tr(N) is the trace of matrix N, S 0 = (AM + B 1 V)
If ( 
C. Virtual Impedance and Droop Control Loop
A GSI has much smaller inertia than a traditional synchronous generator, which makes the frequency of an islanded MG at the risk of instability. The droop control method, which increases virtual inertia of a GSI by mimicking the governor of a synchronous generator [40] , is used to instantaneously balance MG generation with demand for parallel GSIs. Generally, the basis of the active power-frequency (P/f) droop and reactive powervoltage (Q/U ) droop can be defined as follows [41] - [44] :
where i is the GSI index, mp i and mq i are droop parameters associated with active and reactive powers, respectively, U * i and f * i are magnitude and frequency of the reference output voltage sent to the virtual-impedance loop, respectively, P i and Q i are the locally measured active and reactive powers, respectively, the subscript "o" represents the preset values of normal operating points, and P refi and U refi are power control demands generated by the secondary EAGC and AVC, respectively.
However, the power sharing is affected by the line impedance. In order to deal with this problem, a virtual output-impedance loop is always needed [45] - [48] . Compared to a physical impedance, the virtual output impedance has no power losses. Although the virtual impedance will cause additional voltage drop, it can increase the system damping and improve the performance of the system if designed properly. The effects of virtual impedance have been verified in some previously published papers [45] - [48] . Thus, with the virtual outputimpedance loop, the output reference voltage can be expressed as follows [1] , [49] : 
III. DISTRIBUTED SECONDARY EAGC AND AVC OF GSIS
The distributed second control includes a distributed consensus algorithm and combination of EAGC and AVC, as shown in Fig. 3 . 
A. Distributed-Consensus-Based EAGC
Let us assume that there are n GSIs in an MG. The cost function for the GSI is approximated with the following quadratic function [50] :
where P i represents the active power output of the ith GSI, and a i , b i , and c i represent the cost coefficients.
For an islanded MG, the primary control will dispatch the active power among all the GSIs according to the drop shown in (18) , and it always satisfies n i=1 P i = P d according to the power balance constraint, where P d represents the total active power demand. In the steady state, the frequencies for all the GSIs are equal as the frequency of an MG is a global parameter [2] , [51] . Thus, based on (18), the frequency of the MG can be deviated from the nominal value, and the share of active power for the ith GSI must satisfy
where
represents the equivalent droop coefficient of the MG.
If the active power reference P refi for the ith GSI is set with the most economical value P * refi that satisfies n i=1 P * refi = P d too, then the following can be obtained in the steady state:
According to (18) , (21) , and (22) , it can be inferred that ΔP i = 0 → P i = P * refi and f * i = f o , which means that the active power outputs of the GSIs are economically dispatched and the frequency of the MG can be restored to its nominal value at the same time. This is the key concept of the proposed EAGC for an islanded MG.
In order to fulfill the proposed EAGC strategy for an islanded MG, the optimal active power references can be acquired by solving the optimization problem shown in (23) by the traditional centralized optimization algorithm, and then, the corresponding solution is applied as the optimal active power references for all the GSIs in the MG ⎧ ⎪ ⎨ ⎪ ⎩ (23) where P min i and P max i are the lower and upper bounds of the ith GSI, respectively.
However, the centralized algorithm needs a center controller to communicate with all the other subsystems, which is sensitive to single-point failure, while for a distributed algorithm, it can share the computational and communication burden among all the distributed controllers working in parallel. Thus, a distributed algorithm is more flexible, scalable, and insusceptible to single-point failure. Thus, a distributed EAGC algorithm is proposed in this paper as shown by [52] 
initializations:
where λ i = 2a i P refi + b i .∀i ∈ {1, 2, ..., n}, η represents the learning gains, e P i represents the mismatch between the present active power reference and the convergence value, w i,j represents the weight factor of the ith agent associated with the jth agent, N i represents the set containing indices of the agents that communicate with the ith agent, and d i represents the neighboring agents number. Note that w i,j is related to the communication network topology of the multi-agent system (MAS), and it is important to the convergence as well as the robustness of the distributed consensus algorithm. In order to improve the robustness of the proposed algorithm, the N − 1 rule [53] is applied to design the communication network topology of MAS in this paper. The function φ i (·) is shown as follows:
where λ otherwise equals 0 according to (25) , the distributed algorithm shown in (24) can be rewritten in the composite format as follows:
Then, a distributed consensus algorithm [52] , [54] , [55] is used to solve (26) , in which how to define the learning gain η is critical to assure the convergence of the algorithm. When the algorithm is converged, the incremental cost λ i for all the GSIs is equal, P refi for i = 1, 2, ..., n is the optimal solution of (23), and all GSIs operate at the optimal active power dispatch [21] . Detailed about how to solve (26) by using the distributed consensus algorithm is available in [56] .
B. Distributed-Consensus-Based AVC
It should be noted that the voltage of an MG is not a global parameter [2] , [51] , i.e., the amplitudes of the voltages for the GSIs at different buses are different. Furthermore, the reactive power marginal price is typically less than 1% of the active power marginal price [22] , [23] . Thus, in this paper, the cost for reactive power is not considered, while the distributed-consensusbased AVC is proposed to restore the average voltage amplitude of the MG.
Similar to the distributed EAGC algorithm proposed in Section III-A, the average voltage of the GSIs at different buses can be acquired through the following distributed algorithm:
where ρ represents the learning gains.
T , the distributed algorithm shown in (27) can be rewritten in the composite format as follows:
Similar to the proposed distributed EAGC algorithm, U i (k) can be quickly converged to an average voltage value with a properly selected learning gain ρ.
When the average voltage value is derived based on the proposed distributed algorithm shown in (27) , a PI controller is applied to calculate U refi for Q/U droop shown in (18) and thus restore the average voltage of the MG to its nominal value. The U refi is calculated as follows:
where U nom represents the nominal voltage value, and K AVC P and K
AVC I
are the parameters for a PI controller. In summary, the proposed secondary control is based on the proposed EAGC and AVC algorithms, in which only the (N − 1)-rule-based communication topology design is related to [53] , and the distributed-consensus-based model solving strategy for AGC is related to [54] - [56] , while most of the other parts are different from the previously published works. The innovation of the proposed method contains the following: 1) both the AGC and AVC are researched and fulfilled based on the same multiagent system architecture to avoid redundant construction cost; and 2) the proposed algorithm is fully distributed; there is no need for a specialized/central agent to coordinate the operations of the other agents.
IV. INTEGRATIVE SIMULATION STRATEGY AND RESULTS
The proposed distributed hierarchical control of parallel GSIs in an islanded ac MG is evaluated through an integrative simulation mechanism by using MATLAB/SimPowerSystems, as shown in Fig. 4 , in which detailed power converter switching modules with a switching frequency of 5 kHz, MG control at primary and secondary levels, agent-based control and communication, power distribution system, and loads are included and considered. The MG contains five parallel GSIs. The parameters of the GSIs are shown in Table I . The simulations were run on a PC with Intel(R) Core(TM) i7-6500 CPU @2.50 GHz and 8.00-GB memory.
A. Performance Evaluation of the Proposed Primary Control
The nominal values of the LC output filter L f 0 , R f 0 , and C f 0 are 3 mH, 0.012 Ω, and 34 μF, respectively, for all parallel GSIs. For the SMC-based current-loop controller, the parameters λ, β, and α are set to 300, 300, and 2000. [12] . For the proposed primary control strategy, we can consider the parameter uncertainties and exogenous disturbances for the controller design (see Section II). As shown in Fig. 5 , the proposed control strategy shows faster response speed and lower overshoot. The THD of the voltage waveforms, calculated using the Powergui FFT Analysis Tool, shows a lower THD value using the proposed method than that using the conventional PI-based control strategy. This demonstrates the superiority of the proposed cascaded control strategy. Although the theoretical foundation of the proposed method is more complicated than the PI-based control approach, there is no much difference in terms of the computational complexity between the proposed method and the PI-based control method. A comparison of computational time shows that it took about 2.4-μ s CPU time for computing one control action for the proposed method and 1.9-μ s CPU time for computing one control action for the PI-based method. 
B. Performance Evaluation of the Proposed Secondary Control
For the secondary control of the proposed EAGC and AVC algorithm, the learning gains η and ρ are set to 3.2e −5 and 0.16, respectively. The results of the convergence performance for the proposed secondary EAGC and AVC algorithm are depicted in Fig. 6 . As shown in Fig. 6 ,
zero; furthermore, the incremental cost of each GSI converges to the optimal value and the average value of GSI voltages converges to the correct value within 25 iterations. Thus, this demonstrates that the proposed secondary control strategy is effective and efficient. Fig. 7 shows the performance comparison of parallel GSIs in an islanded MG before and after the proposed secondary control was applied. Before t = 1.0 s, only the primary control was applied, the loads in the MG were dispatched among the GSIs according to the droop control, and the increment cost of each GSI was different, which means that the power dispatch was not optimal. The frequencies of each GSI were 49.6 Hz, the average bus voltage of the MG was 215 V, and the generation cost of the MG was 0.0642$/kWh. After t = 1.0 s, the proposed secondary control was applied. Then, after a short transient process, the incremental cost of each GSI was converged to the same value, which means that the power dispatch was optimal. The generation of the MG was decreased to 0.0631$/kWh (with a decrease of 1.71%); the frequencies of each GSI and the average bus voltage of the MG were restored to their nominal values 50 Hz and 220 V, respectively; the output voltage waveform of GSI 1 [see Fig. 7(f) ] was stable before and after the proposed secondary was applied. This demonstrates the effective and efficient of the proposed hierarchical control. Fig. 8 shows the performance evaluation of the proposed hierarchical control under variable loading condition. During t = 2 − 3 s, the load was low, and the output active power of GSI 2 reached the lower bound of its capability, which resulted in a higher incremental cost for GSI 2. During 4-5 s, the load was high, and both GSI 2 and GSI 5 reached the upper bounds of their capabilities, which resulted in a lower incremental cost for both GSI 2 and GSI 5. During other time periods, none of the GSIs exceed their capabilities and the incremental cost of all the GSIs was equal to the optimal value. The analysis indicates that the proposed hierarchical control is efficient even when some GSIs reached their capacity limits. As shown in Fig. 8 , the frequencies of each GSI and the average bus voltage of the MG can restore to their nominal values with a short transition process even with variable loading conditions demonstrating the robustness of the proposed hierarchical control against load variation. Fig. 9 shows the performance evaluation of the proposed hierarchical control with an agent loss. During t = 8 − 9 s, Agent 4 did not communicate with others, which represents the scenario of an agent loss. As proposed in Section III-A, the N − 1 rule was applied to design the communication network topology of MAS. As the result, the network was still connected even with one agent loss. The ON-OFF state of an agent, acquired by its neighbors from a heartbeat packet sent by the agent to these neighbors, is used to update w i,j according to (24) . Therefore, the rest of the agents can still work properly, while GSI 4 can keep working according to the default active power references (0 kW) and default average bus voltage (220 V) predefined and specified for any agent loss conditions. After t = 9 s, Agent 4 was restored and the MG converged to a new steady state after a short transient process. This demonstrates the robustness of the proposed hierarchical control against agent loss.
C. Performance Evaluation of the Proposed Hierarchical Control
V. CONCLUSION
This paper proposes a fully distributed hierarchical control strategy for parallel operation of GSIs in islanded ac MGs. For the proposed hierarchical control, the control of MGs is conceived as a whole problem taking into account the different control levels, control objective at each individual control level, and the integration of different control levels under the proposed novel control strategies. The proposed primary control shows faster response speed, lower overshoot, and lower THD than the conventional PI-based control strategy. Furthermore, the proposed primary control does not need a precise model of the GSI system, and it can consider the parameter uncertainties of the GSI and exogenous disturbances for the controller design. The proposed second control bridges the gap between traditional secondary control and tertiary control. Furthermore, it can be realized in a fully distributed manner by combining the advantages of robust against single-point failure: easy to fulfill the plug-and-play requirements and cheap in terms of costs to modify the architecture of an MG. Simulation results demonstrate that the proposed distributed hierarchical control strategy has a good transient and steady performance and allows the MGs to operate economically. For future work, the proposed AVC may be modified by considering the cost of reactive power and the event-triggered communication strategy applied to the proposed distributed algorithms to more effectively decrease the data transmission. He is currently with the Department of Electrical and Computer Engineering, The University of Alabama, Tuscaloosa, AL, USA. His current research interests include renewable energy systems, power electronics, power systems, electric machines, and drives.
