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Subject of the thesis:
Parkinson’s disease is one of the most common neurodegenerative diseases, for
which no cure is yet known. We want to test the hypothesis that there are
several subtypes of this disease that manifest in different disease progressions.
Based on data from the Fox Insight study, which contains patients’ conditions
in several consecutive examination visits, try to determine clusters that would
correspond to the same course of the disease. Use standard clustering methods
and multi-view methods. Compare the implemented methods and evaluate
them empirically.
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Tematika naloge:
Parkinsonova bolezen je eno najpogosteǰsih nevrodegenerativnih obolenj, za
katero pa še ne poznamo zdravila. Želimo preveriti hipotezo, da obstaja več
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Parkinson’s disease (PD) is a progressive brain disorder which is character-
ized by movement problems such as tremor, stiffness, slowness of movement
and dizziness, as well as non-motor symptoms, which include sleep disorders,
constipation, problems concentrating, depression and emotional changes. Due
to the clinical heterogeneity of PD, the existence of subtypes of PD patients has
been addressed in many clinical and research studies and may contribute to a
more personalized treatment and improved quality of life. We apply a method-
ology for discovering PD patient subtypes to patient data from the Fox Insight
study (FI). The data sets are composed from questionnaires, containing pa-
tient symptoms and medication data collected through routine study visits.
Dividing patients in subtypes can be translated to a problem of clustering
time series data. We address this problem by using single-view clustering with
k-means algorithm and multi-view spectral clustering. We describe the ob-
tained subtypes with decision rules. Understanding decision making is crucial
in medicine and we use decision trees as simple, explainable tools for describ-
ing subtypes. An important part of managing the disease is understanding
the disease progression. By observing the patient’s subtype changes between
consecutive visits with skip-grams, we analyze the disease progression.
Keywords: machine learning, data science, clustering, Parkinson’s disease,




Parkinsonova bolezen (PD) je progresivna možganska motnja, za katero so
značilne motnje gibanja, kot so tremor, okorelost, počasnost in omotica, ter
nemotorični simptomi, ki vključujejo motnje spanja, zaprtje, težave s koncen-
tracijo, depresijo in čustvene spremembe. Zaradi klinične heterogenosti PD so
v številnih kliničnih in raziskovalnih študijah obravnavali obstoj podtipov bol-
nikov s PD, kar lahko prispeva k bolj prilagojenemu zdravljenju in izbolǰsanju
kakovosti življenja. Predstavljamo metodologijo za odkrivanje podtipov bol-
nikov s PD z uporabo podatkov o bolnikih iz študije Fox Insight (FI). Nabori
podatkov izhajajo iz vprašalnikov, za katere z rutinskimi študijskimi obiski
zbirajo podatki o bolnikovih simptomih in zdravilih. Razvrščanje pacientov
v podtipe je v bistvu problem združevanja podatkov iz časovnih vrst. V naši
nalogi problem rešujemo z algoritmom k-means in s spektralnim združevanjem
v okviru učenja z več pogledi. Opis dobljenih podtipov dobimo z generiran-
jem pravil. Razumevanje odločanja je v medicini ključnega pomena, zato
smo odločitvena drevesa uporabili kot preprosto, a razložljivo orodje za opis
podtipov. Pomemben del obvladovanja bolezni je razumevanje napredovanja
bolezni. Z opazovanjem prehodov pacientov med podtipi tekom zaporednih
obiskov analiziramo napredovanje bolezni s pomočjo preskočnih n-gramov.
Ključne besede: strojno učenje, podatkovne vede, razvrščanje, Parkinsonova
bolezen, učenje z več pogledi, preskočni n-grami.

Razširjeni povzetek
Parkinsonova bolezen (PD) je druga najpogosteǰsa degenerativna nevrološka
bolezen; njenih vzrokov ne poznamo. PD prizadane na milijone ljudi po celem
svetu in za njo še ni zdravila. Simptomi se začnejo postopoma in se sčasoma
slabšajo. Motorični simptomi PD vključujejo težave z gibanjem, bradikinez-
ijo (počasno gibanje), tresenje rok in toge mǐsice. Z napredovanjem bolezni se
lahko pri bolnikih pojavijo nemotorični simptomi, kot so vedenjske spremembe,
težave s spanjem, depresija, težave s spominom in utrujenost. Povečanje
staranja prebivalstva predstavlja izziv, saj lahko pričakujemo povečanje števila
bolnikov z nevrološkimi boleznimi. PD predstavlja tudi gospodarsko breme,
saj stroški ne vključujejo le zdravil, ampak tudi socialne storitve, neformalno
oskrbo in izgubo sredstev zaradi omejene delovne sposobnosti.
Širok spekter simptomov in zdravil PD verjetno kaže na obstoj podtipov
pacientov, pri katerih ima vsak podtip skupne simptome in morda tudi zdravl-
jenje. Odkrivanje podtipov pacientov lahko prispeva k bolj prilagojenemu
zdravljenju in bolǰsemu osredotočanju na simptome bolnika. Razpoložljivost
podatkov o pacientih predstavlja priložnost za uporabo metode strojnega učenja
za stratifikacijo pacientov. Prispeva lahko k odkrivanju vzorcev napredovanja
bolezni za razumevanje sprememb simptomov skozi čas.
V diplomski nalogi uporabljamo podatke o pacientih iz študije Fox Insight
(FI), ki vsebuje zdravstvene in medicinske vprašalnike, izpolnjene ob rednih
obiskih in vprašalnike o okoljih, ter genetske podatke. Naš nabor podatkov
sestavljajo podatki o simptomih in zdravilih, zbrani v sedmih vprašalnikih,
ki vsebujejo informacije o motoričnih in nemotoričnih simptomih, kogniciji,
zdravilih, fizičnih in vsakodnevnih aktivnostih. Kot epidemiološki simptom
uporabljamo tudi starost pacienta. Klinični podatki pacientov se izpolnijo
med obiski. Vsak obisk predstavlja časovno točko, ki vsebuje informacije o
simptomih in zdravljenju. Obiski enega pacienta tvorijo časovno vrsto.
Naša metodologija za odkrivanje podtipov pacientov je sestavljena iz dveh
pristopov: združevanja podatkov v en pogled in analiza več pogledov. V obeh
pristopih uporabljamo podatke, ki vsebujejo le prve, oziroma registracijske
obiske pacientov. V prvem pristopu uporabljamo algoritem k-means na naboru
podatkov, ki vsebuje združene simptome in podatke o zdravilih iz vseh vprašalni-
kov. Zaradi velikega števila atributov za zmanǰsanje dimenzionalnosti uporabl-
jamo metodo NMF (Nonnegative Matrix Factorization). Na zmanǰsanem naboru
podatkov izvedemo gručenje in njegovo kakovost ocenimo z metodami Silhou-
ette Index (SA), Davies-Bouldin index (DB) in Calinski-Harabasz index (CH).
V drugem pristopu uporabljamo spektralno gručenje v okviru učenja z več
pogledi na sedmih ločenih pogledih, kjer vsak pogled vsebuje podatke enega
vprašalnika. Število podtipov določamo na podlagi rezultatov indeksov SA, DB
in CH na združeni matriki vseh pogledov, oziroma matriki iz prvega pristopa.
Interpretabilnost odločitvenih modelov so ključne na mnogih področjih,
tudi v medicini. Za generiranje pravila za opis vsakega podtipa uporabljamo
odločitvena drevesa. S Kolmogorov-Smirnov testom ocenimo razlike med vsemi
pari podtipov.
Za bolǰse razumevanje narave bolezni ter sprememb simptomov in zdravil
odkritih podtipov, opravimo analizo napredovanja bolezni. Za ta namen,
potrebujemo oznake podtipov za vse obiske pacientov. Z modelom Random-
Forest napovedujemo podtipe na podatkovni množici preostalih obiskov pa-
cientov. Učna množica je sestavljena iz vrstic, ki vsebujejo prve obiske pacien-
tov, skupaj s podtipom kot razredom. Model napoveduje podtipe preostalim
obiskom pacientov in tako za vsakega bolnika med vsemi obiski dobimo za-
poredje oznak podtipov (eno oznako za vsak obisk), ki jih uporabimo pri analizi
napredovanja bolezni. Za analizo napredovanja bolezni uporabljamo preskočne
n-grame. Preskočni n-grami so orodje za prepoznavanje vzorcev napredovanja
bolezni in prispevajo k razumevanju izbolǰsanja ali poslabšanja bolnikovega
splošnega stanja. Z uporabo preskočnih gramov dobimo bolj zanesljiv in ro-
busten vzorec napredovanja bolezni, saj se simptomi ne spreminjajo samo
zaradi naravnega napredovanja bolezni, temveč tudi kot posledica zunanjih
dejavnikov.
Oba pristopa združevanja sta odkrila tri podtipe bolnikov. Pristop z enim
pogledom razkriva podtipe, ki se v glavnem razlikujejo po stopnji resnosti
simptomov. Podtip ’1’ predstavlja bolnike v zgodnjih fazah PD z lahkimi mo-
toričnimi simptomi in rahlim poslabšanjem nemotoričnih simptomov; podtip
’2’ predstavlja bolnike z zmernim poslabšanjem simptomov pa tudi težavami
s črevesjem in sečili ter s prisotnostjo zdravil za laǰsanje stanj, ki niso PD;
podtip ’3’ predstavlja bolnike s hudo motorično prizadetostjo in težavami pri
opravljanju vsakodnevnih dejavnosti. Analiza napredovanja bolezni kaže, da
večina bolnikov ostane v isti skupini in da se, ko zamenjajo skupino, pre-
maknejo v sosednjo skupino. Pristop z več pogledi razkriva naslednje podvrste
pacientov: podtip ’1’ predstavlja bolnike z lahkimi nemotoričnimi simptomi,
pa tudi z lahkimi do zmernimi motoričnimi simptomi; podtip ’2’ predstavlja
bolnike z različnimi stopnjami motoričnih simptomov, vendar z vključevanjem
v telesne dejavnosti, kot so športne, gospodinjske in druge vsakodnevne de-
javnosti; podtip ’3’ predstavlja bolnike z večjo resnostjo nemotoričnih in mo-
toričnih simptomov ter z bistveno nižjim udejstvovanjem v telesnih dejavnos-
tih. Analiza napredovanja bolezni kaže, da večina bolnikov sčasoma ostane v





Parkinson’s disease (PD) is the second most common nervous system disor-
der, affecting 2-3% of the population with above 65 years of age [31]. This
neurological condition includes movement symptoms such as tremor, bradyki-
nesia, rigidity and balance impairment [17] and non-motor symptoms such as
brainstem symptoms (depression, anxiety and sleep), cognitive impairment,
pain and constipation [23]. The worsening of these symptoms can significantly
affect the patients’ quality of life.
Fortunately there are treatments that can relieve these symptoms and with
the proper medication it can improve the life of PD patients. The treatment
is largely based on levodopa medication used for dopamine replacement. In
certain cases, e.g., patients with mild symptoms, age less than 60 or tremor as
an only dominant symptom, levodopa can be avoided and other medications
such as dopamine agonists, amantadine, beta-blockers, or anticholinergics can
be used [10]. The large variety of symptoms and their severity requires working
closely with the doctor to develop an individual treatment plan.
The accelerated aging of the population poses a major neurological chal-
lenge, as a rise in the number of patients affected by neurological disorders is
1
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expected. PD presents an economic burden with an estimated annual cost of
e 386 billion in 28 European countries in 2004 [26]. The costs include costs for
pharmacological treatment, inpatient stays and outpatient visits. A portion of
the costs consist of indirect costs, such as social services, informal care, as well
as the resources lost from the limited work capability and early retirement.
The costs can be reduced by early detection and management of the disease,
which can lead to slowing of the disease progression and an improved quality
of life.
Stratification of patients, meaning to divide them into groups with dis-
tinct symptoms and responses to treatment, can contribute to a better focus
on the patients symptoms and their general well-being. The application of
data mining techniques to large medical data sets can lead to a discovery of
patient subtypes, where each subtype has common symptoms and medication
treatment. Moreover, it can reveal the disease progression patterns for further
understanding of the changes in symptoms over time.
1.2 Problem description
The availability of real patient data presents an opportunity for machine learn-
ing techniques to be used for stratification of patients. Real patient data that
are used in this thesis are data sets from the Fox Insight (FI) study, which con-
tains clinical assessments, demographics, treatment details and genetic data,
that are monitored over time. The data is obtained by patient study visit,
where symptoms, medications and daily activities are examined in online ques-
tionnaires. Each visit can be viewed as a time point that holds information
regarding symptoms and treatment. The visits of a patient form a time series,
where each symptom depends not only on its past values but also on other
patient’s symptoms, therefore we get multivariate time series. Applying clus-
tering can discover subtypes of patients. Clustering of time series data faces
several challenges, such as data representation, measuring similarities between
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time series and dealing with high dimensional data.
Patients with a long record of visits are expected to have more significant
changes in their symptoms, which may allow monitoring of the patient’s over-
all disease progression. Dividing patients into groups with similar symptoms
by visit can reveal potential changes in groups between two consecutive visits,
which creates a trajectory of the patient’s disease progression. Discovering dis-
ease progression patterns can contribute to a further understanding of patient
symptoms.
Stratification of PD subtypes presents a widely researched area by using
data mining techniques. Lewis et al. [24] address this problem by using conven-
tional clustering algorithm k-means on PD patients in early stages. Valmarska
et al. [39] propose a multi-view method for discovering patient groups with sim-
ilar symptoms and address monitoring the disease progression and medication
changes using skip-grams.
1.3 Outline of the solution
We present a methodology for discovering subtypes of PD patients and anal-
ysis of disease progression patterns, using data sets from the FI study. The
experimental data used in this thesis contains symptoms and medication data
from several questionnaires, regarding the patients’ baseline (registration) visit.
We use two clustering approaches to address the discovery of subtypes: i)
single-view approach, where we use one data set which has symptoms and
medications of all data sets used from the study. We use NMF (Nonnega-
tive Matrix Factorization) to reduce its dimensionality and cluster the data
set with the k-means clustering algorithm; ii) multi-view approach, where we
use multi-view spectral clustering, which is performed on the same data as
the single-view clustering, but uses all the data sets as separate input views,
where each view presents a questionnaire from the study. Once we decide on
the optimal number of clusters based on the validation indexes, we train a
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simple supervised model - a decision tree, with the original data set together
with the cluster assignments, in order to obtain rules for each cluster label.
For identifying the cluster assignment of the remaining patient visits, we train
a more powerful supervised model, RandomForest, with the baseline visits and
their cluster assignments as labels. We form sequence of cluster assignments
during all visits for each patient and use them in skip-gram analysis which
allows generating robust disease progression patterns. The code is available
at: https://github.com/melanijak/bachelorThesis.
1.4 Structure of the thesis
The thesis is structured into six chapters. In Chapter 2, we present back-
ground work regarding subtypes of PD and algorithms for single-view and
multi-view clustering. We also present algorithms for clustering of time series
and rule learning. Chapter 3 presents our methodology for stratification of
PD patients into subtypes using single-view clustering, as well as multi-view
clustering approach. We also describe the usage of skip-grams for progression
data analysis. Chapter 4 contains an introduction to Parkinson’s disease data
from the FI study and a more detailed description regarding the used data set.
We describe the data sets we use in our solution, their attributes (symptoms
and medications) and value ranges. This chapter also presents the evaluation
settings and metrics used for measuring the quality of the clustering results.
In Chapter 5, we present the results of our clustering approach for PD patients
and describe each cluster (subtype) of patients with their symptoms and pro-
gression patterns. This is followed by a critical analysis of our solution and
results. Chapter 6 contains a summary of our solution and results, followed
by a discussion regarding further work.
Chapter 2
Background
In this chapter, we present related work regarding the methodology used in
this thesis. In Section 2.1, we present subtypes of PD patients obtained by
machine learning approaches. In Section 2.2, we present an overview of time
series clustering algorithms. Section 2.3 contains an overview of algorithms
for analyzing short time series, including skip-grams. We conclude the chapter
with a short overview of rule learning algorithms in Section 2.4.
2.1 Subtypes of PD
The wide variety of symptoms in PD suggests the existence of subtypes of
the disease and it has been addressed in both clinical and research studies.
A clinical study (Jankovic et al. [20]), which included patients with early and
untreated PD, supports the existence of at least 2 clinical subtypes of PD.
The first subtype are patients with tremor as a dominant symptom, while the
second subtype are patients with greater occupational, intellectual and motor
impairment.
Discovering PD subtypes has been widely researched by using data min-
ing techniques, especially conventional clustering algorithms. Roberto et al.
[32] performs a non-hierarchical cluster analysis considering newly diagnosed
5
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untreated PD patients from the Parkinson’s Progression Markers Initiative
(PPMI) study. By using symptoms regarding motor and non-motor impair-
ment, they identified three clusters, whereas the first group is characterized by
lowest severity motor and non-motor symptoms, while the second and third
group have similar motor impairment but different non-motor severity. On the
same data set, Fereshtehnejad et al. [15] performed hierarchical clustering con-
sidering additional genetic and neuropsychological data. They revealed three
subtypes which are consistent with the previous study. Lewis et al. [24] used
k-means clustering on PD patients in the early stage from the Cambridge Cen-
tre for Brain Repair PD research clinic and revealed four groups of patients:
younger onset, tremor dominant, non-tremor dominant, and rapid disease pro-
gression. All the mentioned approaches use the baseline visit for clustering
and consider patients only in early stages with almost no information regard-
ing medication treatment.
Valmarska et al. [40] [38] consider all patients’ visits from the PPMI study
and use k-means to cluster the patients’ sums of group of symptoms according
to each questionnaire and revealed three groups: the first group is described
with normal motor symptoms, the second group with sightly worse motor
functions and the third group with severe motor symptoms together with ag-
gravation of non-motor symptoms, mostly autonomic symptoms. This issue
is also addressed by deep learning algorithms. Zhang et al. [41] utilizes pa-
tient data from PPMI and uses Long Short Term Memory (LSTM) neural
network, representing each patient as a multi-dimensional time series. The
study showed consistent results with 3 groups. The first is described with mild
deficits on both motor and non-motor symptoms at baseline and moderate mo-
tor progression. The second has more severe symptoms than the first group,
but their motor and non-motor functionalities progress slowly over time. The
third is described with the most severe symptoms that progress more rapidly
over time. Another deep learning approach that addresses this problem, is the
application of autoencoder networks that are used for learning a latent repre-
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sentation of data. The method is based on variational autoencoder principles
(VaDER[13]), integrates 2 LSTM networks for analysis of the data and uses
data imputation and loss reweighting to deal with missing values. It also uses
PPMI patient data and identified 3 groups with consistent characteristics.
There are no studies, to best of our knowledge, that utilize the FI study for
discovering PD subtypes. We use patient baseline visits of patients with differ-
ent stages of PD to apply clustering on patient data that includes symptoms
and medications data.
2.2 Clustering time series
A time series represents a sequence of points, ordered in time. Using medical
data, which contains records of patient symptoms and medications monitored
over time, the problem of dividing patients into groups translates to clustering
of time series data. We present two groups of approaches, single-view and
multi-view clusterings.
2.2.1 Single-view clustering
Clustering algorithms used for time series data can be presented in three major
categories of algorithms, which have been used directly or have been modified
to perform on time series data: partitioning methods, hierarchical methods,
and model-based methods. [25].
One way of representing time series data is to flatten the time series into a
table, where each column contains value at a specific time point. This form is
suitable for applying standard clustering algorithms as the data is presented
in a single data set, i.e. view. Usually these approaches require a distance
measure suitable for time series data [25]. Amidon [1] gives an example of
using k-means for clustering time series data. It uses Dynamic Time Warping
(DTW) as a distance measure [29], which allows non-linear mapping between
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two time series to accommodate sequences that do not exactly align in time,
progression or length.
Another way to deal with clustering time series data is clustering proba-
bilistic models or ”model based clustering”, where each model replaces a time
series. Ghassempour et al. [18] use hidden Markov models (HMM) as a prob-
abilistic model for clustering patient trajectories. Distances between HHMs
consider the likelihood of generating a given series, for each HMM. They focus
on clustering patient trajectories from health care systems, where usually cat-
egorical variables are present. However, this approach is not suitable for short
time series.
Time series data includes high-dimensional data. Cohen et al. [9] shows
the impact of reducing the dimensionality before applying k-means clustering
algorithm. In our work, we reduce the dimensionality of single-view data by
applying NMF, which is suitable for data without negative values and produces
more intuitive ”part-based” representation of the data [37].
2.2.2 Multi-view clustering
In real-word data mining applications, the data being collected is obtained
from different sources and described by various features. Although standard
clustering algorithms are successful to some extend, they are limited to single-
view data. Converting all views into a single-view does not necessarily improve
the performance, due to the loss of the statistical property of each view. Multi-
view clustering considers information shared by each of the views and it is
applicable to multi-variate time series data.
Bickel and Scheffer [4] develop and study multi-view versions of k-means,
EM (Expectation Maximization) and agglomerative hierarchical clustering.
Chaudhuri et al. [7] propose a method for projecting the data into a lower-
dimensional subspace via Canonical Correlation Analysis, which constructs
such projections with multiple views of data. Liu et al. [27] use joint NMF by
searching for a factorization that gives compatible clustering solutions consid-
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ering multiple views.
Kanaan-Izquierdo et al. [21] propose a multi-view spectral clustering ver-
sion of k-means, which is based on computing the common eigenvectors [36] of
the Laplacian matrices obtained from the similarity matrix of each input view.
It applies k-means clustering on the rows of the matrix formed by the common
eigenvectors and produces a single cluster assignment of each instance. We use
this approach in our work because of its better overall performance than other
methods and availability of its code in Python.
2.3 Analysis of short time series
Analysis of short time series has been widely applied to biological and medical
data, especially gene expression time series. A method that was design to deal
with this kind of gene expression data is called STEM [14] and assigns genes
to a predefined set of model profiles in order to obtain distinct patterns for
clustering. The time series in this approach are 3-8 time points. STEM suffers
from high computational complexity, but a method with linear complexity [11]
that identifies dense patterns in distributed data sets, which are later used to
generate clusters. Short time series are also common in environmental and
ecological studies, where samples of sizes 10 to 50 were examined [3].
Time points in short series are often unevenly spaced. Möller-Levet et al.
[28] propose a fuzzy time-series clustering algorithm using STS (Short Time-
Series) distance as a measure of similarity for microarray time sequences. STS
captures differences in shapes, defined by the relative change of expression.
The experimental data sets in the FI study consist of relatively short time
series, with length between 1 and 22. In order to analyze the disease pro-
gression, we need a robust tool for short time series. For generating disease
progression patterns from such data, a skip-grams based approach [40] allows
for robust identification of frequent patterns. The methodology origins from
natural language processing (NLP), where a sequence of n items presents an n-
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gram. In our case, n-grams are formed of the sequences of cluster assignments
of the patient’s visits. We use skip-grams as a more robust version of n-grams,
where items in the sequence are not always consecutive and may leave gaps.
A description of skip-grams is presented in Chapter 3.
2.4 Rule learning
Interpretable representations of models in order to understand decision making
is crucial in many areas, especially in medicine. This makes rule learning
methods a popular data mining technique. Rules can be used for describing
significant patterns in the data set and for predicting the class of new instances
[16]. Rules are presented in the form of IF-THEN rules, such as Conditions Ñ
TargetClass, where the conditions are a conjuction of features and their values,
and the target class is the class variable, in our case it is the patient subtype.
Chidanand and Sholom [8] describes the use of decision tree models for
rule induction. A decision tree partitions the data space into distinct disjoint
areas by top-down creation of decisions, making the obtained rules mutually
exclusive.
Sugumaran and Ramachandran [35] also uses decision tree for addressing a
pattern recognition problem. It uses the decision tree for feature selection with
entropy reduction and information gain and generates a set of rules necessary
for building the fuzzy classifier. We use the decision tree model for describing
the patient subtypes, due to its simple nature.
Chapter 3
Methodology
In this chapter, we discuss our methodology for discovering patient subtypes.
Additionally, we present our approach for analyzing disease progression data.
The Section 3.1 contains a detailed description of the singe-view and multi-
view clustering approaches that have been used. In Section 3.2, we present
skip-grams as a robust tool for disease progression analysis. The complete
solution is described step by step in Section 3.3.
3.1 Data clustering
We address the discovery of PD patients subtypes using clustering approaches.
Our solution consists of two approaches: in the first approach, we apply k-
means clustering to a data set with merged symptoms and medication data
from all data sets, and the in second approach, we perform multi-view cluster-
ing on seven separate data sets. A description of the data sets can be found
in Chapter 4.
3.1.1 Single-view clustering approach
In order to apply a traditional clustering algorithm to time series data, we
merged the symptoms data into one table. Each row vi presents the baseline
11
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visit of the i -th patient. Before clustering, the data has been normalized,
taking into account different ranges of each symptom. The data set used
in this setting, consists of merged symptoms of all questionnaires, each row
represents a patient’s baseline visit and reflects the symptom and medication
values at that time point.
Due to the high dimensional data, we used NMF [22] to reduce the dimen-
sionality (the data set has 172 dimensions). We decided on NMF by ad hoc
choice, but other methods could be tried in further work as well. Matrices that
are decomposed by NMF represent the matrix X by additive, not subtractive,
combinations of the basis vectors, since they contain only non-negative values.
The method produces a natural ”additive parts-based” representation of the
data [37]. NMF approximates the matrix with a low-rank matrix approxima-
tion such that X  WH, where X is a linear combination of the column vectors
in W using coefficients supplied by columns of H.
We applied k-means clustering to matrix W, which is the basis matrix and
contains a reduced number of features. For determining the optimal number
of clusters, we compared each clustering quality with three indexes: SA [33],
DB [12] index and CH [6] on matrix W.
3.1.2 Multi-view clustering approach
Multi-view clustering algorithms use data which is provided from more subsets,
each of them containing different sets of attributes, but describing the same
instances. They have an input of m views, all of them containing n rows
but a different number of attributes (in our experimental data set we used
7 views containing 4019 rows, i.e. patients’ baseline visits). By considering
information of all views they produce a vector with length n which contains
cluster assignments, depending on the desired number of clusters k.
For multi-view setting, we used the same data sets used in the single-view
approach, where each data set (questionnaire) is a separate input view. All the
views preserve the same order of patients in rows, while the columns represent
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symptoms or medications. We use a multi-view [21] version of k-means which
uses spectral [30] clustering.
The algorithm is described by the following steps:
• Input: The number of desired clusters k and a set of m views M 
tv1, ..., vmu, where each vi has n instances.
1. On each input view vi, apply a Gaussian radial basis function to construct
similarity matrix Si. This results in m similarity matrices S1, S2, ..., Sm
of size n x n.
2. For each of the newly constructed similarity matrices in step 1 com-
pute the normalized Laplacian matrix L, defined as L  D1{2SD1{2,
where D is the diagonal matrix whose element (j, j) is the sum of the
corresponding j -th row of the similarity matrix S.
3. Compute the common eigenvectors [36] of each matrix L and construct
a n x k matrix U, which contains the first k eigenvectors as columns.
4. Perform k-means algorithm to cluster the rows of the matrix U to pro-
duce a vector of n cluster assignments.
• Output: a vector of cluster assignments of length n, containing a single
cluster assignment for each instance in M.
We use this algorithm because it considers the affinity of the data points
and how connected they are to one another, rather than their actual location
in space - this may lead to a more robust forming of clusters. The algorithm
is suitable for high-dimensional data since it performs dimensionality reduc-
tion by computing k eigenvectors and using k -dimensional column space for
applying k-means clustering.
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3.2 Disease progression analysis with skip-grams
In the previous section, we discussed the clustering methods used for discover-
ing patient subtypes. To better understand the nature of the disease and the
changes in symptoms and medications of the discovered subtypes, we perform
disease progression analysis using skip-grams. Skip-grams are a tool for recog-
nizing progression patterns and contribute to understanding the improvement
or worsening of the patient’s overall status. With the use of skip-grams, we
construct a more reliable and robust progression pattern, as changes in symp-
toms cannot change only due to the natural progression of the disease, but can
also be as a result of external factors.
This approach originates from NLP, where the term n-gram presents a
sequence of n items (such as phonemes, syllables, letters, or words) collected
from a text or speech. Skip-grams are a generalized version of n-grams. In
k-skip-n-grams, we use a skip of distance of k or less, to construct the n-gram.
In this way, we get a n-gram but might skip a part of (noisy) intermediate
input.
After performing clustering on the data set that contains baseline visits,
we obtain a cluster assignment ci0 for patient pi. We expect that a change
of cluster assignment for a patient may occur over time, which presents the
changing of symptoms severity of a patient. The progression data is obtained
by first predicting the cluster assignments of the remaining patient visits, pre-
dicted with the RandomForest model. The training data set consists of rows
vi0 representing the first, i.e. baseline visit of the i -th patient, together with
the cluster assignment ci0 as the target class. The model predicts the cluster
assignment of the remaining patient visits cij. For each patient, we form a
sequence of cluster assignments during all visits: Seqi  pci1, ci2, . . . , cikiq  C,
where ki is the number of visits of patient pi and C  tc1, c2, . . . , cKu is the
set of cluster labels. Then Seq can be defined as the union of all Seqi and it
is used in the skip-grams analysis. We consider each cluster assignment cij as
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the j -th word in the document Seqi.
The formula for k-skip-n-grams for a document constructed from words
w1, w2, ..., wl is defined as [19]:
#
wi1 , wi2 , . . . , win |
¸
1¤j¤n
ij  ij1   k
+
(3.1)
The advantages of skip-gram analysis over n-grams is based on the robust-
ness of using skip-grams and the tolerance to noise in the data. Frequent
skip-grams are capable of identifying patterns in short time series data and
are used in the analysis of disease progression [40].
3.3 Analysis workflow
The methodology consists of 4 steps, illustrated in Figure 3.1: data preprocess-
ing, clustering, rule learning and discovery of progression patterns. Depending
on the experimental setting, we utilize either single-view or multi-view clus-
tering. The clustering approaches are utilized for the stratification of PD
patients. We use rule learning for inducing rules for each cluster for a better
understanding of the symptoms and medication characteristics for each sub-
type. Additionally, we present the identification of disease progression patterns
obtained by the cluster changes in consecutive visits. The solution is presented
in detail by the following steps:
• Data preprocessing
The data used for the experiment consists of patients from the FI study
and is separated into two subsets: the first consists of only baseline visits
for each patient and is used for clustering; the second data set consists of
all the remaining visits and is used for the progression disease analysis.
The symptom and medication data are found in seven different ques-
tionnaires from the study, and are either merged (for the 1. clustering
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approach), or separated in seven different views (for the 2. clustering ap-
proach). A detailed description of the data sets can be found in Section
4.2.
Figure 3.1: Diagram of the methodology.
• Clustering
1. Single-view approach
The first approach uses k-means clustering on a data set X con-
taining merged symptoms and medications from the used data sets
(questionnaires) as columns. Due to the large number of symptoms
and medications, we use NMF for dimensionality reduction of ma-
trix X. After performing clustering on the reduced data set, each
patient has its own cluster assigned. We choose the optimal number




The second approach uses multi-view clustering on seven separate
views, where each view is a separate questionnaire from the used
data. The algorithm is a multi-view version of k-means and uses
spectral clustering to produce a single vector of n cluster assign-
ments (the algorithm is presented step by step in Section 3.1.2).
We choose the optimal number of clusters k based on the evalua-
tion scores SA, DB and CH on the concatenated matrix of all views
(matrix X from the single-view approach).
• Rule learning
For inducing the rules of each cluster, we used a decision tree, because
it is a simple and explainable supervised model. The rules contribute to
understanding the clusters and describe each patient group by symptoms
and/or medications values.
• Progression patterns
For determining whether the patient has preserved or changed the clus-
ter assignment during the upcoming visits, we use a supervised Random-
Forest model [5], which assigns cluster labels to the visits of patients by
predicting them. The model is trained by the data used for clustering,
together with the cluster labels. The cluster changes for each patient
can be presented as a sequence of assigned cluster labels. We analyze
these sequences using skip-grams for monitoring the disease progression.




In Section 4.1, we describe the data from the Fox Insight study and its ques-
tionnaires, which contain symptoms and medications data. In Section 4.2, we
describe the experimental data and present the parameters used in the models.
The cluster quality is measured by indexes described in Section 4.3.
4.1 Parkinson’s disease data
In this work, we used data from the FI study1, sponsored by the Michael J.
Fox Foundation for Parkinson’s Research. FI contains clinical data from ques-
tionnaires addressing patients’ symptoms and genetic data. The severity of
symptoms of patients involved in the FI study are observed through years. In
addition, the study monitors daily activities and medication treatment regard-
ing PD medication, PD procedures, medications for treating other conditions
(eg. pain, sleep, urinary, bowel problems), supplements and vitamins. Patients
data is collected by routine longitudinal assessments where their clinical, de-
1Data used in the preparation of this article were obtained from the Fox Insight
database https://foxinsight-info.michaeljfox.org/insight/explore/insight.jsp
on 15/11/2020. For up-to-date information on the study, visit https://foxinsight-
info.michaeljfox.org/insight/explore/insight.jsp. We do not have the permission
to share the actual data used from this study, but the data is available by written inquiry.
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mographic and medication data is collected with questionnaires on each study
visit. Each study visit of each patient is evaluated either by physicians or the
patients themselves. Each visit refers to a time point of the patient disease,
and holds record of the patients symptoms’ severity, medication use and daily
activities at that time.
The study contains a total of 50,279 participants and information from
questionnaires regarding their demographics, medical information, cognitive
and physical experiences, and PD symptoms. More than half of the par-
ticipants (36,264) have been diagnosed with PD or parkinsonism. Patients
without PD are given a different set of questionnaires regarding health and
lifestyle and are asked about new diagnoses every three months, while patients
with diagnosed PD respond to twenty questionnaires that are part of the rou-
tine longitudinal assessment and include questionnaires regarding health, non-
motor, motor, quality of life and lifestyle [34]. In our experimental data set,
we use only data from patients that are diagnosed with PD. The number of
visits range from a minimum of 1 and a maximum of 22. All the mentioned
questionnaires are described in Table 4.1.
It is important to note that the study holds data about patients with
different lengths of involvement. Moreover, the patients are enrolled with
different stages of diagnosed PD, meaning they have started the study visits
with different number of years of living with PD.
The most noticeable symptom of PD is shaking or tremor. The question-
naire that examines the patient’s movement symptoms ’Movement Experience’
contains 14 questions that have values from 1 to 5, increasing by severity. It
contains information regarding problems with movement in everyday life situa-
tions, such as tremor, dressing, speech, saliva and drooling. The questonnaire
’Physical experiences’ contains information regarding the patients’ mobility,
self-care, everyday activities, pain, discomfort and anxiety or depression dur-
ing physical activities. The non-movement symptoms are addressed in ’Non-
Movement Experiences’ which contains values 0 indicating whether that the
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Movement Experiences 14 1-5 Yes
Physical Experiences 5 0-5 Yes
Non-Movement Experiences 30 0-1 Yes
Cognition and Daily Activities 15 0-5 No
Physical Activities 20 0-4, 1-4 or 0-3 No
Medications 29 0-1 Yes
Medications (PD) 58 0-1 Yes
symptom or problem is not present, and 1, otherwise. It contains 30 questions
regarding sleeping disorders, sweating, pain, fatigue, swallowing and saliva
control. The impact of the cognition impairment in the daily activities are
explored in the ’Cognition and Daily Activities’ questionnaire which measures
the difficulty of usual daily activities such as reading, keeping track of time,
following instructions and understanding personal finance. The questionnaire
’Physical Activities’ covers the time the patients spend engaging in sports,
walking, household activities, as well as leisure time activities.
The questionnaire ’Medications (PD)’ covers information of the prescribed
medication for treating PD (eg. carbidopa, artane, benztropine, amantadine,
etc.) There is another questionnaire which contains information about med-
ications used for pain, bowel incontinence, urinary problems, supplements,
vitamins and whether the patient has undergone any PD procedure (eg. deep
brain stimulation, pallidotomy, focused ultrasound, etc.). Both of the ques-
tionnaires contain values 0 indicating that the medication is not used and 1,
otherwise. In addition to these symptoms, age as an epidemiological symptom
is considered in the experimental data set.
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4.2 Evaluation settings
Both of the approaches: i) single-view clustering and ii) multi-view clustering,
use all the symptoms of questionnaires in Table 4.1. The data set for both
approaches is the same and contains 4019 patients which have completed 10
to 15 visits. The maximum number of visits in the original data set is 22, but
as we approach this number we have less patients and more missing values.
In order to consider more patients with a relatively long record of completed
visits we considered only patients with 10 to 15 completed visits. The data is
normalized by considering the symptom ranges of each symptom. Some rows
containing a large percentage of missing values have been removed, while the
remaining missing values are imputed with the mean value of each symptom.
The data set is split in two data sets: the first data set contains baseline visits
of each patient, while the other data set contains the remaining patients’ visits
for discovering disease progression data.
The first approach uses merged symptoms and medication data, which
has been reduced by NMF before applying k-means. After experimenting
with different values for the number of components in NMF, we decided to
use two components because it gives the best Silhouette analysis (SA) score.
In the second approach, we don’t use NMF since the multi-view clustering
algorithm uses separate data sets as input views. Each input view presents
one questionnaire and contains symptoms/medications as columns from the
particular questionnaire. The number of rows among views are the same, and
the patients are aligned using the patient ID.
We generate rules in order to gain a better understanding of the obtained
clusters, using decision trees. The rules obtained from decision trees are gener-
ated at maximum tree depth of 5 or 6, in order to preserve the most important
features (based on the Gini index impurity) in low number of rules for better
interpretation. The model is trained with a data set with merged symptoms
and medication data together with the cluster assignments, which are pro-
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duced by the clustering approaches, as class values. The accuracy of models
are measured on testing sets obtained by splitting the data into training and
testing set using the 70:30 ratio.
The progression data is obtained by firstly predicting the cluster assign-
ments of the remaining patient visits, predicted with a RandomForest model.
The model is trained with a data set containing the baseline visits together
with their cluster assignments as target class (the data set creation is de-
scribed in detail in Section 3.2). For monitoring the disease progression, we
use 3-skip-2-gram and 3-skip-4-gram analysis.
4.3 Evaluation metrics
For evaluating the results of the two clustering approaches, we use several
measures that reflects the quality of the obtained clusters. We use three
measures: Silhouette Index (SA) [33], Davies-Bouldin index (DB) [12] and
Calinski-Harabasz index (CH) [6], which have been presented by Arbelaitz
et al. [2] as indexes with the best performance.
Let us define data sets X = {x1, x2,...,xN}, where N is the number of
instances, and C = {c1, c2,...,ck}, where ci represents the i -th cluster of total k
clusters, which are obtained by clustering X into k disjoint clusters. We define
the centroid of cluster ck as: ck  1{ |ck|
°
x1Pck
xi. We denote the Euclidean
distance between instances xi and xj as de(xi,xj) [2].
The SA measure considers the distance of an object to objects within its
own cluster and how distanced that object is from objects from other clusters.
Its value ranges from -1 to 1, where a low value indicates poor quality of
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is the normalized distance of instance xi and xj, which are located in the
same cluster, and










is the normalized distance between xi and xj, where cl is the closest cluster of
cluster ck.
The DB index measures the cluster quality based on the distance of in-
stances within a cluster to its centroid and the distance between other cen-













where S(ck) measures the compactness for cluster ck as the value decreases and






de pxi, ckq (4.5)
The CH index measures the distances from the instances in a cluster to
its centroid and the separation from each centroid to the global centroid of
the instances. Higher value of this index indicates better quality of clusters.
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When obtaining the optimal number of clusters, we use the cluster labels
together with the original data to train a powerful supervised model for pre-
dicting the cluster assignments of the remaining patient visits. For evaluating
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whether the RandomForest predicts appropriate cluster labels, we split the
data set (which has the baseline visits together with the assigned cluster la-
bels) into training and testing set and evaluate the overall accuracy of the
model. For this experimental data the model has around 85% accuracy, which
means that it performs well.
The clustering rules are generated by a decision tree model, trained on
merged data sets of all questionnaires, together with the cluster assignments
from the clustering approaches, as the target variable. The rules are evaluated
by splitting the data set into training and testing sets. When presenting rules,




In this chapter, we present the results from our experimental settings. In
Section 5.1, we present the clustering of patients based on the single-view
and multi-view setting. Section 5.2 presents the discovered patterns of disease




The results of k-means clustering are presented in Table 5.1. We experimented
with a range of number of clusters between 2 and 6 and the cluster quality has
been measured with SA, DB and CH indexes on the NMF reduced data. The
SA and CH index have higher values for better cluster quality, while the DB
index has lower values.
The SA index shows k = 2 as the optimal number of clusters. This results
in division of patients into: i) patients in early stages of the PD disease and
ii) patients with severe PD symptoms. The DB index shows k = 3 as the
optimal number of clusters, which gives more diverse patient groups. The CH
27
28 Melanija Kraljevska
Table 5.1: Validity scores of k-means clustering data set for merged symptoms
data in the single-view approach.
k SA index DB index CH index
2 0.5463 0.6426 7143.4867
3 0.5280 0.5868 9805.3
4 0.4923 0.6191 10973.9185
5 0.4669 0.6472 11940.4691
6 0.4385 0.6943 12168.4209
index did not performed well for measuring clusters for this data since its value
increases with the number of clusters. For a better variety of patient groups
and in order to take into account more symptom values, we decided to consider
k = 3 as the optimal number of clusters.
The obtained clusters are described by rules. The rules produced by the
decision tree model are presented in Table 5.2, together with the number of
true positive p and false positive n examples1 covered by each rule.
The rules contain a small subset of features that are chosen as the most
informative by the classification model. They contribute to understanding the
characteristics of each cluster and describing the patient groups. The rules
are of limited depth due to the large number a symptoms and to improve
comprehensibility. We additionally performed the Kolmogorov-Smirnov test
to assess the differences of symptoms and medication values between all pairs of
cluster labels. The results of the Kolmogorov-Smirnov test for the single-view
approach are presented in Tables A.1, Table A.2 and Table A.3, in Appendix
A.
The cluster labels are aligned with the severity of the disease as the clus-
ter number increases. The descriptions are obtained by monitoring the most
informative features, chosen by the classification model for generating rules.
1The number of positive and negative values, p and n, are somewhat misleading, as we
do not have ground truth values in our approach.
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Table 5.2: Rules from the k-means clustering on the merged symptoms data
set, together with the positive and negative example distributions (due to the
large number of symptoms, the tree is pruned with a maximum depth of 5).
Rule p n
Rules for cluster 1
NonMoveConcent ¤ 0.5 & NonMoveConstip ¤ 0.5 & MoveDress ¤ 2 cluster=1 670 87
NonMoveConcent ¤ 0.5 & NonMoveConstip ¤ 0.5 & MoveDress ¡ 2 & NonMoveFeel ¤ 0.5 cluster=1 127 64
NonMoveConcent ¤ 0.5 & NonMoveConstip ¡ 0.5 & MedsOtherNone ¤ 0.5 & NonMoveFeel ¤ 0.5 & MoveUp ¤ 2 cluster=1 76 57
NonMoveConcent ¤ 0.5 & NonMoveConstip ¡ 0.5 & MedsOtherNone ¡ 0.5 & NonMoveForget ¤ 0.5 cluster=1 121 38
Rules for cluster 2
NonMoveConcent ¤ 0.5 & NonMoveConstip ¤ 0.5 & MoveDress ¡ 2 & NonMoveFeel ¡ 0.5 cluster=2 21 14
NonMoveConcent ¤ 0.5 & NonMoveConstip ¡ 0.5 & MedsOtherNone ¤ 0.5 & NonMoveFeel ¤ 0.5 & MoveUp ¡ 2 cluster=2 109 47
NonMoveConcent ¤ 0.5 & NonMoveConstip ¡ 0.5 & MedsOtherNone ¤ 0.5 & NonMoveFeel ¡ 0.5 cluster=2 142 41
NonMoveConcent ¤ 0.5 & NonMoveConstip ¡ 0.5 & MedsOtherNone ¡ 0.5 & NonMoveForget ¡ 0.5 cluster=2 29 14
NonMoveConcent ¡ 0.5 & NonMoveBowelEmpty ¤ 0.5 & NonMoveBowelEmpty ¤ 0.5 & DailyExplain ¤ 3 & NonMoveSwall ¤ 0.5 cluster=2 103 56
Rules for cluster 3
NonMoveConcent ¡ 0.5 & NonMoveBowelEmpty ¤ 0.5 & NonMoveBowelEmpty ¤ 0.5 & DailyExplain ¤ 3 & NonMoveSwall ¡ 0.5 cluster=3 49 21
NonMoveConcent ¡ 0.5 & NonMoveBowelEmpty ¡ 0.5 & MoveUp ¤ 2 & NonMoveDream ¡ 0.5 cluster=3 42 27
NonMoveConcent ¡ 0.5 & NonMoveBowelEmpty ¡ 0.5 & MoveUp ¡ 2 cluster=3 270 72
NonMoveConcent ¡ 0.5 & NonMoveBowelEmpty ¡ 0.5 & MoveDress ¡ 2 & NonMoveFeel ¤ 0.5 & NonMoveDream ¡ 0.5 cluster=3 35 5
Each of the groups (cluster 1, 2 and 3) are described below:
• Cluster 1
This group represents patients which are in the early stage of PD. Move-
ment problems either never occur or occur without causing problems
with activities. These patients may have slight worsening of non-motor
symptoms such as depression, anxiety and sleep. These patients do not
take medications for PD and other conditions.
• Cluster 2
These patients experience worsening of non-movement symptoms and a
slightly worsening of motor symptoms. They have difficulty concentrat-
ing, remembering things that have happened recently and anxiety. These
patients also suffer from constipation, bowel and urinary problems and
use medication for treating problems other than PD.
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• Cluster 3
This groups represents patients with severe motor symptoms, which in-
clude: problems getting out of bed or chair, stiffness in legs, which cause
freezing upon standing or walking and difficulty swallowing. These pa-
tients have problems with performing regular daily activities. They use
medication for treating PD as well as medication for treating other con-
ditions, such as pain, depression and sleep.
The Tables A.1, Table A.2 and Table A.3 present the statistics of dif-
ferent symptoms/medications according to the p-value computed from
the Kolmogorov-Smirnov test. The tables are sorted according to the p-
value, for which lower values indicate significant statistical difference. We
can observe that the clusters 1 and 2 have the most difference in the val-
ues of the non-motor symptoms (symptoms starting with ’NonMove...’).
Cluster 1 has significantly lower severity of non-motor impairment than
cluster 2. The ’MedsOtherNone’ indicates whether the patient uses med-
ications regarding conditions or problems other than PD and has values
closer to 0 indicating that the patients is using such medications and
cluster 2 has low values of this symptom. We also observe that the mo-
tor symptoms in cluster 2 are slightly elevated. In table A.2, we observe
that cluster 3 has the most severe non-motor symptoms and difficulty
performing daily activities (symptoms starting with ’Daily...’ for which
lower value indicates more difficulty). Patients from cluster 3 also have
the highest severity in motor-symptoms.
5.1.2 Multi-view clustering
Multi-view clustering produces a single cluster assignment by separately con-
sidering several input views. The results from multi-view spectral clustering
for different number of clusters are shown in Table 5.3. The validity scores are
evaluated on the original data set. Higher values of the SA and CH index in-
Diplomska naloga 31
dicate better cluster quality, while higher values of the DB index indicate poor
cluster quality. We observe that all the indexes show a poor cluster quality,
with the best score for k = 2. For the purpose of having more diverse groups
of patients, we will consider k = 3, as the optimal number of clusters in this
experimental setting.
Table 5.3: Validity scores of the multi-view approach.
k SA index DB index CH index
2 0.1175 4.7362 304.9701
3 0.0250 10.5321 189.4995
4 -0.0387 9.7233 150.1003
5 -0.0686 13.5942 115.7828
6 -0.0847 13.2045 93.2322
The results from the single-view clustering have shown patient groups that
are divided according to their level of symptoms severity, such as early, mod-
erate and severe. The results from the multi-view approach reveal interesting
patient groups which are characterized by specific group of symptoms. In these
results, we observe the presence of symptoms from the Physical Activities ques-
tionnaire as relatively informative features, since they appear in the subset of
features in the rules in Table 5.4. Low values of this questionnaire indicate
poor engagement in a particular physical activity. The ’StrengthDay’ measures
the muscle strength of the patient, while the ’StrenSportsDay’ monitors the
patient’s engagement in sport and recreational activities.The ’DailyNumber’
has a higher value if there are no issues with remembering new information,
such as phone numbers, instructions, etc. The cluster rules are presented in
Table 5.4 2 .
The results from the Kolmogorov-Smirnov test are presented in Table A.4,
Table A.5 and Table A.6, found in Appendix A, in order to show the quality
2The number of positive and negative values, p and n, are somewhat misleading, as we
do not have ground truth values in our approach.
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of distributions of symptom and medication values between all pairs of cluster
labels. The tables present the statistics of different symptoms/medications
according to the p-value computed from the baseline visit and their mean
values. The tables are sorted according to the p-value, for which lower values
indicate significant statistical difference.
We can observe that cluster 1 has low scores of non-motor symptoms, and
moderate non-motor symptoms. Both of the clusters 1 and 2 are engaged in
daily activities and have similar severity of motor impairment. Cluster 2 has
slight worsening of non-motor symptoms. Cluster 3 engages the least in daily,
household and sport activities in comparison with cluster 1 and 2 and has the
highest severity of motor symptoms. When comparing cluster 1 and cluster 3
we observe that cluster 3 has worse non-motor symptoms and uses medication
for treating PD.
Table 5.4: Rules from the multi-view spectral clustering, together with the
number of true positives p and false positives n (due to the large number of
symptoms, the tree is pruned with a maximum depth of 5).
Rule p n
Rules for cluster 1
MoveUp ¤ 2 & StrengthDay ¤ 2 & NonMoveConcent ¤ 0.5 cluster=1 816 119
MoveUp ¤ 2 & StrengthDay ¤ 2 & NonMoveConcent ¡ 0.5 & StrenSportDay ¤ 1 & MedsOtherNone ¡ 0.5 cluster=1 42 10
MoveUp ¤ 2 & StrengthDay ¡ 2 & StrenSportDay ¤ 1 & NonMoveBowelEmpty ¤ 0.5 cluster=1 119 34
MoveUp ¤ 2 & StrengthDay ¡ 2 & StrenSportDay ¡ 1 & NonMoveBowelEmpty ¤ 0.5 & MedsCurrPD ¤ 0 cluster=1 69 19
Rules for cluster 2
MoveUp ¤ 2 & StrengthDay ¡ 2 & StrenSportDay ¡ 1 & NonMoveBowelEmpty ¤ 0.5 & MedsCurrPD ¡ 0.5 cluster=2 111 47
MoveUp ¤ 2 & StrengthDay ¡ 2 & StrenSportDay ¡ 1 & NonMoveBowelEmpty ¡ 0.5 cluster=2 109 7
MoveUp ¡ 2 & StrenSportDay ¡ 1 & StrengthDay ¤ 2 & DailyNumber ¡ 3 cluster=2 96 88
MoveUp ¡ 2 & StrenSportDay ¡ 1 & StrengthDay ¡ 2 cluster=2 214 35
Rules for cluster 3
MoveUp ¤ 2 & StrengthDay ¤ 2 & NonMoveConcent ¡ 0.5 & StrenSportDay ¤ 1 & MedsOtherNone ¤ 0.5 cluster=3 46 79
MoveUp ¡ 2 & StrenSportDay ¤ 1 & NonMoveFeel ¤ 0.5 & NonMoveConcent ¡ 0.5 cluster=3 76 44
MoveUp ¡ 2 & StrenSportDay ¤ 1 & NonMoveFeel ¡ 0.5 & NonMoveForget ¡ 0.5 cluster=3 202 20
MoveUp ¡ 2 & StrenSportDay ¡ 1 & StrengthDay ¤ 2 & DailyNumber ¤ 3 cluster=3 32 22
The description of the clusters is given below:
Diplomska naloga 33
• Cluster 1
This group of represents patients with mostly light non-motor symptoms
and light to moderate motor symptoms. They rarely not use medications
for PD and medications for other conditions.
• Cluster 2
This group of represents patients that are actively engaged in physical
activities, such as sport and household activities. They have also less is-
sues in completing their daily routines including household chores, sports
and walking, despite having different stages of motor symptoms severity.
They have moderate severity of non-motor symptoms.
• Cluster 3
Patients from this group have a higher severity of non-motor symptoms,
such a concentration, forgetfulness and difficulty remembering new infor-
mation. They also experience depression and anxiety and rarely engage
in physical activities. They also have a higher severity of motor impair-
ment.
5.2 Disease progression analysis
For tracking the overall status of patients, we use skip-grams in order to deter-
mine the most frequent group changes though time. The notation cij represents
the cluster assignment of the patient i at their j -th visit. Sequences of cluster
assignments ci1, ci2, ... cin form a sequence of clusters per patient. We per-
form skip-gram analysis on the union of all cluster sequences obtained from
the experimental data.
We observe each sequence of clusters as a sequence of items, which repre-
sents a n-gram. In this experimental work, we use 3-skip-n-grams, meaning
that the results include from 3 to 0 skips by starting with unigrams (0-skip-
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1grams) and increasing the number of skips k and the length of the sequence
n until reaching the final k and n.
5.2.1 Results of the single-view approach
Figure 5.1: Disease progression patterns (x-axis) and number of cluster changes
(y-axis), as a result from the 3-skip-2-gram analysis from the single-view ap-
proach.
Figure 5.1 and Figure 5.2 are histograms which show the patterns of disease
progression using 3-skip-2-gram and 3-skip-4-gram analysis. In the analysis of
bigrams (2-grams), we observe both worsening (12 and 23) and improving (21
and 32) of patient symptoms, since most the clusters crossings are moving to
the adjacent cluster number. The histograms show that the patient status is
overall stable and there are no drastic changes of patients’ symptoms. In the
analysis of 4-grams, we observe similar behavior as in the 2-gram analysis. The
overall statuses tend to be stable and the cluster changes into adjacent clusters
dominate. However, there are some unexpected patterns such as 1221, 2112,
3223 and 3232, which present unusual changes in patient groups.
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Figure 5.2: Disease progression patterns (x-axis) and number of cluster changes
(y-axis), as a result from the 3-skip-4-gram analysis from the single-view ap-
proach.
5.2.2 Results of the multi-view approach
On progression data obtained from the multi-view clustering approach we per-
formed 3-skip-2-grams, presented in Figure 5.3 and 3-skip-4-grams, presented
in Figure 5.4 .
From both histograms, we can conclude that the patients from cluster 1
and 3 tend to remain in the same group. We observe cluster changes between
these two groups which represents worsening/improvement of non-motor symp-
toms. The third common pattern between cluster 1 and 3 represents worsen-
ing/improvement of motor symptoms and a change in engagement of sport
or household activities. The rarest change is between cluster 2 and cluster
3, which may indicate that patients which are active and have elevated mo-
tor symptoms are less likely to experience worsening of non-motor symptoms
(cluster crossing ’23’). On the other hand, patients who experience elevated
non-motor symptoms are less likely to engage in sport and recreational activ-
ities (cluster crossing ’32’).
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Figure 5.3: Disease progression patterns (x-axis) and number of cluster changes
(y-axis), as a result from the 3-skip-2gram analysis from the multi-view ap-
proach
Figure 5.4: Disease progression patterns (x-axis) and number of cluster changes




The results from the single-view clustering approach reveal three patient sub-
types, which mainly differ in the level of severity of the symptoms. We can
consider the cluster quality as relatively good, taking into account the accuracy
of the decision tree for generating cluster rules, which is pruned and set to a
limited depth. On the other hand, the rules are general and fail to present all
the meaningful attributes without producing long sequences. The progression
data analysis revealed intuitive patterns, as the skip set to k = 3, shows pos-
sible cluster changes in k visits in the future. The visits usually occur every
three months, so we expect most of the patients to remain in the same groups.
When patients move from one cluster to another, we expect that the disease
has either slightly improved or worsen, which means that the patient changes
to a neighboring group - the skip-grams analysis from the single-view approach
describes exactly this behavior.
The results from the multi-view clustering approach produce lower cluster-
ing quality, but they also reveal an interesting division of patient groups. The
characteristics of the groups depend more on a specific group of symptoms
(such as motor, non-motor, physical activities, etc.), instead of the level of
severity of the disease in general. The rules are informative and describe the
clusters with good accuracy, but have the same limitations as described for the
single-view approach. The results from the clustering revealed three groups,
one of which represented patients that engage actively in physical activities in
order to prevent or slow down the decline of motor symptoms. The progression
disease analysis from skip-grams revealed that the other two groups are most
likely to remain in the same group. The cluster changes are intuitive, except
for showing that patients are the least likely to remain in cluster 2. Moreover,
cluster crossing ’23’, which presents worsening of motor and non-motor symp-
toms, is more likely to happen before ’22’, according to the analysis.
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By comparing both approaches, we can see that the single-view performed
better in terms of diving the patients into more clear groups by severity, while
the multi-view clustering approach revealed more specific groups and the im-
portance of physical activities for treating the disease.
Chapter 6
Conclusion
We present a summary of our work and conclusion in Section 6.1, and ideas
for further work in Section 6.2.
6.1 Summary
We addressed the problem of discovering subtypes of Parkinson’s disease pa-
tients from the Fox Insight (FI) study. FI consists of clinical data from
questionnaires, which contain information including symptoms and medica-
tion data regarding patients’ visit. This problem translates to clustering of
short multi-variate time series. We have also analyzed the disease progres-
sion, which contributes to easier monitoring of the patient’s overall status by
observing the change in the cluster assignment through time.
Our clustering methodology consists of two approaches: i) using a tradi-
tional clustering algorithm k-means, on a merged symptoms data set and ii)
using multi-view spectral clustering on subsets of the data set, where each
view represents one questionnaire. Having the patients enrolled at different
stages of the disease, we used the baseline visits for clustering. In order to
understand clusters, we used a decision tree for generating rules. On the rest
of patients’ visits, we trained a RandomForest model using the obtained clus-
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ter assignments as cluster labels for every visit. By having every pair (patient,
visit) assigned to a cluster, we observe the cluster crossings to track the disease
progression of patients.
The first approach, which applied k-means clustering to a merged symp-
toms data set, resulted in three patient subtypes: Cluster 1 represents patients
in early stages of PD, with light motor symptoms and slight worsening of non-
motor symptoms; Cluster 2 represents patients with moderate worsening of
symptoms, as well as bowel and urinary problems and presence of medications
for relieving conditions other than PD; Cluster 3 represents patients with se-
vere motor impairment and difficulty in performing daily activities. The dis-
ease progression analysis shows that over time most patients tend to remain in
the same group and when they change a group, they change into a neighboring
cluster.
In the second approach, we used multi-view spectral clustering and found
three patient subtypes: Cluster 1 represents patients with light non-motor
symptoms, as well as light to moderate motor symptoms; Cluster 2 represents
patients with different stages of motor symptoms, but an engagement in phys-
ical activities such as sport, household and other daily activities; Cluster 3
represents patients with higher severity of non-motor and motor impairment
with significantly low engagement in physical activities. The disease progres-
sion patterns show that most of the patients over time remain in Cluster 1
or Cluster 3. Regarding changes of cluster labels, they show that patients in
Cluster 1 are more likely to transit to Cluster 3, than Cluster 2.
The single-view approach produced relatively good results in diving the
patients, whose groups differed mainly by the overall severity and progression
of the disease. On the other hand, the results from the multi-view clustering
show groups which differ by a specific group of symptoms. Although this
approach has a lower cluster quality, it revealed the importance of exercise
and performing sport and daily activities in PD patients in order to slower the
worsening of motor impairment.
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6.2 Further work
Using traditional clustering algorithms, produced promising results. Merging
large number of symptoms results in high dimensional vectors, which can influ-
ence the cluster quality since all of the instances may appear equidistant from
the others. In this approach we use NMF as a tool for reducing dimensionality.
A feature selection beforehand, performed either by an expert or an algorithm,
could eliminate redundant attributes and may contribute to a better cluster
quality. Moreover, it can lead to more meaningful rules for understanding
patient groups.
The multi-view approach considers all the input views and produces a single
sequence of cluster assignments. An additional clustering within views, could
generate rules for each group of symptoms separately, which could lead to a
better understanding of the connection between patient groups and groups of
symptoms.
The machine learning techniques in general, can significantly contribute to
a more individually-adapted management of the disease. Stratification of pa-
tients could lead to a more optimized treatment and decision making to relieve
the elevated symptoms and improve the quality of life of the patient’s journey.
Such an outcome would require close collaboration with medical practitioners
who would apply findings into their clinical practice.
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Appendix A
Reports on statistical differences
In this Appendix, we present further results to Section 5.1. Tables A.1, A.2,
A.3, A.4, A.5 and A.6 show top 50 statistically different attributes (symp-
toms and medications) according to the p-value of Kolmogorov-Smirnov test
assessing the differences between pairs of clusters, obtained with single-view
and multi-view clustering. All of the attributes are statistically significantly
different at the 1e10 level.
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Table A.1: Statistics of the top 50 statistically different attributes (symptoms
and medications data) between cluster 1 and cluster 2 from the single-view
approach.
Symptoms Mean (STD) Mean (STD)




















































Table A.2: Statistics of the top 50 statistically different attributes (symptoms
and medications data) between cluster 2 and cluster 3 from the single-view
approach.
Symptoms Mean (STD) Mean (STD)




















































Table A.3: Statistics of the top 50 statistically different attributes (symptoms
and medications data) between cluster 1 and cluster 3 from the single-view
approach.
Symptoms Mean (STD) Mean (STD)




















































Table A.4: Statistics of the top 50 statistically different attributes (symptoms
and medications data) between cluster 1 and cluster 2 from the multi-view
approach.
Symptoms Mean (STD) Mean (STD)


















































MoveWalk 1.713(0.555) 1.704 (0.670)
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Table A.5: Statistics of the top 50 statistically different attributes (symptoms
and medications data) between cluster 2 and cluster 3 from the multi-view
approach.
Symptoms Mean (STD) Mean (STD)




















































Table A.6: Statistics of the top 50 statistically different attributes (symptoms
and medications data) between cluster 1 and cluster 3 from the multi-view
approach.
Symptoms Mean (STD) Mean (STD)
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