Introduction
recurring geometric arrangement of amino acid residues in proteins. In general, structural motifs A graph describes relationships over a set of entities. have 4 to 6 residues. Recent work has discovered
With node and edge labels, a graph can describe the millions of such motifs. Therefore, automated attributes of both the entity set and the relation. Labeled structural motif recognition within protein graphs appear in many research domains such as drug structures is important for a number of applications, design [1] , protein structure comparison [2] , video including protein function prediction [9] . indexing [3] , and web information [4] [10] , have only a handful of database community. For example, more than 10 nodes and edges. As studied in [5] , most of these algorithms for mining recurring patterns in graph chemical graphs are sparse and the majority of databases [5] were developed in the past 5 years. In recurring components are tree or tree-like patterns.
addition, a growing body of research focuses on graph Pattern matching and similarity search in chemical database queries, which can be roughly divided into two databases are important for drug design.
classes: pattern matching and similarity search.
In pattern matching, one determines the set of graphs in a graph database which match a query pattern P. The term match is made specific by using a matching condition 1-4244-0803-2/07/$20.00 ©C2007 IEEE.
1.1. Challenges
Related Work
Though studied previously, the search for efficient Several recent research efforts have focused on methods of answering graph queries remains open.
preprocessing graph databases with the goal of improving Essential problems include: (1) how to store graph query times. databases efficiently, (2) how to define similarity between B.T. Messmer et al. proposed a decision-tree approach graphs, and (3) how to create efficient index structure to for indexing models for isomorphism and subgraph accelerate pattern matching and graph similarity search.
isomorphism [3] . This method generates answers in A primary challenge in pattern matching is that pairpolynomial time, at the cost of an index which is wise comparisons of graphs are usually hard problems.
exponential in size with respect to database size. Subgraph isomorphism is known to be NP-complete [11] .
GraphGrep, developed by Shasha et al., indexes graphs As a result, most meaningful definitions of similarity will by enumerating paths through each graph in a database result in NP-hard problems. Even a relatively simple [15] . GraphGrep has a notable advantage in that its index comparison, graph isomorphism, defies a polynomial is not exponential with respect to graph size. However, it bound for the general case [12] . These costly pair-wise is exponential with respect to path length, which is a comparisons, when combined with the increasing size of primary factor in the power of the index. modern graph databases, makes finding efficient search Yan et al. introduced a method for indexing subgraph techniques difficult. Even more complications arise from isomorphism queries based on selectively using frequently the many classifications of graphs and the fact that some occurring subgraphs as features [16] . By enumerating techniques apply only for a specific class.
subgraphs instead of paths, their filtering methods are Furthermore, the application of graphs to a wide more selective. When compared with GraphGrep, their variety fields implies that graphs themselves have a wide search engine, glndex, achieves significant improvements variety of interpretations. This poses a challenge when in both index size and query time. Recently, they have defining useful similarity measures, even when restricted extended the concept to produce an engine named Grafil, to a single domain, such as chemical structures [13] . As which processes similarity queries [17] . mentioned earlier, edit distance is a commonly used He et al. indexed graphs using a novel data structure, a metric, but other metrics, such as one based upon maximal closure tree, also referred to as a C-tree [7] . C-trees use common subgraphs, may be more meaningful [8] .
graph closures, which is a form of bounding box for graphs. [20, 21] {GI, G2, G3, G4}' Assuming a lexicographical ordering B > C > 1 > 0, the possible codes for G4 in Figure 1 Given two graphs G, G' we define that the graph G=(V,
That is, the mapping-induced subgraph mismatch score * for all v in V. In Figure 1 , G3 and G4 are subgraph isomorphic to G1, but G2 is not subgraph isomorphic to G1. Further, G3 is an induced subgraph of G1, while G4 is not. Figure 3 . A graph database DAG. decomposition of a single graph, it can also be applied to a collection of graphs in order to provide an indexing Figure 3 illustrates the DAG index constructed for the structure. A Graph Decomposition Index (GDI) contains graph database illustrated in Figure 1 . In the illustration, two indexing structures. The first structure is a graph nodes that represent the four original database graphs are database DAG (or simply a DAG) which is merged from shaded. The other nodes in the DAG are used to index the graph decomposition DAGs of all the database graphs.
those graphs. The second structure is a hash table that cross-references
The total number of nodes in the GDI is bounded by nodes in the database DAG. Algorithm 1 outlines a O(k2n), where n is the maximum size of any database method for constructing a GDI from a database of graphs.
graph and k is the number of graphs in the database. Any
given node of size m has at most m parents, each corresponding to the removal of a different vertex. This Algorithm 1. GDI Construction limit bounds the maximum number of links in the GDI.
Construct(G)
Since any node in the GDI can be stored using a reference of =0 to database graph and the subset of the m vertices which it DAG = 0 includes, a node can be stored in 0(m) space. Therefore, for e h dothe space overhead of the DAG index is 0(kn(2n)). 
Algorithm 2 sketches a method to answer a subgraph decompose(G', DAG, X isomorphism query quickly through the use of a preend do computed GDI. From the definition of subgraph isomorphism, the query must be isomorphic to a subgraph Here we use the notation G' := G -v to denote an of each graph in the answer set. Therefore, it is sufficient operation that creates a new graph G' from G by deleting to locate the node in the GDI which is isomorphic to the a node v and all the edges incident with v in G.
query, and report all descendents of the node which correspond to database graphs. When there is no matching to the query, the answer set is empty. candidate graph, overall possible mappings.
From each isomorphic node in the decomposition
The algorithms presented herein process similarity DAG, the algorithm performs a depth-first search by queries using only comparisons of graphs of equal size.
testing the mapping-induced subgraph mismatch score This is accomplished by decomposing the query itselfand from all children to all of the children of the sequentially comparing its component subgraphs with corresponding node in the query DAG. When a pair-wise subgraphs stored in the GDI. The goal of the search is to score is within the query's range, the search continues by identify the set of all nodes which are of the same size as advancing to the next tier. Any path that progresses past the query graph and within the specified range. Once the the 5th tier indicates that an answer has been found. In this algorithm identifies this set of nodes, it visits the nodes case, the algorithm records the GDI node for later sequentially and reports any database graphs that they or visitation.
their descendents represent.
Whenever the depth-first search reaches a pair of nodes Due to the inherent NP-hardness of the problem, it may on the nth tier, or when there are no remaining pairs of be necessary to perform an exhaustive search in order to children to compare, the search algorithm backtracks. It find an optimal graph mapping. This exhaustive search returns to the previous tier and continues comparing that can become computationally prohibitive. Approximate tier's children were it had left off. mapping techniques, such as the neighbor-based mapping When determining the subgraph mismatch score algorithm [7] , can alleviate this problem. However, our between two children, Algorithm 3 avoids an exhaustive work has been focused on guaranteeing complete answers.
search for the optimal mapping. At each step, the mapping between the children is determined by using the mapping between their parents. The new vertices, one of no guarantee that a graph in the answer set has an induced If graphs are decomposed without testing for subgraph that is identical to a subgraph of the query.
connectivity (or in the case that database contains only Thus, the information stored in the GDI is of less use for complete graphs), the completeness of the answer is such queries. This is an inherent difficulty when applying guaranteed, due to the redundancy present in the DAG.
index structures to answer similarity queries. In addition,
Observe that from any node to any of its descendents, the larger mismatch tolerances mean that branch-andthere exists a path which represents the addition of bound techniques are able to prune fewer possibilities vertices for any ordering of those vertices. Hence, from a when searching for the optimal mapping between given node, Algorithm 3 considers all possible mappings candidates and the query. 1-4244-0803-2/07/$20.00 ©C2007 IEEE.
Queries for Far-Neighbors
of GDlndex, is 11. In contrast, the synthetic dataset represents a database of sparse graphs without edge labels. It is possible to optimize searches for far-neighbor It consists of 10000 graphs with an average of 9.27 searches. For example, a query might be interested in vertices and 10.65 edges. The maximum graph size for locating all database graphs which share no vertex labels this data set is 21. in common with the query graph. Such a query can be For both datasets, we report the index size and index performed by processing all size 1 nodes in the DAG and construction times for random subsets of the dataset. Our marking each node that has a vertex matching any vertex results also show the average query times for various sizes of the query graph. The descendents of these marked of subgraph isomorphism queries. In the case of nodes contain all database graphs which have at least one similarity queries, we demonstrate the effects of varying vertex in common with the query graph. Thus, the answer range as well. Query graphs were obtained randomly set for the query is the set of all database graphs minus from the set of all canonical subgraphs that are these descendents. This approach of computing an answer represented in the dataset. set and taking its compliment can be generalized to an algorithm for Far-neighbor searches. GDlndex to identify sub-isomorphic relationships between C++ and compiled using Microsoft Visual Studio 6.0.
the database graphs. We used C-tree, which was developed and provided by He et al. [7] , as a performance comparison. C-tree was 10
GDlndex implemented in Java and compiled using Sun JDK 1.5.0. tee
E13
All experiments were made using a 3 GHz Pentium 4 a )o workstation with 1 GB of memory and Windows XP. In Figure 5, [23] . Each graph encodes the structure ofe many mappings between the graph and the query which reoccurring three-dimensional protein structure. The meet such lax criteria. Once any such mapping is vertices are used to represent amino acid residues, with discovered that graph is declared a match and no further discrete edge labels encoding all pair-wise distances d between them. The second dataset was a synthetic dataset mappings need to be explored. generated using software developed by Kuramochi et In addition, in the case of the protein motif database, it The synthetic dataset contains larger graphs than the accomplished these times using a significantly smaller graphs in the protein motif dataset. It is primarily for this index than C-tree. reason that GDlndex creates a larger index than C-tree, as
In the future, we will attempt to improve query times shown in Figure 6 .
for similarity queries with greater ranges. Additionally, since our current approach is limited to databases 
lead to exploring the use of similarity metrics other than Figure 6 . Index Size(a) and edit distance, such as the metric presented in [8] .
Construction Time(b).
Finally, we will investigate the use of yet more, For the synthetic dataset, GDlndex computes answer domain-specific, similarity metrics. In particular, we will sets which differ from the answer sets given by C-tree.
work to develop similarity metrics useful for comparing This is because C-tree tests for subgraph isomorphism, protein structures.
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