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Abstract. Modelling deformation of anatomical objects observed in
medical images can help describe disease progression patterns and vari-
ations in anatomy across populations. We apply a stochastic generalisa-
tion of the Large Deformation Diffeomorphic Metric Mapping (LDDMM)
framework to model differences in the evolution of anatomical objects de-
tected in populations of image data. The computational challenges that
are prevalent even in the deterministic LDDMM setting are handled by
extending the FLASH LDDMM representation to the stochastic setting
keeping a finite discretisation of the infinite dimensional space of image
deformations. In this computationally efficient setting, we perform esti-
mation to infer parameters for noise correlations and local variability in
datasets of images. Fundamental for the optimisation procedure is using
the finite dimensional Fourier representation to derive approximations of
the evolution of moments for the stochastic warps. Particularly, the first
moment allows us to infer deformation mean trajectories. The second
moment encodes variation around the mean, and thus provides infor-
mation on the noise correlation. We show on simulated datasets of 2D
MR brain images that the estimation algorithm can successfully recover
parameters of the stochastic model.
Keywords: Uncertainty Estimation, Stochastic LDDMM Registration,
FLASH, Method of Moments, Fokker-Planck equations.
1 Introduction
Classical models describing the evolution of anatomical objects, occurring from
child development, from natural ageing, or from disease processes, are generally
smooth and deterministic. However, when analysing such deformations across
populations of subjects, the individual deviations have to be taken into account
as they otherwise affect the average trend in the evolution of the population.
It is natural to assume that the subject-specific deformations are not purely
deterministic and that stochastic variation may occur at any time of the evolu-
tion process. In this paper, we develop the technical framework to model such
combinations of population average and subject-specific stochastic evolutions.
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Fig. 1. The presented stochastic deformation model includes both the average popula-
tion trend over time starting at time t = 0, and the subject specific stochastic evolution.
The deformation φ−1t is modelled as a stochastic perturbation of the LDDMM flow of
diffeomorphisms resulting in a stochastic deformation I0 ◦ φ−1t of the image I0. The
stochastic deformation forms at each time point a distribution around the population
trend describing uncertainty in the evolution. The mean flow 〈I0 ◦ φ−1t 〉 (dashed green
line) models the general population evolution.
Shape changes of anatomical objects, observed in an image I0, can be mod-
elled using image registration. Here, the goal is to determine a deformation
φ : D → D of the image domain D, minimising an energy E(φ) = R(φ) + S(I0 ◦
φ−1, I1) , for a regularisation R and similarity measure S, see for example [10]. In
this framework, the deformation φ is a deterministic, smooth, bijective function
independent of time. The Large Deformation Diffeomorphic Metric Mapping
framework (LDDMM, see e.g. [3]), defines the deformation φ as the endpoint of
a flow of diffeomorphisms φt solution to the differential equation
d
dt
φt(x, y) = vt ◦ φt(x, y) , (1)
with initial value φ0 = id. The time-dependent velocity field vt is for each t an
element of the space of vector fields on D, V = X(D), and solves the EPDiff
equation ddtvt = −Kad∗vtmt. Here mt = δlδvt = K−1vt = Lvt is the conjugate
momentum of the velocity vt if the regularisation R(φ) = l(v) =
1
2‖v‖2K corre-
sponds to the kinetic energy of the flow with a reproducible kernel K, see for
example [10] and references therein. Considering deformations via a flow in the
diffeomorphism group introduces a natural time component which can be used
to model the evolution of anatomical objects over time.
The flow of diffeomorphisms in the LDDMM model is deterministic, and it
is hence only possible to introduce uncertainties in the initial velocity field v0.
Random variation of the initial velocity field has been discussed in, for example,
the random orbit model of [7] and, for Bayesian principal geodesic analysis, [11].
Modelling uncertainty by a random initial velocity field implies that the
entire variation over time is the result of uncertainty at the initial point of the
evolution process. For longitudinal models, it is arguably more natural to model
uncertainty time-continuously and thus having randomness occurring through
the entire evolution process. To enable random evolution, we aim at modelling
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the variation as the endpoint of a stochastic flow of deformations, φt. This, in
turn, gives a separation between the deterministic mean population evolution,
and the per subject individual stochastic trajectories as illustrated in Fig. 1.
In this work, we use the stochastic LDDMM framework presented in [1],
based on the stochastic fluid dynamics model introduced in [4]. Arnaudon et
al. [1] used a stochastic flow of diffeomorphisms to model uncertainties in the
evolution of any data type on which the diffeomorphism group acts, in particular
for landmarks. The stochastic flow is defined by a stochastic differential equation
(SDE) with a diffusion term parametrised by Eulerian noise fields σ(x) instead
of a standard Lagrangian noise associated with the flow. In the latter case, [8,
9] studied a stochastic model of landmarks dynamics with a different noise for
each landmark and more recently [6] added dissipation to this model.
The stochastic LDDMM with Eulerian noise fields of [1] applies to any data
structure on which the diffeomorphism group acts without modification of the
noise structure. Thus, in addition to landmarks, which have a finite dimensional
structure, the framework can be applied to complete images [2], provided that
a good finite dimensional approximation can be applied to make numerical sim-
ulations possible. In this paper, we extend the fast LDDMM solver FLASH
presented in [12] to include the stochastic deformations. The algorithm is based
on spatial Fourier transformation of a stochastic version of the EPDiff equation
which results in a natural truncation of the high-frequencies in the stochastic
process vt. For Eulerian noise field, this is not an issue as we have total control
on the spatial correlation of the noise (and white noise in time). Thus we avoid
introducing high frequencies with the noise and thus obtain a good numerical
approximation of the flow. This truncation gives rise to a dimensionality reduc-
tion resulting in a significant computational speed up, and it makes the use of
noise in image matching possible and relevant for applications.
With the paper, we make the following contributions: 1) we incorporate
stochasticity in the FLASH framework to model stochastic image evolutions in a
finite-dimensional setting; 2) we derive the Fokker-Planck equations in the finite
dimensional model and use this to approximate the evolution of the moments
of the stochastic flow and deformed images; 3) we show how matching of the
moment images can be used to estimate unknown parameters in the model; 4)
we illustrate the use of the model on 2D brain images by recovering parameters
from images simulated from the model.
2 Stochastic Image Deformation
The LDDMM framework models deformation over a time region as a flow, φt,
in the space of diffeomorphisms Diff(D). As φt varies smoothly and determin-
istically, applying the flow to an image I0 results in a time evolution of the
image which does not describe any uncertainty in the deformation. In this sec-
tion, we describe the stochastic LDDMM extension [1] which exactly models the
uncertainty of deformations.
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We consider a probability space (Ω,P,F) and let φt : Ω × [0, 1]×D → D be
a stochastic process on the time interval [0, 1], i.e. for each t ∈ [0, 1], ω ∈ Ω,
φt(ω) : D → D is a deterministic deformation of the image domain D. The
stochastic flow φt is defined as a Stratonovich SDE with diffusion term based
on noise fields, σk ∈ X(D), k = 1, . . . , p, on the image domain D. See Fig. 2 for
an example of noise fields describing the stochastic flow of deformations. The
Stratonovich SDE defining the flow φt is,
dφt = vt(φt)dt+
p∑
k=1
σk(φt) ◦S dW kt , φ0 = id , (2)
where W kt denotes p one-dimensional Wiener processes (or Brownian motions)
on R and ◦S Stratonovich integration. The time-varying velocity field vt is the
solution of the stochastic Euler-Poincare´ equation,
dvt = −Kad∗vtmt −
p∑
k=1
Kad∗σkmt ◦S dW kt , v0 ∈ X(D) , (3)
for the same momentum mt = Lvt as in the deterministic equations. In [1], it was
shown that under the stochastic deformation (2), the momentum is preserved
and (3) is hence the stochastic version of the EPDiff equation.
Zhang et al. [12] observed that the last operation of the EPDiff equation is
applying a low-pass filter K. As K is an operator suppressing all high-frequencies
in Fourier domain, performing dimensionality reduction on the number of fre-
quencies results in a large computational gain, and, importantly, only a restricted
amount of information being removed. Similarly to the drift, the stochastic term
of (3) has the smoothing operator K, applied exclusively to the spatially depen-
dent noise amplitude, and not dW kt . Hence, it is also possible to benefit from the
computational speedup of FLASH in the stochastic setting. We make a spatial
Fourier transformation of dvt and truncate the high-frequencies of this stochas-
tic field. Details on the FLASH Fourier space calculation in the deterministic
setting can be found in [12]. As an example, stochastic shooting of an 128× 128
image truncated to 16 Fourier frequencies with 100 times steps and 1 noise field
on a standard laptop (i7 processor) takes approximately 1.5 seconds.
The stochastic deformation φt models both the population trend and the
subject-specific variations. The population trend is represented by the deter-
ministic part of (2) and (3). It is a function of the initial velocity field v0 and
describes the global trend of the population, e.g. ageing or a disease progres-
sion. The noise fields, on the other hand, describe the subject-specific variation
present in the data. The noise fields are modelled as local objects of the full
dimensional data space with correlations decreasing with the distance to the
centre of the object, e.g. Gaussian kernels on the domain.
3 Moment Matching
Consider n individuals observed at t = 0, I10 , . . . , I
n
0 and again at t = 1,
I11 , . . . , I
n
1 . The goal is to model the population trend and infer the noise struc-
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ture describing the variation in the observed data at t = 1. For this, we aim at
estimating the parameters of the stochastic deformation model. These parame-
ters are the noise fields σ1, . . . , σp, the initial velocity field v0, and parameters
of the LDDMM RKHS kernel K. In this paper, we focus on estimating the
parameters of the noise fields σ1, . . . , σp.
We base parameter estimation on method of moments, i.e. we seek to match
moments of the observed data distribution with moments of the distribution of
images at t = 1 generated by the stochastic deformation model. For simplicity,
we remove the subject effect at t = 0 by considering a single initial image I0, the
average Iˆ0 =
1
n
∑n
i=1 I
i
0. This implies that population variation at time t = 0 is
removed and that the model, therefore, needs to account for the entire population
variation at t = 1. See Fig. 1 for a visualisation of the model. Moments of the
random variable Iˆ0 ◦ φ−11 are matched to the data moments, to retrieve the
parameters for the noise fields σk. The model can handle subject specific initial
images with minor changes to the moment equations presented in Section 3.2.
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Fig. 2. First row: (left) The noise fields location on the domain. (middle) Initial brain,
I0. (right) Variation in the data sample. Second row: 3 examples of simulated data by
the stochastic deformation φ−1t .
3.1 Inverse of the flow
To calculate the moments of the stochastic deformation, we need to consider the
nonlinear coupling between the process φt and the image. As the action of φ on
I0 is by composition with φ
−1
t , we determine the SDE of the inverse φ
−1
t , i.e.
for each t ∈ [0, 1], ω ∈ Ω, φt(ω, φ−1t (ω, x, y)) = (x, y) for (x, y) ∈ D. By the
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Fig. 3. 4 time steps of a sample of the stochastic deformation process I0 ◦ φ−1t at
t = 0, 0.25, 0.5, 1.
Itoˆ-Wentzel theorem [5], the SDE of φ−1t is,
dφ−1t = −Dφ−1t vtdt−
p∑
k=1
Dφ−1t σk ◦S dW kt . (4)
By drawing sample paths of the stochastic flow φ−1t , we obtain samples of de-
formed images under the model. Sample images at t = 1 are shown in Fig. 2,
together with a plot of the generated image variation, and the noise fields used
to simulate the sample data. Fig. 3 shows 4 time points from a sample path of
the stochastic process I0 ◦ φ−1t for t = 0, 0.25, 0.5, 1.
3.2 Moments of Stochastic Image Deformation
To approximate the first order moment of Iˆ0 ◦ φ−11 , we consider a first order
Taylor approximation of Iˆ0 ◦ φ−11 around the mean 〈φ−11 〉, given as
Iˆ0 ◦ φ−11 ≈ Iˆ0 ◦ 〈φ1〉+∇(Iˆ0 ◦ 〈φ−11 〉)T (φ−11 − 〈φ−11 〉) . (5)
We consider two different means: 〈·〉 which denote the mean of the stochastic
processes φt and vt, and E[Iˆ0 ◦φ−11 ] for the expectation in image space. Applying
E to the Taylor approximation (5) and using that ∇(Iˆ0 ◦ 〈φ−11 〉) is deterministic
and can be moved outside the mean function, we obtain the approximation
E[Iˆ0 ◦ φ−11 ] ≈ Iˆ0 ◦ 〈φ−11 〉 . (6)
In a similar manner, an approximation of the variance Var[Iˆ0 ◦ φ−11 ] which sin-
gularly depend on the transition variance of the stochastic process φ−1t , can be
described by applying the first order Taylor approximation of Iˆ0 ◦ φ−11 :
Var
[
Iˆ0 ◦ φ−11
]
= E
[
(Iˆ0 ◦ φ−11 )2
]
−
(
E[Iˆ0 ◦ φ−11 ]
)2
≈ E
[(
Iˆ0 ◦ 〈φ−11 〉+
(
∇(Iˆ0 ◦ 〈φ−11 〉)
)T
(φ−11 − 〈φ−11 〉)
)2]
−
(
E[Iˆ0 ◦ φ−11 ]
)2
≈
(
∇(Iˆ0 ◦ 〈φ−11 〉)2
)T 〈(
φ−11 − 〈φ−11 〉
)2〉
. (7)
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In the last approximation of (7), we used the approximation of the mean value
presented in (6). To determine the moments of Iˆ0 ◦ φ−11 , we therefore need the
transition moments of the stochastic flow φ−1t . These moments are studied in
the next section by considering the Fokker-Planck equation.
3.3 Moment Equations for φ−1t and v˜t
The transition distributions of the stochastic process φ−1t and the Fourier trans-
formation of vt denoted v˜t, can be determined via the Kolmogorov forward
equation also called the Fokker-Planck equation. Based on this and the Kol-
mogorov operator L, the moment evolution of a transformation of a stochastic
process Xt under a real-valued function h is described by
d
dt
〈h(Xt)〉 = 〈Lh(Xt)〉 . (8)
More information on the procedure for calculating the moment evolution via the
Fokker-Planck equation can be found in [1].
For sake of notation, let ψt = φ
−1
t and ψij = ψt(xi, yj) = (ψ
x
t (xi, yj), ψ
y
t (xi, yj))
for a discretisation of the image domain D to a grid (xi, yj)ij . When considering
a stochastic process, e.g. ψt, described by an Itoˆ SDE, the Kolmogorov opera-
tor L is found by applying Itoˆ’s formula. The Kolmogorov operator is defined
as the drift of the resulting stochastic process. As an example, the Kolmogorov
operator for the 2-dimensional stochastic process ψij,t is given by
Lf = ∂f
∂t
+
∑
α∈{x,y}
[
∂f
∂ψαij
(−Dψijvt(xi, yj)
+
1
2
∑
k
D[Dψijσk(xi, yj)]Dψijσk(xi, yj))α
]
+
1
2
∑
α,β∈{x,y}
Cαβ
∂2f
∂ψαij∂ψ
β
ij
,
for C = bbT , b = (Dψijσ1(xi, yj) · · ·Dψijσp(xi, yj)), and a twice differentiable
real-valued function f .
For the Kolmogorov operator for ψij , the evolution of the moments are de-
termined by (8). Let γ ∈ {x, y} be given and (xi, yj) be a fixed pixel in the grid.
Consider the time evolution of the first moment of ψγij
∂
∂t
〈ψγij〉 = 〈Lψγij〉
=
〈
(−Dψijvt(xi, yj) + 1
2
∑
k
D[Dψijσk(xi, yj)]Dψijσk(xi, yj))γ
〉
(9)
≈ (−D〈ψij〉〈vt(xi, yj)〉+ 1
2
∑
k
D[D〈ψij〉σk(xi, yj)]D〈ψij〉σk(xi, yj))γ .
Notice the coarse approximation used in (9) to describe the time evolution
uniquely by moments of ψt and vt. This approximation is used in the rest of the
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paper and assumes independence of the random variables. That is, any mean of
a product of random variables ψγij , v
γ
ij is approximated by the product of the
first order moments of each random variable. Extending the equations to include
higher order correlation will be the topic of future works.
The derivation of the variance of ψγij is calculated as above and results in the
moment evolution
∂
∂t
〈
(ψγij − 〈ψγij
〉
)2〉 = 〈L(ψγij − 〈ψγij〉)2〉
=
〈
2(ψγij − 〈ψγij〉)(−Dψijvt(xi, yj) +
1
2
∑
k
D(Dψijσk(xi, yj))Dψijσk(xi, yj))
γ
〉
+ 〈Cγγ〉 ≈ 〈Cγγ〉 ,
where C is given as above and where the assumption of independence between
variables is used to split the first term into the product of 〈ψγij − 〈ψγij〉〉 and〈−Dψijvt(xi, yj) + 12∑kD(Dψijσk(xi, yj))Dψijσk(xi, yj))γ〉.
The moment evolution of ψγij in (9) depends on the first order moment of
the time-varying velocity field vt. As described in Section 2, applying a spatial
discrete Fourier transform to a discretization, vt, of vt to a grid (xi, yj)ij , re-
sults in a computationally feasible optimisation procedure. Using the property
F [〈vαt 〉] = 〈F [vαt ]〉 = 〈v˜t〉, the moment evolution of v˜t is calculated by the same
procedure as above applied to the Fourier transform of the Itoˆ SDE presented
in Section 3. The moment evolution is given as
d
dt
〈v˜αt,ij〉 = 〈Lv˜αt,ij〉
≈ −
(
Kad∗〈v˜t〉〈m˜t〉
)α
ij
+
1
2
p∑
k=1
(
(D˜[Kad∗σ˜k〈m˜t〉) ∗ (Kad∗σ˜k〈m˜t〉)
)α
ij
.
The above moment equation is described in Fourier domain. Here, ∗ denotes
convolution, and D˜ a central difference Jacobian matrix (for more information
see [12]). Using the Fourier representaition, it takes approximately 8 seconds
to solve the moment equations in a situation of 1 noise field, 100 time steps,
truncated to 16 Fourier frequencies and on a standard laptop.
3.4 Similarity of Moment Images
With the method of moments, we seek to maximise the similarity between the
moments of the observed data and moments of the stochastic deformation of the
initial image Iˆ0. For an example of the variance of the deformed images and the
data sample variance, see Fig. 4. Note that the approximation of the mean Iˆ0 ◦
〈φ−11 〉 and the variance Var[Iˆ0 ◦ φ−11 ] are images themselves. Therefore, moment
matching turns into matching of images, however not a match of observed images
as regularly performed in image registration, but instead a match of Iˆ0◦〈φ11〉 and
Var[Iˆ0◦φ−11 ] towards their sample equivalents. Interestingly, we see that classical
image similarity measures can be used to compare these images effectively.
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Due to the approximations described in Section 3.2, we cannot expect a
perfect match between moment images of model and data samples. Because of
this, we find that the L2-distance often does not result in good matching. Instead,
using normalised mutual information, we were able to retrieve the correct values
of the variance parameters. However, as normalised mutual information corrects
for intensity differences, it is generally invariant to changes in the noise amplitude
parameters λk. Therefore, we use normalised mutual information to get a good
match for the variance parameters before estimating the amplitude parameters
using a combination of L2 distance and unnormalised mutual information.
We let the noise kernels be Gaussian σk(x) = λkexp
(
‖x−µk‖2
2τ2k
)
Id2 for sim-
plicity. Hence, the parameters to be estimated consist of the amplitudes λk ∈ R
and the variances τ2k . Varying the variances τ
2
k changes the spatial effect of the
noise fields while varying the amplitude λk affects the intensity of the noise. Let
µ1 denote the sample average, i.e. µ1 =
1
n
∑n
i=1 I
i
1. The optimisation procedure
first optimise the function,
f({τk}k=1,...,p) = MInorm
(
Iˆ0 ◦ 〈φ11〉(τk,λk), µ1
)
+ MInorm
(
Var(τk,λk)[Iˆ0 ◦ φ−11 ],
1
n
n∑
i=1
(Ii1 − µ1)2
)
, (10)
for the variance parameters τ2k and then optimise the objective function
g({λk}k=1,...,p) =
∥∥∥Iˆ0 ◦ 〈φ11〉(τk,λk) − µ1∥∥∥+ MI(Iˆ0 ◦ 〈φ11〉(τk,λk), µ1)
+
∥∥∥∥∥Var(τk,λk)[Iˆ0 ◦ φ−11 ]− 1n
n∑
i=1
(Ii1 − µ1)2
∥∥∥∥∥
+ MI
(
Var(τk,λk)[Iˆ0 ◦ φ−11 ],
1
n
n∑
i=1
(Ii1 − µ1)2
)
, (11)
for the amplitude λk.
4 Simulation Study
In this section, we present a simulation study aiming at illustrating the ability
of the framework to infer parameters given MR brain images. Given an initial
2D MRI image from the OASIS database, two datasets of 200 observations were
simulated based on 9 noise fields located in a grid on the image domain.
The first data sample was simulated based on 9 Gaussian noise fields. The
location of the noise fields is shown in Fig. 2, which also shows the initial brain
image, I0. The variation of the simulated data sample is visualized in Fig. 4.
In the simulation study, estimates of the variance parameters τ2k and ampli-
tude λk were found for the 9 noise fields. The true value of the standard deviation
τk was set to 0.06 and the amplitudes λk = 2.0 for all k = 1, . . . , 9.
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The initial values of the optimisation procedure were found by investigating
the parameter space randomly 40 times picking the values with the smallest
objective value. A gradient descent estimation was used with a line search for
determining the step size at each iteration.
Fig. 4. From left: (1.) Pixel-wise variation in the data. (2.) Variation estimated by the
model. (3.) Estimates of the variance parameter τ2k compaired to the true values (4.)
Estimates of the variance and amplitude parameter compaired to the true values. The
length of the arrows correspond to τkλk. The arrows show the location and width of
the noise fields. The red arrows correspond to the true values, while the yellow defines
the resulting estimated parameters.
Fig. 4 shows the initial brain, I0, with a comparison of the true values of
τk and λk, and the values found by the optimisation procedure. The red arrows
are the true values, and the yellow defines the estimated parameter values. The
model is able to retrieve the parameters of τk for all k = 1, . . . , 9. It also returns
a good estimate of the amplitude parameters, in particular for the noise fields
located inside the brain. For noise fields on the boundary of the brain or in
the background, the model does not have access to enough information in the
intensity differences to return precise estimates of the amplitude parameters.
To give an intuition of convergence of the optimisation, Fig. 5 (left) shows
the objective function with gradient steps for the optimisation of τk in the case of
k = 2. The amplitude is held fixed in this situation. In the same figure is shown
the objective function of the amplitude λk when the variance is held fixed.
The second dataset was simulated based on 9 noise fields with larger devi-
ation at τk = 0.1 and where the area of variation of each field intersect. The
9 noise fields are shown in Fig. 2. The amplitude of the noise fields is again
set to λk = 2.0. Retrieving the true values of the parameter vector is harder
in this case as the optimisation procedure is more prone to reach a local mini-
mum. Therefore, we focus this example on estimating the variance parameters
τ2k . As shown in Fig. 6, good estimates for the variance parameters of most of
the noise fields are obtained. Estimation of both variance and amplitude with
large intersection between the fields is challenging because little information in
the data is availble to precisely determine to which of the intersecting noise fields
observed variation belong. This could be handled either by imposing a prior on
the noise to enforce spatial regularity of the noise amplitudes or by considering
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Fig. 5. From left: (1.) Objective function for the optimisation of variance parameters
τ2k for an example of 2 noise fields with fixed amplitude parameters. (2.) The objective
function for the amplitude λk for an example of 2 noise fields with fixed variance
parameters. (3.) A zoom of the previous image (2.) around the estimated value.
noise that is naturally uniform over the domain, e.g. by representing the noise
itself in Fourier domain.
Fig. 6. (left) Data variation. (middle) estimated variation from the model. (right)
Estimated variance parameters. The red arrows correspond to the true values, the
yellow defines the resulting estimated parameters.
5 Conclusion
We presented a model for estimating the variation in medical images occur-
ring from time-continuous deformation variation. The model was based on the
stochastic generalisation of the LDDMM framework, using the FLASH proce-
dure to make a natural dimensionality reduction resulting in computationally
fast image deformations. Determining the moments of the stochastic flow of the
deformations φt and velocity fields vt, the method of moments was applied to
estimate the parameter vector for noise fields defining the variation in the data
sample. The moments of φt and vt have been calculated using the Fokker-Planck
equation of the evolution of the truncated Fourier expansion of the image de-
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formation. These moments were compared to the data distribution allowing for
parameter estimation.
For future work, a natural extension is to define the noise fields in the Fourier
domain instead of the spatial fields discussed here.
To calculate the image moments, a coarse Taylor approximation was applied.
In future work, we wish to perform a broader investigation of the consequence
of making this approximation and whether alternative methods can be used to
get a more precise estimation of the image moments.
We disregarded the subject-specific variation and initialised the stochastic
deformation by a single image. However, in real data, the subject-specific varia-
tion can be large and the model will generally not return a good estimate of data
variation when this effect is not taken into account. The model can be extended
to include a subject-specific initial image, such that only the variation over time
for each individual is modelled and not the total population variation.
Finally, the model has been applied to 2D slices of 3D images. The model
is fully general, and since the FLASH framework can handle 3D image data, we
wish to include analyses of 3D images in the stochastic framework.
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