A novel 3-D, 3-C PIV technique is described, based on volume illumination and a plenoptic camera to measure a velocity field. This technique is based on light-field photography, which uses a dense microlens array mounted near a camera sensor to sample the spatial and angular distribution of light entering the camera. Tomographic algorithms (MART) are then used to reconstruct a volumetric intensity field after the image is taken, and crosscorrelation algorithms extract the velocity field from the reconstructed volume. This paper provides an introduction to the concepts of light fields and describes the tomographic algorithms used to reconstruct the measurement volume. A preliminary test on the accuracy of single particle reconstructions is presented, showing that spatially we can expect errors to be less than a voxel for most cases. Both a standard and double grid resolution volume are used in these simulations and conclusions are drawn between them. Finally a simulated Oseen vortex is presented showing a full simulation.
I. Introduction
Experimentally quantifying the topology of unsteady coherent flow structures in turbulent flows remains at the forefront of fluid mechanics research. The inability of planar methods, such as particle image velocimetry (PIV), to describe this phenomena can be directly attributed to their 2-D nature. An instantaneous fully three-dimensional (3-D), three-component (3-D) velocity field would be instrumental in the quantification of turbulent flows. The need for 3-D techniques has led to numerous efforts over the years with advances such as stereoscopic-PIV 1 and dual-plane stereoscopic-PIV 2 which allow 3-C measurements within a 2-D plane. Since these methods only capture 3-C data within one or two two-dimensional planes, they are not considered truly three-dimensional. Four techniques that are capable of acquiring fully 3-D, 3-C velocity fields are defocusing PIV, 3, 4 holographic PIV, 5 tomographic PIV, 6 and synthetic aperture PIV. 7 This work describes a novel technique that can capture instantaneous 3-D, 3-C velocity fields based on light field imaging and tomographic reconstruction.
This effort is a continuation of the work by Lynch, 8 Lynch and Thurow, 9 Lynch et al., 10 and Fahringer and Thurow. 11 In Lynch, 8 a preliminary analysis of particle imaging using a plenoptic camera, with a focus on refocusing was described. Using only synthetic data a plenoptic simulator was designed as well as the first attempt at reconstructing a volume from the light field data. The method used was similar to that in synthetic aperture PIV and is based on refocusing the light field at multiple focal planes, then thresholding the data such that only the bright in-focus particles remain. Building off of these tools Lynch and Thurow 9 describes a home built plenoptic camera, demonstrates the refocusing/thresholding reconstruction and cross-correlation, as well as the first experimentally captured images with the prototype camera. These experimentally captured images were refocused at different focal planes, verifying the plenoptic camera concept. The most recent work, Lynch et al., 10 shows a change in the reconstruction algorithm. It was found that the refocusing/thresholding technique is limited to imaging a sparse number of high intensity particles. The approach that replaced refocusing/thresholding is a direct tomographic approach. This work detailed a preliminary attempt at tomographic reconstruction and provided a synthetic velocity field of an Oseen vortex. Fahringer and Thurow 11 detailed the unique tomographic algorithms used for reconstruction of a volume using a plenoptic camera and tested the algorithms on both synthetic and experimental data. This work will focus on accessing the accuracy of these techniques for a single particle reconstruction. Specifically the accuracy of the reconstructed particles location will be considered at various locations in the volume. The volume will be discretized in a standard resolution grid, and a double resolution grid and there accuracies will be compared simultaneously.
II. Light Field Imaging
The term light field is used to describe the complete distribution of light rays in space, and can be described by a 5-D function, sometimes termed the plenoptic function. Each ray in the light field can be parameterized in terms of the plenoptic function as its position (x, y, z) and angle of propagation (θ, φ). This function can be simplified if the light field is in a transparent medium, such as air, where the propagation along one of the spatial coordinates is assumed to be a straight line and therefore redundant, resulting in a 4-D parameterization of the light field denoted as L F (x, y, θ, φ).
The modern concept of light field imaging with a plenoptic camera started with Adelson and Wang
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and continued by Ng. et al. 13 for handheld photography and Levoy et al. 14 for microscopy. In contrast to conventional photography, which only captures the spatial distribution of the 4-D light field, light field photography can capture the full 4-D light field. As described in Levoy, 15 one of several ways to capture the light field is to use a microlens array mounted near a CCD to encode the this information onto a single sensor. This device, termed the plenoptic camera, is the focus of this work.
A conventional camera, depicted in Figure 1a , maps a spatial location (x, y, z) on the world focal plane to another spatial location (x p , y p ) at the sensor plane. In reference to Figure 1a the gray area represents the path of light rays emanating from the point (x, y, z) going through the aperture and onto the sensor. Since all rays terminate at the same location on the sensor the angle at which each ray propagated cannot be determined. In contrast, a plenoptic camera maps a spatial location (x, y, z) on the world focal plane to a spatial location (x p , y p ) at the microlens plane which then focuses the light onto the sensor plane. Figure  1b shows how one pixel views the point (x, y, z), where the green shaded area is the pixel's line of sight. Figure 1c shows all pixels associated with the point on the world focal plane and their unique lines of sight on the scene. Each pixel, with its unique viewing angles on the point, is thus representative of the angular distribution (θ, φ) of the light field. This along with the microlens array capturing the spatial information allows the plenoptic camera to capture the entire 4-D light field. 
III. Reconstruction of a 3-D Intensity Field
To reconstruct a volumetric intensity field useful for PIV, tomo-PIV principles are used with appropriate modifications. The working principle of tomo-PIV as detailed in Elsinga et. al. 6 involves immersing tracer particles into a flow-field, and illuminating the particles within a 3-D region of interest using a pulsed light source. The light scattered from the particles is then recorded onto a plenoptic camera. The 3-D particle fields are reconstructed from the images obtained in the recording, then the velocity field is determined from the displacement of the particles calculated using a 3-D cross correlation algorithm.
The reconstruction of the particle fields is in general both ill-posed and under-determined leading to ambiguity in the solution. A special class of reconstruction algorithms are better suited for these problems and are known as algebraic methods as described by Herman and Lent. 18 These methods rely on iteratively solving a system of linear equations which model the imaging system. As with conventional tomo-PIV the 3-D volume to be reconstructed is discretized into cubic voxel (volume equivalent of a pixel) elements, with intensity E(x, y, z). The size of the voxel was chosen to be similar to that of a microlens, since they govern the spatial resolution of a plenoptic camera. The problem can be stated as the projection of the volume intensity distribution E(x, y, z) onto a pixel located at (x i , y i ) yields the known intensity of that pixel I(x i , y i ). In equation form this is given by
where N i represents the number of voxels in the line-of-sight of the ith pixel. The weighting function w i,j describes the relationship between the recorded image (ith pixel) and the 3-D volume of interest (jth voxel), and is detailed in the next section. In order to solve this set of equations, techniques have been developed that update the current solution for E based on the previous relation. For additive techniques such as ART
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(algebraic reconstruction technique) the update is based on the difference between the image intensity data and the projection of the volume such that when they are equal the update added to the solution is zero. For multiplicative techniques such as MART 18 (multiplicative algebraic reconstruction technique) the update is based on the ratio of the image intensity data to the projection of the volume such that when they are equal the update multiplied to the solution is unity.
The algorithm used in this work is the standard MART algorithm for its ability to accurately reconstruct particles. Starting from an initial guess of the volume E(x, y, z) 0 = 1 MART is updated via the following relation
where µ is the relaxation parameter which must be less than or equal to one. The exponent restricts the updates to parts of the volume affected by the ith pixel.
A. Weighting Function
To facilitate the tomographic reconstruction a weighing function describing the unique relationship between the plenoptic camera and the volume must be made. In techniques such as tomo-PIV the weighting function is a straight line projection of a pixel through the volume. The weighting coefficients are calculated as the overlapping volume between the pixel's line-of-sight and the voxels elements normalized by the volume of a voxel. This weighting function works well because the entire volume is in focus, therefore the line-of-sight of the pixel is a decent approximation. Due to the unique point spread function of the plenoptic camera as well as the fact that the volume will not be in focus this method of calculating the weights is not applicable. With this in mind, the formulation of a novel approach to determine what portion of the light emitted from a voxel strikes what pixels was determined. This new approach, derived from the computational refocusing algorithm, 11 based on interpolating the light field at different planes within image space is detailed herein. To facilitate the weighting matrix interpolation, we consider the geometrical nature of the problem. Currently, we parameterize the light ray by a position (x,y) and and angle (θ,φ). An equivalent way to parameterize the light field would be by the intersection of a light ray with two planes, called a two-plane parameterization. The two-plane parameterization used in this work is adapted from that of Ng 16 and is described by using 4 spatial coordinates in lieu of the 2 spatial and 2 angular coordinates. What makes this convenient is the geometry of the plenoptic camera as it inherently has two planes: the aperture plane and the microlens plane. In this new parameterization, denoted as L F (x, y, u, v), the coordinates (u, v) are the position at which the light ray intersects the aperture plane, thus a pixel no longer represent a range of angles but instead a portion of the aperture. This new approach, is initially less intuitive, but lends itself nicely to interpolation. For the original angular parameterization each microlens had a unique range of angles, making a comparison between the pixels behind microlenses difficult and cumbersome. In the two-plane parameterization the u and v coordinates are bound by the aperture, so even though each microlens may see a slightly different aperture they all have the same range of values. This allows for a plaid sampling of the u,v plane where we can easily interpolate if the values are not identical. Once the discretized volume has been transformed into image space each slice of the volume in the depth direction can be treated like a focal plane for refocusing. This transformation is performed using the thin lens equation, which relates image distance (s i ) and object distance (s o ) through the main lens focal length (f m ), and the magnification relation (M = −s i /s o ). Each voxel on that slice can then be treated like a microlens in the refocusing algorithm. The u distribution is treated the same for every voxel and spans the entire aperture with a slightly more dense sampling than that of the microlens array. The projections of the voxel position x using the u-distribution onto the microlens plane x are shown in Figure 2 . Once the lines have been projected the interpolation on the microlens plane can be performed.
Instead of interpolating the light field to get an intensity value used for creating refocused images, the coefficients used to determine the intensity values are needed. These interpolation coefficients are the basis of the weighting function. Taking a single projection (x 2 , y 2 , u 2 , v 2 ) there are sixteen interpolation coefficients associated with it. First, the interpolation can be limited to the (x, y) plane to determine the contributions of each of the four microlenses effected by the projection. This is represented schematically in Figure 3a , where the green "x" is the point where the projection strikes the microlens plane, the blue dots represent the center of each microlenses, and the shaded area enclosed by the dotted lines is the interpolation domain. Expressing (x 2 , y 2 ) in terms of microlens coordinates (1 → Number of microlenses) yields the following relations for the surrounding microlens positions.
x 0 = floor(x 2 ) y 0 = floor(y 2 )
This allows the relative position of the projection to the neighboring microlens centers to be easily calculated, and it has the benefit of auto-normalizing the coefficient since the volume is equal to one (i.e. ceil(x 2 ) − floor(x 2 ) = 1). Once the interpolation coefficients for the 4 microlenses have been calculated the u, v interpolation can take place. Figure 3b shows the discretization of the aperture plane as viewed from the pixels behind microlens (x 1 , y 0 ). The green "x" refers to where the projection strikes the aperture plane, in this case one of the designated plaid (u, v) values. The red dots represent the centers of each (u, v) location on the aperture. As with the (x, y) interpolation (u 2 , v 2 ) is expressed in terms of pseudo-pixel coordinates (1 → Number of pixels behind each microlens). The surrounding pixel values are given by Once the sixteen locations for which we need to calculate a coefficient for have been found, the value of the coefficients must be determined. To do this we employ a simple linear interpolation scheme in which the coefficient is a combined value of the (x, y) and (u, v) interpolation steps. The distance from the (0, 0) point in both interpolation schemes is all that is needed to calculate the coefficient. The relative distances are given by
Using these and simple geometry the sixteen coefficients can be calculated, and are shown to be
. . .
The result of this procedure can be seen in Figure 4 , where the dark boarder represents the four microlenses shown in Figure 3a with the (u, v) distribution behind it. The sixteen interpolation coefficients are shown as the shaded squares with intensity depending on their weight (white = 0, black = 1). Figure 4 : Illustration of the sixteen interpolation coefficients found using the weighting function
The final step necessary for the calculation of the weighting function is to normalize the weights for each voxel, by the sum of the weights for that voxel. This is done so that the intensity contained in a voxel is conserved. In equation form the normalization process is given by
To validate our weighting function a comparison is drawn from that of a particle simulation. 8 The particle simulator which treats a particle as a point source of rays simulated a large number particles within the boundaries of a voxel. This was determined to be the best comparison since the weighting coefficient should be representative of the entire voxel not just the center. Figure 5 shows both the weighting coefficients of the affected pixels as well as the particle simulation described previously. It can be seen that the weights are in fact representative of the particle simulation and are taken to be accurate, with the noted exception of the boundary values. These extra boundary values are a result of the interpolation in the weighting function, specifically they are the results of interpolating beyond the physical bounds of the aperture. We believe that this is responsible for a loss in accuracy in determination of absolute depth as will be discussed later. 
IV. Synthetic Single Particle Reconstructions
In order to test the accuracy of the algorithm detailed above, we consider the best case scenario: a single particle. The particle to be considered will be treated as a point source of light, synthetically generated, and will be traversed through the volume. In order to speed up the reconstruction time a smaller volume will be placed around each test group: near field, in focus, and far field. This smaller volume will be large enough such that boundary effects are negligible and be of the same resolution as a conventional test case. Since we are interested in the impact of increased grid resolution our nominal case, termed standard resolution, will consist of voxels that are representative of the resolution commonly attributed to plenoptic cameras: the size of a microlens. For our prototype camera, and this simulation the microlenses are 0.125 mm in pitch, therefore we set our standard resolution voxels to 0.125 x 0.125 x 0.125 mm in dimension. For the comparison we are going to simply double the standard resolution, termed double resolution, creating voxels that are 0.0625 x 0.0625 x 0.0625 mm in dimension. Once the particle has been simulated the weighting function is calculated for the small, shifted volume and the reconstruction is performed with the aforementioned MART algorithm. For the current simulation we are using the same geometrical setup as used in our previous works.
8 -11 Specifically we are focused on a 1:1 imaging scenario. Here we simulate a 50 mm focal length lens focused on a volume with the focal plane located 100 mm in front of the lens. The positions of the reconstructed particles are determined by finding the highest peak in the intensity field, then using a centroid fit to determine the center of the reconstructed blob. The reconstructed positions will then be compared to the exact to determine the accuracy of the prescribed method. To facilitate these tests the optimal reconstruction parameters must be determined.
A. Relaxation parameter vs. iterations
To insure that the particle is reconstructed to its maximum accuracy a study was conducted to determine the optimal relaxation parameter and number of iterations combination. To facilitate this study five different relaxation parameters were used to reconstruct a single particle and were run twenty iterations. The reconstruction quality Q, defined as the correlation coefficient between the exact and reconstructed volumes, is used to determine the accuracy of the reconstructions. The exact particle was given by a 3x3x3 Gaussian blob, which from previous results we know to be a poor representation of the reconstructed particle shape due to the elongation in depth. Thus the actual values of Q are not as important as the trends. The results are shown in Figure 6 . The results show trends that one would expect, when the relaxation parameter is decreased it takes longer to converge, but it is more stable and diverges less rapidly. For this study a relaxation parameter of 0.6 was chosen along with 5 iterations. This was chosen to facilitate a speedy test while having a stable maximum peak. It can be seen that the curve for µ = 0.6 has a peak at five iterations but the difference is minimal between four and six. Using these parameters the single particle accuracy tests are conducted.
B. Coarse sampling
To begin the study the entire volume is considered in depth along the optical axis. This volume of size 6.125 x 6.125 x 44.875 mm in the x, y, and z directions respectively was broken up into a 50 x 50 x 360 voxel grid for standard resolution and a grid of 100 x 100 x 720 voxels for double. For this test we gave all particles the spatial location x = 0, y = 0 (optical axis) and the depth value was varied with ∆z = −20 mm to ∆z = +20 mm in increments of 1 mm, where ∆z is the distance from the focal plane of the camera. The x and y errors are plotted in Figures 7a and 7b respectively. The values provided are the position of the reconstruction normalized by the pitch of a microlens to provide a common platform for comparison. The z error is shown in Figure 7c and is the actual position plotted against the reconstructed position. In reference to Figure 7a , the x position error never exceeds 0.8 voxels. With the exception of the near field the double resolution shows higher accuracy than the standard. The near field issue is due to the fact that the blob is very spread out in this area, that is the particle is reconstructed to be very large. This therefore effects the centroids fits ability to properly represent the location of the particle. Figure 7b shows the same trends in y as Figure 7a showed in x which is to be expected. Figure 7c shows that for the near field and in focus cases the reconstruction for both standard and double resolution is very accurate. However for the far field it is shown that the results diverge from the solution. This is caused by the image of the particles being almost identical, thus there is a lot of ambiguity in depth in the far field. Even though the absolute position starts to deviate in the far field, the effect is gradual such that motion of a particle in the z-direction will still be observed. The result is that the absolute location will be closer and the measured displacement will be underestimated. In essence the volume is slightly compressed in the z-direction
C. Optical Axis
The next test was to sample more finely at three distinct depth locations while keeping the x and y locations the same as the coarse sampling. The first of these is located around the focal plane of the camera, ∆z = 0. The particles are now varied from -2.5 mm to 2.5 mm in depth in 0.25 mm increments. The results are shown in Figure 8 . Looking at the overall trends in the three figures presented above shows that doubling the resolution of the voxel grid improves the accuracy of the reconstruction. We note that the reconstruction error never exceeds half a standard voxel spatially and is very accurate in depth. The one exception is the ambiguous section where the particle lies in the 1 mm region surrounding the focal plane of the camera. When a particle is in this region the blob occupies the entire 1 mm depth since it is all in focus. The blob splits into two peaks on each side of the focal plane, the center of which is located near the focal plane but is hard to determine. This is the reason for the sudden spikes in this region and was a known issue (the ambiguity associated within this region) before this study. The cause of this is that since the particle is aligned with the center of the microlens, all light rays emanating from the particle only strike a single microlens, and, thus, does not allow for any interpolation between microlenses. The next area to be examined was in the near field located around ∆z = −20 mm, and the results are presented in Figure 9 . For the near field case the spatial accuracy decreases allowing for a maximum reconstruction error of 1.5 voxels and double resolution does not have any measurable effect, in fact it may be worse. For the depth accuracy it is shown that the particles are reconstructed very accurately by the standard resolution grid, but is less accurate with the doubled grid resolution. Finally the far field region of the volume is considered. This region is centered around ∆z = 20 mm, and the results are shown in Figure 10 . The results are very similar to that of the near field for x and y with the maximum reconstruction error topping out at 1.2 and the double resolution not showing a noticeable effect. Looking at the depth accuracy we see that the particles are reconstructed closer to the focal plane, and the doubled grid resolution has a minimal effect.
D. Left
The next test involved shifting the particle location spatially. The particle was set at x = 6 mm, y = 0 mm. Then the same tests that were run for the optical axis case were conducted. The results are shown in Figure  11 for around the focal plane, Figure 12 , for in the near field, and Figure 13 for the far field. Around the focal plane of the camera the results are similar to the optical axis case, where the accuracy is about half a standard voxel for x and y with the double resolution grid improving upon that. In the near field we note that the x accuracy has improved from the optical accuracy case with a reduction in maximum error from 1.5 to 0.6 standard voxels. Another effect of the shifted particle location is that the z position has become less accurate. The z position is now shifted toward the focal plane of the camera, much like in the far field case only to a lesser degree. The only effect of the particle shift in the far field is that the x accuracy was increased. It is noted that much like the optical axis case the near and far field results indicate that doubling the grid resolution has minimal effect in these areas. 
V. Oseen Vortex Reconstruction
The test case chosen to run the synthetic experiment was an Oseen vortex, due to the fact that has motion in two directions. The vortex is oriented such that the axis of rotation is perpendicular to the camera and aligned along the x axis. The volume was chosen to be 30 x 20 x 20 mm, still using the 1:1 imaging conditions, and was discretized into 300 x 200 x 200 voxels (standard resolution). The number of particles was set to be 0.0025 particle per pixel (normalizing by the number of effective pixels in this case 11 Mpix), 0.0024 particle per voxel, or 153 particles per interrogation region. The reconstruction was run using a relaxation parameter of 1 and was run out 5 iterations, which was chosen as it is the standard in tomo-PIV, the optimal for plenoptic-PIV has yet to be determined and further research is needed. The resulting v, vertical, and w, depth, velocity contours are shown in Figures 14 and 15 respectively. 
VI. Conclusions
Using the previously determined unique weighting function, and MART algorithms the accuracy for a single particle was tested. It was shown that the reconstruction error was on the order of a standard voxel, and usually much less. It was found that the ability to reconstruct depth accurately was affected in the far field. When a particle is shifted spatially of the optical axis it was found to be more accurate in the direction of shift. However it was also found that the depth accuracy decreased slightly. Furthermore we found that the higher resolution grid gave higher accuracies around the focal plane of the camera, but had minimal effect elsewhere. More tests need to be run at intermediate locations to judge the best possible resolution, perhaps even leading to a multi-resolution approach. All of these results are preliminary in nature and further investigation is needed. Specifically more cases of the single particle reconstructions need to be run varying the gemoetric and optical parameters such as main lens focal length and imaging distance. Also under consideration would be the best place to focus the camera, since we illustrated that the depth accuracy was better in the near field than the far field. Finally particle density, reconstruction parameters, and grid density tests need to be run for full simulations.
