Indeed, if f is a constant function, D. the unit ball in IRn and G a polytope defined by a finite number of linear inequalities, then problem (1.1)-(1.3) becomes a set containment problem which has been shown to be NP-complete (see e.g. Freund [1]). Tuy [21] reduced this problem under astability condition to a sequence of linearly constrained concave minimization problems in IR n . Up to now, the size of reverse con vex programs which can be solved to optimality is very lirnited.
In this paper we investigate a special dass of reverse convex programs where
Gis an arbitrary compact, nonempty set in IRn, and the reverse convex constraint has the form [12]) .
In order to solve problem (1.1), (1.2}and (1.4), we reduce it to a quasiconcave minimization problem over a closed convex set in IR2. By using a cutting plane approach for the reduced problem we abtain an effective algorithm for the problem under investigation.
This paper consists of five sections. In Section 2 we recluce problem (1.1),
(1.2) and (1.4) to a quasiconcave minimization problem in IR2. In Section 3 we present a solution method. In Section 4 we specialize the reverse convex constraint to a product of two linear functions and illustrate the developed method by a numerical example. Finally, we draw same conclusions in Section 5. 
Reduction to a quasiconcave minimization problem in the plane
Hence h is quasiconcave. Moreover' h is lsc frorn the cornpactness of C, the continuity of T and the lower serni-continuity of j.
We are now going to show that the original problem (P) can be reduced to rninirnizing h over the polar set E.
We have 
(P)
Then h(t) = inf( Ld. Since his lsc and Eis compact, (P) has an optimal solution.
Thus we have shown Theorem 2.1.
iii) Ift* is an optimal solution of (P) and x* solves (Lt*), then x* solves (P).
A solution method
Let us first introduce concepts of approximate solutions. 
i) x is ealled an TJ-optimal solution (TJ 2: 0) of (Lt), ijj x is feasible for (Lt) and f(x)~inf(Lt) + TJ. ii) x is ealled (TJ,c:)-optimal, ijj x E G, T(x)~De and f(x)~inf(P) + TJ.
Now we present an algorithm for finding an (TJ,e)-optimal solution of (P), which essentially is the outer approximation method specialized for (P). 
Initialization.
Let Wo~lR 2 be a triangle containing the c?mpact convex set E. Let U-1 := 0.
Step k.a.
Let t k E argmin{f(x*(t))
:t E Ud, and x k := x*(tk). Go to Step k.b.
Step k.b.
If T(x k )~D e , then terminate:
x k is (7] ,c)-optimal (see the comment below).
Otherwise, go to Step k.c.
Step k.c. We discuss now the finiteness of the algorithm.
Definition 3.2. We say that the sequence of cutting functions lk used in Algorithm 3.1 is convergent, if every cluster point of the sequence {t k } belongs to E.
We can find su$'eient eonditions for the eonvergence of the sequence of eutting functions in e.g. Kleibohm [8] and Tuy [20] . In principle, this problem can be written in the form: We can explicitly determine the polar set E by the foUowing lemma.
Lemma 4.1. The polar set E of V has the form
From the lemma we can easily construct a triangle Wo 2 E such that
and a cutting function separating a given point outside E from E. Set for € > 0
It is obvious that De is closed and De~int D.
For any 7] > 0, € > 0 Algorithm 3.1 yields an (7] , € )-optimal solution after finitely many iterations.
Example 4.1
Let us illustrate the foregoing ideas by the foUowing problem in JR2.
Minimize -x -y, subject to (4.6) Iteration O.
Step O.a. tO = (-1/1.2,0).
Step Step La. curveC of E. T1Ien problelll (P) can be reduced to thc probiern of minimizing 9 on C. This is another parametric approach for solving (P). As mentioned in the introduction and shown in the Example 4.1, the function 9 may have infinitely many local optima on C.
A duality between Quasiconvex Minimization over the complement of a con-'lex set and Quasiconvex Maximization over a convex set has reeently been established by one of the authors (see [17, 18] ). If we consider problem (P) as a primal problem, then problem (P) can be considered as its dual. Thus in this case we see that the dual problem is much easier than the primal.The approach presented in this paper could also be exten.ded for cases where the dimension k of D is greater than 2. In such cases the dual program is a concave program of more than two variables, but it is still simpler than the primal, if the dimension of the reverse convex constraint is much smaller than n. In that case, we can use available algorithms for linearly constrained quasiconcave minimization subproblems of k dimensions at each iteration (see Horst and Tuy [7] ).
The algorithm presented in Section 3 is an outer approximation. Recently, branch and bound methods (see e.g. Horst [6] ' Horst and Tuy [7] ' Tuy and Horst
[24]) became practicable for Quasiconvex Maximization.
We just indicate such an approach and leave the detailed development of such an algorithm for (P) to aseparate work.
