Abstract. The article is devoted to the expansions of multiple Stratonovich stochastic integrals of multiplicities 1-4 on the basis of the method of generalized multiple Fourier series. Mean-square convergence of the expansions for the case of Legendre polynomials and for the case of trigonometric functions is proven. The considered expansions contain only one operation of the limit transition in contrast to its existing analogues. This property is comfortable for the mean-square approximation of multiple stochastic integrals. The results of the article can be applied to numerical integration of Ito stochastic differential equations.
Introduction
Let (Ω, F, P) be a complete probubility space, let {F t , t ∈ [0, T ]} be a nondecreasing right-continous family of σ-subfields of F, and let f t be a standard m-dimensional Wiener stochastic process, which is F t -measurable for any t ∈ [0, T ]. We assume that the components f Here x t is some n-dimensional stochastic process satisfying Eq. (1) . The nonrandom functions a : ℜ n × [0, T ] → ℜ n , B : ℜ n × [0, T ] → ℜ n×m guarantee the existence and uniqueness up to stochastic equivalence of a solution of Eq. (1) [1] . The second integral on the right-hand side of (1) is interpreted as an Itô integral. Let x 0 be an n-dimensional random variable, which is F 0 -measurable and M{|x 0 | 2 } < ∞; M denotes a mathematical expectation. We assume that x 0 and f t −f 0 are independent when t > 0.
One of the effective approaches to numerical integration of Itô SDEs is an approach based on TaylorItô and Taylor-Stratonovich expansions [2] - [7] . The most important feature of such expansions is a presence in them of so called multiple Itô and Stratonovich stochastic integrals, which play the key role for solving the problem of numerical integration of Itô SDEs and has the following form:
where every ψ l (τ ) (l = 1, . . . , k) is a continuous function on [t, T ]; w denote Itô and Stratonovich integrals, respectively. Note that ψ l (τ ) ≡ 1 (l = 1, . . . , k); i 1 , . . . , i k = 0, 1, . . . , m in [2] - [5] and ψ l (τ ) ≡ (t − τ ) q l (l = 1, . . . , k; q 1 , . . . , q k = 0, 1, 2, . . .); i 1 , . . . , i k = 1, . . . , m in [6] , [7] .
The problem of effective jointly numerical modeling (in terms of the mean-square convergence criterion) of multiple Itô and Stratonovich stochastic integrals (2) and (3) is difficult from theoretical and computing point of view [2] - [10] .
The only exception is connected with a narrow particular case, when i 1 = . . . = i k = 0 and ψ 1 (s), . . . , ψ k (s) ≡ ψ(s). This case allows the investigation with using of the Itô formula [2] - [5] .
Seems that multiple stochastic integrals may be approximated by multiple integral sums of different types [3] , [5] , [8] . However, this approach implies partition of the interval of integration T −t of multiple stochastic integrals (this interval is a small value, because it is a step of integration of numerical methods for Itô SDEs) and according to numerical experiments this additional partition leads to significant calculating costs [9] .
In [3] (see also [2] , [4] , [5] , [10] - [17] ), Milstein proposed to expand (3) in repeated series in terms of products of standard Gaussian random variables by representing the Wiener process as a trigonometric Fourier series with random coefficients (so called Karhunen-Loeve expansion). To obtain the Milstein expansion of (3), the truncated Fourier expansions of components of Wiener process f s must be iteratively substituted in the single integrals, and the integrals must be calculated, starting from the innermost integral. This is a complicated procedure that doesn't lead to a general expansion of (3) valid for an arbitrary multiplicity k. For this reason, only expansions of single, double, and triple integrals (3) were presented in [2] , [4] , [10] (k = 1, 2, 3) and in [3] , [5] , [12] (k = 1, 2) for the case ψ 1 (s), ψ 2 (s), ψ 3 (s) ≡ 1; i 1 , i 2 , i 3 = 0, 1, . . . , m. Moreover, generally speaking the approximations of triple integrals in [2] , [4] , [10] may not converge in the mean-square sence to appropriate triple integrals due to iterative limit transitions in the Milstein method [3] .
It is necessary to note that the Milstein method [3] excelled at least in times the methods of integral sums [3] , [5] , [8] considering computational costs in the sense of their diminishing [3] , [5] , [9] .
An alternative strong approximation method was proposed for (3) in [19] - [21] where J * [ψ (k) ] T,t was represented as a multiple stochastic integral of a certain discontinuous nonrandom function of k variables, and the function was then expressed as a repeated Fourier series in a complete system of continuously differentiable functions that are orthonormal in L 2 ([t, T ]). As a result, a general repeated series expansion of (3) in terms of products of standard Gaussian random variables was obtained in [19] - [21] for an arbitrary multiplicity k. Hereinafter, this method referred to as the method of repeated Fourier series. It was shown in [19] - [21] that the method of repeated Fourier series leads to the Milstein expansion of (3) in the case of a trigonometric system of functions and to a substantially simpler expansion of (3) in the case of a system of Legendre polynomials.
Expansion of Multiple Ito stochastic Inegrals
In the previous section we paid attention that the Milstein method [3] and the method of repeated Fourier series [19] - [21] leads to iterative limit transitions, so these methods may not converge in the mean-square sense to appropriate integrals (3) for some methods of series summation.
The mentioned problem not appears in the method, which is proposed for (2) in the theorem 1 (see below), where J[ψ (k) ] T,t is represented as a multiple stochastic integral of a certain discontinuous nonrandom function of k variables, and the function then expressed as a multiple Fourier series in a complete system of continuous functions that are orthonormal in L 2 ([t, T ] k ). As a result, a general multiple series expansion of (2) in terms of products of standard Gaussian random variables can be obtained for an arbitrary multiplicity k. Hereinafter, this method referred to as the method of multiple Fourier series.
Suppose that every
Define the following function on a hypercube [t, T ] k :
and K(t 1 ) = ψ 1 (t 1 ); t 1 ∈ [t, T ], where 1 A is the indicator of the set A.
k . At this situation it is well known, that the multiple Fourier series of
k in the mean-square sense, i.e.
. . .
Theorem 1 (see [9] , [21] ). Suppose that every
; g, r = 1, . . . , k}; l.i.m. is a limit in the mean-square sense; i 1 , . . . , i k = 0, 1, . . . , m; every
is a standard Gaussian random variable for various i or j (if i = 0); C j k ...j1 is the Fourier coefficient (6); ∆w
, which satisfies the condition (7).
In order to evaluate significance of the theorem 1 for practice we will demonstrate its transformed particular cases for k = 1, . . . , 4 [9] , [21] :
where 1 A is the indicator of the set A.
For example, rightness of formulas (11), (12) can be verified by the fact that if i 1 = i 2 = i 3 = 1, . . . , m and ψ 2 (s), ψ 3 (s) ≡ ψ 1 (s), then we can deduce from (11) , (12) [21] the following well known relations, which are right w. p. 1
where ∆ T,t = M{(J[ψ (1) ] T,t ) 2 }, which can be obtained using the Itô formula [2] , [3] . The following theorems adapt the theorem 1 for the integrals (3) of multiplicities 2-4.
Expansion of multiple Stratonovich stochastic integrals of multiplicity 2
Theorem 2 (see [21] 
where denotations see in the theorem 1.
Proof. In accordance to the standard relations between Ito and Stratonovich stochastic integrals [2] w. p. 1 we have:
From the other side according to (11) the theorem 2 will be proven if
Let's consider the function
where t 1 , t 2 ∈ [t, T ] and K(t 1 , t 2 ) has the form (4) if k = 2. Let's expand the function K * (t 1 , t 2 ) using the variable t 1 , when t 2 , is fixed, into the Fourier series at the interval (t, T ) :
where
The equality (17) is executed pointwise in each point of the interval (t, T ) according to the variable t 1 , when t 2 ∈ [t, T ] is fixed due to sectionally smoothness of the function K * (t 1 , t 2 ) according to the
is fixed). Note also, that due to well-known features of the Fourier series, the series (17) converges when
Obtaining (17) we also used the fact, that the right part of (17) converges when t 1 = t 2 (point of finite discontinuity of function K(t 1 , t 2 )) to the value
Function C j1 (t 2 ) is a continuously differentiable one at the interval [t, T ]. Let's expand it into the Fourier series at the interval (t, T ):
and the equality (18) is executed pointwise at any point of the interval (t, T ) (the right part of (18) converges when t 2 = t, T ). Let's substitute (18) into (17):
Moreover the series in the right part of (19) converges at the boundary of square [t, T ] 2 . It easy to see, that putting t 1 = t 2 into (19), we will obtain:
From (20) we formally have:
Let's explain 2nd string in (21) (the 4th string follows from orthonormality of functions φ j (s) at the interval [t, T ]).
We have:
where C < ∞ and
Let's consider the case of Legendre polynomials. Then
and {P j (s)} ∞ j=0 is a complete orthonormal system of Legendre polynomials in L 2 ([−1, 1]). From (23) and the well-known formula
it follows:
are derivatives of function ψ 1 (s) according to variable u(y). From (26) and well-known estimate for Legendre polynomials:
(constant K doesn't depend on y and n), it follows:
, where C 0 , C 1 , . . . , C 4 , K are constants, t 1 ∈ (t, T ) and
From (22) and (28) it follows:
So, we obtain:
In (30) we used the fact, that Fourier-Legendre series
of smooth function C j1 (t 1 ) converges uniformly to this function at the any interval [t + ε, T − ε] for all ε > 0, converges to this function at the any point t 1 ∈ (t, T ), and converges to C j1 (t + 0) and
Relation (15) is proven for case of Legendre polynomials. Let's consider the trigonometric case. Let's suppose that
where constants C 1 , C 2 doesn't depend on p 1 .
Here we used the fact, that the functional series
uniformly converges at the any interval [t+ε, T −ε] for all ε > 0 due to Drichlet-Abel test, and converges to zero at the points t and T . Moreover, the series (32) (with accuracy to linear transformation) is Fourier series of the smooth function K(t 1 ) = t 1 − t, t 1 ∈ [t, T ], so, (32) converges at the any point t 1 ∈ (t, T ). From (31) we obtain:
Note that we obtained the estimate, which we will use further:
where constant K doesn't depend on p 1 . Further consideration of this case is similar with proving of relation (15) for the case of Legendre polynomials. The theorem 2 is proven.
Expansion of multiple Stratonovich stochastic integrals of multiplicity 3
Theorem 3 (see [21] 
Proof. Let's consider the case of Legendre polynomials. From (12) , when p 1 = p 2 = p 3 = p and standard relations between Ito and Stratonovich stochastic integrals [2] it follows, that theorem 3 is correct if w. p. 1: Let's prove (35). Using theorem 1 when k = 1 (see also (10)) we may write down:
Let's put t 1 = t 2 = s 1 in (17). Then ∀ s 1 ∈ (t, T ):
From (38) and (39) it follows that
From (40) and (28) we obtain:
The equality (35) is proven. Let's prove (36).
Using the Ito formula we have:
w. p. 1.
Using the theorem 1 for k = 1 (see also (10)) we obtain:
From (41) - (43) we have:
Let's proof the following equality ∀ s 1 ∈ (t, T ):
Let's denote
Let's expand the function K * 1 (t 1 , t 2 ) using the variable t 2 , when t 1 is fixed, into the Fourier-Legendre series at the interval (t, T ) :
The equality (47) is executed pointwise in each point of the interval (t, T ) according to the variable t 2 , when t 1 ∈ [t, T ] is fixed due to sectionally smoothness of the function K * 1 (t 1 , t 2 ) according to the variable t 2 ∈ [t, T ] (t 1 is fixed). Obtaining (47) we also used the fact, that the right part of (47) converges when t 1 = t 2 (point of finite discontinuity of function K 1 (t 1 , t 2 )) to the value
Let's put t 1 = t 2 in (47), then we have (45).
From (44) and (45) we obtain:
Analogously with (28) we obtain for two times continuously differentiable function ψ 3 (s) the following estimation:
where z(s 1 ) has the form (24); the constant C doesn't depend on p.
Further consideration is analogously to the proof of (35). The relation (36) is proven. Let's prove (37)
Let's substitute (51) into (50):
Let's expand the functionK(t 1 , t 2 ) using the variable t 1 , when t 2 is fixed, into the Fourier-Legendre series at the interval (t, T ) :
Using (53) we obtain:
Let's substitute (54) into (52): 
Let's write down the following:
where x ∈ (t, T ); j 1 ≥ p + 1; z(x) and u(y) defined by (24); ψ 1 ′ is a derivative of the function ψ 1 (s) according to variable u(y).
Note, that in (56) we used the following well-known property of the Legendre polynomials: P j+1 (−1) = −P j (−1); j = 0, 1, 2, . . . and (25).
From (27) and (56) we obtain:
where constants C, C 1 doesn't depend on j 1 .
Similarly to (57) and due to P j (1) = 1; j = 0, 1, 2, . . . we obtain for the integral (like the integral, which is in the left-hand side of (57), but with integration limits x and T ) the estimate (57).
From the formula (57) and its analogue for the integral with integration limits x и T we obtain:
where x ∈ (t, T ) and the constants K, K 1 doesn't depend on j 1 .
Let's estimate right part of (55) using (58):
where the constants L, L 1 , L 2 doesn't depend on p and we used (27) and (29) in (59). The relation (37) is proven. Theorem 3 is proven for the case of Legendre polynomials. Let's consider the trigonometric case. Analogously to (33) we obtain:
where constant K 1 doesn't depend on p and s 2 is fixed. Using (33) and (40) we obtain:
Analogously using (60) and (48) we obtain that E
Not difficult to see that in our case we have:
where the constant K doesn't depend on j 1 .
Using (55) and (62) we obtain:
another denotations see in (61). The theorem 3 is proven for the trigonometric case. The theorem 3 in proven.
Expansion of multiple Stratonovich stochastic integrals of multiplicity 4, based on theorem 1. Polynomial and trigonometric cases
In this section we will develop the approach to expansion of multiple Stratonovich stochatic integrals, based on theorem 1, to integrals of multiplicity 4.
Theorem 4 (see [21] ). Suppose that {φ j (x)} ∞ j=0 is a complete orthonormal system of Legendre polynomials or trigonometric functions in
where C j4j3j2j1 has the form (6) for k = 4 and ψ 1 (s), . . . , ψ 4 (s) ≡ 1; another denotations see in the theorem 1.
Proof. From (13) it follows l.i.m. 
where J[ψ (4) ] T,t has the form (2) for ψ 1 (s), . . . , ψ 4 (s) ≡ 1 and i 1 , . . . , i 4 = 0, 1, . . . , m;
Using the integration order replacement in Riemann integrals, theorem 1 for k = 2 (see (11)), relation (15) , Parseval equality and integration order replacement in Ito stochastic integrals [21] (see also the Ito formula) we obtain:
Moreover
= l.i.m. P j4 (y 1 ) (P j1−1 (y 1 ) − P j1+1 (y 1 )) × × y1 −1 P j2 (y) (P j1−1 (y) − P j1+1 (y)) dydy 1 ; j 4 , j 2 ≤ p.
Due to orthonormality of Legendre polynomials, we obtain: 
