Abstract. We consider linear control systems in a Hilbert space over an unbounded time interval of the form
1. Introduction. The aim of this paper is to study some controllability properties of a linear control system in a Hilbert space H over an unbounded time interval and to apply these results to study the behavior of the Cameron-Martin space of the invariant measure for a class of Ornstein-Uhlenbeck stochastic processes in H under perturbation.
Let us consider a linear control system in H of the form y (t) = Ay(t) + Bu(t), t∈ (−∞, T ], (1.1) for t varying in a fixed unbounded time interval (−∞, T ], where A is the infinitesimal generator of a strongly continuous semigroup of operators, B is a bounded operator from another Hilbert space U to H, and u is a control, which will always be assumed to belong to the space L 2 (−∞, T ; U ) of square summable functions from (−∞, T ] to U . The value of T is irrelevant in most of what follows, and we could even replace T by zero; nevertheless, we will keep the present, slightly more general notation. For the moment we assume for simplicity that A is exponentially stable, although this assumption will be relaxed in the following sections. Then the solution of (1.1) can be defined in a standard way for every control u. The initial condition at −∞ is assumed to be zero. One defines in an obvious way the space of states reachable at time T over the interval (−∞, T ], which is denoted by K ∞ . By straightforward extensions of the results on a finite time interval, this space can be characterized as the image of the square root of the operator Q ∞ defined by
One of the main results of this paper is a precise description of the behavior of the space of reachable states for the class of perturbed control systems y α (t) = (A − αI)y α (t) + Bu(t), t∈ (−∞, T ], (1.2) when the parameter α ranges over [0, ∞) .
We note that the system (1.2) can be reduced to system (1.1) by the transformation y(t) = e αt y α (t). This transformation is sometimes called the "exponential shift." For control systems on a finite time interval this argument shows that the space of reachable states does not depend on α. We note, however, that the exponential shift maps the control u to the function t → e αt u(t), which does not necessarily belong to the space L 2 (−∞, T ; U ) of square summable controls, due to the fact that the time interval (−∞, T ] is unbounded. Keeping the space of controls fixed, the problem arises whether the space of reachable sets may change with α. One can also study a related problem, namely, whether a state which is reachable on (−∞, T ] can also be reached over a finite time interval [T − r, T ] for some r > 0.
In Theorem 4.1 we give an answer to both questions. Somewhat imprecisely, the situation is as follows: denoting by K α ∞ the space of reachable states for the perturbed systems (1.2), it is clear that
possibly with equality. It can happen that K α ∞ are strictly decreasing for all α ≥ 0. Or it can happen that K α ∞ are strictly decreasing for α less or equal to some critical value α 0 , and then they remain unchanged for α > α 0 ; the case α 0 = 0 may occur. Another case can also happen, namely, that K α ∞ do not depend on α. Finally, the states in K α ∞ can be reached in a finite time interval precisely when a small change of α does not change the reachable set. See Theorem 4.1 for precise statements. We also relate the critical value α 0 to the norms of some appropriately defined operators; see Corollary 4.7.
One may ask whether more general perturbations of the original system (1.1) could affect the space K ∞ of reachable states over (−∞, T ]. The results described above show the (perhaps surprising) fact that even the spaces K α ∞ are very "sensitive" to perturbations; an arbitrarily small change in the value of α may suffice to change the space K α ∞ . Therefore, one expects that more general perturbations of the original system (1.1) will have the same effect, unless very stringent conditions are imposed. That is why we do not address this problem here but rather postpone it to future study.
We devote section 5 to giving examples where the various possibilities described above occur and also to studying some important classes of control systems. For example, we show that the spaces K α ∞ do not depend on α if the system is finitedimensional or exactly null controllable.
In connection with all the properties and problems discussed so far, instead of the set of reachable states one may consider the set of approximately reachable states. In strong contrast with the previous results, the space of approximately reachable states for system (1.2) turns out to be independent of α; see section 4.3.
We believe that the previous results have an intrinsic interest, since they address basic structural properties of linear control systems, but our interest in this question arose from some probabilistic motivation, which we now shortly describe.
Let us consider the following stochastic evolution equation of Itô type:
where W is a (cylindrical) Wiener process in a filtered probability space (Ω, F, P, (F t )) and X 0 is a gaussian F 0 -measurable random variable with values in H. Assuming the finite trace condition Trace Q ∞ < ∞, one can show that the equation uniquely defines a gaussian process X and that the centered gaussian measure µ with covariance operator Q ∞ is invariant for the process X. For these facts we refer to [8] and to the discussion in section 6. The process X is called the (nonsymmetric) Ornstein-Uhlenbeck process and has been intensively studied in recent years; see [3, 4, 5, 6, 13, 14] .
Associated to the centered gaussian measure µ is the so-called Cameron-Martin space; see, e.g., [1] . It is the subspace of H consisting of all vectors h such that the image measure of µ under the mapping x → x + h, x ∈ H, is absolutely continuous with respect to µ. The corresponding Radon-Nikodym density is then called the logarithmic derivative of µ along h. The Cameron-Martin space plays a basic role in the construction of the Sobolev classes of functions over the measure space (H, µ) (see [1] ), in the definition and properties of the associated Dirichlet forms (see [2] , [17] ), and in the subsequent constructions needed for the analysis of the stochastic process X (see the references on the Ornstein-Uhlenbeck process cited above). It turns out that the Cameron-Martin space of µ coincides with im Q 1/2 ∞ and hence with the space of reachable states K ∞ for the control system (1.1). So our results can be applied to study how the Cameron-Martin space behaves under perturbation of the Ornstein-Uhlenbeck process. Thus, for α ≥ 0, we consider the perturbed processes X α solution of
and we consider the corresponding gaussian invariant measures µ α . Since the CameronMartin space of µ α coincides with K α ∞ , our results give information on the dependence of the Cameron-Martin space of µ α on α.
The plan of the paper is as follows: Section 2 is devoted to some preliminary technical facts. Section 3 contains the standing assumptions and some preliminary results on control systems on unbounded time intervals. Section 4 contains the main results, Theorem 4.1 and Corollary 4.7, while section 5 is devoted to examples. Finally, in section 6 it is shown how to apply results to the Ornstein-Uhlenbeck process.
Some notation and technical tools.
Let H and U be separable Hilbert spaces, over the real or complex field, with norm and scalar product denoted by | · |, · . We use · to denote the operator norm. Later we will consider H as the state space of a control system and U as the space of control parameters. We start by recalling a few facts on Hilbert space valued integrals. Let I be an interval in the real line and f : I → H a Borel measurable function. It is well known that f is integrable (in the sense of Bochner) if and only if I |f (t)| dt < ∞. To allow more generality, in the following we will use the concept of weak integrals, and so we are going to recall the definition and some of its elementary properties; for more on this subject the reader may consult, e.g., [9] . We say that f is weakly integrable if I | f (t), h | dt < ∞ for every h ∈ H and there exists a (necessarily unique) element of H,
If f is Bochner integrable, then I f (t) dt coincides with the Bochner integral. The definition of weak integrability, as stated above, is slightly redundant, as shown by the following well-known lemma that will be useful in what follows; see, for example, [10, 9] .
In the following sections we will systematically use the following lemma, whose proof can be found in [7] or [21] . We remark that the validity of (3.1) does not imply that the operator A is exponentially stable. Condition (3.1) has received a fair amount of attention in some of the recent literature. At least in the case when U = R (and therefore B * maps H to R), in several cases condition (3.1) is equivalent to a bound of the form |B
Re s for complex s with Re s > 0; see, for instance, [15, 20, 16] .
Let us consider a control system in H on a finite time interval. We shortly recall some usual definitions and properties, mainly to fix notation. For further details we refer the reader to any treatise on infinite-dimensional control theory, for instance, [7] or [21] .
We will consider a control system on a time interval of length r > 0, with initial condition h ∈ H, formally:
Here T is an arbitrary fixed real number; the choice of the time interval [T − r, T ] allows us to conform with some notation that will be introduced later, when dealing with the unbounded time interval (−∞, T ].
When referring to (3.2), we take as the space of controls the space
; U ) will be endowed with its usual Hilbert norm. The solution y : [T − r, T ] → H of (3.2), or the trajectory corresponding to a control u, is defined as
and the space K r of states reachable from zero in time r (in short, the space of reachable states) is defined as the set of all elements y(T ), as u spans the space of controls and h = 0. The space K r therefore coincides with the image of the so-called controllability operator
The gramian operator is defined by
r . Clearly, K s ⊂ K r for 0 < s < r. In the case of a finite time interval considered so far, the assumption (3.1) is not needed, and all the indicated integrals are Bochner integrals. Now, for fixed T ∈ R, we consider the following control system in H on the unbounded time interval (−∞, T ]:
This expression is only formal, but now we proceed to giving rigorous definitions. We define a control as an element of L 2 (−∞, T ; U ), i.e., a Borel measurable function
will be endowed with its usual Hilbert norm. A trajectory of the control system (3.3), corresponding to the control u, is by definition the function
We note that, for every h ∈ H,
, and the right-hand side is finite by the assumption (3.1). It follows that y(t) is well defined as a weak integral by Lemma 2.1. We define the space of reachable states K ∞ as the set of all elements y(T ), as u spans the space of controls. The space K ∞ therefore coincides with the image of the operator L ∞ :
We may call L ∞ the extended controllability operator. The adjoint operator
In particular, we find
which is a well-defined weak integral. So we can define the extended gramian operator
and conclude that
which implies that Q ∞ is a bounded nonnegative self-adjoint operator in H and, by Lemma 2.2, that the space K ∞ coincides with the image of Q
1/2
∞ . The reader may note that these are immediate extensions of the corresponding notions for systems on a finite time interval.
Perturbed systems: Main result.
In this section Hypothesis 3.1 is still in force. Our main concern will be to investigate the behavior of the space of reachable states when the system (3.3) is perturbed by replacing the operator A with A − αI, where α ≥ 0. Note that (3.1) holds with A replaced by A − αI since α ≥ 0. We still keep L 2 (−∞, T ; U ) as the space of controls. Thus we are considering the family of control systems written formally
We note that A − αI is the generator of the semigroup {e −αt e tA , t ≥ 0}. According to the previous definitions, for the perturbed control system (4.1) the space of
The extended gramian operator for (4.1) is
∞ is obvious, and by Lemma 2.2 this implies K
We may also consider the perturbed system on a bounded time interval; formally, for r > 0,
However, the space of reachable states for this system clearly does not depend on α and is equal to the image of the operators L r introduced above, since the exponential shift, described in the introduction, leaves the space L 2 (T − r, T ; U ) unchanged. So far the following inclusions have been (trivially) verified: for 0 ≤ α < β and 0 < s < r we have
Our main result is the following. (i) We have
Moreover, there exists r > 0 such that
In the extreme cases α 0 = 0 and α 0 = +∞, part (ii) of Theorem 4.1 is understood as follows:
We may rephrase the statement of the theorem by saying that there are only two mutually exclusive cases: (1) the reachability spaces K In section 4.1 we collect some preliminary results for the proof of Theorem 4.1; the proof is presented in section 4.2.
Some auxiliary operators. The proof of Theorem 4.1 is based on some properties of the operators
that we are going to study in this subsection. These operators have been introduced independently in [11] and [3] . The following result, proved in these papers, shows in particular that S 0 (t) are everywhere defined bounded linear operators on H, with norm less or equal to 1. We report the proof for completeness, with some simplifications contained in [12] . Proposition 4.3. Assume Hypothesis 3.1. For every t > 0 we have
Moreover, the following conditions are equivalent: 
Now note that (4.4) implies
so (i) holds if and only if
By Lemma 2.2 this is equivalent to
t . The following proposition is the main step toward the proof of Theorem 4.1. Let us prove (i). We have
and using (4.5) we obtain
and the conclusion follows with c = e −2αr (1 − S 0 (r) 2 ). Now we prove (ii). We can assume c < 1. 
By assumption we have |(Q
∞ h| 2 , and using (4.5) we obtain
Choosing r > 0 so large that γ := (1 − c) e 2rα (e 2rα − 1) −1 < 1, and noting again that
This proves that |S
∞ . Since, however, by its definition, S 0 (r)k = 0 for k in the kernel of Q 1/2 ∞ , which is the orthogonal subspace to im Q 1/2 ∞ , it follows that |S 0 (r) * k| 2 ≤ γ|k| 2 for every k ∈ H, which proves that S 0 (r) 2 ≤ γ < 1.
Replacing A with A − αI in the definition of S 0 (t), we get a different family of operators that we will denote S (α) 0 (t), namely, S
Note that S (0) 0 (t) = S 0 (t). As an immediate consequence of the properties enjoyed by S 0 (t), we obtain the following result. 
Since the latter space is clearly identical to as T → ∞, we arrive at the identity
and we assume for a moment that R is a well-defined bounded linear operator, we conclude that
∞ , which proves (4.7). To show that R is well defined, we first note that the family {S 
Proof of Theorem 4.1.
During the proof we repeatedly use the following properties proved above: for 0 ≤ α < β and r > 0
We consider two mutually exclusive cases (i) and (ii).
Case (i). Suppose that we have S 0 (r) < 1 for some r > 0.
By Proposition 4.4 (i) and Lemma 2.2 we have im Q
Case (ii). Suppose S 0 (r) = 1 for every r > 0. We define 
Approximately reachable states.
If the concept of reachability used so far is replaced by approximate reachability, then the behavior of the perturbed system (4.1) is completely different. This is a well-known fact, but we prefer to report a direct proof in this short section since it is often used in a rather implicit way and it is not easy to find a reference (see, however, Chapter 9 of [19] ).
First, let us consider the control system (3.2) and define H r , the space of approximately reachable states from zero in time r, as the set of all elements k ∈ H such that for all > 0 there exists a control u ∈ L 2 (T − r, T ; U ) such that |y(T ) − k| < , where y denotes the corresponding trajectory of system (3.2) with h = 0.
In an analogous way we define the space H ∞ as the space of approximately reachable states over the unbounded time interval (−∞, T ] for system (3.3), corresponding to controls u ∈ L 2 (−∞, T ; U ). For the perturbed system To prove the claim, let us take an element k ∈ H α ∞ ; we want to prove that there exists a suitable r such that k ∈ H α r = H r . In fact, by definition of the trajectory of a control system (compare with formula (3.4)) and by assumption (3.1), we have that for all > 0 there exists r > 0 so large that |y α (T ) −ỹ α (T )| < , whereỹ α denotes the trajectory of the system (4.9), starting from zero at time T − r, driven by the control u ∈ L 2 (T − r, T ; U ) which coincides with u on [T − r, T ]. By triangular inequality we conclude that k ∈ H α r , and the claim is proved.
Examples and remarks.
The aim of this section is to show that all the situations in the statement of Theorem 4.1 may occur, namely, case (i) or case (ii) with α 0 = 0 or 0 < α 0 < ∞ or α 0 = ∞. The value of α 0 is difficult to compute in general, since it is defined in terms of the semigroup S (α) 0 (compare with Corollary 4.7) and not in terms of A and B. Nevertheless, in some interesting cases we do have explicit solutions to the problem. We also discuss the relevance of Theorem 4.1 to special classes of systems-for instance, the finite-dimensional systems or the null controllable ones. Proof. We claim that 
Case (i) of
satisfies y(T ) = 0 (see, e.g., [7] , [21] We note that all the assumptions of the corollary hold true if B is a bounded linear operator from U to H and A is the infinitesimal generator of an exponentially stable, strongly continuous semigroup of operators that commute with Q = BB * . Thus there are many control systems satisfying these assumptions.
Proof. We define
Since S is bounded in the operator norm, it follows that (5.5) holds for every x ∈ H and y ∈ im Q 1/2 (the closure of im
is orthogonal to ker Q 1/2 = im Q 1/2 , (5.5) holds for all x, y ∈ H. Thus, for every x ∈ H, S(t)x → x weakly in H; it is well known that this implies that S is a strongly continuous semigroup.
Let A denote the infinitesimal generator of S. We consider the pair ( A, I), and we define the corresponding controllability operators
Since the pair ( A, I) is null controllable in time r for every r > 0, by the results of the previous paragraph we conclude that there exists a constant C r > 0 such that
and, similarly, and this is equivalent to the equality K r = H, again by duality.
Case (ii) of Theorem 4.
1 with α 0 = 0. The example in this section was invented by Go ldys for a different purpose [14] . Let H = U be a Hilbert space and {h k , k ≥ 1} an orthonormal basis of H. Define the operators A and B setting
Note that A and B are commuting bounded self-adjoint operators, and A is nonpositive, but, in contrast to section 5.1.3, A does not have bounded inverse. Hypothesis 3.1 is easy to verify. We have S 0 (t) = e tA and e tA h k = e −t/k h k , k ≥ 1, so that S 0 (t) = 1 for every t > 0, whereas S (α) 0 (t) = e −αt S 0 (t) < 1 for every t > 0. Corollary 4.7 shows that in this example we have α 0 = 0.
Remark 5.5. In this example the semigroup (e tA ) is not exponentially stable. In Remark 5.6 below we will give another example, where α 0 = 0 and (e tA ) is exponentially stable.
Case (ii) of Theorem 4.1 with 0
. Let the operators e tA be the shift operators
and let the operator B be multiplication by the function e −|x| : Bf (x) = e −|x| f (x), x ∈ R. Then one finds with simple calculations
∞ , α ≥ 0, is the multiplication operator by the function g α :
It is immediate to verify (3.1), and so Hypothesis 3.1 holds. Elementary computations show that for α = 1
∞ always holds, so we have equality if and only if im (Q
is the multiplication operator by the function g
α , equality holds if and only if sup x∈R g α (x)/g β (x) < ∞. Taking into account the previous formulae, one concludes that this holds if and only if 1 < α < β. Therefore, in this example the spaces K α ∞ are all equal for α > 1, whereas they are all distinct for 0 ≤ α ≤ 1 (and K
The number α 0 in the statement of Theorem 4.1 is equal to 1. Remark 5.6. Let us change the definition of the operator A by subtracting the identity operator; namely, we define the semigroup (e tA ) setting
Then (e tA ) clearly satisfies e tA ≤ e −t and so it is exponentially stable. In this case the value of α 0 is changed to α 0 = 0. α ∞ for r < s, it follows that in these cases the spaces K t coincide for all values of t large enough. Therefore, in order to find a situation where α 0 = ∞, it suffices to construct an example where K t are all distinct for t > 0.
The example that follows was communicated to us by Zabczyk.
We take H = L 2 ([0, ∞)) and let the operators e tA be the right shift operators e tA f (x) = f (x − t), t≥ 0, x ≥ t, 0, t > 0, x < t.
Next we denote by b the characteristic function of the interval [0, 1] (note that b ∈ H); we take U = R and define the operator B as the rank one operator: Bv = bv, v ∈ R. Since, for every t > 0, 6. Applications to the Ornstein-Uhlenbeck process. As explained in the introduction, one of the motivations for studying the reachability spaces K ∞ introduced above is their probabilistic interpretation. This is the subject of the present section.
Let us consider the following stochastic equation:
We assume that H and U are real separable Hilbert spaces, A is the generator of a strongly continuous semigroup {e tA , t ≥ 0} of bounded linear operators in H, and B is a bounded linear operator from U to H. We assume that we are also given a probability space (Ω, F, P), endowed with a filtration {F t , t ≥ 0} satisfying the usual conditions, and a cylindrical (F t )-Wiener process {W (t) t ≥ 0} defined on Ω with values in U ; see, e.g., [8] . X 0 is an F 0 -measurable random variable with values in H. We also assume that the gramian operators The integral occurring in (6.2) is the Itô stochastic integral and, for every t, it defines a random variable with values in H because of the finite trace condition Trace Q t < ∞. Moreover, if X 0 is gaussian, then the process X is also gaussian. It is called the (nonsymmetric) Ornstein-Uhlenbeck process. For a detailed exposition of these facts, we refer to [8] .
A basic problem is to investigate properties of invariant measures for the process X, i.e., Borel probability measures ν on H such that, if X 0 has distribution ν, then also X(t) has distribution ν for every t. Invariant measures are known to exist if and only if sup t>0 Trace Q t < ∞. (6.3) In this case, one invariant measure is the gaussian measure µ on H having zero mean and covariance equal to the extended gramian operator Q ∞ introduced above:
Under some additional assumptions, for instance if A is exponentially stable, µ is the unique invariant measure. For the proof of these facts, we still refer the reader to [8] .
