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ABSTRACT
To enable an efficient stochastic-based design optimization methodology for
multi-scale structures of electrical devices and systems, we propose the in-
fusion of stochastic modeling with the electromagnetic macro-model in the
finite-difference time-domain (FDTD) method. We provide a methodology
for the efficient generation and utilization of the stochastic macro-model
for the purpose of time-domain analysis in FDTD. The methodology quanti-
fies the impact of uncertainty, manifested as random material and structural
variations in the design and manufacturing process of the realized system,
on the stochastic system’s electromagnetic performance.
In the current state of the art, and in absence of the stochastic macro-
model, it is necessary to perform repeated discretization of the large de-
terministic domain for every random variation in the small fine-featured
stochastic domain. The development of the stochastic macro-model elimi-
nates the need for repeated discretization of the overall structure for every
such random variation. Indeed, only a single FDTD grid needs to be devel-
oped for the deterministic portion of the overall structure irrespective of the
realization generated by a specific choice of the random parameters in the
domains exhibiting statistical variability; thus, the macro-model results
in significant computational savings by eliminating operations per-
taining to repeated discretization of the deterministic domain for
each variation in the stochastic domain.
In essence, the macro-model is a state-space representation of the dis-
cretized Maxwell’s equations which encapsulates a certain fine-featured re-
gion of a multi-scale structure, in the FDTD grid. To enhance the computa-
tional efficiency of this state-space abstraction layer we apply a modified em-
bodiment of the model order reduction (MOR) technique, known as enhanced
nodal order reduction (ENOR), to minimize the internal degrees of freedom
of the abstraction layer while maintaining sufficient engineering accuracy in
ii
the system response. ENOR provides a passive reduced order admittance
boundary condition model which expedites the efficient computation of field
quantities in the fine-featured regions.
To enable cost-effective and high-accuracy FDTD simulations involving
design and manufacturing variations of disparate spatial scales, the method
of sub-gridding is utilized, with the stochastic macro-model implemented in
the sub-gridded region. To enable the insertion of the high spatial-
resolution stochastic macro-model inside the FDTD grid, a class
of isotropic spatial filters is developed to suppress the spurious noise waves
which are generated by the discrete wave-impedance mismatch at the bound-
ary of the macro-model. To this end, we develop a class of spatial filter oper-
ators that: (a) are straightforward to design and implement within the exist-
ing Yee style FDTD explicit time-stepping scheme; (b) do not require com-
plicated spatial/temporal interpolation in the field update equations; (c) are
able to accommodate broadband electromagnetic sources; (d) exhibit spa-
tial isotropy in their suppression of the spurious numerical reflections while
preserving the pertinent portions of the signal’s power spectral density.
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CHAPTER 1
INTRODUCTION
In order to engage in practical design of electronic devices and systems, one
must contend with the presence of uncertainty in the design and manufac-
turing process which leads to material and structural variability in the final
production of system. These random effects, which impact the manufactured
system’s electrical performance and cause it to deviate away from the ideal
design goal, are primarily rooted in material and geometric imprecisions in
the manufacturing process. Although process improvement can go a long
way to mitigate impact of uncertainty, it cannot completely eliminate it. As
a result, one must contend with the presence of uncertainty and proceed to
predict its impact.
A popular method to mitigate the effect of uncertainty is by allocation
of parametric error tolerance; a practice commonly known as design guard-
banding. While an effective method to address uncertainty, blanket place-
ment of guard-bands on various design specification parameters can lead to
substantial increase in cost of the final product and possibly make production
infeasible; this is especially true in real-life practical systems where the num-
ber of design parameters can be in the hundreds or even thousands. As such,
to optimize the design process, one must address the presence of random
variability while avoiding over-design.
Given the uncertainty profile of individual random parameters in the sys-
tem, the impact of uncertainty on the system response may be predicted in
the early stages of the design process and provide significant cost savings
in the design and manufacturing process of the final production. In order
to enable an efficient stochastic-based design optimization methodology for
electrical devices and systems, which comprehends random material and geo-
metric variability, we propose to infuse the stochastic collocation method with
the reduced-order state-space electromagnetic model into one of the methods
used extensively for electromagnetic component/system analysis and design,
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namely, the method of finite-difference time-domain (FDTD).
To this end, we propose to develop stochastic macro-modeling in FDTD
through an abstraction layer that encapsulates those regions where, most
often, uncertainty is present, namely, the fine-features of the structure. We
name this abstraction layer the stochastic macro-model [1–3]. In essence, the
macro-model is a reduced order state-space representation of the discretized
Maxwell’s equations for a certain region of the grid. From the full-order state-
space form, it is possible to obtain an admittance (or impedance) transfer
function which serves to map the macro-model and the FDTD grid at the
union of their common boundary. The input (excitation) to this admittance
(or impedance) transfer function is the magnetic (or electric) field at the
boundary of the macro-model. The output (response) of the admittance (or
impedance) transfer function is the electric (or magnetic) field at the inner
perimeter of the macro-model.
In order to enhance the computational efficiency of operations pertaining to
the system transfer function, model order reduction (MOR) techniques [2–7]
may be utilized to decrease the degrees of freedom of the full-order state-
space model while maintaining sufficient accuracy. As such, we propose to
apply the MOR technique known as ENOR [5] to the full-order state-space
electromagnetic system transfer function, and use the resulting projection
matrix to build the reduced order stochastic macro-model. At its heart,
building the stochastic macro-model relies on highly accurate numerical in-
tegration over random space; for this, we utilize the sparse Smoljak grid [8]
and the Clenshaw-Curtis quadrature [9] rules in single-dimensional random
space, and extend these principles to cubature in multi-dimensional random
space.
In comprehending the effects of random variability in material and geo-
metric attributes on the electromagnetic response of multi-scale structures,
the need arises to simulate electromagnetic behavior of structures with dis-
parate spatial scales. The Courant stability condition, together with the fine
nature of material and structural variability, dictates the need for very small
temporal discretization in the stochastic domain; this leads to vastly more
time iterations in a uniform FDTD grid, making it computationally costly.
To enable cost-effective and high-accuracy FDTD simulations involving grids
of disparate resolutions, the method of sub-gridding [10] is utilized, whereby
the FDTD grid is divided into two regions: the coarse main grid, and the
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fine sub-grid, with the macro-model implemented in the sub-grid region.
The implementation of the sub-gridded macro-model inside the uniform
FDTD grid requires the transition of fields from a coarser grid to a finer
grid, which inevitably induces discrete wave impedance mismatch at the
fine-coarse transition interface of the macro-model and injects spurious noise
waves into the FDTD grid. Hence, a class of isotropic spatial filters is pro-
posed to suppress spurious noise waves due to sub-gridded macro-modeling
in FDTD simulations and to enable the insertion of the macro-model inside
the uniform FDTD grid, in a general way and regardless of the choice of im-
plementation for the fine-coarse transition. The proposed filters are suitable
for both two-dimensional and three-dimensional applications. A simple pro-
cedure is introduced for the a-priori determination of the required filter order
and the application frequency of the filter based on the maximum temporal
frequency bandwidth of the electromagnetic source. The proposed filters are
easy to implement in the context of the standard Yee algorithm and are ap-
plicable to computational domains that involve quite arbitrary material and
geometric inhomogeneities.
It is our hope that the framework provided herein will be immediately
useful in making a significant improvement in the existing state of the art,
specifically, by eliminating the cost of repeated meshing of the deterministic
domain for every variation in the fine-featured stochastic sub-domains.
In addition to being immediately applicable to solution of electromagnetic
stochastic boundary value problems with methods rooted in finite differences
(e.g., FDTD, finite element method, finite volume, etc.), the ideas herein may
motivate extension to other classes of methods (e.g., semi-analytic) for solv-
ing stochastic boundary value problems involving various differential/integral
equations. What makes this extension possible is the systems-based approach
to solving boundary value problems. The work herein provides powerful ex-
amples of generation and utilization of mathematical abstraction layers of
complex physical systems, which in turn enables the meticulous control and
transformation of the systems into equivalent domains attributed with orders
of magnitude higher computational efficiency. Through this systems-based
approach, we are able to unleash the full power of the well-developed systems
theory on the electromagnetic problems at hand.
Although throughout this development it is assumed that the material in-
side the stochastic macro-model belongs to the class of frequency-independent
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media (i.e., non-dispersive), we note that the method may be extended to
include dispersive media by appropriate modification of the pertinent formu-
lations; this may be a topic for future research.
1.1 Main Contributions
We have two main contributions:
1. We developed a methodology for stochastic macro-modeling in FDTD,
by infusing the macro-model with the stochastic collocation technique.
This enables the quantification of the impact of parametric uncertainty
in the fine-featured geometric and material properties of multi-scale
structures, on the electromagnetic response of stochastic systems in
FDTD.
2. We developed a general methodology to suppress noise waves in sub-
gridded FDTD due to spurious reflections caused by the discrete wave
impedance mismatch at fine-coarse grid interface. In particular, we
introduced a class of spatial filters that: (a) are straightforward to
design and implement within the existing Yee style FDTD explicit
time-stepping scheme; (b) do not require complicated spatial/temporal
interpolation in the field update equations; (c) are able to accommo-
date broadband electromagnetic sources; (d) exhibit spatial isotropy in
their suppression of the spurious numerical reflections while preserv-
ing the pertinent portions of the true wave’s power spectral density.
The derived formulations are applied to 2D and 3D sub-gridded FDTD
simulations.
1.2 Organization
In Chapter 2 we develop a general methodology, based on isotropic spatial
filter operators, to suppress noise waves in FDTD simulations caused by
reflections due to discrete wave impedance mismatch at the fine-coarse grid
interface. We discuss the characteristics of the sub-gridded FDTD and derive
an analytic expression for the discrete wave impedance of the sub-gridded
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FDTD, derive an analytic expression for late-time stability, introduce the
theory of spatial filter operators, and provide numerical examples in 2D and
3D FDTD.
In Chapter 3 we introduce the basic formulation for the electrically lossy
macro-model implemented as an admittance transfer function (ATF), and
provide the pertinent reduced order state-space electromagnetic system rep-
resentation, followed by several numerical examples. Additionally, the macro-
model implemented as an impedance transfer function (ITF) is presented in
Appendix C.
In Chapter 4, we develop the stochastic macro-model in FDTD and de-
velop a methodology that captures the uncertainty in material and geometric
attributes in fine-featured stochastic sub-domains, and quantifies the impact
of such variability on the electromagnetic response of stochastic systems in
FDTD. In Chapter 5, we provide several numerical examples which demon-
strate the application of the stochastic macro-model. In Chapter 6 we con-
clude the dissertation with closing remarks.
5
CHAPTER 2
CHARACTERISTICS OF SUB-GRIDDED
FDTD
2.1 Introduction
The finite-difference time-domain (FDTD) method with the standard Yee
algorithm [11] has been one of the most popular methods in the electro-
magnetics community for the computer-aided analysis of field interaction in
complex structures and media. Although the Yee algorithm can be applied
to uniform grids accurately and efficiently, the Courant stability criterion
places upper limits on the maximum temporal discretization based on the
minimum spatial discretization. When the need arises to simulate structures
with disparate spatial scales to obtain the steady-state field solutions, the
very small temporal discretization dictates the need for vastly more itera-
tions in the uniform FDTD grid, making it computationally costly. In such
cases, and in order to overcome the computational cost imposed by the use
of a uniform FDTD grid, various methods have been proposed, including
sub-gridding, use of sub-cells, and macro-modeling.
In the case of the popular approach of sub-gridding, the grid is divided
into fine and coarse spatial domains as necessary to capture the finer spa-
tial variations of the structures to be modeled. This means that the spatial
discretization varies in size as the grid transitions across regions that require
higher spatial sampling, in order to resolve the finer structural details. In
principle, sub-gridding should be quite robust, since it continues to use Yee’s
simple update scheme in both fine and coarse grids; however, in practice, sub-
gridding introduces various side effects that can impact solution accuracy.
For example, any abrupt change in grid size gives rise to spurious reflections
at the grid interface, due to the discrete wave impedance mismatch at the
fine-coarse transition. This necessitates the use of proper schemes to mitigate
such spurious effects in order to ensure solution accuracy [12–22]. While some
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of these schemes consider direct changes to the standard Yee update equa-
tions or suggest new temporal/spatial interpolation techniques, a few others
propose the application of filter operators to eliminate those spurious waves
that dominate the spurious degradation in solution accuracy [16,18–20]. For
example, the novel work [19, 20] uses 1D digital filters (1D convolution) for
spatial decimation and interpolation of the fields at the fine-coarse interface
to overcome aliasing, while resorting to phase compensation (scaling of space
metric) to suppress the spurious reflections due to impedance-mismatch at
the fine-coarse interface.
Our contribution here is to develop a general method to suppress noise
waves in FDTD simulations due to spurious reflections caused by the numer-
ical impedance mismatch at fine-coarse grid interface. Specifically, we pro-
pose a class of spatial filter operators that: (a) are straightforward to design
and implement within the existing Yee style FDTD explicit time-stepping
scheme [10]; (b) do not require complicated spatial/temporal interpolation
in the field update equations; (c) are able to accommodate broadband elec-
tromagnetic sources; (d) exhibit spatial isotropy in their suppression of the
spurious numerical reflections while preserving the pertinent portions of the
signal’s power spectral density. The derived formulations are applied to two-
dimensional TMz and three-dimensional sub-gridded FDTD simulations. For
this, we rely on ideas from digital image/signal processing [23–25] to develop
a systematic method for the design of isotropic spatial filters in two and
three dimensions via the McClellan transformation [26]. Furthermore, we
provide a design procedure for a-priori determination of the required filter
order and the required frequency of application of the filter based on the
temporal frequency bandwidth of the electromagnetic source.
The chapter is organized as follows. In Section 2.2 we review the reflection
properties of the interface between two finite difference grids of different
discretization size. In Section 2.3, we derive the discrete wave impedance
of the sub-gridded system. Using the results Section 2.2 and Section 2.3,
in Section 2.4 we derive the criterion for late-time stability [22, 27–29] on
the sub-gridded FDTD system. We use the results of stability and reflection
analyses to inform the discussion that follows on the development of the
proposed spatial filters. In Section 2.5, we present the isotropic spatial filter
theory, followed by a series of numerical experiments in Section 2.6 that
demonstrate the effectiveness of the proposed filters. Finally, Section 2.7
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concludes with a brief summary and closing remarks.
2.2 Reflection Properties of the Grid Interface
In this section, we review the reflection properties of the interface between
two uniform, finite-difference grids of different discretization size in the con-
text of one-dimensional wave propagation [30, 31]. Our development follows
the analysis in [22, 28]. In particular, the analysis is carried out for the in-
terface between two grids of discretization size ratio of 1:3. This is the ratio
used by several investigators for FDTD sub-gridding (e.g., [32]). The odd ra-
tio is convenient, because it allows for convenient nesting of sub-grids within
sub-grids. The finite difference grid interface is depicted in Figure 2.1.
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Figure 2.1: One-dimensional, finite-difference grid interface between grids of
discretization size ratio 1:3. (Source: Ata Zadehgol, Andreas C. Cangellaris,
Isotropic Spatial Filters for Suppression of Spurious Noise Waves in
Sub-Gridded FDTD Simulation. Copyright c©2011, IEEE Antennas
Propagation Society. Reprinted by permission of IEEE.)
With ∆ denoting the variable discretization size in the computational do-
main, ∆ = h in the fine grid, while ∆ = 3h in the coarse grid. For the one-
dimensional plane wave propagation considered along the x axis, the only
electric and magnetic field components considered are, respectively, Ez(x)
and Hy(x). Assuming normalized free-space permittivity (0 = 1.0) and per-
meability (µ0 = 1.0), the source-free Maxwell equations in this case simply
become
d
dt
Ez(x, t) =
d
dx
Hy(x, t) (2.1)
d
dt
Hy(x, t) =
d
dx
Ez(x, t) (2.2)
For time-harmonic solutions of the form exp(kx) exp(ωt), where  =√−1, ω is the angular frequency, and k is the propagation constant, the
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phasor of each field component satisfies the Helmholtz scalar wave equation,
shown below for the magnetic field.
d2
dx2
Hy + k
2
0Hy = 0 (2.3)
Because normalized permittivity and permeability are used, it is k20 = ω
2
in (2.3). Using a central difference approximation of (2.3) on the fine and
on the coarse grids, the respective numerical wave numbers kF and kC are
readily obtained [10] and are given by
kF =
1
h
cos−1
(
1− (k0h)
2
2
)
(2.4)
kC =
1
3h
cos−1
(
1− (k0(3h))
2
2
)
(2.5)
Next, we examine the reflection and transmission properties of the grid
interface. This is done by considering a plane wave propagating from left
(fine grid) to right (coarse grid) on the grid shown in Figure 2.2. The total
magnetic field phasor in the fine grid is of the form
Hy[i] = H0
(
e−kF ih +R0e+kF ih
)
; i ≤ 0 (2.6)
where R0 is the reflection coefficient for the grid interface. The transmitted
magnetic field phasor in the coarse grid is given by
Hy[i] = H0T0e
−kC i(3h) ; i ≥ 0 (2.7)
In the above expressions the notation Hy[i] is used to denote the magnetic
field value at position x = i∆. Working with the phasor form of (2.1)
and (2.2) discretized using central differences in the staggered Yee grid, the
scheme in [32] is followed to derive a set of discrete equations from which
expressions for R0 and T0 can be derived.
ωHy[1.5] =
Ez[3]− Ez[0]
3h
(2.8)
ωHy[−0.5] = Ez[0]− Ez[−1]
h
(2.9)
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Figure 2.2: Staggered electric and magnetic fields, with sub-gridding along
one dimension. (Source: Ata Zadehgol, Andreas C. Cangellaris, Isotropic
Spatial Filters for Suppression of Spurious Noise Waves in Sub-Gridded
FDTD Simulation. Copyright c©2011, IEEE Antennas Propagation Society.
Reprinted by permission of IEEE.)
ωEz[0] =
Hy[1.5]−Hy[−1.5]
3h
(2.10)
ωEz[−1] = Hy[−0.5]−Hy[−1.5]
h
(2.11)
ωEz[3] =
Hy[4.5]−Hy[1.5]
3h
(2.12)
Elimination of the electric field in the above equations yields two equa-
tions that involve only magnetic field values. Using (2.6) and (2.7) in these
equations yields the linear system for the calculation of R0 and T0. The
expressions obtained are
R0 =
Rnum
denom
(2.13)
T0 =
−3e 12 h(kF+9kC)(−1 + e2hkF )(−1 + h2ω2)
denom
(2.14)
where
Rnum = −e2hkF (−3 + 2ehkF + 3h2ω2
+ eh(kF+3kC)(−5 + 18h2ω2)
+ 3e3hkC (2− 11h2ω2 + 9h4ω4))
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and
denom = 2 + 3ehkF (−1 + h2ω2)
+ e3hkC (−5 + 18h2ω2)
+ 3eh(kF+3kC)(2− 11h2ω2 + 9h4ω4)
The magnitude of the reflection coefficient |R0| vs. h/λ is depicted in
Figure 2.3. Also shown in the figure is the reflection coefficient obtained
from the FDTD simulation of wave propagation across this grid interface.
More specifically, the numerical reflection coefficient was obtained through
the equation
R0m =
F{Erefz [0]}
F{Eincz [0]}
(2.15)
In the above equation F denotes the discrete Fourier transform (DFT)
operator. The DFT of the incident electric field F{Eincz [0]} at the interface
node i = 0 is computed using the recorded field at that node obtained from
the FDTD simulation of a plane wave propagating on a uniform fine grid. The
DFT of the reflected electric field is calculated as F{Erefz [0]} = F{Etotalz [0]−
Eincz [0]} at the interface node i = 0, where Etotalz [0] is the recorded electric
field at that node from the simulation of a plane wave propagation on the
grid depicted in Figure 2.1.
As expected, and as clearly evident from the plot in Figure 2.3, wavelengths
that are well resolved on both grids propagate through the grid interface
with minimum reflection. The interval for which the reflection coefficient has
magnitude 1.0 is (2/3) ≤ (k0h) ≤ 2 and is also depicted in Figure 2.3. The left
end of the interval is at the cutoff wavelength for the coarse grid, λcC = pi(3h),
(see (2.5)), while the right end of the interval is at the cutoff wavelength on
the fine grid, λcF = pih (see (2.4)). Unless suppressed, waves with wavelengths
λ < pi(3h) will give rise to spurious reflections that may degrade the accuracy
of the numerical wave response. In fact, as the figure suggests, the cutoff
wavelength of any spatial filter used to suppress such wavelengths should be
chosen even higher than λcC to ensure that the allowed wavelengths in the
computational domain propagate through the grid interface with minimum
reflection. Equation (2.13) provides a convenient means for the selection of
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the desired cutoff wavelength for the spatial filter. Clearly, this 1D reflection
analysis may be repeated in 2D and 3D, as well.
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Figure 2.3: Magnitude of ideal (R0) and computed (R0m) reflection
coefficient, and magnitude of transmission coefficient (T0), vs. h/λ.
(Source: Ata Zadehgol, Andreas C. Cangellaris, Isotropic Spatial Filters for
Suppression of Spurious Noise Waves in Sub-Gridded FDTD Simulation.
Copyright c©2011, IEEE Antennas Propagation Society. Reprinted by
permission of IEEE.)
2.3 Discrete Wave Impedance
In this section, we derive the analytic expression for the discrete wave-
impedance. Consider the dispersion relation
cos[kˆ∆] = 1− (k∆)
2
2
(2.16)
where k = ω
√
µ is the propagation constant of the medium, kˆ is the discrete
propagation constant, and ∆ is the spatial discretization.
Using trigonometric identities, (2.16) can be written as
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sin
[
kˆ∆
2
]
=
k∆
2
(2.17)
Let us assume the electric field has a plane wave form in the x-direction,
given by
E = E+e−kˆx (2.18)
From Maxwell’s equations in 1D and first order central difference, the H-
field is obtained as
H|x=(i+ 1
2
)∆
∼= (ωµ)−1E
+e−kˆ(i∆) − E+e−kˆ[(i+1)∆]
∆
(2.19)
The above can be re-written as
H(x = (i+
1
2
)∆) ∼= E
+e−kˆ(i+1/2)∆
ωµ∆
(e+kˆ(∆/2) − e−kˆ(∆/2)) (2.20)
The E-field at index x = (i+ 1/2)∆ can be obtained from the average
E(x = (i+
1
2
)∆) =
E+e−kˆ(i+1/2)∆
2
(e+kˆ(∆/2) + e−kˆ(∆/2)) (2.21)
Using (2.20) and (2.21), we obtain the complex discrete wave impedance
Z0 =
E(x = (i+ 1
2
)∆)
H(x = (i+ 1
2
)∆)
=
ωµ∆
2
2 cos[kˆ∆/2]
2 sin[kˆ∆/2]
(2.22)
The expression (2.22) can be written as
Z0 =
ωµ∆/2
tan[kˆ∆/2]
= η0
k∆/2
tan[kˆ∆/2]
(2.23)
where η0 =
√
µ

is the intrinsic wave impedance in the medium.
Using (2.17) in (2.23), further simplification is possible and we obtain
Z0 = η0 cos[sin
−1[k∆/2]] (2.24)
Equation (2.24) is a general result. It is the discrete wave impedance on a
uniform FDTD grid for one-dimensional wave propagation. It can be used to
calculate the discrete wave impedance on the fine grid Z0F , and the discrete
wave impedance on the coarse grid Z0C , as follows:
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Z0F = ηF cos[sin
−1[kF∆F/2]] (2.25)
where ηF =
√
µF
F
is the intrinsic wave impedance in the fine grid, ∆F is the
spatial discretization of the fine grid, and kF = ω
√
µF F is the propagation
constant in the fine medium. The quantities with subscript F reside in the
fine grid (e.g., µF is the material permeability in the fine grid).
Z0C = ηC cos[sin
−1[kC∆C/2]] (2.26)
where ηC =
√
µC
C
is the intrinsic wave impedance in the coarse grid, ∆C is the
spatial discretization of the coarse grid, and kC = ω
√
µCC is the propagation
constant in the coarse medium. The quantities with subscript C reside in the
coarse grid (e.g., µC is the material permeability in the coarse grid).
We compute the numerical discrete wave impedance Z0M in the fine grid
according to
Z0M =
F{Eincz [−2]}
F{H incy [−2]}
(2.27)
where the DFT of the incident electric field F{Eincz [−2]} at the node i = −2
is computed while simulating a uniform fine-gridded FDTD, and the DFT
of the incident magnetic field F{H incy [−2]} at the node i = −2 is computed
by simulating the same uniform fine-grid. The magnetic field value at the
index i = −2 is obtained by linear interpolation in time and space from the
magnetic field values at i = −2.5 and i = −1.5.
We note that the discrete wave impedance Z0 is not only a function of spa-
tial discretization and wavelength, but also complex. This behavior is shown
in Figure 2.4. The real part (<{.}) of Z0 is approximately equal to the nor-
malized free-space intrinsic wave impedance in the very well-resolved region
(below h/λ < 0.05) and the imaginary part (={.}) of Z0 is zero; however, as
the wavelength moves into the less resolved domain, <{Z0} approaches zero
while ={Z0} becomes non-zero.
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Figure 2.4: Discrete wave impedance Z0 in the fine grid; real part is Re{.},
imaginary part is Im{.}, analytic is Z0 A, and computed is Z0 M .
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2.4 Late-Time Stability of the Sub-Grid
Consider the transmission line (TL) equivalent model of the FDTD grid,
shown in Figure 2.5. The figure depicts the region in the vicinity of a fine-
coarse transition, with the fine region located on left and coarse region located
on right.
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Z0C
Figure 2.5: Top: FDTD grid in fine-coarse transition. Bottom:
Transmission line (TL) equivalent diagram. With wave propagation from
fine grid to coarse grid, the coarse TL on right acts as load to fine TL on
left. The fine TL has a discrete wave impedance Z0F (2.25). The coarse TL
has a discrete wave impedance Z0C (2.26). The reflection coefficient at the
fine-coarse interface is R0 (2.13) .
Based on time-average power considerations for such a transmission line
system, the following passivity condition is derived in [33] and is given by(
1− |R0|2 − 2={Z0F }<{Z0F }
={R0}
)
≥ 0 (2.28)
where, in reference to Figure 2.5, Z0F as given by (2.25) is the discrete wave
impedance of the fine TL, R0 as given by (2.13) is the reflection coefficient
at the fine-coarse transition, the operator symbol <{.} denotes the real part,
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and the operator symbol ={.} denotes the imaginary part.
The left-hand side of (2.28) is plotted in Figure 2.6. As can be seen, the
stable region for the above sub-grid system is given by h/λ ≤ 1/pi. One way
to ensure late-time stability, is to mitigate the occurrence (on the grids) of
waves with wavelengths less than pih. To accomplish this, we resort to spatial
filters discussed in the next section.
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Figure 2.6: Plot of χ vs. h/λ, where χ = 1− |R0|2 − 2={Z0F }<{Z0F }={R0}. The
passivity condition (2.28) requires that χ ≥ 0.
2.5 Spatial Filter Theory
Given the results of the reflection analysis in Section 2.2 and results of the
late-time stability analysis in Section 2.4, we declare two objectives: (a)
mitigate waves with wavelengths that may cause late-time instability in the
region h/λ > 1/pi, and (b) mitigate waves with wavelengths that experience
|R0| ≥ α on the grid and cause noise waves due to spurious reflections, where
α ∈ (0, 1] is an arbitrarily specified level. In this section, the application of
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isotropic spatial filters is proposed as a means to address both objectives.
First, we develop the theory for 1D spatial filters, and then extend the 1D
results to 2D and 3D.
2.5.1 1D spatial filter
If one follows the traditional finite impulse response (FIR) digital filter de-
sign procedure [23–25] which uses an ideal impulse response together with
smoothing functions (such as Hamming or Kaiser windows to suppress the
well-known Gibb’s phenomenon), one soon concludes that such an approach
is not optimized to address our two stated objectives, discussed above. In
light of this, use is made of the design criteria discussed in [34] to spec-
ify our spatial filter; these are repeated here for completeness of discussion.
We note that these criteria may be changed as necessary to optimize filter
performance for different applications.
We define the spatial frequency response of the filter
F (z) =
N∑
n=0
1
2
an(z
−n + zn) =
N∑
n=0
an cos (knh) (2.29)
where z = ekh, k is the propagation constant, an is the n
th Fourier coefficient,
N is the integer maximum number of samples (also the filter order), and n is
an integer. In the above equation, h is understood to represent the coarsest
grid size relevant to the application of interest.
1. The filter must fully pass the zero frequency component of the signal
entirely (i.e., F (z)|k=0 = 1).
2. The filter must fully eliminate all signal components with wavelength
λ = 2h
(
i.e., F (z)|k=pi/h = 0
)
.
3. The filter must have a frequency response as flat as possible near k =
0 (i.e., d
r
d(k2)r
F (z)
∣∣∣
k=0
; r = 1, 2, 3, ..., N).
As such, instead of the traditional FIR digital filter design procedure, we
use the aforementioned design criteria to obtain a system of linear algebraic
equations, the solution of which are the Fourier coefficients an in (2.29).
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Once the unknown Fourier coefficients are found, to apply the filter to the
FDTD grid at cell location i with field value φ[i], we multiply the spatial
frequency response (2.29) by the spatial frequency domain value of the field
Φ[z], at that cell. The new filtered value of the cell is φF [i] and its Fourier
series is ΦF [z].
ΦF [z] = F (z)Φ[z] (2.30)
Given the frequency shifting property Φ[z]z±i0 = φ[i ∓ i0] of discrete LTI
systems [35], and in light of (2.29) and (2.30), we obtain the inverse Fourier
series of (2.30) which provides the filtered time-domain value at cell location
i.
φF [i] = a0φ[i] +
N∑
n=1
1
2
an(φ[i− n] + φ[i+ n]) (2.31)
The spatial frequency response of the 1st order 1D filter is shown in Fig-
ure 2.7.
2.5.2 2D spatial filter
Using the McClellan transformation technique [26], we expand the 1D filter
(2.29) into a 2D filter. Since n is an integer, we can express cos(knh) as an
nth order Chebyshev polynomial with constant coefficients [25]
cos(knh) = c0 + c1w + c2w
2 + ...+ cnw
n (2.32)
where cn is the constant coefficient and w = cos(kh).
Using (2.32), we rewrite (2.29)
FM1(z) =
N∑
n=0
an cos
n(kh) (2.33)
For the 2D spatial filter, we use the McClellan transformation [26] to map
a single spatial axis θ to two orthogonal spatial axes θ1 and θ2.
cos(θ) = A cos(θ1) +B cos(θ2) + C cos(θ1) cos(θ2) +D (2.34)
where A,B,C,D are real constants, and, for a circularly symmetric contour,
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Figure 2.7: Magnitude of spatial frequency response for a 1D 1st order
filter, where λ = 2pi/k . (Source: Ata Zadehgol, Andreas C. Cangellaris,
Isotropic Spatial Filters for Suppression of Spurious Noise Waves in
Sub-Gridded FDTD Simulation. Copyright c©2011, IEEE Antennas
Propagation Society. Reprinted by permission of IEEE.)
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it is A = B = C = −D = 1/2.
Using transformation (2.34) in (2.33), we obtain
FM2(z1, z2) =
N∑
n=0
an(A cos(k1h) +B cos(k2h)
+ C cos(k1h) cos(k2h) +D)
n (2.35)
where z1 = e
k1h and z2 = e
k2h.
To obtain the 2D FDTD discrete implementation of the above, we reduce
cosn(kh) to a linear combination of cos(knh) terms, and replace an with the
new constant coefficient a′n1,n2 . Thus (2.35) can be written as
F ′M2(z1, z2) =
N∑
n1=0
N∑
n2=0
a′n1,n2 cos(k1n1h) cos(k2n2h) (2.36)
Once the spatial filter is obtained, to apply it to the 2D FDTD grid at cell
location {i1, i2} with field value φ[i1, i2], we multiply the spatial frequency
response (2.36) by the spatial frequency-domain value of the field Φ[z1, z2],
at that cell. The new filtered value of the cell is φF [i1, i2] and its Fourier
series is ΦF [z1, z2],
ΦF [z1, z2] = F
′
M2(z1, z2)Φ[z1, z2] (2.37)
The filtered discrete value may be obtained through the inverse Fourier
series of (2.37), in a similar fashion as for the 1D case (2.31),
φF [i1, i2] = a
′
0,0φ[i1, i2]
+
N∑
n1=1
N∑
n2=1
1
2
a′n1,n2(φ[i1 − n1, i2 − n2]
+ φ[i1 + n1, i2 + n2]) (2.38)
The spatial frequency response of the 1st order 2D filter is shown in Fig-
ure 2.8.
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Figure 2.8: Magnitude of spatial frequency response for a 2D 1st order
filter, where λ1 = 2pi/k1, λ2 = 2pi/k2. (Source: Ata Zadehgol, Andreas C.
Cangellaris, Isotropic Spatial Filters for Suppression of Spurious Noise
Waves in Sub-Gridded FDTD Simulation. Copyright c©2011, IEEE
Antennas Propagation Society. Reprinted by permission of IEEE.)
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2.5.3 3D spatial filter
As in the 2D case, the development of the 3D spatial filter starts with the
1D design (2.29), but instead of applying the McClellan transformation [26]
once, we apply it twice to map a single spatial axis θ to three orthogonal
spatial axes θ1, θ2, and θ3.
cos(θ) = (A+ CD) cos(θ1) + AB cos(θ2) +
+B2 cos(θ3) + AC cos(θ1) cos(θ2)
+BC cos(θ1) cos(θ3) +BC cos(θ2) cos(θ3)
+ C2 cos(θ1) cos(θ2) cos(θ3) +D +BD (2.39)
where A,B,C,D are real constants, and for a spherically symmetric surface
it is A = B = C = −D = 1/2.
The 3D frequency response is
F ′M3(z1, z2, z3) =
N∑
n1=0
N∑
n2=0
N∑
n3=0
(a′n1,n2,n3
cos(k1n1h) cos(k2n2h) cos(k3n3h))
(2.40)
where z1 = e
k1h, z2 = e
k2h, z3 = e
k3h, and a′n1,n2,n3 is the 3D Fourier
coefficient.
The 3D frequency-domain field value is
ΦF [z1, z2, z3] = F
′
M3(z1, z2, z3)Φ[z1, z2, z3] (2.41)
And finally, the 3D time-stepping formulation (convolution) is
φF [i1, i2, i3] = a
′
0,0,0φ[i1, i2, i3] +
N∑
n1=1
N∑
n2=1
N∑
n3=1
1
2
a′n1,n2,n3(φ[i1 − n1, i2 − n2, i3 − n3]
+ φ[i1 + n1, i2 + n2, i3 + n3]) (2.42)
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The spatial frequency response of the 1st order 3D filter is shown in Fig-
ure 2.9 for surface contours plotted at five distinct magnitudes of |F (z1, z2, z3)| =
{0.05, 0.25, 0.5, 0.75, 0.95}.
A detailed geometric perspective of the 1st order 3D filter’s operation is
presented in Appendix B.
Figure 2.9: Magnitude of spatial frequency response for a 3D 1st order filter.
The surface contours are for |F (z1, z2, z3)| = {0.05, 0.25, 0.5, 0.75, 0.95},
where λ1 = 2pi/k1, λ2 = 2pi/k2, λ3 = 2pi/k3. (Source: Ata Zadehgol, Andreas
C. Cangellaris, Isotropic Spatial Filters for Suppression of Spurious Noise
Waves in Sub-Gridded FDTD Simulation. Copyright c©2011, IEEE
Antennas Propagation Society. Reprinted by permission of IEEE.)
2.5.4 Filter order and frequency of its application
By using the expression for the 1D spatial frequency response (2.29) and given
the circular symmetry in 2D and spherical symmetry in 3D, we can easily
solve for the spatial wavelength λknee of a given filter order. The correspond-
ing temporal angular knee frequency is computed as ωknee = vph(2pi/λknee),
where vph is the wave phase velocity in the medium. If a smaller λknee is
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desired, a higher order filter may be used.
Alternatively, we note that application of the filter p consecutive times
during one update of the transient fields is equivalent to raising the magnitude
of frequency response of the filter to the exponent p. Thus, if a larger λknee
is desired, we can select the smallest filter order with the closest λknee and
raise its magnitude to the power p, set the resulting expression equal to the
desired magnitude at λknee and solve for p. For example, for a 3 dB drop in
magnitude at λknee we solve the following equation for p:
|ΦF (z)|p = 10−3/20|ΦF (z)|
∣∣
k=0
(2.43)
Appendix A provides a sample table of h/λknee vs. p for 1
st through 5th
order spatial filters.
Once the order of the filter has been decided, the power p obtained using
(2.43) serves as the maximum number of times the filter should be applied
throughout the transient simulation without resulting in attenuation of the
temporal frequency content of the response beyond acceptable levels. Clearly,
application of the filter should start after wave transmissions through grid
interfaces have commenced. Furthermore, given the finite stencil of the filter,
its selective use at positions where such interfaces are encountered and at
times appropriate for each position seems most appropriate.
2.6 Numerical Studies
To investigate the effectiveness of the proposed filters, we consider their ap-
plication to the FDTD modeling of a two-dimensional (2D) and a three-
dimensional (3D) cavity resonator. For the 2D case, a square box with
perfectly conducting electric walls is excited by an infinitely long electric
wire current source; hence, for the case of a z-directed line source, a TMz,
2D simulation is performed. For the 3D case, the resonator is a cube with
perfectly conducting electric walls excited by a z-directed, half-wavelength
electric dipole. In both cases, a non-uniform FDTD grid is used, resulting
from the utilization of a 1:3 fine:coarse sub-gridding along x [32]. Informa-
tion about the physical size of the resonators and the non-uniform grid used
is provided below.
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The excitation waveform is taken to be a Gaussian pulse. The Gaussian
pulse is chosen to have a frequency bandwidth fBW ≈ 3.0 GHz, and the fine
grid is setup for a maximum frequency fmax = 3.0 GHz with spatial dis-
cretization h = λmin/20, where λmin = vph/fmax; we note that these choices
for h, fBW , and fmax bring the −3 dB point of the Gaussian bandwidth to
h/λ ≈ 0.05 in the FDTD grid. This is to ensure good grid resolution to cap-
ture the signal’s power spectral density above the −3 dB point, while at the
same time allowing sufficient energy in the low-resolution wavelength regime
where the signal can still experience a spurious reflection value |R0| 6= 0.
We define λs as the wavelength at fBW . The side of the 2D square resonator
and the 3D cube resonator is 30λs. The non-uniform grid along x utilizes a
grid of size h over half of the resonator domain and a coarse grid of size 3h
over the other half. Uniform grids of size h are used along the remaining axes.
For the 2D case the source is located in the fine grid at half-distance between
PEC on left and fine-coarse transition on right, and the transient electric
field is recorded at half-distance between source and fine-coarse transition on
variable-length axis. For the 3D case, the half-wavelength dipole is placed
along the z-axis in the fine grid, at half-distance along the uniform grid axes
and half-distance between PEC and fine-coarse transition on variable-length
axis, while the z-component of the electric field is recorded at half-distance
between source and fine-coarse transition on variable-length axis.
The response is computed for the following three cases:
• Using a uniform grid of size h along x. This is the reference solution
and is referred to as Uniform in the following.
• Using the non-uniform grid along x as described above without any
filtering of the response. This is referred to as SubUnFil.
• Using the non-uniform grid along x as described above with filtering of
the response. This is referred to as SubFil.
The idea is to let the signal from a source in the fine grid arrive at the
fine-coarse interface, and then, as the spurious reflections propagate back
into the fine grid, intercept this noise wave in a pre-defined region of the fine
grid and eliminate it by application of spatial filters for a finite time and
until noise is attenuated to an acceptable level. Given that in any FDTD
simulation, the material properties of the grid are known in advance, we can
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calculate the propagation velocity in the medium, and from it the flight time
of signals. Using the signal flight times, and knowledge of location of the
sub-grid interface, it is possible to develop a filter application schedule at
specified regions of the fine grid. Alternatively, it is possible to use multi-
resolution signal decomposition techniques based on wavelet transforms [36,
37] to quickly identify locations within the grid that require filter application.
Below, we implement the former technique and give a demonstration in 2D
and 3D simulations.
The spurious reflections of R0 ≥ 1.0 begin to occur at k0h = 2/3. For this
example, let us specify our attenuation requirement of the noise waves to be
−3 dB at h/λ ≈ 0.015. Then, according to Table A.1, the first-order spatial
filter is applied approximately 140 times along the fine-coarse grid interface
(plus a 20-cell padding, equivalent to one λs) on the fine side, at increments
of τ = 1, at time steps τ = 240−380. The filter is applied to both the E-field
and H-field components, according to (2.38) for 2D simulation or (2.42) for
3D simulation.
We run both uniform and sub-gridded 2D TMz FDTD simulations, and
plot the electric field data at the fine-coarse interface from both simulations,
in Figure 2.10. It can be seen that the electric field begins to experience
spurious reflections starting at approximately τ = 240 until τ ≈ 380, before
the first reflection from left PEC arrives at the interface at τ ≈ 440; we
would like to eliminate this noise. The 2D simulation results are shown in
Figure 2.11. In the 3D case, we start filtering at τ = 220 until τ = 380. The
3D simulation results are shown in Figure 2.12.
2.7 Summary
For the standard Yee update algorithm with 1:3 sub-gridding, through a
quantitative analysis of the update equations at the fine-coarse interface
node, we derived an analytic expression for the reflection coefficient R0 at
the interface node, and correlated against computed results in 1D FDTD.
Here, the 1:3 sub-gridding ratio is chosen because 1:3 ratio (or 1:s ratio,
where s is an odd integer) provides the means for sequential nesting of sub-
grids within sub-grids quite efficiently; thereby, affecting transition from a
coarse grid to a much finger grid.
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Figure 2.10: Magnitude of z-component of the electric field Ez(V/m) vs.
time-step τ at the fine-coarse interface. (Source: Ata Zadehgol, Andreas C.
Cangellaris, Isotropic Spatial Filters for Suppression of Spurious Noise
Waves in Sub-Gridded FDTD Simulation. Copyright c©2011, IEEE
Antennas Propagation Society. Reprinted by permission of IEEE.)
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Figure 2.11: Magnitude of z-component of the electric field Ez(V/m) vs.
time-step τ for a 2D 1st order filter applied at increments of τ = 1. (Source:
Ata Zadehgol, Andreas C. Cangellaris, Isotropic Spatial Filters for
Suppression of Spurious Noise Waves in Sub-Gridded FDTD Simulation.
Copyright c©2011, IEEE Antennas Propagation Society. Reprinted by
permission of IEEE.)
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Figure 2.12: Magnitude of z-component of the electric field Ez(V/m) vs.
time-step τ for a 3D 1st order filter applied at increments of τ = 1. (Source:
Ata Zadehgol, Andreas C. Cangellaris, Isotropic Spatial Filters for
Suppression of Spurious Noise Waves in Sub-Gridded FDTD Simulation.
Copyright c©2011, IEEE Antennas Propagation Society. Reprinted by
permission of IEEE.)
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We developed the theory of spatial filter operators for 1D, 2D, and 3D
by relying on signal/image processing concepts and utilizing spatial trans-
formations to map from 1D to 2D and 3D. Along the way, we demonstrated
a simple procedure for a-priori determination of the filter order and applica-
tion time interval. The results showed that the methodology is effective in
suppression of noise waves from fine-coarse grid interface for both 2D and
3D sub-gridded FDTD simulations.
It is clear that even at high spatial sampling resolution Nλ = 20 (with
h = λmin/Nλ) there exist spurious reflections which will not go away for a
broad-band source, without significant increase of the grid resolution; thus,
the 2D and 3D spatial filters offer a way to attenuate such noise waves at
minimal cost. In this case, the cost associated with filtering is limited to a
relatively small portion of the grid region (one λs wide) over a finite portion
of the overall simulation time (140 filter operations in 2D and 160 filter op-
erations in 3D, with each filter operation being near the same order as a cell
update based on first order central difference), while requiring no additional
computer memory. In contrast, a 3× increase in coarse grid sampling reso-
lution with no sub-gridding and filtering would have increased the memory
requirements by 9× in 2D and 27× in 3D, while tripling the number of re-
quired time-stepping updates in 2D and 3D for the same amount of simulated
time.
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CHAPTER 3
THE MACRO-MODEL
3.1 Literature Review
As described in the novel work by [1–3] on model order reduction and sys-
tem level electromagnetic simulations, the electromagnetic field solvers are
not computationally optimized to address system level modeling. This is
primarily due to the fact that the use of finite-methods based solvers (e.g.,
finite difference, finite elements, finite volume, etc.) results in a large number
of degrees of freedom in the electromagnetic model, which hinders the com-
putational cost of the simulation. As a result, electromagnetic modeling of
realistic systems through finite methods often becomes impractical without
some sort of domain decomposition or a divide-and-conquer approach that
takes advantage of the success of such methods in modeling components of the
system. Focusing on a discrete model for one of the components of a complex
system, a state-space system of order in the tens or hundreds of thousands
is quite common. This means the system transfer function matrix that oper-
ates on the input state variables (system excitation) to compute the values
of the output state variables (system response) is of dimension O(104− 105).
However, during any specific simulation only a few of the eigen-states of the
system actually influence the system response, and as such, only these eigen-
states are necessary to accurately model the system behavior with sufficient
engineering accuracy. Therefore, by reducing the order of the system transfer
function matrix about those frequencies of interest, we increase the computa-
tional efficiency while maintaining sufficient engineering accuracy. The basic
idea behind the macro-model is the development of an abstraction layer that
encapsulates the fine features of interest and represents its electromagnetic
performance through a properly designed impedance (or admittance) trans-
fer function that takes the tangential electric (or magnetic) field components
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as input and produces tangential magnetic (or electric) field components as
output.
In [38], the concept of model order reduction through use of Pade´ moment-
matching is utilized toward simulation of dispersive multi-conductor trans-
mission lines. In [39], model order reduction on S-domain methods for
time and frequency simulations is illustrated. In [40], a methodology for
fast broad-band simulation of passive wave-guiding structures is presented.
The methodology utilizes the FDTD method with a non-symmetric Lanczos
eigenvalue algorithm to obtain a reduced-order model of the electromagnetic
system response over the frequency range of interest. In [41] the idea of
macro-model is implemented in finite element method simulations. In [42]
the automatic generation of sub-domain FDTD models using model order
reduction is described, and subsequently in [43] implementation of MOR on
FDTD sub-cells is demonstrated. Additional discussions of various aspects
of MOR techniques are provided in [6, 44–47].
There are various algorithms to obtain the reduced order model; one such
algorithm is ENOR [5], which gives a model order reduction procedure with
adaptive error control, for symmetric (reciprocal) RLC networks, using or-
thogonal projection, moment matching (expansion about the frequency of
interest), and Cholesky factorization (for computationally efficient solution
of matrix equations), to produce passive reciprocal reduced order models in
the form a symmetric positive definite (stable) system. This method for
MOR is used in [4] in FDTD simulations to reduce a full-order finite differ-
ence system transfer function (in the Laplace frequency domain) to a reduced
order approximate system.
The work in [48] is a formalization of the sub-gridding technique using
matrix notation, combined with MOR techniques of ENOR. The main goal
in [49] is to implement the macro-model into the difference operators without
introducing frequency dependence. This is so that the macro-model can be
applied to FDFD analysis of eigen-mode problems, such as calculation of
resonant frequencies of a cavity. This task is accomplished by applying the
orthogonal projection to the difference operators instead of to the matrix
transfer function.
The work in [50] outlines the algorithm for repeatedly nesting macro-
models and combining macro-models with the fast frequency sweep. The
main contribution here is that the matrices contain blocks of sub-matrices to
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reflect the multiple transitions from main grid to multiple layers of fine grids.
The work in [48] presents a simple way to reduce the spurious reflections due
to sub-gridding to near -80 dB, about 40 dB lower than the method by [21],
while not being as rigorous. The work in [51] is mainly a summary of pre-
vious work in [48–50] which are primarily demonstrated in two-dimensional
space. In [51] the demonstrations are given in three-dimensional space. The
work in [52] proposes that for the combined FDTD-macromodel scheme to
be stable, the coupling between the fine-coarse grid has to be implemented
properly; that is, by ensuring that the norm of the interpolation matrix sat-
isfies certain conditions. Finally, the work in [53] provides an overview to the
overall procedure for implementation of macro-models.
3.2 Formulation for Full Order Model
There are two possible ways to approach the development of the macro-
model for a portion of a structure in an FDTD grid. One such way is to
use the electric field as excitation at the boundary of the macro-model and
input to the macro-model, then extract the magnetic field as response at
the inner perimeter of the macro-model and output of the macro-model; this
formulation leads to the impedance transfer function (ITF) matrix [48,48–53].
The disadvantage of this method is that electric loss cannot be modeled easily
in the macro-model, due to the need to invert the non-square Curl-E operator
matrix; thus, the impedance transfer function is not ideal for capturing the
most general case with lossy material.
Alternatively, we can use the magnetic field as excitation at the boundary
of the macro-model and input to the macro-model, then extract the electric
field as response at the inner perimeter of the macro-model and output of the
macro-model; this leads to the admittance transfer function (ATF) matrix,
which readily facilitates modeling of electrically lossy material in the macro-
model.
The more general admittance transfer function which comprehends lossy
material is the focus of our work; as such, it is used for numerical studies in
this chapter, and provides the foundation for the stochastic macro-model in
the next chapter. For completeness and to highlight the differences between
ATF and ITF, the formulation for the impedance transfer function is provided
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in Appendix C.
In order to generate a macro-model for a portion of the FDTD grid, we
start with the time-harmonic frequency phasor form of source-free Maxwell
equations, where the time-harmonic term eωt is suppressed.
∇×E = −ωµH (3.1)
∇×H = ωE+ σE (3.2)
where  =
√−1, ω is the angular frequency, E is the electric field intensity
vector, H is the magnetic field intensity vector, σ is the material conduc-
tivity tensor, µ is the material permeability tensor, and  is the material
permittivity tensor.
For the macro-model implemented as an admittance transfer function,
equations (3.1)-(3.2) can be written as a finite-difference based semi-discretized
system in the Laplace (s-domain) in matrix form as follows:
DEe = −sPµh (3.3)
DHh+Qhhb = sPe+ Pσe (3.4)
where the Laplace variable s is the complex frequency s = α + ω, α is the
real part of frequency, ω is the imaginary part of frequency , DE is the spatial
Curl-E operator matrix, DH is the spatial Curl-H operator matrix, e is the
electric field vector inside the macro-model, hb is the magnetic field vector
containing boundary conditions on the perimeter of the macro-model, Qh is
the selector matrix for magnetic field at boundary, h is the magnetic field
vector inside and on the perimeter of the macro-model, and the diagonal
matrices P, Pµ, and Pσ represent material permittivity, permeability, and
conductivity, respectively, as functions of position inside the macro-model.
With the above formulation, we have
DE = D
T
H (3.5)
where the symbol T denotes the matrix transpose operator.
And in state-space form it is
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[
DE 0
Pσ −DH
][
e
h
]
+
[
0
Qh
]
hb + s
[
0 Pµ
P 0
][
e
h
]
=
[
0
0
]
(3.6)
The dimensions for each tensor are as follows:
h : N × 1
hb : n× 1
Qh : M × n
e : M × 1
DE : N ×M
DH : M ×N
P : M ×M
Pσ : M ×M
Pµ : N ×N
where M,N, n are integers, determined by the size of the macro-model.
Solving (3.3) for h, we obtain
h = −1
s
P−1µ DEe (3.7)
Substitution of (3.7) in (3.4) gives the relation
Y e = Qhhb (3.8)
where the admittance transfer function matrix Y is
Y =
1
s
DHP
−1
µ DE + Pσ + sP (3.9)
From (3.8) e is simply obtained by
e = Y −1Qhhb (3.10)
3.2.1 Time-stepping formulation
The Laplace operator s can be written in time domain as
s⇔ d
dt
(3.11)
Similarly, the Laplace operator s2 can be written in time domain as
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s2 ⇔ d
2
dt2
(3.12)
We assume that the material constitutive parameters belong to the class of
non-dispersive (frequency-independent) materials; thus the matrices {P, Pµ, Pσ}
are independent of the complex frequency s, which implies they are also in-
dependent of time. Therefore, the only time-dependent quantities are hb
and e. Then, using (3.11),(3.12) we may transform (3.8) to its time-domain
equivalent
DHP
−1
µ DEe+ Pσ
d
dt
e+ P
d2
dt2
e = Qh
d
dt
hb (3.13)
With a central-difference based time-derivative operator, operating on a
generic function of time f [t], we have
d
dt
f [t] =
f [t+ ∆t
2
]− f [t− ∆t
2
]
∆t
(3.14)
d2
dt2
f [t] =
f [t+ ∆t]− 2f [t] + f [t−∆t]
(∆t)2
(3.15)
where ∆t is the temporal discretization.
Using (3.14),(3.15), we expand the time-derivatives in (3.13) to obtain the
discrete time-domain relation
DHP
−1
µ DEe[n] +Pσ
e[n+ 1/2]− e[n− 1/2]
∆t
+ P
e[n+ 1]− 2e[n] + e[n− 1]
(∆t)2
= Qh
hb[n+ 1/2]− hb[n− 1/2]
∆t
(3.16)
where n is the discrete time variable.
Solving for the electric field in the future time-step at n+ 1, we obtain the
following time-stepping formulation:
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e[n+ 1] = P−1 (−(∆t)2DHP−1µ DEe[n]
− (∆t)Pσ (e[n+ 1/2]− e[n− 1/2])
+ P (2e[n]− e[n− 1])
+ (∆t)Qh (hb[n+ 1/2]− hb[n− 1/2])) (3.17)
We note that the above time-stepping requires the value of e at time steps
n + 1/2 and n − 1/2; however, since the electric field is not computed at
these half-step increments, we approximate them by temporal interpolation
as follows:
e[n+ 1/2] =
e[n] + e[n+ 1]
2
(3.18)
e[n− 1/2] = e[n] + e[n− 1]
2
(3.19)
Finally, substitution of (3.18)-(3.19) into (3.17) gives
e[n+ 1] = ν−1 · (∆t
2
Pσe[n− 1]
− (∆t)2DHP−1µ DEe[n] + P (2e[n]− e[n− 1])
+ (∆t)Qh (hb[n+ 1/2]− hb[n− 1/2])) (3.20)
where ν = (P+
∆t
2
Pσ) is the sum of two diagonal matrices; thus, its inversion
is trivial.
This completes the derivation of the full-order ATF system in terms of
matrix equations. Next, we discuss an appropriate model order reduction
scheme, to be applied to the above full-order system.
3.3 Model Order Reduction
In order to improve the computational efficiency of the sub-gridded model, we
utilize model order reduction (MOR). In essence, MOR projects the column-
space of the full-order system to a compact (i.e. reduced-order) sub-space;
this is accomplished by finding the strong orthogonal axes inside the full-
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order space and placing them in a sub-space projection matrix V .
Various MOR techniques may be used [2–7] to decrease the degrees of
freedom of the full-order system while maintaining sufficient engineering ac-
curacy. The MOR algorithm of ENOR [5] is convenient because it uses the
fast Cholesky factorization for computationally efficient solution of matrix
equations to produce a symmetric reduced order model while providing adap-
tive error control to derive the projection matrix. The orthogonal projection
operation is essentially the Galerkin process, which takes a (differential or
integral) system of equations with infinite degrees of freedom and transforms
it to a system of equations with finite degrees of freedom. The projection
matrix is obtained by moment matching which involves expansion about the
frequency of interest, and it is applied to the full-order system to produce
passive reciprocal reduced order models in the form of a symmetric positive
semi-definite system transfer function matrix, so long as the original system
transfer function matrix is also positive semi-definite. The positive semi-
definite nature of the reduced order system ensures passivity, and therefore
stability, of the reduced order model.
Both [5] and [6] used Cholesky factorization in the MOR algorithm for
its utility in speeding up the solution of the projection matrix by providing
upper and lower triangular matrices for use in back substitution; this choice
eliminates the need for computationally costly row-echelon operations. The
Cholesky factorization becomes especially important for reduction of very
large matrices.
It is worth noting that Cholesky factorization works on positive definite
matrices only. For the matrix equation to be Cholesky factorizable, an ad-
ditional requirement is imposed on the choice of the expansion frequency s0;
that is, s0 must be a real frequency if Cholesky factorization is indeed used.
Following a similar procedure to [5], we define the matrix quantities C ∈
<M×M , G ∈ <M×M , B ∈ <M×n, J ∈ <n×n, X ∈ <M×n, and Γ ∈ <M×M ,
where M,n are integers, as follows:
C = P (3.21)
G = Pσ (3.22)
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Γ = DHP
−1
µ DE (3.23)
B = Qh (3.24)
Using (3.21) - (3.23), we may re-write the admittance transfer function
matrix (3.9) as
Y =
(
Cs+G+
1
s
Γ
)
(3.25)
The total system in Laplace (s-domain) is given by(
Cs+G+
1
s
Γ
)
X[s] = BJ [s] (3.26)
We set s = s0(1− z), where the complex variable z = −1s0 (s− s0). Also, we
define the auxiliary variable
Y ′[z] =
X[z]
1− z (3.27)
The expansion frequency can be chosen along any path on the complex
Laplace plane, and was chosen to be on the real axis in [5,6]; however, because
ENOR requires Cholesky factorization, and Cholesky factorization requires
a positive-definite matrix, which in turn must comprise all real components,
we choose to expand about a real frequency s0 = f0 Hz. Further discussion
on expansion about real vs. imaginary frequency may be found at [44–47].
Next, we expand X[z], Y ′[z], J [z] in powers of z about the frequency s0,
and substitute these expansions into (3.26) and (3.27), equate coefficients of
same powers of z, and after some algebraic manipulations obtain the following
recurrence relation:(
Cs0 +G+
1
s0
Γ
)
Xk = Cs0Xk−1 − 1
s0
ΓY ′k−1 +QhJk (3.28)
where the desired number of iterations (i.e., number of moments about s0)
k is an integer, the relative tolerance tolrel is a real number signifying the
eigenvalue noise floor of the system, and it is
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Y ′k = Xk + Y
′
k−1
X−1 = Y ′−1 = 0
The yet unknown Xk are proportional to the (block) moments of the elec-
tric field vector (i.e. system response) when expanded about the frequency
s0.
We set the h-field source (i.e. system excitation) as follows:
Jk =
In×n if k = 0,0 if k 6= 0, (3.29)
and solve (3.28) for as many k-terms as desired.
The choice of setting J(k=0) = I
n×n, where In×n is the n × n identity
matrix, is equivalent to having a discrete impulse (magnetic) source at each
excitation node in Qhhb, resulting in the discrete impulse response of the
system.
Once the solutions to Xk are obtained, we form V = [X0, X1, ..., Xq], where
the projection matrix V ∈ <M×m is comprised of the first q block moments,
and the integer mM is the order of reduction.
We propose that the model order reduction technique of ENOR produces
an approximation of the full-order Maxwell’s state-space system, which yields
sufficient accuracy in representing fields of a broad-band nature. What con-
stitutes “sufficient accuracy” is decided by the specific application and its
given criteria for accuracy. The previous work in the literature shows that
a finite set of dominant eigenvectors obtains a good-enough approximation
of transient response of various systems (e.g., waveguides). ENOR achieves
this by moment-matching (about s0) of the system transfer function, while
employing an adaptive error control scheme to decide what minimal set of
modes and moments is necessary to minimize the error between the time
response of projected reduced-order and full-order models. ENOR provides
the mechanism for this adaptive error control through parameters of relative
tolerance tolrel and maximum number of iterations kiter.
The argument tolrel is used to admit into the projection matrix only those
eigenvectors associated with eigenvalues above the noise floor (a level be-
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low which the associated eigenvector is deemed to have insignificant relative
contribution to the system response). The argument kiter is used to decide
the maximum number of moments about the expansion frequency s0 that
are necessary to represent the system with sufficient accuracy. This itera-
tive process continues until the reduced-order and full-order system discrete
impulse responses are matched to desired specification. Thus, the ENOR
algorithm produces the necessary and sufficient vector basis for construction
of the eigen-space which is used to represent the dominant eigen-modes of
the original system transfer function, thereby leading to a projection matrix
whose column space spans the eigen-space of the full-order system.
In the following chapter, the stochastic domains are assumed to be rela-
tively small fine-featured sub-domains of the much larger coarse deterministic
domains, in multi-scale structures. This implies that the stochastic macro-
model region is electrically small and thus the spatial distribution of fields in
the stochastic macro-model region exhibits small sensitivity over frequency.
Thus, a relatively small set of moments obtains sufficiently accurate repre-
sentation of the transient field profile in the stochastic macro-model region.
Next, we apply the above MOR technique of ENOR to project the full-
order system to obtain a reduced order ATF.
3.4 Formulation for Reduced Order Model
In order to apply the MOR technique on the full-order ATF system, we
proceed as follows.
Using the projection matrix V , we obtain the following projected quantities
Cp = V
TCV (3.30)
Gp = V
TGV (3.31)
Γp = V
TΓV (3.32)
Qhp = V
TQh (3.33)
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To obtain the reduced order admittance transfer function (about s0), we
simply replace C by Cp, replace G by Gp, and replace Γ by Γp in (3.25), to
obtain
Yp =
(
Cps+Gp +
1
s
Γp
)
(3.34)
Then, to obtain the reduced order e-field, we replace Y with Yp and replace
Qh with Qhp in (3.10) to obtain
ep = Y
−1
p Qhphb (3.35)
To demonstrate the effect of MOR on a system, we apply ENOR to a ran-
dom system admittance transfer function of size 961× 961. For comparison,
we also apply direct eigen-decomposition by calculating the same system’s
eigenvectors and eigenvalues, and keeping only those eigenvectors which are
significant based on their associated normalized eigenvalues; the comparison
is shown as density plots in Figure 3.1. The original full order system has its
degrees of freedom dispersed smoothly on the entire matrix structure. The
ENOR reduced system is computed with one k iteration. Clearly, the ENOR
reduced system has a much smaller size, 56× 56, and the system’s degrees of
freedom are less smoothly distributed on the matrix structure. As expected,
the direct eigenvector decomposition redistributes the original system’s de-
grees of freedom over the diagonal of a much smaller highly sparse diagonal
matrix.
3.5 Time Stepping and Stability
Following the same procedure for the full-order system, and using (3.34),(3.35),
we obtain the reduced order time-stepping formula
ep[n+ 1] = νp
−1 · (∆t
2
Gpep[n− 1]
− (∆t)2Γpep[n] + Cp (2ep[n]− ep[n− 1])
+ (∆t)Qhp (hb[n+ 1/2]− hb[n− 1/2])) (3.36)
where νp = (Cp +
∆t
2
Gp).
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Figure 3.1: Density plots of (a) the original system transfer function
matrix, (b) the reduced order system transfer function matrix, based on
ENOR, (c) the reduced order system transfer function matrix, based on
direct Eigen-decomposition. The density plot represents the structure of
the matrix, where each matrix element is represented by a color in the
continuous spectrum of the standard temperature map. The maximum and
minimum values are represented by red and blue, respectively.
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The time-stepping formula (3.36) is based on 2nd order accurate central
difference operator (3.15) in both time and space, as well as time-averaging
(3.18),(3.19). The stability analysis for such a case is carried out in [54]
based on the von Neumann [55] method and in [56] based on discrete system
analysis [57], and reveals that the stability condition for lossy and lossless
media are the same, with the stable region given by
∆t ≤ ∆tmax =
√
µ√
1
(∆x)2
+ 1
(∆y)2
+ 1
(∆z)2
(3.37)
where µ and  are the smallest values of the material permeability and per-
mittivity in the grid, ∆tmax is the maximum allowed temporal discretization,
and ∆x,∆y,∆z are the spatial discretization steps in the direction of orthog-
onal unit vectors xˆ, yˆ, zˆ, respectively.
It is worth noting that instead of the conditionally stable central difference
operation, it is possible to implement the discrete difference operation as an
unconditionally stable operator such as the Newmark-β [56]. This choice
yields greater flexibility in spatial-temporal discretizations; however, for the
sake of simplicity in demonstrating the main ideas, we use central difference
throughout this work.
Having obtained the time-stepping formulation (3.36), we modify the stan-
dard Yee time-stepping scheme through Algorithm 1.
3.6 Use of the Macro Model Inside an FDTD Grid
The diagram in Figure 3.2 shows the relative locations of electric and mag-
netic field vector components with respect to each other and the computa-
tional grid.
The fields are used in the time-stepping routine, as follows:
• The hb-fields at the arrows are the macro-model input (excitation) at
the perimeter of macro-model immediately outside the electric field
boundary layer. These are updated using the electric field values at
dashed circles and disks. The vector h contains the state variables
inside the macro-model and at the perimeter of the macro-model.
• The e-fields at disks are the macro-model output (response). These are
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Circle: E-field in coarse grid.
Dashed circle: Interpolated E-field
Dotted Circle: e-field in fine grid.
Arrow: h-field excitation in fine grid.
Disk: e-field response at boundary of macro-model.
Figure 3.2: Diagram of field arrangement for the macro-model implemented
as an admittance transfer function.
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Algorithm 1 Modified Yee time-update algorithm (ATF).
1. Initialize the FDTD grid with boundary and initial conditions.
2. At time-step n, update the H-field in the coarse grid using the usual
FDTD update scheme.
3. Update the electric field (response) ep using the magnetic field (exci-
tation) hb and (3.36).
4. Obtain e = V.ep, to be used in the next update of H-field in the coarse-
grid.
5. At time-step n + 1/2, update the E-field in the coarse grid, including
eb on boundary of the macro-model.
6. Update the source, located in the coarse grid.
7. Iterate to n+ 1/2 and goto 2.
the boundary electric field state variables eb. The e-fields at disks are
updated using the system transfer function matrix.
• The dotted circles (inside the macro-model) are the place-holders for
e-field, around which the h-field is never updated, since they fall into
the macro-model region. When MOR is applied, it reduces the degrees
of freedom of the original model, as dictated by the dotted circle do-
main, to a desired level as specified by the relative tolerance tolrel and
maximum iteration number kiter during computation of the projection
vector.
3.7 Numerical Studies
To demonstrate the concepts discussed thus far, we perform 2D (with ∂
∂z
=
0) TMz simulations, in rectangular coordinates with unit vectors {xˆ, yˆ, zˆ},
with one electric field component along the z-axis (Ez), one magnetic field
component along x-axis (Hx) and another magnetic field component along
y-axis (Hy). Although the numerical examples in this chapter are 2D, the
macro-model formulations derived above are just as valid for application
towards 3D problems; the only required adjustment is that for the case of 3D
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the tangential magnetic field excitation should be the fields around the outer
faces of a 3D volume (rather than around the contours of a 2D surface), and
the tangential electric field response should be the fields immediately beneath
the surface of a 3D volume (rather than the fields immediately beneath the
boundary of a 2D contour); see Appendix D.
The i-axis represents the spatial index along the x-axis, and the j-axis
represents the spatial index along the y-axis. A square cell is used for spatial
discretization, such that spatial discretization along the x-axis ∆x is equal to
the spatial discretization along the y-axis ∆y. The spatial discretization in
the fine grid is designated as ∆xF , which is 1/3 of the spatial discretization
of the coarse grid ∆xC .
The magnetic field has a component along the x-axis and a component
along the y-axis, and the electric field has a component along the z-axis,
transverse to x-y plane. We use the total field / scattered field (TF/SF)
method [10] to generate a plane wave source with a Gaussian distribution.
The TF/SF region is placed inside the computational domain, where the
relative location of each simulation region is identified in Figure 3.3. The
plane wave is depicted in Figure 3.4, where it is generated at ia, propagates
in the +x direction, and leaves the TF region at ib. Outside of the SF region,
the computational domain is bounded by a perfectly matched layer (PML)
region, and subsequently the entire FDTD domain is truncated with the
perfect electric conductor (PEC) walls.
We conduct three experiments. In the following experiments we simulate
inside a cavity resonator, which means the PML region is set to have a
thickness equal to zero.
In the first experiment, we place a single macro-model at the center of
a square shaped cavity resonator {ic, jc}, with free-space everywhere; see
Figure 3.4.
The second experiment is setup with two apertures inside a metal screen
along the y-z plane. Each aperture is modeled as a macro-model, where the
aperture is centered symmetrically inside the macro-model. The metal screen
is modeled as copper. In order to mimic an infinite-plane metal screen in the
y-z plane, we place two perfect magnetic conductor walls horizontally in the
FDTD domain just one cell inside the TF/SF boundary at j = ja + 1 and
at j = jb − 1, and truncate the metal screen at these PMC walls. This has
the effect of producing infinite non-inverted mirror images of the tangential
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Figure 3.3: The total field / scattered field (TF/SF) region is placed inside
the computational domain. The perfect electric conductor (PEC) truncates
the entire FDTD domain. The perfectly matched layer (PML) pads the
PEC. The scattered field (SF) region is inside the PML region. The total
field (TF) region is inside the SF region. The scattering objects to be
simulated are placed inside the TF region.
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Figure 3.4: Diagram of one macro-model in free-space.
electric fields and normal magnetic fields between the PMC sheets, along +y
and -y axis; see Figure 3.5. The second experiment is depicted in Figure 3.6.
The third experiment modifies the second experiment by adding one more
aperture at the center of the grid. The apertures are placed at equal spacing
from each other along the y-axis and modeled with a macro-model, as shown
in Figure 3.7.
The ratio of coarse grid to fine grid (inside macro-model) resolution is 3:1.
The plane wave emanates from the left (i = ia) in the coarse grid, propagates
to the right towards the macro-model region at center, and leaves the TF
region on the right (i = ib).
The metal screen is placed at the center of the grid along the x-axis at
i = ic, and each aperture is centered with a square macro-model, with an
aperture length equal to 5∆xC along the y-axis. The square macro-model
edge is equal to 7∆xC . The metal screen has a width equal to ∆xC , equivalent
to three fine cells in the fine grid. The metal screen is assumed to be copper
with a conductivity σ = 5.7× 108 S/m.
The electric field Ez(V/m) is computed in FDTD at point {iM , jM} located
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Figure 3.5: The PMC walls are inserted horizontally inside the FDTD
domain, to generate mirror images of the metal screen with apertures. The
metal screen is truncated at the PMC boundary.
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Figure 3.6: Diagram of double apertures experiment.
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Figure 3.7: Diagram of triple apertures experiment.
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at the center of the grid along the y-axis and ∆xC to the right of the macro-
model’s right edge along the x-axis. The Ez is computed for the following
three cases:
• Using a uniform high resolution fine grid for the entire FDTD compu-
tational domain. This is the reference solution and is referred to as
UHF in the following.
• Using sub-gridding with 3:1 ratio, in place of macro-model region. This
is referred to as SUB.
• Using macro-model. This is referred to as MAC.
The grid’s maximum frequency is fmax = 3.0 GHz, which gives λmin =
c/fmax = 0.1 m, where propagation velocity in free-space is c = 1/
√
µ00 =
3 × 108 m/s, the permeability of free-space is µ0 = 4pi10−7 H/m, and the
permittivity of free-space is 0 =
10−9
36pi
F/m. The Gaussian source has a
frequency bandwidth fsBW = 0.5 GHz, and we define the source wavelength
λs = c/fsBW = 0.6 m. The Gaussian source peak is set to occur at tp = 1.2 ns.
The spatial sampling resolution is Nλ = 20 in the coarse grid and Nλ = 60 in
the fine grid; this makes the spatial discretization ∆xF = λmin/Nλ ≈ 0.0016
m in the fine grid, and ∆xC = 0.005 m in the coarse grid. The Courant factor
[10] is set to 0.5, which makes the temporal discretization ∆t = 0.5∆xF/c.
The TF region in the computational domain is set to be equal to one λs on
each side.
For the following experiments, we set tolrel = 10
−3, kiter = 1, and expand
about s0 = 1.0 GHz. This produces a projection matrix V with dimensions
364 × 52, which means the reduced order system matrix (Cp, Gp,Γp) have
dimensions 52× 52.
The result of the first experiment, shown in Figure 3.8, demonstrates that
a single macro-model in free-space correlates very well with the uniform high
resolution simulation, which means the macro-model is working as expected.
The signal starts propagation from left side of TF, passes through the macro-
model filled with free-space, and leaves the TF on the right.
The result of the second simulation, shown in Figure 3.9, indicates that two
macro-models each placed over an aperture correlate very well against the
uniform high resolution simulation. The signal starts propagation from the
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Figure 3.8: Magnitude of Ez (V/m) vs. time-step n, with one macro-model
in free-space.
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left side of TF, arrives at the metal screen with two apertures, and begins to
experience reflections from the metal screen as well as propagation through
the apertures.
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Figure 3.9: Magnitude of Ez (V/m) vs. time-step n, with two
macro-models, each covering an aperture.
The simulation result for the third experiment, shown in Figure 3.10, illus-
trates excellent agreement between the macro-model and the uniform high
resolution simulations. Note the slightly increased magnitude compared with
the second experiment; this is due to the presence of an additional aperture
which allows more energy through the metal screen, where each aperture
acts as a dipole antenna. The above results provide good evidence of the
operational status and high accuracy of the macro-model system.
Next, we show ~E-field density plots of the TF region in the uniform high
resolution computational grid, as the plane-wave propagates through the
double and triple apertures. For the following sets of plots (Figures 3.11-
3.12), we set fsBW = 3.0 GHz, tp = 0.2 ns, each aperture length to 9∆xC
along the y-axis, and the computational domain to 5λs on each side.
Also, we show ~E-field density plots of the TF region in the reduced order
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Figure 3.10: Magnitude of Ez (V/m) vs. time-step n, with three
macro-models, each covering one aperture.
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Figure 3.11: Density plot of Ez (V/m) at time-step n = 362, with two
apertures in metal screen. Uniform high resolution.
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Figure 3.12: Density plot of Ez (V/m) at time-step n = 362, with three
aperture in metal screen. Uniform high resolution.
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computational grid (Figures 3.13-3.14), as the plane-wave propagates through
the double and triple apertures.
Figure 3.13: Density plot of Ez (V/m) at time-step n = 420, with two
macro-models, each covering one aperture.
To validate the FDTD solutions, we correlate the uniform high resolution
far-field radiation pattern of a single aperture vs. the approximate solution
for radiation pattern. To obtain the approximate solution, we proceed as
follows. First, we approximate the high conductivity metal screen as PEC.
Then, we use the field equivalence principle [58] to replace the ~E-field in the
aperture with an equivalent magnetic surface current density ~Ms, and replace
the PEC screen with vacuum.
In this case, ~E = Ez zˆ, which makes ~Ms = Myyˆ = 2Ezyˆ (see Figure 3.15);
then we compute the electric vector potential ~F
~F =

4pi
∫∫
S′
e−βR ~Ms[x′, y′]
R
dS ′ (3.38)
where the propagation constant β = ω
√
µ00 , the vector ~R = ~r − ~r′, the
magnitude of ~R = R, the source location is given by ~r′, and the observation
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Figure 3.14: Density plot of Ez (V/m) at time-step n = 420, with three
macro-models, each covering one aperture.
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Figure 3.15: The field equivalence principle to model the aperture current.
Sx is the x-component of the Poynting vector ~S, depicting power flow in
+x-direction. Metal screen is placed at x = xms.
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field point location is given by ~r′. Here, ~r, ~r′, ~R are the radial vector com-
ponents in the spherical coordinate system, where the spherical coordinate
unit vectors are {rˆ, φˆ, θˆ} shown in Figure 3.16.
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Figure 3.16: The spherical coordinate system.
Further simplifying the analysis, we assume the metal screen is infinitely
thin in the x-direction; thus we have a 1D integral in (3.38). Also, due to
analyzing a 2D domain with no variation along the z-direction, the observa-
tion point lies on the x-y plane at θ = pi/2. In addition, we assume to be in
the far-field region, which allows us to simplify the integral by using paral-
lel ray approximation to reduce the expansion of R (based on the binomial
expansion theorem) to be R ≈ r in the magnitude term, and R ≈ r − rˆ · ~r′
in (the phase of) the exponential term, where the magnitude of vector from
origin to the field point |~r| = r and magnitude of vector from origin to the
source point |~r′| = r′. Finally, using physical optics approximation [59] we
assume the field in the aperture to be equal to the incident plane wave, and
uniformly distributed across the aperture.
In this case, we set the broadside incident plane wave to have a Gaussian
distribution in time
g[t] = E0e
− (t−tp)
2
2t2
PW (u[t]− u[tsim]) (3.39)
where E0 is the peak magnitude of the incident electric field, tp is the time
at which the peak occurs, u is the unit-step function, tPW is the pulse-width,
and tsim is the maximum simulation time.
The Fourier transform of g[t] is
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G[ω] = E0e
−ωtp−ω
2t2PW
2
√
pi
2
tPW
× (ϑ[ (tp − ωt
2
PW )√
2tPW
] + ϑ[
(−tp + ωt2PW + tsim)√
2tPW
]) (3.40)
where the function ϑ[.] is the integral of the Gaussian distribution given by
ϑ[z] = 2√
pi
∫ z
0
e−t
2
dt.
Thus, the electric field in the aperture is expressed in the frequency domain
as
~Ea[ω, x] = zˆG[ω]e
−βx (3.41)
We set the aperture center to be the new coordinate origin, and obtain the
electric field in the aperture at x = 0 as
~Ea[ω, x = 0] = zˆG[ω] (3.42)
Using the above simplifications, (3.38) only possesses a yˆ component in
rectangular coordinates. Using spherical coordinate transformations, and
neglecting the rˆ component due to being in far-field, the φˆ component of
(3.38) is
Fφ[r, φ, ω] = cosφ
(

e−βr
4pir
∫ L/2
−L/2
2G[ω]eβrˆ·
~r′dy′
)
(3.43)
where L is the length of the aperture in the y-direction, and for the y-directed
magnetic current density we have rˆ · ~r′ = y′ sinφ.
Thus, the electric field ~E = θˆEθ in frequency domain is obtained by [60]
Eθ[r, φ, ω] = −ωηFφ (3.44)
where the intrinsic impedance η =
√
µ/. We note that at θ = pi/2, it is
Eθ = −Ez.
To compare the frequency domain approximate expression with the time-
domain computed data from FDTD, we apply the discrete inverse Fourier
transform (DIFT) to (3.44).
For the next sets of plots, we set fsBW = 3.0 GHz and keep the PML
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thickness at zero while increasing the computational domain to 40λs on each
side so as to avoid reflections from PEC walls and signals from image aper-
tures (on the other side of the PMC walls). We plot the far-field radiation
pattern of a single aperture placed at grid’s center, obtained from the UHF
grid simulation. For this, we compute the E-field in the Fraunhofer (far-
zone) region [60] at a far-field distance greater than rff = 2D
2/λs, where D
is the largest dimension of the radiator. In this case, we set the aperture to
have a length of D = 9∆xF , that makes D = 0.0144 m. Thus, the far-zone
is located at a distance greater than approximately 0.00415 m, or less than
3∆xF . As such, we compute the E-field at a radial distance of 50∆xF over
−pi/2 ≤ φ ≤ pi/2.
Let us also check the radiation pattern of three such apertures placed at
equal distances from each other along the y-axis, in a collinear array [60]. In
this case, the apertures have equal phase and amplitude. For this, we use
the array factor
AF =
sin N
2
ψ
sin 1
2
ψ
(3.45)
where the progressive phase ψ = βd sinφ, d is the distance between centers
of two apertures, and the number of apertures N = 3.
To obtain the far-zone radiation pattern for the array, we multiply the
radiation pattern for the single element (3.44) by the array factor (3.45),
then apply the discrete inverse Fourier transform of the resulting expression
to obtain the radiation pattern in time domain.
For the FDTD simulations, we set the computational domain length to
30λs and each aperture length to 7∆xF . We set the distance between each
aperture to be equal to 11∆xF . These choices make the far-zone distance
for the entire array approximately equal to 529∆xF , and we record data at
radial distance of 650∆xF from the center of the middle aperture.
The FDTD and approximate solutions shown in Figures 3.17-3.20 are quite
close; however, they are not a perfect match. The discrepancies are in part
due to the simplifying assumptions discussed earlier. In addition, for the ap-
proximate solution of the array we assume there is no coupling between the
elements and that each element pattern is due to an aperture in an infinite
PEC plane; whereas, in the FDTD simulation the apertures are placed in
a copper screen relatively close to each other and there is coupling between
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apertures. As such, this makes the element patterns non-ideal and reduces
the accuracy of pattern multiplication in the approximate solution. Further-
more, we reduced the size of elements to keep the far-zone distance for the
array relatively small; this reduces the uniformity of field distribution in the
apertures and further impacts the accuracy of the approximate solution.
0
15 °
30 °
45 °
60 °
75 °
90 °
105 °
120 °
135 °
150 °
165 °
180 °
195 °
210 °
225 °
240 °
255 °
270 °
285 °
300 °
315 °
330 °
345 °
Figure 3.17: FDFD (solid black) vs. approximate (dotted red) radiation
pattern of Eθ at radial distance of 50∆xF from the aperture’s center.
Computed in the Fraunhofer region at time step n = 2450 in the UHF grid.
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Figure 3.18: FDTD (solid black) vs. approximate (dotted red) radiation
pattern of Eθ at radial distance of 50∆xF from the aperture’s center.
Computed in the Fraunhofer region at time step n = 2550 in the UHF grid.
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Figure 3.19: FDTD (solid black) vs. approximate (dotted red) radiation
pattern of collinear array, with Eθ at radial distance of 650∆xF from the
aperture’s center. Computed in the Fraunhofer region at time step
n = 3111 in the UHF grid.
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Figure 3.20: FDTD (solid black) vs. approximate (dotted red) radiation
pattern of collinear array, with Eθ at radial distance of 650∆xF from the
aperture’s center. Computed in the Fraunhofer region at time step
n = 3200 in the UHF grid.
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CHAPTER 4
THE STOCHASTIC MACRO-MODEL
4.1 Motivation
In this chapter, we develop a methodology for stochastic macro-modeling in
FDTD, by infusing the macro-model with the stochastic collocation tech-
nique. This expedites the quantification of the impact of parametric uncer-
tainty in the fine-featured geometric and material properties of multi-scale
structures, on the electromagnetic response of stochastic systems in FDTD.
To motivate this chapter, we induce a random geometric variation in the
example of aperture array from the previous chapter, and observe the impact
of such random variation on the magnitude of the electric field. For this, first
we simulate three apertures in a metal screen, all having the same length
along the y-axis equal to 19∆xC , where ∆xC is the spatial discretization in
the coarse grid; the resulting signal is designated by “Eq”. Then, we reduce
the center aperture’s length by 5∆xC (i.e. approximately 50%) and repeat
the simulation; the resulting signal is designated by “UnEq”. The effect can
be seen in Figure 4.1.
Assuming the specification level for minimum high-voltage is violated by
the UnEq signal, it is evident that such random variations can have a detri-
mental effect. To remedy such variations due to uncertainty, typically the
structure is over-designed by large margins to ensure that the performance
specifications are met and even exceeded for mission critical tasks; however,
usually over-design adds cost.
To comprehend the effects of uncertainty (e.g., [61, 62]) in fine-featured
regions of multi-scale structures, and to efficiently quantify the impact of
such uncertainty on the electromagnetic response of stochastic systems, we
propose the stochastic macro-model in FDTD. This provides a computation-
ally efficient method to mitigate the impact of random variations early in
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Figure 4.1: Normalized electric field Ez vs. time-step n. Three equal-length
apertures (solid black designated as Eq) vs. three apertures with the center
apertures’s length approximately equal to 50% length of the other two
apertures (dashed blue designated as UnEq).
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the design stage. The development of the stochastic macro-model eliminates
the need for repeated discretization of the overall structure. Indeed, only a
single grid needs to be developed for the deterministic portion of the overall
structure irrespective of the realization generated by a specific choice of the
random parameters in the domains exhibiting statistical variability, thus re-
sulting in significant computational savings by avoiding re-discretization of
the deterministic domain for each variation in the stochastic domain.
This chapter is organized as follows. In Section 4.2, we begin with the
deterministic macro-model. Then we introduce the method of stochastic col-
location in Section 4.3 as the method of choice for statistical analysis. In
Section 4.4 we introduce the stochastic macro-model, which relies on the
machinery of homogeneous chaos, described in Section 4.5, to expand each
random system parameter into a set of orthogonal polynomials in random
space. The computation of the coefficients in the expansions are discussed in
Section 4.6. The construction of the stochastic projection matrix is discussed
in Section 4.7, followed by the solution of the reduced order coefficients in
Section 4.8. In Section 4.9 we develop the solution to the stochastic field
quantities in the FDTD grid, followed by an algorithm for generation and
utilization of the stochastic macro-model in FDTD. The method of numer-
ical integration in random space over the sparse Smoljak grid is detailed
in Section 4.10. We conclude the chapter by application of the proposed
methodology in several numerical examples illustrated in Section 5.
4.2 Deterministic Reduced Order Model
As discussed in Chapter 3, a fine-featured region of interest in the FDTD grid
may be encapsulated by casting it as a deterministic 2nd order state-space
abstraction layer
Y e = Qhhb (4.1)
where Y =
(
sC +G+ 1
s
Γ
)
is in <M×M , and matrices C,G,Γ, Qh are assumed
to be time-invariant (i.e. non-dispersive material is assumed).
To simplify the notation for the ensuing developments we insert the sub-
script F to designate the full-order system.
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YF eF = uF (4.2)
where YF =
(
sCF +GF +
1
s
ΓF
)
is in <M×M , the input uF = QhFhbF is in
<M×1, and the electric field vector eF is in <M×1.
As was highlighted in Section 3.1, the reduction in degrees of freedom
increases computational efficiency; thus, the system equations may be subject
to model order reduction by using the sub-space projection matrix V ∈ <M×m
(with mM) obtained through a convenient MOR technique; in this case,
we use ENOR to obtain V .
Hereafter, the reduced order deterministic model is given by
Y z = u (4.3)
where
z = V T eF , Y = V
T
(
sCF +GF +
1
s
ΓF
)
V, u = V TQhFhbF
The deterministic reduced order model is comprised of Y ∈ <m×m, u ∈
<m×1, and z ∈ <m×1.
The system (4.3) provides a complete description of the deterministic
model in the Laplace domain. In Chapter 3 we obtained the time-stepping
formula (3.36) for this deterministic reduced order system.
4.3 Stochastic Collocation Method
To determine statistical measures (e.g., mean, variance, etc.) of the system
response under input uncertainty, various sampling methods (e.g., Monte
Carlo [63]), non-sampling methods (e.g., stochastic Galerkin), or perturba-
tion methods [64–67] may be utilized. Among the non-sampling methods,
the stochastic Galerkin method [68] has recently been used in the litera-
ture [69–71]. Although the stochastic Galerkin method has a fast (expo-
nential) convergence rate under sufficient smoothness conditions in random
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space, the numerical implementation becomes non-trivial [72,73] for systems
with complicated governing differential equations and boundary conditions,
with the complications mostly due to the coupled nature of the associated
differential algebraic equations (DAE).
A popular and well-developed sampling method that uses deterministic
experiments (using decoupled DAE) to deduce the statistical measures is the
Monte Carlo method [63, 74–76]. The main advantage of the Monte Carlo
method is its simplicity in numerical implementation. In its most basic form,
a Monte Carlo algorithm is based on choosing a random value for each param-
eter of the system under uncertainty according to the parameter’s probability
density functions (PDF), and performing simulations until convergence in the
statistical indicators is reached.
At its core, the Monte Carlo method relies on the ability to generate ran-
dom numbers [77]. Because a computer is a deterministic system, it cannot
generate truly random numbers; however, with appropriate precautions, it is
possible to generate pseudo-random numbers [78, 79]. The key is to ensure
that no repetitive pattern emerges in the generated set of numbers. The
pseudo-random numbers generated according to arbitrary probability distri-
butions are then used to select the various deterministic experiments, from
which the statistical measures of the system response are obtained. Although
the rate of convergence is independent of the number of random variables,
it is relatively slow; such that, for K sample experiments, the brute-force
Monte Carlo converges asymptotically as 1/
√
K. Thus, for large K, Monte
Carlo requires a large number of experiments to converge.
A method that combines the ease of numerical implementation of Monte
Carlo with the speed of the stochastic Galerkin method is the stochastic
collocation method [80,81]. For relatively small number of random variables,
the stochastic collocation method is only weakly dependent on the number
of random variables, and under sufficient smoothness conditions in random
space, it can have an exponential rate of convergence, while requiring the
solution to a set of deterministic problems only.
In the stochastic collocation method, the basic idea is to expand a random
variable in terms of orthogonal polynomials. In essence, the polynomial chaos
serves as an interpolation mechanism to describe the statistical solution in
random space. The expansion of a random variable in terms of Hermite poly-
nomials was introduced in the theory of homogeneous chaos [82] in context
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of a Brownian motion process. The development of non-linear functionals in
terms of Fourier-Hermite functionals [83] indicates that the expansion based
on homogeneous chaos is extensible to any second order stochastic process,
and paves the way to the expansion of random variables in terms of the poly-
nomial chaos [84, 85]. This is quite convenient, given that a second order
stochastic process is characterized by having random variables with finite
variance; and since all real system parameters exhibit finite variance, then
polynomial chaos may be used to expand random processes in any real sys-
tem. Subsequently, other investigators [70] have mapped the choice of various
classes of probability distribution functions to the convergent-optimal choice
of the type of polynomial chaos.
Finally, it is important to note that the stochastic collocation method relies
on accurate multi-dimensional numerical integration methods (cubature) to
ensure solution accuracy. Various investigators have worked on this topic in
context of Smoljak grid [9, 86–92].
In the next section, we apply the stochastic collocation method towards
stochastic macro (reduced order) modeling in FDTD.
4.4 Stochastic Reduced Order Model
The idea of using stochastic modeling together with model order reduction,
for assessment of random input variations on system output, has been studied
by a number of different investigators, and its utility for various applications
has been demonstrated in the past [65–67, 93–97]. Here, we develop the
methodology to quantify uncertainty in fine-featured regions in the FDTD
grid through the stochastic macro-model.
Let us assume that the input parameters (i.e. structural, material, and
excitation tensors) in the full-order system exhibit uncertainty; these param-
eters are considered random variables and will be denoted by the superscript˜
symbol. The uncertainty in system description may be represented as follows:
Y˜F e˜F = u˜F (4.4)
where
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Y˜F =
(
sC˜F + G˜F +
1
s
Γ˜F
)
, u˜F = Q˜hF h˜bF
Let YFj be the j
th admittance transfer function (ATF) for a certain com-
bination of structural, material and excitation parameters based on each
random variable’s probability density function; that is, any given YFj may
be regarded as a deterministic instance of the system state.
Let all the possible combinations of the full-order system parameters in
d-dimensional continuous random space Ξ ∈ [−1, 1]d be given in a set YFs .
Because of the infinite dimension of YFs , its computationally feasible sta-
tistical analysis requires that we truncate the set YFs by choosing a finite
subset of parametric combinations in continuous random space. An impor-
tant question is how should we select such a subset to minimize the number
of elements in YFs while maintaining sufficient accuracy in the resulting sta-
tistical analysis. One approach is through the use of the Smoljak grid, to be
discussed in Section 4.10.
Once the elements in the finite set YFs have been determined, we may apply
MOR to each deterministic ATF YFj and obtain a deterministic projection
matrix Vj. Having obtained Vj,∀j ∈ 1, 2, . . . , J , we may use interpolation to
obtain the random projection matrix V˜ which may be used to compute a pro-
jection matrix for any possible parametric combination in continuous random
space; the interpolated projection matrix is expressed in terms of orthogonal
polynomials, to be discussed in Section 4.5. Thus, random variability in sys-
tem parameters due to uncertainty may be represented through the random
projection matrix V˜ . To generate V˜ for stochastic macro-modeling of the
fine-featured sub-grid region, the sub-grid region must be generated J times.
The approach described above offers the key computational advantage
that, once the random projection matrix V˜ , and by extension, the stochas-
tic macro-model of the smaller fine-featured region, has been generated, the
larger deterministic region (i.e. the deterministic main FDTD grid) need not
be discretized repeatedly for every random variation in the fine-
featured stochastic region! This is in sharp contrast, in terms of compu-
tational cost, to the case where in the absence of the stochastic macro-model
it would have been necessary to perform repeated discretization of the large
deterministic domain for every random variation in the small fine-featured
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stochastic domain.
Hence, we obtain the following stochastic reduced order system description:
Y˜ z˜ = u˜ (4.5)
where
z˜ = V˜ T e˜F , Y˜ = V˜
T
(
sC˜F + G˜F +
1
s
Γ˜F
)
V˜ , u˜ = V˜ T Q˜hF h˜bF
The reduced-order stochastic model (4.5) comprehends structural, mate-
rial, and excitation variability, due to presence of uncertainty in the system.
It is clear that for each jth instance of system parameters in random space,
we need to generate the projection matrix Vj. We may obtain Vj using the
random variables C˜Fj , G˜Fj , Γ˜Fj and Q˜hFj , ∀j ∈ 1, 2, . . . J and their associated
PDFs.
An overview of the stochastic macro-model generation is as follows: First
we expand the full-order system’s random variables in terms of series of or-
thogonal polynomials [69–72, 80, 97–99] and unknown coefficients. Next, we
perform multi-dimensional numerical integration (cubature) of the expanded
stochastic variables in random space over the Smoljak grid, to solve for the
unknown coefficients. For the cubature nodes and weights we utilize the
Clenshaw-Curtis rule [100–102]. Finally, we substitute the solved coefficient
solutions back into the polynomial equations, and perform truncated polyno-
mial projection to obtain the approximate reduced order stochastic model.
The various steps in the stochastic model order reduction process are dis-
cussed in detail in the following.
4.5 Orthogonal Expansion
The optimal choice of orthogonal basis for several different kinds of probabil-
ity distributions is discussed in [69–71]. Let us define the infinite-dimensional
Hilbert space L2 as the set of all square-integrable functions. For optimal
(fastest) convergence in the L2 sense we use the continuous Gaussian distri-
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bution together with the class of Hermite polynomials Hp ∈ [−∞,∞]; this
combination gives an exponential convergence rate.
The Gaussian distribution function is given by
α[~ξ] = e−
1
2
~ξ T ·~ξ (4.6)
where ~ξ = {ξi1 , ξi2 , . . . , ξin} is the set of independent random variables, and
the symbol T denotes the transpose operator.
The nth order Hermite polynomial Hn is obtained by the relation [103],
[84], [70]
Hn[{ξi1 , ξi2 , . . . , ξin}] = e
1
2
~ξ T ·~ξ(−1n) ∂
n
∂ξi1∂ξi2 . . . ∂ξin
e−
1
2
~ξ T ·~ξ (4.7)
Hence, for the case of two random variables ~ξ = {ξ1, ξ2} we obtain the 0th, 1st,
and 2nd order polynomial chaos orthogonal basis, as follows:
order 0 : H0[{}] = 1
order 1 : H1[{ξi1}] = ξ1, H1[{ξi2}] = ξ2
order 2 : H2[{ξi1 , ξi1}] = ξ21 − 1, H2[{ξi1 , ξi2}] = ξ1ξ2
H2[{ξi2 , ξi2}] = ξ22 − 1 (4.8)
The homogeneous chaos polynomial forms a complete basis in the space of
Gaussian variables and satisfies the orthogonality relation
〈Hi[{ξi1 . . . ξin}]Hj[{ξj1 . . . ξjn}]〉 = 〈H2i 〉δij (4.9)
where δij is the Kroneker delta, and it is
〈f(~ξ)g(~ξ)〉 =
∫
Rn
f(~ξ)g(~ξ)
1√
(2pi)n
e−
1
2
~ξ T ·~ξd~ξ (4.10)
Having obtained the orthogonal basis of polynomial chaos, we may proceed
to expand the random variables in terms of such orthogonal basis. The higher
the polynomial order, the more degrees of freedom are available in capturing
the interactions of independent random variables and their collective impact
on the stochastic response. It is important to note that using higher order
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polynomials must be accompanied with sufficiently accurate cubature as con-
trolled by the choice of level k in the Smoljak grid. If the cubature is not of
sufficient accuracy, the higher order polynomial can exacerbate the cubature
errors and rapidly lead to large errors in the final results.
If we assume that uncertainty is present in the fine-featured region inside
the macro-model only, and the exterior region to the macro-model is free
of uncertainty, then this implies that the magnetic field excitation at the
boundary of the macro-model as a total field quantity is comprised of a
deterministic incident magnetic field hibF and a stochastic scattered magnetic
field h˜sbF ; that is, the total magnetic field excitation is stochastic. Thus, the
magnetic field excitation at the boundary of the macro-model is h˜bF = h˜
t
bF
=
hibF + h˜
s
bF
, and therefore it must be treated as a stochastic parameter and
expanded in terms of polynomial chaos basis.
Additionally, if we assume that uncertainty is present in the fine-featured
region inside the macro-model, as well as outside of macro-model due to
presence of multiple stochastic macro-models, such that the exterior region
to the macro-model exhibits uncertainty as well, then this implies that the
magnetic field excitation at the boundary of the macro-model as a total
field quantity is comprised of a stochastic incident magnetic field h˜ibF and
a stochastic scattered magnetic field h˜sbF ; that is, the total magnetic field
excitation is again stochastic. Thus, the magnetic field excitation at the
boundary of the macro-model is h˜bF = h˜
t
bF
= h˜ibF + h˜
s
bF
, and therefore it must
be treated as a stochastic parameter and expanded in terms of polynomial
chaos basis.
To keep a conceptual framework on the ensuing developments, we take the
example case where there are two independent random variables and expand
in terms of basis {1, ξ1, ξ2} where the highest order polynomial is of 1st order.
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e˜F = eF0 + ξ1eF1 + ξ2eF2
z˜ = z0 + ξ1z1 + ξ2z2
C˜F = CF0 + ξ1CF1 + ξ2CF2
G˜F = GF0 + ξ1GF1 + ξ2GF2
Γ˜F = ΓF0 + ξ1ΓF1 + ξ2ΓF2
Q˜hF = QhF0 + ξ1QhF1 + ξ2QhF2
h˜bF = hbF0 + ξ1hbF1 + ξ2hbF2
u˜F = Q˜hF · h˜bF
V˜ = V0 + ξ1V1 + ξ2V2 (4.11)
In the next section, we discuss the solution process for the unknown coef-
ficients (e.g., CF0 , GF0 ,ΓF0) associated with basis of the polynomial chaos.
4.6 Full Order Coefficients
As an example, let us consider the full-order stochastic matrix C˜F in (4.11)
C˜F = CF0 + ξ1CF1 + ξ2CF2 (4.12)
For each random variable ξi, we assume a Gaussian PDF
ρi[x] =
1
σi
√
2pi
e
−(x−µi)2
2σ2
i (4.13)
where µi is the mean, σi is the standard deviation, ∀i = 1, 2, . . . , d, and the
dimensionality of random space d is the number of random variables.
Then, to compute the unknown coefficients CFi , i ∈ {0, 1, 2} we may inte-
grate both sides of (4.12) over two-dimensional random space Ξ = [−1, 1]2.
∫∫
C˜Fρ1[ξ1]ρ2[ξ2]dξ1dξ2 =
∫∫
(CF0 + ξ1CF1 + ξ2CF2)ρ1[ξ1]ρ2[ξ2]dξ1dξ2
(4.14)
where ρ1 and ρ2 are the PDFs as a function of random variables ξ1 and ξ2,
respectively.
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Using the orthogonality property of polynomial chaos and (4.14), we obtain
CFi = σ
2
i
∫∫
C˜Fρ1[ξ1]ρ2[ξ2]ξidξ1dξ2 (4.15)
where i ∈ {0, 1, 2}, the standard deviation for the ith random variable is
given by σi, and it is σ0 ≡ 1, ξ0 ≡ 1.
Let us designate the cubature (i.e., multi-dimensional numerical integra-
tion) operator I[.] in (4.15) as follows:
I[f ] =
∫∫
fdξ1dξ2 (4.16)
where the integrand f = C˜Fρ1[ξ1]ρ2[ξ2]ξi.
The efficient computation of accurate solutions for coefficients (4.15) is
critically dependent on the efficiency and accuracy of the cubature technique
used to approximate (4.16). The computational complexity of the stochas-
tic collocation problem is Msc times the deterministic problem, where Msc
is the number of collocation nodes on the Smoljak grid. For the sake of
computational efficiency we need to find an optimal set of nodal points Θd in
d-dimensional random space that minimizes the number of collocation points
while maintaining sufficient accuracy. In Section 4.10, we explore the chosen
cubature technique in detail.
In the next section, we discuss the generation of the stochastic projection
matrix.
4.7 Construction of the Stochastic Projection Matrix
We expand in terms of polynomial chaos basis to obtain the following trun-
cated polynomial chaos expansion for the stochastic projection matrix:
V˜ = V0 + V1ξ1 + V2ξ2 (4.17)
Integrating both sides gives
∫∫
V˜ ρ1[ξ1]ρ2[ξ2]dξ1dξ2 =
∫∫
(V0 + ξ1V1 + ξ2V2)ρ1[ξ1]ρ2[ξ2]dξ1dξ2 (4.18)
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where ρ1 and ρ2 are the PDFs as a function of random variables ξ1 and ξ2,
respectively.
Using orthogonality property of polynomial chaos, the coefficients are given
by
Vi = σ
2
i
∫∫
V˜ ρ1[ξ1]ρ2[ξ2]ξidξ1dξ2 (4.19)
where i ∈ {0, 1, 2}, the standard deviation for the ith random variable is
given by σi, and it is σ0 ≡ 1, ξ0 ≡ 1.
The above requires computation of MOR for each node on the Smoljak
grid, and the integration can be carried out using the cubature technique
outlined in Section 4.10.
In the next section, we demonstrate usage of the stochastic projection
matrix to obtain the coefficients in the polynomial chaos (PC) expansion of
the reduced order system.
4.8 Coefficients in PC Expansion of Reduced Order
System
Having obtained the stochastic projection matrix, we transform the full-
order stochastic system (4.4) to the reduced order stochastic system (4.5).
The process is demonstrated through the use of the full order stochastic loss
matrix G˜F to obtain the reduced order stochastic loss matrix G˜, where G˜F =
GF0 +GF1ξ1 +GF2ξ2 is comprised of full order coefficients GF0 , GF1 , GF2 , and
G˜ = G0 +G1ξ1 +G2ξ2 is comprised of reduced order coefficients G0, G1, G2.
The coefficients G0, G1, G2 are associated with the orthogonal polynomial
chaos basis 1, ξ1, ξ2, respectively.
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G0 +G1ξ1 +G2ξ2
= (V0 + V1ξ1 + V2ξ2)
T · (GF0 +GF1ξ1 +GF2ξ2) · (V0 + V1ξ1 + V2ξ2)
= V T0 GF0V0
+ ξ1(V
T
1 GF0V0 + V
T
0 GF1V0 + V
T
0 GF0V1)
+ ξ2(V
T
2 GF0V0 + V
T
0 GF2V0 + V
T
0 GF0V2)
+ ξ21(V
T
1 GF1V0 + V
T
1 GF0V1 + V
T
0 GF1V1)
+ ξ22(V
T
2 GF2V0 + V
T
2 GF0V2 + V
T
0 GF2V2)
+ ξ1ξ2(V
T
2 GF1V0 + V
T
1 GF2V0 + V
T
2 GF0V1 + V
T
0 GF2V1
+ V T1 GF0V2 + V
T
0 GF1V2)
+ ξ21ξ2(V
T
2 GF1V1 + V
T
1 GF2V1 + V
T
1 GF1V2)
+ ξ1ξ
2
2(V
T
2 GF2V1 + V
T
2 GF1V2 + V
T
1 GF2V2)
+ ξ31V
T
1 GF1V1 + ξ
3
2V
T
2 GF2V2 (4.20)
Using the orthogonality property of polynomial chaos, we may approximate
the reduced order coefficients Gi by keeping only the first three terms on the
Right Hand Side (RHS) of (4.20).
We obtain the reduced order coefficients Qhi below:
Qh0 +Qh1ξ1 +Qh2ξ2 = (V0 +V1ξ1 +V2ξ2)
T · (QhF0 + ξ1QhF1 + ξ2QhF2 ) (4.21)
As before, we obtain the approximate reduced order coefficients Qhi by
truncating all quadratic and higher powers of ξi, as well all cross-terms (e.g.,
ξ1ξ2) on RHS of (4.21).
4.9 Computing the Exterior Stochastic Fields
In this section, we develop the methodology for computation of the stochastic
fields exterior to the macro-model, followed by an algorithm for computing
statistical data for the stochastic macro-modeling in FDTD.
The solution to the exterior problem of full-order stochastic field quantities
outside the macro-model may be computed readily by cubature of orthogonal
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expansion of e˜F = eF0 + ξ1eF1 + ξ2eF2 on the Smoljak grid in simultaneity
with the computation of the stochastic excitation h˜bF , as expressed below:
eFi = σ
2
i
∫∫
e˜Fρ1[ξ1]ρ2[ξ2]ξidξ1dξ2 (4.22)
where i ∈ {0, 1, 2}, the standard deviation for the ith random variable is
given by σi, and it is σ0 ≡ 1, ξ0 ≡ 1.
The fact that the total magnetic field excitation h˜bF = h˜
t
bF
at the bound-
ary of macro-model is a stochastic field quantity implies an important point
worth highlighting. The solution to the exterior problem of full-order stochas-
tic field quantities outside the macro-model may be computed readily by cu-
bature of orthogonal expansion of e˜F = eF0 + ξ1eF1 + ξ2eF2 in random space
over the Smoljak grid, in simultaneity with the computation of the stochas-
tic excitation h˜bF . One way to accomplish this with computational efficiency
is to incorporate the stochastic collocation methodology in the time-update
scheme of FDTD, such that in the FDTD simulations on each Smoljak node
(from which the stochastic fields everywhere in the interior, boundary, and
exterior are computed) we compute the coefficients of polynomial chaos basis
as the FDTD time-update proceeds.
Using definition of expectation (4.23) and definition of variance (4.24),
together with the expansion (4.25), we easily obtain the mean response
µResponse = eF0 and the standard deviation response σResponse =
√
Var =√
e2F1
σ21
+
e2F2
σ22
, for the exterior stochastic fields.
Exp[e] =
∫∫
eρ1ρ2dξ1dξ2 (4.23)
Var = Exp[e2]− (Exp[e])2 (4.24)
e˜F = eF0 + eF1ξ1 + eF2ξ2 (4.25)
The key advantage offered by the stochastic macro-model is twofold. First,
it reduces computational cost by eliminating the need for repeated and un-
necessary discretization of the deterministic domain of the boundary value
problem for every possible random variation in fine-featured stochastic sub-
domain. Second, it reduces the computational cost by carrying out the
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stochastic field computations in the projected reduced order stochastic space
through stochastic model order reduction.
4.10 Numerical Integration (Cubature)
At the heart of the stochastic macro-model is the accurate numerical integra-
tion of random variables over the pertinent orthogonal random space. Thus,
we discuss this in further detail. We begin by defining the d-dimensional
random space Ξ ⊂ <d with d ≥ 1. To preserve generality, we assume that
the bounded support [80] for random variables ξi is Ξ
i = [−1, 1], for i =
1, 2, . . . , d; which means that the bounded random space is a d-dimensional
hypercube Ξ = [−1, 1]d. We note that random variables with bounded sup-
port in [a, b] can always be mapped to [−1, 1].
4.10.1 The tensor product algorithm
Consider the multi-variate d-dimensional integral [100]
Id[f ] =
∫
[−1,1]d
f [x]dx (4.26)
Define the sequence of quadrature (1-d numerical integration) formulas
U i[f ] =
mi∑
j=1
f [xij]a
i
j (4.27)
where mi ∈ N, and N denotes the set of natural numbers.
In the multi-variate case (d > 1), an intuitive choice would be to use tensor
products, as follows:
(
U i1 ⊗ . . .⊗ U id) [f ] = mi1∑
j1=1
. . .
mid∑
jd=1
f [xi1j1 , . . . , x
id
jd
] · (ai1j1 · . . . · aidjd) (4.28)
The collocation nodes corresponding to U i are given by
X i = {xi1, . . . , ximi} ⊂ [−1, 1] (4.29)
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The tensor product algorithm depends on the nodal grid, given by
H[q, d] =
(
X i1 × . . .×X id) (4.30)
where the integer q ≥ d.
If the same number of nodes are chosen in each dimension (i.e. m1 =
m2 = . . . = md = m), then the total number of nodes Mtensor = m
d; thus the
above cubature, based on a tensor product realization, requires computation
on a nodal set Θd with m
d collocation nodes. Such a nodal set suffers from
computational inefficiency via a slow convergence rate, especially for large
dimensionality d. We need to find computationally efficient approximations
to the functional Id[f ] in the multivariate case based on good approximations
of I1[f ] in the univariate case.
4.10.2 The Smoljak sparse grid algorithm
The algorithm of Smoljak [8] provides a computationally optimal nodal set,
which is very sparse compared to the nodal set for the tensor product al-
gorithm; as a result, the Smoljak algorithm provides an exponential rate of
convergence under sufficient smoothness conditions.
Define U0 = 0, ∆i = U i − U i−1 for i ∈ N, and |i| = i1 + . . . + id with
i ∈ Nd [100]. Then, the Smoljak algorithm is given by
A[q, d] =
∑
i≤q
(
∆i1 ⊗ . . .⊗∆id) (4.31)
Alternatively, we may write (4.31) as the linear functional [89]
A[q, d] =
∑
q−d+1≤|i|≤q
(−1)q−|i| ·
(
d− 1
q − |i|
)
· (U i1 ⊗ . . .⊗ U id) (4.32)
where
(
d− 1
q − |i|
)
yields the binomial coefficient. This form is also referred
to as the combination technique [104].
The Smoljak algorithm depends on values of f on the nodes at the union
of grids
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H[q, d] =
⋃
q−d+1≤|i|≤q
(
X i1 × . . .×X id) (4.33)
Given that nested random variable sets X i ⊂ X i+1 give rise to nested
nodal sets H[q, d] ⊂ H[q + 1, d], we obtain the sparse grid
H[q, d] =
⋃
|i|=q
(
X i1 × . . .×X id) (4.34)
Hence, (4.27) need only be evaluated on the sparse grid nodes (4.34). For
q = k + d, it can be shown [72] that the number of nodes in the Smoljak
grid MSmoljak ≈ 2kk! dk, for fixed k and d  1; thus the dependence on di-
mensionality d is much weaker in this case, compared to the tensor product
case.
4.10.3 The Clenshaw-Curtis rule
To solve for the unknown coefficients of the polynomial chaos expansion, we
employ the cubature with the Clenshaw-Curtis rule [100] on the Smoljak
sparse grid [8].
Using the extrema of Chebyshev polynomials as coordinates of the collo-
cation nodes for the random variables, the Clenshaw-Curtis formula is given
by
U i[f ] =
mi∑
j=1
f [xij]a
i
j (4.35)
where mi = 2
i−1 + 1 for i > 1, and m1 = 1.
The random variable collocation nodes are given by
xij = − cos
[
pi(j − 1)
mi − 1
]
, j = 1, . . . ,mi (4.36)
with x11 = 0.
For j = 2, . . . ,mi − 1 the weights are given by
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aij = a
i
mi+1−j =
2
mi − 1
(
1− cos (pi(j − 1))
mi(mi − 2)
− 2
(mi−3)/2∑
k=1
1
4k2 − 1 cos
2pik(j − 1)
mi − 1
)
(4.37)
and for j = 1 and j = mi, the weights are given by
ai1 = a
i
mi
=
1
mi(mi − 2) (4.38)
Comparisons of the tensor product grid vs. the Smoljak grid are shown
for two-dimensional random space with q = 7, d = 2 in Figure 4.2, and for
three-dimensional random space with q = 8, d = 3 in Figure 4.3.
The weights corresponding to each collocation point are shown in Fig-
ure 4.4, where the radius of each disk in 2D and each sphere in 3D signifies
the relative magnitude of the weight at that point, the color blue designates
a negative weight and color red designates a positive weight. The collocation
points and their associated weights may be conveniently precomputed once,
before proceeding with the numerical integration.
4.11 Algorithm for Stochastic Macro-Modeling
For each macro-model with N random variables, we generate a Smoljak
sparse grid (i.e., an N -dimensional hypercube in random space), using in-
structions outlined in Section 4.10.2. Using cubature of Section 4.10, we
solve for all the coefficients of the polynomial chaos expanded parameters
everywhere on this N -dimensional hypercube that constitutes the random
space spanned by {ξ1, . . . , ξN}. Assume we have M stochastic macro-models
present in the FDTD grid, then each stochastic macro-model is placed at
a fixed point inside the FDTD grid and simulations are performed over an
M × N -dimensional Smoljak grid. The polynomial chaos expansions of the
random variables which constitute the system parameters provide a conve-
nient interpolation mechanism for obtaining the values for all the random
variables at any desired point within the M ×N -dimensional random space.
Finally, to obtain the stochastic field quantities, cubature is performed over
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Figure 4.2: Collocation points in two-dimensional random space for (a)
tensor product grid with 1089 nodes vs. (b) Smoljak grid with 145 nodes,
where q = 7, d = 2.
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Figure 4.3: Collocation points in three-dimensional random space for (a)
tensor product grid with 35,937 nodes vs. (b) Smoljak grid with 441 nodes,
where q = 8, d = 3.
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Figure 4.4: Collocation weights for each point in Smoljak grid. (a) For
d = 2, q = 7 the negative values are depicted by dotted circles and the
positive values are depicted by solid circles. (b) For d = 3, q = 8 the
negative values are depicted by spheres and the positive values are depicted
by ellipsoids. The minimum value is given by rmin, and the maximum value
is given by rmax.
89
the M × N -dimensional Smoljak grid to extract the statistical information.
Algorithm 2 describes the generation of the stochastic macro-model, and
Algorithm 3 describes the utilization of the stochastic macro-model inside
an FDTD grid.
Algorithm 2 Generation of the stochastic macro-model.
1. Identify the system parameters which are expected to exhibit uncer-
tainty and designate each parameter to an independent random vari-
able xi,∀i ∈ 1, 2, 3, . . ..
2. Choose an appropriate type and order of polynomial chaos basis for ex-
pansion of xi, where the random variable ξi in random space correspond
to xi in physical space ∀i ∈ 1, 2, 3, . . . (e.g., (4.11)).
3. For each stochastic macro-model with N random variables, generate
a Smoljak sparse grid (i.e., an N -dimensional hypercube in random
space), using instructions outlined in Section 4.10.2.
4. For each stochastic macro-model, use cubature of Section 4.10 to solve
for the unknown coefficients of the expanded full-order random param-
eters everywhere on the N -dimensional Smoljak grid (e.g., (4.15) and
(4.35)).
5. For each stochastic macro-model, construct the stochastic projection
matrix V˜ (4.17), using (4.19) and (4.35). This step requires an MOR
operation for each full order system on the Smoljak grid.
6. For each stochastic macro-model, determine the coefficients in the poly-
nomial chaos expansion of the reduced order system (4.20), (4.21).
If needed, the interior fields inside each stochastic macro-model may be
found simply by application of reverse projection on the reduced order field
quantities, as discussed in step 4 of Algorithm 1.
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Algorithm 3 Utilization of the stochastic macro-model.
1. Assume there are M stochastic macro-models, each with N random
variables. Place each stochastic macro-model at a fixed location inside
the FDTD grid.
2. Perform stochastic simulations over an (M ×N)-dimensional Smoljak
grid. Use the interpolation mechanism, available through the polyno-
mial chaos expansion of random variables found from Algorithm 2, to
conveniently determine values for the random variables at any desired
point within the (M ×N)-dimensional random space.
3. For each node on the (M ×N)-dimensional Smoljak grid, compute the
stochastic fields everywhere (on boundary of the macro-models and the
exterior region in the main FDTD grid).
4. In simultaneity with step 3 above, compute the coefficients of the poly-
nomial chaos expansion for the stochastic field quantities (4.25) at each
FDTD time-update as discussed in Section 4.9, by using cubature (4.35)
to compute (4.22).
5. Use (4.23) and (4.24) to determine the statistical parameters of mean,
variance, etc. at each time-update, for the stochastic field quantities.
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CHAPTER 5
NUMERICAL STUDIES
5.1 Discussion
In this section, we present a series of numerical studies to illustrate the above
ideas. In all the examples, we compare the stochastic collocation (SC) results
against the base-line results provided by the standard Monte Carlo (MC)
simulations. Since the standard Monte Carlo simulation converges as 1/
√
K,
we choose K = 10, 000 sample points in random space, for each independent
variable, to obtain a solution accuracy of within 1%, which is sufficient for
illustrative purposes. The stochastic macro-models are generated using the
MOR algorithm of ENOR with the expansion frequency s0 = fmax/2, relative
tolerance tolrel = 10
−3, and maximum iteration kiter = 3. The numerical
examples are carried out with plane-wave excitation implemented with the
TF/SF method described previously.
To perform the simulations in these numerical studies, we utilize the paral-
lel computing resources of the Computational Science and Engineering pro-
gram of the University of Illinois at Urbana-Champaign. Each stochastic
FDTD simulation on the Smoljak grid, as well as on the Monte Carlo grid, is
executed in parallel on the computing system, thereby significantly reducing
the total execution time for performing these numerical experiments.
For the SC simulations, one stochastic macro-model with two random vari-
ables is generated per Algorithm 2. For each node on the Smoljak grid, we
use numerical integration to obtain the coefficients of polynomial chaos ex-
pansion and perform MOR to obtain the stochastic projection matrix, and
thus the stochastic reduced order system; this step is done prior to perform-
ing time-domain simulations and the model is stored for re-use as necessary.
Then, simulations are performed using the stochastic macro-model and as
the simulations run, the orthogonality of polynomial chaos is used to extract
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the expectation (mean) and variance of the stochastic field quantities at each
time-step (or at each frequency after performing discrete Fourier transform
(DFT) operation on time-domain data) through cubature on the Smoljak
grid, as discussed in Algorithm 3.
Designate Msc to be the number of nodes on the Smoljak grid. The cost
associated with the SC method is Csc = Cgensc + Csimsc . The one-time cost
of generating the stochastic macro-model is Cgen = Msc × tgen, where tgen is
comprised of cubature and MOR operations required to generate the reduced
order model at each Smoljak node, and it is dominated by cost of MOR. The
cost of simulation is Csimsc = Msc × tsim, where tsim is the time required
for simulation of an instance of the stochastic macro-model at one node of
the Smoljak grid. Both Cgensc and Csimsc may be mitigated using parallel
computing.
For the MC simulations, a macro-model is generated for each node in the
Monte Carlo grid, where each node represents one combination of the random
variable values mapped from physical space to normalized random space
based on a truncated Gaussian distribution. For each node on the Monte
Carlo grid, the MOR operation is performed once to obtain the corresponding
reduced order system; this step is done prior to performing time-domain
simulations and the model is stored for re-use as necessary. Then, simulations
are performed using the reduced order system at each MC grid node. The
results of simulations on each node, at each time-step (or at each frequency,
after performing DFT operation on time-domain data), are submitted to
statistical analysis to obtain the expectation (mean) and the variance of the
response.
Designate Mmc as the number of nodes in the MC grid. The cost associated
with the MC method is Cmc = Cgenmc + Csimmc . The cost of generating
deterministic macro-models for the MC grid is Cgenmc = Mmc × tgen, where
tgen is dominated by the MOR time required to generate a reduced order
model at one MC grid node. The cost of simulation is Csimmc = Mmc × tsim,
where tsim is the time required for simulation at one node of the MC grid.
Both Cgenmc and Csimmc may be mitigated through parallel computing.
In the numerical examples of Section 5.3-5.5, for the stochastic collocation
simulations, the stochastic macro-model is placed at a fixed location in the
2D/3D FDTD grid and the random movement of the cylinder (based on
the Gaussian PDF) is modeled through the stochastic macro-model. For the
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Monte Carlo simulations, the cylinder is fixed at the center of a deterministic
macro-model (i.e., one instance of the stochastic macro-model where the
random variables are at their mean value) and the deterministic macro-model
itself is moved in the 2D/3D FDTD grid based on the Gaussian PDF. The
stochastic field data from a single stochastic macro-model in the stochastic
collocation simulations is then correlated against stochastic field data from
multiple deterministic macro-models in the Monte Carlo simulations.
Other investigators have reported that under sufficiently smooth conditions
in random space, the convergence rate of the SC solution may be almost
exponential [81]; this significantly reduces the requirement on Msc compared
to Mmc. In our examples, using Gaussian PDF to represent the uncertainty
of the random variables, we find that indeed a relatively small number of
sample points is sufficient for the SC solution to converge to the MC solution,
for the mean of response. In all examples that follow, for random space of
dimension d = 2, a Smoljak level k = 5 is used to generate the macro-
models. The Smoljak level k = 5, 6, 7 (corresponding to 145, 321, 705 nodes,
respectively) is sufficient to have the mean of response in the SC FDTD
solution converge to the MC solution; however, for higher order moments
(e.g., variance of the response) typically a more dense sampling of the Smoljak
grid is required (e.g., Smoljak level k = 8 − 9, corresponding to 1537-3329
nodes). For random variables with relatively small variance (e.g., σ2 ≤ 1), the
convergence rate of SC solution to the standard MC solution is indeed very
fast; as demonstrated in Section 5.2 for random space of dimension d = 2,
a Smoljak level k = 5 suffices to have the SC solution converge to the MC
solution. However, as the physics of the problem (i.e., governing differential
equations, and initial/boundary values) become more complex, the level of
the Smoljak grid needs to be increased in accordance with complexity of
the fields and in proportion to the degrees of freedom required to express
their variations with sufficient accuracy; for example, in Section 5.3-5.4 it
was necessary to increase the Smoljak level to k = 9 to have the variance of
response for SC solution converge to the MC solution.
Although the higher order polynomial chaos is useful in capturing the
impact of complex interactions of multiple random variables on the system
response, increasing the polynomial order should be accompanied with a
commensurate increase in the level of the Smoljak grid (i.e., more accurate
cubature); otherwise, using higher order polynomials can lead to amplifica-
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tion of errors and is ultimately harmful to the solution accuracy. In the
numerical examples that follow, we use 1st order polynomial chaos to expand
random variables.
While numerical integration based on the Clenshaw-Curtis rule is highly
optimized to achieve accurate results for the mean of the response, it does
not seem to be as well optimized for capturing higher order moments such
as the variance of the response, as observed in the numerical experiments of
Section 5.3-5.5. As one might expect, this mean-optimal behavior is related
to the choice of node coordinates and weights for the Clenshaw-Curtis rule;
that is, the heaviest weights are concentrated around the mean of the input
random variables, as shown in Figure 4.4. The search for a variance-optimal
choice of node coordinates and weights may be a topic of interest for further
research.
In the numerical examples that follow, the perfectly matched layer (PML)
is used as the absorbing boundary condition. The number of PML cells on
each side is 20 cells, with a grading polynomial of order 3.0; details of this
may be found in [10].
5.2 Numerical Example I
For the first numerical example, consider the aperture antenna depicted in
Figure 5.1, through which we motivated the beginning of this chapter by
allowing uncertainty in its structure. Let V1 designate a certain portion of
the fine-featured aperture region represented by a stochastic macro-model at
the center of the grid, labeled as MM . The macro-model is of dimension 9×9
grid cells, and it is placed at the center of the FDTD grid of size 200× 200
cells, terminated at PML boundaries.
Assume that V1 exhibits uncertainty in its relative permittivity according
to the Gaussian (normal) probability density function
ρ[x] =
1
σ
√
2pi
e
−(x−µ)2
2σ2 (5.1)
where the mean is µ, and the standard deviation is σ.
The random variable for relative permittivity has a mean µp = 100 and
exhibits a standard deviation according to the relation ±3σp = ±%10µp. We
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Figure 5.1: The macro-model over aperture.
ensure the FDTD grid resolution inside V1 is fine enough to accurately resolve
the fields. We plot the PDF of the random variable for relative permittivity
as shown in Figure 5.2.
We run minimum-nominal-maximum relative permittivity FDTD simula-
tions using the macro-model at three nodes: nominal, µpnom = µp; minimum,
µpmin = µp−3σp; and maximum, µpmax = µp+3σp. We compute the expected
value (mean) and the standard deviation of the electric field (response). The
results are shown in Figure 5.3 for 4000 time-steps where the temporal dis-
cretization ∆t ≈ 2.78 ps.
Next, let us designate V2 as another portion of the fine-featured aperture
region represented by the macro-model. Let us assume V2 exhibits uncer-
tainty in its conductivity according to the Gaussian PDF (5.1), while V1 is
held fixed at its nominal value. The conductivity has a mean µc = 10 and
a standard deviation σc according to the relation ±3σc = ±%30µc. We plot
the PDF of the random variable for conductivity as shown in Figure 5.4.
We run minimum-nominal-maximum conductivity FDTD simulations us-
ing the stochastic macro-model at three nodes: nominal, µcnom = µc; mini-
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Figure 5.2: (a) Probability density function ρ for relative permittivity, in
physical space. (b) Mapping (bounded support) of physical space to
random space. (c) Probability density function ρ for relative permittivity,
in random space.
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Figure 5.3: Electric field Ez vs. time-step τ , for minimum, nominal, and
maximum relative permittivity variations inside macro-model. The mean at
each time-point is depicted by a dot, and the standard deviation at each
point is depicted by a vertical line.
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Figure 5.4: (a) Probability density function ρ for conductivity, in physical
space. (b) Mapping (bounded support) of physical space to random space.
(c) Probability density function ρ for conductivity, in random space.
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mum, µcmin = µc − 3σc; and maximum, µcmax = µc + 3σc. The results are
shown in Figure 5.5.
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Figure 5.5: Electric field Ez vs. time-step τ , for minimum, nominal, and
maximum conductivity variations inside macro-model. The mean is
depicted by a dot, and the standard deviation is depicted by a vertical line.
Next, assuming both V1 and V2 exhibit uncertainty, we proceed to Monte
Carlo simulations. For this, we run the standard Monte Carlo simulations
using the pseudo-random distributions shown in Figure 5.6. The Monte Carlo
simulation results are shown in Figure 5.7.
Again, assuming both V1 and V2 exhibit uncertainty, we proceed to stochas-
tic collocation simulations. For this, we use Smoljak grid with level k = 5
containing 145 nodes, corresponding to Smoljak parameters d = 2, q = 7,
shown in Figure 4.2. The stochastic collocation simulation results are shown
in Figure 5.8. The exponential rate of convergence of the stochastic colloca-
tion method together with interpolation in random space makes it possible
to obtain the stochastic response using a smaller number of sample points.
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Figure 5.6: Histogram of pseudo-random numbers used in Monte Carlo
simulations for (a) relative permittivity in V1, and (b) conductivity in V2.
The overlapping black line shows the desired PDF.
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Figure 5.7: Electric field Ez vs. time-step τ , from Monte Carlo simulations
of relative permittivity and conductivity variations inside macro-model.
The mean at each time-point is depicted by a dot, and the standard
deviation at each point is depicted by a vertical line.
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Figure 5.8: Electric field Ez vs. time-step τ , from stochastic collocation
simulations of relative permittivity and conductivity variations in stochastic
macro-model. The mean at each time-point is depicted by a dot, and the
standard deviation at each point is depicted by a vertical line.
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The detailed comparison of the electric field as a function of time-step, at
a point inside the stochastic macro-model, computed through the stochastic
collocation (SC) method vs. the Monte Carlo (MC) method, is shown in
Figure 5.9.
The detailed comparison of the electric field as a function of time-step, at
a point outside the stochastic macro-model, is shown in Figure 5.10.
As can be seen, the mean response from SC is an almost perfect match to
the MC results, while the SC method requires a smaller set of simulations.
The SC method improves in accuracy with increased accuracy of cubature;
one way to accomplish this is to use higher level k = q − d for the Smoljak
grid. Clearly, the smaller margins computed through the SC method are
a marked improvement compared to margins computed through the corner
(min-nom-max) simulations shown in Figures 5.3 and 5.5. It is clear that the
match between the mean response in MC vs. SC is almost perfect, while the
standard deviation is not always matched for all frequencies; this pattern is
visible in all the proceeding numerical examples.
5.3 Numerical Example II
In this experiment, we compute the electromagnetic field scattering of an
electromagnetic band-gap structure (EMBGS) [105–107]. Essentially, the
EMBGS is a periodic structure which can be designed to trap certain elec-
tromagnetic modes, thereby allowing synthesis of material for various inter-
esting and useful applications such as lasers [108], nano-tube based infrared
sensors [109], waveguides [110–112], resonators, etc. For our 2D FDTD ex-
periment, we assume invariance along the z-axis (i.e., ∂
∂z
= 0), such that the
EMBGS is comprised of infinitely long cylinders of radius r and separation
a, as shown in Figure 5.11. We design the EMBGS with ratio 2r
a
≈ 38
100
and
set the relative permittivity of rods to that of alumina with r = 8.9 [105].
We use a rectangular grid of dimension 5 × 5 rods and introduce a point
defect into the perfect EMBGS by removing its center rod; this produces an
EMBGS composed of a total of 24 rods. The EMBGS is placed inside the
FDTD grid for simulation, such as shown in Figure 5.12.
Now, let us assume that one of the dielectric rods, specifically the cylinder
labeled as MM in Figure 5.12 exhibits random variations in its position in
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Figure 5.9: Comparison of Monte Carlo (MC) shown with circle or solid
line vs. stochastic collocation (SC) shown with cross or dashed line, for a
point inside the stochastic macro-model. (a) Mean, (b) standard deviation.
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Figure 5.10: Comparison of Monte Carlo (MC) shown with circle or solid
line vs. stochastic collocation (SC) shown with cross or dashed line, for a
point outside the macro-model. Results of uncertainty in relative
permittivity and conductivity. (a) Mean, (b) standard deviation.
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Figure 5.11: Diagram of alumina rods in the EMBGS.
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Figure 5.12: An example diagram of an EMBGS with center defect, where
the center cylinder has been removed to produce a cavity resonator.
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the x − y plane. The simulations are run with a maximum grid frequency
fmax = 3.0 GHz, and a −3 dB source frequency fs = 1.0 GHz. We define
the −3 dB source wavelength λs = c/fs, where c is the phase velocity of
the wave. The computational domain is of size 3λs × 3λs × 3λs, and all
sides are terminated by PML. The radius of each dielectric rod r ≈ 1
16
λs.
The x − y center position of the dielectric cylinder under uncertainty is as-
sumed to follow a Gaussian distribution with mean µdis = 0 and variance
±3σdis = ± 116λs. It is important to ensure that there is no overlap between
the boundaries of adjacent macro-models; otherwise, macro-model fields will
be overwritten and result in erroneous response. The displacement variation
is assumed to be in the x − y plane; thus, we have two random variables
inside one stochastic macro-model. We would like to quantify the impact of
such random variations on the resonant frequency fres, and the quality factor
Qf .
For the SC simulations, we use 1st order polynomial chaos as the expan-
sion basis for variables in random space with dimension d = 2 and a Smoljak
level k = 9 (i.e., 3329 nodes in Smoljak grid). We generate a single stochastic
macro-model based on varying the position of the cylinder inside the macro-
model according to the Smoljak grid distributions, then place the stochastic
macro-model at a fixed position within the FDTD grid. We use MC simula-
tions as the base-line solution for correlation of the SC solution. Given that
the cylinders are variable only in position, and otherwise remain constant
in material and geometry, for the MC simulations we generate only a single
instance of the stochastic macro-model by placing the cylinder at the center
of the macro-model region, then varying the position of the macro-model
within the 2D FDTD grid according the the MC distributions.
The fields are then computed everywhere and we record the electric field
Ez at the center {ic, jc} of the EMBGS where the resonant cavity is formed
by the point defect. By applying DFT to the time-domain data we observe
the resonance, as shown in Figure 5.13.
The peak of magnitude response is identified as the resonant frequency fres,
and the resonator’s quality factor Qf =
fres
f2−f1 , where f1, f2 are the frequency
values at −3 dB down from fres. The values of fres and Q for MC vs. SC are
provided in Table 5.1. We observe excellent agreement between MC and SC
results, while the MC method seems to provide the bounds of the standard
deviation.
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Figure 5.13: Monte Carlo vs. stochastic collocation, with one rod exhibiting
uncertainty in its x− y position. (a) Mean, (b) Standard deviation.
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Table 5.1: Mean and standard deviation for resonant frequency fres, and
Qf ; Monte Carlo (MC) vs. stochastic collocation (SC), for two random
variables.
SC MC
Mean Standard deviation Mean Standard deviation
fres(GHz) 1.11546 0.000501996 1.11534 0.000640625
Qf 30.7226 2.42436 30.9179 2.57406
It is conceivable that an adaptive method based on optimization the-
ory, which interactively evaluates the sensitivity of nodes on a sparse grid
over random space, as the stochastic FDTD simulations are running, would
further decrease the computational cost by eliminating the least significant
nodes; investigation of such an adaptive method may be a topic for future
research.
5.4 Numerical Example III
For the third numerical example, we utilize a 3D FDTD grid and simulate
a EMBGS comprised of cylindrical dielectric scatterers, as shown in Fig-
ure 5.14. We design the EMBGS with ratio 2r
a
≈ 38
100
and set the relative
permittivity of rods to that of alumina with r = 8.9 [105]. The 3D structure
is comprised of 5 × 5 dielectrics rods with their finite height parallel to the
z-axis.
Each cylinder is represented by a 3D macro-model (see Appendix D). The
simulations are run with a maximum grid frequency fmax = 3.0 GHz, and
a −3 dB source frequency fs = 1.0 GHz. We define the −3 dB source
wavelength λs = c/fs, where c is the phase velocity of the wave. We induce a
defect by removing the center rod; this produces an EMBGS composed of a
total of 24 rods. The radius of each dielectric rod r ≈ 1
32
λs. In addition, each
dielectric cylinder now has a finite height of 1
5
λs. We place PMC boundaries
on the top and bottom of the cylinders to mimic extension to infinity. The
computational domain is of size 2λs×2λs×2λs, and all sides are terminated
by PML.
Let us assume that one of the dielectric rods, specifically the cylinder
labeled as MM in Figure 5.14, exhibits random variations in its position in
the x − y plane. The x − y center position of the dielectric cylinder under
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 Figure 5.14: Diagram for a 3D EMBGS comprised of dielectric cylinders.
uncertainty is assumed to follow a Gaussian distribution with mean µdis = 0
and variance ±3σdis = ± 132λs. It is important to ensure that there is no
overlap between the boundaries of adjacent macro-models; otherwise, macro-
model fields will be overwritten and result in erroneous response. The 3D
displacement variation is assumed to be only the x− y plane; thus, we have
two random variables inside a single stochastic macro-model. The electric
field Ez is recorded at the center of the EMBGS where the center cylinder
has been removed to produce a cavity resonator.
For the SC simulations, we use 1st order polynomial chaos as the expansion
basis for variables in random space with dimension d = 2 and a Smoljak level
k = 9 (i.e., 3329 nodes in Smoljak grid). We generate a stochastic macro-
model based on varying the position of the cylinder inside that macro-model
according to the Smoljak grid distributions, then place the stochastic macro-
model at a fixed position within the 3D FDTD grid. We use MC simulations
as the base-line solution for correlation of the SC solution. Given that the
cylinders are variable only in position, and otherwise remain constant in
material and geometry, for the MC simulations we generate only a single
111
instance of the stochastic macro-model by placing a cylinder at the center of
the macro-model region, and varying its position within the 3D FDTD grid
according the the MC distributions.
The fields are then computed everywhere and we record the electric field
Ez at center {ic, jc, kc} of the EMBGS where the resonant cavity is formed.
By applying DFT to the time-domain data we observe the resonance. The
results of SC vs. MC simulations for this numerical experiment are shown in
Figure 5.15 and Table 5.2.
Table 5.2: Mean and standard deviation for resonant frequency fres, and
Qf ; Monte Carlo (MC) vs. stochastic collocation (SC).
SC MC
Mean Standard deviation Mean Standard deviation
fres(GHz) 2.03916 0.00100399 2.03916 0.00114263
Qf 55.7236 0.228086 56.0204 0.471971
It is evident that there is strong correlation between the MC and SC data.
The values of fres and Qf for MC vs. SC are provided in Table 5.2. We
observe that for all cases, the MC and SC results for the mean of response
are very well matched, while the standard deviation for MC seems to provide
the bounds of the standard deviation. This perfect match in the mean of
response is most likely due to the mean-optimal nature of the SC method, due
to the choice of node coordinates and weights in Clenshaw-Curtis cubature
rule.
5.5 Numerical Example IV
For the fourth and final numerical example, we simulate a 3D rectangular air-
filled waveguide with dielectric posts placed inside the waveguide, as shown
in Figure 5.16. The dimensions of the waveguide are a = 75 mm , b = 45
mm. The computational domain is of size 75 mm ×615 mm ×45 mm, where
the ends of the waveguide are terminated by PML to mimic an infinitely long
waveguide.
First, we excite the empty waveguide with a short Gaussian pulse and
compute the wave impedance inside the waveguide for the TE mode and
compare against the analytic expression of the wave impedance [58], as shown
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Figure 5.15: Comparison of Monte Carlo (MC) shown with circle or solid
line vs. stochastic collocation (SC) shown with cross or dashed line. Results
of uncertainty in position of a cylindrical dielectric scatterer: (a) Mean, (b)
standard deviation.
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Figure 5.16: Diagram of the 3D waveguide, with array of dielectric posts
placed inside.
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in Figure 5.17. As can be observed, there is very good agreement between
the FDTD computed result and the analytic solution.
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0
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E
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Figure 5.17: Real and imaginary part of the wave impedance in the
rectangular waveguide, for the TE propagation mode. FDTD vs. Analytic.
Let us place a single dielectric post inside the waveguide. The radius of the
dielectric cylinder is r ≈ 5 mm, its height is equal to the height of the waveg-
uide b, and the relative permittivity of the dielectric cylinder is r = 4.0. Both
open ends of the waveguide are terminated with matched loads by placing
PML boundaries at either end. A Gaussian electric source modulated with a
sine wave of frequency fs centered in the band-with spanning the frequencies
of the dominant TE10 mode is used to excite the waveguide, with negligible
energy outside the cut-off limits of the TE10 mode. The reflection coefficient
R is recorded at one source wavelength λs = c/fs along the x-axis down from
the dielectric post, to ensure that only the TE10 mode survives as the various
scattered modes from the dielectric cylinders propagate back to the record
point. The reflection coefficient is also computed using the approximate solu-
tion in [113]. The magnitude and phase of R for 3D FDTD vs. approximate
solution are plotted in the frequency range where the approximate solution
holds valid, and shown in Figure 5.18.
Next, we place a 3 × 3 array of dielectric posts inside the waveguide as
shown in Figure 5.16, where the center-to-center distance between posts in
each row is 20 mm, and the center-to-center distance between posts in each
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Figure 5.18: Single post. Reflection coefficient R for the TE10 mode. (a)
Magnitude and (b) phase.
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column is 50 mm. The 3D FDTD solution of the response for this structure
is shown in Figure 5.19.
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ÈRÈ
Figure 5.19: The 3× 3 array of posts. Reflection coefficient R for the TE10
mode.
We assume that the x − y position of the center dielectric post exhibits
uncertainty; thus, there are two independent random variables. The random
variables of center position along x and y each experience uncertainty ac-
cording to a Gaussian PDF with mean µdis = 0 and variance ±3σdis = ±5
mm. We quantify the impact of this uncertainty on reflection coefficient R,
using a stochastic macro-model with two random variables. The results are
shown in Figure 5.20. We observe that the Qf and fres of the filter change
as a function of the uncertainty in position of the post.
We note the rather large discrepancy between SC and MC for the variance
of response. We use a 5th order polynomial chaos, and observe an improve-
ment in the variance of response near resonance, and degradation in variance
of response away from resonance, as shown in Figure 5.21. We note that
the mismatch in variance of response may be related to the choice of node
coordinates and weights in the Clenshaw-Curtis integration rule, where the
weights seem to be concentrated most heavily near the mean of the input
random variables, as shown in Figure 4.4. The choice of node coordinates
and weights that provide optimal convergence for the variance of response
may be a topic for future research.
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Figure 5.20: Monte Carlo vs. stochastic collocation of reflection coefficient
for (a) frequency range 2.0− 2.8 GHz, (b) zoomed-in near resonance.
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Figure 5.21: Monte Carlo vs. stochastic collocation of reflection coefficient
for (a) frequency range 2.0− 2.8 GHz, (b) zoomed-in near resonance.
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CHAPTER 6
CONCLUSION
In the current state of the art, and in absence of the stochastic macro-model,
it is necessary to perform repeated discretization of the large deterministic
domain for every random variation in the small fine-featured stochastic sub-
domains. The development of the stochastic macro-model eliminates the
need for repeated spatial discretization of the deterministic domain, for every
random variation in its stochastic sub-domains. As such, only a single grid
needs to be developed for the deterministic portion of the overall structure
irrespective of the realization generated by a specific choice of the random
parameters in the sub-domains exhibiting statistical variability; this results
in significant computational savings!
The stochastic macro-model is developed by infusing the deterministic
macro-model with the orthogonal polynomial chaos (PC), available through
the machinery of homogeneous chaos, and the method of stochastic colloca-
tion (SC). By relying on the orthogonality property of PC, we expand the
random variables and transform a deterministic electromagnetic system into
a stochastic system which is an interpolated function of the random vari-
ables, thus providing a powerful and efficient way to compute the stochastic
system parameters expediently at any desired point in random space.
The development of the stochastic macro-model begins with identifica-
tion of the fine-featured region of the multi-scale structure which exhibits
material/geometric uncertainty. We develop a full-order state-space realiza-
tion of the discretized Maxwell’s equations for this region. The state-space
representation provides a compact mathematical abstraction of the electro-
magnetic system which may be used to compute the electromagnetic fields
of the structure.
The full-order system is expanded in the basis of the polynomial chaos, and
by relying on the orthogonality property of PC, the unknown coefficients of
this expansion are solved by cubature over random space in the sparse Smol-
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jak grid. The full-order parameters on each Smoljak node are also submitted
to the model order reduction technique of ENOR, and a stochastic projec-
tion matrix V˜ is obtained, while ensuring system stability. The stochastic
projection matrix V˜ is then expanded in basis of PC and once again the
unknown coefficients are obtained through cubature over random space on
the Smoljak grid. The expanded stochastic projection matrix V˜ is used with
the expanded stochastic full-order parameters to obtain the approximate ex-
panded stochastic reduced-order parameters through truncated polynomial
projection.
The expanded stochastic reduced-order system is an interpolated function
of the random variables which constitutes an extremely powerful and com-
putationally efficient mechanism for computing the reduced-order stochastic
system parameters at any point within the normalized truncated random
space, and it is used in the stochastic collocation of FDTD solution over
random space in a Smoljak grid of any desired resolution to obtain the so-
lution of stochastic field quantities for the exterior region of the stochastic
electromagnetic macro-models. A critical component of the stochastic macro-
model is the highly accurate cubature over random space; for this, we rely
on the method of stochastic collocation and the sparse Smoljak grid. In this
work, we provide the algorithms for both the generation and utilization of
the stochastic macro-model, as well as several numerical examples in 2D and
3D FDTD.
To enable the cost-effective and high-accuracy FDTD simulations involving
design and manufacturing variations of multi-scale structure, the method of
sub-gridding was utilized, with the stochastic macro-model implemented in
the sub-gridded region. To enable the insertion of the high-fidelity stochastic
macro-model inside the FDTD grid, a class of isotropic spatial filters was
developed to suppress the spurious noise waves generated by the discrete
wave-impedance mismatch at the boundary of the macro-model. To this end,
we developed a class of spatial filter operators that: (a) are straightforward
to design and implement within the existing Yee style FDTD explicit time-
stepping scheme; (b) do not require complicated spatial/temporal interpola-
tion in the field update equations; (c) are able to accommodate broadband
electromagnetic sources; and (d) exhibit spatial isotropy in their suppression
of the spurious numerical reflections while preserving the pertinent portions
of the signal’s power spectral density. The isotropic spatial filter operator
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was demonstrated through several examples in 2D and 3D FDTD.
A few of the key application areas for the stochastic electromagnetic macro-
model are highlighted herein: (a) the development of robust computational
electromagnetic field-solving software built with the intrinsic ability to model
and simulate material, geometry, and electromagnetic sources, which ex-
hibit uncertainty; (b) quantifying the impact of uncertainty on the response
of circuits and systems, in the areas of microwaves, photonics, and nano-
structures; and (c) various active/passive devices, such as lasers, sensors,
waveguides, and antennas.
Several topics which may be of interest for further development are high-
lighted here. The stochastic macro-model developed in this work assumes
the material properties contained within the macro-model are independent
of frequency (i.e. non-dispersive); this was reflected by the assumption of
frequency-independence in the system parameters C,G,Γ. The extension of
the stochastic macro-model to the class of dispersive media may be the topic
of future research.
The stochastic macro-model developed herein relies on an isotropic realiza-
tion of the sparse grid, namely the Smoljak grid. It may be a topic of future
research to consider the infusion of optimization techniques towards the de-
velopment of an adaptive generation algorithm of the sparse grid, leading
to an anisotropic sparse grid in random space which maximizes the number
of nodes around those regions which exhibit slower convergence [73]. This
could provide further computational efficiency in the cost of generation and
utilization of the stochastic macro-model.
The stochastic macro-model developed herein utilizes the Clenshaw-Curtis
rule of quadrature in one-dimensional space, for the realization of the nu-
merical integration over multi-dimensional space. This cubature algorithm
provides fast convergence for the mean of the response; however, the vari-
ance of response converges rather slowly. The choice of node coordinates
and distribution of weights in the quadrature rule, which are most heavily
concentrated about the mean of the input random variables, may contribute
to this behavior. It may be a topic of future research to develop an alterna-
tive quadrature rule which is optimal for fast convergence of the variance of
response.
Finally, the implementation of the stochastic macro-model in this work was
based on central difference realization of the temporal discretization of system
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equations, which is a conditionally stable explicit integration scheme based
on the Courant stability criterion. The implementation of the stochastic
macro-model based on an unconditionally stable temporal discretization (e.g.
Newmark-β) may be a topic of future research.
In conclusion, we believe that the stochastic macro-model may be regarded
as an important step towards addressing the challenges of computational
electromagnetics for structures under uncertainty, by eliminating a major
portion of computational cost, namely, the re-meshing of the deterministic
domain for each random variation in the stochastic sub-domains.
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APPENDIX A
A-PRIORI FILTER ORDER AND
APPLICATION TIME INTERVAL
The spatial knee frequency for 1st through 5th order isotropic spatial filters
are computed for h/λknee, where |Φ|
∣∣
h/λknee = −3 dB according to (2.43) and
shown in Table A.1.
As the filter order increases, its spatial pass-band increases while at the
same time its roll-off becomes steeper; this occurs while avoiding the well-
known Gibbs phenomenon encountered in the traditional design procedure
of FIR digital filters where it is resolved by multiplication of the frequency
response with a smoothing function such as the Hamming or the Kaiser
window.
Using this data together with the dispersion relation, and given the PSD
of the source excitation, one can determine the appropriate filter order and
application time interval to eliminate undesirable wavelengths, while preserv-
ing the signal of interest to within specification; for example, for applications
involving digital signals, the specification is usually dictated by the receiver’s
input voltage thresholds Vin
High and Vin
Low as well as sensitivity specifica-
tions.
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Table A.1: h/λknee vs. number of times filter is applied p, for 1
st through
5th order order spatial filters. (Source: Ata Zadehgol, Andreas C.
Cangellaris, Isotropic Spatial Filters for Suppression of Spurious Noise
Waves in Sub-Gridded FDTD Simulation. Copyright c©2011, IEEE
Antennas Propagation Society. Reprinted by permission of IEEE.)
h/λknee
p 1st order 2nd order 3rd order 4th order 5th order
1 0.181735 0.26288 0.303009 0.327921 0.34529
2 0.130383 0.217385 0.263162 0.292215 0.312703
3 0.106972 0.194709 0.242778 0.273725 0.295708
4 0.0928633 0.180179 0.229483 0.261565 0.284478
5 0.0831794 0.16972 0.219783 0.252637 0.276203
6 0.0760051 0.161664 0.212228 0.245647 0.269706
7 0.0704154 0.155176 0.206087 0.239941 0.264388
8 0.0659015 0.149784 0.20094 0.235141 0.259905
9 0.0621574 0.145196 0.19653 0.231013 0.256043
10 0.0589865 0.141221 0.192683 0.227403 0.252659
11 0.0562562 0.137726 0.18928 0.224201 0.249653
12 0.053873 0.134616 0.186237 0.221329 0.246954
13 0.051769 0.131822 0.183488 0.21873 0.244508
14 0.0498938 0.12929 0.180987 0.21636 0.242274
15 0.0482086 0.12698 0.178694 0.214183 0.24022
16 0.0466834 0.12486 0.176581 0.212172 0.238321
17 0.0452943 0.122902 0.174622 0.210306 0.236556
18 0.0440223 0.121086 0.172799 0.208565 0.23491
19 0.0428518 0.119395 0.171095 0.206936 0.233367
20 0.0417699 0.117813 0.169496 0.205406 0.231916
21 0.040766 0.11633 0.167992 0.203963 0.230547
22 0.0398312 0.114934 0.166572 0.2026 0.229253
23 0.0389579 0.113617 0.165229 0.201308 0.228026
24 0.0381397 0.11237 0.163954 0.200082 0.22686
25 0.0373709 0.111189 0.162742 0.198914 0.225748
25 0.0373709 0.111189 0.162742 0.198914 0.225748
50 0.0264404 0.0930051 0.14366 0.180328 0.207961
75 0.0215927 0.0838387 0.13368 0.170446 0.198414
100 0.0187016 0.0779084 0.127069 0.163829 0.191983
125 0.0167282 0.0736083 0.12219 0.158906 0.187177
150 0.0152713 0.070277 0.118356 0.155013 0.183363
175 0.0141388 0.0675815 0.115217 0.151808 0.180214
200 0.0132259 0.0653325 0.112571 0.149094 0.17754
225 0.0124697 0.0634124 0.110291 0.146747 0.175222
250 0.01183 0.0617439 0.108294 0.144683 0.17318
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APPENDIX B
3D 1ST ORDER SPATIAL FILTER
OPERATION
The center of the cuboid (orange) shown in Figures B.1 and B.2 depicts the
field φ in a 3D FDTD cell located at {i, j, k} along the right-hand Cartesian
unit vectors {xˆ, yˆ, zˆ}, where it is surrounded by its immediate neighbor (blue)
cells. The space-shift operators are {z±∆xi , z±∆yj , z±∆zk }, where {zi = ekx , zj =
eky , zk = e
kz} (with  = √−1) are the eigen-mode solutions of the Helmholtz
wave equation. The space-shift operators act on the center (orange) cell to
obtain the adjacent (blue) cell’s field value; these values are then used in the
1st order spatial filter operator to give a weighted spatial average, where the
weighting is determined by the spatial convolution (Fourier) coefficients in
(2.42). The coefficients are chosen to provide 2D circular or 3D spherical
symmetry which yields the isotropic filter operators in 2D and 3D.
It is worth noting that increasing the filter order will decrease the sig-
nal’s spatial gradient, which helps to further reduce the energy of spurious
reflections at the fine-coarse interface.
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Figure B.1: The FDTD cells used in the weighted spatial averaging
(time-convolution) in a 1st order spatial filter. Frames 1-8.
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Figure B.2: The FDTD cells used in the weighted spatial averaging
(time-convolution) in a 1st order spatial filter. Frames 9-13.
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APPENDIX C
IMPEDANCE TRANSFER FUNCTION
(ITF)
C.1 Formulation for Full Order Model (ITF)
For the sake of completeness and to provide a means for comparison with the
admittance transfer function, we provide the formulations for the impedance
transfer function here.
In order to generate a macro-model for a portion of the FDTD grid, we
start with the time-harmonic frequency phasor form of source-free Maxwell
equations, where the time-harmonic term eωt is suppressed.
∇×E = −ωµH (C.1)
∇×H = ωE+ σE (C.2)
where  =
√−1, ω is the angular frequency, E is the electric field intensity
vector, H is the magnetic field intensity vector, σ is the material conduc-
tivity tensor, µ is the material permeability tensor, and  is the material
permittivity tensor.
For the macro-model implemented as an impedance transfer function (ITF),
equations (C.1)-(C.2) can be written as a finite-difference based semi-discretized
system in the Laplace (s-domain) in matrix form as follows:
DEe+Qeeb = −sPµh (C.3)
DHh = sPe+ Pσe (C.4)
where the Laplace variable s is the complex frequency s = α + ω, α is
the real part of frequency, ω is the imaginary part of frequency, DE is the
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spatial Curl-E operator matrix, DH is the spatial Curl-H operator matrix,
e is the electric field vector inside the macro-model, eb is the electric field
vector containing boundary conditions on the perimeter of the macro-model,
Qe is the selector matrix for electric field at boundary, h is the magnetic field
vector inside and on the perimeter of the macro-model, and the diagonal
matrices P, Pµ, and Pσ relate to material permittivity, permeability, and
conductivity, respectively, as functions of position inside the macro-model.
With the above formulation, we have
DE = D
T
H (C.5)
where the symbol T denotes the matrix transpose operator.
And in state-space form it is[
DE 0
Pσ −DH
][
e
h
]
+
[
Qe
0
]
eb + s
[
0 Pµ
P 0
][
e
h
]
=
[
0
0
]
(C.6)
The dimensions for each tensor are as follows:
e : N × 1
eb : n× 1
Qe : M × n
h : M × 1
DE : M ×N
DH : N ×M
P : N ×N
Pσ : N ×N
Pµ : M ×M
where M,N, n are integers, determined by the size of the macro-model.
Solving (C.4) for e, we obtain
e = (sP + Pσ)
−1DHh (C.7)
where I is the identity matrix.
Substitution of (C.7) in (C.3) gives the relation
Zh = −Qeeb (C.8)
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where the impedance transfer function matrix Z is
Z = DE(sP + Pσ)
−1DH + sPµ (C.9)
From (C.8) h is simply obtained by
h = −Z−1Qeeb (C.10)
For a lossless system, Pσ = 0, and (C.9) becomes
Z =
1
s
DEP
−1
 DH + sPµ (C.11)
The Laplace operator s can be written in time domain as
s⇔ d
dt
(C.12)
Similarly, the Laplace operator s2 can be written in time domain as
s2 ⇔ d
2
dt2
(C.13)
We assume that the only time-dependent quantities are h and eb. Then,
using (C.12),(C.13) we may transform (C.8) (with (C.11)) to its time-domain
equivalent
DEP
−1
 DHh+ Pµ
d
dt2
h = −Qe d
dt
eb (C.14)
With a central-difference based time-derivative operator, operating on a
generic function of time f [t], we have
d
dt
f [t] =
f [t+ ∆t
2
]− f [t− ∆t
2
]
∆t
(C.15)
d2
dt2
f [t] =
f [t+ ∆t]− 2f [t] + f [t−∆t]
(∆t)2
(C.16)
where ∆t is the temporal discretization.
Using (C.15),(C.16), we expand the time-derivatives in (C.14) to obtain
the discrete time-domain relation
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DEP
−1
 DHh + Pµ
h[n+ 1]− 2h[n] + h[n− 1]
(∆t)2
=
−Qeeb[n+ 1/2]− eb[n− 1/2]
∆t
(C.17)
where n is the discrete time variable
Solving for the magnetic field in the future time-step at n + 1, we obtain
the following time-stepping formulation:
h[n+ 1] = 2h[n]− h[n− 1]− (∆t)2P−1µ DEP−1 DHh[n]
−∆tP−1µ Qe(eb[n+ 1/2]− eb[n− 1/2]) (C.18)
It is important to note that DE in the impedance transfer function ma-
trix (C.9) is a non-square matrix; therefore, (C.9) does not easily lend itself
to derivation of a time-stepping relation where lossy material is present.
Thus, this fact motivates the development of the admittance transfer func-
tion (ATF) in Chapter 3.
This completes the derivation of the full-order impedance transfer function.
Next, we discuss an appropriate model order reduction scheme, to be applied
to the above full-order system.
C.2 Model Order Reduction (ITF)
Following the procedure outlined in [5], we define the matrix quantities C ∈
<M×M , B ∈ <M×n, J ∈ <n×n, X ∈ <M×n, and Γ ∈ <M×M , where M,n are
integers, as follows:
C = Pµ (C.19)
Γ = DEP
−1
 DH (C.20)
B = −Qe (C.21)
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Using (C.19) - (C.20), we may re-write the impedance transfer function
matrix (C.11) as
Z =
(
Cs+
1
s
Γ
)
(C.22)
The total system in Laplace (s-domain) is given by(
Cs+
1
s
Γ
)
X[s] = BJ [s] (C.23)
We set s = s0(1− z), where the complex variable z = −1s0 (s− s0). Also, we
define the auxiliary variable
Y [z] =
X[z]
1− z (C.24)
Next, we expand X[z], Y [z], J [z] in powers of z about the frequency s0,
substitute these expansions into (C.23) and (C.24), equate coefficients of
the same powers of z, and after some algebraic manipulations obtain the
following recurrence relation:(
Cs0 +
1
s0
Γ
)
Xk = Cs0Xk−1 − 1
s0
ΓYk−1 −QeJk (C.25)
where the desired number of iterations k is an integer and decided by choice
of the relative tolerance tolrel, and
Yk = Xk + Yk−1
X−1 = Y−1 = 0
The yet unknown Xk are proportional to the (block) moments of the mag-
netic field (i.e. system response) when expanded about the frequency s0.
We set the e-field source (i.e. system excitation) as follows:
Jk =
In×n if k = 0,0 if k 6= 0, (C.26)
and solve (C.25) for as many k-terms as desired.
The choice of setting J(k=0) = I
n×n, where In×n is the n×n identity matrix,
is equivalent to having a discrete impulse (electric) source at each node in
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Qeeb, and the resulting system response is that of an impulse response.
Once the solutions to Xk are obtained, we form V = [X0, X1, ..., Xq], where
the projection matrix V ∈ <M×m is comprised of the first q block moments,
and the integer mM is the order of reduction.
Next, we apply the above MOR technique to project the full-order system
to obtain a reduced order system.
C.3 Formulation for Reduced Order Model (ITF)
In order to apply the MOR technique on the full-order system, we proceed
as follows.
Using the projection matrix V , we obtain the following projected quanti-
ties:
Cp = V
TCV (C.27)
Γp = V
TΓV (C.28)
Qep = V
TQe (C.29)
To obtain the reduced order impedance transfer function (about s0), we
simply replace C by Cp and replace Γ by Γp in (C.22), to obtain
Zp =
(
Cps+
1
s
Γp
)
(C.30)
Then, to obtain the reduced order h-field, we replace Z with Zp and replace
Qe with Qep in (C.10) to obtain
hp = −Z−1p Qepeb (C.31)
Finally, the reduced order time-stepping formula is given by
hp[n+ 1] = 2hp[n]− hp[n− 1]− (∆t)2C−1p Γphp[n]
−∆tC−1p Qep(eb[n+ 1/2]− eb[n− 1/2]) (C.32)
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Having obtained the time-stepping formulation, we modify the standard
Yee time-stepping algorithm as shown in Algorithm 4.
Algorithm 4 Modified Yee time-update algorithm (ITF).
1. Initialize the FDTD grid with boundary and initial conditions.
2. At time-step n, update the H-field in the coarse grid using the usual
FDTD update scheme.
3. Update the magnetic field (response) hp using the electric field (exci-
tation) eb and (C.32).
4. Obtain h = V.hp, to be used in next update of E-field in the coarse-grid.
5. At time-step n + 1/2, update the E-field in the coarse grid, including
eb on boundary of the macro-model.
6. Update the source, located in the coarse grid.
7. Iterate to n+ 1/2 and goto 2.
C.4 Use of the (ITF) Macro Model Inside an FDTD
Grid
The diagram in Figure C.1 shows the relative locations of electric and mag-
netic field vector components with respect to each other and the computa-
tional grid.
The fields are used in the time-stepping routine, as follows:
• The e-fields at disks and meshed disks are the macro-model input (ex-
citation). These are the boundary electric field state variables eb. The
e-fields at disks and meshed disks are updated using H-fields at solid
arrows, h-fields at double arrows, and h-fields at triple arrows.
• The h-fields at the triple arrows are the macro-model output (response)
at the perimeter of macro-model immediately inside the electric field
boundary layer. These are updated by the macro-model system matrix
equations. The vector h contains the state variables of h-field inside
the macro-model and at the perimeter of the macro-model.
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Circle: E-field in coarse grid.
Arrow: H-field in coarse grid.
Disk: e-field excitation at boundary of macro-model.
Dashed Arrow: Interpolated H-field.
Double Arrow: h-field for sub-grid mode.
Triple Arrow: h-field at inner perimeter 
of macro-model.
Dotted Circle: e-field in fine grid.
Meshed Disk: e-field excitation at boundary of macro-model.
Figure C.1: Diagram of field arrangement for the macro-model
implemented as an impedance transfer function.
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• The h-fields at double arrows, as well as the e-field at the disks, are
updated through finite difference instead of using interpolation. If
finite-difference is chosen, the advantages are: (1) Better accuracy
with finite difference vs. linear interpolation. (2) Ability to use 3:1
sub-gridding which minimizes spurious reflections at the fine-coarse in-
terface [48]. The downside is that the macro-model now lies a few
cells inside the sub-grid region; therefore, updating the sub-grid nodes
outside of macro-model adds to computational cost.
• The dotted circles (inside the macro-model) are the place-holders for
the e-field that are never updated, since they fall into the macro-model
region. When MOR is applied, it reduces the degrees of freedom of the
original model, as dictated by the dotted circles domain, to a desired
level as specified by the relative tolerance tolrel and maximum iteration
factor kiter during computation of the projection vector.
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APPENDIX D
THE 3D MACRO-MODEL
D.1 Formulation for 3D Macro-Model
Discretization of the Maxwell equations in three-dimensional space yields
the 3D macro-model. We use the Yee algorithm with the convention of H-
field on edge and E-field on center of each face as shown in Figure D.1, to
provide the admittance transfer function for structures in 3D FDTD. From
the discretized fields we obtain the state-space form discussed in Section 3.2,
and time-stepping formulation derived in Section 3.5. An example 3D macro-
model of cell size 2 × 2 × 2 is shown in Figure D.1-d, where the number of
elements in each state vector h, hb, e is provided.
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i
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j
{iS, jS, kS}
{iE, jE, kE}
Hx
Hy
Ez
Hy
Hx
Hy
Ez
Hy
Hx
HxEz[i+1/2, j+1/2, k]
Hx[i+1/2, j, k]
Hy[i, j+1/2, k]
(a)
 
 
i
k
j
{iS, jS, kS}
{iE, jE, kE}
Hz
Ex[i, j+1/2, k+1/2]
Hy[i, j+1/2, k]
Hz[i, j, k+1/2]
Hz
Hy
Hy
Hz
Ex
Hz
Hy
Hy
Ex
(b)
 
 
i
k
j
{iS, jS, kS}
{iE, jE, kE}
HzEyHz
Hx
Hx
HzEyHz
Hx
Hx
Ey[i+1/2, j, k+1/2]
Hx[i+1/2, j, k]
Hz[i, j, k+1/2]
(c)
{1, 1, 1}
{3, 3, 3}
i=3
{2, 2, 2}
i=2
k=2
k=3
j=2
j=3
Ex[i, j+1/2, k+1/2]
Ey[i+1/2, j, k+1/2]
Ez[i+1/2, j+1/2, k]
Hx[i+1/2, j, k]
Hy[i, j+1/2, k]
Hz[i, j, k+1/2]
h  {2 Hx, 2 Hy, 2Hz}
hb {16 Hx, 16 Hy, 16 Hz}
e  {12 Ex, 12 Ey, 12 Ez}
(d)
Figure D.1: Diagram of the 3D macro-model depicting field components
used in derivation of curl operator matrices. (a) Curl of Ez operator. (b)
Curl of Ex operator. (c) Curl of Ey operator. (d) An example 3D
macro-model, where the number of elements in each state vector h, hb, e is
provided.
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