Abstract. In this paper, we report on the fusion of simple retrieval strategies with thesaural resources in order to perform large-scale text categorization tasks. Unlike most related systems, which rely on training data in order to infer text-to-concept relationships, our approach can be applied with any controlled vocabulary and does not use any training data. The first classification module uses a traditional vector-space retrieval engine, which has been fine-tuned for the task, while the second classifier is based on regular variations of the concept list. For evaluation purposes, the system uses a sample of MedLine and the Medical Subject Headings (MeSH) terminology as collection of concepts. Preliminary results show that performances of the hybrid system are significantly improved as compared to each single system. For top returned concepts, the system reaches performances comparable to machine learning systems, while genericity and scalability issues are clearly in favor of the learningfree approach. We draw conclusion on the importance of hybrids strategies combining data-poor classifiers and knowledge-based terminological resources for general text mapping tasks.
Introduction
Typical concept mapping applications use a set of key-words as concepts to be selected into a glossary. However, key-word assignment is only the most popular application of such systems, and the task can also be seen as a named-entity (NE) recognition task if we consider entities that can be listed 1 . Computer-based concept mapping technologies include:
-retrieval based on word-matching, which attributes concepts to text based on shared words between the text and the concepts; -empirical learning of text-concept associations from a training set of texts and their associated concepts.
Retrieval is often presented as the weakest method [2] , however there are several areas of applications where training data are clearly missing 2 .
Biomedical domain
To our knowledge the largest class set ever used by text classification systems is about 2.10 4 , and such systems were applied to the biomedical domain, based on the Medical Subject Heading (MeSH) ontology. Although such a class set is already large for typical categorization tasks, terminological resources in health sciences, as well as documentation's needs require tools likely to process much larger sets of concepts 3 .
Concept mapping as a learning-free classification task
General text classification has been largely studied and has led to an impressive amount of papers (see [4] for a recent survey of the domain). A non exhaustive list of machines learning approaches to text categorization includes naive Bayes [5] ), k-nearest neighbors [4] , SVM [6] , boosting [7] , and rule-learning algorithms [8] . However, most of these studies apply text classification to a small set of classes (usually a few hundreds, as in the paradigmatic Reuters' collection [9] ). In comparison, our system is designed to handle large class sets: retrieval systems can be applied on a virtually infinite set of concepts and 10 5−6 is still a modest range. For sake of evaluation the class set ranges from about 20,000 -if only unique canonical MeSH terms are taken into account-up to 140 000 -if synonyms are considered in addition to their canonical class. Figure 1 provides an example of a citation 4 in MedLine (authors, title, institution, and publication types are omitted; major MeSH terms are indicated with * ; subheadings are removed and the semi-colon is used as separator) and its corresponding MeSH terms. Most text categorization studies working with MedLine collections neglect two important aspects of the MedLine's annotation with MeSH terms that will be considered in the present study: a. availability of thesauri: the MeSH is provided with an important thesaurus (120,020 synonyms), whose impact will be assessed in our study;
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tems still would have to face major scalability problems. The problem is twofold: it concerns both the ability of the system to work with large concept sets, and its ability to learn and generalize regularities for rare events: Larkey and Croft [3] show how the frequency of the concept in the collection is a major parameter for learning-base text categorization tools. The remainder of this paper is organized as follows: the next section presents the collection and metrics used, as well as the basic classifiers. Then, we describe and evaluate our basic classifiers, before presenting and testing how these classifiers can be merged. The performance of the combined mapping system is compared to related studies. Finally, we conclude and suggest some future work.
Evaluation
Following [3] and as it is usual with retrieval systems, the core measure for the evaluation is based on the 11-point average precision. We provide the total number of relevant terms returned by the system on the complete run. The top precision (interpolated P recision at Recall =0 ) is also given. In order to provide a minimal assesment of the system, we apply the system on the Cystic Fibrosis
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(CF) collection [10] , The CF collection is a collection of 1239 MedLine citations. For each citation, we used the content of the abstract field as input in the system. Using other fields, such as the title or the publication's source may have provided interesting additional evidences for classification, but we decided to work only with the abstract in order to minimize the number of variables to be controlled. The average number of concepts per abstract in the collection is 12.3 and the following measures were done considering the top-15 terms returned (TR).
One of the most comprehensive study of MeSH classification based on simple word-matching has been carried at the National Library of Medicine and has led to the development of the MetaMap tool. For developing MetaMap, different methods and combination of methods were compared [11] , including retrieval strategies (based on INQUERY distance metrics), syntactic and statistical phrase chunking, and MeSH coocurrences. Unfortunately the system has been evaluated on the UMLS collection, which is not publicly available. We use the UMLS distribution of the MetaMap system with the MeSH as concept list and with default settings in order to obtain a blackbox baseline measure for comparison with our systems. Table 1 shows the results of MetaMap, together with the two basic classifiers, which are going to be described in the next section. We see that MetaMap outperforms each classifier on the complete Cystic Fibrosis collection. Two main modules constitute the skeleton of our system: the regular expression component, and the vector space component. The former component uses tokens as indexing units and can take advantage of the thesaurus, while the latter uses stems (Porter-like). Each of the basic classifiers uses known approaches to document retrieval. The first tool is based on a regular expression pattern matcher. Although such approach is less used in modern information retrieval systems 6 , it is expected to perform well when applied on very short documents such as key-words: MeSH terms do not contains more than 5 words. The second classifier is based on a SMART-like vector-space engine [13] . This second tool is expected to provide high recall in contrast with the regular expression-based tool, which should privilege precision.
Basic classifiers

Regular expressions and MeSH thesaurus
The regular expression (RegEx) pattern matcher is applied on the the canonic list of MeSH terms (19 936 concepts) augmented with its thesaurus (the total includes 139 956 terms). In this system, text normalization is mainly processed by removing punctuation or by the MeSH terminological resources when the thesaurus is used. Indeed, the MeSH thesaurus provides a large set of "synonyms", which are mapped to a unique MeSH representative in the canonic collection. Instead of synonyms, this set gathers morpho-syntactic variants (mainly for plural forms), noun phrase reformulations, strict synonyms, and a last class of related terms, which mixes up generic terms, specific terms, and some other kinds of less obvious semantic relations: for example. Inhibition is mapped to Inhibition (Psychology). The manually crafted transition network of the pattern-matcher is very simple, as it allows some insertions or deletions within a MeSH term, and ranks the proposed candidate terms based on these basic edit operations following a completion principle: the more terms are matched, the more the term is relevant. The system hashes the abstract into 5 token phrases and moves the window through the abstract. The same type of operations is allowed at the token level, so that the system is able to handle minor string variations, as for instance between diarrhea and diarrhoea. Unexpectedly, table 1 shows that the single RegEx system performs better than any single tf.idf 7 (term frequency-inverse document frequency) system, so that surprisingly, the thesaurus-powered pattern-matcher provides better results than the basic VS engine for MeSH mapping.
Vector space system The vector space (VS) module is based on a general IR engine 8 with tf.idf weighting schema. In this study, it uses stems (Porterlike, with minor modifications) as indexing terms, and a stop word list. While stemming can be an important parameter, whose impact is sometimes a matter of discussion [15] , we did not notice any significant differences between the use of tokens and the use of stems, while the index's size is larger (8755 vs. 5972 entries) when tokens are chosen as indexing units. The graceful behavior of stemming is probably due to the fact that tokens of the biomedical vocabulary are usually longer that in regular English, so that word conflation creates only few confusing stems. However, we noticed that a significant set of semantically related stems should have been conflated in the same indexing unit: for example, the morpheme immun is found in 48 different stems, and using a morphemebased word conflation system could have improved the system. Finally, let us note that MeSH terms contain 1 to 5 words, so that, we could have used phrases 7 We use the (de facto) SMART standard representation in order to express these different parameters, cf. [14] for a detailed presentation. For each triplet provided in table 1, the first letter refers to the term frequency, the second refers to the inverse document frequency and the third letter refers to a normalization factor. 8 Available on the first author's homepage.
(as in [16] and [17] ), however, we believe that part of the improvement that could have been brought by using phrases is probably achieved by the RegEx module.
A large part of this study was dedicated to tuning the VS engine, and tf.idf weighting parameters were systematically evaluated. The conclusion is that cosine normalization was especially effective for our task. This is not surprising, considering the fact that cosine normalization performs well when all documents are short as is the case of MeSH terms 9 . Thus, in table 1, the top-4 weighting function uses cosine as normalization factor. We also observed that the idf factor, which was calculated on the MeSH collection performed well, it means that the canonical MeSH vocabulary is large enough to effectively underweight noncontent words (such as disease and syndrome). Calculating the idf factor on a collection of a large collection of abstracts could have been investigated, but such solution may have resulted in making the system more collection-dependent.
Results
The hybrid system combines the regular expression classifier with the vectorspace classifier. Unlike [3] we do not merge our classifiers by linear combination, because the RegEx module does not return a scoring consistent with the vector space system. Therefore the combination does not use the RegEx's score, and instead it uses the list returned by the vector space module as a reference list (RL), while the list returned by the regular expression module is used as boosting list (BL), which serves in order to improve the ranking of terms listed in RL. A third factor takes into account the length of terms: both the character's length (L 1 ) and the byte size (L 2 , with L 2 > 3) of terms are computed, so that long and/or multi-word terms appearing in both lists are favored over short and/or single word terms. We assume that the reference list has exhaustive coverage, and we do not set any threshold on it. For each term t listed in the RL, the combined Retrieval Status Value (RSV) is:
(1) Table 2 shows that the optimal tf.idf parameters lnc.atn for the basic VS classifier does not provide the optimal combination with RegEx. The optimal combination is obtained with ltc.lnn settings 10 . We also observe that the atn.ntn weighting schema maximizes the top candidate (i.e. P recision at Recall =0 ) measure, but for a general purpose system, we prefer to maximize average precision, since this is the only measure that summarizes the performance of the full ordering of concepts. However, in the context of a fully automatic system (for example for CLIR purposes), the top-ranked concepts (1 or 2) are clearly of major importance, therefore we also provide this measure. 
Related results
While several works have concentrated on applying machine learning methods to text categorization, it is often difficult to compare and synthesize the wide quantity of results provided in these studies. One of the main reason is probably that there is no strict definition of the task, which we believe must be seen as a subtask 11 rather than a task in itself. Indeed, apart from the central classification problem and the common textual material, which are shared by all these subtasks, there are few common points between them. The gap is well exemplified if we consider on the one side TC applied to sentence extraction, like it is usual in automatic summarization, and on the other side concept mapping: while the former work with a couple of classes (up to a dozen in [18] or [19] ), the latter uses virtually infinite sets of classes. Between the two edges, a continuous span of text classification experiments can be identified, whose the most studied -which can also be seen as the paradigmatic ones-are centrally located from some hundreds up to some thousands of classes.
OHSUMED As for classification with the MeSH and using MedLine records, the OHSUMED collection has been often used. Like the CF collection, the OHSUMED collection contains a list of MedLine abstracts, so that both collection are equally representative of MedLine. To the best of our knowledge only two studies have used the entire set of 14,000 MeSH categories [20] [21] used in OHSUMED, an no one ever used the complete 20000-items MeSH terminology that we used, therefore comparison is difficult. The main reason for this is that many TC methods cannot process such large sets. Yang [20] , Lewis et al. [22] , and Lam and Ho [21] have published results using the subset of categories from the "Heart Diseases" sub-tree (HD-119, so-called because it uses only 119 concepts). In [23] , 42 categories of the HD sub-tree were excluded, because these categories had a training set frequency less than 15. Yang [20] reduces the collection to only those documents that are positive examples of the categories of the HD-119. The final profile of the test collection is very different as the number of terms per abstract is 1.4. Joachims [6] has also published results for the OHSUMED collection using SVM. His work uses the first 20,000 documents of the year 1991 divided into two subsets of 10,000 documents each that are respectively used for training and testing. He reports on very impressive results but his TC task is very different: he assumes that if a category in the MeSH tree is assigned then its more general category in the hierarchy is also present, so that he uses only the high level disease categories. This simplifies the task considerably and may partially explain the good results obtained in these experiments.
Nevertheless, we still attempt to provide some elements for comparing our system with previous studies. The most similar experiment was probably conducted by [24] (noted YC in the following). The authors use a classifier based on singular value decomposition (LLSF) for text categorization. They use the international Classification of Diseases (ICD) as concept list, and full-text diagnosis as instances to be classified. ICD -like the MeSH-contains a large number of categories (about 12 000), and is also provided with an important thesaurus. Both collections are lexically related: we can notice that most of the 6000 diseases listed in the MeSH subtree for diseases have an equivalent in ICD codes, so that ICD can be seen as a more specific partition of the MeSH categories restricted to the "disease" subtree. So assigning ICD codes and MeSH terms are quite similar tasks and supports a possible comparison. Unfortunately only comparison with P recision atRecall=0 is available in their study. We also indicates the results obtained by the SMART system as reported in [25] (noted YY in the following). Even if she works with about 4000 MeSH terms only, this result is useful in order to provide a common baseline measure. Comparison measures are reported in table 3. For top precision, we observe that our hybrid system (+45.9 for ltc.lnn and +50.9 for atn.ntn) is more efficient than LLSF (+37.7%). Now, regarding average precision, our method outperforms SMART by 25%.
Finally, these results are opposite to what is concluded in [20] : simple wordbased strategies behaves gracefully as concept granularity grows, i.e. the more concepts there are in a collection, the more effective retrieval strategies will be. We can assume that retrieval approaches perform well when categories are numerous, not only because training becomes a major issue for learning systems 12 , but because the high granularity may help the retrieval system to cover every dimension of the conceptual space. On the opposite, learning systems are able to infer and cluster categories (generic or specific concepts) that are not explicitly present in the source document, so high granularity does not really help them.
Conclusion and future work
Concept mapping can be seen both as an alternative to scalability issues of learning methods and as a complementary module -as IR systems are often-likely to provide solution, when training data are insufficient. In a medium position, concept mapping can be seen as an optional module, as it provides a strategy to classify along these classes that are absent or subrepresented in the training data.
We have reported on the development and evaluation of a MeSH mapping tool. The systems combines a pattern matcher, based on regular expressions of MeSH terms, and a vector space retrieval engines that uses stems as indexing terms, a traditional tf.idf weighting schema, and cosine as normalization factor. The hybrid system showed results similar or better to machine learning tools for the top returned candidate terms, while scalability of our data-poor (if not -independent) approach is also an advantage as compared to data-driven system. The system provides a new baseline for text categorization systems, improving average precision by 20% in comparison to standard retrieval engines (SMART). Finally, combining learning and learning-free systems could be beneficial in order to design general broad-coverage concept mapping systems.
