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Preface 
The Space Programs Summary is a multivolume, bimonthly publication that 
presents a review of technical, information resulting from current engineering 
and scientific work performed, or managed, by the Jet Propulsion Laboratory for 
the National Aeronautics and Space Administration. The Space Programs Sum- 
mary is currently composed of four volumes: 
Vol. I. Flight Projects (Unclassified) 
Vol. 11. 
Vol. 111. 
Vol. IV. 
The Deep Space Network (Unclassified) 
Supporting Research and Advanced Development (Unclassified) 
Flight Projects and Supporting Research and Advanced 
Development (Confidential) 
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I. Introduction 
A. Description of the DSN 
The Deep Space Network (DSN), established by the 
NASA Office of Tracking and Data Acquisition under the 
system management and technical direction of JPL, is 
responsible for two-way communications with unmanned 
spacecraft traveling approximately 10,000 mi from earth 
to interplanetary distances. It supports, or has supported, 
the following NASA deep space exploration projects: 
Ranger, Surveyor, Mariner Venus 1962, Mariner Mars 
1964, Mariner Venus 67, and Mariner Mars 1969 (JPL); 
Lunar Orbiter (Langley Research Center); Pioneer (Ames 
Research Center); and ApoZZo (Manned Spacecraft Center), 
as backup to the Manned Space Flight Network (MSFN). 
The DSN is distinct from other NASA networks such as the 
MSFN, which has primary responsibility for tracking 
the manned spacecraft of the ApoZZo Project, and the 
Space Tracking and Data Acquisition Network (STADAN), 
which tracks earth-orbiting scientific and communications 
satellites. 
The three basic functions performed by the DSN in 
support of each flight project are as follows: 
(1) Tracking. Accomplished by radio communication 
with the spacecraft, tracking provides such metric 
data as angles, radial velocity, and range (distance 
from the earth to the spacecraft). 
Data acquisition. Using the same radio link, the 
data acquisition function consists of the recovery 
of information from the spacecraft in the form of 
telemetry, namely, the engineering measurements 
recorded by the spacecraft and the scientific data 
obtained by the onboard instruments. 
Command. Using the same radio link, the command 
function involves sending information to the space- 
craft to initiate equipment which, for example, 
operates propulsion systems for changing the tra- 
jectory of the spacecraft, changes data transmission 
rate to earth, or reprograms onboard computers 
which determine the sequence of spacecraft engi- 
neering events. 
The DSN can be characterized as a set of the following 
systems: (1) telemetry, (2) tracking, (3) command, (4) 
monitoring, (5) simulation, and (6) operations control. 
Alternately, it can be considered as being comprised of 
three facilities: the Deep Space Instrumentation Facility 
(DSIF), the Ground Communications Facility (GCF), 
and the Space Flight Operations Facility (SFOF). 
The DSIF is a worldwide set of deep space stations 
(DSSs) that provide basic radio communications with 
spacecraft. These stations and the deep space communi- 
cations complexes (DSCCs) they comprise are as follows: 
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Pioneer, Echo, and Mars DSSs (and Venus DSS, described 
later), comprising the Goldstone DSCC in California; 
Woomera, Tidbinbilla, and Booroomba' DSSs, compris- 
ing the Canberra DSCC in Australia; Johannesburg DSS 
in South Africa; and Robledo, Cebreros, and Rio Cofio' 
DSSs, comprising the Madrid DSCC in Spain. The over- 
seas stations are normally staffed and operated b y  
government agencies of the respective countries, with 
some assistance from U.S. support personnel. 
In addition, the DSIF operates a compatibility test 
station at Cape Kennedy, which is used for verifying 
flight-spacecraft/DSN compatibility prior to launch, and 
a flight-projecthracking and data system interface lab- 
oratory at JPL, which is used during the development of 
the spacecraft to assure a design compatible with the 
network. A spacecraft guidance and command station on 
Ascension Island serves to track the spacecraft in the 
latter part of the launch trajectory while the spacecraft 
is relatively low in altitude. 
To enable continuous radio contact with spacecraft, 
the stations are located approximately 120 deg apart in 
longitude; thus, a spacecraft in flight is always within the 
field-of-view of at least one station, and for several hours 
each day may be seen by two stations. Furthermore, 
since most spacecraft on deep space missions travel 
within 30 deg of the equatorial plane, the stations are 
located within latitudes of 45 deg north or south of the 
equator. 
Radio contact with a spacecraft usually begins when 
the spacecraft is on the launch vehicle at Cape Kennedy, 
and it is maintained throughout the mission. The early 
part of the trajectory is covered by selected network 
stations of the Air Force Eastern Test Range (AFETR) 
and selected stations of the MSFN which are managed 
by Goddard Space Flight Center. Normally, two-way 
communications are established between the spacecraft 
and the DSN within 30 min after spacecraft injection 
into lunar, interplanetary, or planetary flight. The Cape 
Kennedy DSS, having supported the preflight compati- 
bility tests, monitors the spacecraft continuously during 
the launch phase until it passes over the local horizon. 
The deep space phase begins with acquisition by either 
the Johannesburg, Woomera, or Tidbinbilla DSS. These 
stations, with large antennas, low-noise phase-lock receiv- 
ing systems, and high-power transmitters, provide radio 
communications to the end of the flight. By international 
'Not yet authorized. 
2 
agreement, the radio frequencies assigned for these func- 
tions are 2290-2300 MHz for spacecraft-to-earth downlink 
data transmission and 2110-2120 MHz for earth-to- 
spacecraft command and uplink data transmission. 
To maintain a state-of-the-art capability, research and 
advanced development work on new components and sys- 
tems has been conducted continuously at JPL since the 
establishment of the  DSN. To support  this work, 
the Goldstone DSCC has a research and development 
facility designated the Venus DSS, at which the feasi- 
bility of new equipment and techniques to be introduced 
into the operational network is demonstrated. When a 
new piece of equipment or new technique has been 
accepted for integration into the network, it is classed 
as Goldstone duplicate standard (GSDS), thus standard- 
izing the design and operation of identical items through- 
out the network. 
The GCF, using, in part, facilities of the worldwide 
NASA Communications Facility (NASCOM, managed 
and directed by the Goddard Space Flight Center), pro- 
vides voice, high-speed data, and teletype communica- 
tions between all stations of the network. Communications 
between the Goldstone DSCC and the SFOF are pro- 
vided by a microwave system leased from common car- 
riers. This microwave link has made possible the 
transmission, in real time, of video data received at 
the Goldstone DSCC to the SFOF and then to commer- 
cial TV systems, as was done during the Ranger and 
Surveyor missions. 
The SFOF, located at JPL, receives data from all of 
the tracking stations and processes that information re- 
quired by the flight project to conduct flight operations. 
Voice and data channels are distributed throughout the 
facility, and the following equipment and services are 
provided: (1) data-processing equipment for the real-time 
handling and display of tracking and telemetry data; 
(2) real-time and non-real-time telemetry processing; 
(3) simulation equipment for flight projects, as well as 
for network use in training of personnel; (4) monitoring 
equipment for evaluation of network performance in 
near-real time; ( 5 )  operations control consoles and status 
and operational display facilities required for the con- 
duct of flight operations; and (6) technical areas for flight 
project personnel who analyze spacecraft performance, 
trajectories, and generation of commands, as well as 
support services required to carry out those functions, 
such as internal communications by telephone, intercom, 
public address, closed-circuit TV, documentation, and 
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reproduction of data packages. The SFOF is equipped to 
support many spacecraft in flight and those under test in 
preparation for flight; e.g., over a 24-h period during 1967, 
as many as eight spacecraft in flight or in operational- 
readiness tests for flight were supported by the SFOF. 
Thus, the DSN simultaneously conducts research and 
development for support of future flight projects, imple- 
ments demonstrated capabilities for support of the more 
immediate flight projects, and provides direct support for 
the currently active missions, while accommodating dif- 
ferences in the individual projects. In this and future 
issues of the SPS, Vol. 11, the current technical activities 
of the DSN in these three general categories will be 
reported under the following subject areas: 
Introduction 
Description of the DSN 
Description of DSN Systems 
Mission Support 
Introduction 
Interplanetary Flight Projects 
Planetary Flight Projects 
Manned Space Flight Project 
Tracking and Navigational Accuracy Analysis 
Communications System Research 
Tracking and Data Acquisition Elements Research 
Supporting Research 
Advanced Engineering 
Network Development and Operations 
Facility Development and Operations 
Space Flight Operations Facility 
Ground Communications Facility 
Deep Space Instrumentation Facility 
and Utilities 
Design and Implementation of Technical Structures 
In the section entitled “Description of DSN Systems,” 
the status of recent developments for each of the six 
DSN systems listed above will be described. The more 
fundamental research carried out in support of the DSN 
is reported in Vol. I11 of the SPS, and JPL flight project 
activities for missions supported by the DSN are reported 
in Vol. I. 
B. Description of DSN Systems: Monitoring 
1. Functions 
System, R .  W. Linnenkohl 
The DSN monitoring system consists of those elements 
of the DSN that provide monitoring data for the real- 
time evaluation and permanent recording of the perform- 
ance, configuration, and status of the active DSN physical 
systems. The general functions performed to provide 
these data are data collection, transmission, processing, 
display, and analysis. The monitoring system is con- 
strained to not interrupt the normal track, command, and 
telemetry data flow to the users. Installation of the DSN 
interim monitoring system, phase I, is nearing comple- 
tion, at which time system tests will be performed. The 
anticipated system configuration for the Mariner Mars 
1969 missions is shown in Fig. 1. 
2. System Elements 
The monitoring system is composed of a monitor and 
control subsystem for each facility (DSIF, GCF, and 
SFOF) and a DSN monitor area subsystem in the SFOF. 
The hardware and software of the DSIF that are part 
of, or contribute significantly to the operation of, the 
DSN monitoring system are: 
(1) Digital instrumentation subsystem, phase I1 (DIS 
(2) Station monitor console, phase I1 (SMC 11). 
(3)  DSIF monitor program, phase I, within DIS 11. 
(4) All object subsystems (i.e., those instrumented to 
11). 
report to the monitoring system). 
Those of the GCF are: 
(1) Teletype and high-speed data lines of NASCOM. 
(2) GCF monitor program within the SFOF communi- 
cations processor (CP). 
( 3 )  DSIF/GCF and SFOF/GCF interface equipment. 
Those of the SFOF are: 
(1) IBM 7044 input/output computer. 
(2) IBM 7044 mission-dependent processor. 
(3) Display buffer. 
(4) IBM 7094 criteria-generation program. 
(5 )  Input/output and display devices. 
3. System Operation/Subsystern Description 
a. DSZF monitor and control subsystem. The DIS I1 
samples analog and digital signals and converts the analog 
signals to digital form. In identifying and processing 
station data, such functions as scaling, editing, normaliz- 
ing, formatting, data comparison, and limit monitoring 
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are performed. The data processing function requires 
the determination of subsystem performance through 
comparison with predicted data, validation of the system 
operating configuration, and identification of subsystem 
failures by limit-checking against predicted data values. 
Subsystem performance indices are computed, and data 
messages for overall mission monitoring are assembled. 
A recording is made of station performance history and 
calibration data in digital form on magnetic tape. Capa- 
bilities for generation of a printer record of selected 
station parameters and for playback are provided. Mon- 
itor criteria data are received from the DSN monitor area 
subsystem. These data are labelled to facilitate playback 
and data retrieval. The DSIF monitor criteria data con- 
sist of critical-parameter limit conditions, tracking data 
predictions, station performance criteria, system condi- 
tions, and system configuration specifications. 
The SMC I1 and interfacing subsystems supply inputs 
of interrupts and sense switches. The DIS I1 output data 
are provided to the paper tape punch, console electric 
typewriter, monitor printer, high-speed data line printer, 
subsystem console displays, audible and visible alarm 
systems, graph plotters, and station monitor displays for 
the recording and display of subsystem performance data. 
Teletype-compatible and high-speed data are formatted 
and transmitted to the SFOF through the GCF. These 
data include subsystem performance indices and subsys- 
tem operational status. 
b. GCF monitor and control subsystem. Error signals 
are acquired from the automatic data switching system 
(ADSS) decoders in the SFOF. The CP senses the presence 
of incoming blocks on a per-circuit basis (via the de- 
coders). An activity indication is generated only if: 
(1) the total number of blocks during a specified interval 
exceeds a predetermined minimum, and (2) the CP pro- 
gram has been properly loaded. (If the latter condition 
is not satisfied, an operator alarm is generated.) Given 
the required input data, the CP calculates the reciprocal 
of the error ratio (i.e., the number of good bits divided by 
the number of erroneous bits). If this ratio does not ex- 
ceed a predetermined minimum (specified on a per-DSS 
per-pass basis), an alarm is generated. Input criteria for 
this alarm generation is either directly from the IBM 7044 
monitor program using the 40.8-kbits/s channel or from 
an operator manual input. (The IBM 7044 inputs over- 
ride the manual inputs.) The activity indication, calcu- 
lated error rate, and alarms are forwarded on a per-DSS 
basis to the IBM 7044 DSN monitor program. 
Communications displays are generated in video form 
for distribution using the SFOF closed-circuit television 
system. The display generator utilizes timing signals 
provided by the television system and provides a non- 
composite video output of the above data suitable for 
direct insertion into the television-system switcher. 
c. SFOF monitor and control subsystem. Error signals 
are acquired from the data processing subsystem (DPS) 
instrumentation and from telemetry and tracking data 
processing software. The SFOF monitor and control sub- 
system (basically a modified version of the existing data 
processing control console) can operate either as a part 
of the DSN monitoring system or independently. In either 
case, a complete set of SFOF configuration, status, and 
alarm data is presented on this subsystem’s displays; a 
compressed set is available for the DSN monitor area 
subsystem’s displays. Operation is independent of the 
content of mission data to the maximum possible extent. 
An equipment status display shows the interconnec- 
tions and status of the various pieces of DPS equipment. 
The information is used to: (1) warn operational personnel 
of actual or impending failures, (2) aid in failure isola- 
tion, (3) facilitate rapid recovery from failures, (4) aid in 
evaluating the validity of DPS outputs, and ( 5 )  aid in con- 
trol of the DPS under standard and non-standard condi- 
tions, All data (including out-of-tolerance measurements) 
are displayed in an on/off manner. A subset of measure- 
ments that is of an alarm nature results in an input to the 
overall DSN monitoring system. 
The primary source of information for the processing 
status and data status displays is the SFOF monitor pro- 
gram. The data status display is a real-time display in 
tabular format showing the status of all teletype and 
high-speed data entering the DPS. There is one such 
display for each IBM 7044-7094 string. All data are 
identified, data being processed are noted, and alarm 
conditions in the data format are signaled. 
The processing status display is a data-flow-diagram 
type of display. All significant IBM 7044 processing 
events from input to output are noted in real time. Data 
flow paths in use are evident, and blockages in data flow 
are easily isolated. A single set of indicators is provided 
to identify the current operating program. There is one 
processing status display switchable to any IBM 7044- 
7094 string. 
One administrative printer per IBM 7044-7094 string 
is located in the data processing control area as part of 
4 JPL SPACE PROGRAMS SUMMARY 37-53, VOL. II 
> 
Q 
I c 
ri, 
I 
I iL 
t 
v) Y 
z 
L 
J 
W (L
w 
J w I-
Z 
0 - 
(L 
3 
Y 
V 
2 
z 
4 a 
v 
LL 
u- 
rn 
D 
I- I 
I 
I 
.--I 
I l l -  
r 
I 
I 
I 
1 2  
L 
L c 
v) 
3 
4 
t 
Page intentionally left blank 
the SFOF monitor and control subsystem. This printer 
indicates the existence of program-detected failures, im- 
proper interfacing of computers, and inoperable or incor- 
rectly configured critical pieces of equipment. 
d. DSN monitor area subsystem. The major elements 
of the DSN monitor area subsystem are the DSN monitor 
area with its associated hardware elements, a DSN mon- 
itor and analysis team, and the DSN monitor area sub- 
system software in the IBM 7044 input/output computer 
and the display buffer. The monitor area, located in the 
SFOF, utilizes monitor data outputs from the DSN mon- 
itor and control subsystems; hence, it is the primary user 
subsystem for data processed and provided for overall 
DSN performance monitoring. 
Data monitoring and data validation capabilities are 
also provided for use by the telemetry and tracking 
systems. Telemetry data monitoring is accomplished pri- 
marily by format checking or by performing continuous 
measurements on the number of successfully decom- 
mutated telemetry frames in the DPS. Tracking data 
evaluation is performed based on tracking data noise 
measurements and through comparison of observables 
with predictions transmitted to the DSN monitor area 
subsystem. 
The input/output computer and the display buffer 
play a major role in the function of the DSN monitor area 
subsystem. The input/output computer contains the DSN 
monitor program for recording, minimal formatting, and 
outputting to the display buffer all monitor data from 
the DSIF, GCF, and SFOF monitor and control sub- 
systems and for outputting to printers for monitor data 
alarms. The display buffer contains the software for 
driving the monitor area displays (Fig. 1). Monitor cri- 
teria data are controlled and provided by the DSN 
monitor area subsystem. 
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I I .  Advanced Engineering: Tracking and 
Navigational Accuracy Analysis 
A. Introduction, T .  W. Hamilton and D. W. Trask 
The DSN Inherent Accuracy Project was formally 
established by the DSN Executive Committee in July 1965. 
The objectives of the project are: 
(1) Determination (and verification) of the inherent 
accuracy of the DSN as a radio navigation instru- 
ment for lunar and planetary missions. 
(2) Formulation of designs and plans for refining this 
Achievement of these goals is the joint responsibility of 
the Telecommunications and Systems Divisions of JPL. 
To this end, regular monthly meetings are held to co- 
ordinate and initiate relevant activities. The project leader 
and his assistant (from the Systems and Telecommunica- 
tions Divisions, respectively) report to the DSN Executive 
Committee, and are authorized to task project members 
to (1) conduct analyses of proposed experiments, (2) pre- 
pare reports on current work, and (3) write descriptions 
of proposed experiments. The project is further authorized 
to deal directly with those flight projects using the DSN 
regarding data-gathering procedures that bear on inherent 
accuracy. 
accuracy to its practical limits. 
The various data types and tracking modes provided 
by the DSIF in support of lunar and planetary missions 
are discussed in SPS 37-39, Vol. 111, pp. 6-8. Technical 
work directly related to the Inherent Accuracy Project is 
presented in SPS 37-38, Vol. 111, and in subsequent Deep 
Space Network SPS volumes, and is continued in the 
following sections of this chapter. 
The correlations between major visible lunar features 
and systematic variations in the radio tracking data ob- 
tained from Lunar Orbiter Ill are reported in SPS 37-52, 
Vol. 11, pp. 20-24. The analysis has been extended in 
the following Section B to supply a qualitatively consistent 
gravimetric map of the lunar nearside by processing a 
doppler data sample that spans a 10-day period with 
80 consecutive orbits of the Lunar Orbiter V. While this 
extended analysis is still preliminary and a simplified 
model was employed, the results reveal large mass con- 
centrations beneath the center of all five nearside ringed 
maria. In addition, there exists one other mass concen- 
tration that probably represents an ancient ringed maria, 
which has become partially obliterated with the passage 
of time. 
Generally, reductions from earth-satellite tracking data 
result in high correlations between the gravitational mass 
of the earth (GMce) and the scale of the coordinate system 
(i.e., linear coordinates of the tracking stations). This is 
especially true in the case of optical data that relies on 
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an independent determination of GM, to provide the 
scale of quantities that involve linear dimensions. To date, 
the most accurate GM, determinations have been pro- 
vided from radio tracking of deep space probes such as 
those reported in SPS 37-43, Vol. 111, pp. 3-18 and 
SPS 37-44, Vol. 111, pp. 11-28. At present, these GM, 
determinations from deep space probe data have no close 
competitors in that their claimed uncertainty is an order of 
magnitude less than that provided by previous techniques. 
Section C investigates the feasibility of checking the 
deep space probe results by determining a GM, of com- 
petitive accuracy as a check through tracking a medium- 
altitude satellite with a tracking system comparable to 
that used for the deep space probes. For the case investi- 
gated, which is a high-inclination orbit similar to the one 
planned for the LIDO project, GM, solutions compar- 
able in accuracy to those obtained from a lunar or 
planetary flight can be obtained if high-precision ranging 
data is taken. Furthermore, these solutions are obtained 
after only 3-4 orbits, thus minimizing the effect of long- 
term systematic errors such as atmospheric drag, solar- 
radiation pressure, altitude control thrust, etc. 
The systematic trends of 1 mm/s amplitude in the 
doppler residuals for Surveyor VI1 having a diurnal sig- 
nature were presented in SPS 37-51, Vol. 11, pp. 42-50. 
This amplitude is significant when compared to the 0.1 
mm/s noise normally visible on doppler data sampled 
once per minute. The suspected causes include lunar 
ephemeris errors, tropospheric refraction, and ionospheric 
charged particle effects where the first two are discussed 
in SPS 37-51, Vol. 11. Section D further investigates the 
role played by the ionosphere. Based on electron-content 
data available from the Faraday rotation experiment 
being performed at Stanford University, the corrections 
to doppler data were computed for a 2-wk doppler track- 
ing period during the postlunar touchdown phase of 
Surveyor V. These corrections exceed the uncorrected 
doppler residuals 2 or 3 fold indicating that the least- 
squares minimization technique used to fit the Surveyor 
doppler data is providing erroneous DSS and Surveyor 
location solutions. 
Section E analyzes the continuous estimation of the 
state of a distant spacecraft being perturbed by a random 
acceleration such as would be expected during a low 
thrust or continuous propulsion mission. The presence of 
the continuously operating propulsion device in the space- 
craft system gives rise to large random non-gravitational 
forces that influence the trajectory and, hence, the DSN 
10 
tracking data. These forces result primarily from errors in 
the thrust and performance; i.e., errors in the magnitude 
of the thrust and in the thrust direction orientation. 
Section E is concerned with a comprehensive study of 
the accuracy of state-estimation techniques for powered- 
flight trajectories and is an extension of the work reported 
in SPS 37-52, Vol. 11, pp. 3744, which ignored these ran- 
dom accelerations. As before, empirical formulas are 
presented that are accurate for reasonable lateral velocities 
and valid up to about 10 successive passes of data when 
the probe is relatively free from planetary gravitational 
forces and at an appreciable distance from the sun. 
Section F discusses data compression and its application 
to orbit determination. A technique is described that 
substantially reduces the amount of data that must be 
handled without significantly reducing the information 
contained in the data. Simulated data corresponding to 
realistic spacecraft missions are processed both in the 
SPODP and via this data compression technique; the 
resulting covariance matrices were compared and found 
to be in good agreement. 
B. Mascons: lunar Mass Concentrations,l 
P. M .  Muller and W .  1. Sjogren 
1. Introduction 
The Lunar Orbiter missions have provided both high- 
quality photographs of the moon and supplementary 
scientific information concerning the moon's gravitational 
field. Previous investigators concluded that the moon is 
gravitationally rougher than anticipated in the sense that 
comparatively high degree terms in the spherical har- 
monic expansion would be required for effective repre- 
sentation of the gravity field (Refs. 1-4). This roughness 
of the moon has been of interest to the Apollo Project 
because of  the resulting perturbations on the ApoZZo 
orbiting spacecraft. For these reasons, a new analysis 
has been made using the accurate radio tracking data 
provided by the NASA Deep Space Network (DSN) 
operated by the Jet Propulsion Laboratory. 
This new processing (Ref. 5 )  of the Lunar Orbiter data 
has produced unexpected results. A study of local accel- 
erations on the spacecraft resulted in a gravipotential map 
(Fig. 1) of the lunar nearside that reveals very large mass 
concentrations (mascons) beneath the center of all five 
nearside ringed maria (Imbrium, Serenitatis, Crisium, 
Nectaris and Humorum). In addition, mascons were 
'This subject has also been reported in Science, Vol. 161, No. 3842, 
pp. 681-684, Aug. 16, 1968. 
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observed in the area between Sinus Aestuum and Sinus 
Medii (presumably a newly discovered ancient ringed 
mare), and in the Mare Orientale. The Urey-Gilbert 
theory of lunar history (Ref. 6) has predicted such large- 
scale high-density mascons below these maria. 
The DSN tracks unmanned deep-space probes, launched 
by the United States, using earth-based radio trans- 
missions at 2300 MHz in a coherent loop between the 
spacecraft and receiver. The doppler cycle count, which 
is the frequency difference between the transmitted and 
received signal, is continuously accumulated and sampled 
at regular 60-, 30-, or 10-s intervals. The high-frequency 
noise on these data is between 0.1 and 1 mm/s except at 
times of picture readout where the degradation factor is 
approximately 3. These data permit examination of the 
observed systematic effects which are in the neighborhood 
of 10-150 mm/s (65 mm/s = 1 Hz). 
2. Data Processing 
The doppler data sample presented in this article spans 
a 10-day period with 80 consecutive, continuously tracked 
orbits of the Lunar Orbiter V spacecraft. The orbital 
characteristics of the spacecraft were as follows: 
(1) The semimajor axis was 2636 km. 
(2) The eccentricity was 0.27. 
(3) Inclination to the lunar equator was 85". 
(4) The orbital period was 3hll"1. 
The closest approach to the lunar surface was 100 km at 
2"N lat. 
The central 90-min data span, centered on perilune, 
was taken from each individual orbit for the data pro- 
cessing. The combined coverage of the 80 orbits, south 
pole to north pole, east limb to west limb, was adequate 
to cover the lunar nearside hemisphere between 270"  
lat and long. 
Whereas the processing of the 9000 individual data 
points was a substantial undertaking, involving hand 
working of the punched cards, this was only a small 
fraction of the data available from five orbiters, in several 
mission phases, with distinct orbit characteristics. 
These data were processed by least-squares fitting in 
which the theoretical model (Ref. 7) included a triaxial 
moon and gravitation perturbations due to the earth, sun, 
Venus, Mars, Jupiter, and Saturn. It was necessary to 
limit the data arcs to 90 min in order to obtain the 
consistency required for the analysis. The method used is 
described in Ref. 5 where the definite correlation between 
the residuals and variations in the lunar gravitational 
field is demonstrated. 
The residuals from the raw doppler data, obtained 
after the best selenocentric position and velocity of the 
spacecraft have been estimated, became the data which 
were further processed. These data contained the local 
gravity effects since the other variables (e.g., station 
motion, the primary selenocentric orbit motion, etc.) had 
been removed by the least-squares fit. 
The next step in the reduction was to extract accelera- 
tions from the residuals. As shown in Fig. 2, these were 
fit with patched cubic polynomials (SPS 37-52, Vol. 111, 
pp. 10-14) to smooth the data and to permit determina- 
tion of an accurate derivative. Since the spacecraft 
altitude above the lunar surface was not constant, the 
raw accelerations represented the gravity effects at the 
height actually flown. What was really desired was a 
measure of the relative acceleration changes for a con- 
stant spacecraft altitude since such measurements would 
correlate with gravitational changes at or near the lunar 
surface. For that reason, the accelerations were normal- 
ized so that the plotted values represent the acceleration 
a spacecraft would have experienced if it had been at an 
altitude of 100 km, under the assumption that the typical 
mascons were at a depth of 50 km below the surface. 
That is 
where is the normalized acceleration, A,,,, is the 
computed acceleration, and H is the altitude in kilometers. 
While this arbitrary choice was necessitated by the 
desire to make simplifying assumptions, some evidence 
was available as a basis for judgment. The analysis of 
distinct spacecraft (with different altitudes) flying over 
the same features had yielded 25-125 km for the depth 
of perturbing points below the surface. Therefore, 50 km 
was chosen as an average depth expectation, and space- 
craft accelerations normalized to the perilune distance of 
100 km were used. The accelerations were therefore 
based upon these assumptions. 
The accelerations were of necessity measured along 
the spacecraft-earth direction. Since the method of data 
processing used is a point-by-point scalar system, the 
unfortunate fact remained that a single data point could 
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Fig. 2. Data processing results for two consecutive Lunar Orbiter V-C orbits: (a) orbit 45, (b) orbit 46 
not indicate from what direction the acceleration acted. 
What was seen was the projection of the true acceleration 
on the spacecraft-earth vector. Only modeled system- 
fitting of substantial quantities of continuous data can 
determine the nature of these geometrical effects. 
These constitute the simplifying assumptions that per- 
mitted rapid conversion of the raw residuals into gravi- 
metric data. As already noted, the qualitative aspects of 
the new observations are rather well preserved at the 
expense of some of the quantitative information. 
Since the true direction of the forces was unknown, a 
simplifying assumption was made in order to tie the 
observed accelerations to the lunar surface for compari- 
son with a map. Because the acceleration decreased with 
the distance squared, it was assumed that the force was 
directly below the trajectory. 
The decision to omit a correction for the projection on 
the spacecraft-earth vector, approximately a cosine func- 
tion of the angular separation of the spacecraft from the 
lunar zero latitude and longitude point, resulted in 
increased uncertainty in the acceleration amplitudes near 
the limb. Such a correction seemed inadvisable because 
the true direction was unknown. 
From the analysis to date, 74 sets (of the 80 orbits, six 
had insufficient data) of normalized accelerations (mm/s*) 
have been obtained (Fig. 1). While this approach was 
intended primarily to supply a priori information for 
a more quantitatively precise future analysis, the results 
proved to be very enlightening and of scientific impor- 
tance. It should be emphasized that only approximations 
were made; therefore, those intending to analyze these 
data should use caution as dictated by the limitations on 
the method of data reduction. 
3. Mascon location Determination 
A contour plot made from the data of Fig. 1 is shown 
in Fig. 3. The large, distinct positive accelerations, along 
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Fig. 3. Contour plot of gravimetric and acceleration map 
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with a smaller number of distinct negative accelerations, 
are clearly seen. Large positives lie in the centers of all 
five major ringed maria. The large rate of change in the 
accelerations over these mascons reveals their relatively 
small physical extent (50 to ux) km). In fact, analysis of 
the detailed computer results indicates a non-spherical 
troughlike mass distribution (approximately 50 by 200 km 
running generally east-west) in Imbrium and Serenitatis. 
PE" Ringed maria Value 
units 
The data are consistent, apart from occasional short 
intervals of poor fit. The individual polar orbits (south- 
north) are plotted on Fig. 1. The consistency of the results 
can easily be seen by reading across the map (Fig. l), i.e., 
from west to east perpendicular to the individual polar 
orbits. The variations tend to be smooth and consistent 
across the adjacent orbit sets. Furthermore, computed 
comparisons between residual accelerations from an equa- 
torial orbiter (Lunar Orbiter ZZZ) agree well with the 
plotted data. These results constitute the data consistency 
check and the initial estimate of gravity variations soiight 
from the simplified approach. 
PE8 Value 
units 
The more diffuse positive and negative variations 
shown on the plots near the limbs must be considered 
doubtful because of the normalizations introduced in the 
data processing. An orbit determination program, operat- 
ing under a least-squares fitting, should minimize the 
sum of residuals squared and tend to compensate for 
large variations by "splitting the difference." Precisely 
how this effect appeared on the results is difficult to 
determine with certainty, but it is suspected that the large 
accelerations will give rise to diffuse, lower amplitude, 
opposite and compensating signatures in the processed 
data. 
Orbit 
88 
89 
90 
91 
92 
93 
94 
95 
96 
The contour map shows two nearby mascons of inter- 
mediate magnitude between Sinus Aestuum and Sinus 
Accelerations, mm/s2 
0.22 
0.1 4 
0.22 
0.1 3 
0.08 
-0.17b 
-0.17 
- 0.09 
Occultation 
32 N 
25 N 
18 N 
15 S 
23 S 
20 s 
, 6 Nb 
Medii. A crucial orbit that might further clarify the situa- 
tion is missing, and with these data, it is not possible to 
specify whether these mascons are really distinct. How- 
ever, this location certainly contains at least one definite 
mascon. It is consistent to assume that this represents an 
ancient feature, similar to one of the modest ringed seas, 
obliterated by the debris from Serenitatis and Imbrium 
and only now revealed by the new data. There are other 
lesser mascons which may or may not be significant. 
There may be correlations with the Russian magnetom- 
eter observations from their Luna probes if data over the 
specifically indicated areas is analyzed. Their preliminary 
statement of results, however, does not indicate any 
unusual effects. 
17 W 
19 E 
56 E 
33 E 
38 W 
95 w 
, 6 Wb 
A side investigation of residuals not displayed in Fig. 2 
was the examination of data in the area of Mare Orientale 
(20"s lat, 95"W long), a ringed mare discovered by Lunar 
Orbiter photography. If Mare Orientale has the same 
characteristics of the other ringed maria, then high accel- 
erations should occur directly above it. Since these 
largest accelerations would be normal to the probe-earth 
line at this longitude, one would expect essentially zero 
effect from the overflight orbit. However, from a family 
of orbits bracketing this time, one would expect those 
preceding the overflight to show a modest positive accel- 
eration (at about 22"s lat) and those following to show 
a negative acceleration. The residuals from these several 
orbits were plotted and acceleration estimates computed 
for 22"s lat with eight consecutive orbits (Table 1) 
resulting in precisely the effect predicted. 
Examination of the detailed computer output permitted 
consistent estimates of the mascon locations. The results 
of these computations are presented in Table 2 with the 
estimated probable error. 
Table 2. large positive mascon locations 
I latitude, deg I longitude, dog 1 
lrnbriurn 
Serenitatis 
Crisiurn 
Nectaris 
Hurnorurn 
Orientale 
Aestuum-Medii 
"PE = probable error. 
h i s s i n g  data and possible skewed fits make i t  impossible to resolve whether there 
are  one or two mascons i n  this location. More sophisticated processing and oddi- 
tional data from other orbiter missions will  permit a determination. 
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4. Conclusion 
Even though computations have been made for both 
masses and depths for the largest mascons, our present 
quantitative data require further refinements. One may 
easily compute approximate masses from an assumed 
depth such as 50 km, e.g., the Mare Imbrium mascon 
yields numbers on the order of 20 X lunar masses. 
A spherical nickel-iron object about 100 km in diameter 
would be a rough equivalent. This type of calculation gives 
a qualitative estimate for the large size of these objects. 
The presence of large mascons under every ringed 
mare, excepting Iridum, and their relative absence else- 
where, suggests a relation between the two phenomena 
that may be similar to the relation suggested by Urey and 
Gilbert (Ref. 6). Among the questions that arise are the 
following: 
(1) Does each of these mascons represent an asteroidal- 
sized body that caused its associated mare by 
impact? 
(2)  If the mascons are not simply the original im- 
pactors themselves, by what processes were they 
formed in the lunar interior? 
(3) Is the presence of these objects consistent with a 
molten lunar interior? 
Urey (Ref. 8) has proposed that the Mare Imbrium 
collision object entered at Sinus Iridum as a low elevation 
impactor while others have held that the two features 
are independent formations. Sinus Iridum is the smallest 
ringed mare and, as Urey (Ref, 8) and others (Ref. 9) have 
pointed out, is a unique feature. It is larger than the other 
ringed and filled craters, such as Ptolemaeus, and has a 
similar appearance to the larger ringed maria discussed 
in this article. If it is a separate impact mare, one would 
expect its physical properties to resemble the others, and, 
hence, contain a mascon for the same reasons. 
Examination of the data reveals instead a sharply 
defined, negative acceleration. While this appears to sup- 
port the Urey hypothesis, it is not necessarily inconsistent 
with other selenological theories. 
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C. Satellite Determination of the Earth’s 
Gravitational Mass From Doppler and 
Range Measurements. Part I: Moderate 
Altitude Orbits, G. E.  Pease 
1.  Introduction 
The question of the feasibility of determining the 
earth’s gravitational mass from close satellite orbits has 
been investigated by W. M. Kaula (Ref. l), R. J. Anderle 
(Refs. 2 and 3), G. J. Smith (Ref. 2), and others. In gen- 
eral, it has been understood that errors in the assumed 
value of the earth radius are a limiting factor for close 
satellites because of the scale relationship of Kepler’s 
third law. Neglecting the effect of oblateness 
GM = n2a3 
where 
GM = the product of the Newtonian gravitational 
constant and earths mass 
n = the mean motion 
a = the semimajor axis of the satellite orbit or 
a = a, + h, the radius of the earth plus the 
satellite altitude 
Then 
AGM 2An 3(Aa, 4- A h )  
GM = n 
- -  
a + 
For close orbits, where the mean motion may be accu- 
rately measured 
f l  >>An 
a, >> h 
16 JPL SPACE PROGRAMS SUMMARY 37-53, VOL. II 
[ and 
A G M  3Aa, +- 
G M  a, 
Again, these station locations (which correspond to ex- 
isting DSSs) are not associated with a specific satellite 
mission such as LIDO, but were chosen for their favor- 
able relative geometry. 
I. whereas, for a distant orbit 
l 
~ a, h 
1 and 
A G M  2An 3Ah 
G M  n h +-+- 
Thus, the sensitivity to errors in the earth radius is 
relatively unimproved by precise range information for 
close orbits, but becomes a function of this information 
for distant orbits. In addition, errors in gravitational har- 
monics are more important in low-altitude orbits. For this 
reason, most close satellite geodesy work has concen- 
3. Statistical Analysis 
The JPL single precision orbit determination program 
(SPODP; Ref. 4) was used to numerically integrate a 
trajectory by the Cowell method and to compute partial 
derivatives of the p and i~ data types with respect to an 
initial satellite position, velocity, and G M ;  and to the geo- 
centric radius ( r ) ,  latitude (+), and longitude (A) of each 
of the three tracking stations. These partial derivatives 
were then multiplied by themselves and the inverse data 
weights andzombined with an a priori diagonal covari- 
ance matrix (r) to form the covariance matrix of estimated 
parameters (r). If + i  is the vector of partial derivatives 
and wi the data weight at the ith observation 
ru  -1 
trated on obtaining higher order gravity field harmonics 
and more or less ignored the possibility of improving the 
value for G M  obtained from lunar and planetary space- 
craft. With the advent of more powerful boosters and 
high-orbit synchronous communication satellites, how- 
ever, the possibility of obtaining a very precise G M  pre- 
sents itself. 
r = diw;l +T + r-1) ( i Z l  %' 
I 
' This has been computed at hourly intends using the 
JPL double precision matrix manipulation program 
(DPMMP).* The a priori standard deviations used were 
as follows: 
In this article, some results from simulated doppler 
and range tracking of a Navy low-inclination doppler 
only (LIDO)-type satellite orbit are given. This orbit is 
of interest because, with a semimajor axis of about 9158 
km, it is somewhat higher than a typical close-orbit 
satellite (a < SO00 km), yet n may be precisely measured 
by tracking over more than one pass. Eccentricity and 
inclination of the model orbit are also high-0.2 and 96 
deg, respectively. This high inclination gives the satellite 
an extensive earth track and, hence, favorable tracking , 
, geometry. 
2. Tracking Model 
For the purpose of this study, simulated 60-s range 
and range-rate data were analyzed with la weights of 
up = 25 m and uj = 5 mm/s, respectively, assuming 
60 s between data samples. These accuracies are more in 
accord with the JPL S-band and Goddard systems than 
with the LIDO TRANET system (doppler only) accu- 
racy, but they are felt to be representative of presently 
attainable technology even though not necessarily appli- 
cable to LIDO itself. 
(1) lo00 km on position components. 
( 2 )  1 km/s on velocity components. 
(3) 10 km3/s2 on G M .  
( 4 )  50 m for the r, A, and + of the three tracking stations. 
Gravity harmonics were not estimated as these are 
probably better estimated from low-altitude satellites. 
Errors in the current values should not be an appreciable 
error source in determining G M  from a LIDO-type orbit. 
Figure 4 shows the solution for G M  as a function of 
tracking data from the Pioneer and Johannesburg DSSs. 
After 7 h (nearly three orbits), the doppler and ranging 
solution levels off at a standard deviation of 0.33 which 
is comparable to that obtainable on a lunar or planetary 
mission. For example, the 5 days of doppler-only premid- 
course maneuver orbit determination for Mariner V yield 
a G M  value of 398601.49 ~ 0 . 3 9  km3/s2. The lunar flights 
yield similar standard deviations. The doppler-only sat- 
ellite solution of uGM = 0.93 after 7 h is not very im- 
pressive. 
Three tracking stations [Pioneer, Johannesburg, and 
Robledo Deep Space Stations (DSSs)] were simulated. 
*Hilt, D. E., Double Precision Matrix Manipulation Program, 
Apr. 1, 1968 (JPL internal document). 
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Fig. 4. cGM from Pioneer and Johannesburg DSSs tracking data 
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Figure 5 shows results for all three tracking stations, 
with Robledo DSS tracking some 2.5 h before Pioneer 
DSS. After 9.7 h (4 orbits), the solution for GM from 
doppler and ranging reaches a lo value of 0.27. It appears 
that the addition of the third station also improves the 
doppler-only solution, which reaches uGM = 0.65 at 9.8 h 
and seems to be still dropping at this point. 
The complete parameter solutions at the last data point 
time of Figs. 4 and 5 are summarized in Table 3. It is 
seen that while the solution for tracking station longitudes 
is poor, it is somewhat improved by the addition of the 
2. c 
1 .E 
1.6  
1.4 
mn 1.2 
m' 
s- 
b 1.0 
E 
Y 
(3 
0.8 
0.6 
0.4 
0.2 1 5 
third tracking station. Relative longitudes, however, are 
comparatively well determined, although this fact is not 
shown in Table 3 which lists only the absolute standard 
deviations. The correlations between the various tracking 
station longitudes range from 0.988 to 0.998 in the four 
solutions shown in Table 3. 
4. Conclusion 
It appears that the solution for GM from a moderate- 
altitude earth satellite (a x 9OOO km) of high inclination 
is comparable in accuracy to that obtained from a lunar 
TIME PAST FIRST ROBLEDO DSS DATA POINT, h 
Fig. 5. uGM from Robledo, Pioneer, and Johannesburg DSSs tracking data 
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fable 3. Satellite orbital parameter solutions 
at Pioneer DSS rise plus 7h14m 
Parameter 
Geocentric equatorial 
x ,  m 
2, m 
it mm/s 
Y. m 
i, mm/r 
2, mm/s 
GM, kma/s2 
Pioneer DSS 
r, m 
9, m 
A, m 
Johannesburg DSS 
r, m 
4 m 
A, m 
Roblado DSS 
r, m 
4, m 
A. m 
- 
A 
priori 
U 
- 
1 06 
1 0 6  
1 0 6  
1 06 
106 
106 
10 
50 
50 
50  
50 
50 
50  
50  
50 
50 - 
Standard deviations 
~ 
Pioneer, 
Johannesburg 
DSSs - 
c. P - 
14 
5 
5 
31 
23 
6 
0.3 3 
4 
7 
35 
4 
6 
35 
- 
- 
6 only - 
14 
7 
12 
31 
23 
0 
0.93 
7 
9 
35 
5 
9 
35 
- 
Robledo, Pioneer 
Johannesburg 
DSSs - 
b. P - 
1 1  
4 
4 
25 
19 
5 
0.26 
3 
4 
29 
3 
5 
29 
4 
4 
29 - 
12 
5 
7 
25 
19 
7 
0.65 
4 
4 
29 
4 
7 
29 
5 
5 
29 - 
or planetary flight if high-precision ranging data is taken. 
Furthermore, this solution is obtainable after only three 
or four orbits, thus minimizing the effects of long-term 
systematic errors such as atmospheric drag, solar-radiation 
pressure, attitude-control thrust, etc. The situation is not 
as favorable with doppler data only. The addition of a 
third tracking station seems to offer the hope of obtaining 
a more reasonable solution in five or six orbits, although 
the scale relationship GM = n2(u, + h)3 limits this type 
of solution in which neither a, nor h are directly deter- 
mined. A future article will explore the possibility of esti- 
mating GM from tracking a high-altitude satellite. 
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D. Ionospheric Charged Particle Influences on 
Surveyor Tracking Data, F. 6. Winn 
1. Diurnal Error Sources 
The ionospheric charged particle effect on two-way 
doppler, the Surveyor tracking data type, is a function of 
the time rate of change of the total number of electrons 
encountered by the radio tracking wave as the signal 
passes through the ionosphere. The electron density for 
any ionospheric unit volume along the signal ray path is 
dependent on the solar activity, the sun-earth-probe 
angle, the frequency of the radio propagation, and the 
relative elevation and azimuth between the deep space 
station (DSS) and the spacecraft. The inter-relation of 
the geometrical parameters can be more readily seen in 
Fig. 6. 
The “observed minus computed (0 - C) residuals of 
the Surveyor tracking data fits3 were noted to have a 
diurnal nature (Fig. 7). In SPS 37-51, Vol. 11, pp. 42-50, 
the author demonstrated that solving for a lunar day 
mean tropospheric refractivity index for each DSS in- 
volved in the Surveyor tracking effectively removed the 
diurnal signature from Surveyor residual sets (Fig. 8). 
Then, as now, it was known that the daily 0 - C residual 
excursions were not solely due to tropospheric refraction, 
but that the error signature was primarily a summation 
of the ionospheric charged particle influence, topocentric 
projected lunar ephemeris deficiencies, and atmospheric 
refraction. Noting the statistically high correlation be- 
tween these error sources, it became evident that the 
ionospheric influences on the radio tracking data could 
not be statistically separated from the other two men- 
tioned error sources and successfully solved for in a 
recursive least-squares adjustment. Thus, the need to 
determine and remove the ionospheric charged particle 
“The single precision orbit determination program (SPODP; Ref. 1 )  
was used to process the coherent two-way doppler data from the 
Surveyors. 
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Fig. 6. Spacecraft geometry as observed from the 
deep space station 
influence from the tracking data before the data is em- 
ployed in a differential least-squares adjustment became 
obvious. 
A comparison of DSS and probe-location parameters 
resulting from Surveyor data fits that did and did not 
employ the lunar day mean tropospheric refractivity 
parameter demonstrates the corruption of the fit due to 
the diurnal error sources (Table 4). 
2. Elimination of Ionospheric Charged Particle Effects 
From Tracking Data 
The procedure to be outlined is a simple empirical 
approach that makes use of the Stanford Radio Science 
Laboratory’s Faraday rotation measurements of the pol- 
arized transmissions from the Applications Technology 
Satellite 1 (ATS 1). Stanford continuously monitored 
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Fig. 7. Surveyor VI1 diurnal signature 
REFRACTIVITY INDEX OF PIONEER DSS 
= 240 (ARBITRARILY CHOSEN TO 
MINIMIZE 0 - C  RESIDUALS) 
TIME, min 
Fig. 8. Surveyor VI1 diurnal signature removed 
via combinational parameter fit 
ATS 1 and deduced the ionospheric charged particle 
count history during each of the Surveyor first lunar days. 
Figure 9 shows two 24-h histories of ionospheric electron 
counts. One depicts the ionospheric electron count history 
along a Stanford ATS 1 ray path, and the other depicts 
the electron count history along a Flagstaff ATS 1 ray 
path. Both profiles have been normalized by Stanford to 
a zenith observation profile. It is apparent from Fig. 9 
that the electron count history as determined for one 
21 
Table 4. DSS and Surveyor VI1 coordinates 
Conditions 
With diurnal error 
signature 
Diurnal error signature 
fitted out (fictitious 
refractivity parameter) 
Net change in geocentric 
coordinates of the DSS 
and the seleno- 
centric coordinates 
of Surveyor VI1 
Pioneer DSS 
Asa 
243: 151 12 
243: 15108 
4 m  
rsb 
6372.9973 km 
6372.0034 km 
6 m  
Tidbinbilla DSS 
As 
1480988193 
148?98188 
5 m  
* A .  = geocentric longitude 
b r. = spin-oxir distonce 
e L = selenocentric longitude 
!b = selenocentric latitude 
6371.6824 km 
6371.6894 km 
7 m  
Robledo DSS 
x, 
355075162 
355?75158 
4 m  
6370.0079 km 
6370.0034 km 
4 m  
Surveyor VI1 
AC 
348:47319 
348:48208 
266 m 
4Jd 
-4008578 
-4008628 
150 m 
PST, h 
Fig. 9. Stanford and Flagstaff Faraday rotation measurements (July 10, 1967) 
longitude can be used to deduce some epoch electron 
count for a different longitude. All that is required to 
determine the zenith electron count at the Flagstaff 
longitude from the Stanford electron count profile is a 
simple time offset 
22 
where 
TFlagstaff = Flagstaff look-up time on Stanford 
ATS 1 time scale 
T s t a n f o r d  = time of Stanford ATS 1 observation 
~~~~~~~~f~ = Flagstaff longitude 
XStanford  = Stanford longitude 
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Figure 9 has the Stanford and Flagstaff electron count 
profiles displaced from each other by AT (time scale set 
apart by the longitude difference of the two stations). 
Similarly, to use the Stanford data to determine the 
electron count at some Surveyor subionospheric terres- 
trial longitude requires a time offset 
where 
TSUrVeyor = Surveyor look-up time on Stanford time 
TStmnford = time of Stanford observation 
ASurveyor = Surveyor subionospheric point longitude 
kStanford = Stanford longitude 
scale 
Once the appropriate time shift has been executed and 
the zenith electron count determined, it is necessary to 
scale the electron count number to the correct elevation. 
The scaling factor is of the following form 
where 
A p  = range correction 
y = elevation 
APs, v(ym v) = Aps, v = f ( Y )  
A ~ A T S  I ( Y A T S  I )  = APATS I = f ( Y )  
The elevation function is derived from the ray-traced 
solution for a Chapman ionosphere (SPS 37-41, Vol. 111, 
pp. 38-41). Thus, the differences between effective path 
slant ranges through the ionosphere are taken into con- 
sideration. 
The range correction ( ~ p )  and the velocity correction 
(Ab) applicable to each Surveyor data point can be 
derived from the above procedure. Figures 10, 11, and 12 
represent the A p  and A ~ I  corrections to the Surveyor V 
tracking data for September 12, 15, and 18, 1967, respec- 
tively, as determined from this procedure. 
The September 12, 1967 AP corrections exhibited by 
Fig. 10 represent approximately 25% of the observed 
Surveyor V 0 - C doppler residuals for that date. The 
ionospheric charged particle effect is some four times 
MEAN LUNAR DECLINATION = -28 deg 
SUN-EARTH-PROBE ANGLE 103 deg 
2 4 6 
GMT, h 
Fig. 10. A p  and A b  corrections for Surveyor V track path 
referenced from Pioneer DSS for Sept. 12, 1967 
larger than the high-frequency noise characteristic of 
Surveyor.data (Figs. 7,10,11, and 12). Thus, it is apparent 
that the SPODP least-squares minimization techniques 
have corrupted the parameter solutions in the course of 
minimizing the sum of the squares of the weighted resi- 
duals. The extent of this corruption in terms of specific 
parameters is not known at this time. 
Efforts are presently underway to remove the ionos- 
pheric charged particle influence from the tracking data 
samples by the above outlined procedures before the 
SPODP least-squares fit. Once this has been accom- 
plished, there is still the problem of statistically separat- 
ing the remaining diurnal error sources plaguing the 
Surveyor tracking data samples. It may prove more con- 
venient to adopt a similar pre-data-correction philosophy 
for the tropospheric refraction influences on Surveyor 
data utilizing the tropospheric refraction determinations 
of the Pioneer DSS data fits. If such is the case, the only 
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MEAN LUNAR DECLINATION = Odeg 
0 2 4 6 8 10 
GMT, h 
Fig. 1 1. A p  and A b  corrections for Surveyor V track path referenced from Pioneer DSS for Sept. 15, 1967 
/ 
GMT, h 
Fig. 12. A p  and A b  corrections for Surveyor V track path referenced from Pioneer DSS for Sept. 18, 1967 
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known remaining diurnal error source for the least- 
squares model to evaluate would be the topocentric 
projection of the lunar ephemeris deficiencies. 
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E. Continuous Estimation of the State of a 
Distant Spacecraft Being Perturbed by 
Random  acceleration^,^ J .  F. Jordan 
1. Introduction 
Utilization of continuous propulsion in unmanned inter- 
planetary flight requires entirely new navigation analysis 
concepts. The presence of the continuously-operating 
propulsion device in the spacecraft system gives rise to 
large random nongravitational forces that influence the 
trajectory and, hence, the Deep Space Network (DSN) 
tracking data. These forces result primarily from errors 
in the thrustor performance, i.e., errors in the magnitude 
of the thrust and in the thrust direction orientation. 
This article is concerned with a comprehensive study 
of the accuracy of state estimation techniques for powered 
flight trajectories that utilize tracking data from the 
NASA/JPL DSN facilities. The purpose of the study is to 
establish the inherent accuracy of the DSN for such tasks. 
The approach used in the study employs the continu- 
ous data filtering techniques first developed by R. E. 
Kalman (Ref. 1). The random forces mentioned above 
are modeled as noise perturbing the behavior of the dif- 
ferential equations of motion of the space probe. The 
statistics of the noise are assumed known. Earth-based 
counted doppler tracking data are assumed to be con- 
tinuously supplied to the observer from a single DSN 
facility, and the information content of the data is deter- 
mined from the integration of a matrix Riccati differential 
equation for the covariance matrix of the errors in the 
minimum variance estimates of the state parameters of 
the probe. Numerical integration of the matrix Riccati 
equation is performed by the Continuous Estimation pro- 
gram. A description of the program and the application 
of the continuous data filtering technique to a ballistic 
trajectory orbit determination problem are given in SPS 
37-48, Vol. 11, p. 23; SPS 37-49, Vol. 11, p. 43; and SPS 
37-52, Vol. 11, pp. 37-44. 
The inherent observing power of a single tracking sta- 
tion is evaluated in terms of the information content of a 
few successive passes of data. The relative motion of the 
tracking station and space probe during the pass gives 
rise to the phenomena known as station-probe velocity 
parallax and position parallax, which result in the ability 
of the estimator to determine the following geocentric 
parameters associated with the space probe (SPS 37-39. 
Vol. 11, p. 18 and SPS 37-47, Vol. 11, p. 15): 
(1) Geocentric range rate of change. 
(2) Right ascension. 
(3) Geocentric declination. 
(4) Right ascension rate of change. 
(5) Declination rate of change. 
(6) Range (if the rate of change of declination or right 
ascension is large). 
The accuracies of the above parameters are noted over 
a few successive passes of data, and their dependency on 
the statistics of the random forces acting on the space- 
craft is demonstrated. The relative influence of other 
error sources (e.g., station location errors, solar pressure 
variations, onboard gas jet leakages, etc.) is discussed 
and their effects on the powered flight inherent accu- 
racies are shown to be small. 
The dependency of the accuracy results on the position 
and velocity of the space probe is shown, 
2. Coordinate System and Problem Formulation 
Consider a tracking station located on the earth‘s 
equator observing a distant space probe. The probe state 
and station location can be specified in the inertial co- 
ordinate system defined and illustrated in SPS 37-52, 
Vol. 11, pp, 37-38. 
The equations of motion of the space probe are given by 
ti = fdx, Y, 4 + a2 + 72 
6 = f u ( X ,  Y, 4 + a, + vu 
til = f&, Y, ’z) + a, + r/r 
‘The technical content of this article is contained in a paper entitled 
“Orbit Determination for Powered Flight Space Vehicles on Deep 
Space Missions” presented by the author at the AAS-AIAA Astro- 
dynamics Specialists Conference, Jackson Lake Lodge, Wyo., Sept. 
3-5,1968. 
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where 
represents the acceleration of the probe 
due to gravitational sources 
represents the acceleration of the probe 
due to a continuously thrusting engine 
is a spherically distributed vector of ran- 
dom accelerations (process noise) 
The components of the noise vector ;i are assumed to be 
independent of one another and exponentially auto- 
correlated in time; hence, the statistical properties of i j  
3, Observable Assumptions 
The observational data obtained by the station are 
counted doppler, or integrated range-rate, contaminated 
by stationary exponentially correlated noise. Hence, the 
observable 4(t)  can be expressed as 
where the station-probe range is related to the probe state 
by 
The additive noise E ( t )  is also assumed to be exponentially 
correlated in time; hence, E(t) has the statistical properties 
a,, is the standard deviation of the process noise, and T~ 
is the correlation time. 
whereo,? is the variance of the data noise and 7, is the 
correlation time. 
It should he noted that E(t), as well as the component 
of 7, satisfies the Langevin differential equation 
The station position and velocity during the pass can 
be expressed in terms of geophysical constants by 
X ,  
y, = - r ,  cos ot 
2, = - T ,  sin 6, sin ut ws = --orr sin 6,, cos w t  
T ,  COS 6,, sin w t  us = wr, cos 6,, cos w t  
v, = or, sin wt 
where 
t = the time measured from the beginning of pass 
o = angular velocity of earth 
6, = a priori geocentric declination of probe 
rs = equatorial radius of earth 
where ( ( t )  is gaussian white noise possessing the properties 
The information content of the data is unchanged if 
the derivative of the counted doppler is regarded as the 
observable. This derivative can be written as 
(9) 
Thus, the observable can be thought of as the station- 
probe range-rate contaminated by exponentially corre- 
lated noise, which can be estimated, and white noise. 
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The analytical expression for the station-probe range can be differentiated to obtain the range rate p, i.e. 
If we let T be the earth-probe distance, and note that p is extremely large compared with x,  y,  z ,  xs,  y,  and z,, we 
can approximate p in the denominator of the above expression with r. Thus, Eq. (10) can be written as . 
2-2, r; = u-u, + - y--y8 (0-u,) +  (W-W,) 
T T 
- 
and the elements of the vector of the approximate partials of 
listed as 
with respect to the estimated parameters, a p x ,  are 
It is seen from the partials that the primary parameter 
that can be estimated is the velocity component along 
the a priori earth-probe line, u. There is also secondary 
estimation capability for the lateral velocities u and w 
and the lateral positions y and z. The range x cannot be 
effectively estimated unless o or w is large. It should be 
noted that the partials, with respect to the lateral positions 
y and z, depend upon the lateral velocities of the probe 
and station. These are the so-called “velocity parallax” 
terms. The partials, with respect to the lateral velocities u 
and w, depend on the lateral position components of the 
probe and station. These are referred to as “position 
’ ’ 
‘ parallax” terms. 
1 
4. The Continuous Filter Equations 
If the six state components of the probe, the three 
random acceleration components, and the data noise are 
formulated as a 10 X 1 vector 
the accuracy to which the elements of the vector can be 
estimated can be expressed in terms of the covariance 
matrix of the errors in the estimates 
A = E [X-$)(X-$)T] (14) 
A 
where X denotes the minimum variance estimate of the 
vector F. 
The square roots of the first six diagonal terms of the 
covariance matrix are taken as the rms accuracies of the 
probe state components. These terms can be stated as 
A 
u, = [ E  [ U - U ] ~ ] ~ ’  U, = [ E  [ x - $ ] ~ ] ~  
A 
uv = [ E  [ u - u ] * ] ~  ‘TY = [ E  [Y-hy12]4z 
A f i  
u, = [ E  [ w - w ] ~ ] ~  u, = [ E  [ z - z ] ’ ] ~  
The covariance matrix during a pass of data is obtained 
from the solution of the Riccati differential equation 
~ = F A + A F T - A G A + H  (16) 
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where, following Ref. 1, the elements of F, G,  and H are given by 
F(10 X 10) = 
_ _ _ _  
3 I 3 
I 
1 3 
I 
I I 
I 
I 
I 
I (Z) :: 
I I 
I 
I 
I 
I 
I I 
I I 
Z(3 x 3) I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
1 
I 
I 
_ _  
I 
I 
I 
I 
I 
I 
I 
_ _  
_ 
I I 
I I I 
3 
(17) 
6 
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r 6 3 I I 
I 
I 
I 
I 
I 
I 
I 
6 
It should be noted that when data are not being taken, the covariance matrix of the state and process noise, A' (9 X 9), 
obeys the linear differential equation. 
where 
E(9 X 9) = 
3 
At = EA' 4- A'ET i- K
3 3 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I - af' I 
I ax 
I 
I 
I 
I 
I 
I 
- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -  
I 
I 
Z(3 x 3) I 
I 
I 
I 
I I 
I I 
I I 
I I 
I 
I 
1 
I 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
-- 
I I Z(3 x 3) 
I I 77 
I I 
I 
I I - I I - 
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3 
3 
3 
29 
and 
K(9 x 9) = 
5. Results 
6 
I 
a. The results from two successive passes of data and 
the sensitivity to process noise. Consider the tracking 
station of Subsection 4 observing a distant space probe, 
and assume that the station completes two successive 
12-h passes of data. The probe is at a distance of lo8 km 
from the earth, has a geocentric declination of 20 deg, 
and is assumed to be travelling directly away from the 
earth. The a priori values of the probe state accuracies 
are given as 
- _  
uzo - uYo - uro = 1 0  km 
which are large enough not to influence the accuracy of 
estimates from the data after the beginning of the second 
pass. The standard deviation of the noise in the counted 
doppler data is taken as 1 m, and the correlation time of 
the noise is taken as 1000 s, which is of the same order 
of magnitude as the round-trip light travel time between 
the earth and the probe. Plots of the time history of the 
estimation accuracies of the probe state ( u ~ ,  u ,, a,,,, uY, a,) 
are given in Figs. 13-17. The time span in these figures 
includes the first 12-h pass, the 12-h time span when the 
station is unable to observe the probe (overnight), and 
the second 12-h pass. The total time span is thus 36 h. 
3 
(2 %) Z(3 x 3) 
70 
3 
Curves are present for the following values of process 
noise standard deviation: 
the ballistic case, where no random 
accelerations are assumed to act on 
the probe. 
These accelerations are of the order 
of magnitude of those due to random 
solar disturbances and leakage in any 
gas jets on board the spacecraft. 
u,, = 0 t 
i v,, = cm/s2 
u,, = lo-'; cm/s' 
u,, = cm/s' 
u,, = 0.5 X lo-' cm/s2 
u,, = lo-* cm/s' 
",, = 2 X lo-* cm/s2 
These accelerations are of the 
order of magnitude of those due 
to errors in the thrust magni- 
' tude and direction program of a 
solar-electrically thrusted space 
vehicle. 
The correlation time of the process noise is taken as 
loo0 s, which is representative of short-term fluctuations 
in the performance of a low-thrust engine or attitude 
control system. It should be noted that the accuracies in 
Figs. 13-17 are not particularly sensitive to the corre- 
lation time of the process noise, and that the process noise 
cannot be effectively estimated from the tracking data 
to any degree better than the a priori standard deviation. 
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It should also be noted that the data noise cannot be 
effectively estimated better than the a priori accuracy. 
I t  is immediately evident from the curves in Figs. 13-17 
that high-level process noise (UV = 0.5, 1, 2 X cm/s*) 
degrades the accuracy of estimates to all 5 parameters 
during the first pass of data and continues to degrade the 
accuracy through the second pass to a value about 2 orders 
of magnitude higher than the ballistic case. Low-level 
process noise (g? = 1C6, cm/s2) has little degrading 
effect on the accuracy of estimates even through the 
second pass. It should be noted that a high correlation 
exists between the errors in the estimates of several of the 
state parameters at the end of pass 1. Some of these high 
correlations are due to the similarity in form of the partial 
derivatives in Expression (12). Others result from the 
natural correlation between the velocity and displacement 
along any direction. Pass 2 data aids in separating the 
parameter estimates such that no correlation greater than 
0.85 exists between estimation errors. This separation 
accounts for the remarkable improvement in the esti- 
mation accuracies during pass 2. Note the dashed line in 
Fig. 16 during pass 1. This represents the degradation in 
the ballistic case accuracy due to a 50-m uncertainty in 
the longitude of the station. None of the other parameters 
is affected. The dashed line during pass 1 in Fig. 17 
represents the effect of a 50-m uncertainty in the station's 
distance from the earth's spin axis. It can be concluded 
that the effects of large station location uncertainties and 
low-level process noise (solar disturbances, and onboard 
gas leakage) are small compared with the effects of large 
process noise. This does not mean that such uncertainties 
should be ignored in estimation schemes when large noise 
is expected to occur, but that their effects have negligible 
influence on the accuracy of state parameter estimates. 
It can be seen from the curves that all of the state un- 
certainties for large process noise appear to vary directly 
with the standard deviation of the process noise. 
b. The results from several successive passes of data. 
Figure 18 illustrates the accuracy of the range-rate esti- 
mates for high-level process noise as a function of the 
number of successively completed passes, N .  The results 
are extended to include 10 passes. It is evident that the 
large degree of improvement between passes 1 and 2 does 
not continue as more passes of data are obtained. This 
same characteristic exists for estimates of the other state 
variables. After pass 2, uU, uY, and u2 decrease by a factor 
of (2 /N)",  while uv and uW decrease as [ ( 2 / N ) 3 ] " .  
c. Sensitivity of the results to the position of the 
probe. The results of Subsection 5b are given for a probe 
at a distance of loR km from the earth at a declination of 
20 deg. As shown in SPS 37-52, Vol. 11, pp. 3744, the 
parameters sensitive to the declination are v and z .  After 
the initiation of pass 2, w and z vary with the reciprocal 
of sin 6,. The other state variables are not affected by 
changes in the declination. It should also be noted that 
the accuracies of lateral state variables u, w, y, and z all 
vary linearly with the distance of the probe from earth, T.  
d. Sensitivity of the results to the velocity of the 
probe. In the results of Subsection Sb, the probe has been 
assumed to travel directly away from the earth, that is, 
the a priori direction of motion of the probe is along the 
x axis. If the probe, in fact, travels with an appreciable 
Fig. 18. Range-rate uncertainty time history, 
10 passes of data 
g 
1 2  3 4 5 6 7 8 9 1 0 1 1  
N 
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velocity lateral to the earth-probe direction, then the 
range-rate uncertainty u,, is degraded severely. 
Figure 19 illustrates the dependency of uu on i), the 
velocity along the right ascension direction. Curves are 
shown for o = 0, 5, and 10 km/s (w is zero for the 
curves shown). Figure 20 illustrates the sensitivity of the 
time history of a, to 0. The presence of nonzero values of 
o degrades the estimation accuracy of u but makes pos- 
sible the estimation of the range x. Similar results occur 
for nonzero values of w. It should be noted that the 
uncertainties of the rest of the state parameters are not 
affected by the presence of a lateral velocity. 
6. Conclusion 
The results of this article are presented in order to 
illustrate process noise and geometrical influences on the 
behavior of the accuracies of the state estimates. An 
examination of the figures shown and others from the 
Fig. 19. Sensitivity of range-rate uncertainty to 
velocity in right ascension direction 
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continuous estimation program yields the following em- 
pirical formulas, which illustrate the state uncertainty 
behavior after N completed passes of data (N 2 2) 
37 
Fig. 20. Sensitivity of range uncertainty to 
velocity in right ascension direction 
where the earth-probe distance, r, is specified in meters, 
the lateral velocities, v and w, are specified in meters 
per second, and the process noise standard deviation, 
07, is specified in c m p  X le'. The formulas are accu- 
rate for reasonable lateral velocities (up to 25 km/s at 
los km from earth), and are valid up to about 10 suc- 
A 4 6  X 6) = 
symmetric 
N 
cessive passes of data. It should be noted that the probe 
must be relatively free from planetary gravitational 
forces and be at an appreciable distance from the sun 
(>1.5 AU). It should also be noted that the entire state 
information is expressed in terms of covariance matrix 
of the errors in the state estimates, i.e. 
and that the off-diagonal terms of h,(N 2 2) are such that none of the correlations exceed 0.85. 
Reference 
1. Kalman, R.  E., New Methods and Results in Linear Prediction 
and Filtering Theory, Technical Report 61-1. Martin-Marietta 
Corp., Research Institute for Advanced Studies, Baltimore, 
Maryland, 1961. 
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F. Data Compression and Its Application to Eq. (1) can be written 
Orbit Determination, P. Dyer and S.  R. McReynolds 
N 
1. Introduction = c {a&) Pi( t )> + v( t )  O < t < T  (3) 
i=1 
In many applications of estimation theory, especially 
where nonlinear techniques are employed, a serious 
problem may be caused by a superabundance of data. 
Too many data may require an inordinately large amount 
of computer time for processing and also accentuate 
numerical inaccuracies. It is, however, clearly undesir- 
able to throw away information to increase numerical 
accuracy and reduce computer times. 
where N is a relatively small number and Pi( t )  are given 
functions of time. The coefficients ai must now be esti- 
mated. The least-squares estimate of a = (ul, a2, ..., as) 
is given by 
(4) 2 = -]-id 
where J is the N X N matrix defined by 
The technique of data compression is designed to 
handle these difficulties without significantly reducing 
processing the data to produce new compressed data 
that retain all the original information. The filter then 
acts on the compressed data. Naturally the most benefit 
is obtained when this preprocessing is rapid and cheap 
and the filter is slow and expensive. 
the information contained in the data. It is based on pre- J i j  = lT [R-'(t) Pi ( t )  Pj(t)] dt 
di = l' [R-'(t) Pi ( t )  z ( t ) ]  d t  
( 5 )  
and d is the N vector defined by 
(6) 
This article discusses some general data compression 
techniques which are then applied to the processing of 
doppler data from an earth-Mars space probe. 
The covariance associated with the estimate of the 
parameters a^  [Eq. (4)], denoted by A, is given by 
(7) A = 1-1 2. Fundamental Concept 
The basic model for the original Se t  of measurements Thus, the original data have been reduced to a collection 
of N parameters with known statistics. The next step is 
to obtain estimates of the state of the system, x .  
is given by 
z ( t )  = h[x(t), t] + v( t )  (1) 
There are two possible alternatives. In the first, the 
parameters a = (a,, . . ., a,) are regarded as the new data. 
This approach assumes that the parameters, a", are known 
functions of the state and that the partial derivatives 
aai/axj may be easily obtained. The other approach, the 
one favored her5 is to use the expansion Eq. (3) to gen- 
erate new data Z where 
where 
z ( t )  = scalar measurements at time, t 
v( t )  = measurement noise at time, t 
2 = (xl, xZ,  * * *, x,) = state of the system 
It is assumed that u(t)  is white noise, with 
. -  
(2) where the ti 
E(u) = 0 
E[u(t)v(T)] = R(t)  6 ( t  - T )  
0 5 t, < t, < ... < tN I T where R(t)  > 0. 
In applying the data compression technique, it is as- 
sumed that a linear finite time expansion for h[r(t) , t]  
are chosen SO that the A 
exists over the time interval of interest, (0, T ) .  Hence, Aij = Pi(tj) 
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A 
has full rank. Obviously the compressed data Z ( t j ) ,  
i = (1,2, .e., N ) ,  retains all the information in the param- 
eters, a. The advantage of this approach is that the new 
compressed data are of the same type as the original data. 
However, it is apparent that the new compressed data 
are correlated, i.e., the covariance matrix associated with 
the new data, Q, where 
is not a diagonal matrix. 
Hence, all of the compressed data points must be pro- 
cessed together which tends to complicate the standard 
sequential filter. 
3. Data Fitting 
The unknown parameters in the data expansion model 
must now be estimated. These parameters will be esti- 
mated in either a least-squares or weighted least-squares 
sense. Unfortunately, there will often be a high correla- 
tion between the parameters, which has a detrimental 
effect on the normal least-squares fitting routines. In the 
examples given below, the effect is so severe that mean- 
ingful solutions cannot be obtained even by using double- 
precision arithmetic. A much more rewarding approach 
is founded on the application of Householder (orthogonal) 
transformations. 
Suppose that an n-dimensional vector x is to be found 
such that 
l is a minimum. Here, z is an r-dimensional vector (mea- 
surements) and A is an r X n matrix (partials). The 
Householder algorithm constructs an orthogonal trans- 
formation P such that 
n 
P A  = [-:-I 
where R is an upper triangular matrix. The transforma- 
tion is also applied to z to form the n-vector b, where 
L - I  
Provided R has full rank, the least-squares estimate of 
x is given by 
As the matrix R is upper triangular, the inversion required 
to form X is trivial and essentially free from numerical 
errors. If the vector z represents measurements corrupted 
with gaussian noise having zero mean and variance 2, 
the covariance A associated with the estimate is given by 
, 
The equivalent solution obtained by the conventional 
formulation is 
F = (ATA)-lATZ (16) 
with the covariance given by 
The difference between the techniques is that the 
Householder algorithm avoids the formation of the ma- 
trix ATA. Clearly, if the matrix A is badly conditioned, 
the matrix ATA will be twice as badly conditioned. 1 
The mechanization of the Householder transformation 
has been adequately described in the l i t e ra t~re .~  
4. Compression of Doppler Data from a Distant 
Spacecraft 
Next, data compression will be applied to doppler data 
from a distant spacecraft. It will be assumed that the 
spacecraft is in its heliocentric coast phase. This situation 
lends itself to a simple expansion as suggested by T. W. 
Hamilton and W. G. Melbourne (SPS 37-39, Vol. 111, 
pp. 18-23), and D. W. Curkendall and S. R. McReynolds 
(Ref. 1). 
Doppler data, p ,  from a distant spacecraft can be ex- 
pressed as 
'See also: Hanson, R. J., and Lawson, C. L., Extensions and Appli- 
catwns of the Householder Algorithm for Solving Linear Least- 
Squures Problems, July 12, 1968 (JPL internal document). 
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where 
3 -  I I I I I I I I I 
'0 2 -  - 
E (b) R A N G E  ERRORS - - 
5. Some Results 
All the results relate to a Mariner Mars 1969-type 
trajectory with simulated data generated by the single 
precision orbit determination program (SPODP) and the 
double precision orbit determination program (DPODP). 
One pass of data (approximately 11 h of tracking) was 
processed at a time using the series 
rl = position of the probe in geocentric coordinates 
r, = position of the observer in geocentric coordinates 
Now it is assumed that the parameter E = I ro \/I rl I is 
small. Hence, expanding Eq. (18) in terms of E yields 
m 
p = a, +E ei-l  [ai sin (id) + bi cos ( iot)]  (19) 
i = l  
where the ai and bi are functions of the position of the 
space probe and the parameter 0 is the rotational fre- 
quency of the earth. Since the parameters ai and bj are 
changing slowly, it is appropriate to expand them in a 
time series, i.e. 
1 
a, = & ( t o )  + c i o ( t o ) ( t  - t o )  + ,E(t,)(t - t o ) *  (20) 
Thus, the final expansion consists of a Fourier series 
combined with secular terms. The series converges ex- 
tremely rapidly and the number of terms required de- 
creases as the distance to the space probe increases. 
(a) VELOCITY RESIDUALS 
+ allt sin (at) + bllt cos (at) (21) 
Since it is somewhat impracticable to include all the 
results here, only a few representative cases will be given. 
(1) The first pass corresponded to an earth-probe dis- 
tance > 1 AU so that the parameter E was extremely 
small. The relative probe velocity was about 15 
km/s, the data were given to le2 Hz, and there 
were 600 doppler points at 1 min intervals. The 
residuals (the difference between the given data 
and data generated by the expansion) are shown 
in Fig. 21. The average deviation is 4 X le3 Hz. 
1 
- 2  1 I I I I I I I I I 
0 1 2 3 4 5 6 7 8 9 10 
TIME, h 
Fig. 21. Far-earth data 
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(2) The second case corresponded to a near-earth sit- 
uation (a range of 0.03 AU). The relative probe 
velocity was approximately 3.5 km/s, the data were 
given to Hz, and there were 516 doppler 
points at 1 min intervals. The data were fitted to 
7 X Hz (Fig. 22). 
-2 
‘PE 0- 
(a) VELOCITY RESIDUALS 
0 1  
I I I I I I 1 I I 
(a) VELOCITY RESIDUALS 
u - 
2 -11 I I I I I I I I I l 
e 
3 
YE (b) RANGE ERRORS 
0 
; ; 2  Fig. 22. Near-earth data 
N 
5 
3 l  
= o  2 
3 
L? -1 
z 
0 
v) w 
I- 
I- 
-2 
TIME, h 
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(3) The above runs were made with data simulated by 
the SPODP and the accuracy of the fit was limited 
by the accuracy of the data. Hence, data corre- 
sponding to a range of about 0.1 AU were generated 
by the DPODP. The data were given to le5 Hz 
and fitted to 0.36 X le5 Hz (Fig. 23). 
Estimated 
stale X 
The error in range (integrated doppler) was also com- 
puted for each case and is shown in Figs. 21, 22, and 23 
for the respective cases. 
Y I DX DY DZ 
The covariance and correlation matrices of the esti- 
mated state ( X ,  Y, Z ,  OX, DY, DZ) generated by the 
SPODP are shown in Table 5, and used as a reference. 
X 0.27624433 00 
Y 0.52235442 00 
z 0.27290092 00 
DX 0.34496603 01 
DY -0.22961470 01 
DZ -0.25976012 00 
First, the covariance Qo and the correlation matrices of 
the estimated state associated with the compressed (cor- 
related) data were computed (Table 6). Comparing 
Tables 5 and 6, it can be seen that there is essentially 
two-place agreement, i.e., very little has been lost in the 
data compression. 
0.52235442 00 0,27290092 00 0.34496603 01 -0.22961470 01 -0.2597601 2 00 
0.99349065 00 0,51730331 00 0.65333560 01 -0.44055500 01 -0.20575643 00 
0.51730331 00 0.31470056 00 0.54402540 01 0.79264907 00 -0.03090944 01 
0.65333560 01 0,54402540 01 0.1 37651 38-05 0.1 1406907-05 -0.3792241 0-05 
-0.44055500 01 0.79264907 00 0.1 1406907-05 0.241 69919-05 -0.575971 10-05 
-0.20575643 00 -0.03090944 01 -0.37922410-05 -0.575971 10-05 0.1 5067777-04 
However, the existing orbit determination program can 
only be used with uncorreluted data and, as noted above, 
the compressed data are correlated. Hence, the above 
computation was repeated assuming that the compressed 
data were uncorrelated. The resultant covariance, Q1, and 
correlation matrices are shown in Table 7. Again, there 
was good agreement with the SPODP. Finally, the true 
~~ 
0.27055035D 00 1 0.51160366D 00 
0.97305227D 00 
0.50592026D 00 
0.63620601 D 01 
-0.44476417D 01 
-0.1 36504001) 00 
Table 5. SPODP matrices 
0.26694755D 00 I 0.33595950D 01 I -0.22771235D 01 I -0.10014059D 00 I 
0.50592026D 00 0.63620601 D 01 
0.30773373D 00 0.531 10900D 01 
0.531 10900D 01 0.13429510D-05 
0.751056021) 00 0.1 1226450D-05 
-0.00621 9970 01 -0.37032575D-05 
0.9971 06421) 00 
0.1 OOOOOOOD 01 
0.92509744D 00 
0.556543961) 00 
0.92569626D 00 
0.92509744D 00 
0.10000000D 01 
0.02664709D 00 
0.10000000 01 
0.99709534 00 
0.92506904 00 
0.55942305 00 
-0.20100507 00 
-0.1 2732526-01 
0.99709534 00 
0.1 0000000 01 
0.92529031 00 
0.550601 32 00 
-0.2094651 5 00 
-0.73056634 -02 
0.92506904 00 
0.92529031 00 
0.10000000 01 
0.02770656 00 
0.90005509-01 
-0.301 61 21 1 00 
0.55942305 00 
0.550601 32 00 
0.02770656 00 
0.99999999 00 
0.62976021 00 
-0.03260560 00 
-0.20100507 00 
-0.2094651 5 00 
0.90005509- 01 
0.62976021 00 
0.99999999 00 
-0.95441772 00 
-0.1 2732526-01 
-0.73056634 -02 
-0.301 61 21 1 00 
-0.03260560 00 
-0.95441772 00 
0.1 0000000 01 
Table 6. Matrices associated with compressed correlated data 
Qo matrix I 
0.51 160366D 00 
0.26694755D 00 
035959581)  01 
-0.22771 235D 01 
-0.1 80140640 00 
-0.4447641 OD 01 
0.751 05600D 00 
0.1 122645OD-05 
0.2371 5205D-05 
-0.56456059D-05 
-0.1 3650471 D 00 
-0.80621996D 01 
-0.37032575D -05 
- 0.56456059D - 05 
0.1 475 1 730D -04 
0.1 OOOOOOOD 01 
0.9971 06420 00 
0.92569626D 00 
0.5573561 1 D 00 
0.5573561 1 D 00 
0.556543961) 00 
0.02664709D 00 
0.1 OOOOOOOD 01 
-0.204201 03D 00 
-0.292784631) 00 
0.079601 59D-01 
0.62906975D 00 
- 0.901 74033D - 02 
-0.36029405D-02 
-0.37061 5770 00 
-0.03201705D 00 
I -0.204201 02D 00 -0.29270463D 00 0.079601 62D-01 0.62906975D 00 0.1 OOOOOOOD 01 -0.95451 209D 00 -0.90174050D-02 I -0.3602951 OD-02 I -0.37861 577D 00 I -0.03201705D 00 I -0.95451 209D 00 I 0.1 OOOOOOOD 01 
~~ ~~ 
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covariance Q2 associated with the latter computation is 
shown in Table 8 where 
0.278176940 00 
0.5251 9071 D 00 
0.2051 5306D 00 
0.3970321 9 0  01 
-0.1 5431 637D 01 
-0.22637694D 01 
Q2 = Q,AT W-I W, W-IAQ, 
0.52519071 D 00 0.205153861) 00 0.3970321 9D 01 -0.1 5431 6370 01 -0.22637695D 01 
0.99925054D 00 0.54020000D 00 0.75342003D 01 -0.309220770 01 -0.403474331) 01 
0.54020000D 00 0.340641 02D 00 0.62641 61 1 D 01 0.16010062D 01 -0.10922235D 02 
0.75342003D 01 0.62641 61 1 D 01 0.1 50085520-05 0.13107363D-05 -0.43393416D-05 
-0.30922077D 01 0.16010062D 01 0.1 3107363D-05 0.24661 157D-05 -0.60502795D-05 
-0.40347433D 01 -0.10922235D 02 -0.4339341 6D-05 -0.60502795D-05 0.1 62747680-04 
and 
0.1 OOOOOOOD 01 
0.9961 33471) 00 
0.926339571) 00 
0.59991 996D 00 
-0.1 0631 3670 00 
-0.10639329D 00 
W = diagonal weighting matrix associated with Q1 
W, = true weighting matrix 
A = matrix of partial derivatives 
0.9961 3347D 00 0.92633957D 00 0.59991 996D 00 -0.1 0631 367D 00 -0.1 0639329D 00 
0.1 OOOOOOOD 01 0.9259001 OD 00 0.59944956D 00 -0.1 9690549D 00 -0.10005057D 00 
0.9259001 OD 00 0.1 OOOOOOOD 01 0.85362752D 00 0.1 03406241) 00 -0.46300001 D 00 
0.59944956D 00 0.05362752D 00 0.10000000D 01 0.66303071 D 00 -0.05550075D 00 
-0.1 9690549D 00 0.1 0340624D 00 0.66303071 D 00 0.1OOOOOOOD 01 -0.95501746D 00 
-0.10005057D 00 -0.46300001 D 00 -0.05550075D 00 -0.95501746D 00 0.10000000D 01 
Scanning the diagonal terms of Table 7 and comparing 
them with those in Table 5, it can be concluded that the 
loss of accuracy accrued by making the uncorrelated 
assumption is, at most, approximately 25%. This is not 
thought to be a large loss in efficiency, particularly when 
0.32324257D 00 
0.61052704D 00 
0.325222961) 00 
0.43274036D 01 
-0.2242741 3D 01 
-0.145701 37D 01 
it is recognized that the original assumption of uncorre- 
lated raw doppler noise is tenuous at best. Indeed, the 
relatively weak dependence of estimator efficiency upon 
the correlation model assumed might be considered an 
encouraging result. 
0.61 052704D 00 
0.11610031D 09 
0.61 6263030 00 
0.0196004OD 01 
-0.44420305D 01 
-0.24697027D 01 
However, the changes required to allow the fitting of 
data in correlated blocks is not a large task and would 
make complete the machinery required to process the 
compressed data and obtain nearly identical results as 
with the original raw data set. 
0.32522296D 00 
0.61 626303D 00 
0.30024204D 00 
0.67540272D 01 
0.1 3280746D 01 
-0.1 091 6255D 02 
Reference 
1. Curkendall, D. W., and McReynolds, S. R., A Simplified Ap- 
pouch for Determining the Information Content and Critical 
Error Sources of Earth-Based Radio Tracking Data, paper pre- 
sented at the AAS/AIAA Astrodynamics Specialists conference, 
Jackson Lake Lodge, Wyo., Sept. 3-5, 1968. 
0.43274036D 01 
0.01 960040D 01 
0.67540272D 01 
0.1 69 1 7530D - 05 
0.1 3043103D-05 
-0.461 11 679D-05 
Table 7. Matrices associated with compressed data assumed to be uncorrelated 
0.1 OOOOOOOD 01 
0.9962651 4D 00 
0.92765402D 00 
0.5051 0604D 00 
-0.23671 11 1 D 00 
-0.60791403D-01 
0.9962651 4D 00 0.92765402D 00 0.5051 0604D 00 
0.1 OOOOOOOD 01 0.9271 91 26D 00 0.5046171 6D 00 
0.9271 91 26D 00 0.1 OOOOOOOD 01 0.04219901D 00 
0.5046171 6 0  00 0.0421 9901 D 00 0.1 OOOOOOOD 01 
-0.24729754D 00 0.1 2931747D 00 0.630650380 00 
-0.54354474D-01 -0.41993876D 00 -0.04097901 D 00 
Table 8. True covariance matrices associated with compressed data 
QZ matrix 
-0.2242741 3D 01 
-0.44420305D 01 
0.1 3200746D 01 
0.13043103D-05 
0.27771 064D-05 
-0.66970000D-05 
-0.14570137D 01 
-0.24697027D 01 
-0.1 091 6255D 02 
-0.461 11 679D-05 
-0.66970000D -05 
0.17771 103D-04 
~~ 
-0.23671 11 1 D 00 
-0.24729754D 00 
0.12931747D 00 
0.63065030D 00 
0.1 OOOOOOOD 01 
-0.95329409D 00 
~ 
-0.60791 403D-01 
-0.543544740-01 
-0.41993076D 00 
-0.04097901 D 00 
-0.95329409D 00 
0.1 OOOOOOOD 01 
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I 11. Advanced Engineering: Corn mu nications System Research 
~~ 
Power 
Frequency 
Two-way antenna gain 
System temperature 
A. Radar Observations of Icarus, R. M. Goldstein 
1. Introduction 
Bistatic radar observations of the asteroid Icarus were 
made on June 14, 1968, when its orbit came within four 
million miles of earth. Icarus comes this close to earth 
only once in 19 years, and this recent approach was the 
first opportunity for radar study. RF spectral measure- 
ments of the echoes provide data dependent on the size, 
shape, spin, velocity, and radar cross section of the 
target. It is estimated that the radius is between 0.3 and 
0.6 km and the rotation period is between 1.5 and 3.3 h. 
450kW 
2388 MHz 
116.0 dB 
21°K Icarus is an extremely difficult radar target. Its radar 
detectability is only times that of Mercury (at closest 
approach) and lo-*? that of the moon. Only the most 
powerful and sensitive radars of modem technology can 
detect Icarus. 
2. Experiment 
This experiment demonstrated the capability of the 
new 450-kW transmitter on the Venus DSS 85-ft antenna, 
combined with the 210-ft antenna at the Mars DSS as 
the receiving antenna. The Mars DSS is approximately 
14 mi away from the transmitter. Because of this separa- 
tion, it was possible to transmit and receive simultaneously 
JPL SPACE PROGRAMS SUMMARY 37-53, VOL. II 
most of the time. However, when the elevation angle 
was low, or during the several hours of closest approach 
when the doppler went through zero, it was necessary to 
transmit and receive in alternate cycles. Each cycle lasted 
43 s, the round-trip time of transmission. 
The radar station parameters for this experiment are 
as follows: 
Pure monochromatic waves were beamed at Icarus. 
The frequency spectrum of the weak echoes was meas- 
ured at the receiver, using correlation techniques. Any 
rotation that Icarus might have would broaden the spec. 
trum of the echo and leave a characteristic pattern. 
Three functions of the radar were controlled by 
ephemerides: pointing of the 85-ft antenna, pointing of 
'Recent accurate ephemerides provided by G. Null and D. Holdridge 
of JPL and S. Herrick of UCLA; critical optical observation of 
Icarus supplied by E. Roemer, University of Arizona. 
45 
the 210-ft antenna, and tuning of the receiver to account 
for the relative velocities of Icarus and the tracking 
station. 
Ordinarily, receiver runs of 30 min were made, and the 
resulting spectrum was displayed. Because of the un- 
usually low power level of the echo, none of these runs 
produced a clear detection of Icarus. Although there 
were indications of an echo, they were obscured by the 
random fluctuations of the spectra. 
3. Measurements 
When 4 h of data were averaged, however, the result 
was not only positive detection of Icarus, but also an 
indication of power, bandwidth, and center frequency. 
Altogether seven such average spectra were taken. They 
are reproduced in Fig. 1. Each is the result of 3 to 4 h of 
averaging. 
The radar was calibrated by directing it at the planet 
Mercury, leaving everything unchanged except for the 
three ephemerides. Figure 2 is a sample result of averag- 
ing 9 min of echoes from Mercury. Note the different 
scale in frequency. 
The total received power is obtained from the area 
under each spectrum. An average echo power of 
0.63 X lezz W was obtained from Icarus. When the radar 
parameters of range, antenna gain, etc., are taken into 
account, the result is the radar cross section U.  For Icarus, 
7 
-25 0 25 50 
FREQUENCY, Hz 
Fig. 1. Individual spectra of lcarus echo 
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Fig. 2. A sample spectrum of an echo from Mercury, 
used to calibrate the radar 
the result of the experiment is 
u = 0.1 km2 
Radar cross section is defined as the effective cross- 
sectional area of the target. Two factors, reflectivity and 
directivity, are multiplied onto the actual area. In order 
to estimate the target radius, it is necessary to assume a 
reflection model. Radii of Icarus have been computed 
under the assumption that Icarus reflects in the same way 
as either Mercury, moon, or Venus. The results are 
shown in Table 1. 
Table 1. Radius and rotation period of lcarus 
I Reflection model 1 <diu= I Rotation period, h I 
Mercury 
Venus 
Moon 0.9 
Rough, metallic 1.5 
Rough, stony 0.6 3.3 
The bandwidth B of the spectra at the half power 
points are related to the spin rate of Icarus by 
where o is the effective spin rate, r is the radius, and Q 
is an unknown shape factor of the spectrum which de- 
pends on the roughness of the target. For Mercury, Q 
equals 7.4. 
Once again one has to assume a reflection model in 
order to compute the spin rate. The rotation period has 
been estimated for the same models as before, and these 
results are also listed in Table 1. The effective spin rate 
is the projection of the actual one, across the line of 
sight. There is, in addition, a small orbital component 
of effective spin, but for Icarus this component is neg- 
ligible. 
The 4-h average spectra of Fig. 1 are very noisy and 
inconclusive. However, a trend does appear in these 
records. The first two show a single frequency of maxi- 
mum response, whereas the last four appear bimodal. 
The third spectrum appears to be transitional. Figure 3 
is the result of averaging the last five spectra, so that the 
bimodal structure shows up clearly. This spectrum has 
twice the frequency resolution of Fig. 1. 
This change cannot be interpreted as the result of 
Icarus’ rotation, since each spectrum is the result of almost 
4 h (hence more than one period) of averaging. However, 
the subradar point on Icarus moved appreciably during 
the 2% days of the experiment. Figure 4 shows this 
motion, with the position at the time of each spectrum 
marked. 
If Icarus is rough, even jagged, and not necessarily 
round, the spectrum would be expected to change with 
the motion of the subradar point. In particular, the slow 
change from unimodal to bimodal can be explained in 
terms of the motion of the subradar point and the sup- 
posed irregular shape of Icarus. 
Consequently the radius and spin are computed for 
two additional models of reflectivity: rough and metallic 
and rough and stony. The rough assumption leads to a 
Q factor of 2”a. Reasonable reflectivities for metallic and 
stony surfaces are 0.5 and 0.1, respectively. The cor- 
responding values of the radius and rotation period are 
listed in Table 1. 
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Spectrum 
Received time 
Day (19681 I h:min Doppler, Hz 
Fig. 4. Position of subradar point on lcarus, assuming 
no rotation 
The center frequency of each spectrum gives the 
doppler shift and, hence, the line of sight velocity of 
Icarus. Because of the irregular shape of the spectra, the 
center frequency is imperfectly determined. We have 
chosen the “center of gravity” of the spectra as our esti- 
mate of the center. The resulting doppler measurements 
are given in Table 2. This data can be used to improve 
the ephemeris of Icarus. 
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Table 2. Doppler measurements of lcarus 
166 
166 
167 
167 
168 
168 
168 
05:30 
22:20 
04:30 
09:40 
01 :40 
06:30 
1o:oo 
-k 115417.1 *0.3 
- 10324.1 
- 61207.2 
- 104441.9 
- 202453.5 
- 234710.0 
- 255404.7 
~~ 
B. Simulation of the Programmed Oscillator for 
laboratory Testing of Control Programs, 
R .  F. Emerson 
1. Introduction 
The Mod V programmed oscillator (PO) is a complex 
subsystem and its control program is even more com- 
plex (SPS 37-39, Vol. 111, pp. 71-76). By simulating the 
programmed oscillator with software, new programs may 
be tested without tying up an entire tracking station. 
2. Method 
The simulation program consists of three basic parts: 
the initialization or setup, the interrupt simulation, and the 
device simulation routines. The setup routine connects 
the two programs so that they may operate as one 
(Fig. 5a). The connection of the two programs is done by 
replacing the device EOM, EOM-POT, and EOM-PIN 
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commands by BRM commands2 to routines which affect 
the data transfer between the two programs. 
The PO provides three interrupts. The interrupt simu- 
lation portion must simulate the action and timing of 
each of these interrupts. The basic cycle of the PO is a 
count of ten, that is, the minimum period is one tenth 
that of the maximum period. All other interrupts can be 
expressed as integer multiples of the minimum repeti- 
tion rate. 
The primary interrupt routine was thus built around 
a divide-by-ten program with actions being instituted at 
appropriate times within the cycle. After performing a 
simulation of the exterior device, these action routines 
cause an appropriate interrupt to be generated. 
Figure 5b shows the logic of the real-time section of 
the simulation program. On an I4 interrupt (0204), an 
external signal used to control the simulation, this routine 
is entered. The simulator clock is incremented and 
checked against the time when simulated interrupts are 
required. When it is time to initiate a simulated real- 
time interrupt, the appropriate command is sent to the 
program interrupt card (SPS 37-47, Vol. 111, pp. 58-62). 
Each of the simulated interrupts is of higher priority 
than the control interrupt and takes over immediately. 
An external signal was used to vary the rate of opera- 
tion. During debugging the rate was set slower than 
real-time. This allowed the operator to investigate the 
condition of the composite program completely before 
going to the next interrupt condition. When it was nec- 
essary to verify the operation of the control program the 
rate was set faster than real-time to reduce the time 
required to complete a pass or one day of tracking. 
The real-time simulation of the device is accomplished 
by calculating the data that would be provided by the 
PO. This data is stored in cells accessible by the control 
program. 
The control program responds to the interrupts as it 
would if the device were actually connected, except when 
information must be transferred. At these times the con- 
trol program calls upon the device simulation routines. A 
typical routine is shown in Fig. 6. 
Additional routines are included in the device simula- 
tion routine package which are used when requested by 
'EOM = end of message; POT = parallel output; PIN = parallel 
input; BRM = branch and mark place. 
S A V E  A, B, AND X 
REGISTERS 
r--l 
G1 = 50 
RESTORE A, 6, AND X 
REGISTERS 
e 3  RETURN 
Fig. 6. Flow diagram of a typical device simulation 
routine 
the operator through the console control routine. The 
console control routine is a part of the control program, 
which enables the operator to control, interrogate, or 
modify the control program without stopping or delaying 
its normal operation (SPS 37-39, Vol. 111). 
The device simulation routines replace the hardware 
which decodes the commands and presents the requested 
data to the control program. 
It should be noted that the combined control-simulation 
program spends most of the time in the main loop of the 
control program. This arrangement allows the composite 
program to make full use of the console control routine 
of the control program. The operation of both the control 
program and the simulation program was monitored by 
printing on the line printer selected cells of both pro- 
grams. 
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The monitor routine was written to print or space the 
paper every other time it was entered, because this 
significantly reduced the programming effort and did 
not reduce the amount of useful data. 
3. Operation 
When the simulation program is loaded with the con- 
trol program it is entered first and establishes the neces- 
sary communication between the two programs. This 
requires the replacement of some commands and data 
words in the control program (Fig. 5a). 
The timing control is provided by an external pulse 
generator. The external signal is used to interrupt the 
computer into the real-time section of the simulation 
program (Fig. 5b). 
As described above, the real-time section has a clock 
cell which is used to control the actions of the simulation 
program. This cell is incremented for each external inter- 
rupt signal. At appropriate times in this major cycle, 
segments of the operation of the PO are simulated, and 
the results are stored in cells accessible to both the con- 
trol and simulation programs. A simulated interrupt (or 
internal interrupt) is produced for that part of the equip- 
ment under simulation at the time. Since the device 
interrupts are of higher priority than the external con- 
trol interrupt, the operation is transferred to the cor- 
responding active interrupt response routine in the control 
program. After servicing the interrupt, control is returned 
to the real-time section where similar decisions are made 
for each simulated segment of the controlled device. 
When all of the above simulations are completed, the 
monitoring section is entered (Fig. 5c). If the input/ 
output (I/O) channel is not busy, and the printer is 
ready, a command will be given either to print the mon- 
itored cells or to space the printer, and control is returned 
to the next location to be executed in the main loop. 
During the operation of the control program, the con- 
trol program may change the configuration of the simu- 
lated device. These conditions are communicated to 
simulation program through the routines in the device 
simulation section (Fig. 5d). Connections to these rou- 
tines are made during the initialization phase. 
4. Application 
After the simulation program was debugged, it was 
applied to an expanded version of the programmed oscil- 
lator control program now in use at the Mars DSS. The 
external control signal was adjusted to provide a simula- 
tion time varying from one-tenth to ten times real-time. 
With this configuration the control program was debugged 
in less than 5 days. During this debugging several prob- 
lems were discovered in the control program which may 
not have occurred in the field for several years. Thus it 
was possible to locate and correct faults which had an 
extremely low probability of occurrence. 
A word of caution, however, is that this was an ideal 
simulation. It did not allow for equipment drift nor for 
component noise. The inclusion of these parameters, 
while possible, was not justified, because such fluctua- 
tions tend to be small compared to the gross operation of 
the equipment and the time required to program for 
these contingencies would have been excessive. 
5. Conclusion 
This simulation permitted the rapid and easy checking 
of the control program. This PO control program was 
more completely checked than could have been done with 
the PO hardware. The simulation concept was proved 
feasible and shown to be easily modified to test for un- 
usual and unpredicted conditions. This technique is a 
powerful tool for the testing of computer-controlled 
s ys tems . 
C. Symbol Synchronizer for low Signal-to-Noise 
Ratio Coded Systems, T.  0. Anderson and W .  1. Hurd 
1. Introduction 
This article describes a general-purpose symbol syn- 
chronizer and data detector that operates with negligible 
degradation at the low symbol signal-to-noise ratios 
(SNRs) which occur in coded systems. The synchronizer 
will first be used with the sequential decoding machine 
described by Lushbaugh and Layland (SPS 37-50, Vol. 11, 
pp. 71-78), which will operate over a wide range of 
information rates at symbol SNRs as low as -4  to 
-5 dB. The synchronizer will operate at these low SNRs 
at symbol rates of from 6.25 bits/s to 250 kbits/s. 
2. Design and Performance Parameters 
For any fixed symbol SNR, the synchronizer will have 
the same relative parameters at all symbol rates from 
6.25 bits/s to 250 kbits/s. Six relative loop bandwidths 
in two ranges of three each may be selected by a front 
panel switch. At the design point of ST,/N, = -3  dB, 
where S is the signal power, T ,  is the symbol duration, 
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and No is the one-sided noise spectral density, the band- 
widths are wL Ts = 0.0019, 0.00047, and 0.00012 in the 
wide range, and 0.0002,0.oooO5, and O.oooO125 in the nar- 
row range. The damping ratio 6 = 0.790 in the wide 
range and 0.707 in the narrow range. At STs/N, = -3 dB, 
these loop bandwidths yield loop SNRs of from 12.0 to 
33.8 dB and rms phase errors of from 0.25 to 0.020 rad. 
I t  is not known exactly how much these phase errors 
and phase noise bandwidths will degrade the perfom- 
ance of coded systems, because the phase noise is not 
independent from symbol to symbol. This may be espe- 
cially true of systems which use several levels of quan- 
tization of the detected symbols rather than making hard 
decisions on each symbol. The sequential decoding ma- 
chine uses such a quantizing system. However, if an aver- 
age symbol SNR is used as the criterion, the degradation 
is less than 0.1 dB at the narrowest loop bandwidth. 
See, for example, SPS 37-48, Vol. 11, pp. 125-128. This 
degradation would be less at higher SNRs. 
3. Design Description 
a. Functional design. For the present discussion, ref- 
erence is made to the functional block diagram of Fig. 7. 
The basic concepts used in the design of the syn- 
chronizer phase-locked loop are well known. The phase 
detector consists of several integrators and the logic 
necessary to obtain phase-error estimates from their 
quantized outputs. Integration is performed in two chan- 
nels: (1) between transition points in the data channel, 
and (2) across transition points in the phase channel. The 
input to both channels is the received signal, which 
consists of a constant amplitude bipolar video data stream 
plus white gaussian noise. In the data channel, the 
integrations are performed over the assumed data symbol 
positions, from (n - l)Ts to nT,, so that the signs of the 
integrals represent estimates of the binary data symbols. 
In the phase channel, the integration windows are sym- 
metric about times nTs. If there is no noise and no timing 
error, and if a data transition occurs at time nT,, then 
the integral across this transition is zero. If there is a 
timing error between the local clock and the actual data 
timing, then the integral across the transition is propor- 
tional to this timing error. When noise is present, the 
expected value of the phase channel integral is propor- 
tional to the phase error. If no transition occurs, the phase 
channel integral contains no timing information. For 
simplicity, only the sign of the phase channel integral is 
q e d ,  so that the phase detector output is f l  if the 
estimate of phase error is positive, - 1 if the estimate is 
negative, and zero if no estimate can be made because 
no transition is detected. This hard limiting of the phase 
detector output considerably simplifies implementation 
of the loop filter while causing a degradation of less than 
2 dB in loop SNR. 
Integration in both channels is performed using opera- 
tional amplifier integrate and reset modules. Two modules 
are used in each channel so that one is being reset while 
the other is integrating. In the data channel, the output 
of each integrator is converted to digital form using two 
separate A/DCs. Demultiplexing is accomplished dig- 
itally, eliminating the need for analog switches. The 
A/DCs are not required for the synchronizer itself, as only 
the sign of each integral is used, but are included because 
the sequential decoder system which will use this syn- 
chronizer requires 3-bit quantization of the data symbols. 
In the phase channel, two Schmitt triggers are used 
instead of A/DCs, since only the signs of the integrals 
are required, and again the multiplexing is done digitally. 
The phase detector output forms the input to the loop 
filter which is implemented digitally as a perfect inte- 
grator. The loop filter transfer function F(s) assumes the 
form 
K2 F(s) = K, (first-order + - (second-order 
component) ST' component) 
(1) 
The two components of the loop filter output are gen- 
erated separately in the digital domain, and then con- 
verted to analog voltages and summed in an operational 
amplifier. The first-order component of the filter output 
is generated by setting a register to + K ,  -K, or 0, ac- 
cording to whether the phase detector output is +1, 
-1, or 0, and then converting to an analog voltage. The 
second-order component is the running sum of the phase 
detector outputs. This summation is accomplished by an 
up-down counter. The constant Ts arises because inputs 
to the filter occur every Ts sec, and the gain K i s con- 
trolled by varying the number of stages in the up-down 
counter. 
The loop bandwidth is controlled by varying the two 
gains of the digital filter. Initial acquisition of symbol 
sync may be achieved by increasing the gains K ,  and 
K 2 ,  thus widening the loop bandwidth, and selecting the 
voltage-controlled oscillator (VCO) frequency such that 
the frequency error between the symbol rate and the 
VCO frequency is less than the loop bandwidth. When 
symbol lock is achieved, the loop bandwidth is narrowed 
to give better tracking performance. 
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b. Integrators. Even though this symbol synchronizer 
is designed to work at data rates as high as 250,000 
symbols/s, the integrators used are conventional analog 
integrate and reset circuits. However, even with the 
fastest available analog integrate and reset circuits, two 
integrators must be used in each channel so that one 
integrates while the other is reset. Otherwise the reset 
time would cause significant loss of data at high data 
rates. To avoid switching noise in the analog signal, and 
to allow greater timing flexibility, the demultiplexing is 
performed not in the analog domain but in the digital 
domain after conversion. This means that the integrate 
and reset circuits are continuously connected to the signal 
and to their individual A/DCs or Schmitt triggers. The 
integrate and reset modules used in both channels are 
Burr-Brown model 4013/25, with 0.001-pF feedback 
capacitors for high data rates and 0.05p.F for low data 
rates. The reset switch is rated at 20 mA, so that the 
maximum 10-V charge can be dumped from the 0.001-pF 
capacitor in 0.5 ps. About 3 p is required, however, before 
the module stabilizes to within 10 mV of ground. This is 
sufficient to assure complete resetting even at the maxi- 
mum data rate, when T, = 4.0 ps. 
c. Analog-to-digital converters. To satisfy the speed 
requirements of the A/DCs, high-speed tracking con- 
verters are used instead of the normal A/DC method of 
sample and hold circuits followed by successive 
approximation-type converters. In the HSTCs, the signal 
is continuously tracked and converted to digital form. 
Then, upon a stop convert command, the digital value is 
frozen. Five-bit converters are used, with an aperture 
time of 400 ns. 
d.  System timing. To provide flexibility in detailed 
timing selection, the basic clock frequency is selected to 
be 16 times the symbol rate. The basic clock is applied 
to a four-stage countdown counter and decoder whose 
various outputs provide the detailed timing for the 
integrators, A/DCs, copy registers, and the digital loop 
filter components. The timing chart (Fig. 8) shows the 
timing for both the data and phase channel integrators. 
It may be noticed that the outputs of the two data 
channel integrators are held in the output registers for 
2-bit periods. Thus the latest two samples from the data 
channel are available simultaneously for a full symbol 
time during which the desired operations may be com- 
pleted. The two branches of the phase channel operate 
similarly to the branches of the data channel, except that 
the integration time is a M-bit time, and the reset time is 
1% bit times. The output data remains in the output 
register for 1 bit time. Use of the shortened phase chan- 
nel integration time results in a 3-dB increase in the loop 
SNR for any input SNR. 
e.  Control logic. The control logic for the phase de- 
tector contains delay circuits so that two data channel 
samples and the phase channel sample for the integral 
between these two data samples are all made available 
simultaneously. Transitions are detected by an exclzlsive 
or circuit between the two data channel samples. The 
sign of the phase channel error signal is multiplied by 
the sign of one of the data channel samples to account 
for the direction of the transition by a second exclusive or 
circuit. 
4. Phase Detector Analysis and Simulation 4 
The parameters and performance of the phase-locked 
loop depend on the gain of the phase detector and on 
the noise spectral density at the phase detector output. 
Of primary importance is the value of the expression 
which, when multiplied by the relative loop bandwidth 
yields the loop SNR. In this expression, A is the phase 
detector gain, and S(0) is the noise spectral density at 
zero frequency when the phase error is zero. 
In this section, A and S(0) are determined as functions 
of symbol SNR for the phase detectors under consider- 
ation. They are first calculated using a simplified analysis 
of the phase detectors, and then the validity of the ap- 
proximations are confirmed by Monte Carlo simulation. 
The simulation also yields the S-curves, or phase input 
versus mean phase output relationships, for the various 
phase detectors. 
a. Simplified analysis. For a linear loop analysis, the 
phase detector gain A is defined as the slope of the 
input-output characteristic at zero phase error. If (P is 
the input phase error, and $'is the output phase error 
estimate, then 
(3) 
where the expectation is required because f is a random 
process, and where the argument R is the symbol SNR 
= STJN,.  
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Suppose the locally generated clock is such that the = 1 - 2 PE(R)  = erf (R") (9) 
data channel integration windows are from times 
(n - l )Ts  to nTs, and the actual input data symbols are 
present from ( n  - 1)Ts -t r to nTs + r. The phase error 
is then 4 = %T/T,. When a symbol transition occurs, the 
phase channel integrator output is 
A since E { g }  = 4, independently of R. Thus one effect of 
noise in the no-quantization case is to lower the phase 
detector gain. 
The noise spectral density at zero frequency for + = 0 
2, = * 2 r S X  + (4) is given by 
where n(t) is the input noise, assumed to be zero mean, 
white, and gaussian, and W is the fractional window 
width. I r I is assumed to be less than W / 2 .  The sign is 
positive or negative according to whether the transition 
is negative or positive, respectively, and 2, is condition- 
ally gaussian with variance NoWTs/2 and conditional 
mean +~TS%.  2, is not used if no transition is detected. 
Suppose now that there is no noise, so that all transitions 
are detected correctly. In the no-quantization case, we 
form the phase estimate $, by multiplying A,, by 
+%/(S"Ts) if a transition occurs, or 0 otherwise. The 
1 mean output is 
so that A = 1.0. In the hard limiter case, we use only the 
sign of Z,, so that the average output is 0.5 sgn (+), and 
A is infinite. This occurs only when there is no noise. 
' 
' ( O )  = C(0) + 2C(Ts) TS 
where C(*) is the noise correlation function, assuming 
4 = 0. This follows because the phase estimate at time 
nT, is uncorrelated with the estimate at time mTs for 
I n-m.) > 1. We now make the further simplifying as- 
sumption that 1 C(T& 1 << C(O), so that 
-= s(o) C(0) 
TS 
This greatly simplifies the analysis, and the simulation 
results justify this assumption. Then 
In the noisy case, there is no contribution to the phase A since, for 4 = 0, +n is zero with probability 0.5 and is 
gaussian with variance NoWTs/2 with probability 0.5, 
Thus, using R = STs/No, 
estimate if we do not detect a transition, and on the 
average, there is no contribution if we detect a transition 
when none has occurred. If a transition occurs and 
4 = 0, we detect its direction correctly with probability 
I 
(13) ( 1  - P E ) 2  and incorrectly with probability P i ,  where - Y  ' ( O )  - ,pW/R 
I is the symbol error probability, and Tt3 
t 
P E ( R )  = 0.5 (1 - erf (R")) (6) In the hard-limiter case, when transitions occur and 
are detected, the phase estimate is 
where 
(7) 
is the error function. If we detect the direction of transi- 
tion incorrectly, we use the negative of the desired esti- 
mate of 4. Therefore, neglecting the interdependence of 
the data and phase channel integrals and assuming PE 
to be constant with respect to + 
where the sign is positive or negative according to 
whether or not the transition is detected correctly. Hence 
1 
a~ {&I where yn is a zero mean gaussian random variable with 
(8) variance N,WTs/2. A e [(l - Pa)' - Pi] 
~~ 
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Therefore, letting P ( Y n )  be the probability density of yn, 
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1 .o 
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1 .o 
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1 .o 
0.5 
1 .o 
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1 .o 
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1 .o 
and the phase detector gain is 
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The spectral density S(0)/Ts = C(0) is approximately 0.5 
in the hard-limited case, since the estimate is +1 half 
of the time and zero otherwise. 
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0.1 93 
0.1 25 
1.01 
1.02 
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b. Analysis results. Table 3 shows the results of the 
simplified phase detector analysis for symbol SNRs of 
R = -3,0,  and 10 dB. In all cases, the SNR A*Ts/N, is 
3 dB better for the half-width window, W = 0.5, than 
for the full-width window, W = 1.0. The degradation 
when the limiter is used (1-bit quantization) relative to 
no quantization is ~ / 2 ,  or 1.96 dB, at all SNRs. 
c. Phase detector simulation. Digital Monte Carlo 
simulation was used to determine the input-output char- 
acteristics (S-curves) and the output noise spectral densi- 
ties S(0) for the various phase detectors. Figure 9 shows 
the S-curves for the phase detectors with no quantiza- 
tion, and Fig. 10 shows the S-curves with 1-bit quantiza- 
Table 3. Comparison of phase detectors according 
to simplified analysis 
R, dB 
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1 
1 
1 
0.0 
10.0 
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0.214 
0.1 51 
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S ( 0 m  
units2 
9.86 
19.70 
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0.5 
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9.86 
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0.5 
0.493 
0.986 
0.5 
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A21a/S(0), 
dB/rad 
- 13.26 
- 1 6.26 
- 15.22 
- 18.22 
- 8.41 
-11.41 
- 10.37 
- 13.37 
3.08 
0.08 
1.12 
- 1.88 
tion. In generating these curves, 50,000 symbols were 
used for R = -3  and 0 dB, and 20,000 symbols for 
R = 10 dB, except that 500,000 and 200,000 symbols were 
used at 4 = 0.1, for R = -3 and 0 dB, respectively. 
The maximum standard deviation of the estimate of any 
point on the S-curves was thus about 3% of the estimate. 
The phase detector gains and output noise spectral 
densities as determined from the simulation are given in 
Table 4. The gains were calculated from the points on the 
S-curves at 4 = ,/lo. Thus the gains are generally slightly 
lower than predicted by the analysis, because of the 
concave shape of the curves. The remaining discrepancies 
are attributed to the inaccuracies of the analysis, due to 
the independence assumptions. 
The experimental spectral densities are slightly lower 
than predicted in the no quantization cases, and slightly 
higher in the 1-bit quantization cases. One reason the 
experimental values of S(0) do not agree exactly with 
the calculated values is that the calculated values use 
S(0)/Ts - C(0) rather than S(O)/T, = C(0) + 2C(Ts). 
The last column in Table 4 gives the measured values of 
C(O), so that one can see the effect of neglecting C(Ts)  
by comparing C(0) with S(0)/Ts.  The remaining dif- 
ferences between the measured and calculated values of 
S(0) are due to the assumption of independence between 
the data and phase channel integrators. 
The S-curves are also used in comparison of the phase 
detectors. For the no-quantization cases, Fig. 9, the input 
Table 4. Phase detector characteristics 
according to simulation 
R. dB 
-3.0 
1 
1 
1 
0.0 
10.0 
- 
W 
0.5 
1 .o 
0.5 
1 .o 
0.5 
1 .o 
0.5 
1 .o 
0.5 
1 .o 
0.5 
1 .o - 
LqT tion unitr/rad 
9.47 
17.81 
0.51 2 
0.531 
4.91 
9.61 
0.51 2 
0.521 
0.503 
1.006 
0.499 
0.499 
9.02 
16.07 
0.501 
0.499 
4.71 
8.98 
0.501 
0.500 
0.502 
1.003 
0.500 
0.500 
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Fig. 9. Phase detector S-curves, no quantization 
lr 
signal amplitude has been normalized to a constant value, 
as indicated by Eq. (5). In practice, this is accomplished 
by using the carrier for the automatic gain control refer- 
ence. With this normalization, A=erf(Rth). s@), Eq. (13), 
decreases with increasing R, and is 3 dB higher for 
W = 1.0 than for w = 0.5 for any given R. Since there is 
little difference between the S-curves for the two dif- 
ferent windows, especially at low SNRs, the half-width 
window is judged to be better on the basis of the lower 
noise output. 
For the 1-bit quantization cases (Fig. 10) performance 
comparisons can be made directly from the S-curves 
because the spectral densities S(0) are approximately 
0.5 for all cases, regardless of the input signal amplitude. 
It is now obvious that the half-width window is better 
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for all SNRs, since the half-width window S-curves fall 
above the full-width window curves at all points. 
The S-curves and Eqs. (9) and (17) also indicate the 
effects of quantization on the variation of phase detector 
gain with SNR. This is discussed in the following sub- 
section 5. 
5. Phase-locked loop Analysis 
The symbol tracking loop was analyzed using the 
results and, where possible, the notation of Tausworthe 
Fig. 11. linearized model for symbol tracking loop 
the loop is shown in (Ref. 1). The linearized model for 
Fig. 11. We define: 
e = input signal phase 
e = phase estimate 
4 = phase error 
A 
n(t) = noise at phase detector output 
A = phase detector gain 
AK = loop gain 
Kvoo = VCO gain 
KF(s) = open loop transfer function 
< = damping ratio of loop 
The loop filter consists of a direct path from the phase 
detector to the VCO through a digital-to-analog converter 
(D/AC) and operational amplifiers with a gain of K, 
V/rad, and an integrator path through the up-down 
counter, a D/AC, and the amplifiers, with a gain of 
60 JPL SPACE PROGRAMS SUMMARY 37-53, VOL. II 
Kz/(Tss) V/rad. The gain in the integrator path is pro- 
portional to 1/T, because the up-down counter is up- 
dated each symbol time. 
0.002 
0.0005 
0.000125 
0.0002 
0.00005 
0.00001 25 
In Tausworthe's notation, the open-loop transfer func- 
tion of a perfect second-order loop is 
0.79 0.001 9 12.0 0.25 
0.79 0.00047 10.0 0.126 
0.79 0.00012 24.0 0.063 
0.707 0.0002 21.0 0.002 
0.707 0.00005 27.0 0.041 
0.707 0.00001 25 33.0 0.020 
K(l  + QS) 
71s 
KF(s) = 
and our transfer function is 
Again in Tausworthe's notation 
r" 6-- 2 
so [ = 0.707 requires 
and the loop bandwidth is 
or 
Solving these equations for K, and K,, we get 
and 
proportion to T,. This is accomplished by the front panel 
fine-frequency switch, which varies the gain of the sum- 
ming amplifier between the D/ACs and the VCO input. 
Coarse adjustment is accomplished by the VCO, whose 
gain vanes in decade steps as the VCO center frequency 
changes decades. 
To control loop bandwidth within each range of loop 
bandwidths, K ,  is varied in direct proportion to w L T S  by 
varying the digital register at the input to the direct 
channel D/AC, and K, is varied proportionally to ( W L T S ) '  
by changing the number of stages in the up-down counter. 
To change from the narrow range of bandwidths to the 
wide range, the VCO gain is increased by a factor of 10, 
and the up-down counter gain is increased by 8 by cut- 
ting out three stages. This effectively increases K, by 10 
and K ,  by 80, or slightly less than the 100 desired. 
a. Design parameters. The system parameters were 
selected so that at the design point of R = -3 dB, the 
relative loop bandwidth is approximately as indicated on 
the front panel, and the damping ratio is about [ = 0.707. 
Because of equipment limitations, these values were not 
attained exactly in the wide-loop bandwidth range. The 
actual values at R = -3 dB are given in Table 5 together 
with the resulting loop SNRs, rms phase errors, and 
symbol signal-to-noise degradations. 
Table 5. PLL Parameters at design point, R = - 3  dB 
- 
Range 
Wide 
Narrow 
Loop Rmr 
(nominal) 
rad 
- 
Symbol 
SNR 
dation, 
dB 
degm- 
1.15 
0.50 
0.29 
0.30 
0.1 9 
0.095 
The values of A and wL to be used in the last two 
equations are the values at the design point of the system. 
The values of K ,  and K ,  then, in turn, determine r2 by 
Eq. (22) and determine wL and [ as a function of SNR, 
since A is a function of SNR. 
~ 
b. Variation of parameters with R. Because the phase 
detector gain varies with symbol SNR, so do the loop 
bandwidth, the damping ratio, and the doop SNR. Rela- 
tive to the design point of R = -3 dB, [ varies as the 
square root of A(R), wL varies as 
From these equations, it is seen that for a given relative 
loop bandwidth wLTS, as selected by the front panel band- 
width switch, both K ,  and K2 must be vaned in inverse 
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Fig. 12. Variation in PLL parameters 
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and the loop SNR varies as 
loop SNR(R) 
loop SNR(R = - 3  dB) 
where A(R) ,  the phase detector gain, is given by Eq. (9) 
with no quantization or Eq. (17) with quantization, and 
So(R) is the spectral density at zero frequency, which is 
constant with 1-bit quantization and varies in inverse 
proportion to R with no quantization. 
I 
The variations in 5, wL, and loop SNR are shown in 
Fig. 12 for both phase detectors. Note that the variations 
in wr, and loop SNR are valid only for the case when 
5 = 0.707 at R = -3 dB, but the variation would be 
similar in other cases. These curves show that 5, wL, and 
the loop SNR all increase monotonically both with and 
without 1-bit quantization, but that 5 and wL increase 
faster with 1-bit quantization, and loop SNR increases 
faster without quantization. This means that at symbol 
SNRs higher than the design point, the loop bandwidth 
is wider with the quantization, so that acquisition should 
be faster. The higher loop SNRs attained without the 
quantization are not required and occur at the expense 
of longer acquisition time. 
Reference 
1. Tausworthe, R. C., Theory and Practical Design of Phase- 
Locked Receioers, Vol. 1, Technical Report No. 32-819, Chap. 5, 
Jet Propulsion Laboratory, Pasadena, Calif., February 15, 1966. 
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IV. Advanced Engineering: Tracking and Data 
Acq u isi t io n E I erne n ts Resea rc h 
A. Spacecraft CW Signal Power Calibration 
With Microwave Noise Standards, C. T .  Stelzried 
1. Introduction 
The continuous wave (CW) power level received from a 
spacecraft is an important parameter required for the eval- 
uation of a deep space communication system. A precise 
measurement method which compares CW signal power 
with microwave noise power was used to calibrate the 
Mariner ZV spacecraft received power level at Mars en- 
counter (Refs. 1 and 2). The technique provides a precision 
calibration of the test transmitter signal level defined 
directly at the maser waveguide input reference flange 
without insertion loss measurements. This is achieved b y  
the Y-factor technique of power ratio measurements used 
in noise temperature calibrations. The method compares 
the test transmitter CW power with the receiving system 
noise power, which is determined accurately with 
calibrated microwave thermal terminations. 
2. CW Power Calibration Instrumentation Design 
Parameters 
The present CW power calibration instrumentation 
consists of the standard low-noise receiving system fol- 
lowed by an IF precision attenuator, narrow-band filter, 
and power meter detector (Fig. 1). The bandwidth 
selected for the narrow-band filter is the principal factor 
which determines the CW signal level calibration range. 
Decreasing the bandwidth increases the signal-to-noise 
ratio and hence lowers the signal level calibration range. 
The present operational system has a 50-MHz center 
frequency filter with a 10-kHz noise bandwidth (SPS 
37-52, Vol. 11, p. 68). This system is normally used with 
input (defined at the maser input reference flange) signal 
levels between -105 and -125 dBmW. 
An analysis has been made to determine the operational 
penalty for using the present system at lower signal levels 
or designing a system with a narrower bandwidth to 
operate at lower signal levels. 
The CW signal power (at an operating frequency f.) 
at the maser input (Fig. 1) is given by 
(Y - 1) k Top B P,i = 
g(f8) 
where 
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and 
1 
2 
3 
4 
using 
10,000 2.0 0.1 0 0.002 
10,000 2.0 1 .o 0.02 
100 2.0 0.1 0.002 
100 0.2 0.1 0.002 
Y = power ratio at the system output between CW 
signal on and off (measured with the precision 
IF attenuator), ratio 
k = Boltzmann's constant, 1.38054 X Wz3 J/"K 
Top = operating noise temperature, "K 
G(f)  = system power gain at frequency f ,  ratio 
G(f,) = system power gain at frequency f 8 ,  ratio 
G(fo) = system power gain at frequency f o ,  ratio 
f o  = frequency of maximum system gain, Hz 
The total probable error of Psi (dB) is approximated by 
equals the probable error of Psi contributed by the prob- 
able error of Y, dB, 
equals the probable error of Psi contributed by the prob- 
able error of Top, dB, 
equals the probable error of Psi contributed by the prob- 
able error of B, dB, and 
equals the probable error of Psi contributed by the prob- 
able error of g(f,), dB. 
An estimate of Y is obtained from 
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(4) 
with an error of 
PEy(dB) 1: [PEgiJA (dB) + PEgi,, (dB) 
where 
PEY/A(dB) = { [Ai(dB)12 + [AzY(dB)lz}* 
equals the probable error of the Y factor measurement 
due to the resolution A,(dB) and linearity A,(dB/dB), 
PEy/,( dB) = AG( dB) 
equals the probable error of Y contributed by the system 
gain change G during the Y factor measurement, dB, 
PEy/p( dB) = AP( dB) 
equals the probable error of Y contributed by the test 
transmitter level change P during the Y factor measure- 
ment, dB, and 
equals the probable error of Y contributed by the noise 
jitter J ,  dB, (T  = detector time constants). 
These equations have been programmed in Fortran IV 
and the program designated ID 5877000, CTS35 is avail- 
able in JPL production with a plot output routine. The 
symbol designations used in the program are tabulated 
in Table 1. Figure 2 shows a plot of the probable error 
Table 1. Parameter values used for the various 
test cases shown in Fig. 2 
67 
Table 2. Error analysis of CW power calibration (Case 1) 
68 
- 
Errors 
P,,, dBmW 
- 105.0 
- 1 07.0 
- 1 09.0 
-111.0 
-113.0 
- 1 15.0 
-117.0 
- 1 1 9.0 
-121.0 
- 1 23.0 
- 1 25.0 
- 127.0 
- 129.0 
-131.0 
- 133.0 
- 135.0 
- 1 37.0 
- 139.0 
-141.0 
- 143.0 
- 145.0 
- 147.0 
- 149.0 
-151.0 
- 153.0 
- 1 55.0 
- 1 57.0 
- 1 59.0 
-161.0 
- 163.0 
- 1 65.0 
- 1 67.0 
- 1 69.0 
P A .  dB 
0.1 48 
0.1 40 
0.132 
0.1 24 
0.1 16 
0.108 
0.1 00 
0.092 
0.084 
0.077 
0.069 
0.06 1 
0.053 
0.046 
0.038 
0.03 1 
0.025 
0.01 9 
0.01 4 
0.01 0 
0.007 
0.005 
0.004 
0.003 
0.002 
0.002 
0.002 
0.002 
0.002 
0.002 
0.002 
0.002 
0.002 
0.003 
0.003 
0.003 
0.003 
0.003 
0.003 
0.003 
0.003 
0.003 
0.003 
0.003 
0.003 
0.003 
0.003 
0.003 
0.003 
0.003 
0.003 
0.003 
0.003 
0.003 
0.003 
0.003 
0.003 
0.003 
0.003 
0.003 
0.003 
0.003 
0.003 
0.003 
0.003 
0.003 
0.002 
0.002 
0.002 
0.002 
0.002 
0.002 
0.002 
0.002 
0.002 
0.002 
0.002 
0.002 
0.002 
0.002 
0.002 
0.002 
0.002 
0.002 
0.002 
0.002 
0.002 
0.002 
0.002 
0.002 
0.002 
0.002 
0.002 
0.002 
0.002 
0.002 
0.002 
0.002 
0.002 
0.002 
0.002 
0.002 
0.002 
0.002 
0.002 
0.002 
0.002 
0.002 
0.002 
0.002 
0.002 
0.002 
0.002 
0.002 
0.002 
0.002 
0.002 
0.002 
0.002 
0.002 
0.002 
0.002 
0.002 
0.002 
0.002 
0.002 
0.002 
0.002 
0.002 
0.002 
0.002 
0.002 
0.1 48 
0.1 40 
0.1 32 
0.1 24 
0.1 16 
0.108 
0.1 00 
0.092 
0.085 
0.077 
0.069 
0.061 
0.053 
0.046 
0.039 
0.032 
0.025 
0.020 
0.01 5 
0.01 1 
0.008 
0.007 
0.006 
0.005 
0.005 
0.005 
0.005 
0.005 
0.005 
0.005 
0.005 
0.005 
0.005 
Py, dB 
0.1 48 
0.1 40 
0.1 32 
0.1 24 
0.1 17 
0.109 
0.1 01 
0.093 
0.085 
0.078 
0.070 
0.063 
0.056 
0.049 
0.043 
0.038 
0.033 
0.030 
0.027 
0.025 
0.025 
0.027 
0.033 
0.044 
0.063 
0.095 
0.1 47 
0.229 
0.360 
0.567 
0.896 
1.417 
2.243 
Input pammeterri Top = 45OK. I )  = 1000 Hz, 7 = 0.10 s, G = -0.00, AI = 0.002 dB, AG = 0.002 dB, 
PET,, = 0.3'K. PEn = 2.00 Hi, PEQ = 0.00 dB, A2 = 0.004, A P  = 0.002 dB 
0.029 
0.029 
0.029 
0.029 
0.029 
0.029 
0.029 
0.029 
0.029 
0.029 
0.029 
0.029 
0.029 
0.029 
0.029 
0.029 
0.029 
0.029 
0.029 
0.029 
0.029 
0.029 
0.029 
0.029 
0.029 
0.029 
0.029 
0.029 
0.029 
0.029 
0.029 
0.029 
0.029 
0.001 
0.001 
0.001 
0.001 
0.001 
0.001 
0.001 
0.001 
0.001 
0.001 
0.001 
0.001 
0.00 1 
0.001 
0.001 
0.001 
0.001 
0.001 
0.001 
0.001 
0.001 
0.001 
0.001 
0.001 
0.001 
0.00 1 
0.001 
0.001 
0.001 
0.001 
0.00 1 
0.001 
0.001 
P,. dB 
0.002 
0.002 
0.002 
0.002 
0.002 
0.002 
0.002 
0.002 
0.002 
0.002 
0.002 
0.002 
0.002 
0.002 
0.002 
0.002 
0.002 
0.002 
0.002 
0.002 
0.002 
0.002 
0.002 
0.002 
0.002 
0.002 
0.002 
0.002 
0.002 
0.002 
0.002 
0.002 
0.002 
PE, dB 
0.1 51 
0.1 43 
0.1 36 
0.1 28 
0.1 20 
0.1 12 
0.1 05 
0.097 
0.090 
0.083 
0.076 
0.069 
0.063 
0.057 
0.052 
0.048 
0.044 
0.04 1 
0.039 
0.038 
0.038 
0.040 
0.044 
0.053 
0.070 
0.1 00 
0.1 50 
0.231 
0.361 
0.568 
0.896 
1.41 7 
2.243 
JPL SPACE PROGRAMS SUMMARY 37-53, VOL. I f  
w CASE 4 
P ., dBm 
Fig. 2. Probable error of Psi  vs input signal level for various design parameters 
of Psi versus input signal level in dBmW for various 
cases of interest tabulated in Table 1. The computer 
printout for Case 1 is shown in Table 2. Case 1 most 
nearly reflects the present operational instrumentation. 
The greater system gain changes which occur during the 
Y-factor measurement with longer time constants are 
reflected in Table 1. Although the minimum measure- 
ment error can be reduced at lower signal levels using a 
narrower bandwidth, the absolute error can actually 
increase, as with the particular set of parameters con- 
sidered. The major source of measurement error is due 
to the Y-factor measurement with the error contributed 
by the IF attenuator. The analysis also indicates that 
the calibrations should be made at lower power levels 
than the present range between - 105 and - 125 dBmW. 
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B. Pioneer VI  Faraday Rotation Solar Occultation 
1. Introduction 
Experiment, G. S. Levy, C. T .  Stelzried, and 6. Seidel 
In the second half of November 1968, the Pioneer VI 
probe’s orbit will result in a line of sight from the probe 
to earth that will cause the RF signal to pass through 
the solar corona and be occulted by the sun. The polar- 
ization of the Pioneer probe is linear and is spin-stabilized 
with respect to the plane of the ecliptic. The plane of 
polarization of the signal received from the Pioneer VI 
spacecraft will be measured. The Faraday rotation pro- 
duced by the interaction of the RF signal with the solar 
corona will be inferred from these measurements. 
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Fig. 3. Simplified block diagram of the S-band multifrequency polarization tracking cone 
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2. Experiment 
The S-band multifrequency cone (SPS 37-35, Vol. IV, 
pp. 268-270) which was originally on the 210-ft-diam 
advanced antenna system antenna has been brought back 
to JPL and modified so that it can use the present mono- 
pulse receiver instrumentation to auto-track the plane of 
polarization. Observations of the apparent plane of polar- 
ization of the received S-band signal will be used to 
deduce some of the electron-density and magnetic-field 
characteristics of the solar corona. 
Figure 3 is a block diagram of the modified multifre- 
quency feed cone. It now has two rotating quartenvave 
plates placed ahead of the orthomode transducer. These 
quarterwave plates are rotated between rotary circular 
waveguide joints. The upper quartenvave plate, when 
properly oriented with respect to the spacecraft, converts 
a linear signal into a circularly polarized signal with only 
one sense of rotation. When improperly oriented with 
respect to the spacecraft, it also produces some circular 
polarization with the opposite sense of rotation. The 
second quarterwave plate converts the two circularly 
polarized components into two orthogonal linear com- 
ponents which go into two separate ports of the ortho- 
mode transducer. One of these ports is treated as the 
signal port and the second as the error port. The error 
port provides a signal for servo tracking of the plane of 
polarization. 
The modified cone is scheduled to be returned to the 
Mars DSS in mid-September. Initially, the plane of polar- 
ization of Pioneer VI will be tracked using the servo error 
signal without closing the servo loop. Upon completion 
of all the servo equipment, full servo control will be used. 
In addition to the polarization tracking capability of this 
cone, it can transmit and receive simultaneously either 
the same or orthogonal polarization on either linear or 
circular polarization. 
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V. Advanced Engineering: Supporting Research 
A. 21 0-ft-Antenna Quadripod Structural 
Analysis, 11, M. s. Katow 
1. Introduction 
In the previous reporting (SPS 37-50, Vol. 11, p. 158), 
two design requirements of the quadripod were dis- 
cussed. They were: 
(1) The STAIR-computed versus field check for the 
strength to lift the B k l b  feed cone load. 
(2) The SAMIS-computed versus field check of the 
first-mode natural frequency of vibration about 
the symmetric axis. 
This report describes -the procedures used to calculate 
the RF beam boresight errors from computed structural 
data. These results are compared to those from compu- 
tations using field-surveyed data. Finally, comparison is 
made to the operational boresight errors obtained from 
radio star RF tracking data. 
The R F  boresight error is calculated from gravity de- 
flection data of (1) the reflector structure, (2) the subre- 
flector quadripod structure, (3) the primary feed cone, 
and (4) the master equatorial’s intermediate reference 
surface (IRS) mounted on the center hub. Although only 
the calculations made by JPL are reported here, com- 
plete calculations were initially made by the antenna 
contractor’s (Rohr Corp.) engineers to meet the antenna’s 
specifications. 
Only the change of RF boresight direction from the 
zero setting at 45-deg elevation angle to zenith look will 
be reported here, since comparable results were obtained 
for the change in elevation angle from 45 deg-to-horizon 
look, with the exception of wider error tolerances in the 
limited field checks made below 20 deg elevation angle. 
2. Discussion 
a. Rejkctor structure dejkction. As noted previously, 
(SPS 37-40, Vol. IVY p. 181) the output data from the 
paraboloid best-fitting RMS program provides data for 
computing the RF boresight direction. As applied to 
the 210-ft reflector structure, Fig. 1 shows the best-fit 
paraboloid data for gravity deflection at zenith look, after 
the setting of the surface panels to a perfect paraboloid 
at 45 deg elevation. The fit to the STAIR-computed de- 
flections (SPS 37-52, Vol. 11, pp. 86-91) is shown at the 
left side, and the fit to the field measurement is shown 
on the right side. 
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Fig. 1. 21 0-ft reflector structure best-fit paraboloid data-deflections from gravity loading at zenith 
look, surface panels set to perfect paraboloid at 45-de9 elevation angle 
The differences in the data comparison are due to the 
rotated coordinate base used for the field measurements. 
All field measurements at zenith look are made using 
datum targets that deflect; this results in a bias difference 
between the computed and field results. The measured 
rotation of the datum plane is equal to 0.030 deg as the 
antenna is rotated from 45-deg elevation angle to zenith 
look. 
b. Subreflector quadripod deflections. Figure 2 illus- 
trates the computed versus field data of the subreflector 
quadripod deflections that affect the RF boresight direc- 
tion. For the computed case, the deflections of the 
quadripod’s connections to the reflector structure were 
STAIR-computed and added to the deflections of the 
subreflector’s secondary focus as computed by the SAMIS 
program (Refs. 1 and 2). Similarly, the primary feed 
focus deflections mounted on the cassegrain cone were 
computed. 
Again, there are differences in the deflection data 
since field measurements are made using the datum 
targets. The important answers here are the positions 
of the hyperboloids secondary foci or the RF phase 
centers (Fig. 3). 
c. RF beam boresight direction. To determine the RF 
beam boresight direction, a ray from the deflected posi- 
tion of the hyperboloid’s secondary focus is reflected 
from the vertex of the best-fit paraboloid at an angle of 
reflectance equal to 0.82 times the angle of incidence. 
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This multiplying factor assumes a uniform RF illumina- 
tion of the paraboloid. 
For the computed case, the IRS position was assumed 
to be fixed to the center hub, and for this case the final 
R F  boresight direction is 0.020 deg down at zenith look 
measured with respect to the IRS mirror. 
The R F  boresight direction calculated from field data 
shows it to be 0.004 deg down at zenith look with respect 
to the IRS mirror. 
d. Operational boresight data. A curve of a radio star 
R F  tracking data’ is shown in Fig. 4. In this case, the 
total RF boresight error was read directly from the angle 
indications of the master equatorial by boresighting the 
radio star. As shown, the boresight error measured in 
the declination-hour angle coordinate system of the 
master equatorial is less than 0.015 deg for the range of 
local hour angle of plus or minus 45 deg. For lower ele- 
vation angles of less than 20 deg, the operational RF 
boresight data seem at present to indicate larger errors. 
The total error in Fig. 4 includes the changes in the 
IRS mirror position with respect to the R F  beam as 
discussed previously, the master equatorial errors, the 
error due to the optical tower angular changes, and 
the ephemeris errors. 
‘Data supplied by W. Peterschmidt. 
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DIMENSIONS IN INCHES 
COMPUTED FIELD DATA 
Fig. 
Fig. 2. 210-ft subreflector quadripod gravity deflection data at zenith look, surface panels 
set to perfect paraboloid at 45-de9 elevation angle 
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3. 210-ft antenna RF beam boresight direction-error a t  zenith look, zero setting at 45-de9 elevation angle 
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Fig. 4. 21 0-ft antenna total system RF boresight error-field measurement 
3. Conclusions 
The RF boresight error with respect to the IRS mirror 
calculated from the STAIR-computed data and the field 
measurement data (combined with the best-fit paraboloid 
data from the RMS program) produced angle errors of 
0.020 and 0.004 deg, respectively. Both data assumed 
perfect alignment at 45-deg elevation angle. The error 
resulted from the change in direction of the gravity force 
from 45 deg to zenith look. 
The operational data shows more accurate behavior of 
the pointing system within the measured elevation and 
hour angles. However, more studies are required, since 
larger errors are present now at low elevation angles. 
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6. Joint Integrity Study-Corrosion Effects on 
Bolted Connections, V.  6. Lobb and F.  W. Stoller 
1. Introduction 
The DSIF steel antenna structures are exposed to 
several types of environment in their various locations 
76 
throughout the world. These antennas, bolted together 
with high-strength fasteners, are deflection-sensitive 
structures. Structural weakening, even to the point of 
excessive deflection or localized yielding, could impair 
the function of the antenna. Therefore, corrosion control 
in each antenna is vital. 
As a phase of the Joint Integrity program a study was 
made to evaluate the corrosion protection afforded to 
structural fasteners and to bolted connections in a highly 
corrosive salt-spray medium. Protective coatings for both 
steel and fasteners, such as hot-dipped zinc, electro- 
plated zinc, electroplated cadmium, electroplated tin, 
mechanically plated zinc, and a zinc silicate paint were 
evaluated. In addition, a high-strength stainless steel was 
studied. Concurrently with determining the resistance of 
these materials to general corrosive attack, bolted con- 
nections with fasteners and joint material with different 
coatings were also exposed to the salt-spray environment 
to evaluate the galvanic corrosion behavior that might 
develop from using dissimilar coatings. 
Bolted assemblies in which the fasteners and joint 
material were identically coated were also exposed to 
the salt-spray test. At the conclusion of the test, these 
assemblies were sectioned to determine whether, and to 
what extent, corrosive attack penetrated into the con- 
nection. 
To determine whether the corrosive attack affected bolt 
strength, tensile tests were performed on both coated 
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bolts exposed to salt sprays for 1,OOO h and unex- 
posed bolts. Since the salt-spray test is only one indicator 
of corrosion resistance and is not representative of all the 
environments to which antenna structures may be ex- 
posed, a literature search of similar test programs was 
undertaken. 
The results of this investigation and the information 
gathered from the literature represent a concise state- 
of-the-art summary concerning the corrosion of exposed 
steel structures. 
2. Test Procedure 
Two types of test specimens were employed in the 
corrosion tests. To determine resistance to corrosion, 
weight change due to corrosive attack and the effect of 
corrosive attack on strength properties, %-lo X 3 heavy 
hex structural bolts, conforming to ASTM specification 
A490 were used. Coating thickness of each specimen was 
measured with a Permascope. In addition to testing coated 
bolts, uncoated alloy steel bolts and bolts produced from 
a new high-strength stainless steel were also exposed to 
the salt-spray fog. 
Six bolts of each type were exposed for a period of 
1,OOO h. Prior to placing the parts in the salt-spray cab- 
inet, three bolts from each lot were carefully weighed. 
At approximately 100-h intervals, each of the preweighed 
bolts was removed from the cabinet, dried, and re- 
weighed. 
To determine the corrosion behavior of bolted connec- 
tions, 3 X 36 X % in. coupons of ASTM A-36 steel with 
%s-in.-diam holes drilled at their centers were employed. 
The coupons were bolted together with either %-lo X 1% 
A490 heavy hex structural bolts or 34-10 X 1% A490 high- 
strength bearing bolts. The test plates were used in the 
normal black condition and also after being coated with 
either a zinc silicate paint or hot-dipped zinc. 
The bolts were tightened to their proof load, which is 
the normal clamping load for structural fasteners. The 
technique used to control bolt preload was measuring 
bolt length before and after tightening. 
The salt spray test essentially consists of exposing the 
specimens to an environment of humid salt fog created 
by atomizing a 5% sodium chloride solution. The cab- 
inet is maintained at 95"F, and the concentration of the 
salt solution, as well as its pH, is closely maintained. 
Provisions are made to assure a uniformity of the salt fog. 
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Tensile tests on the % X 3 heavy hex structural bolts 
were conducted on a 200,000-lb electromechanical uni- 
versal testing machine. Prior to tensile testing, the cor- 
rosion products of the salt-spray test and the remaining 
coating on the bolts were removed in a solution of in- 
hibited hydrochloric acid which attacks steel at very 
slow rates. Cleaning of the bolts was accomplished in 
less than 10 min in all cases, a time short enough to 
ensure no attack of the steel by the inhibited acid. 
3. Results 
a. Bolt specimens. All the bolt specimens showed 
some evidence of corrosive attack in the 1,000-h exposure 
period. The uncoated bolts and the tin-plated bolts 
developed red rust within the first 24 h of exposure and 
exhibited the greatest gains in weight throughout the 
test. The hot-dipped zinc, electro-deposited zinc, and 
mechanically plated zinc specimens resisted the forma- 
tion of red rust for hundreds of hours but developed 
white corrosion products rather early in the test. The 
electroplated cadmium coating and the zinc-silicate- 
painted specimens showed the best visual resistance to 
red rust formation, being virtually unattacked at the end 
of the tests. The stainless steel specimens developed a 
very light rust color early in the test, which did not 
change substantially throughout the tests. 
Figure 5 illustrates the time to red rust formation for 
each coating. The correlation between the weight change 
data and the visual observations of corrosion rates was 
quite good. Only the uncoated and the tin-plated speci- 
mens resulted in continuously increasing weight changes 
throughout the 1,000-h test. The cadmium-coated speci- 
mens underwent virtually no change in weight, while 
the weight changes for all of the zinc coatings, includ- 
ing the zinc silicate paint, showed a tendency for the 
weight change to stabilize with time. This would not be 
expected to continue indefinitely, however, since weight 
change would undoubtedly occur as the formation of 
red rust developed. The stainless steel specimens, al- 
though noticeably discolored throughout most of the test 
period, underwent very little change in weight, showing 
a slight decrease in weight early in the test and a very 
minor weight gain in the second half of the test. 
Figure 6 illustrates the net weight change experienced 
in 1,000 h for each type of bolt specimen tested. A pic- 
torial representation of the appearance of each type of 
specimen tested is presented in Fig. 7. 
Four basically different corrosion behavior patterns 
were observed in this phase of the test program. 
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Fig. 5. Exposure time to first indication of red rust 
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Fig. 6. Net weight change after 1000-h exposure 
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Fig. 7. Typical bolt specimens after 1000-h 
salt spray exposure 
The first was the formation of red rust almost imme-
diately after exposure, and the continual buildup of the 
corrosion product. 
The second was the formation of a white corrosion 
product which quickly covered the specimen, as was the 
case for the electroplated zinc, the hot-dipped zinc, and 
the mechanically deposited zinc coatings. The chromate 
treatment applied to the electroplated-zinc parts retarded 
the formation of this corrosion product for some 200 h, 
as is readily apparent from the weight change data. How-
ever, once this white corrosion product was fully 
developed, little change in specimen weight occurred. 
Eventually this white corrosion product became dotted 
with red rust spots, indicating that the sacrificial pro-
tection of the zinc was exhausted. 
The third was the almost complete lack of any change 
in appearance throughout the test, which was the case 
for the electro-deposited cadmium-plated specimens. No 
change in appearance was noted until 570 h of exposure, 
when extremely fine red rust spots were noticed. The 
same was true for the zinc silicate paint, except that a 
slight darkening of the coating occurred almost imme-
diately after exposure. Here, again, nne rust spots were 
noticed at 570 h of exposure, and, as in the case of the 
cadmium, no appreciable increase in the number or size 
of the rust spots was noted. 
The fourth was the formation of a light red oxide 
product which developed in the first 50 h of exposure on 
the stainless steel. It had the form of a stain rather than 
a corrosion product. Although discoloration of the speci-
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mens increased slightly throughout the test, no severe 
deleterious effect on the stainless steel could be expected. 
This behavior is further confirmed by the weight change 
data. 
After the 1,000-h exposure period, three specimens of 
each type were cleaned of all corrosion products and any 
remaining coating and then were tensile-tested. The ulti-
mate strength and total bolt elongation were determined 
for each specimen and are presented in Table 1. 
As a result of the 1,000-h exposure, the plain finish 
and the tin-plated bolts had noticeably lower tensile 
Table 1. Tensile behavior of bolt specimens 
exposed to 1000-h salt spray 
Ultimate Ultimate Tatal 
Specimen bolt load, strength, elongation, 
Ib psi in. 
Steel control lot 62,500 187,300 0.225 
61,600 184,600 0.225 
61,900 185,400 0.225 
Plain finish 59,200 177,200 0.235 
58,400 174,900 0.235 
58,600 175,400 0.235 
Electroplated zinc 61,500 184,100 0.225 
62,100 186,000 0.220 
62,300 186,600 0.225 
Electroplated cadmium 61,400 183,800 0 .235 
61,200 183,200 0 .235 
61,600 184,400 0.220 
Electroplated tin 59,600 178,400 0.235 
60,200 180,200 0.220 
61,000 182,600 0.230 
Mechanically plated zinc 61,600 184,400 0.225 
61,600 184,400 0.235 
61 ,800 185,000 0.225 
Zinc silicate point 61,200 183,200 0.230 
61 ,800 185,000 0.235 
61 ,800 185,000 0.235 
Hot·dip galvanized zinc 61,000 182,600 0.235 
61,600 184,400 0.230 
61,200 183,200 0.220 
Stainless steel control lot 67,000 200,600 0.275 
67,500 202,100 0.275 
66,500 199,1 00 0.285 
Stainless steel 67,300 201,500 0.285 
67,600 202,400 0.280 
66,900 200,300 0.275 
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strength, although their elongation properties were not 
affected. Both of these specimens were heavily pitted as 
a result of the salt spray exposure while none of the 
other specimens were affected. The tensile strength and 
elongation values of the other bolt specimens compared 
favorably with the unexposed control lot of bolts. The 
tensile properties of the stainless steel bolts were com-
pared to the same properties of unexposed bolts, and no 
difference in properties was detected. 
h. Joint specimens. The purpose of evaluating the 
performance of bolted joints was twofold: (1) to gain a 
more quantitative evaluation of galvanic effects between 
dissimilar metals, and (2) to determine whether the cor-
rosion of bolted connections is confined to the surface of 
the structure, or whether corrosive attack penetrates 
into the structure along the bolt holes. 
Where the joint-coating material and the bolt-coating 
material were similar, as in the case of hot-dip galvanized 
plates bolted by any metallic zinc coating, the specimens 
corroded in identically the same manner as the bolt speci-
mens. Where the bolt coating and the joint coating 
differed, galvanic action caused the more anodic mate-
rial to sacrificially corrode to protect the cathodic material. 
The galvanic behavior of dissimilar metals in contact 
with a conducting medium is dramatically illustrated in 
Fig. 8 where the corrosion of tin-coated bolts in uncoated 
steel, hot-dip galvanized joints, and zinc-silicate-painted 
joints is compared with the corrosion of the tin-plated 
bolts exposed to the 1,000-h salt-spray test without 
cathodic protection. Since tin is cathodic to both steel 
and zinc, the tin-coated bolts in the connections were 
protected. Even in uncoated steel connections, rusting of 
Fig. 8. Relative corrosion tin-plated bolts, and tin-plated 
bolts in plain steel plates, hot-dip galvanized 
plates and zinc-silicate-painted plates 
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the tin-plated bolts was not observed until 46 h had 
elapsed. The degree of corrosion of the tin-plated bolts 
was such that only 60% of the bolt's surface was rusted 
after 1,000 h. In the hot-dip galvanized and zinc-silicate-
painted joints, less than 20% of the bolt's surface was 
rust-covered after the test. In the normal galvanic be-
havior, the joint material or coating should corrode at a 
more rapid rate under such conditions. While this was 
observed in the case of the uncoated and the hot-dip 
galvanized plates, it was not observed in the zinc-silicate-
painted connections. The fact that there was no increase 
in the rate of attack on the zinc-silicate-painted plates 
demonstrates the excellent corrosion resistance of this 
coating in a humid salt-spray environment. 
Cadmium-plated bolts also underwent galvanic attack 
when used to join uncoated steel plates. In this case, the 
cadmium was anodic to the steel and sacrificially cor-
roded. Red rust was noticed after 600 h exposure, and 
by the end of the test completely covered the bolt's 
surface. This behavior is decidedly different from that of 
the cadmium-plated bolt specimens in hot-dip galvanized 
plates, zinc-silicate-painted plates, or the uncoated bolts 
after exposure to the salt spray. Such behavior was ex-
pected, since zinc and cadmium have similar electro-
chemical potentials in sea water, an environment similar 
to a humid salt spray. 
Zinc is anodic to steel and is expected to protect 
uncoated steel by sacrificial corrosion in virtually all 
environments, including salt spray. This behavior is well-
documented in the literature, but this effect is limited to 
relatively small exposed areas of steel in contact with 
zinc. In the case of hot-dip galvanized plates or zinc-
silicate-painted plates bolted with uncoated steel bolts, 
the relative area of the bolt heads is too great to gain 
any reasonable degree of cathodic protection from the 
zinc-coated plates. The uncoated bolts were corroded 
to a similar extent whether they were exposed alone or 
in uncoated, hot-dip galvanized, or zinc-silicate-painted 
plates. 
In the case of electroplated zinc bolts, hot-dip gal-
vanized bolts or mechanically zinc-plated bolts, very 
little behavior in corrosion rate was observed between 
the rate of bolt corrosion in either hot-dip galvanized or 
zinc-silicate-painted plates and the rate observed for the 
bolt specimens themselves. However, when bolts coated 
with metallic zinc by any means were used to join unpro-
tected steel plates, corrosion of the zinc-coated bolts was 
accelerated, and greater amounts of red rust were apparent 
after the 1,000-h salt spray exposure. 
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In cases in which stainless steel fasteners were used 
to bolt the plates together, the visual appearance of the 
bolts was identical to that of the stainless steel bolt 
specimens. In joints made of both hot-dip galvanized 
plates and zinc-silicate-painted plates, it was observed 
that a preferential attack of the plates took place at the 
perimeter of the fasteners. This is attributed to the great 
difference in electrochemical potential between pas- 
sivated stainless steel and zinc. 
At the conclusion of the 1,000-h salt spray exposure 
test, each joint specimen was sectioned through the bolt 
line and examined for evidence of penetration of cor- 
rosion products into the joint through the bolt hole or 
along the faying surfaces. No evidence of penetration 
of the corrosion products into the joints was observed in 
any type of connection whether a large amount, a mild 
amount, or virtually no corrosion products were present 
on the surfaces. This was true in cases where hole-filling 
high-strength bearing bolts or nonhole-filling structural 
bolts were used. 
4. Summary 
The corrosion protection of structural members involves 
a choice between hot-dip galvanizing and zinc silicate 
paint, since electroplating is impractical for large sec- 
tions. In the current literature on this subject, far greater 
life is claimed for hot-dip galvanized coatings than for 
zinc silicate paints, but the newness of the zinc-rich 
paints makes accurate predictions of service life haz- 
ardous. The hot-dipped zinc coating has the advantage 
of good historical data to substantiate its selection over 
zinc-rich paints. However, the corrosion product of the 
zinc-rich paint is far less voluminous, and therefore less 
likely to flake off during service, than the corrosion prod- 
uct of hot-dipped zinc. 
This study shows that zinc silicate paint provides cor- 
rosion protection equal to that of hot-dip zinc coating. 
However, it has not yet been critically tested in structures 
exposed for decades in various atmospheric environments. 
When structural members are either hot-dip galvanized 
or coated with zinc silicate paint, the fastener coating 
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coatings. In these cases the nuts are tapped oversize by 
Ih2 in. order to permit the fasteners to be assembled. The 
hot-dip galvanized coating is also quite brittle and fre- 
quently flakes off duiing shipment and assembly. 
Strong evidence is now available that the corrosion 
protection of metallic zinc depends not upon the method 
of application but upon the thickness and density of the 
zinc. 
This evidence presents a strong argument for the use 
of either electroplated or mechanically plated zinc as the 
protective coating for structural fasteners. In either pro- 
cess the form of the thread elements on the fasteners can 
be controlled, and the zinc coating is more ductile and 
adherent to the fasteners than the hot-dip galvanized 
coating. In recent tests the adhesion of hot-dip galvanized 
mechanically plated zinc and electroplated zinc coatings 
of identical thickness was evaluated. The electroplated 
zinc was rated best, showing the least amount of chipping 
or flaking under conditions of impact assembly. The 
mechanically plated zinc coating was rated second, and 
the hot-dip galvanized coating was rated as the poorest 
of the three. 
Since chromate conversion coatings can be applied 
easily to electroplated zinc and also to mechanically- 
plated zinc coatings and are extremely effective in re- 
ducing the formation of gross corrosion products of zinc, 
they are strongly recommended for zinc-plated fasteners. 
The use of cadmium-plated steel fasteners is advisable 
only in marine applications where its corrosion resistance 
is excellent and it is electrochemically compatible with 
zinc. Its use should be avoided in industrial environ- 
ments. Cadmium is not always anodic to steel; in certain 
environments it can be cathodic and, as such, would 
accelerate the rate of attack on any exposed steel gal- 
vanically connected to the cadmium. 
By a process of elimination, then, zinc appears to be 
the most desirable protective coating for steel structures 
exposed to atmospheric environments. 
must be electrochemically compatible with zinc and pre- 
ferably anodic to steel. This immediately excludes tin 
and stainless steel since both force serious sacrificial cor- 
rosion of the structural member’s coating. The process of 
For bolted structures, zinc silicate paint is the prefer- 
able coating for the structural members and electroplated 
zinc with a chromate finish for the fasteners. 
applying zinc silicate paint to structural fasteners is in- 
exact, and control of the thread contour of the fasteners 
is impossible. This is also true of hot-dip galvanized 
The penetration of corrosion products into the actual 
joint, either through the bolt hole or along the faying 
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surfaces, was investigated for different degrees of corro- 
sion. It was found that there was no evidence of penetra- 
tion of corrosion into the joint, no matter how severely 
the exterior of the joint was corroded. The joints investi- 
gated were all high-strength, high-tension bolted joints 
with high clamp loads. Both the plain hex bolts and the 
bearing bolts were used, and both types of bolts prevent 
corrosion products from penetrating the joint. On larger 
or multibolt joints, corrosion products may penetrate the 
joint but will not penetrate the area within a 1-35 bolt 
diameter of the bolt center. 
C. FLIGHT, a Subroutine to Solve the Flight 
Time Problem, H. F. Lesh and C. Travis 
1. Introduction 
Preliminary trajectory studies for spaceflight mission 
design often begin with the calculation of conic trajec- 
tories which assume that the only gravitational mass 
is the sun. For these studies, the central computational 
problem is the calculation of the conic trajectory which 
starts at the massless point PI at time t ,  and arrives at 
the massless point P ,  at time t,. 
There is an entire family of conic trajectories from a 
point P ,  to a point P,, three of which are shown in Fig. 9. 
The flight times for these trajectories increase, however, 
as the average distance of the trajectory from the sun 
increases. Since the flight time must be tz - t , ,  only one 
member of the family shown in Fig. 9 will do. 
fixing the vector positions of the two planets, r1 + rz 
and c are also fixed. With the vector positions of the two 
planets fixed, the flight time becomes a function of the 
semimajor axis only. 
If the functional relationship t f ( r l  + r,, c, a) is derived 
in terms of trigonometric and hyperbolic-functions di- 
rectly, then the formulas for the elliptic, parabolic, and 
hyperbolic cases are all different. In fact, the elliptic case 
alone must be treated with four different formulas, one 
for each subcase. The subcases depend on the flight time 
and the angle between rl and r,. If the flight time is 
treated as a function of the semimajor axis a, difficulties 
arise because of the odd nature of the flight time de- 
pendence on a at a = amin, as shown in Fig. 10. 
o = o  
min 
Fig. 10. Flight time versus semimajor axis 
By replacing the semimajor axis a with a new inde- 
pendent variable x, and by introducing two new tran- 
scendental functions S(x) and C(x) ,  it is possible to 
combine all the special cases of the flight-time formula 
into one single formula whose solution in terms of the 
new independent variable x is much better behaved than 
the solution of the original equations in terms of a. This 
article describes a subroutine which implements this 
method. The accuracy and speed of this method are also 
discussed. 
Lambert's theorem states that, for a fixed central body, 
the time to traverse a trajectory depends only upon the 
length of the semimajor axis a of the trajectory, the sum 
r1 + r2 of the distances of the initial and final points of 
the trajectory from the central body, and the length c 
of the chord joining these points. Stated functionally, 
Lambert's theorem states that tf  = t,(rl + rP,  c, a). By 
2. Equational System 
The functions S(x) and C(x)  are defined as 
Fig. 9. Members of the family of trajectories 
from P, to P2 
(x)" - sin (x)" 
( P ) 3  
S(X) = > x > o  ) 
1 
6 '  
- - x = o  ) 
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1 - cos (X)l’* 
C(x) = 
X 7 
1 
2 ’  
- -  
x > o  ) 
Graphs of these functions appear in Fig. 11. 
These functions may be defined by their Taylor series 
expansions: 
1 x x 2  
3! 4! 5! 
+ - ... S ( x )  = - - - 
In order to develop the universal flight-time formulas, 
introduce the parameter 
s - c  Q=-  
S 
7 
6 
5 
4 
I 
3 
2 
1 
0 
where 
c = (r;  + r;  - 2T1 Tz cos O)l* 
(4) 
Here c is the length of the chord joining the initial and 
final points of the trajectory, and s is half the perimeter 
of the triangle formed by the central body, the launch 
planet, and the target planet. 
The universal flight-time formula is 
(5) 
2 2 
-(a) 0 (a) 
2 
-(27d 
Fig. 11. Special transcendental functions 
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D. 5 
3.4 
3.3 
3.2 
0.1 
0 
(2Tf 
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where 
T = (p/S3)”’ tf  
t, = flight time 
p = gravitational parameter of the central body 
The choice of the upper or lower sign is made according 
to whether the angle 0 is less or greater than 180 deg, 
respectively. 
Figure 12 shows the family of curves of all possible 
solutions to these equations as a function of the param- 
eter Q. If c = s, then Q = 0; this case represents the 
180-deg transfers (dark line at middle of curves, Fig. 12). 
In any other case, x > c and Q is less than 1.0. For each 
value of Q less than 1.0, there are two cases, one in which 
the transfer angle is less than 180 deg (curves below 
180-deg transfer line), and one in which it is greater than 
4 
3 
180 deg (curves above 180~deg transfer line). Values of 
x less than zero represent hyperbolic transfers. The value 
x = 0 corresponds to the parabolic transfers. Values of 
x > 0 represent elliptic transfers. The value x = T* is 
associated with trajectories which have minimum energy 
with respect to the central body. 
The development of Eqs. (5)  and (6) is too long and 
complex to reproduce here. It may be obtained from 
Ref. 1. The derivations are scattered throughout this ref- 
erence, and the following steps in the derivations may be 
found in these locations: 
(1) The two-body problem (to the point of determining 
the shape of the orbit) on pp. 15 and 16. 
(2) The cis zjica equation and Kepler’s equation on 
pp. 50 and 51. 
1 1 1 
Fig. 12. Family of solutions of lambert’s problem (from Ref. 1)  
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(3) Lambert's theorem proved from Kepler's equation 
on p. 71. 
(4) The basic flight-time formula and an analysis of the 
many special cases of this formula, using the uis viva 
equation and Lambert's theorem, on pp. 72-78. 
(5) The use of the special functions c ( X )  and s(X) to 
amalgamate all the special cases of the flight-time 
formula into one equation on pp. 80 and 81. 
Therefore if 
12 - YC(Y) I < 
then k is taken to be 1.0. 
At x = 0, the formula for T'(x) breaks down because 
of the x in the denominator. For this reason T'(x) is taken 
to be 
3. Method 
a. Elimination of double iteration. Equations ( 5 )  and 
(6) are two transcendental equations in x and y. Rather 
value of x, the following formula was derived which gives 
y from x without iteration with only two cases. 
Since this value of T'(x) is only a rough approximation 
method will be somewhat slower in the very near vicinity 
of x = 0. 
than solve Eq. (6) by after having picked a to the true derivative at x = 0, convergence of Newton's 
y = 4 a r c s i n 2 [ I T \ ]  XSC(X) " , x 2 0  Formula (10) for the derivative is not the one that 
appears in Ref. 1 on p. 82 (which is incorrect). The 
(7) quantity 
= - 4 1 n ~ { [ / T ( l M + [ l ~ I  X a x )  =-c(x) + 1 IM}, 
[2 - XC(X)]"  
X < O  
should be replaced by 
b. Basic iteration. Newton's method is used to solve 
Eq. (5) given T and Q. The iteration formula is [2 - xC(x)]" , x < 7r2 
where 
- [2 - XC(X)]"* ,  x 2 7r2 
c.  Starting. To determine a good starting value for x ,  
a rough empirical curve fit was made to x as a function 
of T and Q. First, a hyperbola was fit to the 180-deg 
transfer line of Fig. 12, giving x as a function of T for 
Q = O a s  
x1 = 82.1678 + 352.8045T 
1 + k { T Q3/* - 1.5 [ 2  - yC(y)lVa T(x)} 
(10) 
2x (C(X,)" 
T'(x) = 
- (123954.8504T' + 43904.0083T + 13423.6819)% 
x > 7r2 
x 5 ?r2 
k = -  [2 - XC(X)]" 
[2 - Y C ( Y ) l %  ' 
(11) Next a correction to x for nonzero values of Q was deter- mined. The correction is 
2.36 
[2 - XC(X)]" 
[2 - yC(y)lXh ' 
= +  
3S (0.3Q2 + 0.7Q) Ax(T,Q) = ( T2 f 0.15 4- T + 0.1) 
At x = 2, 2 - xC(x) = 2 - yC(y) = 0. However, 
The initial guess is taken to be 
x = XI - AX(T,Q) 
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For T > 104 the initial guess calculated from the above 
formula is too large so x is taken to be 38.7. 
d.  Handling of extreme values of T .  To ensure that 
the subroutine will not fail for large or small values of T ,  
certain restrictions on T are built into the subroutine. The 
subroutine first calculates 
and then replaces this value with the smaller of T and 
950,000. It then replaces this value with the larger of T 
and 0.000001. This ensures that 0.000001 5 T 2 950,000. 
e. Restrictions on x .  To ensure that the subroutine will 
converge with the above restrictions on T,  restrictions 
are placed on the new estimate obtained from Newton’s 
method. The restriction is that the new value of x must 
be greater than or equal to -823.0473 and less than or 
equal to 39.14553. These are the values of x that cor- 
respond to T = O.OOOOO1 and T = 950,000, respectively. 
f .  Convergence. Convergence is achieved when the 
following condition is satisfied 
IF 
g. Calculation of C(x) and S(x). Calculation of C ( x )  
and S(x) using the Taylor series expansions was tried 
because of the simplicity of the series. In most cases, 
however, so many terms are needed from the Taylor series 
that it is much faster to evaluate C(x) and S(x) from 
formulas (1) and (2). The only difficulty with the latter 
approach is that the formulas for C(r) and S(x) both 
approach zero divided by zero as x approaches zero. To 
avoid this difficulty, C(x)  and S(x) are calculated with the 
first two terms of their Taylor series for 1 x 1 5 lo-’ and 
from formulas (1) and (2) for 1 x 1 > lo-?. 
4. Performance 
a. Accuracy. The subroutine is terminated when the 
given and computed flight time agree to five significant 
figures or more. The corresponding accuracy in the semi- 
major axis a is also five significant figures provided T is 
less than 950,000 and greater than O.oooOO1. If T is greater 
than 95O,OOO, the semimajor axis a computed is the one 
corresponding to T = 950,OOO. If T is less than 0.000001, 
the semimajor axis computed is the one corresponding to 
T = 0.000001. In these two cases, five significant figures 
are obviously not obtained; however, these are such ex- 
treme cases that it is of little importance. 
b. Speed.An average calculation takes 12 ms. This 
average was computed by doing 4000 cases with T rang- 
ing from 0.1 to 40. In this range the average number of 
iterations is three, including the initial guess. As T be- 
comes smaller the number of iterations necessary for con- 
vergence increases to a maximum of 17 at T = 0.000001. 
As T becomes larger, the number of iterations increases 
to a maximum of 12 at T = 28.8, decreases again to four 
at T = 7500, and then increases again to eight at 
T = 950,OOO. 
5. Conclusions 
A subroutine LAMC was written to solve the flight-time 
problem. LAMC used the semimajor axis a as the inde- 
pendent variable, and used separate formulas for each of 
the special cases as discussed above. LAMC does more 
than solve for a, but if the extra calculations are removed, 
the length of the program is approximately 838 instruc- 
tions. FLIGHT is written entirely in Fortran IV, but 
compiles into a program which is 609 instructions in 
length, including the calculation of C(x) and S(x). 
The 4000 cases mentioned above took 48.4 s for 
FLIGHT and 64.2 s for LAMC. 
Both LAMC and FLIGHT obtain five significant figures 
in all practical cases, but FLIGHT takes only three fourths 
as many locations as LAMC and runs in three fourths 
the time. The Fortran IV program is given in Fig. 13. 
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D. Venus DSS Activities, R. M. Gosline, J .  D.  Campbell, 
M.  A. Gregg, R. B.  Kolbly, and A. L. Price 
1. Experimentation 
Use of the 30-ft antenna for moon-bounce clock syn- 
chronization transmissions at 8.45 GHz and for radiometric 
observations of the planet Venus at 23-GHz continues. 
Planetary radar operations were successful, using the 
new station control and monitor (SCAM) controller and 
450-kW transmitter ranging on the planet Venus to 
within 100 p. 
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Pulsar signals were tracked with the 85-ft antenna at 
2388 MHz, and signals were processed with the SDS 930 
computer. 
2. System Performance 
a. Receiving systems. All of the R&D receivers were 
made operational during this period. The Venus DSS 
Mod IV 2388-MHz receiver was used in both its mono- 
static and bistatic modes. Bistatic operation was accom- 
plished by feeding the 455-kHz signal from a Mars DSS 
R&D receiver, via the microwave link, into the 455-kHz 
portion of the Venus DSS Mod IV receiver. Both of the 
Mars DSS R&D receivers (2388 and 2295 MHz) were 
utilized in the bistatic operation of various experiments. 
In addition, the 2295-MHz receiver was used in support 
of the Mars DSS operation in tracking the Pioneer VII 
spacecraft. This was necessitated by the modification 
and overhaul of station receivers. For this operation, the 
telemetry output of the R&D receiver was connected to 
the demodulating and recording equipment in the Mars 
DSS control room. 
The Mod IV receiver is also being used in a pulsar 
experiment being conducted at 2388 MHz. For this use, 
the 30-MHz signal from the first converter was fed to an 
external detector and amplifier and then into the digital 
processing equipment. 
b. Transmitting systems. The R&D 450-kW transmitter 
has operated 468.0 filament hours and 425.3 beam hours 
for scheduled missions on Venus planetary radar experi- 
ments and Mercury-Icarus tracking. 
Several modifications have been made as a result of 
component failures. The mylar on the cone has been 
reduced from 5 mil to 3 mil thickness, the KN-6 tube has 
been replaced with a triggered spark gap, and a better 
silicone lubricant is being used on the high-voltage con- 
nectors. 
The X-band transmitter has operated for 57 time sync 
experiments, for a total of 139.4 beam hours for this 
period. 
3. System Improvements 
a. Digital systems. An HP 5060A cesium frequency 
standard and HP 115BR frequency divider and digital 
clock have been installed to be used in conjunction with 
the moon-bounce clock-synchronization project. The 
SCAM controller has been installed and is operational, 
with the exception of some peripheral equipment and the 
fast coders. 
b. Receiving systems. The Venus DSS Mariner re- 
ceiver (2295 MHz) was removed from the ultra cone at 
the Mars DSS and reinstalled in the Venus DSS R&D 
cone. The R&D cone now contains two receivers, one at 
2388 MHz and one at 2295 MHz. Except for the shared 
connection to the maser, each receiver has completely 
separate cabling. 
c. Transmitting systems. 
X-band. The power-supply heat-exchanger modifica- 
tion for the X-band transmitter has been completed, and 
the unit was installed on the motor generator pad. Other 
power supply work now in progress includes the installa- 
tion and wiring of the filter choke and capacitor, high- 
voltage solid-state rectifier, shorting switch, and the series 
limiter. 
500-kW feed cone assembly. An interim feed cone 
assembly for use with the Venus 85-ft antenna 500-kW 
transmitter at 2388 MHz was developed by modifying 
the existing R&D feed assembly. The task of developing 
the high-power 2388-MHz feed consisted of two major 
efforts: (1) development of proper cooling of the feed 
and associated components, and (2) installation of wave- 
guide and switches suitable for high-power operation. 
The problem of cooling a waveguide at 500 kW was 
approached from a theoretical standpoint; at 500 kW, 
losses in the oxygen-free high conductivity (OFHC) WR- 
430 waveguide account for approximately 450 W/ft. This 
power is nearly equally distributed over the surface of 
the waveguide. Four rectangular 5/s X 1-in. cooling lines 
were installed along the guide. 
The cooling of the feed assembly was accomplished by 
soldering 0.5-in. copper tubing to copper sheets and 
clamping it to the various sections of the feed. 
The cooling of the turnstile probe has been reported 
in SPS 37-50, Vol. 11, pp. 163-165. However, to ensure 
adequate conductance, it was necessary to machine a 
new probe 0.005 in. oversize and cool it to liquid nitrogen 
temperature for insertion into the turnstile junction. Spe- 
cial FXR high-powered switches were installed for the 
polarization and transmit/receive switch. This required 
modification of the existing mounting structure and in- 
stallation of coolant lines for the switches. 
88 JPL SPACE PROGRAMS SUMMARY 37-53, VOL. I I  
L 
A waveguide run to the transmitter room was as-
sembled with cooling similar to that previously described. 
A coolant manifold was installed in the cone for the 
cooling of switches, feed assembly, and waveguide run. 
Extensive measurements were run on this feed cone, at 
both swept and selected spot frequencies. A summary of 
this data is found in Table 2. 
Table 2 . VSWR and isolation performance of 
SOO-kW feed cone 
VSWR 
Test area 
At 2388 MHz At 2295 MHz 
Transmitter port 
RCP 1.03 -
LCP 1.025 
-
Receiver port 
RCP 1.035 1.25 
LCP 1.099 -
Test termination 
LNz 1.020 1.28 
Ambient 1.020 1.28 
1. Isolation between the lCP and the RCP ports was 34.8 dB at 2388 MHz. 
2. There was no measurable degradation of the above parameters as a function 
of temperature from 80 to 140°F. 
3 . Rep = right 4 handed circular polarization; lCP = left-handed circular polariza-
tion. 
Waveguide heat-dissipation tests. Heat dissipation mea-
surements were made on WR-430 OFHC waveguide 
(with unfinished, white, and flat-black surfaces) operat-
ing at a high power level. The waveguide surface area 
was doubled by the addition of copper-cooling fins . The 
heat diSSipation and improved efficiency were then mea-
sured. All tests were conducted with 31 kW of power 
circulating in the traveling wave resonator (ring) at 
2.117 GHz. 
A 24-in. section of an OFHC waveguide with JPL flat 
flanges was selected for testing. This section was placed 
in the ring, using two 3.5-in. sections as thermal isolators. 
Temperature instrumentation was provided to monitor 
E- and H-plane temperatures, as well as the temperatures 
of a section of the water-cooled ring. The ring was then 
powered to 31 kW. The temperature stabilized after 
approximately 40 min to 212°F. This was the reference 
high from which all improvements could be made. 
Next, the section under test was painted white and 
stabilized after approximately 50 min of operation (at the 
same test power level of 31 kW) to 189°F. The section 
was then painted Hat black. This provided much more 
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heat dissipation and stabilized at a temperature of 172°F 
after approximately 25 min. 
Straight sections of 0.75-in. U-shaped copper channel 
stock were then soft-soldered to the test section-four fins 
on E-plane and two on H-plane (Fig. 14). The test section 
contained a total area of 304.5 in.Z. Mter modification, the 
total area was increased to 676.5 in.Z. The next heat run 
provided a stabilized temperature of 180°F for the un-
painted surface. Finally, after black MIL-L-71782 Sprayon 
was applied, an operating temperature of 156°F was 
achieved-the lowest recorded. 
Apparently, the simple addition of Hat black finish to 
an OFHC waveguide will allow it to operate around 40°F 
cooler if the ambient temperature remains the same. The 
addition of small cooling fins to the waveguide and Hat 
Fig. 14. Fin-cooled waveguide 
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black paint will lower the operating temperature approxi- 
mately 56 deg from that of an unpainted waveguide. Long 
straight sections of transmit guide could be fabricated 
with cooling fins and painted flat black to eliminate the 
more costly liquid cooling in some installations. 
E. Venus DSS 450-kW Transmitter, E. J .  Finnegan, 
6. W .  Harness, and R. 1. l eu  
1. Focus Magnet Power supply, E .  J. Finnegan 
The 20-kW silicon-controlled rectifier (SCR) power 
supply described in SPS 37-43, Vol. 111, and reported in 
SPS 37-45, Vol. 111, has been uprated to 30 kW and is 
being used to operate the 450-kW klystron focus magnet. 
An RF filter was added to the power supply output in 
order to reduce the commutation transients from the SCRs 
in the system. A current regulator was added (Fig. 15) in 
order to maintain a constant current which, in turn, en- 
sures a constant magnetic field on the klystron. The focus 
magnet is water-cooled and has a long thermal time 
POWER 
SUPPLY 
IN 
la ref 
TO GATE 
DRIVE 
(AC LINE 
SHUNT SIDE) 
VOLTAGE 
Fig. 15. Feedback amplifier 
constant; its resistance is a function of the coolant tem- 
perature and operating time. Thus, the focus magnet 
current varied with the temperature and length of time 
it was energized. 
, 
2. Ignitron Firing Circuits, E. J. Finnegan 
The ignitron crowbar reported in SPS 37-43, Vol. 111, 
has been installed at the Venus DSS and is working 
satisfactorily (Fig. 16). 
The ignitron protects the klystron cathode and body 
from being destroyed, should the tube arc internally. This 
is accomplished in the following manner: If the tube 
should arc, a dc current sensor detects the high current 
transient in the line resulting from the arc and generates 
(in less than 1 ps) a train of pulses which triggers the 
photon trigger generator. The photon generator then 
radiates light energy to the high-voltage deck which 
triggers a light-activated SCR (LASCR). The LASCR 
generates a pulse to trigger a krytron gas tube which fires 
the ignition igniter, causing the ignitron to conduct and 
short-circuit the high-voltage power supply, thus inter- 
rupting and diverting the dangerously high current from 
the klystron. The design goal was to have this sequence 
of events take place in 10 ps, or less. Recent tests show it 
takes approximately 4 ps. 
Figure 17 shows the igniter pulse circuit. The igniter 
requirement for fast, reliable firing is on the order of 
2000 V (open circuit) and 200 A for 10 ps. A krytron, 
which is a small gas tube with a keep-alive voltage, was 
used first because of its compactness and short delay time. 
-70 
90 
Fig. 16. Ignitron crowbar 
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PULSE Fig. 17. Igniter pulse circuit K RYTRO N 
TRANS- IGNITRON 
FORMER 
LASCR 
GAS TUBE pHoToNs-w 
PHOTONS - {-IBER INFRARED OPTICS F H T h  DIODE 
EMITTER ~~~~ DETECTOR 
Fig. 18. SCR igniter circuit 
TRANS- IGNITRON 
E-dwever, the relis ility proved to be very low, and it was 
removed from the circuit. The circuit was redesigned, 
using a triggered spark gap in place of the krytron. 
A remote water load flow and temperature-sensing 
system is being developed to accomplish an absolute 
power calibration at any time that it is possible to switch 
the transmitter into the water load. 
A triggered spark gap is a gas-filled electron tube with 
a very high impedance when unfired and a near short 
when fired. A trigger transformer is used to inject a high- 
voltage pulse which causes the main gap to go into 
conduction. This supplies the high-energy pulse to the 
igniter. 
Gallium arsenide infrared emitters (Fig. 18), in con- 
junction with fiber optics, are being investigated for 
future use. The xenon photon generator now in use has a 
long ionization time (2 to 3 ps ) .  The gallium arsenide 
emitter would reduce the delay time to approximately 
50 ns. 
A circuit using an SCR (Fig. 18) for pulsing the igniter 
is also in the developmental stage. This requires a high 
pulse current (500- to 1000-A capacity) device; most of 
the high-current devices have long turn-on times (on the 
order of 2 to 7 ns). However, it may prove to have 
the greatest reliability. 
3. RF Power Monitor, B. W. Harness 
In order to perform an absolute power calibration for 
the 450-kW transmitter, it is necessary to discontinue 
tracking, move the antenna to zenith, and proceed to the 
electronics room where the measurement is made. 
The flow and temperature instrumentation will be 
accomplished by installing temperature sensors in the 
coolant inlet and outlet of the water load and by placing 
a turbine flow meter in the coolant outlet of the water 
load. A junction box in the antenna electronics room will 
contain two temperature bridges and an amplifier and 
will serve as a central cabling point for the sensors. The 
flow and delta temperature data will be transmitted by 
cable to the transmitter building where it will be possible 
to read the flow and temperature differential on digital 
voltmeters. The water load monitor panel in the trans- 
mitter control rack will also contain an analog computer 
to combine flow and temperature measurements and 
solve the equation 
P = K (AT) F 
where 
K = constant (0.264) 
P = power, kW 
AT = temperature differential, "C 
F = flow of coolant, gal/min 
The resultant output power will be indicated on a 
digital voltmeter. A simplified block diagram of the 
monitor system is shown in Fig. 19. 
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Fig. 19. Block diagram of water load power monitor system 
4. Klystron Drive and Monitor Circuits, R. L. lev 
Variations in the RF power output of the 450-kW 
transmitter have been recorded during operation. Com- 
parison of the RF monitored power with the calorimetric 
measurements of the waterload has established that the 
variations are in the R F  drive and monitor circuit. 
Figure 20 is a block diagram of the existing RF drive and 
monitor circuit. Due to the variations and high insertion 
loss, a development contract is being negotiated to 
replace the existing circuits with stripline circuits. 
Controlled environmental tests of coaxial components 
used in the R F  drive circuit have shown large variations 
in insertion loss over a 0 to 60°C range. For testing 
purposes, only the components in the RF drive circuit 
were used, since identical components are used in the 
monitor circuits. Table 3 shows the individual loss varia- 
tions of the components; however, the total variation of 
all the components (only one crystal switch) when tested 
as an assembly was 0.9 dB. Insertion loss variations of an 
equivalent R F  drive circuit (two crystal switches and 
circulators) exceed 1 dB over the temperature range. 
The components for the R F  circuits at the present time 
are discrete units, interconnected by coaxial cables and 
connectors. As a result, the RF drive circuit has a mini- 
mum insertion loss of 6.0 dB and would require drive 
power across the 20-MHz klystron passband in excess of 
40 W. 
The new circuit will be comprised of two individual 
stripline circuits: one for the RF drive control and one 
for the R F  power monitor. The RF drive circuit will 
include two fast-acting crystal switches (100-ns switching 
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time) for protection of the klystron amplifier and will 
have a 2.0-dB maximum insertion loss with the variable 
attenuator at a minimum. Maximum variations of k0.2 dB 
from 0 to 60°C and *O.l dB from +25 to 35°C are 
specified on all insertion losses and coupling coefficients 
in both circuits. The new units will be one fourth the size 
of the existing unit. 
Component 
Extensive tests are to be performed on the prototype 
unit at the contractor’s facility, and additional tests will 
Deviation, dB 
Circulator 
Crystal switch (1 
Variable attenuator 
Coaxial switch 
Total 
Circulator (1 I, crystal switch (1 1, variable 
attenuator, coaxial switch (as a unit1 
0.5 
0.4 
0.1 5 
negative 
1 .os 
0.9 
be performed in the laboratory. The units will be installed 
in the R&D 450-kW transmitter at Venus DSS for final 
evaluation where they will be continually tested in an 
operating system. 
KLYSTRON - ----c 
The present plans are to use the stripline circuits in the 
Mark I11 transmitter at Mars DSS and reduce the drive 
requirements to 20 W across the klystron passband. The 
new stripline units will be compatible with the existing 
drive circuits in the DSN 10- and 20-kW transmitters and 
could be retrofitted into the transmitters. 
TO REFLECTED 
AMPLIFIER 
e POWER 
TO POWER 
F. High-pressure Flow Switch Development, 
G. P. Gale 
-10dB 
4 - - IOdB -10 dB REFLECTED 0 FILTER POWER 
N’N 
- _ _ - - - -  - ------- 
0- 
4 RF INPUT 0 
1. Introduction 
The azimuth rotation of the 210-ft advanced antenna 
systems (AAS) antenna is supported on three hydrostatic 
bearing pads which ride on a circular steel runner. Oil is 
pumped into cavities in the bottom of the pads and is 
forced to flow out from under the pads, forming a film of 
oil between the pads and the runner. The antenna then, 
in effect, floats or rotates on a thin film of oil. There are 
e METER 
(REFLECTED) 
ydd 
RF MONITOR CIRCUIT 
RF DRIVE CIRCUIT 
- ------ 
TO KLYSTRON 
Fig. 20. RF drive and monitor circuit 
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six chambers in each pad through which the oil is 
pumped. Should the amount of oil pumped into any one 
of these chambers drop below a safe rate there may not 
be a sufficient quantity to maintain the oil film under the 
pad, and severe damage to either the pad or runner might 
occur. Therefore, flow-rate switches are used to sense any 
reduction in hydrostatic bearing oil flow below the mini- 
mum rate. 
The nearly continuous use of these switches since the 
antenna was put into service has caused the valve seat 
portions of the switches to erode, and has reduced the re- 
peatability of the switch-closing flow rate. The switches 
are constructed with a spring-loaded piston which is 
forced away from the valve seat when the oil flows. If 
the seat is damaged, the entire switch assembly must be 
replaced, because the seat is an integral part of the brass 
body and not easily repairable. 
A market search has been made for a better replace- 
ment switch, and out of 64 sources only one switch was 
found that was in the pressure and flow rate ranges 
required by this service. This switch was almost identical 
to the switch currently in use. Consequently, a new 
switch was designed. 
2. New Design 
The new design requirements were that the switch: 
(1) be directly interchangeable with the old switch so that 
minimum time would be required for the changeover; 
(2) have replaceable seats and pistons so it could be 
serviced without total replacement; (3) have at least as 
good, if not better, performance than the original switch; 
and (4) have a longer service life expectancy. 
A prototype has been built from the proposed design. 
A detailed description of the new design is found in 
Fig. 21. As noted in this figure, the switch functions as 
follows. Oil enters the flow switch housing 
port 0. Part of the oil flows through the by-pass 
and directly to the exit port 0. An adjustable 
is used to limit or control the amount of oil which can 
escape by this by-pass route and, therefore, becomes a 
coarse range adjustment. A of the oil will flow 
through the by-pass in the center 
of the end of the 
stem @ which acts as the guide for the spool and also 
as a housing for the magnetically sensitive switch @. 
This small flow of oil is provided to lubricate the guide 
for the spool, reducing the friction which could limit the 
repeatability of the switch action. A second function of 
the by-pass capillary is to create a restricted passage to 
damp out surges in oil flow rate which could cause 
erratic switching actions. 
The rest of the oil has to flow through the annular 
space @ between the tapered spool and the orifice. 
As the rate of flow is increased, the spool is forced out of 
the orifice. The distance the spool moves is proportional 
to the rate of flow. A spring @ is used to resist the 
motion of the spool and to return it into position as the 
flow rate decreases. A ring magnet @ pressed onto 
the spool is used to actuate the magnetically sensitive 
switch @ when the spool is forced out of the orifice. 
Provision has been made in the housing @ to locate 
several magnetic switches should multipoint flow-rate 
switching be required. A threaded adjustment @ and 
lock nut @ have been included on the housing to allow 
for positioning the magnetic switch closer to, or farther 
away from, the magnet on the spool, thereby providing 
an adjustment for the flow rate which will actuate the 
switch. The spool is tapered to increase the distance it 
will travel with respect to the rate of flow, thereby im- 
proving ability to precisely set the rate of flow at which 
the switching action will take place. 
The orifice part @ has been made separate from the 
main housing @ to provide for easy replacement should 
the seat wear during use and to provide for the use of 
more wear-resistant materials for those parts which get 
abuse during operation. O-ring seals @ , 8, @, and 
@ have been used around the removable parts at all 
points where leaks might occur. The bypass ports @ in 
orifice part @ are located symmetrically about the 
and is symmetrical through the capillary pas- 
to bind or prevent it from moving freely are eliminated 
by this design. 
the oil flow around the spool is annular through 
that side forces which might cause the spool 
3. Tests 
The prototype switch was built using a brass housing, 
416 stainless steel for the orifice, and 304 stainless steel 
for the spool. Preliminary tests were made on this switch 
using 5606 hydraulic fluid at approximately 80°F. The 
repeatability of the switch-closing flow rate for 10 trials 
was within 6.44 to 6.46 gal/min, and for 10 trials the 
switch opened within 2.05 to 2.10 gal/min. Even though 
the repeatability of the switching action was good, the 
wide spread between switch open to switch closed of 4.36 
gal/min switching differential was not acceptable. An- 
other problem was that in order for the switch to function, 
the bypass passage had to be almost completely closed. 
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@PLUG 0 THREADED ADJUSTMENT 
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@SWITCH @ 0 @ @ O-RING SEALS 
Fig. 21. High-pressure flow switch 
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Because the switch was intended for use with an oil 
more viscous than the one used for the above test, sub- 
sequent tests were made on a system using R & 0 Eagle 
20 oil. However, the flow-rate indicator was not precise, 
being an electronic indicator reading in percent of total 
flow and calibrated at two points of flow-50 and 100%. 
The precision of measurement was good to 0.25% only. 
With this oil, the bypass adjustment fell safely within its 
midrange and functioned as intended. However, the 
switching differential problem still existed. The switch 
closed at 48%, or 7 gpm, and opened at 31 % , or 4.5 gpm; 
for a deadband of 2.5 gpm. 
A plot of the spool position at time of switching action 
versus flow rate (Fig. 22) was made for several adjust- 
ments of the switch and indicates a surprising linearity. 
From these results it was decided to do two things: 
(1) reduce the amount of taper on the spool to increase its 
96 
travel versus flow rate, and (2) to select a reed switch 
with a closer differential. The magnet position differential 
between switch closed to switch open for the reed switch 
first used was 0.085 in. A number of reed switches have 
been purchased which have a position differential of from 
0.010 to 0.050 in. A switch was selected from this group 
with a position differential of 0.027 in. and was used for 
the next series of tests. The results of these tests indicate a 
flow differential between switch open to switch closed of 
0.55 gal/min with the repeatability of switching action to 
be on the order of 0.01 gal/min. 
4. Conclusion 
Based on the results of these tests several prototype 
switches are being built, and after they have been thor- 
oughIy bench-tested, they will be installed in place of the 
existing switches for further test in the system. 
Fig. 22. Spool position versus flow rate 
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VI. Network Development and Operations 
A. DSN Time-Synchronization Subsystem 
Performance, H. W. Bough 
A precision clock-synchronization network is being 
established to meet Deep Space Network (DSN) require- 
ments. The immediate goal for this system is to syn- 
chronize all stations committed to Mariner Mars 1969 to 
within 20 ps, and provide correlation to the National 
Bureau of Standards (NBS) to within 5 p s  for the DSN 
as a whole. 
The system being used is described in SPS 37-43, 
Vol. 111, pp. 92-106 and SPS 37-45, Vol. 111, pp. 72-75. 
Some preliminary results of the field experiments are 
described in SPS 37-47, Vol. 11, pp. 90-102 and SPS 37-50, 
Vol. 11, p. 165. 
Time-synchronization transmissions are continuing on 
a routine basis whenever the master station, Venus Deep 
Space Station (DSS), and the participating stations have 
a common view of the moon during their normal working 
periods. Schedules and predicts are sent to the receiving 
stations several weeks in advance and followed up with 
a weekly teletype message giving the anticipated trans- 
mission schedule for the next week. Participation by the 
NBS has been hampered due to a lack of personnel to 
commit to the operation on a formal basis. Both the 
Pioneer and Tidbinbilla DSSs handled time synchroniza- 
tion operations as routine duties until the Pioneer DSS 
was shut down for major station reconfiguration. 
The principal objective of the receiving station at 
Pioneer DSS was to provide a check on the operation of 
the master station and the ephemeris. Since such a check 
is considered to be an essential part of the operation of 
the system, the time-synchronization antenna and re- 
ceiver are to be moved to the Mars DSS late in August. 
Operations are scheduled to resume in early September. 
The experimental time-synchronization system has been 
providing very consistent timing information. For ex- 
ample, Fig. 1 shows the results of time-synchronization 
measurements made on 16 out of the first 17 days of 
July, 1968. The data points were corrected for known 
adjustments of the Tidbinbilla DSS clock, and for the 
measured offsets at Venus DSS, so that the plot essen- 
tially shows the drift rate of the Tidbinbilla DSS Rubid- 
ium Frequency Standard with respect to the U.S. Naval 
Observatory (USNO). A straight-line fit to the data 
shows a slope of 6.61 ps/day, which is in good agreement 
with measurements made by very-low frequency (VLF) 
receiver and by comparisons with the Mount Stromlo 
Observatory. 
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Fig. 1. Tidbinbilla DSS relative clock offset via moon-bounce time sync 
The variations of the data from the straight line have 
a standard deviation of 2.54 ps, which corresponds very 
closely to the probable errors of the individual data 
points involved in each day’s experiment. 
The absolute accuracy of the system appears to be 
well within the desired limits, although a bias of approxi- 
mately 10 has been noted. The most direct measure- 
ment of this bias has been by comparison of a 1 pulse/s 
“tick sent by microwave from Pioneer DSS to Venus 
DSS. If microwave delays are constant, the delay between 
the Pioneer DSS time tick and the tick used in the time- 
synchronization system provides a continuous monitor- 
ing of the relative phases of the two clocks. The delay 
has been checked by means of a traveling clock visit to 
each station. The closure error of all these measurements 
is about 10 ps. Similarly, when a check was made at NBS 
(Boulder) by means of the traveling clock, the error 
closure was exactly 10 p s  with the same sign. 
The conclusion to be drawn is that there is either a 
10-p~ delay in the transmitter equipment (not otherwise 
accounted for), or in all three sets of receiver equipment. 
Both possibilities are equally likely since all of the coders 
are clocked by pulses at 10-ps intervals. This bias may 
be offset in the transmitter control program, just as 
ephemeris errors and other calibration errors may be 
handled, until the actual cause is found and corrected. 
One source of instability in the system has been the 
Venus DSS clock, which is a relatively old unit pre-dating 
the frequency and timing subsystem (FTS) I. Steps are 
being taken to increase its stability, reliability and flex- 
ibility. An HP K02-5060A clock, using a cesium-beam 
frequency standard, has been installed and may be used 
immediately for setting the station clock just before a 
transmission. The next step will be to provide a count- 
down chain of Hi-Re1 Modules to derive all essential 
timing signals from the cesium standard, and to provide 
a digital means for making fine adjustments in the phase 
of the clock signals. A final step will be to provide a full 
clock system based on FTS I1 designs so that the entire 
station may operate on cesium-based timing signals. 
The performance of the cesium standard, to be known 
as MB-1, has been checked by the Goldstone Standards 
Laboratory. At the present time, the drift rate of MB-1 
relative to NBS is on the order of 50 ns/week. 
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Present plans for converting the experimental system 
to an operational facility, other than the clock changes 
noted above, include the purchase of a second cesium 
clock to provide backup capability, and a very low fre- 
quency receiver that will permit independent checks to 
be made of the stability of the frequency standards used 
in the time-synchronization system. The network is to be 
expanded by the installation of time-synchronization 
receivers at the Woomera DSS, the Johannesburg DSS, 
one of the stations in Spain, and perhaps at the USNO. 
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VII. DSlF Development and Operations 
A. Maximum Available Output Power for 32 
Transmitters, R. C. Chernoff 
The transmitter subsystem installations at the Pioneer, 20 
Mars, Canberra and Robledo Deep Space Stations (DSSs) 
are rated at 20-kW R F  output power. These transmitters 
amplifier. The manufacturer's test data for this klystron 
indicates that considerably more than 20 kW output can 
be attained at beam voltages higher than the normally 
specified 18 kV. For example, Fig. 1,' which is from the 
manufacturer's data sheet for this klystron type, shows 
that the power output at 21 kV is typically 30 kW. Since 
the maximum available beam voltage from the presently 
used transmitter power supply is between 21 and 22 kV, 
it is apparently feasible to operate the transmitter at or 
near the 30-kW output power level should spacecraft 
distance or characteristics require it. This feasibility was 
recently checked by operating the transmitter at the 
Mars DSS at 21.7 kV, the maximum power supply output 
voltage. The results and operating conditions are sum- 
marized in Table 1. 
all use the Model 5K70SG klystron as the final power 24 
~ 20 
I 
The experimental setup is shown in Fig. 2. It will be 
noted that the RF water load is situated at the end of a 
15-ft (approximately) waveguide run after a harmonic 10 12 14 
0 
filter and a waveguide switch so that calorimetric power BEAM VOLTAGE, kV 
'Used here with the permission of Varian Associates. 
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Fig. 1. Power output vs beam voltage 
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Table 1. Klystron operating conditions 
Function 
RF output power (calorimetric meosurement) 
Frequency 
Beam voltage 
Beam current 
Filament voltage 
Filament current 
Magnet current 
Saturation drive power 
Saturated gain 
Collector dissipation 
Efficiency 
Saturated - 1 -dB bondwidth 
level 
31.5 kW 
2 100 M H r  
21.7 kV 
2.85 A 
7.5 v 
11.0A 
17.6 A 
180 mW 
52.4 dB 
62 kW 
20.1 M H r  
51 % 
~~ ~ 
TO DIPLEXER 
AND ANTENNA 
FEED 
HARMONIC WAVEGUIDE 
FILTER SWITCH K LY STR 0 N 
WATER 
 THERMOMETER-^ U U LTHERMOMETER 
t 1  
COOLANT 
Fig. 2. Maximum transmitter output power 
measurement set-up 
measurement is less than the klystron output by the in- 
sertion loss of the waveguide system between the klystron 
output flange and the load. This insertion loss was not 
measured, but it is expected to be less than 0.2 dB and 
greater than 0.1 dB. The output power referred to the 
klystron output flange is, therefore, greater than 32.2 kW 
and less than 33.0 kW. 
The fluid used in the water load was a mixture of 
24.5 wt % ethylene glycol and 75.5 wt % water. Specific 
heat and density of this mixture was found with the aid 
of Ref. 1 and used in calculating the RF power absorbed 
by the load. Since the VSWR of the load is less than 
1.10:1.00, no correction for mismatch loss was necessary. 
Ref ere n ce 
1. Glycols. Edited by G. 0. Curme and F. Johnston. Reinhold 
Publishing Corp., New York, 1953. 
B. Pulse-Gate Carrier level Attenuation for 
Receiver Calibrations, R .  C. Bunce and 
A. C. Shallbetter 
1. Introduction 
Low signal-level measurement, such as the received 
spacecraft incident-power level at the Deep Space Net- 
work (DSN) tracking stations, has been significantly im- 
proved in recent years by techniques such as the Y-factor 
method (Ref. 1). The major limitation of these techniques 
is in the accuracy of establishing relative carrier levels. 
For example, over 30% of the rms measurement error of 
received spacecraft power in the DSN is attributable to 
the relative level accuracy of the test transmitter signal 
used for obtaining the receiver signal-level calibration. 
This error, typically k0.25 dB rms, is primarily asso- 
ciated with the test transmitter attenuator dial and is 
inherent in any dial-setting or mechanically-actuated 
attenuation process. Also, these adjustments are difficult 
to automate, and manual control is usually necessary in 
order to obtain even the aforementioned order of accu- 
racy. 
As a result, commercial amplitude modulators using 
voltage-controlled p-intrinsic-n (PIN) diodes modulators 
have recently been investigated by JPL (SPS 37-50, Vol. 
11, pp. 69-70). While these devices are easily automated 
(attenuation is a function of applied dc current), tem- 
perature and time-drift effects place them outside the 
desired accuracy range of calibrated attenuators; how- 
ever, their accuracy and repeatability is improved when 
they are used as rapid-action on/off switches. 
This characteristic suggested their use as a pulsed- 
gate to generate an amplitude-modulated carrier with 
an envelope consisting of square-pulses of variable 
width and repetition rate. If the pulse-form factor is 
constant from pulse to pulse, then the voltage amplitude 
of the carrier component of the modulated spectrum 
[as seen by the receiver automatic gain control (AGC) 
loop] is directly proportional to the duty cycle. Both 
the pulse width and pulse-repetition frequency (PRF) 
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are functions of time and are resolvable to many orders 
of magnitude beyond other inherent error sources. The 
constancy of the pulse-form factor is related to the 
repeatability of the PIN modulator switching charac- 
teristic and the shape of the PIN modulator bias pulse, 
both of which have inherently low error potential. This 
lack of obvious sources of significant error led to an 
experimental verification of this method. 
2. Pulse-Gate Attenuation Theory 
The ideal waveform obtained by pulse-gate amplitude 
(absorption) modulation is shown in Fig. 3 and can be 
expressed as 
where 
E = voltage 
w = carrier frequency (S-band), rad/s 
f = the PRF, Hz 
1 
Tl 
- _ -  
4% = the nth sideband pair phase, rad 
A, = the carrier component, V rms 
= ( ~ , 2  + E , ) &  
T, if E ,  << E ,  - Ei T, 
2” Ti Ti 
--- 
- t  
MOD UIATION ENVELOPE 
G, = the nth sideband pair, V rms 
t = time 
T = time period between pulses 
T, = pulse duration (or width) 
Assuming that E ,  is very small compared to the mini- 
mum value of E,(T,/T,), the waveform leads to the 
“picket fence” spectrum, shown in Fig. 3, with the pulsed 
carrier component voltage level reduced to T,/T, of its 
unmodulated value. The first sideband pair appears at 
a frequency interval equal to that of the PRF. When 
using the method as an AGC calibration procedure, 
restricting the PRF to values larger than the one-sided 
predetection filter bandwidth (approximately 1 kHz in 
the DSN receivers) results in only the carrier compo- 
nent appearing at the receiver AGC detector. Ampli- 
tude-pulsing, in effect, spreads out the carrier power 
bursts into a large number of discrete components with 
a sin x/x envelope. When the ratio TJT, is small, the 
first few sideband pairs are essentially equal in ampli- 
tude to the carrier component. 
The modulated carrier component amplitude, A,, is a 
function of the ratio of the pulse duration to the pulse 
-f,-n (PRFf 
- 
f, + (PRF) f, .t 
CARRIER FREQUENCY (f-) SPECTRUM 
Fig. 3. Pulse-gate modulation waveform and spectrum 
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repetition time Measurement errors E,(dB) in determining the carrier 
reference level total 0.18 dB rms (Ref. 1). 
or 
A, = KT, (PRF)  (2) 
The change in modulated carrier component amplitude, 
expressed as a ratio in decibels, is then 
AA,(dB) = 20 log - - (E, E,) (3) 
where 
T,, = initial value of pulse duration time 
PRF, = initial PRF 
and if the pulse duration is maintained constant, then 
the change in carrier component amplitude is a function 
of the PRF 
(4) 
The initial, or reference, value of the modulated car- 
rier component must be determined by an accurate 
method such as the Y-factor technique. The PRF and 
pulse width can then be selected to provide initial, or 
reference, values corresponding to this reference carrier 
level. Maintaining the pulse width fixed after obtaining 
the reference level, the carrier level can be expressed as 
A,(dBmW) = A,,(dBmW) + AA,(dB) + e,(dB) +E,(dB) 
(54 
= A,,(dBmW) + 20 log (m) PRF + e,(dB) 
where 
A,,,(dBmW) = carrier component reference level de- 
termined by Y-factor method 
€,(dB ) = measurement errors in determining 
E,(dB) = measurement errors in pulse modula- 
tion method of relative level adjust- 
ment 
carrier reference level 
1 04 
Measurement errors E,(dB) are contributed by the in- 
accuracy of the PRF and the variations in the pulse 
waveshape. If the PRF is synthesized from the station 
standard, the only factor contributing to measurement 
error is the instability of the pulse waveshape. This 
instability is a function of both the pulse width and 
amplitude. 
The effect of small variations in the pulse width can be 
determined by differentiating Eq. (5b) to obtain 
If the instability of the pulse width, T2, is maintained to 
a value less than one part in 1000 (0.1%), the variation 
in the level of A, will be less than 0.01 dB. 
The instability of the pulse amplitude, due to time and 
temperature drift, is a function of the bias level. These 
variations are minimized when the minimum attenuation 
bias is greater than +5 V. For the particular modulator 
under test, the variation of attenuation was less than 
+0.002 dB for pulse amplitude variations of k O . 1  V. 
The temperature coefficient at approximately room tem- 
perature for the unmodified PIN modulator was found 
to be nearly 0.02 dB/"C; therefore, for practical applica- 
tions, some temperature compensation or ambient tem- 
perature control is necessary. However, a special version 
of the modulator using passivated diodes has recently 
been developed. Temperature effects with this item are 
not as great, although a full evaluation of the improved 
type has not yet been conducted. The preliminary 
manufacturer's specification is 0.002 dB/"C at minimum 
attenuation. 
3. Experimental Results 
In order to establish the accuracy of the pulse-gate 
carrier level attenuation method, the laboratory receiver/ 
exciter subsystem configuration was modified to act as a 
precision narrow-band carrier level reference (Fig. 4). A 
precision attenuator was inserted, together with external 
impedance stabilization, in the 50-MHz IF path as a 
level-increment standard. Receiver gain was adjusted 
manually during phase-lock to provide a reference level 
at the correlation amplitude detector output of 1.oooO V dc. 
A low-pass resistance-capacitance filter was placed at the 
output of the detector to reduce the noise level at 
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Fig. 4. PIN modulator test set-up 
LOW-PASS E = 1 V REF LEVEL DIGITAL DC DYNAMIC 
the digital vacuum-tube voltmeter (VTVM) input. A com- 
mercial pulse generator was triggered by a synthesizer, 
and the resulting pulse was applied to the bias input of 
the modulator. 
- 
During the run, the pulse-width in the switching region 
was held constant at 1.0 ps, within 0.1%, by careful 
adjustment of the pulse generator. The digital VTVM 
1-s counts were noise variable, typically, over a range of 
0.2-0.3 mV. Both of these instabilities represent a maxi- 
mum measurement error of +-0.01 dB. 
FILTER VTVM 
10MHz IF - AGC FILTER 
DETECTOR 
AMPLIFIER - 
The carrier (peak pulse amplitude) at the receiver 
input was adjusted with the translator attenuator for 
about -100 dBmW. The noise power, referred to the 
mixer/preamplifier bandwidth, is about - 104 dBmW. 
The signal-to-noise ratio (SNR) during carrier-on periods 
was thus at a nominal value of 4 dB within the sub- 
assembly. This is sufficiently low to avoid receiver satura- 
tion effects on the pulsed carrier. Peak power output 
from the mixer was about -50 dBmW. The minimum 
attenuation used during the run between the mixer out- 
put and the 50-MHz IF amplifier input was 50 dB, 
resulting in a maximum peak-carrier level of - 100 dBmW 
at the IF strip input. The low SNR assured that the IF 
amplifier and following distribution amplifier, even at 
maximum gain (about 50 dB), would not be operating 
closer than 30 dB to the nonlinear region during pulse 
peaks. 
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A slight rounding of the modulated waveform at the 
distribution amplifier output results as an effect of the 
passband to this point (about 9 MHz minimum). The 
averaging effect of the predetection filter produces a 
steady carrier when the PRF is greater than the one- 
sided predetection filter bandwidth. 
During the qualification run, the detector output volt- 
age, E ,  was used as the monitoring voltage. The PRF 
was varied over an equivalent 30-dB range in 1-dB steps. 
The precision attenuator was simultaneously adjusted 
in 1-dB increments. The accompanying value of E was 
recorded, and its variation from the reference value at 
PRF, was computed. This variation, E ,  was statistically 
averaged and found to have an rms value of 0.017 dB. 
Since this variation is on the same order of magnitude as 
that of the precision attenuator and oscilloscope wave- 
form monitor, it is apparent that, under the controlled 
circumstances described, the pulse-gate modulation tech- 
nique did not produce errors distinguishable from ex- 
pected errors inherent in the measuring equipment. 
The results of the run, with data expressed in decibels, 
are shown in Fig. 5. The noise variation on the detected 
output became too large for accurate sampling beyond 
the 30-dB test range. 
The pulse-gate carrier level attenuator method was 
then applied to generate an AGC curve using the Y-factor 
technique to establish a reference. A calibrated Y-factor 
detector (developed at JPL) was connected to the lab- 
oratory receiver noise-figure output. The noise power, 
referenced to the receiver input in the detector band- 
width, was calculated at -124.20 dBmW using the 
receiver-measured noise figure of 10.2 dB. The pulsed 
carrier was then generated and fed into the receiver 
input through the translator attenuator. The PRF was 
adjusted to 194.962 kHz and the translator attenuator 
varied until the noise figure detector indicated a 3-dB 
increase (SNR = 1). This established a reference of 
- 124.20 dBmW for a PRF of 194.962 kHz; the frequency 
was chosen to provide a convenient scale referenced to 
PRF of 1OO.OOO kHz for -130 dBmW [20 log(194.962,’ 
lOO.OO0) = 5.80 dB]. The PRF was then adjusted to vary 
the carrier level from - 120 to - 151 dBmW. The results 
are shown in Table 2 and Fig. 6. 
4. Conclusions 
Pulse-gate carrier level attenuation gives promise of 
providing essentially error-free effective carrier level in- 
crements for narrow-band microwave receiver calibra- 
tion purposes. The method has been verified over a 30-dB 
range and is usable beyond this range as long as the 
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Fig. 5. Pulse-gate carrier level attenuation qualification run data 
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Table 2. AGC curve test data 
Frequency, Hz 
3 16,230.0 
194,962.0 
177.830.0 
100.000.0 
56,233.0 
31,623.0 
17,783.0 
12,589.0 
10.000.0 
8.91 2.5 
-1 60 
-150 
3 
d 
-0 
-1- 
2 -140 
YI 
-1 
PL 
p: 
w 
2 
V 
I 
-130 
-120 
-7 ' 
level, dBmW 
- 120.0 
- 124.2 
- 125.0 
- 130.0 
- 135.0 
- 140.0 
- 145.0 
- 148.0 
- 150.0 
-151.0 
-6.03 
-5.71 
-5.64 
-5.20 
-4.71 
-4.16 
-3.54 
-3.08 
- 2.70 
- 2.40 
AGC VOLTAGE, Vdc 
Fig. 6. AGC curve 
carrier peak power (during pulse-on periods) remains 
well below receiver saturation. The application is bounded 
by the following considerations: 
(1) For greatest accuracy, the absolute (unmodulated) 
carrier level and duty cycle should be selected so 
that the receiver operates in its linear range. 
(2) The minimum PRF should be greater than the 
one-sided bandwidth of the receiver predetection 
filter. 
(3) The accuracy of the method is a direct function of 
the stability of the pulse waveshape. 
(4) The method probably cannot be used, except as a 
transferable reference, when test conditions nor- 
mally require a wideband-modulated continuous- 
wave carrier. 
Reference 
1. Stelzried, C. T., Reid, M. S., and Nixon, D. L., Precision Power 
Measurements of Spacecraft CW Signal With Microwave Noise 
S t u d r & ,  Technical Report 32-1066. Jet Propulsion Laboratory, 
Pasadena, Calif., Feb. 15, 1968. 
C. Wideband Phase Detector for the RER and 
SDA Subsystems, C. E. Johns 
1. Introduction 
The present S-band receiver-exciter ranging (RER) 
and subcarrier demodulator assembly (SDA) subsystems 
use phase-sensitive detectors throughout. Their operat- 
ing frequencies extend from 100 kHz to 22 MHz, depend- 
ing on their particular use and location within the 
subsystem. As improved or new subsystems are being 
developed, the phase detector performance requirements 
become more stringent. 
To meet the need for improved performance, a wide- 
band detector has been developed that will operate at 
any of the frequencies presently used, or planned for 
near-future use, in RER and SDA subsystems. 
The design features of the phase detector are as fol- 
lows: 
(1) Wide operating frequency range to allow phase 
detector use at any input frequency between 50 kHz 
and 25 MHz. 
( 2 )  Wide input-to-output signal bandwidth (dc to 1.3 
MHz at the -1-dB point) for use in the receiver 
telemetry channel and as the data detector in the 
SDA. 
(3) Low unbalance voltages, at the output terminal, 
caused by incoming noise, reference drive level 
variations, or temperature changes, (+3-mV maxi- 
mum). 
(4) Small amount of signal phase shifts caused by high 
noise levels at the signal-input terminal or temper- 
ature changes (2 deg maximum). 
(9 Ease of alignment and test. 
2. Circuit Description 
A schematic diagram of the detector is shown in Fig. 7. 
To obtain the wide operating frequency range, untuned 
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INPUT DETECTOR 
Fig. 7. Wideband phase detector block diagram 
IN PUT 
amplifiers are used for the signal amplifier and reference 
limiter-amplifier. The signal amplifier consists of a linear 
emitter-follower with a frequency response that is con- 
stant to within 1 dB from 50 kHz to 30 MHz. When the 
detector is to be used within a phase-locked loop, limiting 
for the signal input is accomplished within the preceding 
IF  amplifier. The reference limiter-amplifier operates 
over the same range with very little change in electrical 
characteristics. 
- 
- I 
The phase-sensing portion of the detector is a commer- 
cially available double-balanced mixer suitable for printed 
circuit applications. It contains wideband input trans- 
formers (50 kHz to 200 MHz) and four matched diodes. 
The output port of the mixer is untuned and has a flat 
response from dc to 200 MHz. 
-  
1 L--- 
Because of the mixer’s relatively low output voltage 
capability (200-mV peak), it is followed by a stable, wide- 
band commercial operational amplifier. The amplifier’s 
gain is adjusted for a 5-V peak signal output voltage 
across a 1000-n load. The 1000-12 load impedance was 
selected to make the detector compatible with present 
SDA requirements. The 5-V peak signal output is ob- 
tained with an input signal of +8 dBmW. The detector, 
however, maintains a linearity of 4 to 6 dB above 
this level. 
AMPLIFIER 
- I 
The no-signal (reference input only) balancing of the 
circuit is accomplished by adjustment of a single poten- 
tiometer connected to the amplifier offset adjustment ter- 
minal that allows zeroing the normal amplifier offset 
voltage and, simultaneously, the inherent unbalance volt- 
age at the mixer output. Therefore, the complete align- 
ment of the detector (gain and balance) is accomplished 
by two potentiometer adjustments. 
To reduce the dc unbalance due to temperature varia- 
tions, the mixer and operational amplifier are installed 
in a commercial oven that maintains a constant 65°C 
internal temperature. The signal amplifier and reference 
limiter-amplifier are located external to the oven. A single 
thermistor is used in the reference amplifier stage to 
compensate for the characteristics of the silicon diodes 
used in the limiter stage and to maintain a relatively 
constant reference signal level to the bridge. The limiter- 
amplifier output level varies less than 0.2 dB over the 
temperature range of 0 to 50°C. The limiting level also 
remains within k0.2 dB for reference input level var- 
iations of + 7  to +10 dBmW. 
n DETECTOR * OUTPUT 
3. Performance 
Figure 8 is the frequency response between the signal 
input and output terminals. To obtain this response, the 
reference frequency was held at a constant 10 MHz and 
the signal varied above and below the reference fre- 
quency. The output signal is the resulting difference 
G A I N  
I 
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Fig. 8. Phase detector signal frequency response 
between signal and reference. As shown, the -1-dB 
bandwidth exceeds the original design criterion of 
1.3 MHz. 
The reference (no signal) unbalance voltage, measured 
over the temperature range of 050°C, was less than 
&0.6 mV. In addition, the reference input level was 
varied between +7 and +13 dBmW at each test tem- 
perature, and the total unbalance was less than +-1 mV. 
Signal phase shift with large noise-to-signal ratios was 
measured in noise bandwidths of 100, 500, 4500, and 
45,000 Hz and 3 MHz. In each bandwidth, the noise level 
was adjusted to 2 dBmW and the signal to -29 dBmW. 
The reference phase was varied in 5-deg increments to 
allow plotting the zero voltage crossing at the detector 
output. The plots were then compared to a no-noise plot 
to determine the phase shift. The worst case phase shift 
in any noise bandwidth was less than 1 deg. 
Also, the no-signal noise unbalance (noise bias) was 
measured in each bandwidth, with a noise level of +2 
dBmW. The maximum unbalance was 0.5 mV in the 
100- and 500-Hz bandwidths. 
As a comparison of performance, let the ratio of the 
detector peak output voltage, V,, to the total unbalance 
voltage, Vu, be the detector figure of merit, F M ,  i.e. 
VP F M  = - 
VU 
The present 10-MHz detectors used within the RER have 
a peak output voltage capability of 30 V and a total 
Specified maximum output unbalance voltage (due to 
temperature, reference level variations, etc.) of 225 mV. 
Then 
F M = - -  30 - 133 
0.225 
and 
F M  (dB) = 50 dB 
The present wideband detector used within the SDA has 
a 5-V output capability and a specified maximum unbal- 
ance of 10 mV. Then 
F M = - -  - 500 
0.010 
and 
F M  (dB) = 54dB 
The new detector has a V, of 5 V and a Vu of 3 mV 
maximum. Then 
5 F M  = - = 1663 0.003 
and 
F M  (dB) ~ t :  64 dB 
The improved F M  allows the detector to operate without 
degradation of performance, with a signal-to-noise ratio 
10 dB greater than the type presently used within the SDA. 
4. Conclusion 
The new detector performs well within the established 
design criteria. Its electrical performance excels any of 
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the detectors used within the present RER or SDA sub- 
systems and, because of its wideband RF input, it can be 
used for several applications in future systems. 
D. DSS Control and Data Equipment, E. Bann, 
1. Antenna Pointing Subsystem, Phase I 
The antenna pointing subsystem, phase I (APS I) is 
being implemented in the deep space stations (DSS) for 
the purpose of providing computer control over the 
antenna servo subsystem. The APS I provides improved 
spacecraft acquisition capability through an on-line com- 
puted ephemeris or a precomputed drive tape. A more 
detailed description of the APS I characteristics has been 
given in SPS 37-38, Vol. 111, pp. 74-76. 
A. Burke, J .  Woo, D. Hersey, and P. Harrison 
Installation of APS I equipment at the Echo, Woomera, 
Canberra, Johannesburg, Robledo, and Cebreros DSSs 
will be completed by October 1968. 
2. Telemetry and Command Processor, Phase I I  
The telemetry and command processor (TCP) is cur- 
rently being updated to the phase IIC configuration, as 
part of the multiple mission telemetry system (MMTS). 
The updating, discussed in SPS 37-46, Vol. 111, pp. 230-234, 
consists of expanding the core memory of the SDS 920 
computers in the TCP to 16,000 words and the addition 
of analog racks containing multiplexers, analog-to-digital 
converters, and special interface equipment. 
The installation and checkout of the TCP IIC equip- 
ment has been complete'd at the Echo, Woomera, Johan- 
nesburg, Cebreros, Cape Kennedy DSSs, and Configura- 
tion testing area (CTA) 21. Installation at the Mars DSS 
will begin in early September 1968. Installation at the 
Canberra and Robledo DSSs is scheduled to begin in 
December 1968. 
High-speed data modification kits for TCP com- 
munications buffers, to maintain compatibility with the 
NASCOM error encoder-decoder equipment, have been 
distributed to the overseas stations and have been in- 
stalled and checked out at Echo DSS and CTA 21. 
3. Station Control and Monitor Console, Phase I I  
The station monitor and control consoles (SMCC) at 
the Echo, Mars, Woomera, Johannesburg, Cebreros, and 
Cape Kennedy DSSs are to be upgraded to the Phase I1 
configuration. This upgrading is to be accomplished by 
several modifications, the first of which is the incorpora- 
tion of the program alarm and control panel and cabling 
for the X-Y recorder. For a description of the program 
alarm and control panel and associated units, see SPS 
37-51, Vol. 11, pp. 123-126. 
The program alarm and control panels, and the asso- 
ciated power supplies and digital circuitry, have been 
completed for five stations. Based upon the current deliv- 
ery schedules for the cables, the installation and checkout 
of the modification at the Echo DSS, and shipment of the 
kits to the Woomera, Johannesburg, Cebreros, and Cape 
Kennedy DSSs will be accomplished by the end of 
August 1968. 
4. Frequency and Timing Subsystem 
The production of those equipments required to con- 
vert the frequency and timing subsystem (FTS) from 
phase I to phase I1 configuration is under way for five 
stations. The subsystems are presently scheduled to be 
installed at the stations during September and October 
1968. 
E. DSS Reconfigurations, E. Thorn, T. Burns, R .  Latham, 
and R.  Weber 
1. Introduction 
During the period of April-August 1968, the deep 
space stations (DSSs) committed to the Mariner Mars 
1969 project (Echo, Woomera, Johannesburg, Robledo, 
and Cape Kennedy DSSs) have undergone a reconfig- 
uration in preparation for that project. The reconfigura- 
tion consisted of block upgrades of several subsystems, a 
rearrangement of the control and communications rooms 
to provide space for several new cabinets of equipment 
and improve operator and maintenance efficiency, and the 
performance of major maintenance to some of the older 
equipments. The work performed on each subsystem is 
described in this article. 
2. Receiver-Exciter 
The phase I or phase I1 receiver-exciter at each station 
was upgraded to phase IIIC. This change consists of 
replacing various modules to provide a much more versa- 
tile frequency selection capability. In addition, each sta- 
tion received a complement of subcarrier demodulator 
assemblies and a test equipment assembly. This equip- 
ment provides the coherent subcarrier detection capabil- 
ity necessary for the multiple-mission telemetry system 
(MMTS) committed to Mariner Mars 1969. 
110 JPf. SPACE PROGRAMS SUMMARY 37-53, VOL. II 
t 
I 
I 
3. Transmitter 
The transmitter power supplies at the Echo, Woomera, 
and Johannesburg DSSs received major maintenance. 
4. Digital Instrumentation Subsystem 
The phase I digital instrumentation subsystem (DIS) 
at each station was upgraded to phase 11. This consisted 
of removing the SDS 910 computer, expanding the core 
memory of the SDS 920 from 8,000 to 16,000 words, and 
adding several peripheral devices such as a line printer 
and remote typewriter. 
5. Antennas 
The antenna structures at the Echo and Woomera 
DSSs were strengthened by the addition of members, 
replacement of members witli others having stronger 
sections, and by changing the bolt pattern and type of 
bolts at the joints. The drive skids were altered to pro- 
vide increased polar wheel travel, the servo pump was 
replaced with a larger unit, and the servo electronics 
were modified to provide better response control and 
greater monitor capability. The Johannesburg DSS an- 
tenna underwent rebolting, realignment, surface reset- 
ting, drive skid and gear segment resetting, and a new 
cable wrapup installation. 
6. Station Monitor and Control Console 
The station monitor and control console (SMCC) at 
each station was upgraded from phase I to phase I1 to 
provide additional display equipment consistent with the 
increased capability of the DIS I1 to provide perform- 
ance monitor information. 
7 .  Telemetry and Command Processor 
The telemetry and command processor (TCP) com- 
puter at each station was upgraded to the phase IIC 
configuration by the addition of two interface racks con- 
taining analog-to-digital converters and by expansion of 
the core memory to 16,000 words. 
8. Frequency and Timing Subsystem 
The frequency and timing subsystem (FTS) at each 
(except the Cape Kennedy DSS) to provide an independ- 
ent antenna pointing subsystem (APS). 
10. Communications 
Each station’s communications equipment has been 
consolidated into a separate communications room and 
arranged in a Goldstone duplicate-standard (GSDS) 
configuration. The communications control group, new 
high-speed data modems, block multiplexer, and com- 
munications junction module have been supplied to all 
stations; the DSIF/GCF interface (DGI) computer will 
be supplied to the Echo, Woomera, Johannesburg, and 
Robledo DSSs when available. 
11. Control Room Arrangements 
The control rooms at each station were reconfigured 
both to group equipment functions and types together, 
in order to permit greater operator and maintenance 
efficiency, and to provide floor space for the new equip- 
ments. Considerable planning was done to allow for 
anticipated future changes and growth. 
12. Johannesburg DSS Unique Changes 
Unlike the other stations in the DSIF, the Johannes- 
burg DSS was a non-GSDS station in that it did not have 
the ranging, SMCC, and TCP. Also, some of its equip- 
ment [ i.e., tactical intercom, FTS, tracking data handling 
(TDH), analog instrumentation, and antenna servo] had 
been installed during the station’s L and L/S-band 
era and was inadequate for Mariner Mars 1969 support. 
The station’s communication system used Siemens 
teletype equipment which was not capable of handling 
the new 100 words/min rate. As a result of these anom- 
alies, the station underwent an extensive reconfiguration 
program to (1) install the new equipment, (2) replace the 
obsolete equipment with standard equipment, and (3) 
replace the Siemens teletype equipment with Teletype 
Corp. equipment. In addition, the antenna structure was 
overhauled, which involved skid rework, resurfacing of 
the dish, rebolting, installation of the cable wrapups, 
and replacement of the hydraulic pumps. 
be upgraded to phase I1 as Soon as the modi- ~~~i~~~~~ planned for the station, but not yet avail- fication kits become available. This will include the 
X-band time synchronization. 
9. Antenna Pointing Subsystem 
The SDS 910 computer (removed from the phase I DIS) 
and an interface cabinet were added to each station 
able for installation, include the DGI computer, the 
updated version of the FTS, and the X-band timing 
equipment. The DGI should be installed by November 
1968, the X-band timing equipment by February 1969, 
and the FTS I1 late in 1968. With these exceptions, the 
station should now be considered a standard station. 
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13. Cape Kennedy DSS Unique Changes 
Experience has shown that past methods of DSIF/ 
spacecraft compatibility testing at the Cape Kennedy 
DSS have been very time consuming and expensive and 
have produced results not completely consistent with all 
the various requirements. As a result of this experience, 
computer programs and necessary hardware have been 
developed to allow future compatibility testing to be 
performed by computer methods. 
a. Computer programs 
Ranging Delay. Measures ranging delay and removes 
a previously measured zero delay to provide a spacecraft 
delay. 
Ranging Threshold. Permits printout of ranging data 
associated with ranging threshold. The ranging downlink 
carrier loop threshold is run automatically. 
Tracking Rates and Acquisition. Provides uplink fre- 
quency control to test tracking rates and acquisition 
frequencies. It also performs best-lock measurements at 
signal levels controlled at the SMC. 
Spectrum Analysis. Plots the RF spectrum and spurious 
signals in graphic form on the DIS line printer. 
Uplink Threshold. Prints command threshold informa- 
tion as the uplink signal level is changed from the SMC 
and performs uplink RF threshold measurements. 
Dynamic Test. Computes parameters for a circular 
earth orbit and utilizes them to control uplink-downlink 
signal levels and frequencies. 
Phase Jitter. Samples analog data, which is then con- 
verted to rms degrees and compared to a previously 
entered constant. 
Downlink Test. Prints telemetry threshold data as the 
downlink signal level is decreased from the SMC, and 
determines the downlink RF threshold by decreasing the 
downlink signal level until receiver 1 automatic gain con- 
trol (AGC) voltage goes positive. 
b. Hardware additions 
Parallel-input ( P I N )  modulators. PIN modulators have 
been installed in the microwave subsystem and the exciter 
output. These modulators are used as remote-controlled 
attenuators and provide the capability to control the 
transmitted and received signal levels. Control of these 
modulators is accomplished either manually or by the 
computer digital-to-analog converter. 
SMC control panel. A control panel added to the 
SMC is used to control the SMC frequency display 
with a binary-coded decimal-type degi-switch and clear 
button and to control the PIN modulators. This is done 
with four degi-switches; three of these degi-switches 
allow a decibel change of up to 99.9 dB, and one controls 
the rate of change from 0.1-0.9 dB/s. The control panel 
also has provisions for a plus or minus direction of change 
and selection of uplink and downlink receiver 1 and 
downlink receiver 2 signal levels. 
S M C  frequency display. A unit has been added to 
the SMC t o  display the following S-band frequency 
information: (1) receivers 1 and 2 VCO frequency, down- 
link frequency, and signal level, (2) predicted exciter 
VCO frequency from receiver 1 VCO, (3) transmitter 
uplink frequency, and (4) up-link and downlink PIN 
modulator attenuation. 
Ranging. As there is no TDH subsystem at the Cape 
Kennedy DSS, a special cable was fabricated to provide 
the ranging data input to the DIS. The 0- and 90-deg 
ranging clock doppler outputs were connected to spare 
isolation amplifiers and the outputs routed through the 
system junction module to the DIS analog-to-digital con- 
verter inputs. Also, a precision phase shifter was added 
to provide for more accurate calibrations. 
14. Testing Program 
Each station, near the end of its reconfiguration period, 
was subjected to a series of configuration verification tests, 
system performance tests, and uncommitted Pioneer VI11 
tracks to establish its operational readiness. 
F. Magnetic-Tape logistics Support Program, 
D. Lowell 
1. Introduction 
The tracking-and-data-acquisition magnetic tape needs 
of the projects served by the DSIF necessitate coordina- 
tion. In January 1967, a program was initiated to perform 
this coordination. The prime objectives of the program 
are as follows: 
(1) To ensure that all mission tape needs are met by 
proper tape deployment. 
(2) To keep the purchasing of new tapes to a minimum. 
112 JPL SPACE PROGRAMS SUMMARY 37-53, VOL. I1 
Secondary objectives are as follows: Temperature-indicating decals are being placed on all 
(1) To determine how many tapes were recorded for 
(2) To ensure reliability of tapes that are reused. 
(3) TO determine the number of times a tape may be 
each mission. 
reused. 
2. General Procedures 
Analog instrumentation, digital, and video, are the 
three tape types most used by the DSIF. Normal analog 
instrumentation procedure is to record mission data on 
two tape recorders. One of these tapes, the prime tape, is 
then sent to the cognizant project. The other is held at 
the deep space station (DSS) pending notification that 
data on the prime tape have been processed. When noti- 
fication has been received, the backup tape may be 
degaussed and reused. At the discretion of the project, 
prime tapes may also be released for reuse. Digital tape 
procedure is similar to that of analog instrumentation 
except that the digital backup tapes are often not made 
since the analog recording is usually the backup tape. All 
video tapes are sent to the project and are not reused. 
Each time an analog instrumentation or digital tape is 
recorded, a sticker is placed on the reel for recording the 
number of times that a reel has been played. As long as 
a reel of tape does not leave a station, it may be used up 
to five times. Tape that has been used five times is auto- 
matically returned for recertification. Any used tape hav- 
ing obvious defects, such as tape stretching or excessive 
oxide binder shedding, is shipped to salvage. 
Tapes sent to a project are subjected to a number of 
(1) Handling in transit. 
(2) Temperature in transit. 
factors that may degrade tape reliability, such as: 
~- 
tape ordered in 1968 to determine the maximum temper- 
ature that each reel is exposed to. Starting in December 
1967, the Ames Research Center has provided data eval- 
uation sheets on each reel of tape recorded for the 
Pioneer missions. Part of the evaluation provides infor- 
mation on tape dropouts. The evaluation sheets will be 
correlated with temperature information to determine 
the probable reliability of used tape. 
3. Specific Utilization 
a. Analog instrumentation tape. Tape usage varies 
with the mission requirements. Lunar missions require 
recording at high data rates. However, most lunar mis- 
sions require less than 30 days of recording. Planetary 
missions have low data rates but may require years of 
recording. The DSIF presently records approximately 
1,000 reels of analog instrumentation tape per month. Of 
these tapes, 40% are sent to the project and 60% are 
retained at the station as redundant recordings awaiting 
data verification of the prime tapes and degauss author- 
ization. 
The number of tapes recorded and the percentage of 
tapes sent to the project are expected to remain the same 
for the next several years, until the high-speed data lines 
are completed. Real-time data monitoring of the high- 
speed data lines will not be performed by project to 
validate data that has been received at JPL. At the end 
of each pass, tapes recorded at a deep space station 
will be played back to fill in missing data. After all pos- 
sible data have been recovered, a degauss authorization 
will be given and there will be no need to ship tapes to 
the project. 
b. Digital tape. The DSIF records two types of digital 
tapes: (1) telemetry and command processor (TCP), and 
digital instrumentation subsystem (DIS). The TCP for- 
mat records spacecraft telemetry, whereas the DIS format 
records station parameters. Both tapes are presently 
shipped to JPL. When the high-speed data lines are com- 
pleted and real-time data monitoring initiated, the TCP 
(3) The number of times that the tape must be played 
back to reduce the data. 
(4) The aging of the oxide binder and polyester back- 
ing. 
Therefore, any tapes released from a project for reuse 
are recertified before being placed in the DSIF supply 
system. 
The recertification facilities are located at the Gold- 
stone DSCC and JPL for the analog instrumentation and 
digital tapes, respectively. 
tapes will be handled like analog instrumentation tapes 
and used for fill-in data after the pass is completed. 
These tapes will be degaussed after all possible data have 
been recovered. The DIS station parameter tapes will 
continue to be shipped to JPL for analysis of DSS per- 
formance. The DSIF is presently recording 50 reels of 
digital tape per month in the DIS format. (Presently, the 
Pioneer mission does not use the TCP telemetry format. 
The next TCP telemetry format recording will be Mariner 
Venus 67 in November 1968.) 
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c. Video tape. The Surveyor and Lunar Orbiter were 
the only missions requiring a video-type tape recorder. 
Approximately 200 and 300 reels of video tape were 
recorded for each Surveyor and Lunar Orbiter mission, 
respectively. Completion of these lunar missions has 
ended video recording by the DSIF. 
4. Inventory Control Methods 
Three items are required in order to implement the 
magnetic-tape logistics support program: (1) the esti- 
mated project requirements, (2) the station tape usage 
projections, and (3) a report from the station on actual 
usage. 
Estimated project requirements are made for 3- and 
6-mo periods and updated every month. The 3-mo esti- 
mate is to permit shipping tape by sea freight and the 
6-mo estimate is required for procurement. 
Each DSS submits a monthly report indicating tape 
usage by project, the number of backup recordings 
awaiting project release authorization, and the number 
of reels available for recording. A comparison of the tape 
available and the estimated project requirements deter- 
mines the quantity of tape to be shipped each month. 
The inventory part of the tape management program is 
being computerized and integrated into the DSIF lo- 
gistics program. 
G. Spare Parts Inventory Listing, J. Manis 
A spare parts list, entitled “The Cognizant Operations 
Engineers Parts List” (COEPL), is being compiled at the 
Goldstone DSCC to facilitate allotment of spares by per- 
mitting provisioning at the system level instead of at the 
present subsystem level. The COEPL will list all spares 
(i.e., sets, assemblies, subassemblies, modules, and piece 
parts) used by the DSN repair depot and deep space sta- 
tions to repair operational equipment. The COEPL will 
not list parts that are part of assemblies always repaired 
by a manufacturer. 
The COEPL is compiled and maintained by the use 
of a data retrieval program and an SDS 900 series com- 
puter. The program offers a simplified data filing method 
and extremely flexible data formatting for retrieval. All 
data pertinent to a part is entered on a three-card series 
of format cards. Data for the COEPL is obtained from 
the cognizant operations engineers and from a variety 
of documents now used in lieu of a comprehensive parts 
list. 
Approximately 4,000 parts have been listed to date. 
The COEPL will be put into effect when it contains 
enough information to effectively evaluate spares at the 
S-band system level. 
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VIII. Design and Implementation of Technical 
Structures and Utilities 
A. Johannesburg DSS Antenna Mechanical 
Maintenance, J. Carpenter 
Since the Johannesburg DSS will be used for Mariner 
Mars 1969 mission support, certain modifications were 
necessary to upgrade the station to the GSDS configura- 
tion and to improve reliability before the scheduled 1969 
structural upgrade. Therefore, efforts were made to cor- 
rect failure-prone areas in the hour angle drives, declina- 
tion drives, cable wrapup, and dish surface. 
The hour angle and declination drives had zero running 
clearance over two-thirds of the bull gear and total indi- 
cated readout (TIR) was out-of-tolerance by 0.160-in. 
maximum. To correct this condition, the drive pinions 
were moved apart and aligned to the center gear seg- 
ments of the bull gear. The remaining segments were 
removed and reset to an average running clearance 
of 0.028 in. 
To eliminate the danger of in-service cable failure, the 
cables were removed and new cable trays and wrapups 
were installed. This effort included running copper lines 
for the transmitter and air-conditioning chiller units. 
After the surface reskinning was completed, the dish 
surface was optically checked and found to be 0.750 in. 
out-of-tolerance from a true parabola. This condition was 
corrected by shimming approximately half the panel 
attach points and resetting panel clips to an rms setting 
of 0.050 in. The overall rms value for the surface was set 
at under 0.085 in. Then the cassegrain cone attach ring, 
television package, and hyperbola were reset optically 
for the new dish surface. To restore structural integrity 
until the 1969 upgrade, rebolting of the structure with 
high-strength bolts was carried out, on a non-interference 
basis, in critical areas subject to such factors as joint 
stress reversals and high deceleration inputs. 
B. UpgradeIRetrofit Projects for 85-ft 
HA-dec Antennas, J. Carlucci, R. McKee, and 
W. Kissane 
The existing three-legged 85-ft hour-angle-declination 
(HA-dec) antenna structures at  the Pioneer, Echo, 
Woomera, and Johannesburg DSSs are being upgraded/ 
retrofit to meet the strength, stiffness, reliability, and con- 
figuration requirements imposed by the Mark I1 S-band 
tracking system. The upgradehetrofit projects at the 
Echo and Woomera DSSs have been completed. The 
Echo DSS antenna is shown in its upgraded configuration 
in Fig. 1. The retrofit portion has also been completed at 
the Pioneer and Johannesburg DSSs. The upgrade por- 
tion at the Echo DSS is scheduled for completion by 
December 1968. The upgrade at the Johannesburg DSS 
is currently scheduled for completion during the period 
between September 1969 and January 1970. 
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Fig. 1. Echo DSS 85-ft antenna in 
upgraded configuration 
The upgrade activities at the Echo and Woomera DSSs 
were as follows: The HA was extended from -+-90 to 
-+-96 deg. At the Echo DSS, a new high-performance 
S-band surface was installed with an overall rms setting 
of under 0.055 in. At the Woomera DSS, the existing 
L-band surface was reskinned and reset to an overall rms 
setting of under 0.085 in. (The surfaces at the Pioneer 
and Johannesburg DSSs will be the same as that at the 
Woomera DSS.) New HA and dec cable wrapup assem-
blies and tray runs, ladders and walkways, and stiffer 
adjustable drive skid mounts were installed. Rebolting 
with the new high-strength interference bolts and rein-
forcement of the structures were performed to obtain the 
required stiffness for pointing and sufficient strength to 
prevent structural failures of the type previously experi-
enced due to current severe operational usages and high 
deceleration inputs. 
The retrofit portion of the upgrade/retrofit projects 
included the installation of new two-level air-conditioned 
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electronics rooms within the dec wheel, new HA and dec 
counterweight cage assemblies, new elevation bearings 
improved in strength and pointing-affecting tolerances, 
new truss-type quadripods, new cassegrain assemblies 
hardware, improved electro-optical group hardware, new 
servo group plumbing and hydraulic hardware, and all 
other required antenna mechanical support hardware. 
C. Construction Progress at the Goldstone OSCC, 
W. Lord and B. Sweetser 
Occupancy by JPL personnel took place immediately 
after the on-schedule completion of the Mars DSS oper-
ations support building (Fig. 2) on August 12. The design 
of the building uses to advantage the sloping terrain at 
the Mars DSS. The building is two stories high on one 
side and one story high on the other, thus providing 
convenient ground-level access to both Boors. The rec-
tangular cable tunnel connects with the building such 
that the top of the tunnel may be used as a loading dock. 
The cable room, mechanical equipment room, and a 
20- X 48-ft communications room are located on the 
lower Boor, and a 40- X 90-ft control room and four 
operations offices are located on the upper Boor. Light-
weight, but very stiff, fabricated trusses and removable 
floor panels were used in the construction of the control 
room. The control room is free of supporting columns. 
The cable room serves as a large plenum for air-
conditioning the equipment racks placed over openings 
provided by the removable control-room Boor panels. 
D. Power System Modifications at the Mars DSS, 
J. A. Barnet 
Various modifications to the existing Mars DSS under-
ground power distribution system are required at this 
time due to the recent completion of the operations sup-
port building and the installation of the high-power 
transmitter. All work is being performed on a non-
interference basis to the mission-support schedule of the 
station. 
With the existing system, power is supplied from two 
2.4-kV sources: a commercial power substation owned 
by Southern California Edison Company and a JPL 
diesel-generator powerplant. Either commercial power 
"E" (electroniCS) and "U" (utility) or generator power "E" 
and "U" is selected by 2.4-kV selectivity switchgear for 
each of the site distribution circuits. 
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Fig. 2. Mars DSS operation s su pport building 
With the modifications, selective 2.4-kV circuits will 
serve the four 500-kV-A substations that provide either 
commercial "E" or "U" or generator "E" or "U" 480-V 
service to the operations building and the generator 
building. Circuits selected by the 2.4-kV selectivity switch-
gear will be distributed through an underground duct 
bank to the 2.4-kV high-power-transmitter switchgear. 
This switchgear will provide one circuit to the 3500-hp, 
400-Hz high-power-transmitter motor-generator set and 
a second circuit to the 1500-kV-A substation. The 480-V 
secondary supply of this substation will serve the starter 
motor for the 3500-hp motor-generator set, the heat ex-
changer, and the auxiliary support equipment via dis-
tribution panels. 
E. Advanced Power System Planning, L. Kushner 
1. Introduction 
Advanced DSIF power planning is directed toward the 
requirements of the proposed DSN Mark III system. 
This system will require 400 + kW of transmitter power, 
as compared to the 20-kW requirement of the Mark II 
system. The Mark III system is planned for implementa-
tion at the existing 21O-ft-antenna Mars DSS and at the 
R<;>bledo and Tidbinbilla DSSs following construction of 
the proposed 210-ft antennas at these stations. 
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2. Mars DSS Mark'" System 
The existing power demand at the Mars DSS is ap-
proximately 1500 kW. Four 500-kW diesel generators 
supply the required power during critical mission periods, 
and a commercial power substation supplies the power 
during non-critical mission periods. The proposed 
Mark III system will increase the power demand to 
approximately 5000 kW. It is planned to increase the 
capacity of the diesel-generator powerplant to 5750 kW 
(including a spare unit) for critical mission periods and 
the capacity of the commercial power substation (7500 
kV-A) for non-critical periods. 
The development of the Mark III system at the Mars 
DSS is planned on a non-interference basis to the mission-
support schedule of the station. Mark II power genera-
tion and distribution systems will be used in their existing 
configuration and expanded where required to become a 
functional part of the Mark III system. The proposed 
additions for the Mars DSS Mark III system are shown 
in Fig. 3. 
3 . Robledo DSS and Tidbinbilla DSS Mark III Syste ms 
A major factor under consideration for implementation 
of the Mark III system at the Robledo and Tidbinbilla 
DSSs once the proposed 210-ft antennas are constructed 
117 
118 JPL SPACE PROGRAMS SUMMARY 37-53, VOL. I I  
c 
1 
is the integration of a 50-Hz commercial power service. 
The principal advantage would be the economy of the 
system, since the cost of commercial power is approxi- 
mately one-tenth that of locally generated power. 
All existing DSSs are oriented for 60-Hz power. The 
overseas 85-ft-antenna DSSs are served with 60-Hz power 
from local diesel-generator power plants during both 
critical mission periods and non-critical non-mission pe- 
riods; no commercial power service is utilized. All DSSs 
within the United States have locally generated 60-Hz 
power during critical mission periods integrated with 
60-Hz commercial power during all other periods. The 
average power demand for the 85-ft-antenna DSSs is 
approximately 600 kW. 
Two schemes for the Mark I11 power system resulting 
from the advanced planning conducted thus far are dis- 
cussed below: 
a. Scheme 1 .  This study scheme provides for convert- 
ing commercial power from 50 to 60 Hz and integrating 
it with locally generated 60-Hz power. Several modifi- 
cations to the power systems concept for this scheme 
are refinements over the existing Mark I1 system and the 
Mark I11 system proposed for the Mars DSS. 
A single-bus distribution system would be used instead 
of the more costly double-bus [electronics (“E”) and 
utility (“U”)] system. The single bus would use a single 
power service and provide transient isolation and regu- 
lation to sensitive electronics equipment by means of 
local regulators. The advantage of a single-bus system 
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becomes evident when the amount of electronics power 
required for a DSS is compared to the overall Mark I11 
power loads. 
For the Mark I1 system, separate power generation 
bus and distribution systems for the electronics equip- 
ment and the utilities were necessary because the elec- 
tronics equipment load represented approximately 23% 
of the station power requirements (70 kW out of 310 kW 
total). The electronics equipment load for the Mark I11 
system would represent approximately 2% of the station 
power demand (90 kW out of 5090 kW total). 
b. Scheme 2. This scheme is a modification of the 
powerplant conc+t for scheme 1. During critical-mission 
periods, the 50-Hz service would originate from a local 
powerplant. Two-speed generator units have been con- 
sidered for the powerplant: one speed for 60-Hz loads 
and the other speed for 50-Hz loads (including the 3500-hp 
high-power-transmitter motor-generator power supply). 
Selective switching would permit transfer of the units 
between the 60-Hz and 50-Hz busses. Selective switching 
would also be used for transfer to commercial power 
during non-critical periods and to generated power dur- 
ing critical periods. 
An additional consideration was the use of the com- 
mercial power service as backup to the local powerplant 
during critical mission periods. This would require par- 
allel operation of the powerplant with the commercial 
power service, using an induction-type voltage regulator 
for load adjustment between generated power and com- 
mercial power. 
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