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We propose a microwave frequency single photon transistor which can operate under continuous
wave probing, and represents an efficient single microwave photon detector. It can be realized using
an impedance matched system of a three level artificial ladder-type atom coupled to two microwave
cavities connected to input/output waveguides. Using a classical drive on the upper transition,
we find parameter space where a single photon control pulse incident on one of cavities can be
fully absorbed into hybridized excited states. This subsequently leads to series of quantum jumps
in the upper manifold and the appearance of a photon flux leaving the second cavity through a
separate input/output port. The proposal does not require time variation of the probe signals,
thus corresponding to a passive version of single photon transistor. The resulting device is robust
to qubit dephasing processes, possesses low dark count rate for large anharmonicity, and can be
readily implemented using current technology.
PACS numbers: 42.50.-p, 42.50.Lc, 85.25.-j, 03.67.Lx
Electronic transistors—devices where weak electrical
signal controls a strong probe from a source—lie at the
heart of modern electronics, and has led to vast develop-
ment of classical computing devices. By analogy, in the
realm of quantum computing a similar device was con-
trived, where a single photon control pulse triggers the
transmission of a strong coherent probe, and was named
a single photon transistor (SPT) [1]. The operation of
the SPT device proposed in Ref. [1] is based on a time-
dependent control of the drive and a strong atom-photon
interaction. In the optical domain single photon transis-
tors along these lines were realized with neutral atoms
embedded in an optical cavity [2–4], a quantum dot in a
waveguide [5, 6], or an ultracold gas with Rydberg inter-
actions [7, 8]. So far the achieved efficiencies have been
limited, but if this is improved, a single photon tran-
sistor could represent a powerful tool for coherent state
manipulation and quantum information processing [9].
Importantly, a SPT can also serve as efficient single pho-
ton detector (SPD), as it amplifies a single photon signal
by a large gain.
Recently, a microwave frequency range counterpart
of quantum optics—circuit quantum electrodynamics
(cQED) [10]—has emerged as a highly promising plat-
form for quantum computation [11–14]. Based on high-
quality superconducting microwave cavities combined
with Josephson junction-based artificial atoms, it enables
a strong light-matter coupling even at the single photon
level, and allows studying numerous nonlinear microwave
quantum optics phenomena [15–18]. The development of
a simple and efficient single microwave photon detector is
still an open question [19]. The suggested realizations in-
clude SPDs based on current biased Josephson junctions
[20], catching an inverted time-controlled pulse [21, 22],
transmon chain linked with non-reciprocal elements [23],
and double quantum dot structures [24]. Also, several
schemes for cQED-based single photon transistors have
been proposed [25, 26]. Ultimately, however these pro-
posals rely on active time-control of the system and in-
put single photon pulse, which complicates the detec-
tion process and limits the applicability. Lately such a
time dependent protocol based on an impedance artificial
Λ atoms was proposed [27] and experimentally realized
[28]. This protocol can be extended to perform time-
independent detection [29] if highly anharmonic systems
with long coherence time can be constructed.
Here, we propose a single photon transistor which can
operate under continuous wave (cw) probe conditions,
where a single photon control pulse triggers an avalanche
of gain photons. It represents a passive device which does
not require signal and probe timing, largely extending its
applicability. The proposed device is robust to imperfec-
tions and is particularly insensitive to qubit dephasing.
The generic idea relies on a three level ladder atom [Fig.
1(b)], with its lower transition weakly coupled to the first
input cavity, and the upper transition strongly driven by
a classical source as well as strongly coupled to a sec-
ond output cavity. A single photon entering the input
port transfers the atom to the excited subspace through
an impedance matching mechanism similar to Refs. [27–
32]. In the excited subspace, a number of quantum jumps
between dressed atom-cavity states leads to an enhanced
output signal.
System and Hamiltonian.—As a particular realization
of cw microwave SPT we propose a superconducting ar-
tificial atom with three states |g〉, |e〉, and |f〉, which
is coupled to two separate microwave cavities (modes
aˆ1 and aˆ2), both connected to input-output waveguide
channels with coupling constants κ1 and κ2 [see sketch
in Fig. 1(a)]. The qubits should have versatile connectiv-
ity [13, 33, 34] and sizeable anharmonicity, making flux
[35] and fluxonium [36] qubits desirable. Its lower |g〉-|e〉
transition is resonantly coupled to a cavity mode aˆ1 with
a perturbative coupling g1, while the upper |e〉-|f〉 tran-
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FIG. 1: (color online). (a) Sketch of the system, showing a
driven qubit coupled to two superconducting cavities, each
connected to a separate input/output line. (b) Energy di-
agram of three lowest artificial atom levels with associated
cavity and drive couplings. (c) Relevant manifold of SPT
operational levels with dressed excites states.
sition is strongly coupled to cavity aˆ2 with strength g2
[Fig. 1(b)]. Additionally, the upper levels are driven by
a classical qubit drive of strength Ω.
The Hamiltonian of the system reads
Hˆ = Hˆsys + Hˆwgd,1 + Hˆwgd,2, (1)
where Hˆsys corresponds to the system Hamiltonian writ-
ten in the rotating frame as [37a]
Hˆsys = δeσee + (δe + δf )σff + δcav,1aˆ†1aˆ1 + δcav,2aˆ†2aˆ2
(2)
+ g1(aˆ
†
1σ
−
eg + σ
+
egaˆ1) + g2(aˆ
†
2σ
−
fe + σ
+
fe aˆ2) + Ω(σ
−
fe + σ
+
fe),
with detunings δe = ωeg − ωs, δf = ωfe − ωd, δcav,1 =
ωcav,1−ωs, and δcav,2 = ωcav,2−ωd. Here ωeg, ωfe, ωcav,1,
ωcav,2 denote energy separations between qutrit levels
and energies of microwave cavities, sequentially (~ = 1).
ωs is the single input photon central frequency and ωd
is the frequency of the classical drive. σ+mn = |m〉〈n|
(σ−mn = |n〉〈m|) denotes qubit raising (lowering) opera-
tor, and σmm = |m〉〈m|. Hˆwgd,j describes the coupling
to the waveguides j = 1, 2 [37a]. The expression for Hˆsys
assumes infinitely large anharmonicity, which precludes
parasitic couplings to other-than-resonant qubit transi-
tions, and we assume long decay/dephasing times for the
qubit. These assumptions will be revisited later. Also,
in the following we consider zero detuning for the in-
coming single photon pulse, δe = δcav,1 = 0, a resonant
microwave drive, δf = 0, and a cavity resonant to the
upper transition, δcav,2 = 0.
Operational principle.—First, a single photon pulse
enters through the input channel, which is loaded
by the joint qubit-cavity system with Hilbert space
{|g〉, |e〉, |f〉} ⊗ |n1〉 ⊗ |n2〉 ≡ |m,n1, n2〉 (m = g, e, f).
In the input stage we consider a weak excitation such
that n1 is restricted to vacuum or a single excitation.
Then, the relevant subspace of states contains the ground
state |g, 0, 0〉, the first cavity excited state |g, 1, 0〉, and
the subspace {|e, 0, n2〉, |f, 0, n2〉} which we call excited
states. Due to the strong couplings g2 and Ω, the ex-
cited states become hybridized, and it is convenient to
introduce dressed metastable states. For the lowest cav-
ity 2 occupation with n2 = 0, 1 this embeds a subspace
M = {|1〉, |2〉, |3〉, |4〉} (Fig. 1(c) and [37b]), and higher
states can be included analogously. Due to the admix-
ture of the |e, 0, 0〉 level, each dressed state is coupled
to |g, 1, 0〉 with a modified constant g1m. Considering g1
to be perturbative, the coupling of the first cavity to the
dressed statesM works as an effective decay channel. By
controlling the drive strength Ω and coupling parameters,
this effective total decay rate Γset can be made equal to
the coupling of the cavity to the first waveguide κ1, re-
ducing the system to an impedance matched Λ system at-
tached to a single-sided waveguide [37c]. Such impedance
matching (IM) has already proven to be useful for cQED
circuits, leading to photo detection [28], as well as pro-
posals for microwave downconversion [30, 31] and gates
for flying qubits [32]. This allows for a full absorption of
a single photon pulse by the metastable states, leading to
near-unity single photon switching and photon detection
without the need for temporally varying control fields.
Once the setting stage to the excited states manifold
is completed, the second decay channel κ2 leads to quan-
tum jumps between the dressed states [Fig. 1(a), red
dashed lines], where a series of jumps within the full
{|e, 0, n2〉, |f, 0, n2〉} (n2 = 0, 1, ..,N2) subspace occur.
Radiative jumps between the states lead to a flux leav-
ing cavity 2 through the output port, resulting in an en-
hancement of the signal. Once the system recovers to
the ground state |g, 0, 0〉, the SPT duty cycle is finalized.
The SPT can thus serve as a highly efficient single pho-
ton detector, and corresponds to a microwave version of
a single photon avalanche diode.
Input: impedance matching.—First, we characterize
the single photon input stage. To define the IM condi-
tion analytically we exploit the effective operator theory
[38] to estimate the decay rate Γset from |g, 1, 0〉 to the
metastable states [37d]. Considering g1 < g2,Ω and up
to N2 = 2 photons, we find
Γset =
16κ2g
2
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, (3)
which provides a good estimate for κ2/g2 & 1.5, where
the relevant processes happen within the lowest Fock
states. The setting rate for smaller κ2/g2 can be derived
by increasing N2 [37d].
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FIG. 2: (color online). (a) Reflection coefficient for the first
cavity as a function of input coupling rate κ1 (log scale). The
dotted line is a full numerical calculation, and the solid line
represents Eq. (4) with Γset given by Eq. (3). Here Ω/g2 = 2,
g1/g2 = 0.05, and κ2/g2 = 2. (b) Tunability of the effective
setting rate as a function of qubit drive strength Ω and varying
κ2 with g1/g2 = 0.05. The full lines are the result of a numer-
ical simulation which agree with the analytical prediction of
Eq. (4) for κ2 & 1. The dashed horizontal line represent the
impedance matching condition which can always be obtained
by varying Ω.
To test the IM condition numerically, we exploit the
input-output theory for the Hamiltonian (1) by deriving
the Heisenberg equations of motion for the system opera-
tors, and assuming a weak coherent input. The efficiency
of the setting stage is quantified by numerically calcu-
lating the reflection coefficient |r1|2 = |〈aˆout,1〉/〈aˆin,1〉|2
at the input port. In the simulation a reflection mini-
mum is obtained at the impedance matched setting rate
κ1 = Γset [Fig. 2(a)]. The dotted curve corresponds to
the full Heisenberg equation calculation, and the solid
curve shows the analytical solution for a reflection coef-
ficient of a waveguide coupled to a Λ system [37c, 39]
|r1|2 = (Γset/κ1 − 1)
2
(Γset/κ1 + 1)2
, (4)
with Γset provided by Eq. (3). The dependence of the
setting rate on the classical microwave drive strength Ω
allows fine tuning the IM condition. In Fig. 2(b) we show
the dependence of Γset/g2 on Ω, fixing κ1 = 0.005g2 and
g1 = 0.05g2. Plotting the setting rate for three different
values of κ2 we can find a value of Ω/g2 for which IM
holds.
Output: gain of SPT.—To describe the gain of the
transistor, we exploit the Heisenberg equations of motion
derived using the input-output relations for two coupling
channels combined with a Gaussian-shaped single pho-
ton pulse [37e]. For temporal widths of the pulse being
larger than τ > κ−11 and IM arranged, an incoming sin-
gle photon excitation is fully transferred to the excited
states of the qutrit which are highly mixed with the mode
of cavity 2. Averaging the Heisenberg equation with the
wave function corresponding to the single photon input
|Ψin〉, we can extract the intensity of outgoing photons in
the second waveguide, 〈aˆ†out,2aˆout,2〉 = κ2〈aˆ†2aˆ2〉 ≡ Iout,2.
In Fig. 3(a) we plot the temporal dependence of input 1
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FIG. 3: (color online). (a) Time dependence of second cavity
output calculated for Gaussian single photon pulse incident
on the first cavity; g1/g2 = 0.05, Ω/g2 = 2, κ2/g2 = 1. (b)
SPT gain and bandwidth plotted as function of the first cavity
coupling g1 for various drive strengths; κ1 = Γset, κ2/g2 = 1.
(c) SPT gain and bandwidth for varying output coupling κ2;
g1/g2 = 0.05.
and output 2 photon numbers. For a long Gaussian pulse
containing a single photon [Nin,1 =
∫
dtIin,1(t) = 1], we
can on average getNout,2 =
∫
dtIout,2 photons at the out-
put of the second cavity before the system recovers to the
ground state. This represents the gain of the single pho-
ton transistor, which describes the effective amplification
of the single photon signal. The full counting statistics
can be obtained by changing to the wave-function Monte-
Carlo approach. This confirms that a single input photon
leads to numerous emitted photons [37f].
To investigate the gain we consider the input stage
to be completed, setting |Ψstart〉 = |e, 0, 0〉, and calcu-
late the occupation of cavity 2 using a density matrix
approach, truncating the cavity Fock space at N2 = 10
excitations. The gain is highly sensitive to the system
parameters: cavity 1 to SQ coupling g1, microwave drive
strength Ω, and output coupling κ2. Additionally, these
parameters set the optimal (IM) value for the input cou-
pling κ1, and thereby the bandwidth of the single photon
detector. In Fig. 3(b) we show the gain and bandwidth
as a function of the coupling g1 for varying Ω/g2. The
plot shows a fast increase of the bandwidth with the cou-
pling constant g1, as it sets the rate at which single pho-
tons can get to the excited subspace. Reciprocally, this
corresponds to a growth of the recovery rate and a reduc-
tion of the gain. Thus, there is a trade-off between gain
and bandwidth, indicating that a medium g1/g2 ratio is
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FIG. 4: (color online). (a) Gain of SPT as a function of qubit
decay (solid curves) and pure dephasing (dashed); Ω/g2 =
2, g1/g2 = 0.05, κ1 = Γset. (b) The SPT enhanced Γ
(m)
dark
(lower two curves) and single Γ
(s)
dark (upper two curves) dark
count rates as a function of the qutrit anharmonicity A. Here,
Ω/g2 = 2, g1/g2 = 0.05. Numerical results were obtained
using the wave function Monte-Carlo approach and studying
no-jump evolution of the system [37h]. We show analytical
results for a single dark count rate derived using effective
operator formalism [Eq. (6), black solid curves]. For Γ
(m)
dark
we also show a fit ηΓ
(m)
dark,ss with η ≈ 4.
favoured for optimal detection.
The gain and bandwidth dependence as a function of
κ2 is shown in Fig. 3(c). Choosing g1/g2 = 0.05 and
Ω/g2 = 2 in order to get high input bandwidth, we find
that both gain and bandwidth are non-monotonous func-
tions of κ2. In particular, we are interested in the region
of 0.5 < κ2/g2 < 3, where the gain increases rapidly,
while κ1 is relatively large.
Imperfections.—We now turn to imperfections of the
scheme. First, we plot the SPT gain as a function of qubit
decay (solid) and pure dephasing (dashed) rate γ [37g]
for three values of κ2/g2 [see Fig. 4(a)]. While strong
decay naturally tends to decrease the gain by introducing
an extra non-radiative recovery channel, pure dephasing
does not influence the gain, thus removing the need for
long qubit coherence time, as opposed to e.g. Refs. [26,
27]. We also find that even for larger qubit decay the IM
conditions can be always satisfied.
Second, we account for a finite qubit anharmonicity A
and introduce the residual qutrit-cavity couplings defined
by the Hamiltonian [37h]
Hˆres =
(√
2g1aˆ
†
1σ
−
fe +
g2√
2
aˆ†2σ
−
eg +
Ω
2
√
2
σ−fe +H.c.
)
,
(5)
and the associated detunings defined by the rotated en-
ergy frame of HˆA = Aσee +Aσff +Aaˆ†1aˆ1. Here, the ex-
tra terms which couple the ground and the excited states
in the absence of a signal photon lead to non-zero dark
count rate of the detector.
There are two separate dark count rates induced by
the driving of the lower transition in the system as con-
tained in Eq. (2). The first involves a cycle |g, 0, 0〉-
|e, 0, 0〉-|g, 0, 1〉-|g, 0, 0〉 with emission of a single photon
at a rate Γ
(s)
dark. Importantly, this process does not include
radiative transitions within the excited manifold. Thus
it is not amplified by SPT, and can be discriminated
for large SPT gains. The second process corresponds
to ground-to-excited state transitions |g, 0, 0〉-|e, 0, 0〉-
|g, 0, 1〉-|e, 0, 1〉-|e, 0, 0〉 happening at a rate Γ(m)dark, which
projects the system to the excited manifold, launches a
photon avalanche, and needs to be strongly suppressed.
To access the rates directly we find the full counting
statistics using the wave function Monte-Carlo approach
and study the no-jump evolution of the system [37h],
allowing us to estimate the dark count rates for the single
and enhanced processes. The results are shown in Fig.
4(b). Additionally, the steady state dark count rates can
be calculated using an effective operator approach [37h],
valid for large anharmonicities, which gives
Γ
(s)
dark,ss ≈
κ2g
2
2Ω
2
4(A2κ22 + g
4
2)
, (6) Γ
(m)
dark,ss ≈
g22Ω
4
32A4κ2
. (7)
While the simplified analytical result for Γ
(s)
dark,ss coin-
cides with numerical estimates for A/g2 > 40, the en-
hanced dark count rate Γ
(m)
dark shows an additional dy-
namical contribution due to induced jumps to the excited
subspace triggered by the jumps with the rate Γ
(s)
dark,ss.
From the numerical simulation we find that the total rate
Γ
(m)
dark retains the favorable A
−4 scaling but is roughly a
factor of η ≈ 4 larger than Γ(m)dark,ss [37h].
Real structure estimates.—For a realistic example we
consider a flux qubit where g2 = 2pi × 458 MHz can be
attained for an anharmonicity A = 2pi × 8.426 GHz and
a decay rate γ = 2pi × 0.227 MHz [30]. Decreasing g2
to 2pi × 120 MHz, setting κ2 = g2, g1 = 2pi × 6 MHz,
and Ω = 2pi× 240 MHz gives a gain of 172 photons with
2pi × 0.6 MHz bandwidth, enhanced dark count rate of
2pi × 660 Hz, and single dark count rate 2pi × 14.4 kHz.
Finally, we note that for using the device as a single
photon detector the gain photons needs to be measured.
For the above scenario with a gain of approximately 200
we estimate that the signal is distributed on ∼ 90 modes.
With a heterodyne detection setup this output field can
be measured with an efficiency of 95% with only a 0.02
dark count probability and better performance can be
achieved at higher gain [37i]. Alternatively the expected
signal begins to be within range of calorimetric detection
schemes [40].
5Conclusion.—We have presented a scheme for a single
photon transistor based on the impedance-matched su-
perconducting circuit, which operates in the cw regime
and allows for an on-demand single microwave photon de-
tection. The scheme can realistically lead to an output of
several hundred photons, tolerates high pure dephasing
rates, and keeps low dark count rates.
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A. Transformation to the rotating frame
We start with the general Hamiltonian corresponding to a three level artificial atom coupled to two superconducting
cavities, which are additionally linked to transmission line waveguides [see Fig. 1 in the main text for the geometry]. It
can be divided into the system and waveguide terms. The original system Hamiltonian for large qubit anharmonicity
reads:
Hˆsys = ωegσee+(ωeg+ωfe)σff+ωcav,1aˆ†1aˆ1+ωcav,2aˆ†2aˆ2+g1(aˆ†1σ−eg+σ+egaˆ1)+g2(aˆ†2σ−fe+σ+fe aˆ2)+Ω(σ−feeiωdt+σ+fee−iωdt),
(S1)
where ωeg corresponds to the |e〉-|g〉 energy difference of the qutrit (~ = 1), ωfe = ωeg−A denotes the energy distance
between |f〉 and |e〉 levels, defined by the anharmonicity of the qutrit levels, A. The energies of the cavities are
ωcav,1 and ωcav,2, correspondingly. ωd refers to the frequency of the classical drive. In Eq. (S1) we have assumed
the anharmonicity to be sufficiently large to suppress the classical drive between the |e〉-|g〉 states, as well as the
cross-coupling between cavity 1 (2) and the upper (lower) artificial atomic transition. This restriction will be relaxed
in section H of this Supplemental Material.
The Hamiltonian for waveguides j = 1, 2 is
Hˆwgd,j =
∫ +∞
−∞
dpωj,pbˆ
†
j,pbˆj,p − i
∫ +∞
−∞
dp
√
κj
2pi
(
aˆ†j bˆj,p − bˆ†j,paˆj
)
, (S2)
where bˆ†j,p (bˆj,p) denotes creation (annihilation) operator for waveguide mode j = 1, 2 with 1D wavevector p (c = 1).
To transform the Hamiltonian to a suitable time-independent rotating frame we use a unitary transformation with
the operator Uˆ = exp(−iRˆt), yielding Hˆ′ = Uˆ †HˆUˆ − Rˆ. We choose the rotation operator as
Rˆ = ωs|e〉〈e|+ ωsaˆ†1aˆ1 + (ωd + ωs)|f〉〈f |+ ωdaˆ†2aˆ2 + ωs
∑
k
bˆ†1,kbˆ1,k + ωd
∑
k
bˆ†2,kbˆ2,k, (S3)
where ωs corresponds to the central frequency of the incident single photon wavepacket. The reference frame is chosen
to eliminate the time dependence of the upper |e〉-|f〉 qutrit transition due to the drive, and to write the lower |e〉-|g〉
transition terms as a function of the input photon detuning.
8The transformed system Hamiltonian thus reads [also in Eq. (2) of the main text]:
Hˆsys = δeσee + (δe + δf )σff + δcav,1aˆ†1aˆ1 + δcav,2aˆ†2aˆ2 + g1(aˆ†1σ−eg + σ+egaˆ1) + g2(aˆ†2σ−fe + σ+fe aˆ2) + Ω(σ−fe + σ+fe), (S4)
with detunings δe = ωeg − ωs, δf = ωfe − ωd, δcav,1 = ωcav,1 − ωs, and δcav,2 = ωcav,2 − ωd.
The transformed waveguide couplings read
Hˆwgd,1 =
∫ +∞
−∞
dpδ1,pbˆ
†
1,pbˆ1,p − i
∫ +∞
−∞
dp
√
κ1
2pi
(
aˆ†1bˆ1,p − bˆ†1,paˆ1
)
, (S5)
Hˆwgd,2 =
∫ +∞
−∞
dpδ2,pbˆ
†
2,pbˆ2,p − i
∫ +∞
−∞
dp
√
κ2
2pi
(
aˆ†2bˆ2,p − bˆ†2,paˆ2
)
,
where δ1,p = ω1,p− ωs and δ2,p = ω2,p− ωd. This choice of rotation frame redefines the coupling such that waveguide
modes energies are relative to the input signal and drive frequencies.
B. Diagonalization of the excited states manifold
In order to describe the processes in the excited qutrit levels |e〉 and |f〉 it is convenient to truncate the full Hilbert
space of the system to six levels {|g, 0, 0〉, |g, 1, 0〉, |e, 0, 0〉, |f, 0, 0〉, |e, 0, 1〉, |f, 0, 1〉}. In particular we are interested
in the excited subspace |ΨE〉 = (|e, 0, 0〉, |f, 0, 0〉, |e, 0, 1〉, |f, 0, 1〉)T , with the states being efficiently mixed by cavity
couplings and the classical drive. The system Hamiltonian projected onto the subspace of excited states can be written
in matrix form as
HE =


δe Ω/2 0 0
Ω/2 (δe + δf ) g2 0
0 g2 (δe + δcav,1) Ω/2
0 0 Ω/2 (δe + δf + δcav,2)

 . (S6)
Considering the optimal zero detuning with δe = δcav,1 = 0 and δf = δcav,2 = 0, the matrix (S6) can be diagonalized
in term of dressed states |ΨM 〉 = (|1〉, |2〉, |3〉, |4〉)T . The corresponding energies are:
E1 = −g2
2
−
√
g22 +Ω
2
2
, (S7)
E2 =
g2
2
−
√
g22 +Ω
2
2
,
E3 = −g2
2
+
√
g22 +Ω
2
2
,
E4 =
g2
2
+
√
g22 +Ω
2
2
,
and the transformation between bare and dressed bases, |ΨE〉 = P|ΨM 〉, can be performed using the matrix P which
reads:
P =


−β α −α β
α −β −β α
−α −β β α
β α α β

 , (S8)
where α and β are constants defined as
α =
1
2
√
1 +
g2√
g22 +Ω
2
and β =
1
2
√
1− g2√
g22 +Ω
2
. (S9)
While coherent dynamics within the dressed excited subspace is trivial, cavity 2 decay rewritten in terms of the new
dressed states now leads to numerous jump terms between the levels. The original collapse operator for the second
9FIG. S1: (a) Double side coupled cavity with coupling to waveguides given by rates κ1 and κ2. For κ1 = κ2 an incident beam
is always transmitted. (b) A three level Λ atom coupled to a single waveguide through |e〉-|g〉 transition. Setting the decay
rate Γset to a metastable |m〉 equal to the waveguide coupling κ1 = Γset allows impedance matching with full absorption of an
incident pulse.
cavity Cˆκ2 =
√
κ2aˆ2 =
√
κ2(|e, 0, 0〉〈e, 0, 1|+ |f, 0, 0〉〈f, 0, 1|) can be recast as
Cˆκ2,E =
√
κ2
[
Ω
2
√
g22 +Ω
2
(|1〉〈1| − |2〉〈2| − |3〉〈3|+ |4〉〈4|) + 1
2
(|1〉〈2| − |2〉〈1|+ |4〉〈3| − |3〉〈4|) (S10)
+
g2
2
√
g22 +Ω
2
(|1〉〈3|+ |3〉〈1|+ |2〉〈4|+ |4〉〈2|)
]
,
and the possible jump processes are depicted in Fig. 1(c) of the main text. The form of Eq. (S10) implies that a
single κ2 jump event projects the system into superposition of dressed states.
Finally, the no-jump evolution associated to the κ2 jump operator in the excited subspace, which is defined by the
−iCˆ†κ2,ECˆκ2,E/2 non-Hermitian term, can be rewritten in the dressed state picture as
− i
2
Cˆ†κ2,ECˆκ2,E = −
iκ2
4
(|1〉〈1|+ |2〉〈2|+ |3〉〈3|+ |4〉〈4|). (S11)
We assumed the strong coupling regime, Ω, g2 ≫ κ2, which allows neglecting off-diagonal dissipative couplings. The
corresponding non-Hermitian Hamiltonian then reads
Hˆ(NH)E =
4∑
j=1
(Ej − iκ2
4
)|j〉〈j|. (S12)
C. Simple introduction to impedance matching
As the important part of the proposed single photon transistor (and detector) relies on the impedance matching
(IM) concept, we shall provide a short introduction to IM using a few examples.
1. Double-sided cavity
The first and the simplest example where impedance matching appears in quantum optical context is a double-
sided cavity [see sketch in Fig. S1(a)]. For this, the system Hamiltonian reads Hˆcav = ωcavaˆ†aˆ, and the waveguide
Hamiltonian with couplings is
Hˆcpl =
∑
q
ωq bˆ
†
L,q bˆL,q +
∑
q
ωq bˆ
†
R,q bˆR,q − i
∑
q
(fL,q bˆ
†
L,qaˆ− f∗L,qaˆ†bˆL,q)− i
∑
q
(fR,q bˆ
†
R,q aˆ− f∗R,qaˆ†bˆR,q), (S13)
where bˆL,q and bˆR,q are bosonic waveguide modes and the coefficients fL,q, fR,q denote mirror couplings. Following
the standard input-output procedure (e.g. Ref. [1], Supplemental Material, sec. E2; Refs. [2, 3]), the Heisenberg
equation of motion (EOM) can be derived for the cavity annihilation operator aˆ(t), yielding:
˙ˆa = −iωcavaˆ− κ1
2
aˆ+
√
κ1aˆin,L(t)− κ2
2
aˆ+
√
κ2aˆin,R(t), (S14)
where κ1,2 now describe rates for left and right mirror couplings. The corresponding input-output relations read
aˆout,L(t) = −aˆin,L(t) +√κ1aˆ(t), aˆout,R(t) = −aˆin,R(t) +√κ2aˆ(t), (S15)
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with aˆin/out,L/R being the input and output modes operators for left- and right-going waveguides. In the following
we consider the input signal to enter from the left side and set 〈aˆin,R〉 = 0. Eq. (S14) can be solved in the Fourier
domain to give
aˆ(ω) =
√
κ1aˆin,L(ω)
(κ1 + κ2)/2− i(ω − ωcav) . (S16)
Considering a coherent cw input and using relation (S15), the amplitude corresponding to the mean value of the
output field 〈aˆout,L〉 can be found as
〈aˆout,L(ω)〉 = κ1αin,L
(κ1 + κ2)/2− i(ω − ωcav) − αin,L, (S17)
where 〈aˆin,L(ω)〉 ≡ αin,L denotes the amplitude of the cw drive. Finally, the reflection coefficient for the left mirror
at zero input signal detuning (ω = ωcav) can be written as
|r|2 =
∣∣∣∣κ1 − κ2κ1 + κ2
∣∣∣∣
2
. (S18)
This shows the absence of reflection for κ1 = κ2, signifying an impedance matched system.
2. Three level Λ atom
Alternatively to the double-sided geometry, one can consider a three level emitter (atom or superconducting qutrit)
coupled to a single waveguide [Fig. S1(b)]. This system was shown to allow for full single photon absorption and
long-distance entanglement of spin qubits [4]. The waveguide mode is coupled to the |e〉-|g〉 transition, and can decay
to a metastable state |m〉 with a rate Γset. The system Hamiltonian then reads:
HˆΛ = ωeσee + ωmσmm +
∑
q
ωq bˆ
†
q bˆq − i
∑
q
(fq bˆ
†
qσ
−
eg − f∗q σ+eg bˆq), (S19)
where σ+em = |e〉〈m| (σ−em = |m〉〈e|), ωe corresponds to the energy of the |e〉-|g〉 transition, and ωm corresponds to the
energy of the metastable level. The corresponding input-output EOMs can be derived similarly to the double-sided
cavity case [3]. Additionally, the atomic decay to the metastable state (the |e〉 → |m〉 process) can be introduced to
the EOM of an arbitrary system operator Oˆ in the form: ˙ˆOdec = Cˆ†OˆCˆ − {Cˆ†Cˆ, Oˆ}/2, where the collapse operator
for the process is Cˆ =
√
Γsetσ
−
em, with Γset being the decay rate. The corresponding system of equations reads:
σ˙ee =
√
κ1(σ
+
egaˆin + aˆ
†
inσ
−
eg)− κ1σee − Γsetσee, (S20)
σ˙−eg = −iωeσ−eg −
√
κ1(σee − σgg)aˆin − κ1
2
σ−eg −
Γset
2
σ−eg, (S21)
where we have defined the atom-waveguide coupling rate κ1 and the input mode aˆin, with continuity relation
aˆout = −aˆin +√κ1σ−eg. (S22)
Considering the weak excitation limit the nonlinear term can be simplified to 〈(σee − σgg)aˆin〉 ≈ −〈aˆin〉, effectively
decoupling Eq. (S20) from the system. Then, for a coherent state input αine
−iωt the outgoing amplitude yields
〈aˆout〉 = κ1αin
(κ1 + Γset)/2− i(ω − ωe) − αin, (S23)
and the reflection coefficient (or equivalently transmission coefficient in a chiral geometry [5]) at zero detuning can be
written as
|r|2 =
∣∣∣∣κ1 − Γsetκ1 + Γset
∣∣∣∣
2
, (S24)
showing a vanishing outgoing signal for the impedance matching condition κ1 = Γset. Eq. (S24) implies that an
incoming signal is fully transformed to an atomic excitation, and due to the |e〉 → |m〉 decay sets the system in the
metastable state with unity probability.
Finally, we note that the similar conclusion holds if a single state |m〉 is substituted with a set of states M, where
probability to decay the atom being in state |Mj〉 is given by the branching ratio Γset,j/
∑
j Γset,j.
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D. Derivation of the effective setting rate
The setting rate is defined by the effective rate of going from |g, 1, 0〉 state to any of the excited states |ΨE〉,
followed by a quantum jump with the emission of a cavity 2 photon. The corresponding process can be described by
an effective jump operator, derived with the adiabatic elimination procedure described in Ref. [6]. The associated
collapse operator reads
Lˆeffκ2 = Cˆκ2
[
Hˆ(NH)E
]−1
Vˆ +E , (S25)
where Hˆ(NH)E denotes non-Hermitian Hamiltonian for the excited state subspace and Vˆ +E is the excitation operator
from the ground to the excited subspace. Finally, Cˆκ2 represents a cavity 2 photon jump within excited subspace.
In the following we prefer to use the bare state basis and do not restrict the Hilbert space to a single excitation,
but truncate the cavity 2 Fock space at a level N2. The collapse operator acting in the excited subspace Cˆκ2 can then
be expanded as
Cˆκ2 =
√
κ2aˆ2 =
√
κ2
N2∑
n2=1
√
n2(|e, 0, n2 − 1〉〈e, 0, n2|+ |f, 0, n2 − 1〉〈f, 0, n2|), (S26)
and the non-Hermitian Hamiltonian for the bare excited states at zero detuning reads:
Hˆ(NH)E =
N2∑
n2=0
(
0− in2κ2
2
)
(|e, 0, n2〉〈e, 0, n2|+ |f, 0, n2〉〈f, 0, n2|) +
N2∑
n2=0
Ω
2
(|e, 0, n2〉〈f, 0, n2|+ |f, 0, n2〉〈e, 0, n2|)
(S27)
+
N2∑
n2=1
√
n2(|f, 0, n2 − 1〉〈e, 0, n2|+ |e, 0, n2〉〈f, 0, n2 − 1|).
The excitation operator is responsible for the perturbative coupling of |g, 1, 0〉 to the excited subspace, and is given
by Vˆ +E = g1|e, 0, 0〉〈g, 1, 0|. Finally, using (S25), the setting rate can be calculated as the rate of emitting photons by
the decay of cavity 2:
Γset = 〈g, 1, 0|Lˆeff†κ2 Lˆeffκ2 |g, 1, 0〉. (S28)
The setting rate can be straightforwardly evaluated by symbolic inversion of the matrix (S27) and vector multiplication,
fixing N2 to a certain value. The number of excitations at which the occupation of second cavity needs to be truncated
is mainly defined by the drive frequency Ω and the decay rate of cavity 2, κ2. For strong driving Ω/κ2 ≫ 1 the dressed
states become a superposition of states involving larger photons numbers n2 and the procedure requires using a high
value of N2. For strong decay Ω/κ2 < 1 only low photon numbers n2 are involved, and a lower value of N2 can be
used.
First, let us derive results for a truncation at N2 = 1. This leads to a simple expression:
ΓN2=1set =
16g21g
2
2κ2
κ22Ω
2 +Ω4
, (S29)
which is valid for small g1 and Ω/κ2 ≪ 1. Going to the two-photon manifold N2 = 2, the setting rate is modified to
ΓN2=2set =
16g21g
2
2κ2(16g
2
2 + 4κ
2
2 +Ω
2)
4κ22Ω
2(4g22 + κ
2
2) + 5κ
2
2Ω
4 +Ω6
. (S30)
This expression was also given in the main text. Finally, considering three cavity 2 excitations N2 = 3, one can derive
the setting rate
ΓN2=3set =
16g21g
2
2
κ2
(
1
Ω2
− 96g
4
2κ
2
2Ω
4
f(g2, κ2,Ω)2
− 72g
2
2κ
2
2 + 36κ
4
2 + 13κ
2
2Ω
2 +Ω4
f(g2, κ2,Ω)
)
, (S31)
where we have used the definition
f(g2, κ2,Ω) = 36κ
2
2(8g
4
2 + 6g
2
2κ
2
2 + κ
4
2) + κ
2
2Ω
2(88g22 + 49κ
2
2) + 14κ
2
2Ω
4 +Ω6. (S32)
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FIG. S2: Setting rate as a function of cavity 2 decay. The three blue curves correspond to analytical estimates which account
for different maximal number of cavity 2 photons, N2 = 1, 2, 3. The black solid curve shows a full numerical result at high
truncation N2 = 10, where results have converged. In the calculations we have used Ω/g2 = 2 and g1/g2 = 0.05.
To find the applicability for the analytical estimates of the setting rate given by Eqs. (S29)-(S31), we plot in Fig.
S2 its dependence on the decay rate of cavity 2, κ2/g2, together with a full numerical calculation, where we have used
an N2 = 10 truncation. We observe that the simple analytical formula (S29) obtained for a single cavity 2 excitation
provides a correct estimate only for large cavity decay rate, κ2/g2 & 3. However, already for a truncation N2 = 2 the
analytical results give a good Γset estimate for κ2/g2 & 1.5 range. Finally, the inclusion of three excitations allows to
cover the behavior of Γset down to a value κ2/g2 ≈ 0.6.
With the results in Eqs. (S29)-(S31) we are thus able to give a good estimate of the setting rate, although with an
increase in the complexity of the expression as the range of applicability grows. Importantly, all expressions predict
a large degree of tunability with the drive strength Ω. In an experiment this can therefore be used to fine tune the
conditions for impedance matching, allowing the complete absorption of an incoming photon to the excited state
manifold.
E. Heisenberg equations of motion for single photon input
While most of the relevant information about the system can be obtained from the full master equation, the
description of the incident single photon requires the exploitation of the input-output theory [2]. This is conventionally
done in the Heisenberg picture and relies on the derivation of Heisenberg equations of motion for system operators
using the full system-bath Hamiltonian [Eq. (1), main text], and consequently a treatment of the bath modes as input
or output of the actual system.
We start with the rotating frame Hamiltonian of the system coupled to two input-output waveguides:
Hˆ = Hˆsys +
∑
j=1,2
[∫ +∞
−∞
dpδj,pbˆ
†
j,pbˆj,p − i
∫ +∞
−∞
dp
√
κj
2pi
(
aˆ†j bˆj,p − bˆ†j,paˆj
)]
, (S33)
where Hˆsys corresponds to the coupled qutrit-cavity Hamiltonian given by Eq. (2) of the main text. Here we assume
the Markov approximation, implying that κj is constant over the relevant range of frequencies. Using the input-output
theory [1, 2] we can account for external input from the waveguides, deriving the EOM for the system operators in
the Heisenberg picture. Namely, the full Heisenberg equation for any system operator reads
˙ˆO = −i[Oˆ, Hˆsys] +
∑
j=1,2
(
−√κj [Oˆ, aˆ†j ]aˆin,j −
κj
2
[Oˆ, aˆ†j]aˆj +
√
κj aˆ
†
in,j
[
Oˆ, aˆj
]
+
κj
2
aˆ†j
[
Oˆ, aˆj
])
. (S34)
Taking the explicit form of the system Hamiltonian (S4), for example, the EOM for cavity 1 annihilation operator
can be straightforwardly written as
˙ˆa1 = −iδcav,1aˆ1 − ig1σ−eg −
√
κ1aˆin,1 − κ1
2
aˆ1. (S35)
As we are interested only in the single input photon state, it is convenient to truncate the Fock space of the
first cavity at the level of single excitation, N1 = 1. Then, the input process can be described with operators
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|g, 1, 0〉〈g, 1, 0| ≡ σˆ11, |g, 0, 0〉〈g, 0, 0| ≡ σˆ00, and |g, 0, 0〉〈g, 1, 0| ≡ σˆ−10. Using Eq. (S34) the corresponding EOMs for
the input sector can be written as
˙ˆσ11 = −√κ1(σˆ+10aˆin,1 + aˆ†in,1σˆ−10)− κ1σˆ11 − i[σˆ11, Hˆsys], (S36)
˙ˆσ−10 = −
√
κ1(σˆ00 − σˆ11)aˆin,1 − κ1
2
σˆ−10 − i[σˆ−10, Hˆsys], (S37)
where last terms of Eqns. (S36)-(S37) describe the coupling to the rest of the system.
To get the useful information about the system from the Heisenberg EOMs it is convenient to find matrix elements
of the operators over the relevant input wave function [3]. To this end we consider matrix elements of the form
〈Oˆ〉 ≡ 〈Ψ0|Oˆ|Ψin〉, where |Ψ0〉 corresponds to the ground state of the atom, cavities and waveguides. The input state
|Ψin〉 is taken to be a momentum space eigenstate of the Hamiltonian written as
|Ψin〉 =
∑
m=g,e,f
N1∑
n1=0
N2∑
n2=0
Cm,n1,n2
(aˆ†1)
n1
√
n1!
(aˆ†2)
n2
√
n2!
|m,Ø〉+
∫
dkαin,1(k)bˆ
†
1,k|g,Ø〉, (S38)
where |m,Ø〉 = |m〉 ⊗ |Ø〉 with |m〉 being a qutrit state and |Ø〉 = |0cav,1, 0cav,2, 0wgd,1, 0wgd,2〉 being the vacuum
state for cavity modes and waveguide modes. Cm,n1,n2 are the amplitudes for the atom-cavities states. We consider
the artificial atom to be in |g〉 prior to the single photon arrival. αin,1(k) corresponds to the amplitude of the single
photon incident on cavity 1, and we set the analogous term for the second input-output port to zero, αin,2(k) ≡ 0,
implying the absence of input photons coming from the second waveguide.
We first consider the matrix element corresponding to input operator aˆ1,in(t). Going to momentum space, this
operator can be rewritten as aˆin,1(t) =
1√
2pi
∫
dkaˆin,1(k)e
−ikt. Consequently, the relevant matrix element reads
〈g,Ø|aˆin,1(t)|Ψin〉 = 〈g,Ø| 1√
2pi
∫
dk
∫
dk′αin,1(k′)e−iktaˆin,1(k)|g, 1wgd,1,k′〉 = 〈g,Ø| 1√
2pi
∫
dkαin,1(k)e
−ikt|g,Ø〉.
(S39)
Assuming Gaussian single photon profile in the frequency domain,
αin,1(k) =
1
4
√
2piσ2
e−
k2
4σ2 , (S40)
where σ defines the frequency width of a pulse, the Fourier transform in Eq. (S39) reduces to
αin,1(t) = 〈g,Ø|aˆin,1(t)|Ψin〉 = 4
√
2σ2
pi
e−σ
2t2 . (S41)
We recall that in the rotating frame frequency k is shifted by the carrier frequency of the pulse k = k0 − ωs, thus
removing fast oscillatoric time-dependence of the input pulse. It is also convenient to relate the frequency width σ to
the temporal width of the pulse τ = 1/(2σ).
Next, we write the EOM for the matrix elements describing the input sector. These are given by
〈Ψ0| ˙ˆσ11|Ψin〉 = ρ˙11 = −√κ1[ρ01αin,1(t) + ρ10α∗in,1(t)]− κ1ρ11 + coupling terms, (S42)
〈Ψ0| ˙ˆσ−10|Ψin〉 = ρ˙10 =
√
κ1αin,1(t)− κ1
2
ρ10 + coupling terms, (S43)
where we used the property of single photon input, 〈Ψ0|(σˆ00 − σˆ11)aˆin,1|Ψin〉 = −〈Ψ0|aˆ1,in|Ψin〉 = −α1,in(t). Here ρij
denote elements of the density matrix. Finally, a closed system of c-number equations can be derived for the rest of
system operators, leading to master-like equations, supplemented with normalization condition.
Using the density matrix equation for the system with incorporated single photon input we can calculate the
occupation of cavity 2, and correspondingly the associated photon flux at the output of waveguide 2. This is used to
plot Fig. 3(a) in the main text, and confirms perfect mapping of a flying input photon into a system excitation.
F. Wave function Monte-Carlo calculations for single photon transistor statistics
In the previous section we have derived Heisenberg equations of motion which allow to access averaged observables
of the SPT system. Next, in order to better understand the operation of the device and determine the counting
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FIG. S3: Count distribution for output gain photons, plotted for Nntraj = 1500 trajectories. The parameters of the system are
Ω/g2 = 2, g1/g2 = 0.25, κ2/g2 = 1, and κ1 = Γset. The average gain for the given parameters is approximately 12 photons.
statistics, it is instructive to use wave function Monte-Carlo (wfMC) calculations [7, 8]. The method relies on the
stochastic simulation of the system’s wavefunction, accounting for possible quantum jumps inserted according to decay
probabilities.
The general procedure for the simulation of the system dynamics is performed in the following way: First, the
system Hamiltonian Hˆsys is truncated at fixed excitation levels N1 and N2, and the creation/annihilation operators
are projected onto the corresponding subspaces. The collapse operators corresponding to quantum jumps with emission
of photons to the first and second waveguide are given by
Cˆκ1 =
√
κ1aˆ1 =
√
κ1
∑
m=g,e,f
N1∑
n1=1
N2∑
n2=0
√
n1|m,n1 − 1, n2〉〈m,n1, n2|, (S44)
Cˆκ2 =
√
κ2aˆ2 =
√
κ2
∑
m=g,e,f
N1∑
n1=0
N2∑
n2=1
√
n2|m,n1, n2 − 1〉〈m,n1, n2|. (S45)
The wave function of the system in the Scho¨dinger picture reads
|Ψ(t)〉 =
∑
m=g,e,f
N1∑
n1=0
N2∑
n2=0
cm,n1,n2(t)
(aˆ†1)
n1
√
n1!
(aˆ†2)
n2
√
n2!
|m, 0, 0〉+ |ψin(t)〉, (S46)
with time-dependent state amplitudes cm,n1,n2(t) and single photon input part
|ψin(t)〉 =
∫
dkα1,in(t)bˆ
†
1,k|g,Ø〉. (S47)
Next, the system is evolved under the non-Hermitian Hamiltonian given by
HˆNH = Hˆsys − i
2
∑
j
Cˆ†j Cˆj , (S48)
where the Scho¨dinger equation for the amplitudes cm,n1,n2(t) is used together with an input-output treatment of
the single photon input [see Ref. [9] and Supplemental Material therein for a discussion of the no-jump evolution].
The jump probabilities for different collapse operators Cˆj (j = κ1, κ2) per infinitesimal time span δt are given by
δpj/δt ≡ Pj = 〈Ψ(t)|Cˆ†j Cˆj |Ψ(t)〉. The jumps are inserted according to the normalized probabilities Pj/
∑
j Pj . The
state after the jump collapses to Cˆj |Ψ(t)〉.
Finally, an issue of high importance is the renormalization of the wave function, required to preserve the norm
during the non-Hermitian evolution. As it involves the probability to be in the system’s ground state while having
an incoming photon in the waveguide, the total wave function norm reads
〈Ψ(t)|Ψ(t)〉 =
∑
m=g,e,f
N1∑
n1=0
N2∑
n2=0
|cm,n1,n2(t)|2 +
+∞∫
t
dt′Iin,1(t′), (S49)
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FIG. S4: Probability distribution for output gain photons, plotted for Nntraj = 2500 trajectories. The parameters of the system
are Ω/g2 = 1/2, κ2/g2 = 1, κ1 = Γset, g1/g2 = 0.005, corresponding to a gain of Nout,2 ≈ 74. The solid curve corresponds to
the exponential distribution P (n) = exp(−n/λ)/λ with λ = Nout,2.
where we have defined the input intensity Iin,1(t
′) = |αin,1(t′)|2. Eq. (S49) implies that for t→ −∞ the wavefunction
is normalized to be in the input state given by second term, while after the interaction it decreases to zero.
Solving the dynamical equations for cm,n1,n2(t) with the Monte-Carlo procedure for a large number of trajectories
Ntraj allows accessing the averages of any system operator Oˆ, with the results converging to the findings with the
Heisenberg EOM described before. Additionally, the stochastic wave function simulation strongly resembles real
measurement, and allows to extract statistical properties of the outgoing photon flux. In particular, running Ntraj =
1500 calculations we plot the count distribution of output waveguide 2 photons in Fig. S3. Each trajectory corresponds
to a single cycle of the SPT operation triggered by single photon, which projects the system to the excited states
manifold. Here, we deliberately increased the g1 coupling to decrease the gain, while keeping large bandwidth
κ1 = 0.12g2. The Hilbert space is truncated at N1 = 2 and N2 = 16. The average number of output photons, being
the gain of single photon transistor, is equal to Nout,2 = 11.67, with the variance of the distribution ∆N
2
out,2 = 101
largely exceeding the mean. Thus, the source exhibits the super-Poissonian statistics. The second-order coherence
function at zero delay for the distribution can be calculated to be g(2)(0) = 1 +
∆N2out,2+Nout,2
(Nout,2)2
= 1.66 [10]. This
corresponds to the mixed statistics, which is in between coherent and thermal source behavior.
As a probability distribution of outgoing photons is an important issue for the operation of SPT in the detector
mode, we study its behavior in more details. In particular, we try to access the parameter range corresponding to
large transistor gain. In general it is a formidable task. The calculation of the probability distribution requires a
huge number of trajectories to access full statistical properties. Additionally, it involves numerical integration up to
very long time, which increases dramatically for large gain. Assuming a moderate gain, we use the wave function
Monte-Carlo approach with an initial state being a single photon in the excited subspace. Considering parameters
g1/g2 = 0.005, Ω/g2 = 1/2, κ2/g2 = 1, which lead to a gain of Nout,2 ≈ 73 photons, we calculate the number of gain
photons emitted within a time ttraj = 9000g
−1
2 . This was found to be sufficiently long to collect 99.7% of gain photons
on average. The truncation of Hilbert space corresponds to N1 = 4 and N2 = 16. The calculated distribution of
counts is shown in Fig. S4. The analysis reveals an approximately exponential behavior of the distribution, with a
modification at the small count region (< 5). We note that full access to the statistical properties is limited given the
number of trajectories we simulated. The exponential distribution, however, corresponds to having photons leaving
at a constant rate when the system is in the excited subspace combined with a fixed decay rate out of the subspace.
It is thus natural to expect this exponential distribution apart from the very beginning, where the system needs a few
photon emissions before it reaches a constant emission rate in the excited subspace.
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G. Definitions for decay and decoherence processes used in the imperfections analysis
1. Introduction of artificial atom decay and decoherence terms
In the calculations of the SPT setting and output stage shown in Figs. 2 and 3 of the main text, we considered the
qutrit decay to be small compared to the relevant coupling and cavity decay parameters. In Fig. 4(a) we test this
assumption by adding both decay and decoherence to the |e〉-|g〉 and |f〉-|e〉 transitions. This can be done using the
collapse operators
Cˆγeg =
√
γeg|g〉〈e|, (S50)
Cˆγfe =
√
γfe|e〉〈f |, (S51)
Cˆγp,ee =
√
γp,ee|e〉〈e|, (S52)
Cˆγp,ff =
√
γp,ff |f〉〈f |, (S53)
where γeg and γfe denote artificial atom decay rates for the lower and upper transitions, and γp,ee, γp,ff correspond
to the pure dephasing rates for the second and third qutrit levels. The collapse operators can be easily implemented
into wave function Monte-Carlo calculations by adding extra terms describing |j〉 → |i〉 (j, i = f, e, g) jumps. This
causes additional norm decay by − i2
∑
j Cˆ
†
j Cˆj , with the index j spanning all possible collapses (S50)-(S53), with the
corresponding probability to jump in a time interval δt given by 〈ψ(t)|Cˆ†j Cˆj |ψ(t)〉δt.
For the Heisenberg equations of motion the atomic decay and dephasing terms can be introduced through couplings
to additional reservoirs modes cˆj,k and dˆj,k. The decay of the artificial atom is then described by the Hamiltonian
Hˆj,decay =
∫ +∞
−∞
dkωj,k cˆ
†
j,k cˆj,k − i
∫ +∞
−∞
dk
√
γj
2pi
(σ+j cˆj,k − cˆ†j,kσ−j ), (S54)
where the index j = eg (fe) corresponds to the lower (upper) transition.
The pure dephasing term emerges from shifts of the energy levels of the qutrit, and is given by
Hˆj′,dephasing =
∫ +∞
−∞
dkωj′,kdˆ
†
j′,kdˆj′,k − i
∫ +∞
−∞
dk
√
γp,j′
2pi
(dˆj′,k − dˆ†j′,k)σj′ , (S55)
where the index j′ = ee,ff spans the second and third artificial atom levels.
Finally, in the density matrix calculations atomic decay and dephasing are introduced by the Lindblad operator
Dˆ[ρ] = CˆjρCˆ†j −{Cˆ†j Cˆj , ρ}/2. With these results we thus account for the effect of decay and dephasing of the qutrit. In
the main text this was used to calculate the reduction of SPT gain due to qutrit decay [Fig. 4(a)]. There the density
matrix approach with collapse operators (S50)-(S53) was used. Eqs. (S54)-(S55) were used to include the decay and
pure dephasing of the qubit into Heisenberg equations, allowing to check the impedance matching conditions with
imperfections.
2. Rate definitions
To separate the influence of atomic decay channel and pure decoherence effects we consider them individually in
Fig. 4(a) of the main text. The solid curves are shown for negligibly dephasing rates γp,ee = γp,ff = 0. Here we
assume the ratio of qutrit decay rates to be fixed and defined using single parameter γ:
γeg ≡ γ and γfe ≡ 2γ. (S56)
This corresponds to the situation where the system is close to being a harmonic oscillator such that the matrix element
for the upper transition is larger by a factor of
√
2. The dashed curves in Fig. 4(a) depict the situation, where the
qutrit decay rates are relatively small (i.e. γeg, γfe ≪ 10−4g2), while the pure dephasing rates are substantial. This
type of decoherence is especially relevant for superconducting circuits with large anharmonicity (small charging to
Josephson energy ratio) [11]. For the calculations we set γeg/g2 → 0, γfe/g2 → 0, define
γp,eg ≡ γ and γp,fe ≡ 2γ, (S57)
and use γ/g2 as a dimensionless variable for the plot.
17
| g,1,0
κ1
 g,0,0|  g,0,1|
(a)
 e,0,0|g1
 f , 0,0|Ω/2  e,0,1|
g2
single dark count process
 f , 0,1|
κ2
1
2
3
Ω/2
2√2
Ω
√2
g2
| g,1,0
κ1
 g,0,0|  g,0,1|
(b)
 e,0,0|g1
 f , 0,0|Ω/2  e,0,1|
g2
enhanced dark count process
 f , 0,1|
κ2
1
2 3
Ω/2
2√2
Ω
√2
g2 2√2
Ω
κ24
FIG. S5: Dark count processes of the SPT. (a) A single dark count cycle triggered by a radiative cavity 2 transition which
returns the system to the ground state. The relevant sequence leading to steady state single dark counts are depicted by
consequent bullets (1), (2), and (3). Here, a violet arrow corresponds to a classical drive transition, a thick red arrow denotes
cavity 2 associated transition, and a thin blue arrow shows the coupling to the first cavity. The red and black dashed arrows
correspond to cavity 2 and cavity 1 decay processes, respectively. The dashed horizontal line represents an anharmonicity of
the qutrit. (b) Enhanced dark count process which projects the system to the excited subspace and mimics the arrival of a
signal photon. The steps are shown by consequent bullets (1), (2), (3), and (4). The indicated path represents the process
leading to the steady state rate Γ
(m)
dark,ss, but other processes induced by the sequence in (a) also contribute.
H. Dark count rate
In the previous sections we considered an infinitely large anharmonicity A for the superconducting artificial atom,
which allowed us to retain only resonant couplings on the lower and upper qutrit transitions. However, this ap-
proximation breaks down if the value of anharmonicity becomes comparable to the coupling parameters. The full
Hamiltonian of the system accounting for the finite A can be written as
Hˆsys,A =0 · σgg + ωegσee + (2ωe −A)σff + ωcav,1aˆ†1aˆ1 + ωcav,2aˆ†2aˆ2 + g1(aˆ†1σ−eg + σ+egaˆ1) + g2(aˆ†2σ−fe + σ+fe aˆ2) (S58)
+ Ω(σ−fee
iωdt + σ+fee
−iωdt) +
√
2g1(aˆ
†
1σ
−
fe + σ
+
fe aˆ1) +
g2√
2
(
aˆ†2σ
−
eg + σ
+
egaˆ2
)
+
Ω√
2
(
σ−ege
iωdt + σ+ege
−iωdt) ,
where we have used that the anharmonicity typically reduces the frequency of the upper |e〉-|f〉 transition such that
its transition frequency is ωfe = ωeg − A. The last three terms correspond to residual couplings arising from the
fact that the three-level artificial atom is represented by an anharmonic oscillator. Since the anharmonic oscillator is
typically not very far from being harmonic, we have for simplicity fixed the ratio of the transition matrix elements
between the lower and upper transitions to be 1 :
√
2, and we set the values of the resonant couplings g1 and g2 as a
reference.
An important difference between the Hamiltonian (S58) and the one for an infinite A (S1) is given by the residual
classical drive of the lower transition |g〉-|e〉. This allows for the excitation of the system even in the absence of
incoming signal photon, and thus contributes to the dark count rate of the detector. To account for this process, we
consider the situation without an incoming single photon and transform the system Hamiltonian to a suitable frame
given by rotation operator
Rˆ = ωd|e〉〈e|+ ωdaˆ†1aˆ1 + 2ωd|f〉〈f |+ ωdaˆ†2aˆ2. (S59)
This transformation yields the time-independent Hamiltonian
Hˆsys,A =0 · σgg + (∆ +A)σee + (2∆ +A)σff + (∆ +A+ δ1)aˆ†1aˆ1 + (∆ + δ2)aˆ†2aˆ2 + g1(aˆ†1σ−eg + σ+egaˆ1) (S60)
+ g2(aˆ
†
2σ
−
fe + σ
+
fe aˆ2) + Ω(σ
−
fe + σ
+
fe) +
√
2g1(aˆ
†
1σ
−
fe + σ
+
fe aˆ1) +
g2√
2
(
aˆ†2σ
−
eg + σ
+
egaˆ2
)
+
Ω√
2
(
σ−eg + σ
+
eg
)
,
where we have defined the small detunings ∆ = ωfe − ωd = ωeg − A − ωd, δ1 = ωcav,1 − ωeg, δ2 = ωcav,2 − ωfe =
ωcav,2 − ωeg + A. In the following we consider all detunings to be zero, ∆ = δ1 = δ2 = 0, corresponding to resonant
driving.
1. Analytical estimation using effective operators
Assuming the anharmonicity to exceed the classical drive frequency, the Hilbert space of the system can be truncated
at the level of single photon excitation (N1 = N2 = 1). Analyzing the couplings, the relevant space then corresponds
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to the states {|g, 0, 0〉, |e, 0, 0〉, |g, 0, 1〉, |e, 0, 1〉, |f, 0, 0〉, |f, 0, 1〉, |g, 1, 0〉}. The effective operator calculation can be
performed similarly to Sec.D. In order to distinguish between κ2 decay processes which project the system into
the ground and excited subspaces, we split the jump operator Cˆκ2 into two parts using the projection operators
PG = |g, 0, 0〉〈g, 0, 0|+ |g, 0, 1〉〈g, 0, 1| and PE = |e, 0, 0〉〈e, 0, 0|+ |f, 0, 0〉〈f, 0, 0|+ |e, 0, 1〉〈e, 0, 1|+ |f, 0, 1〉〈f, 0, 1|. This
gives two separate jumps Cˆκ2,G = PGCˆκ2PG =
√
κ2|g, 0, 0〉〈g, 0, 1| and Cˆκ2,E = PECˆκ2PE =
√
κ2(|e, 0, 0〉〈e, 0, 1| +
|f, 0, 0〉〈f, 0, 1|). We note that this separation into two separate decay processes holds as long as interference between
the Cˆκ2,G and Cˆκ2,E processes is suppressed. This is true once the energy separation between ground and excited
states is large (in the rotating frame), and is typically justified due to hybridization by strong drive Ω and large cavity
coupling g2. However, this approximation can break down, and this may influence the results for the enhanced dark
count rate in certain cases.
Finally, the system Hamiltonian for finite anharmonicity (S60) has to be projected onto relevant low-lying states,
to give Hˆsys,A,dark. Its non-Hermitian version then reads Hˆ(NH)sys,A,dark = Hˆsys,A,dark − iCˆ†κ2,GCˆκ2,G/2− iCˆ†κ2,ECˆκ2,E/2.
Single dark counts.— The relevant states of the system during an off-duty stage are shown in Fig. S5, together
with possible dark count processes associated to coherent excitation out of the ground state |g, 0, 0〉. We identify the
most probable dark count process to be the one depicted in Fig. S5(a). This involves a two-photon Raman transition
from the ground state |g, 0, 0〉 to the excited cavity state |g, 0, 1〉 through the detuned level |e, 0, 0〉, followed by the
emission of a photon [steps (1), (2), and (3)]. The effective collapse operator for this dark count process involving a
|g, 0, 1〉 → |g, 0, 0〉 jump can be written as
Lˆeffκ2,G = Cˆκ2,G
[
Hˆ(NH)sys,A,dark
]−1
Vˆ +dark, (S61)
where the Vˆ +dark =
Ω
2
√
2
|e, 0, 0〉〈g, 0, 0| operator describes the excitation of the system from the ground state.
Notably, as the jump occurs within the ground state subspace, it is not amplified by the classical drive Ω and
produces only a single emission event. Thus, we name the process a single dark count. Its rate is given by
Γ
(s)
dark,ss =
∣∣∣〈g, 0, 0|Lˆeffκ2,G|g, 0, 0〉∣∣∣2 . (S62)
The rate (S62) can be straightforwardly computed by inverting the matrix corresponding to the non-Hermitian
Hamiltonian, but its full form is too bulky to be presented here. We thus write the result of Eq. (S62) as a function
Γ
(s)
dark,ss(g2,Ω, A, κ2) in the following. Its lowest order expansion in powers of A
−1 reads:
Γ
(s)
dark,ss ≈
g22Ω
2
4A2κ2
, (S63)
showing a quadratic drop of the single dark counts with the anharmonicity of the artificial atom.
The single dark counts will be a noise source for the operation of the SPT. Fortunately, for reasonably low single
count rate and large gain of the system (Nout,2 > 50), it will be possible to discriminate these single emission events
coming from the classical drive from the avalanche triggered by the source photon. By setting a threshold of a
certain minimum signal, the effect of the single dark counts can be eliminated. Alternatively, these single dark counts
represent a leakage of the classical drive through the artificial atom. This gives rise to a weak coherent state in the
output, which can be removed by interfering them with another coherent state or by offsetting the result of a final
heterodyne detection (see the discussion below).
Enhanced dark counts.— A much more severe source of noise are enhanced or multiple dark count where the classical
drive induces a transition from the ground state to the excited manifold and triggers an avalanche of photons which is
indistinguishable from the avalanche induced by a single incoming photon. We therefore search for the leading order
processes in A−1 which leads to the projection of the system into one of the excited states. One such process is shown
in Fig. S5(b) and represents a Raman transition to the |g, 0, 1〉 state [steps (1) and (2)], followed by an off-resonant
excitation to |e, 0, 1〉 by the classical drive [step (3)], and subsequent decay to the excited state |e, 0, 0〉 [step (4)].
Alternatively, the system may arrive in |f, 0, 0〉 through a similar process.
The calculation of the enhanced dark count rate proceeds in the same fashion as above, except that the final state
is now an excited states so that the effective operator is
Lˆeffκ2,E = Cˆκ2,E
[
Hˆ(NH)sys,A,dark
]−1
Vˆ +dark. (S64)
The associated steady state rate is
Γ
(m)
dark,ss =
∣∣∣〈e, 0, 0|Lˆeffκ2,E |g, 0, 0〉∣∣∣2 + ∣∣∣〈f, 0, 0|Lˆeffκ2,E|g, 0, 0〉∣∣∣2 , (S65)
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FIG. S6: Sample of wave function Monte-Carlo trajectories, showing Cˆκ2,G (black bullets) and Cˆκ2,E (dark red diamonds)
dark count events. The blue cross corresponds to the |g, 1, 0〉 → |g, 0, 0〉 recovery process. The parameters are: Ω/g2 = 2,
κ2/g2 = 0.1, A/g2 = 50, g1/g2 = 0.2.
Again we only give the approximate expression to lowest order in A−1 which is
Γ
(m)
dark,ss ≈
g22Ω
4
32A4κ2
. (S66)
Note that this shows a much more favorable quartic decay of the enhanced dark counts with the anharmonicity of the
artificial atom. Since A is the largest scale in the problem this mean that the rate will be much lower than the single
dark count rate. The rapid decay of the enhanced dark count rate is a major advantage for the SPT since it reduces
the most severe type of noise in the system.
2. Wave function Monte-Carlo calculation
To access the dark count rate numerically we find the full counting statistics of the system taking the ground state
|Ψstart〉 = |g, 0, 0〉 as the starting state in the absence of signal photons. We then simulate the system using the wave
function Monte-Carlo technique (see Sec. F and Refs. [7, 8]). The relevant information about the dark counts is then
given by the jump events provided by the ground Cˆκ2,G and excited Cˆκ2,E state collapse operators. To illustrate the
dynamics, we show a sample of quantum trajectories, where aˆout,2 is monitored [Fig. S6]. Here, black dot bullets
correspond to Cˆκ2,G =
√
κ2|g, 0, 0〉〈g, 0, 1| jump events, and dark red bullets depict Cˆκ2,E jumps.
Following the analysis from the previous subsection, we note the appearance of scattered single dark counts (black),
with rare appearances of many-photon dark counts (dark red) coming in groups. To calculate the rates, we perform
Ntraj = 2000 calculations each of duration ttraj = 10
4g−12 . For the enhanced dark count rate we analyze the data given
by the first jump instance in a series by making a histogram of the time intervals between jumps τ (m) and setting
the rate to Γ
(m)
dark = 1/〈τ (m)〉. The statistical error of the estimate is given by standard error for the τ (m) distribution
divided by
√
N (m), where N (m) is total number of instances. This rate estimation procedure is only valid for recovery
times (total time spent in the excited subspace) much smaller than the total sampling time Trec ≪ ttrajNtraj, a
condition satisfied for the chosen simulation parameters.
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The results of the numerical simulations are plotted with error bars in Fig. S7. Here we have fixed the parameters
to Ω/g2 = 2, κ2/g2 = 0.1, g1/g2 = 0.2, and consider a tunable anharmonicity A. The single dark count rate Γ
(s)
dark
is shown in Fig. S7(a). We observe a good correspondence with the full analytical estimate provided by effective
operator technique [Eq. (S62), black solid curve], while the lowest order A−2 expansion given by Eq. (S63) [black
dashed curve] is suitable in the region of large anharmonicity.
In Fig. S7(b) we first plot the enhanced rate calculated by the wave function Monte-Carlo method (dark red error
bars), and compare it to the analytical estimates given by solid (full) and dashed (simple) curves. We observe that
while the full Γ
(m)
dark,ss(g2,Ω, A, κ2) function given by the solid curve [Eq. (S65)] bares the same behavior, it gives
three-to-four times smaller contribution than the wfMC calculation. This discrepancy can be attributed to the fact
that effective operator formalism captures the effective rate of decay process, relevant for the steady state. However,
it does not account for the temporal dynamics associated with (Rabi) oscillations between the levels, which occur
after a single dark count. To examine this additional contribution, we perform an analysis of the no-jump evolution
of the system in the next subsection.
3. No-jump evolution calculation
An additional way to extract the information about rate of going outside the ground state |g, 0, 0〉 is to calculate
the no-jump evolution [8], where the norm of system’s wave function |ψ(t)〉 decays under the propagation with the
non-Hermitian Hamiltonian Hˆ(NH)sys,A,dark. The jump rate is then proportional to Γj ∝ δp/δt = 〈ψ(t)|Cˆ†j Cˆj |ψ(t)〉, where
Cˆj is the collapse operator for process j. To get the actual rate the change of a particular jump probability shall
be divided by the total norm, Γj(t) = 〈ψ(t)|Cˆ†j Cˆj |ψ(t)〉/〈ψ(t)|ψ(t)〉. The rates calculated by the effective operators
correspond to those obtained by adiabatic elimination and represent the steady state rates Γj,ss = Γj(t → ∞). For
instance, the single dark count rate Γ
(s)
dark,ss can be extracted from 〈ψ(t)|Cˆ†κ2,GCˆκ2,G|ψ(t)〉/〈ψ(t)|ψ(t)〉 at large t, and
the result of this coincides with the full wfMC calculation results (not shown).
The estimate of the enhanced dark count rate relies on the jump rate for going to the excited state subspace.
Compared to the single photon dark count process, however, the steady state rate Γ
(m)
dark,ss is much lower for the
multiple dark counts, and the influence of higher order effects are therefore important. In particular, the presence
of a small coherent coupling between the ground and excited states leads to oscillations in the probability to jump
to the excited states P
(jump)
E (t) following a single dark count. We find that these oscillations tend to enhance the
jump probability P
(jump)
E during the time span where a jump is more probable. This means that the single dark
counts provide an induced rate of multiple dark counts. Although this probability is small, the rate of the single
dark counts is much higher. Hence the single dark counts induce an additional dynamical enhanced rate contribution
which is comparable to the steady state value found from the effective operators. The total enhanced dark count
rate reads Γ
(m)
dark(tend) =
(
tend∫
t0
〈ψ(t)|Cˆ†κ2,ECˆκ2,E |ψ(t)〉dt
)
/
(
tend∫
t0
〈ψ(t)|ψ(t)〉dt
)
, where we assigned t0 as a starting
time representing the time of a single dark count and tend denotes an integration time. This allows to capture the
increased probability to jump to excited states, provided by oscillations due to level dressing. While the expression for
multiple count rate Γ
(m)
dark(tend → +∞) contains full information about dark counts, its convenient to separate it into a
dynamical contribution, Γ
(m)
dark,dyn = Γ
(m)
dark(T ), where T is a short period at which oscillations occur, and the subsequent
steady state contribution. The latter can also be defined as Γ
(m)
dark,ss = limt→+∞〈ψ(t)|Cˆ
†
κ2,E
Cˆκ2,E |ψ(t)〉/〈ψ(t)|ψ(t)〉. The
results of full no-jump calculations are presented in Fig. S7(b) by red circles, whereas the full dots denote the steady
state rate contribution, well approximated by the analytically derived effective rate.
The previously described procedure provides an efficient numerical estimation of the induced rate, but to gain more
insight into the nature of this we also consider a simple analytical description of the causes of the dynamical jump
contribution. To this end we perform the analysis in a suitable dressed state picture. Namely, during the single dark
count cycle [Fig. S5(a)] which corresponds to an effective |g, 0, 0〉 dephasing at a rate Γ(s)dark, the jump processes should
not be to the original states, but should include the weak mixing of the ground state with the excited states. Here,
the ground state contains a weak admixture of excited state, |g, 0, 0〉 7→ ˜|g, 0, 0〉 = |g, 0, 0〉+ Ω
2
√
2
|e, 0, 0〉. Similarly, the
excited level gets a ground state contribution, |e, 0, 0〉 7→ ˜|e, 0, 0〉 = |e, 0, 0〉 − Ω
2
√
2
|g, 0, 0〉. This means that each single
dark count event can induce an additional multi-dark count. The process considered here corresponds to the collapse
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FIG. S7: Dark count rates. (a) Single dark count rate plotted as a function of anharmonicity A. The dots correspond to the
results of wave function Monte-Carlo simulation. These results are compared to the full analytical solution in Eq. (S62). The
simplified formula for Γ
(s)
dark,ss is shown by the dashed curve. (b) Multiple dark count rates calculated using different procedures.
Solid and dashed curves represent analytical results provided by Eqs. (S65) and (S66), respectively. Vertical arrows show the
the enhancement from the steady state value (dots) to the total dark count rate (circles) due to dynamical contributions induced
by the single dark count. The total dark count rate is calculated both from a full Monte Carlo simulation (filled circles) as
well as from the no-jump evolution following a single dark count (open circles). The results of the wave function Monte Carlo
simulation include error bars, but these are hardly visible for most of the points. The parameters are: Ω/g2 = 2, κ2/g2 = 0.1,
g1/g2 = 0.2, Ntraj = 2000, ttraj = 10
4g−12 .
operator Cˆ
Γ
(s)
dark
=
√
Γ
(s)
dark|g, 0, 0〉〈g, 0, 0|, which describes associated dephasing of the ground state. From this we can
find the relevant rate of accidental jumps to the excited state during a single dark count cycle,
Γ
(m)
dark,dyn =
∣∣∣ ˜〈e, 0, 0|CˆΓ(s)dark ˜|g, 0, 0〉
∣∣∣2 = g22Ω4
32A4κ2
, (S67)
which gives a dynamical contribution equal to the steady state rate described by Eq. (S66), thus providing an
analytical multi-dark count rate estimate closer to the numerical simulation. Furthermore, we find that additional
dynamical channels depend on the |g, 0, 0〉 ←→ |g, 1, 0〉 ←→ |e, 0, 1〉 coupling, suggesting that processess other than the
direct |g, 0, 0〉 ←→ |e, 0, 0〉 process shall be considered. Regardless of the exact cause of the dynamical contributions,
however, these effects will be a perturbation on the single dark count rate. Therefore the multiple dark count rate
will be much lower than the single dark count rate, thus providing an efficient suppression of the most detrimental
source of noise.
The full description of dynamical dark count processes involves a coupled system of six relevant levels, and in
principle shall also include the interference effects between different decay paths, neglected due to the separation of
the collapse operator Cˆκ2 . While the latter can potentially change the dark count rate, so that constructive interference
could enhance it by a factor of two, or destructive interference could diminish the rate, a full analytical treatment is
complicated and a more detailed analysis is beyond the scope of this paper.
I. Single photon detection
In the main text of the paper we describe a reliable way to create the single photon transistor device. It generates
an avalanche of gain photons conditioned on the arrival of a single signal photon. Consequently, this process can be
used as a single microwave photon detector. Here we describe a possible procedure to achieve efficient detection of
the outgoing signal using existing homodyne detection techniques.
The measurement of a signal photon relies on the possibility to detect a large number of gain photons, distributed
on different frequency modes. This can conveniently be done using a heterodyne detection scheme [2, 12, 13]. The
corresponding process requires the mixing of the outgoing gain photons with an additional coherent microwave drive,
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FIG. S8: Microwave photon detection scheme. The signal photon enters a single photon transistor device, which generates an
avalanche of gain photons at the output. This output signal is mixed on the beam-splitter (BS) with a strong coherent drive
of a microwave local oscillator (LO). Following the detection of microwave photons at each arm, the photocurrent difference
signal can be extracted.
acting as a local oscillator (LO) at a frequency ω0. The detection of gain photon then depends on the measurement
of the difference photocurrent [see sketch in Fig. S8]. It is generically given by the relation
Iˆ− =
1
2
[α(t) + aˆgain(t)]
†
[α(t) + aˆgain(t)]− 1
2
[α(t)− aˆgain(t)]† [α(t) − aˆgain(t)] = α∗(t)aˆgain(t) + α(t)aˆ†gain(t), (S68)
where α(t) = α exp(−iω0t) is the local oscillator with amplitude α, and aˆgain(t) describes the gain photons coming
out of SPT. We note that a similar scheme can be arranged using Josephson parametric amplifiers and high-electron-
mobility transistors [14].
Assuming a real amplitude for the coherent state, and decomposing the SPT output into an infinite set of frequency
modes, aˆgain(t) =
∞∑
k
aˆk exp(−iωkt)/
√
T , we get
Iˆ− =
α√
T
∞∑
k
(
aˆke
−i(ωk−ω0)t + aˆ†ke
i(ωk−ω0)t
)
, (S69)
where ωk = 2pik/T denotes the frequency of each mode and T is the integration time. While in general the frequency
range spans to infinity, the outgoing photons will be distributed in a bandwidth δω set by the qubit dynamics. The
modes in the relevant frequency range can be isolated by performing a Fourier transform of the output current and
introducing a suitable filter function. For the discrete Fourier transform considered here this changes the summation
range to a finite number. Finally, the Fourier transform of the difference signal reads Iˆ− = α
M∑
k=1
(
aˆk + aˆ
†
−k
)
, where
indices ±k correspond to different sidebands. While the number of frequency modes at the output M can be chosen
at will, the relevant frequency range in which the gain photons come out can be easily estimated for the relevant SPT
parameters. In particular, the frequency spacing between modes of the output is δω ∼√g22 +Ω2, and the frequency
integration window is proportional to 1/T = γrec, where γrec is the recovery rate. For the cavity 2 decay rate κ2 being
comparable to the coupling constants g2 and Ω, in the worst case the photon spectrum will fill the entire frequency
width δω. Their total number can be then estimated by M = δωT/2pi. In the opposite case of small outcoupling
rate κ2 this relation will be modified, leading the much smaller number of modes as compared to the number of gain
photons. However, this also comes with a smaller gain [see Fig. 3(c) in the main text].
We proceed with estimating the signal-to-noise ratio for the detection. For this, we assume that the experiment
extracts the information by squaring the output from each mode and summing over all modes (note that one could
imagine more advanced statistical analysis of the output [13], but for simplicity we restrict ourselves to this strategy).
This is described by the observable operator Oˆ = α2
M∑
k=1
(aˆ†k+ aˆ−k)(aˆk+ aˆ
†
−k), and we also introduce the square of this
operator, Oˆ2 = α4
M∑
k=1
M∑
k′=1
(aˆ†k + aˆ−k)(aˆk + aˆ
†
−k)(aˆ
′†
k + aˆ−k′)(aˆ
′
k + aˆ
†
−k′ ). Next, we need to consider expectation values
of these operators over the vacuum state |vac〉 and SPT output given by |out〉. The signal-to-noise ratio analysis
requires us to determine the mean and the variance of photon number distributions for vacuum (dark counts) and
signal input (gain photons).
A vacuum input state corresponds to an output with zero photons |vac〉 = |0102..0M 〉 written in the Fock states
basis. We note that the single dark counts can be understood as the leakage of the drive Ω to the output 2 port. This
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results in one of the output modes being in a coherent state. The resulting change can be accounted for by adding
a displaced coherent state to one of the input modes. We consider the vacuum case for simplicity, but the overall
result is expected to be the same once the constant shift due to the non-zero coherent state amplitude is subtracted
from the particular mode in question. The estimate of the mean value of the observable for the vacuum input is
given by 〈vac|Oˆ|vac〉 = 〈vac|
M∑
k=1
aˆ−kaˆ
†
−k|vac〉 = M (we set α = 1 for simplicity). The expectation value of 〈Oˆ2〉vac
is represented by two non-zero terms 〈vac|
M∑
k
M∑
k′
aˆ−kaˆkaˆ
†
k′ aˆ
†
−k′ |vac〉 = M and 〈vac|
M∑
k
M∑
k′
aˆ−kaˆ
†
−kaˆ−k′ aˆ
†
−k′ |vac〉 = M2.
This yields the variance of Var[Oˆ] = 〈Oˆ2〉vac−〈Oˆ〉2vac =M . From the central limit theorem it follows that since a large
number of the modes M is considered, the distribution will be Gaussian, Pvac(O) = exp[−(O −M)2/2M ]/
√
2piM .
Next, we proceed with the description of the difference photon number distribution for the case of a general input.
This can be expressed in the Fock state basis as an arbitrary superposition of the states |out〉 =∑
j
Cj |n1,jn2,j..nM,j〉.
To obtain an estimate, we assume a non-squeezed output state, 〈vac|
M∑
k
aˆkaˆk|vac〉 = 0. The mean value then reads
〈Oˆ〉out = 〈out|
M∑
k
aˆ†kaˆk|out〉+ 〈out|
M∑
k
aˆ−kaˆ
†
−k|out〉 = 2N +M, (S70)
where N denotes the total number of photons at the output. Thus the efficient operation of the system as a detector
requires N ≫√M/4, which typically can be achieved for large gain parameters.
To provide the quantitative estimates the statistics of the output has to be considered carefully. In general this
is an arduous task as the numerics only allows us to access the probability distribution for the region of small gain,
which does not fall into parameter regime we are generally interested in. Instead we shall estimate the outcome of this
using the inferred probability distribution from the simulation in Sec. F. To be concrete we then set a threshold Oth
for faithful detection such that a detection event is registered if O > Oth, whereas no detection is observed if O < Oth.
This implies that the process of distinguishing the signal from vacuum introduces two types of errors: a reduction
of the efficiency from output signal not exceeding the threshold, and a dark count rate from vacuum fluctuations
exceeding the threshold. The trade-off between these to quantities is ultimately set by Oth and changes with system
properties, such as gain, recovery rate, and the number of frequency modes.
First, we consider the worst case scenario where the output is fully determined by the exponential distribution given
as P expout (O) = exp(−O/λ)/λ, with a mean value of 〈Oˆ〉expout = λ. Taking the parameters of Ω = g2/2, g1/g2 = 0.003,
κ2/g2 = 1, and the corresponding gain of 200 photons, we can estimate the number of modes M ≈ 90. We choose
the threshold to be in the form Oth = ζ
√
M , where ζ is a tunable parameter. Setting it to ζ = 2 we estimate an
efficiency of η = 95% with 0.02 dark count probability. Given the deviation of gain photon probability distribution
from the exponential at the small counts region, we expect the results to be slightly improved for the actual detection.
Alternatively, we can modify the parameters to achieve higher gain of 1000 photons, choosing Ω = g2/2, g1/g2 =
0.0013, κ2/g2 = 1, and estimating M = 600 as a number of frequency modes. By setting ζ = 3 we get an efficiency
η = 97% at a 10−3 dark count level.
Next, we note that one can consider the case of an undercoupled second cavity, κ2/g2 ≪ 1, where number of
frequency modes of the output decreases. This corresponds to two frequency bands determined by the allowed
transitions between dressed states shown in Fig. 1(c) of the main text. Then, the gain can be detected by selecting
two frequency bands containing the photons of interest from the output of the heterodyne detection. The described
scheme can potentially reduce the effects of vacuum noise, as compared to multimode detection.
Finally, we note that exploiting the single photo transistor, the possible detection scheme is not restricted to the
optics-inspired techniques. In particular, using a calorimetric device the measurement of zeptojoule microwave pulses
is possible [15]. In our setup this corresponds to a signal of 130 photons at a frequency of 12 GHz, thus opening the
possibility of temperature based detection of a single photon.
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