Seismic tomography is emerging as an imaging method for determining subsurface structure. When the view-angle coverage is limited and the scale of the medium inhomogeneities is comparable with the wavelength, as is often true in geophysical applications, the performance of ordinary ray tomography becomes poor. Other tomographic methods are needed to improve the imaging process. Here we study diffraction tomography and multisource holography and evaluate their performances for surface reflection profiling (SRP), vertical seismic profiling (VSP), and cross-hole measurements. Theoretical formulations are derived for twodimensional geometry in terms of line sources along a source line and line receivers along a receiver line. The theory for diffraction tomography is based on the Born or Rytov approximation.
INTRODUCTION
In this paper we study two approaches to seismic imaging: diffraction tomography and multisource holography. Traditional holography, which uses a single source, is a method to reconstruct wavefronts from the phase and amplitude information of the scattered wave field. The reconstructed wavefront can give a three-dimensional (3-D) image of the object. (For the theory and application of optical holography, see Goodman, 1968; Smith, 1969; and Francon, 1971.) Acoustic holography followed the developments in optics, with applications to nondestructive evaluation of materials, underwater imaging, and medical diagnosis. There is vast literature on acoustic holography (e.g., Metherell et aI., 1969; Meth- which is similar to Kirchhoff-type migration, often gives distorted images of the object. This distortion causes long tails of the image in the case of SRP and a strong noise belt in the case of VSP and is due to incomplete and nonuniform coverage of the object spectrum. The filtering operation of diffraction tomography helps in correcting the nonuniform coverage (including duplication) of the object spectrum in the reconstruction process and therefore reduces the distortions. On the other hand, multisource holography is better suited for imaging sharp boundaries with large acoustic impedance contrasts since diffraction tomography is restricted, as presently formulated, to weak inhomogeneities. In addition, multisource holography has the flexibility to be used with an arbitrary number of sources (including a single source). Its sampling interval is not restricted by the Nyquist frequency.
Numerical examples show that combined data sets (such as surface reflection data combined with VSP data, or cross-hole data combined with surface data, etc.) improve the image quality.
erell and Larmore, 1971; Wade, 1972;  Green, 1973;  Booth, 1975;  Kessler, 1976;  Wang, 1979; Powers, 1981;  Kaveh et aI., 1983) . Hildebrand (1980) gives a short review on the advances in this field. Several investigators have tried to use acoustic holography for seismic exploration (Farr, 1968; Fontanel, 1971; French et aI., 1973) . The traditional single-source, singlefrequency holography had poor longitudinal resolution (Fontanel, 1971 ; French et aI., 1973; Wu et aI., 1977) . To overcome this serious drawback, multifrequency holography and multisource holography were introduced (Wu et aI., 1977;  Wu and Xu, 1979) . Similar methods were introduced in seismic exploration as Kirchhoff migration (French, 1975; Schneider, 1978; Gazdag, 1978) . In multisource holography, the image reconstruction is a double-focusing process with both the 
u(r) = uO(r) + U(r),
where u(r) is a scalar quantity of the field such as pressure, co is the frequency, and V 2 is the Laplacian operator. Define the object function O(r) as C 2 O(r) = 1 -C2~r)'
The basic principle of diffraction tomography is simple, but it is often masked by the complexity of the algebra. To demonstrate the basic principle, we take an approach that simplifies the formulation.
Consider a plane wave incident on an object in a homogeneous, infinite medium (Figure 1 ). Suppose the receiver is far from the object so that the scattered wave from the object can be treated as a plane wave at the receiving point. We call this a "basic scattering experiment." We derive the relation between the scattered field and the object spectrum.
For further simplification, consider the case of the acoustic wave equation with constant density. The object is described by the velocity distribution C(r), where r is the position vector. The host medium has a velocity Co. The wave equation in the source-free region is migration, distorts the image of the object. Especially in the case of vertical seismic profiling, there is a strong background noise belt. This noise belt is significantly reduced by the filtering operation of diffraction tomography. and substitute in equation (1) to obtain
receiver and source arrays (Wu and Xu, 1979) . The method can be used to image both sharp boundaries (edges, corners, curved interfaces) and weak inhomogeneities.
Holography is not an exact inversion method; it often distorts the image. Recently, diffraction tomography, though not exact either, has been developed as a more accurate imaging method (for a review, see Kak, 1985; Devaney, 1985) . Ordinary tomography (or ray tomography), such as X-ray tomography, refers to cross-sectional reconstruction of the medium parameter distribution (velocity or absorption distribution) using transmission data and simple ray theory. When the coverage of illuminating and viewing angles is limited, or the scale lengths of the medium inhomogeneities are comparable with the wavelength, the performance of ray tomography becomes poor. Diffraction tomography was introduced to improve the imaging process (Mueller et al., 1979; Mueller, 1980; Mueller et al., 1980; Devaney, 1982 Devaney, , 1983 Devaney, , 1984 Kaveh et al., 1983; Nahamoo et al., 1984) . In diffraction tomography the scattered field (or diffraction field) is used to reconstruct the object function. The basic principle is given in Wolf (1969) , in which the scattered field based on the Born approximation is used to reconstruct the distribution of refractive index for a weak scattering object. Dandliker and Weiss (1970) discuss the information coverage in the spatial frequency domain for certain experimental geometries. Iwata and Nagata (1975) generalize the method to the Rytov approximation.
For geophysical applications, Devaney (1984) derives the formulas for the special cases of borehole-to-borehole transmission and surface-to-borehole VSP measurements (Devaney and Oristaglio, 1984) . In Devaney's derivation the sources are assumed to be plane waves incident from all directions in a hemisphere from the upper half-space. Here we formulate the process in terms of point sources along a line. Such a source geometry is more appropriate for the surface reflection, multioffset VSP, and cross-hole measurements used in geophysical exploration. We compare the results from diffraction tomography with those of multisource holography using synthetic data. We show that diffraction tomography is equivalent to multisource holography except that diffraction tomography includes an additional filtering operation. Multifrequency, multisource holography is equivalent to prestack migration used in seismic exploration. We show by the information coverage in the spatial frequency domain and by numerical examples that, without filtering, multisource holography, like (5) By using the free-space Green's function G(I r -r' I), we obtain U(r) from equation (5):
where the integration is taken over the volume of the object. Assuming the object is a weak inhomogeneity, the Born approximation (u~UO) applies and equation (6) becomes
For our basic scattering experiment, the incident wave is a plane wave r uO(r') = exp (ikI• r'), The integration in equation (11) is in the form of a 3-D Fourier transform. Define
Since the receiver is far from the object, we can use the Fraunhofer approximation for the Green's function, that is, GO r -r[) ;:::; exp [ik(r -r' . r)JI r,
where r is the unit vector in the r direction. Substituting equations (8) and (10) into equation (7), we obtain (17)
where G(r, r.), where r is the position vector of the object point and r, is that of the source point. From equation (7) we obtain
where U(r g, r.) is the scattered field measured at point r g when the point source is at r s, O(r) is the object function defined by equation (2), and G is the free-space Green's function. Taking the Fourier transform of equation (14) along both the source line and geophone line, we have With the basic definition just given we can derive the formulation for the application of diffraction tomography to surface reflection, vertical seismic profiling, and cross-hole measurements. For simplicity, we discuss only the twodimensional Here, the incident field UO is equal to the point-source field which is the plane-wave scattering response. From equation (11), we can obtain -~l (13) where 0 is the 3-D Fourier transform of the object function O(r). Equation (13) is the fundamental equation for diffraction tomography or for the holographic imaging of a semitransparent object. It relates the plane-wave scattering response UpI (f, r), where f is the unit vector for the incident direction and r is the scattering direction, to the 3-D spectral density of the object function O(K) at the 3-D spatial frequency K = k(r -f). Note that this simple relation is only valid when the Born approximation holds. Equation (13) shows that the plane-wave scattering response of an object for a given scattering angle is related to the 3-D spectrum of the object at only one point in the spatial frequency domain, namely, at K = k(r -f); while in the space domain it is related to all the points of the object. Beyond the Born (or Rytov) approximation, this simple relationship disappears.
The 3-D Fourier transform of an object is a representation of the object by a superposition of sinusoidal 1-D media with different periods and in different directions. Therefore equation (13) means that one basic scattering experiment can detect only one sinusoidal1-D component of the object. (16) and (17) into equation
x Iv O(r) exp [ -ik(g -~. rJ ds, (20) where f = -s is the unit vector in the incident direction. The integration in equation (20) is in the form of a 2-D Fourier transform. Therefore, equation (20)can be written as -~l (21) where O(K) is the 2-D Fourier transform of O(r). Equation (21) is another form of the fundamental relation equation (13). The left-hand side is the plane-wave scattering response (or the angular spectrum of the scattered field) which is related to the object spectrum in a simple way (right-hand side). The generalization of equation (21) to the case of the Rytov approximation is straightforward. Instead of equation (14), in the case of the Rytov approximation we have (Chernov, 1960; Flatte et al., 1979; Devaney, 1984; Slaney et al., 1984) cI>(r g , r s) = G(r g , r.)il'¥(r g , r s)
Iv O(r)G(r, r.)G(r g , r) dr, (22) where G(r g , r s ) is the primary field at the geophone when the point source is at r., and il'¥(r g , r.) is the complex phase difference between the total field u(r g , r s ) and the primary field uO(r g r s ) = G(r g, r s ), and is defined by
Therefore, instead of equation (21) the fundamental relation for the Rytov approximation is
where c1I(k g , k s ) is the double Fourier transform of <l>(r g , r s )' which is defined as
It has the same form as equation (21) 
If we can obtain O(K) for all the K from the scattering measurements, we can, in principle, recover O(r) unambiguously. Because of limitations in experimental geometry for geophysical applications, we generally obtain only partial information about the object spectrum O(K), and therefore cannot recover O(r) precisely. In the following section, we discuss the specific cases of surface reflection profiling (SRP) and vertical seismic profiling (VSP) and cross-hole measurements.
Surface reflection profiling (SRP)
In this configuration, we have both the source line and geophone line along the surface. The scattering direction g is related to kg and Y9 by
where e is the angle between g and the geophone line. In the same way
where <I> is the angle between the incident direction : and the source line. Therefore for one pair of tI, g), i.e., one element of the scattering matrix U(k g , k s ) ' we can obtain only the object (c) In the case of VSP, the spectral coverage for one incident direction is a semicircle facing toward the borehole.
Seismic Tomography arid Holography Figure 2b ).
For one incident angle I, the data from all the scattering angles will cover the information on a semicircle in the spectral domain (Figure 2b ). The semicircle is toward the gcophone line. For all incident angles (0 s <p S n), the information coverage in the spectral domain is shown in Figure 3a by the shaded and cross-hatched area. Because the object is considered losslcss [i.e., O(r) is a real valued function], we have where the asterisk stands for the complex conjugate. Therefore, the spectral coverage is conjugately symmetric. This property extends the coverage to the shaded region. From Figure 3a it can be seen that the spectral coverage of the single-frequency surface reflection measurements is poor, especially for the low-frequency components in the vertical direction.
Vertical seismic profiling (VSP) and the combination of VSP and SRP Similarly, for one incident angle I (corresponding to one k,), the information in the data for all the scattering angles in the VSP case will cover a semicircle in the spectral domain, as shown in Figure 2c . For the whole set of data for all incident angles, the spectral coverage is shown as the dotted region in Figure 3b . In some regions in the spectral domain the information has double coverage, but in other regions the information is missing. In general the VSP geometry provides better spectral coverage than the surface reflection data. 
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Wu and Toksoz Figure 3c shows the spectral coverage of the combined data set of VSP and SRP. The improvement in the information coverage is obvious.
Cross-hole measurements
In cross-hole transmission measurements, sources are in one borehole (e.g., the left borehole), and geophones are in another borehole (e.g., the right borehole) as in Figure 4a . For one incident angle i, the information coverage of all the scattered waves in the half-space in the right-hand side is a semicircie facing the geophone borehole. The spectral coverage for the whole transmission data set (including all the incident and scattering angles) is shown in Figure 4b (as derived by Devaney, 1984) . The resolution in the z-direction is good, but resolution is generally poor in the x-direction. However, if the borehole reflection data can be combined with the cross-hole transmission data, the information coverage in the spectral domain will be complete within the circle of radius 2k.
Note that in Figures 3 and 4 the spectral coverages are for the ideal theoretical case in which both the source line and receiver line are infinitely long. In practice, because the source and receiver lines are finite, the spectral coverage is reduced. The primary effect is coarser sampling in the wavenumber domain that affects the image quality. The "finiteness effect" is difficult to demonstrate analytically. We later show the influence of finite aperture on image quality using numerical examples (Figures 6 and 7) . These examples also show that image quality varies with the position of the object. Generally speaking, the farther the object is from the center of the observation lines, the worse the spectral coverage.
Figures 3 and 4 also show that the maximum spatial frequency which can be recovered is 2k o , where k o = 21t/"-is the wavenumber of the wave field. I Iowever, if the spatial interval of sources and receivers is greater than the half-wavelengths of the incident waves, the spectral coverage will shrink accordingly. The reconstructed image will be a low-passed version of the full coverage and there may be aliasing.
COMPARISON OF DIFFRACTION TOMOGRAPHY AND MULTISOURCE HOLOGRAPHY
Multisource holography is a generalization of the traditional single-source holography. It is a numerical reconstruction procedure based on the double focusing principle (for both the source array and the receiver array) (Wu and Xu, 1979) . For any point (x, z) in the object space, the reconstructed image can be calculated by
m=l n=l where 8.
c.
and
Umn is the scattered field measured by the mth receiver for the nth source. B g is the back propagator from the geophone point to the image point, B, is the back propagator from the image point to the source point, R g is the distance between the geophone and the image point, and R, is the distance between the source and the image point. Equation (29) is an imaging process in that it focuses both the receiver array (inner summation) and the source array (outer summation). This imaging process can be applied to two different classes of objects: the class of discrete scatterers, such as sharp boundaries, interfaces, edges, and corners; and the class of weak inhomogeneities that satisfy the Born or Rytov approximations. The latter case has a close relationship to diffraction tomography. To show the relationship to diffraction tomography, we return to equation (21) and calculate the object spectrum from the transformed scattered field (the angular spectrum). The 2-D inverse Fourier transform of the object spectrum gives the band-limited reconstruction of the object function. However, reconstruction can also be done in the wavenumber domain of b.
d. The window functions are shown in Figure 5 in the (k s, kg) domain. Because O(K) is conjugately symmetric and bandlimited (see Figure 3) , we take the double of the real part of equation (33) as the object image. The final reconstruction formula becomes
where ( the scattered field (kg, k; domain) by filtered back propagation (Devaney, 1982 (Devaney, , 1984 . Starting from equation (21), we obtain
where J(K x, K, I k s' kg) is the Jacobian of the coordinate transformation. For the VSP case (see Figure 2a ),
and is the filtered angular spectrum of the scattered field. Here we assume d s = 0 and d g = X h (the horizontal distance from the origin to the borehole). From equation (35), we can see that 0 1 (x, z, k s) is formed by back propagating D(k g , k s) from the geophone line to the object space and O(x, z) is formed by back propagating 0l(X, z, k s ) to the source line. This is a double focusing process for D(k g , kJ Equation (35) is the holographic reconstruction process for D(k g, k s) using the angular spectrum method (Boyer, 1971) . Diffraction tomography modifies the process into a velocity inversion method by windowing and weighting the data in the spectral domain. Figure 3b shows that, in the VSP configuration, the information of the object spectrum is sampled non uniformly. Near the center in the upper right quadrant the sampling is much denser than elsewhere. Therefore, the holographic reconstruction by back propagation without filtering will cause severe distortion of the image (this is shown later by numerical examples). Diffraction tomography corrects this nonuniformity by weighting the data using the Jacobian of the coordinate transformation. The information duplication in some areas of the spectral domain also causes distortion of the image. Diffraction tomography removes the duplication by windowing. Similarly, for the case of SRP, we have
The reconstruction formula (33) becomes where (34) (32) if kg~Y. for k s~0 otherwise.
To eliminate duplicate information in the spectral domain, we define two windows to remove the high-frequency duplication (the upper right part in Figure 3b ) and the low-frequency duplication (the lower left part in Figure 3b) : 10. The reconstructed images of the object in Figure 9 (64 sources and 64 geophones on the surface, with a space interval of a half wavelength). (a) by multi source holography for the case of SRP, (b) by multisource holography for the case of VSP, (c) by multisource holography for the case of using both SRP and VSP data, (d) by diffraction tomography for the case of SRP, (e) by diffraction tomography for the case of VSP, (f) by diffraction tomography for the case of using both SRP a nd VSP data.
.... 
The reconstruction formulas become mary purpose of this paper is to show the relative performances of diffraction tomography and multisource holography for different source-receiver configurations used in seismic imaging. We do not discuss the extrapolation and filtering technique, but simply use the minimum energy inversion on the reconstruction. For the reconstruction, we used the method of filtered back propagation for diffraction tomography (Devaney, 1982 (Devaney, , 1984 . The algorithms are based on equations (35), (38), (41) and the relative formulas. The reconstruction is accomplished by back propagating the filtered scattered field. For example, in formulas (35) (for VSP), D(k g , k. ) are the filtered data and exp [ -iy9 (x, -x)] and exp [ -iys 
In the case of the Rytov approximation, all the reconstruction formulas are the same except that Devaney (1984) shows numerical simulation results for the case of borehole-to-borehole transmission measurements and offset VSP. In the simulations he uses the theoretical formula of the 2-D spectrum of a circular or elliptical disc and generates the angular spectrum of the scattered field O(k g , k. ) from the object spectrum O(K), using a formula similar to equation (21). In such a simulation the distortion due to finite aperture and the influence of sampling interval cannot be tested. To be more realistic and to compare the results with those of multisource holography, we calculate the scattered field U(r g , r.) in the space domain using equation (14) based on the Born approximation. Since we can also generate the data set for the Rytov approximation using the same formula [the right sides of equations (22) and (14) have the same form], these numerical tests are for both the Born and the Rytov approximations. These tests are only to demonstrate the influence of various measurement geometries and the effects of filtering on the imaging process.
To cope with the missing information in the object spectrum (i.e., the" blind" areas in the spectral coverages for different source and receiver configurations , shown in Figures 3 and  4) , we adopt the criterion of " minimum energy inversion" (Devaney, 1984) . That is, in the reconstruction the blind areas in the object spectrum are taken to be zero. If we do not have any a priori knowledge about the object, this is probably the best strategy for reconstruction. In practice, some a priori knowledge of the imaged object may be available. In such cases, there are ways of extrapolating in to the blind areas (Sezan and Stark, 1983) . In order to reduce the side-lobe effect of sharp boundaries of the blind areas, some smoothing can be performed using an appropriate filter (Menke, 1985) . The pri- The object.
equation (36) also in the wavenumber domain. Pan and Kak (1983) have compared this method with the method of interpolation and Fourier transformation and have shown that for the case of full angular coverage these two algorithms can have the same results. Detailed comparison of different reconstruction algorithms is beyond the scope of this paper; the reader is referred to Pan and Kak (1983) and others (Oristaglio, 1983; Nahamoo et al., 1984) . In the case of multisource holography, the direct calculation of equation (29) is timeconsuming. However, there is a fast algorithm using the fast Fourier transform (Wu and Xu, 1978) for calculating equation (29) which makes the computing time of multisource holography of the same order as the filtered back propagation algorithm for diffraction tomography.
Figures 6 through 13 show some examples of reconstructed images from diffraction tomography and multisource holography using synthetic data calculated from equation (14). In Figure 6 there are 16 sources on the surface and 16 geophones in the borehole. The object is a point scatterer (Figure 6a) . A comparison of images in Figures 6b and 6c shows that multisource holography has a similar image quality (Figure 6b ) to that of diffraction tomography (Figure 6c ). In these examples the object (point scatterer) was located at the intersection of the center lines of source and receiver arrays. When the object was moved away from the center, the image quality changed. Figures 6d, 6e , 6f, and 6g show four examples where the object was located sequentially at four corners of the square whose two edges are the source and receiver arrays. These images are reconstructed by diffraction tomography in the same way as in Figure 6c . The image quality is degraded toward the outer edges of the imaging plane. The poorest resolution is when the object is at the farthest corner (Figure 6f ). These indicate that effective tomographic reconstruction is possible when source and receiver arrays bracket the object. When the numbers of sources and geophones increase, diffraction tomography becomes advantageous. The results for the same point scatterer, but with 32 sources on the surface and 32 geophones in the borehole, are shown in Figure 7 . Diffraction tomography achieves a slightly better image (Figure 7c ) than does multisource holography (Figure 7b ). However, multisource holography has the advantage of flexibility. It can use an arbitrary number of sources depending upon their availability and the requirements of the image quality. Figure 7d shows an image of the point scatterer obtained from only one source on the surface, 32 geophones in the borehole, and 32 geophones on the surface. The image quality is still acceptable. Figure 8 gives the results for a square box composed of point scatterers placed at half-wavelength intervals. There are 32 sources and 32 geophones on the surface for both diffraction tomography and holography. The image from diffraction tomography (Figure 8c ) is defined better than the image obtained from holography ( Figure 8b) .
To test the quality of imaging for complex structures, we took three letters, "ERL," as our object. The letters are made up of point scatterers separated by one wavelength (Figure 9 ). Figures 10 through 13 show the results from multisource holography and diffraction tomography. Unless otherwise stated, we used 64 sources along the source line and 64 geophones along the geophone line. The sources and geophones are equally spaced at half-wavelength intervals. Figure 10 shows the results from multisource holography and diffraction tomography for the case of surface reflection measurements. Note the long tails of the holographic image (Figure lOa) , due to the poor longitudinal resolution of single-frequency holography and the decrease of this resolution with distance. Diffraction tomography reduces the long tails (Figure lOd) by correcting the non uniformity of the spectral information through weighting the transformed scattering data. Figures lOb and lOe show the results for the VSP case. The holographic image has a strong belt-shaped noise band ( Figure  lOb) because of the nonuniform sampling of the object spectrum and the lack of information about the object spectrum in certain directions as illustrated in Figure 3b . This noise belt is inherent in the holographic imaging process for this geometry and cannot be removed by increasing either the aperture or the number of observation points. Figure l lb shows the holographic image for the case of 128 geophones and 128 sources. The strong noise belt still exists. However, diffraction tomography reduces this noise belt significantly (Figure lOe) by weighting and windowing. Figures lOc and lOf give the comparison between the results from holography and diffraction tomography for the case where both surface reflection data and VSP data are used. Diffraction tomography gives better results.
To test the effect of multiple frequencies, we performed numerical simulation of multifrequency, multisource holography (see Wu et al., 1977) for the cases of surface reflection measurements and VSP. We used ten frequencies in the simulation. The bandwidth was about one-half of the highest frequency fmax and the spacing of sources and geophones was equal to the half-wavelength at fmax. For each frequency the data matrix is 64 geophones and 64 sources. We can explain this difference by the information coverage of multifrequency data in the spectral domain. Figure 12 shows the improvements in spectral coverage by using multiple frequencies for the cases of surface profiling and offset VSP. The dark areas are the extra information that can be obtained by using multiple frequencies within the bandwidth t1f = (1/2)fmax. In the case of surface profiling, the benefit of using multiple frequencies is much greater than in the case of VSP. In addition, the nonuniform sampling of the object spectrum is inherent to the VSP geometry. Therefore, use of multiple frequencies cannot remove the noise belt.
Multifrequency, multisource holography is equivalent to prestack migration (Wu et al., 1977) . Therefore, the problem of a noise belt is also inherent in VSP migration. As demonstrated by Keho (1984) , the image of a point scatterer by VSP migration is a tilted and twisted "bow-tie" shape. This artifact is of the same type as the noise belt and can be reduced by filtering the data based on the principle of diffraction tomography. Although the image quality of multisource holography is not as good as that of diffraction tomography for weak inhomogeneities, it can be applied to the case of discrete strong scatterers in which diffraction tomography has little use. It also has the flexibility of using an arbitrary number of sources or receivers.
The other flexibility of multisource holography is that the sampling interval is not restricted by the Nyquist frequency. Figure 13 shows the image of letters "ERL" composed of point scatterers having an interval of five wavelengths (the same as the sampling interval of the data) reconstructed by multisource holography. Diffraction tomography cannot be used in this case. Apparently, the combination of borehole data and surface data provides much improved image quality ( Figure 13c ) over using either surface data (Figure 13a ) or borehole data (Figure 13b ) alone.
Figures 13d and 13e show the reconstructed images using cross-borehole measurements. Figure 13d gives the result of borehole-to-borehole transmission holography, with 32 sources in one borehole and 32 receivers in the other borehole. Figure 13e shows the reconstructed image using both the borehole-to-borehole transmission data and surface reflection data. Both images have fairly good quality.
CONCLL'SIONS
We have derived the reconstruction formulas of diffraction tomography for the cases of surface reflection profiling (SRP), vertical seismic profiling (YSP), and cross-hole measurements. In the derivation we assumed line sources along a source line and line receivers along a receiver line for a 2-D inhomogeneous medium. We studied the relationship between diffraction tomography and multisource holography through theoretical analysis and numerical experiments.
The quality of the reconstructed image depends upon several factors:
(1) The object spectrum in the spatial frequency domain has holes (i.e., information ..blind areas") for each geometry (SRP, YSP, cross-hole). Thus none of the three geometries alone can reconstruct the image perfectly. Using a combination of two geometries (e.g., SRP and YSP, or SRP and cross-hole), the blind areas can be reduced and image quality can be improved.
(2) The object spectrum in the spatial frequency domain has nonuniform information density and includes duplication. The filtering operation used in the diffraction tomography reconstruction algorithm corrects the non uniformity of information density in the object spectrum and therefore reduces the distortions of the image, (3) Using multiple frequencies instead of a single frequency improves the information coverage and the image quality. The improvement is more significant in the case of SRP.
(4) Diffraction tomography as formulated here is based on the Born or Rytov approximation and is restricted to weak inhomogeneities.
(5) Diffraction tomography is equivalent to multisource holography with prefiltered data. Holography is not an inversion method and often gives a distorted image of the object. On the other hand, it permits the flexibility of using an arbitrary number of sources (including one source). It is suited for the imaging of sharp boundaries such as edges, corners, and interfaces.
