Long-term variability of the net water flux into the Mediterranean Sea at the Gibraltar Strait over the period 1960-2009 is explored based on an approach combining multiple observational datasets and results from a regional climate model simulation. The approach includes deriving Gibraltar net inflow from the application of the Mediterranean Sea water budget equation using observationally based estimates of mass variation, evaporation, precipitation and simulated river discharge and Bosphorus Strait water fluxes. This derivation is compared with results from a simulation using the PROTHEUS regional ocean-atmosphere coupled model considering both individual water cycle terms and overall Gibraltar water flux. Results from both methodologies point to an increase in net water flux at Gibraltar over the period 1970-2009 (0.8 +/− 0.2 mm/mo per year based on the observational approach). Simulated Gibraltar net water flux shows decadal variability during 1960-2009 including a net Gibraltar water flux decrease during 1960-1970 before the 1970-2009 increase. Decadal variations in net evaporation at the sea-surface, such as the increase during 1970-2009, appear to drive the changes in net inflow at Gibraltar, while river runoff and net inflow at the Bosphorus Strait have a modulating effect. Mediterranean Sea mass changes are seen to be relatively small compared to water mass fluxes at the sea surface and do not show a long-term trend over 1970-2009. The Atlantic Multi-decadal Oscillation (AMO) and the North Atlantic Oscillation (NAO) are relevant indirect influences on net water flux at Gibraltar via the influence they bear on regional evaporation, precipitation and runoff.
Introduction
As the Mediterranean Sea is a semi-enclosed basin, connected with the open Atlantic Ocean only at the Gibraltar Strait, the fluxes of water and salt through this Strait bear a major influence on the state of the Sea with impacts on the mass, salt and energy budgets. A net water inflow at Gibraltar (G) results from incoming fresh and cool Atlantic water and outflowing warm and salty Mediterranean water. Climatologically, net inflow of water at Gibraltar primarily balances the vertical loss of water at the sea-surface (water fluxes through the Bosphorus Strait (B) and river discharge (R) also contribute to balance the surface water loss; e.g. Mariotti et al., 2002) . Recent research has shown that decadal changes in net Mediterranean Sea evaporation have characterized the 1958-2006 period, with an overall increase in net evaporation resulting in a substantial increase in sea-surface water loss Mariotti, 2010 ). An open question is whether this increased water loss has induced increases in the net water inflow at Gibraltar or whether there have been changes in Mediterranean Sea water mass. In fact, while the Mediterranean thermohaline circulation is sustained by the atmospheric forcing, its intensity is controlled by the narrow and shallow Strait of Gibraltar via hydraulic control processes (Sannino et al., 2007 (Sannino et al., , 2009a . While measurements of the Mediterranean water outflow through Gibraltar have been collected over short time periods (Sanchez-Roman et al., 2009 , there are no long-term direct measurements of net water fluxes. Model simulations have been utilized to improve the understanding of the processes that regulate water fluxes at Gibraltar, with very high-resolution models now able to represent much of the complexity characterizing the dynamics of the Strait and simulate realistic Gibraltar flows (Sannino et al., 2009a; Sanchez-Garrido et al., 2011) . It is interesting to note that a common assumption in state-of-art Mediterranean Sea models used for these studies is the "equilibrium condition" which forces the net flow at Gibraltar to strictly compensate the freshwater lost at the sea-surface (e.g. Tonani et al., 2008) . Here we stress that such an assumption has still not been verified by specific observations. Nowadays, changes in Mediterranean Sea mass are directly measured by the satellite gravimetric mission GRACE. These measurements, available over the interval 2002-2010, are usually expressed in terms of changes in equivalent water thickness, i.e. water mass changes per surface area (with 1 mm water column corresponding to 1 kg/m 2 if a density of 1 g/cm 3 is assumed). Mediterranean Sea water mass change values may also be derived from sea level change, provided the steric component of the sea level change can be estimated. In this case the water mass change is directly expressed as water thickness (volume). Recent studies have compared indirect estimates of Mediterranean Sea water mass derived from sea-level by way of steric-corrected satellite altimetry with those based on GRACE satellite mass retrievals. Results indicate a good agreement and a Mediterranean Sea mass increase during the last decade (Calafat et al., 2010; Fenoglio-Marc et al., 2012b) .
Mediterranean sea level variability has been shown to be affected by the variability of the North Atlantic Oscillation (NAO; Hurrell et al., 2003) mainly through the impact of atmospheric sea-level pressure changes (Tsimplis and Josey, 2001) . Although these results collectively suggest long-term variations in Mediterranean Sea mass and sea-level, and large-scale atmospheric influences, to our knowledge how long-term changes in fresh water fluxes may have affected Gibraltar water fluxes is yet to be explored. The level of accuracy of the satellite-based measurements calls for a re-examination of many conventional approximations often taken for granted (Greatbatch and Lu, 2001) .
The goal of this work is to study the decadal variations in net water flux at the Strait of Gibraltar over the period 1960-2009 based on a combined observational-modelling approach and to indirectly explore the correctness of the "equilibrium condition" assumption made in state-of-art models. First, Gibraltar water flux is derived indirectly from the water budget equation based on observational estimates of Mediterranean Sea mass changes (from steric-corrected sea-level estimates and GRACE mass retrievals), regional precipitation and evaporation. Next, an independent estimate of the Gibraltar water flux is obtained from a numerical simulation by a regional ocean-atmosphere climate model. Lastly, potentially important factors regulating long-term Gibraltar flux changes are discussed. The paper is organized as follows: overall data and methodology are described in Section 2; results pertaining Mediterranean Sea mass and Gibraltar water flux variability are presented in Section 3; conclusions are in Section 4.
Methodology and data
The net water inflow through Gibraltar (G), may be estimated on the basis of the water budget equation for the Mediterranean Sea:
with E being sea-surface evaporation, P precipitation over the sea; R river discharge into the sea from the Mediterranean catchment; B net water influx from the Black Sea at the Bosphorus Strait; ∂M/∂t the rate of Mediterranean Sea water mass (M) change (see also Fenoglio-Marc et al., 2012b; Grayek et al., 2010) . (Note that changes in Mediterranean Sea mass due to salinity changes are not accounted for in this water budget equation). As all quantities in Eq. (1) represent a volume variation, they can be expressed as basin-uniform sea level change in units of mm/mo, We apply Eq.
(1) to derive G based on observational estimates of ∂M/∂t, E and P. ∂M/∂t may be derived as the difference of water mass-induced sea level averaged over the sea (S mass ) at two following time-steps (Fenoglio-Marc et al. (2007) ), as well as estimated from GRACE gravity solutions. In contrast, the independent results from the model simulation are based on the model's assumption, so it is interesting to see how these results compare with the observational estimate of G and whether they can contribute to a qualitative description of long-term variability in Gibraltar water fluxes. All the quantities in Eq. (1) are estimated indirectly (as explained in the following) and it is clearly a challenge to define long-term changes and uncertainties of any of these quantities, let alone the resulting G estimate. Nevertheless, we attempt to estimate errors of annual mass-induced sea level S mass and derivated quantities, namely ∂M/∂t and G. These error estimates are based on either the root mean square (RMS) difference between the various datasets available for a given quantity, or on error propagation considering the various components contributing to a given estimated quantity (see Table 1 for a summary of data used in this study; Tables 2-5 for associated error estimates). The first method reflects the spread of the datasets, but unknown systematic errors may remain. We account for the temporal autocorrelation of a time series, by using its effective sample size based on the lag-1 autocorrelation coefficient (Santer et al., 2000) . The correlation between time-series and its double-sided significance are evaluated. Linear regression is used to estimate the linear trend and its error. We further assess the trend significance by applying the t-test to the ratio between the estimated trend and its error (Fenoglio-Marc et al., 2011) . In the error propagation we consider the components to be uncorrelated (Fenoglio-Marc et al., 2006 , 2012b .
Mediterranean Sea water mass derivation
During August 2002-December 2009, Mediterranean water mass-induced sea level (S mass ) may be estimated directly from satellite-based gravity observations retrieved by the GRACE satellite mission (S mass g hereafter; Flechtner, 2007; Fenoglio-Marc et al., 2006) . Note that since GRACE measures gravity, a priori mass changes detected by GRACE include both the effect of water and salt changes. Over the longer 1970-2009 period, S mass may be also estimated indirectly from Eq. (2), by correcting the total sea level (S tot ) for its steric component (S ster ) so as to account only for water mass induced sea-level (S mass ):
During 1993-2009, S tot is evaluated from satellite altimetry data (S tot alti ). For this derivation we have used along-track data of the Topex/Poseidon, Jason-1, Jason-2 and Envisat altimetry missions from the RADS database (Naeije et al., 2008) and applied the conventional geophysical corrections accounting for the ocean response to atmospheric wind and pressure forcing (atmospheric loading on the sea surface) via the Dynamic Atmospheric Correction (DAC). Grids of 0.5 degrees have been computed and used to evaluate the sea level basin average. Prior to the altimetry era, starting from 1970 S tot is derived based on a reconstruction developed by Meyssignac et al. (2011) (hereafter MBMED11) . Comparing the MBMED11 basin averaged reconstruction (S tot reco ) with a Table 1 List of data. For the seven fields used in this study : temperature (T), salinity (S), sea level (S tot ), mass-induced sea level (S mass ), evaporation (E), precipitation (P), sea level pressure (SLP) the name of the database together with its time interval, spatial and temporal resolutions are given. For the T and S fields the maximum depth and the number of levels are given in addition.
Database name

Field
Time interval ; Meyssignac et al., 2011) one finds a good agreement with a correlation 0.95 and RMS differences 9 mm (see Table 2 ). The advantage of the MBMED11 reconstruction, compared to an alternative one by Calafat and Gomis (2009) , is the use of the long-term sea level patterns deduced from a 33-year long run of the ARPERA-forced NEMOMED8 ocean model (Sevault et al., 2009 ) instead of a 13-year long altimetry record as in Calafat and Gomis (2009) , which enables to better capture Mediterranean sea level decadal variability of specific interest to our study (Meyssignac et al., 2011) .
We compute the steric component of sea level S ster, taking into account both the effects of temperature (S thermo_ster ) and salinity (S halo_ster ). Temperature and salinity fields are obtained from two gridded climatologies: the regional Medar/Medatlas (Rixen et al., 2005; available yearly 1970 -2002 and the global Ishii (Ishii and Kimoto, 2009; available monthly 1970 ; and also from the MFSTEP oceanographic model (Tonani et al., 2008; 2002 . We integrate from the surface down to the maximum depth with available data (see Table 4 ). It is noted that models routinely provide potential temperature (Fofonoff, 1977) , while climatologies give in-situ temperature; this is accounted for in our analysis concerning the estimation of steric heights.
We compute annual basin means of S ster, S tot , and their difference S mass to derive its rate of change ∂M/∂t. The overlap between the GRACE-based mass estimate S mass g and the indirect sea-level-based mass derivations (two separate ones from altimetry and reconstruction) over the common 2002-2009 period allows a comparison of the various methods as a mean to gain a sense of the uncertainties associated to the mass estimates (see Table 3 for comparisons ; Calafat et al., 2010; Fenoglio-Marc et al., 2012) . It is worth noticing that over the common period, the GRACE mass change estimate (including both water and salt mass changes) is found to be largely similar to the indirect sea-level based derivation which only includes the effect of water mass changes in virtue of the steric correction (see Section 3.1). This suggests that, at least for this period, mass changes measured by GRACE were mostly water induced.
Observational evaporation and precipitation data
Both oceanic evaporation and precipitation are challenging quantities to derive, as neither is directly observed. Mariotti (2010) provides a recent intercomparison of estimates for the Mediterranean Sea from various datasets and methodologies over the period since the Table 2 Correlation (Corr), root mean square difference (RMSD), number of samples (N) and level of significance of correlation (Significance) of annual time-series in common interval (Time Interval). Units are mm for sea-level (S) quantities and mm/mo for precipitation/evaporation rates and rate of mass change ∂M/∂t. For sea level the component type is indicated by the subscript (tot: total sea level; ster: steric sea level; thermo-ster: thermo-steric sea level; halo-ster: halo-steric sea level; mass: mass induced sea level). The superscript indicates the dataset used (e.g. alti: altimetric sea level; reco: reconstructed sea level etc.; see text). For precipitation and evaporation the datasets used are indicated by the subscript. RMSD of E-P datasets (Tables 2,3 
EP of E-P, neglect R, B, ∂M/∂t 7 RMSD of results late-1950s and allows qualitative insights into the uncertainties associated with Mediterranean Sea E and P estimates. In this study, we choose to use selected estimates of E and P among those analyzed by Mariotti (2010) rather than explore the full range of estimates available, while keeping in mind the range of uncertainties highlighted by the Mariotti (2010) study. For evaporation over the period 1958-2006, we use the derivation from the air-sea fluxes dataset OAFLUX, which objectively synthesizes surface meteorology obtained from satellite products (including SSM/I, Quick Scatterometer (QuikSCAT), Advanced Very High Resolution Radiometer (AVHRR), Tropical Rainfall Measuring Mission (TRMM)) and model NCEP re-analyses (Yu et al., 2008) . For precipitation over 1979-2006, we consider data from the Global Precipitation Climatology Project (GPCP; Adler et al., 2003) . Back in time, for the period 1960-2006 we use a reconstruction of oceanic precipitation (REOFS hereafter; Smith et al., 2008) , which aims at capturing the large-scale features of global precipitation. Estimated OAFLUX evaporation error for the Mediterranean Sea is 4.2-4.8 mm/mo (5-6 Wm 2 or more conservatively 5-8 Wm 2 ; Yu et al., 2008) . Estimated GPCP precipitation error is 9-12 mm/mon for GPCP (0.3-0.4 mm/d; Adler et al., 2012) . No error estimate is available for REOFs (see Table 4 for intercomparison of error estimates).
Climate model simulation
We consider results from a regional ocean-atmosphere coupled model simulation with the PROTHEUS system (Artale et al., 2010 ). The PROTHEUS system includes the RegCM3 atmospheric regional model (Pal et al., 2007) and the MED-MITgcm ocean model (Marshall et al., 1997; Sannino et al., 2009b) , that are coupled through the OASIS3 coupler (Valcke and Redler, 2006) . It is a hydrostatic ocean model that uses the Boussinesq approximation (volume-conserving condition) (Song and Hou, 2006) . As the volume of water in the model domain is conserved by model's construction the volume of water lost from the Mediterranean basin is balanced by means of a positive flux of water over the Atlantic box (see Carillo et al., 2012 for a complete validation of the ocean model). The experiment considered here is a simulation of climate variability in the European-Mediterranean domain over the period 1958-2001 at a spatial resolution of 30 km for the atmospheric component and 1/8°× 1/8°for the oceanic model. The model includes the Interactive RIver Scheme (IRIS) that computes river discharge from runoff . The oceanic and the atmospheric models exchange coupling fields (SST, wind stress components and total heat and salt fluxes) every 6 h. Surface natural boundary conditions are used for the oceanic model which treats P + R − E as a real fresh water flux.
The ocean component is initialized with MEDATLAS II data (MEDAR Group, 2002) , then a 40 year spin-up is performed using a 3D relaxation of temperature and salinity to the climatological values. ERA40 re-analyses (Uppala et al., 2005) are used as atmospheric lateral boundary conditions. The two-way exchange through the Strait of Gibraltar is achieved by means of 3D relaxation of salinity and temperature toward the climatological monthly Levitus data (Levitus, 1982) , in a box composed by 30 grid points located west of Gibraltar. The PROTHEUS net water flux at Gibraltar is computed as the volume transport through a latitudinal section, derived as difference of the two-way exchange given in Fig. 3S .
Since observational estimates of R and B times series for the period 1970-2009 are not available, we consider R, B values from the PROTHEUS simulation as observational surrogates, to be used in the water budget equation (Eq. 1) to derive G, together with data from observational datasets. However the modeled terms are roughly an order of magnitude smaller than E (Mariotti et al., 2002) , hence are second order factors in the estimation of G. Because of the different assumptions in the simulated G versus the indirectly observationally derived G, comparing the two allows to both corroborate independently derived G estimates and also explore whether the model's condition is indeed a realistic assumption.
Climatic indices
We consider various climatic indices to explore the role of large-scale climate phenomena on long-term G variability as it relates to other water cycle changes. Specifically, the December-March (DJFM) station-based NAO index calculated as the normalized pressure difference between Gibraltar and South West Iceland [Jones et al., 1997] ; and the annual AMO index available from NOAA/OAR Physical Science Division calculated as the de-trended area-weighted average of North Atlantic (0°to 70°N) Sea Surface Temperature (SST) (available since 1856) (Enfield et al., 2001) . To compare with the NAO index, we consider DJFM means of Mediterranean mean P, R and ∂M/∂t, and compute six-years running means to focus on long-term variability. In this analysis, we also include monthly mean sea-level pressure from the HadSLP2 dataset (SLP), combining land and marine pressure observations (Allan and Ansell, 2006) . In the comparison with the AMO index, we consider six-year running means of annual values. Annual mean anomalies are relative to the period 1979-2001, as this is the common period of availability for all data used. (Efron and Tibshirani, 1993) is about 20 mm and significant at the 95% level (see Meyssignac et al., 2011 for more details). The corresponding annual mean error is 6 mm. The annual mean error of the altimetric basin-averaged sea level is 3 mm based on a RMS difference between data sets (Table 4 , see also Fenoglio-Marc et al., 2012) . Overall, there is very good consistency for basin averaged sea-level between the altimeter estimates and the reconstructed estimates, which reinforces confidence in the sea-level reconstruction for the earlier period. Over the common interval 1993-2005, yearly mean sea-level estimates from the reconstruction and from the altimeter observations are in good agreement with a 0.98 correlation and 4 mm RMS difference (Tables 2, 4). We finally assume a value of 6 mm for the error of the combined sea level S tot , to account for the lower accuracy of the 1970 1975 1980 1985 1990 1995 2000 2005 2010 reconstruction before the altimeter era (Table 4 ). The overall trend of the combined sea level S tot over 1970-2009 is 1.9 +/− 0.2 mm/yr. Fig. 2 shows the annual basin average anomalies of the steric component (S ster ) derived from the Medar/Medatlas and from the Ishii gridded climatologies. Over the common interval 1945-2002 correlation and RMS difference between the two derivations are 0.57 and 12 mm, with correlation significant at the 99% level ( Table 2 ). The RMS difference mainly arises from the difference in halo-steric components, which are still significantly correlated at the 99% level (correlation and RMS difference of 0.36 and 12 mm, respectively). The thermo-steric components (S thermo-ster ) are more similar (correlation and RMS difference are 0.81 and 5 mm respectively). These differences can be partly attributed to the different depths covered by the Ishii and Medar/Medatlas datasets (maximum depths available are 700 m and 4000 m respectively) and partly attributed to the different values of temperature and salinity in the databases. As results do not change significantly when integrating Medar/Medatlas to 600 m only (see Fig. 2 ) we may conclude that this second reason holds.
Results
Mediterranean Sea mass variability
The RMS-based error of 12 mm derived above is our first estimate of the error of the steric component (Table 4 ). Another estimate is obtained from the grid of statistical errors associated to each Medar/ Medatlas grid (Rixen et al., 2005) . The error of the basin average of temperature (T) and salinity (S) for different intervals in depths has been computed from the grid of statistical errors. The error associated with the specific volume has been evaluated as:
where ε(T)and ε(S)are the objective analysis errors associated to T and S and are function of time and space. A Monte-Carlo approach is used to perturb ε(T) and ε(S) so as to obtain the associated specific volume anomaly. The gridded temperature and salinity fields were perturbed within the range of its associated temperature and/or salinity uncertainty so as to infer total, thermo and halosteric uncertainty; 100 members were sufficient to make the algorithm converge. Steric anomalies were directly confronted to the unperturbed reference. Fig. 1S (additional material) shows basin averages of temperature and salinity data averaged over different intervals of depths together with the corresponding uncertainty. Being the variability range of temperature and salinity higher at the surface than at depth, and despite the lower amount of data at deeper levels, the uncertainty of the data decreases with depth. The uncertainties of the basin averages are between 0.1 and 0.2°C in the first 150 m and lower than 0.1°C below 150 m. Uncertainties are higher at both ends of the 1945-2002 period due to the lower amount of observations available to the objective analysis.
The volume uncertainty derived from a Monte Carlo perturbation of temperature and/or salinity for year 1995 (3-year running window) is illustrated in Fig. 2S . The steric uncertainty contributions are mainly located in deep ocean basins, as uncertainties are then integrated over larger depths. The halo-steric uncertainties dominate and reach 10 mm in the top 600 m and 15-25 mm in the complete water column (Table 4 ). This is mainly due to the scarcity of salinity data in the (eastern) Mediterranean. Results for other years in the 1960-1995 period are qualitatively similar. In summary, results suggest that the total steric anomaly uncertainties are lower than 25 mm for the whole water column. The uncertainty is lower near to the surface and is less than 5 mm for the 0-150 m layer, less than 10 mm for the 150-600 m layer and less than 15 mm for the 600-4000 m layer. It is however well known that theoretical errors provided by the objective analysis techniques usually underestimates actual errors, therefore errors could be higher. We observe that the error estimated for Medar/Medatlas is larger than the error derived for RMS difference of data. We finally assume a value of 15 mm for the error of the combined steric sea level S ster (Table 4 ). The two different estimates of the steric component are quite consistent (Fig. 2, c) . They show a tendency for the steric component to decrease from 1970 until the mid-1990s and increase thereafter (considering Ishii data, trends are − 1.02 +/− 0.34 mm/yr during 1970-1990 and 1.19 +/− 0.8 mm/yr during 1990-2006).
As described in previous section, the steric component of basin-averaged sea level (as shown in Fig. 2) is used in combination with basin-averaged sea-level estimates (as shown in Fig. 1) to derive basin-averaged Mediterranean water mass variations S mass . Fig. 3 shows annual mean basin-average Mediterranean Sea water mass anomalies over the period 1970-2009 based on the multiple sea-level and steric components estimates described above. Overall the various estimates depict a quite consistent behavior during the periods for which the data overlap both on interannual and longer timescales. Specifically, the correlation and RMS differences between the mass derivations considering the two different steric corrections of the sea-level reconstruction are 0.8 and 15 mm, respectively, with correlation statistically significant at the 99% confidence level (Table 2) . Nevertheless there are differences among these estimates, highest differences are found in mid-1970s and early 1990s, which are however within the error bars based on Fig. 2 .
Mass estimates from the Ishii steric-corrected sea-level reconstruction and the Ishii steric-corrected altimetry values are in particularly good agreement during 1993-2006. Similarly there is very good agreement between the mass estimates from the MFSTEP steric-corrected altimetry and the direct mass retrievals from GRACE for the most recent period (Fig. 3) . As previously mentioned, the agreement between GRACE and the steric-corrected reconstructions during the period of overlap suggests that the mass changes measured by GRACE are primarily water mass induced. Relative minima occur in the mid-1970s, the early 1990s and early in the 2000s. Over the long-term, considering the period since 1970s, Mediterranean Sea water mass is seen to increase (this is consistent with , that combines the reconstruction-and the GRACEbased S mass , the trend is 1.1 +/− 0.3 mm/yr. The estimate of the annual error of the mass-induced sea-level S mass, derived by error propagation from the errors of S tot and S ster is 16 mm (dashed line in Fig. 3a) , in very good agreement with the above obtained RMS difference-based error of 15 mm (shaded bounds in Fig. 3.a) . The annual error of GRACE-derived mass-induced sea-level S mass is smaller (7 mm, see also Fenoglio-Marc et al., 2012) . We finally assume a value of 16 mm for the annual error of the combined mass-induced sea-level S mass over (Table 4) .
Finally, the annual mean water mass change ∂M/∂t (the term that actually enters Eq. 1) is derived over 1970-2009 as the difference of the combined mass-induced sea level S mass at two following time steps (Fig. 3b) . The timeseries shows interannual ∂M/∂t values of up to 3-4 mm/mo, its standard deviation is 1.8 mm (1.6 mm in 1979-2001, see Table 5 ). The overall ∂M/∂t mean is 0.14 mm/mo as there is an overall mass increase over the period of consideration. However there is no significant ∂M/∂t trend over the period of consideration (trend value for the ∂M/∂t based on mass estimates from the reconstruction and Ishii steric correction is 0.018 +/− 0.024 mm/mo per year). It is interesting to note that ∂M/∂t is small, as it is indeed often assumed to be according to the "equilibrium condition"; hence based on the water budget equation (Eq. 1) we find a first order compensation between G and other terms of Mediterranean Sea water cycle, primarily E and P (another common assumption).
We obtain for ∂M/∂t an annual error of 23 mm, from error propagation of S mass . The annual error of the GRACE-based mass-induced sea-level ∂M/∂t is smaller (10 mm). Also the RMS difference of the various estimates of ∂M/∂t derived from various sea-level and steric data is significantly smaller (1.5 mm) ( Table 4 ). The standard deviation of ∂M/∂t is 1.6 mm and therefore much smaller than its error.
Gibraltar water flux variability
Next, remaining Mediterranean Sea water cycle terms are considered in order to close the water budget (Eq. 1) and derive G variability over the period 1960-2010 (see Fig. 4 ; see Tables 2,3 for correlation and RMS difference of the yearly time-series and Table 5 for a comparison of observed and simulated trends over the period). Both observational and PROTHEUS-simulated estimated annual mean anomalies relative to the period 1979-2001 are considered for comparison (as available). Note that the PROTHEUS simulation is forced at the atmospheric boundaries by ERA40 reanalyses, independent from the observational estimates presented here. Mediterranean Sea averaged evaporation from OAFLUX data shows an initial decrease 1960 to the mid-1970s, followed by an increase up until the most recent period (trend over 1979-2001 is 0.43 +/− 0.09 mm/mo per year; see Mariotti, 2010 for more discussion on decadal variability of Mediterranean Sea evaporation). PROTHEUS-simulated evaporation shows a similar decadal variability over the whole period, with basically no increase during 1979-2001 ( Fig. 4.a 1970 1965 1960 1975 1980 1985 1990 1995 1975 1980 1985 1990 1995 2000 2005 2010 time 1970 1975 1980 1985 1990 1995 PROTHEUS-simulated one except the latter is smaller and weakly significant ( Fig. 4.b ). REOF reconstruction also shows a precipitation decrease during 1979-2001 that is similar to GPCP but in the context of a long-term decrease during the period since 1960 (see also Mariotti, 2010) . Correlation and RMS difference of the GPCP and REOF precipitation yearly values are 0.4 and 4.9 mm/mo respectively, correlation is significant at the 95% level ( Table 2 ). The correlation of simulated and observed evaporation and precipitation quantities are all significant, except for precipitation from REOFS (Table 3) . Their RMS differences are 4 mm/mo for evaporation and 6 mm/mo for precipitation (Table 3) ; we adopt these values as the RMS-based errors for the two quantities (see Table 4 ). We finally assume an error of 5 mm/mo and 10 mm/mo for the two quantities, thus error propagation gives a result of 11 mm/mo for E-P. Based on the observational estimates, the combination of the evaporation increase seen in OAFLUX data and precipitation decrease seen in GPCP gives a significant increase in net evaporation (E-P) over the period 1979-2001 ( Fig. 4.c) . Observationally derived trend over 1979-2001 is 0.74+/− 0.13 mm/mo per year. Simulated net evaporation trend is also seen to be positive, albeit weakly significant. The GPCP/OAFLUX E-P estimates indicate that the increase has been continuing up until the recent period (trend over 1979-2009 is 0.79+/−0.1 mm/mo per year). Error propagation gives a result of 11 mm/mo for E-P (Table 4) , while the RMS-based error computed from various datasets is lower than 6.2 mm/mo (Tables 2, 3) .
Since observational river discharge and Bosphorus water flux anomalies are not available for the period of investigation, we consider the simulated quantities as a surrogate (in any case, as previously discussed these are second order terms in Eq. 1). Simulated river discharge shows a significant negative trend over 1979-2001 (−0.1 +/− 0.06 mm/mo per year; Table 5 ), consistent with simulated precipitation behavior. Simulated water flux at the Bosphorus Strait does not indicate a significant trend. Relying on a single run of a single model we cannot attribute an error bar to such estimate, however this fact does not impair our results, as the river runoff is, together with the Bosphorus the smallest term in Eq. (1) and does not exceed the 20% of the E-P budget (Mariotti et al., 2002) . This relationship holds also in our analysis (see Table 5 ) between the standard deviations of the R and B simulated time-series (2 and 2.2 respectively) and of E-P observed (8.2 mm/mon) and simulated (5.7 mm/mo) ( Table 5 ). A similar relationship holds for the rate of mass change ∂M/∂t (Fig. 4.d) , as the standard deviation of ∂M/∂t is 1.6 mm/mo (Table 5 ) and therefore smaller than for all the other components in Eq. (1).
Combining observational E and P estimates with simulated R and B, we obtain estimates of the overall mean fresh water budget anomalies that have characterized the Mediterranean Sea over 1979-2001. Interannual anomalies are of the order of 5-10 mm/mo with a linear trend over 1979-2001 of 0.84+/− 0.20 mm/mo per year (this trend value is based on GPCP precipitation, OAFLUX evaporation and simulated R and B), that is a linear increase of about 19 mm/mo in total over this period. The corresponding simulated fresh water budget quantity also shows an increase, however trend value is smaller than observed (0.25+/− 0.20 mm/mo per year or about 6 mm/mo in total over this period). Error propagation gives an error of 11 mm/mo for E-P-R-B, if we neglect the errors of R and B. If we assume for R and B an error equal to their standard deviation (2 mm/mo, Table 4 ), the resulting error is not significantly different.
Finally, we combine the fresh water budget changes discussed above with mass changes ∂M/∂t as derived in the previous section to depict Gibraltar water flux (G) variability during 1960-2009 based on the application of the water budget equation (Eq. 1) (see Fig. 5 ).
All G estimates, whether combining observational and PROTHEUSsimulated terms or derived purely from the PROTHEUS simulation, show an overall increase in the net water flux at Gibraltar since the mid-1970s. It is worth underlying that a priori the observationally derived G and the PROTHEUS simulated G could be quite different, because of the assumptions built-in the model, in primis the "equilibrium condition" assumption. The best agreement with the model is obtained when all components of Eq. (1) are included (correlation and RMS difference are 0.66 and 6 mm, see Table 3 ); neglecting R and B, the correlation drops to 0.59, with significance level still 99%. If one neglects R and B, and derives G purely based on observations (using estimated ∂M/∂t, OAFLUX evaporation and precipitation from either GPCP or REOFs), one still finds an increase in G since the mid-1970s that is consistent with the PROTHEUS simulated G estimate. Based on the combined observational/modeling approach we find for G a linear trend over the period 1979-2001 of 0.74 +/− 0.23 mm/mo per year (see Table 5 ), that is a linear increase of about 16 mm/mo over this period. The linear trend is even higher (0.80 +/− 0.21 mm/mo per year) when the recent years are included (period 1970-2009) , and similar estimates neglecting R+B (square, diamond). E is from OAFLUX, P is from the REOFS and from GPCP, ∂M/∂t is from the steric corrected sea-level reconstruction using Ishii data. Error bounds correspond to the annual uncertainties given for E, P, E-P in Table 4 . Bounds correspond both to error propagation of components including only E, P (black dashed line) and to RMS difference of solutions including all components in Fig. 4 (gray shadow) .
Simulated G values give similar qualitative results, however with a 50% smaller trend (0.34 +/− 0.22 mm/mo per year or about 8 mm/ mo over 1979-2001, see Table 5 ). Over the longer 1960-2000 period, the simulation indicates that the above mentioned G increase is in the context of broader decadal variations, with a decrease during 1960-1970 before the most recent increase; a similar result is found considering observational G estimates (based on REOFS P, OAFLUX E and ∂M/∂t, but neglecting B and R). This variability is seen to have been primarily forced by precipitation and evaporation over the Mediterranean Sea, as variations in mass in the basin have been found to be comparatively small (consistently with previous knowledge). Results suggest that the increase in the fresh water loss at the sea-surface, as also found by Mariotti (2010) , is compensated mainly by an increase in water fluxes at Gibraltar, with little change in ∂M/∂t. As previously noted, this is an assumption built-in the PROTHEUS model (as in most state-of-art Mediterranean Sea models), which we find a posteriori to be well verified by the observational ∂M/∂t estimates. The accuracy of the Gibraltar Strait flow is almost independent from the accuracy of the rate of change of mass in the basin, river runoff and the Bosphorus strait flow, as their magnitude is small when compared to the effect of evaporation and precipitation on the resulting Gibraltar net flux. The error estimate of G, derived by error propagation from each component in Table 4 , is 25 mm. This value is 3 times larger than the RMS difference (7 mm) of the various solutions obtained for G from the available data and models. For a realistic error estimate only the errors in E and P are considered and give an error of 11 mm/mo for the Gibraltar Strait flow.
Large-scale influences
In order to gain some insights on the mechanisms driving the long-term Gibraltar water flux changes described above, we explore the relationship with major large-scale climate phenomena known to have had significant influence on decadal climate variability over the Mediterranean region (Mariotti and Dell'Aquila, 2012) . Fig. 6a shows the DJFM means of the NAO index (NAO DJFM ) and Mediterranean mean P, R and sea level pressure (SLP), with a 6-year moving average applied (see Table 6 for correlation values among the various time-series). Consistently with previous studies, the NAO shows a significant negative correlation with regional precipitation (− 0.70 based on REOFS). In addition we also find a significant negative correlation with regionally averaged simulated river-discharge (− 0.77; as also shown by Struglia et al. (2004) , based on observational river discharge). All correlations are significant at the 99% level. Observed NAO variability during 1960-2009, with a well-known long-term increase during the 1960s to the early 1990s (Hurrell, 1995) , has resulted in a precipitation and river discharge decrease during winter with an overall effect on annual means of these water cycle quantities. This in turn has contributed to increase the Mediterranean Sea fresh water budget (E-P-R) and related water fluxes at Gibraltar based on results from this work.
Previous studies have suggested the NAO also impacts Mediterranean sea-level owing to the inverse barometer effect (IB) (e.g. as described by Tsimplis and Josey, 2001) . However in our study the altimeter data have been corrected for direct atmospheric effects including the IB and the PROTHEUS model does not simulate the effect of pressure. Therefore the effects of the NAO through local pressure have been removed and should not impact estimated mass changes and Gibraltar fluxes. However, for DJFM, we find an anti-correlation between the NAO index and regionally averaged sea level pressure SLP (− 0.81) and also a significant anti-correlation between the NAO and Mediterranean rate of mass change ∂M/∂t (− 0.64). These results suggests that the NAO may affect the mass component of sea level S mass through mechanisms associated to redistribution of water, other than the atmospheric pressure changes. Those mechanisms could be associated to winds near the Gibraltar strait (Menemenlis et al., 2007) and to ocean circulation. However, these hypotheses need to be substantiated by targeted process studies.
Recent studies have shown a significant connection between Mediterranean Sea SST and the AMO, as well a connection between regional surface air temperature and the AMO particularly during the summer season (Marullo et al., 2011; Mariotti and Dell'Aquila, 2012) . Because of the impact temperature can have on the humidity gradient and sea surface evaporation, we investigate the linkage between the AMO and Mediterranean Sea evaporation variability. Fig. 6b , shows 6-years running means of OAFLUX annual Mediterranean Sea evaporation anomalies together with those of the AMO index. We find significant positive correlation between evaporation and the AMO (0.9) which is consistent with the thermodynamical linkage hypothesized above. Again, this speculated connection needs to be investigated by further studies using different evaporation datasets and in-depth analyses of the thermodynamic changes associated with AMO variability in the Mediterranean. If confirmed, our study suggests that the impact of AMO variability on Mediterranean Sea is not only confined to Mediterranean SST (as also suggested by Mariotti and Dell'Aquila, 2012) but also affects the sea more broadly with evaporation-driven changes in Gibraltar water fluxes.
Conclusions
We have explored the long-term variability of net water flux into the Mediterranean Sea at the Gibraltar Strait over the period 1960-2009 based on an approach combining multiple observational datasets and results from a regional climate model simulation. The approach includes deriving Gibraltar water fluxes from the application of the full Mediterranean Sea water budget equation using observationally based estimates of mass variation (from GRACE satellite and indirect derivations from steric-corrected sea level changes from altimetry and a sea-level reconstruction), evaporation, precipitation and simulated river discharge and Bosphorus Strait water fluxes. This derivation is compared with results from a simulation using the PROTHEUS regional ocean-atmosphere coupled model considering both individual water cycle terms and overall Gibraltar water flux.
Based on observational estimates of Mediterranean Sea mass, we find that its changes are relatively small compared to water fluxes at the sea surface and with no long-term trend over 1970-2009. Hence, the "equilibrium condition" assumption, common to many Mediterranean Sea models is indeed a reasonable one. As a result, decadal variations in net evaporation (E-P) at the sea-surface drive changes in net inflow at Gibraltar as dictated by the water budget equation, while changes in river runoff and net inflow at the Bosphorus Strait have a secondary modulating effect. Estimates from this approach have been compared to the PROTHEUS simulated Gibraltar Strait water fluxes over the period 1960-2001. Results from both methodologies point to an increase in net water flux at Gibraltar over the period 1970-2009 (0.8 +/− 0.2 mm/mo per year based on the observational approach) primarily resulting from an increase in evaporation and a decrease in precipitation during this period. Above mentioned G increase over 1970-2009 is in the context of broader decadal including a net Gibraltar water flux decrease during 1960-1970 before the 1970-2009 increase, as found in both observations and the model simulation.
The accuracy of the Gibraltar Strait flow is virtually independent from the accuracy in the rate of change of mass in the basin, river runoff and Bosphorus strait flow, as their effect on the resulting Gibraltar net flux is small compared to the effect of evaporation and precipitation. Uncertainties associated with variations of evaporation and precipitation, underlying the observational derivation of Gibraltar fluxes, are particularly hard to quantify when dealing with decadal timescales. By means of data intercomparison, Mariotti (2010) showed that although differences exist in the amplitude of the evaporation increase from the mid-1990 to late 2010s, this increase is a robust feature of all analyzed datasets; similarly precipitation decrease from the mid-1970 to the mid-1990s is also a robust feature seen in various observational datasets. Hence, the increase in Gibraltar water fluxes over this period we derive based on observational datasets is also likely to be a robust feature although the exact amplitude of the increase needs to be further investigated. An additional boost in confidence in the results for G, is given by the fact that the PROTHEUS system independently simulates decadal G variability that is qualitatively similar to that derived from observations. A priori, because of the model's built-in assumptions (in primis the "equilibrium condition" assumption), the observational and model G derivations could have significantly differed. A posteriori we find that they don't because, as we find in our observational analysis, the equilibrium assumption is indeed a reasonable one.
Our investigation points to an important role for large-scale climate variability, specifically the Atlantic Multi-decadal Oscillation (AMO) and the North Atlantic Oscillation (NAO) climate modes, in driving observed Gibraltar fluxes which needs to be further investigated. These climate modes appear to influence net water flux at Gibraltar indirectly via the influence they bear on regional evaporation, precipitation and runoff.
Supplementary data to this article can be found online at http:// dx.doi.org/10.1016/j.gloplacha.2012.08.007.
