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FOREWORD v 
Foreword 
We consider classification of lower-dimensional homogeneous spaces an immedi-
ate continuation and global version of classification results obtained by Sophus Lie. 
Two-dimensional homogeneous spaces were classified locally by Sophus Lie [L 1] and 
globally by G.D. Mostow [M]. (See also our preprint [KTD], where the complete 
classification of two-dimensional homogeneous spaces, both locally and globally, is 
presented.) S. Lie also obtained some results in classification of three-dimensional 
homogeneous spaces and described all subalgebras in the Lie algebra g[(3, C). A 
detailed account of these classifications can be found in [L2]. 
The problem of finding the complete description of three- and four-dimensional 
homogeneous spaces as pairs, (group, subgroup) or even (algebra, subalgebra), is 
extremely important and rich in applications, but it is a very difficult one: "The 
description of arbitrary transitive actions on manifolds M, where dim M ~ 3, 
presently seems to be unattainable." ([GO], p. 232) 
Minimal transitive actions, that is, those that have no proper transitive sub-
groups, on three-dimensional manifolds were classified in [G]. The problem of local 
classification of three- and four-dimensional homogeneous spaces was chosen by one 
of the authors, B. Komrakov, as the topic of Dr. Sci. thesis for A. Tchourioumov, 
the other author. (Some of the results can be found in [Tch].) 
An important subclass in all homogeneous spaces is formed by isotropically-
faithful spaces. In particular, it contains all homogeneous spaces that admit an 
invariant affine connection. The present preprint gives the local classification of 
three-dimensional isotropically-faithful homogeneous spaces. 
In 1990, the International Sophus Lie Centre, jointly with the University of 
Belarus, organized an experimental group of 25 students majoring in mathematics 
and working in accordance with a special syllabus oriented to modern differential-
geometric methods in the study of nonlinear differential equations. The following 
idea arose: to split up the classification problem mentioned above into smaller 
parts and give each part to a student; in the process of learning new material, the 
student will then try to apply his newly acquired knowledge to this problem as an 
illustration. 
Suppose, for example, that the student is learning about differential equations; 
he then writes. out trajectories of one-parameter subgroups on the specific manifold 
that he has been given. Studying differential geometry, he computes invariant affine 
connections, metrics, curvature tensors, geodesics, etc., with special emphasis on 
his example, and so on. 
In their first year, the students all took an advanced course in Lie algebras and 
the main part of the work on all these "smaller parts" was completed by 12 students. 
We had no time to give our students an introductory course in cohomologies of Lie 
algebras, and although their computation constitutes a considerable part of the 
work, we do not use this language. 
This work was started in Tartu University, Estonia (August 1991), continued at 
the Institute of Astrophysics and Atmosphere Physics in Toravere, Estonia (Decem-
ber 1991 to March 1992), then at the "Bears' Lakes" Space Center of the Special 
Research Bureau of Moscow Power Engineering Institute (August 1993), and fin-
ished at the University of Oslo and the Center for Advanced Study (SHS) at the 
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Norwegian Academy of Science and Letters. (Naturally, most of the time from Au-
gust 1991 to November 1993 was spent in Minsk, Belarus.) The story of this work 
was rich in experiences and events only indirectly connected with mathematics, 
something we will not here dwell on at length. We would, however, like to express 
our gratitude to those who directly or indirectly made it possible for us to complete 
this work. 
In the future, we are going to proceed with the study of geometry of three-
dimensional homogeneous spaces in the following directions: 
description of invariant affine connections on three-dimensional homogeneous 
spaces together with their curvature and torsion tensors, holonomy groups, 
geodesics, etc.; 
description of invariant tensor geometric structures and their properties; 
global classification of three-dimensional isotropically-faithful homogeneous 
spaces and description of inclusions among the corresponding transformation 
groups; 
description of differential invariants for the homogeneous spaces to be found 
and of the corresponding invariant differential equations; 
description of discrete subgroups in transformation groups together with 
description of the corresponding topological factor spaces. 
INTRODUCTION 1 
Introduction 
It is known that the problem of classification of homogeneous spaces ( G, M) is 
equivalent to the classification (up to equivalence) of pairs of Lie groups ( G, G) such 
that G C G. Two pairs ( G1, GI) and ( G2, G2) are said to be equivalent if there 
exists an isomorphism of Lie groups 1!': G1 ---+ G2 such that 7r( G1) = G2. 
By linearization, the problem can be reduced to the problem of classification of 
pairs of Lie algebras (.9, g) viewed up to equivalence of pairs. The structure of all 
pairs of Lie groups ( G, G) corresponding to a given pair of Lie algebras (.9, g) was 
described in [M]. In the study of homogeneous spaces it is important to consider 
not the group G itself, but its image in Diff(M). In other words, it is sufficient to 
consider only the effective action of the group G on the manifold M. In terms of 
pairs (.9, g), this condition is equivalent to the condition for g to contain no proper 
ideals of£}. In this case we say that the pair (.9, g) is effective. 
In the present work we classify all isotropically-faithful pairs (.9, g) of codimen-
sion 3. 
Definition. A pair (.9, g) is said to be isotropically-faithful if the natural 
g-module .9/ g is faithful. 
We say that a homogeneous space ( G, M) is isotropically-faithful if so is the 
corresponding pair (.9, g). From geometrical point of view it means that the natural 
action of the stabilizer Gx of an arbitrary point x EM on TxM has discrete kernel. 
We divide the solution of our problem into the following parts: 
( 1) We classify (up to isomorphism) all faithful three-dimensional g-modules U. 
This is equivalent to classifying all subalgebras of g[(3, JR) viewed up to 
conjugation. 
(2) For each g-module U obtained in (1) we classify (up to equivalence) all 
pairs (.9, g) such that the g-modules .9/ g and U are isomorphic. 
In Chapter I we give basic definitions and introduce the notation to be employed. 
Here we also solve part (1) of the problem by classifying subalgebras in g[(3, JR). 
In Chapter II we develop methods for constructing pairs (g, g) given a three-
dimensional faithful g-module U. This involves computation of the first cohomol-
ogy space of g with values in the natural module .C(U,g). A series of techniques 
described in Chapter II allows, in some cases, to simplify the computation consid-
erably. 
Finally, Chapter III gives the classification of three-dimensional isotropically-
faithful pairs itself. 
CHAPTER I 
ISOTROPICALLY-FAITHFUL PAIRS 
1. Basic definitions 
It is assumed that the reader is familiar with the concept of a smooth manifold 
and basic definitions of the theory of Lie groups and algebras. 
In the sequel all manifolds (including Lie groups) to be considered are connected 
real manifolds. 
Definition. Suppose G is a Lie group and M is a manifold. An action of G 
on M is a homomorphism of groups a : G ---+ Diff( M) such that the mapping 
G X M ---+ M given by 
(g, m) f--+ a(g )(m) (g E G,m EM) 
is smooth. 
We write g.m instead of a(g)(m) when no confusion is possible. 
Definition. The action a : G ---+ Diff( M) is called transitive if for any x, y E M 
there exists a g E G such that g.x = y; if this element g is unique, the action is 
called simply transitive. 
Definition. Suppose G is a Lie group, M is a manifold, and a is a transitive 
action of G on M. The triple ( G, M, a) is called a homogeneous space. 
The dimension of a homogeneous space is the dimension of the corresponding 
manifold M. 
Two homogeneous spaces ( G1, M1, a1) and ( G2, M2, a2) are said to be equivalent, 
if there exists a pair of mappings ( 7r, T ), where 
7r : G1 ---+ G2 is an isomorphism of Lie groups, 
T: M 1 ---+ M 2 is a homeomorphism of manifolds, 
such that r(g.x) = 1r(g).r(x) for all g E G1 , x E M1 . 
Let us recall some well-known results of Lie group theory. 
Proposition 1. Let a be an action of a Lie group G on a manifold M. Then 
for any point x E M the stabilizer 
Gx = {g E G I g.x =X} 
is a Lie subgroup of G. 
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Proposition 2. Suppose G is a Lie group and His a Lie subgroup of G. There 
exists a unique smooth manifold structure on the set G I H of left cosets such that 
the canonical action of G on G I H (by means of left shifts) is smooth. 
Let G be a Lie group and H a Lie subgroup of G. In the sequel we assume that 
the triple ( G, G I H, T) denotes the homogeneous space where G acts transitively on 
G I H by means of left shifts. 
Prop osition 3. Suppose ( G, X, u) is a homogeneous space. Then for every 
x E X the mapping ax : GIGx ----+ X, gGx f-----+ u(g)(x) is a diffeomorphism of 
the manifolds GIGx and X; and the pair of mappings (ida, ax) establishes the 
equivalence of the homogeneous spaces (G,X, u) and (G, GIGx, T). 
So each pair ( G, G), where G is a Lie group and G is a Lie subgroup of G, defines 
a homogeneous space. From Proposition 3 it follows that in this way we can obtain 
all homogeneous spaces (viewed up to equivalence). 
Note that pairs (G1, GI) and (G2, G2) define equivalent homogeneous spaces 
if and only if there exists an isomorphism of Lie groups 7r : G1 ----+ G2 such that 
1r(GI) = G2. In this case we say that the pairs (G1, GI) and (G2, G2) are equivalent. 
Definition. Suppose (G, M, u) is a homogeneous space. The action u : G ----+ 
Diff( M) is called effective if u is an injection. The kernel of the homomorphism u 
is called the kernel of ineffectiveness of the action u. 
Proposition 4. Suppose H = ker u is the kernel of ineffectiveness of the action 
u : G----+ Diff(M). Then H is a Lie subgroup of G. 
Proof. Indeed, by definition H = nxEMGx. Since for each X E H the sub-
group Gx is a Lie subgroup of G, we see that His also a Lie subgroup of G. 
It is easily proved that if the action u : G ----+ Diff( M) is not effective, then the 
action a : G I ker u ----+ Diff( M) is effective. 
Proposition 5. Let G be a Lie group and G a Lie subgroup of G. The canonical 
action T of G on GIG is effective if and only if the subgroup G contains no nontrivial 
normal Lie subgroups of G. 
Proof. Suppose H is a normal Lie subgroup of G and H C G. Then for G E 
G,h E H we have 
h(GG) = (hG)G = G(G-1 hG)G = GG. 
It follows that H belongs to the kernel of ineffectiveness of the action u. 
Conversely, suppose His the kernel of ineffectiveness of the action u. Then His 
a normal Lie subgroup of G. On the other hand, hG = G for all hE H. Therefore 
He G. 
Let us introduce the following 
Definition. Suppose G is a Lie group and G is a Lie subgroup of G. The 
pair ( G, G) is said to be effective if G contains no nontrivial normal Lie subgroups 
of G. 
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If we are interested in geometry, it is important to consider not a group G 
that acts on a manifold M but the image of Gin Diff(M). That is why studying 
homogeneous spaces from this point of view, it is possible to restrict oneself to 
effective actions. 
2. Linearization of the problem 
Suppose G is a Lie group and G is a Lie subgroup of G. Consider the pair (g, g), 
where g is the Lie algebra of G and g is the subalgebra of g corresponding to G. 
We say that the pair (G, G) is associated with the pair (g,g). 
By analogy with Lie groups, a pair (g, g) is said to be effective if g contains no 
nonzero ideals of the Lie algebra g. 
Proposition 6. If a pair ( G, G) is effective, then the corresponding pair (g, g) 
is effective. 
Proof. Indeed, assume that a is a nonzero ideal in the Lie algebra g such that 
a C g. Then the Maltsev closure of the ideal a is the ideal aM lying in g ([OV], 
Ch. I, §4). Suppose H is the Lie subgroup of G corresponding to the subalgebra 
aM. Then H is normal and H C G. But the pair ( G, G) is effective. We come to a 
contradiction. Therefore the pair (g, g) is effective. 
Generally speaking, the converse is false. But the following statement is true. 
Proposition 7. Suppose (g,g) is an effective pair and (G, G) is the pair associ-
ated with (g, g). Then if His a normal Lie subgroup of G and H C G, the subgroup 
H is discrete. 
Proof. It is clear. 
The description of effective pairs ( G, G) associated with a given pair (g, g) was 
given by G.D. Mostow in [M]. 
The basic results of the paper are as follows. 
Proposition 8. Suppose (g, g) is an effective pair and dimg- dimg ~ 4. Then 
there exists an effective pair ( G, G) associated with the pair (g, g). 
Proposition 9. Suppose (g, g) is an effective pair and there exists at least one 
effective pair (G, G) associated with the pair (g,g). Then there exists a unique 
effective pair (a*, G*) associated with the pair (g, g) such that the group G* is 
connected and the manifold a* I G* is simply connected. 
Proposition 10. Suppose (a*, G*) is an effective pair such that G* is connected 
and a* IG* is simply connected. Let (g,g) be the pair corresponding to (G*,G*). 
Now suppose Z* is the center ofG* and N(G*) is the normalizer ofG* in a*. A 
necessary and sufficient condition for an effective pair (G, G) to be associated with 
the pair (g, g) is that ( G, G) be equivalent to the pair (a* I(S* nZ*), G* I(S* nZ*)), 
where S* is a closed subgroup of N ( G*) such that G* C S* and the Lie group S* I G* 
is discrete. 
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3. Outline of classification of pairs 
All vector spaces (including Lie algebras) to be considered are finite-dimensional 
vector spaces over an arbitrary field k. 
Definition. A generalized module is a pair (g, U), where g is a Lie algebra and 
U is a g-module. 
Generalized modules (g1 , U1) and (g2 , U2) are called isomorphic if there exists a 
pair of mappings (!,F) such that 
f : g1 ---+ g2 is an isomorphism of Lie algebras, 
F: U1 ---+ U2 is an isomorphism of vector spaces, 
and for all X E g1' u E u1 the following condition holds: 
F(x.u) = f(x).F(u). 
Then the pair (!,F) is called an isomorphism of the generalized modules (g1 , U1) 
and (g2, U2). 
A generalized module (g, U) is said to be faithful if the g-module U is faithful. 
The dimension of a generalized module (g, U) is the dimension of the vector space U. 
Definition. Assume that V is a vector space and g is a subspace of V. The 
pair (V, g) supplied with a bilinear mapping B : g x V ---+ V, ( x, v) f--+ x. v is called 
a virtual pair if the following conditions are satisfied: 
(1) g.g c g; 
(2) the restriction of B to g x g provides g with the structure of a Lie algebra 
([x, y] = x.y); 
(3) V is a g-module with respect to B. 
To any virtual pair (V, g) we can naturally assign the generalized module (g, VI g), 
which is said to be associated with the virtual pair (V, g). 
Suppose (V1, gl) and (V2, g2 ) are two virtual pairs and H : V1 ---+ V2 is an 
isomorphism of vector spaces. The mapping H is called an isomorphism of the 
virtual pairs (Vi, .91) and (V2, g2) if 
(a) H(gl)=g2; 
(b) H(x.v) = H(x).H(v) for all X E g1,v E v1. 
Suppose His an isomorphism of virtual pairs (V1,g!) and (V2,g2). Let f: g1---+ 
g2 be the restriction of H to g1 and let F : VI/ g1 ---+ V2/ g2 be the mapping defined 
by 
F(v + g1) = H(v) + g2 for all v E V1. 
Then f is an isomorphism of Lie algebras and F is an isomorphism of vector spaces. 
Thus the pair (!,F) is an isomorphism of the generalized modules (g1' v1 I g1) and 
(g2 , V2 I g2 ). In this case we say that (!,F) is associated with H. 
Definition. The isotropic representation of a virtual pair (V, g) is the mapping 
p : g ---+ g C( vI g) 
defined by 
p(x )( v +g) = x.v + g for all v E V, x E g. 
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The virtual pair (V, g) is called isotropically-faithful if the homomorphism p is 
injective. 
It is obvious that a virtual pair (V, g) is isotropically-faithful if and only if the 
associated generalized module (g, Vjg) is faithful. 
Suppose g is a finite-dimensional Lie algebra and g is a subalgebra of g. For the 
sake of simplicity we then simply say that the pair (g, g) is given. The codimension 
of the pair (g, g) is the codimension of g in g. 
Two pairs (g1 , g1 ) and (g2 , g2 ) are said to be equivalent if there exists an isomor-
phism of Lie algebras 7r : g1 --+ g2 such that n(g1) = £12. 
Any pair (g, g) can be regarded as a virtual pair with respect to ordinary com-
mutation restricted to g x g. The isotropic representation of a pair (g, g) is the 
isotropic representation of the corresponding virtual pair. A pair (g, g) is called 
isotropically-faithful if its isotropic representation is an injection. 
Further we shall be interested in the following 
Problem. To classify all real isotropically-faithful pairs of codimension three 
(viewed up to equivalence of pairs). 
According to our previous considerations, we divide the solution of the problem 
into the following parts: 
1 o. To classify (up to isomorphism) all real faithful three-dimensional general-
ized modules (g, U). 
2°. For each generalized module (g, U) obtained in 1° to classify (up to isomor-
phism) all virtual pairs (V,g) such that the generalized modules (g, U) and (g, Vjg) 
are isomorphic. 
3°. For each virtual pair (V,g) obtained in 2° to classify (up to equivalence) all 
pairs (g, g) such that the virtual pairs (V, g) and (g, g) are isomorphic. 
4. Subalgebras of the Lie algebra g[(3, JR) 
The classification (up to conjugation) of subalgebras of the Lie algebra g[(3, JR). 
Preliminaries: 
1. In the sequel we consider only proper subalgebras of g[(3, JR). 
2. For the sake of simplicity instead of the standard notation for a subalgebra 
of g[(3, JR) such as 
where .\, f.1 E lR and Af-1 > 0, .\ ~ f.1 ~ 1, we use the following notation: 
b=~ ~
Here we imply that variables denoted by Latin letters run through lR and that 
parameters are denoted by small Greek letters. 
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Theorem 1. Suppose _g is a subalgebra of the Lie algebra _g[(3, JR.). Then _g is 
conjugate to one and only one of the following subalgebras: 
L[]IAI.;;l; 
AX X 
4. -x Ax 1-l > 0; 
J.lX 
~ 7.~; 
dim_g = 2 
L[]IAI<l; 2. 
x+y 
AX 
J-lY 
y X 
4. -X y 
y X+ Ay 
A;;::: 0; 5. X 
y 
8.~; ~ 
~ 11. ;
~ 14. L____:__lJ ; 
17.0; 
~ 3. L.:____J A;;::: 0; 
D 6. ; 
8 9. ; y 
FTl 12.L1J; 
15.[JJ 
CJ 18. ; 
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u 19. ; y ~ 20.L_j; 
X y 
21. AX y A#1; 
(2A- 1)x 
22.m. L__iJ 
dimg = 3 
y X 
8. z 
Ay + f-LZ 
~ 11. L____:____!J ; 10. 
y 
X z 
y AX +y 
[JJ []z 13. -1< A~ 1; 14. -x y f-L ~ 0; 
f-LX 
AX X z X AX+ y z 
16. -x Ax y f-L > 0; 17. x 
f-LX 
D 19. jAj ~ 1; X 
AX y z X 
22. f-LX X A > 0; 23. 
-X f-LX 
y 
AX 
y 
CJJ 21. A~O; X z Qz y A=/=1; 24. X y i 
(2A-1)x 2x 
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D D G 27. ; 26. ; 25. ; y 
D D X X z 30. X x+y 29. ; 28. ; X X 
I x+y z x~J X 31. 
dimg = 4 
~ 
1. [__:_J; 2. AX +y z u AX -y 
X 
3. 
U X -y 
x+y z 
u X z 
X z y D 4. ; -z X u ' -y -u X 5. ~ 6. L____:_____iJ -1 ~ A ~ 1; 
AX X u 
7. -x Ax z A;::O; 8. 
y 
D 10. ; 
X Z U 
13. Ay y 
-y Ay 
11. 
A;:: 0; 14. 
17. 
X u 
y z 
Ax+~-tY 
X z u 
y 
Ax+~-tY 
Ax+~-tY z 
y 
-x 
X AX +y u 
X z 
y 16.[JJ 
19.[JJ D 20. ; X 
X +y Z U 
22. X z 
x-y 
y X u 
A~J-l 9. -x y z A;:: 0; 
Ax+~-tY 
X z u 
-1 ~ 1-l <1; 12. y A ;:: 0; 
AX +y 
u X z u 
X A ;:: 0; 15. y Ax+y A ;:: 0; 
y y 
' D 18. ; 
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dimg = 5 
X Z V 
10. y u 
AX +fLY 
~ 
1. ; 
X V W 
4. AX+ y z 
u AX- y 
dimg = 6 
AX +y z w 
2. u AX- y v 
~ 5.~. 
dimg = 7 
X 
~ 1.~; 2. . D 
dimg = 8 
X Z V 
1. w y-x u 
t s -y 
z 
D 3. ; u 
Here subalgebras of the same number but with different values of parameters are 
not conjugate to each other. 
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Remark. To refer to subalgebras determined in Theorem 1 we use the following 
notation: 
d.n, 
where 
dis the dimension of the subalgebra; 
n is the number of the subalgebra in Theorem 1. 
Proof. Fix the standard basis of the space V = R3 : 
We identify the Lie algebras gl(V) and gl(3, R). 
For a subalgebra g C g[(3, R) by A(g) denote the following subgroup of GL(3, R): 
A(g) ={X E GL(3, R) 1 Xgx-1 = g}. 
We divide the classification of all subalgebras of the Lie algebra g[(3, R) into three 
parts: 
I. Classification of commutative subalgebras 
II. Classification of solvable non-commutative subalgebras 
Ill. Classification of unsolvable subalgebras 
Lemma 1. Any commutative subalgebra of gl(3, R) is conjugate to one and 
only one of the following subalgebras: 
1.1 - 1.9 
2.1-2.6 
2.8 (,\ = 0) 
2.9 (p, = 1) 
2.10-2.14 
2.16 (,\ = 1) 
2.17 
2.19 (,\ = 1) 
2.20 
3.1 
3.2 
3.8 (,\ = 1, 1-l = 0) 
3.9 
3.13 (,\ = 1-l = 1) 
3.20 (,\ = 1-l = 1) 
For the proof we need the following Lemma. 
Lemma. Any maximal commutative subalgebra of g((3, R) is conjugate to one 
and only one of the following subalgebras: 
~ 3.2~; D 3.8 ; 
D 3.13 ; (.\=J.t=l) X D 3.20 . (A=J.t=l) 
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Proof of the Lemma. Suppose g is a maximal commutative subalgebra of gt(3, IR). 
The maximality of g implies that g is an associative subalgebra. Since for any 
endomorphism <p its nilpotent and semisimple parts are polynomials in <p, we see 
that g is a separating subalgebra of gt(3, IR). 
Let a be the set of semisimple and n the set of nilpotent elements of the Lie 
algebra g. Then a and n are ideals in g and g = a E8 n ([Bou], Ch. VII, §5, 
Pr. 5). In addition a and n are associative algebras. Since a consists of semisimple 
endomorphisms only, we see that the a-module Vis semisimple ([Bou], Ch. I, §6, 
Th. 4). 
Suppose V = EBf=I Vi is a direct sum of isotypical components. Since any element 
x of the Lie algebra g is an endomorphism of the a-module V, we see that x leaves 
isotypical components invariant. It follows that Vi is a submodule of the g-module 
V for i = 1, ... , k. 
Suppose (Pi)l~i~k is a system of projections corresponding to the decomposition 
V = E8f=1 Vi and 9i = Pi9Pi for i = 1, ... , k. It is obvious that Pi E g, g = EBf=1gi, 
and any subalgebra .Qi can be identified with some maximal commutative subalgebra 
of gt(3, IR), and also an 9i 3 Pi· 
Thus the problem of finding maximal commutative subalgebras is reduced to 
finding all maximal commutative subalgebras of gt(n, IR), n = 1, 2, 3, that contain 
no projections except 0 and En. 
For n = 1 the problem is trivial. 
For n = 2 we have two subalgebras satisfying the required conditions: 
~and jx;l. ~ L:J 
Suppose n = 3 and g is a maximal commutative subalgebra of gt(3, R) such 
that g does not contain projections different from 0 and E 3 . Then the a-module 
V contains exactly one isotypical component, otherwise the subalgebra g would 
contain projections different from 0 and E 3 • Note that the a-module V is a direct 
sum of isomorphic simple submodules and each of them is either two-dimensional 
or one-dimensional. Since dim V = 3, all simple submodules of the a-module V are 
one-dimensional and a= R.E3 . 
There exists a basis of V such that n is a subalgebra of the Lie algebra 
X 
0 
0 
Since n3 (R) is non-commutative and its center has the form 
Z(n3(R)) = { G 0 0 
0 
we conclude that dim n = 2 and the Lie algebra n is conjugate to the subalgebra 
{0 
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0 
0 ~) y, z E Iff.} , where a, fJ E Iff. and a 2 + fJ2 # 0. 
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Then the Lie algebra _g (viewed up to conjugation by diagonal matrices) has one 
of the following forms: 
(i) 
(ii) 
D ; X 
. D ' X 
(iii) a=O, fJ#O D· 
Now show that these sub algebras are not conjugate to each other. For the 
subalgebra _g C _g[(V) define by induction the following sequence of subalgebras of 
V: 
Vo = V, Vn+l = n(Vn) for n 2: 0. 
Then we have 
(i) dim vl = 2, dimV2 = 1; 
(ii) dim vl = 1, dim Vz = 0; 
(iii) dim vl = 2, dimVz = 0. 
Therefore the obtained subalgebras are not conjugate to each other. The proof 
of the Lemma is complete. 
Proof of Lemma 1. Every commutative subalgebra of _g((3, JR) is contained in a 
certain maximal commutative subalgebra and, therefore, is conjugate to some sub-
algebra of one of the maximal commutative subalgebras determined in the preceding 
Lemma. 
Since any vector subspace of a commutative algebra is a subalgebra, the prob-
lem reduces to description (up to conjugation by elements of A(_g)) of all vector 
subspaces for each maximal commutative subalgebra _g determined in the Lemma. 
This way we can obtain all commutative subalgebras of _g[(3, JR) viewed up to con-
jugation. (Note that the same subalgebra can be contained in different maximal 
subalgebras ). Finally we determine which of the obtained subalgebras are conjugate 
to each other. The one- and three-dimensional cases are trivial, and the problem 
causes no difficulties when the dimension of a subalgebra is equal to 2. 
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For instance consider the following case: 
It is easy to see that the g-module V is a direct sum of three non-isomorphic 
simple submodules. For a E § 3 , by if denote the automorphism of V defined by 
if(ei) = eu(i) fori= 1,2,3. 
Then 
A(9) = { 0 0 0) y 0 0 if 
0 z 
x,y,z E It',,- E S,}. 
Suppose b ic a one-dimensional subspace of .9 spanned by an arbitrary nonzero 
element e E g. If e is a degenerate matrix, without loss of generality it can be 
assumed that 
Then a =/= 0 and 
b 
where A= -, and therefore I-XI ~ 1. 
a 
It is possible to show that subalgebras b corresponding to different values of the 
parameter A are not conjugate to each other. 
Now suppose 
(
a 0 
e = 0 b 
0 0 
Then thre are two alternatives. 
D ,where abc ;f 0. 
1 o The numbers a, b, and e are of the same sign. Then (up to conjugation by 
elements of A(g)) it can be assumed that lal ~ lei ~ lbl. And 
b = ~, where .X= ba-1 , p. = ca-1 , and therefore 0 <.X,; p.,; 1. L:_d 
2° Two of the numbers a, b, e are of the same sign. Then it can be assumed that 
be > 0 and lbl ~ lei- So 
b=~, L:_d b e where A= -, f-l = -, and therefore A ~ f-l < 0. a a 
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Thus any one-dimensional subspace of g is conjugate (with respect to A(g)) to 
one of the following subspaces: 
IAI .;; 1; 1.2 ~ "" > 0, A .;; I' .;; 1. 
It can be shown that subspaces corresponding to different values of parameter A 
are not conjugate to each other. 
In order to classify (up to conjugation by elements of A(g)) all two-dimensional 
subspaces of g it is sufficient to note that any two-dimensional subspace of g is 
uniquely determined by a one-dimensional subspace of g*. 
The classification of one-dimensional subspaces in g* consides with that in g. 
Thus any two-dimensional subspace of g (up to conjugation by elements of A(g)) 
has the form: 
2.18,1-'1"1; 
There exists a unique three-dimensional subspace of g and it, of course, coincides 
with g: 3.1[]. 
After similar classification of all subspaces for other maximal commutative subal-
gebras determined in Lemma we find all non-conjugate subalgebras among obtained 
ones. 
Lemma 2. Any subalgebra non-commutative subalgebra of g[(3, JR) is conjugate 
to one and only one of the following subalgebras: 
2.7 3.8 (.X = 1 or f-l = 0) 
2.8 (.X -1- 0) 3.10-3.12 
2.9 (J-l -1- 1) 3.13 (.X -j. 1 or f-l -j. 1) 
2.15 3.14-3.19 
2.16 (.X =f. 1) 3.20 (.X =f-1 or f-l =f-1) 
2.18 3.21-3.31 
2.19 (.X =f. 1) 4.4 
2.21 4.6-4.22 
2.22 5.4- 5.10 
3.3- 3.7 6.5 
Proof of Lemma 2. Suppose g is a solvable non-commutative subalgebra of the 
Lie algebra g[(3, IR) and n = :Dg is the commutant of g. Then it can be assumed 
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that n consists of nilpotent elements of n is a matrix with zeros on and below the 
diagonal. So it can be assumed that n is a subalgebra of 
It is easy to see that if dim n :::; 2, then n is commutative. From the classification 
of commutative Lie algebras it follows that n is conjugate to one of the following 
su balge bras: 
Since n is an ideal in g, we have g E N ( n). Thus description (up to conjugation) 
of all non-commutative solvable subalgebras of g((3, IR) reduces to classification (up 
to conjugation by elements of A( n)) of all subalgebras g in N ( n) such that [g, g] = n 
for each n specified above. 
Below N( n) and A( n) for each n are written: 
a) A(n)=T(3,IR), N(n)=t(3,IR); 
X Z u u) x yEJR*} 
: z,~,uEIR' N(n) = y t 2x- y 
_ { (x y) I x E IR*, Y E Matlxz(IR)} 
c) A(n)- 0 Z Y E GL(2,1R) ' D N(n) = ; w 
{( X y) I X E GL(2,1R)} d) A(n) = 0 z Y E Matzx 1 (IR), z E IR* ' ~ N(n) = L_.:j; 
X Z t z) x,yEIR*} 
0 ID> ' z E ~ 
N(n) = y z 
2x -y y 
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f) A(n) = { 0 ~ :) x,y,zEIR*}, O z u, v, wE JR. ~ N(n)=~; 
Consider the case b): 
n=D· 
Then 2 =dim n :s; dim g :s; dim N(n) = 5,:Dn f. n, and :D(N(n)) f. n. Therefore 
the dimension of g is either 3 or 4. 
Suppose dimg = 3. Then there exists a unique one-dimensional subspace IR.e of 
g complementary to n such that 
~ ~ ) . 
0 2b- a 
Let P be an element of A( n) and 
P= 0 ~ n, wheret=y2x-1 , x,yER•, zER. 
Then 
(
a c~+(b-a)~ 
PeP-1 = 0 b 
0 0 
0 )  . 
2b- a 
It follows that the element e is diagonalizable by means of conjugation by ele-
ments of A( n) whenever a f. b. If a = b we have :Dg f. n. 
Therefore, it can be assumed that 
e= (
a 0 
0 b 
0 0 
0 ) 0 ' 
2b- a 
If a f. 0, the subalgebra g has the form: 
X y 
3.23 0 AX 
0 0 
z 
y 
(2>.- l)x 
b 
where).= -. 
a 
The sub algebras corresponding to different values of parameter ). are not conjugate 
to each other. 
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If a= 0, the subalgebra g has the form: 
0 y z 
3.24 0 X y 
0 0 2x 
It is possible to show that the subalgebras 3.23 and 3.24 are not conjugate. 
Now suppose dimg = 4. Similarly we can show that without loss of generality it 
can be assumed that the subspace of g complementary to n is diagonal, and g has 
the form: 
X +y Z U 
4.22 0 X Z 
0 0 X -y 
We consider other cases in a similar way and finally obtain the results of the 
Lemma 2. 
Lemma 3. Any unsolvable subalgebra of the Lie algebra g((JR) is conjugate to 
one and only one of the following subalgebras: 
3.3-3.5 6.1- 6.4 
4.1-4.3 7.1 
4.5 7.2 
5.1-5.3 8.1 
Proof of Lemma 3. Let g be an unsolvable subalgebra of g((3, JR). Then g contains 
the semisimple Levi subalgebra a, where a= [a, a] C .s((3, !R). 
Any semisimple subalgebra of g((3, JR) is conjugate to one of the following sub-
algebras: 
~ (i)~; D (iii) ; X (iv) .s((3,!R). 
Subalgebras ( ii) and (iii) are maximal in .s((3, !R). Therefore, if a is conjugate 
to subalgebra (ii) or (iii), then g has one of the following forms: 
D 3.4 ; X 
X +y Z X y z 
4.3 u X z 4.5 -y X U 
U X- y -z -u x 
If the subalgebra a is conjugate to .s((3, !R), then g = .s((3, JR) or g = g((3, JR). 
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Consider in detail the case when a is conjugate to subalgebra ( i). Then the 
a-module g((3, JR) is a direct sum of isotypical components: 
g((3, JR) =a EB m1 EB mz, 
where modules m1 and m2 in a suitable basis have the form: 
Since g is a submodule of the a-module g((3, JR), we see that g is a direct sum of 
intersections: 
g = (g n a) EB (g n mi) EB (g n mz). 
If g n m2 = {0}, then g C a EB m1 . Therefore g is a reductive subalgebra. Note 
that the submodule m1 is invariant under conjugations preserving the subalgebra a. 
This implies that the subalgebra g is conjugate to one and only one of the following 
subalgebras: 
g n m1 = {0}: ~ 3.3 L___-=_j . 
dim(g nm1) = 1: F.Tl 4.1 ~ ; 
dim(g n m1) = 2 : ~ 5.1 .
4.2 
AX +y 
u 
z 
AX -y 
X 
Since mz, as a subset of g((3, JR), generates the Lie algebra .s((3, JR), we have 
g "jJ mz. 
The a-module m2 is a direct sum of two isomorphic simple submodules: 
where 
and the isomorphism 7r : n1 ---+ nz is defined by 
(
0 0 
7f 0 0 
0 0 
~) ( ~ ~ ~) . 
0 -y X 0 
20 ISOTROPICALLY-FAITHFUL PAIRS 
Thus, if m2 n g =/= {0}, then 
mz n g = (a+ ,B1r )( ni) = { ( ~ 
-,By 
~ :~) 
,Bx 0 
where a, ,B E lR and a 2 + ,82 =/= 0. However, if a,B =/= 0, this set also generates the 
whole Lie algebra .s[(3, !R). Therefore a= 0 or ,B = 0. Then g n m2 is the nilpotent 
radical of g. In a suitable basis it has the form: 
Since g C N (g n m2 ), for cases a) and b) we have: 
G a) g C ; z ~ b)gc~. 
Further it is easily proved that g is conjugate to one and only one of the following 
Lie algebras: 
5.2, 5.3, 6.1-6.4, 7.1, 7.2. 
The proof of the Lemma 3 is complete. 
The results of the theorem are immediate from Lemmas 1,2 and 3. 
CHAPTER II 
METHODS OF CLASSIFICATION OF PAIRS 
1. Structure of virtual pairs 
Let (V, g) be a virtual pair and U = V /g. Suppose 1r : V ~ U is the canonical 
surjection and s : U ~ V is an arbitrary section of the surjection 1r (in other words, 
sis a linear mapping such that 1r o s = idu ). Consider the mapping H 8 : V ~ g XU 
defined by 
Hs(v) = (v- so 1r(v),1r(v)) for v E V. 
Since 
1r( v - s o 1r( v)) = 1r( v) - 1r( v) = 0 for v E V, 
we see that v- so 1r( v) E g, and therefore H8 is well-defined. 
Proposition 1. The mapping H 8 is an isomorphism of the vector spaces V and 
g x U, and also the following condition holds: 
Hs(g) = g X {0}. 
Proof. Let us prove that the mapping G: g xU~ V given by 
G( x, u) = x + s( u) for all ( x, u) E g X U 
is inverse to the mapping H 8 • Indeed, for any v E V we have 
Go H8 (v) = G(v- so 1r(v),1r(v)) = v- so 1r(v) +so 1r(v) = v. 
Therefore G = H-;1 and H 8 is an isomorphism. Moreover 1r(x) = 0 and H 8 (x) E 
g x {0} for all x E g. Conversely, if (x, 0) E g x {0}, then H-; 1 (x, 0) = x E g. It 
follows that Hs(g) = g X {0}. 
The pair of vector spaces (g XU, g X { 0}) is canonically supplied with the structure 
of a virtual pair isomorphic to the virtual pair (V,g): 
(x,O).(y,u) = H8 (H; 1 (x,O).H- 1 (y,u)) for all x,y E g,u E U. 
In the sequel we identify g and g x { 0}. 
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Proposition 2. There exists a linear mapping q8 : g ---+ £(U, g) such that for 
all x, y E g, u E U we have 
x.(y, u) = ([x, y] + q8 (x )( u ), x.u ), (1) 
and for all x, y E g the following condition holds: 
(2) 
Proof. Indeed, we have 
x.(y, u) = Hs(x.(y + s( u ))) = Hs([x, y] + x.s( u )) = ([x, y] + x.s( u)- s(x.u), x.u ). 
Put q8 (x )( u) = x.s( u)- s(x.u) for x E g, u E U. In other words q8 (x) = x.s. Then 
it is clear that 
qs([x,y]) = [x,y].s = x.(y.s)- y.(x.s) = x.q8 (y)- y.q8 (x). 
Definition. Suppose (g, U) is a generalized module and q : g ---+ £(U, g) is a 
linear mapping such that 
q([x,y]) = x.q(y)- y.q(x) for all x,y E g. (2') 
Then the mapping q is called a virtual structure on the generalized module (g, U). 
Proposition 3. Suppose q is a virtual structure on a generalized module (g, U). 
Put Vq = g x U. Then the bilinear mapping g X Vq ---+ Vq given by 
x.(y,u) = ([x,y] + q(x)(u),x.u) for all x,y E g,u E U 
deflnes the virtual pair (Vq, g). 
Proof. Indeed, for XI, x2, y E g and u E U we have 
[xi, x2].(y, u) = ([[xi, x2], y] + q([xi, x2])( u ), [xi, x2].u) 
=([xi, [x2,y]]- [x2, [xi,Y]] + [xi,q(x2)(u)]- q(x2)(xi.u)- [x2,q(x!)(u)] 
+q(x!)(x2.u),xi.(x2.u)- x2.(xi.u)) = XI.([x2,y] + q(x2)(u),x2.u) 
-x2.([xi,y] + q(x!)(u),xi.u) = XI.(x2.(y,u))- x2.(xi.(y,u)). 
(3) 
So, to any virtual structure on a generalized module (g, U) we assign the virtual 
pair (g X U, g) defined by formula (3). Moreover, any virtual pair (V, g) with the 
associated generalized module (g, U) can be constructed in this way. 
Definition. Suppose qi and q2 are virtual structures on a generalized module 
(g, U). We say that qi and q2 are equivalent if the virtual pairs (Vq1 , g) and (Vq2 , g) 
are isomorphic. 
1. STRUCTURE OF VIRTUAL PAIRS 23 
Proposition 4. Virtual structures q1 and q2 on a generalized module (g, U) 
are equivalent if and only if there exist an automorphism (!, p) of the generalized 
module (g, U) and a linear mapping h : U ---+ g such that the following condition 
holds: 
(4) 
Proof. Let H : (Vqu g) ---+ (Vq 2 , g) be an isomorphism of virtual pairs. Then we 
can uniquely define mappings f E GL(g),p E GL(U), and hE C(U,g) such that 
H(y,u) = (f(y) + h o p(u),p(u)) for all (y,u) E Vq1 • (5) 
In this case H-1(y,u) = (f-1 (y) + f- 1 o h(u),p-1(u)). 
Then we have 
H(x.(y, u)) = H([x, y]+qi (x )( u ), x.u) = (f([x, y])+ f(qi (x )( u ))+hop(x.u ),p(x.u )). 
On the other hand 
H(x, O).H(y, u) = f(x ).(f(y) +hop( u ),p( u)) 
= ( [j (X), j ( y)] + [j (X), h 0 p( U)] + qz (f (X)) (p( U)), j (X). p( U)) 
It follows that f(x).p(u) = p(x.u) for all x E g,u E V. Thus (f,p) is an auto-
morphism of the generalized module (g, U). Putting u = 0 we obtain f([x, y]) = 
[f(x ), f(y)] for all x, y E g. Therefore f is an automorphism of the Lie algebra g. 
Further 
Therefore 
Conversely, suppose that there exist an automorphism(!, p) of the generalized mod-
ule (g, U) and a mapping hE C(U,g) satisfying condition (4). Then the mapping 
H : Vq1 ---+ Vq 2 defined by (5) is an isomorphism of the virtual pairs (Vq1 , g) and 
(Vq2 'g). 
Corollary 1. Suppose q1 and q2 are virtual structures on a generalized module 
(g, U) and there exists a mapping hE C(U,g) such that q1(x)- q2 (x) = x.h for all 
x E g. Then the virtual structures q1 and q2 are equivalent. 
Proof. It is sufficient to put p = idu and f = id9 in ( 4 ). 
Thus, classification (up to isomorphism) of all virtual pairs (V, g) for a given 
generalized module (g, U) reduces to classification of all virtual structures on the 
generalized module (g, U) (viewed up to equivalence). 
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2. Matrix form 
Let (g, U) be a faithful three-dimensional generalized module over the field JR. 
Suppose £ = { e1 , ... , en} is a basis of the Lie algebra g (n = dim g) and U = 
{ u1 , u2, u3} a basis of the vector space U. 
For x E g, by A(x) and B(x) denote the matrices of the mappings 
ad x : g ---+ g and xu : U ---+ U 
in the bases£ and U respectively. Then A(x) E Matnxn(IR), B(x) E Mat3x3(1R), 
and the mapping 
p: g---+ g((3, IR), x t-t B(x) 
is an injection. This allows to identify the Lie algebra g with a certain subalgebra 
of the Lie algebra g((3, IR). Without loss of generality it can be assumed that g is 
one of the subalgebras of g[(3, IR) determined in Theorem 1. 
Recall that for g C g[(3, IR), by A(g) we denote the following subgroup of g((3, IR): 
A(g) = {x E gr(3,JR) 1 x 9x- 1 c 9}. 
Consider the homomorphism of groups 
1.p : A(g) ---+ Aut(g) 
defined by 
~.p(P) : x t-t PxP-1 for x E g, P E A(g). 
Proposition 5. Suppose (!, p) is an automorphism of the generalized module 
(g, U) and Pis the matrix of the mapping p. Then P E A(g) and f = ~.p(p). 
Proof. For all x E g, u E U we have 
p(x.u) = f(x).p(u) 
or alternatively 
p o xu(u) = f(x)u o p(u). 
In matrix form it is equivalent to 
PB(x) = B(J(x))P. 
We identify x with B(x) and f(x) with B(f(x)). Then for any x E g we have 
PxP- 1 E g. Hence P E A(g). Moreover f(x) = PxP-1 and therefore f = ~.p(P). 
There is a one-to-one correspondence between the set of mappings q : g ---+ C(U, g) 
and the set of mappings C : g ---+ Matn x3 (IR), where C ( x) is the matrix of the 
mapping q( x) in the bases fixed before. 
Allowing a certain freedom of expression, we say that a mapping C : g ---+ 
Matnx3(1R) is a virtual structure on the generalized module (g, U) if the corre-
sponding mapping q is a virtual structure. 
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Proposition 6. A necessary and sufficient condition for a mapping 
C: g--+ Matnx3(IR) 
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to be a virtual structure on the generalized module (g, U) is that the following 
condition hold: 
C([x, y]) = A(x )C(y)- C(y)B(x)- A(y)C(x) + C(x )B(y) for x, y E g (6) 
Proof. Indeed, we have 
q([x,y]) = x.q(y)- y.q(x). 
In other words 
q([x, y])( u) = [x, q(y)( u )] - q(y)(x.u)- [y, q(x )( u )] + q(x )(y.u) =ad x o q(y)( u) 
-q(y) o xu(u)- ady o q(x)(u) + q(x) o Yu(u) for all u E U. 
This implies equivalence of conditions (2') and (6) 
Proposition 7. Suppose CI and c2 are virtual structures on the generalized 
module (g, U). C1 and C2 are equivalent if and only ifthere exist matrices P E A(g) 
and H E Matnx3(IR) such that the following condition holds: 
C2(x) = FC1(r.p-1(x))P-1 - A(x)H + HB(x) for x E g, (7) 
where r.p = r.p(P) and F is the matrix of the mapping r.p. 
Proof. Indeed, suppose q1 and q2 are the virtual structures on the generalized 
module (g, U) corresponding to C1 and C2 , respectively. Then from Proposition 4 
it follows that there exist an automorphism (f, p) of the generalized module (g, U) 
and a mapping h E .C(U, g) such that for all x E g we have 
g2(x) = f o qi(f-1 (x)) o p-1 - x.h. 
Let H and P be matrices of the mappings h and p respectively. Then P E A(g) 
and f = r.p(P). Further, the matrix ofthe mapping x.h is equal to A(x)H -HB(x). 
Therefore condition (7) holds. 
Conversely, assume that condition (7) is satisfied. Then we can uniquely define 
mappings p : U --+ U and h : U --+ g such that their matrices are equal to P and H 
respectively. Then putting f = r.p(P), we see that the pair (f,p) is an automorphism 
of the generalized module (g, U) and condition ( 4) is satisfied. Hence the virtual 
structures are equivalent. 
Corollary 2. Suppose CI and c2 are virtual structures on the generalized mod-
ule (g, U) and there exists a matrix H E Matnx3(IR) such that for all x E g the 
following condition holds: 
C1(x)- C2(x) = A(x)H- HB(x). (8) 
Then CI and c2 are equivalent. 
Proof. It is sufficient to put P = E3. Then r.p(P) = idg and F = E3. Therefore 
condition (7) is satisfied. 
Remark. Note that all expressions in (6), (7), and (8) are linear in x, y E g. 
Therefore, in order to ensure that these conditions are satisfied for all x, y E g, we 
must only check that they hold for x, y E £ = { e1 , ... , en}. 
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3. Primary virtual structures 
Suppose (V, g) is a virtual pair and (g, U), where U = V jg, is the generalized 
module associated with (V, g). 
Proposition 8. Let f) be a nilpotent subalgebra of g. 
(1) A necessary and sufficient condition for the f)-module V to be a direct sum 
of primary components is that the f)-modules g and U be direct sums of 
primary components. 
(2) There exists a section s : U ---+ V of the canonical surjection 1r : V ---+ U 
such that for every a E f)* the following condition holds: 
(9) 
Proof. 
(1) Let us remark that for any x E f) the endomorphism xv can be reduced to 
triangular form if and only if this can be done for the endomorphisms x g = ad x 
and xu. Indeed, suppose xv can be reduced to triangular form; then there exists a 
Jordan-Holder sequence for xv: 
{0} = Vo C VI C · · · C Vn+k 
(n = dimg, k = dimU) such that dim Vi= i, 0 ~ i ~ n + k, and Vn =g. Then the 
Jordan-Holder sequences for Xg and xu have the form: 
{ 0} = Vo C VI C · · · C Vn = g and 
{0} = Vn/W C Vn+I/W C · · · C Vn+k/W = U 
respectively. Therefore the endomorphisms Xg and xu can also be reduced to 
triangular form. Conversely, let the Jordan-Holder sequence for Xg and xu have 
the form: 
{0} =go C gi C · · · C gn = g and 
{0} = Uo cUI c ... c uk = u, where 
dimgi = i,O ~ i:::;:; n, and dimUi = i,O ~ i ~ k. 
Then the sequence 
is a Jordan-Holder sequence for x v such that all quotients of the sequence are one-
dimensional. Therefore the endomorphism xv can be reduced to triangular form. 
This proves the first part of the Proposition ([Bou], Ch. VII, §1, Pr. 9(i)). 
(2) Let 
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Let U0 be a subspace of V complementary to U1. Since the mapping 1r : V ---7 U is a 
surjection, we have n(Va((J)) = ua(f)) for all a E f)*. ([Bou], Ch. VII, §1, Corollary 3 
of Th. 1). Then it is obvious that n(VI) = U1 and n-1 (U0 ) + V1 = V. Therefore 
there exists a subspace V0 of the vector space V such that V0 is complimentary 
to V1 and V0 C n-1 (U0 ). In this case n(Vo) = Uo. For each a E f)* consider the 
mapping 7ra : va((J) ---7 ua(lJ) such that 7ra is the restriction of the mapping 7r to 
va(f)). Consider also the mapping no : V0 ---7 U0 such that no is the restriction of 
the mapping 1r to V0 • For a E f)*, let sa be an arbitrary section ofthe surjection 7ra 
and let s0 be an arbitrary section of the surjection no. Now consider the mapping 
s : U ---7 V defined by 
where Uo E Uo, ua E ua(lJ) for all a E f)*. The mapping s is a section of the 
surjection 1r and 
Definition. Suppose s is a section of the canonical surjection 1r : V ---7 U. We 
say that s is consistent with the subalgebra f) if 
From Proposition 8(2) it follows that there always exists such a section. 
Proposition 9. Supposes is a section of the canonical surjection 1r : V ---7 U 
consistent with the subalgebra f). Then the corresponding virtual structure q8 : g ---7 
£(U, g) on the generalized module (g, U) satisfies the following condition: 
(10) 
Proof. Indeed, by definition we have q8 (x)(u) = x.s(u) = x.s(u)- s(x.u) for all 
X E g, u E u. Suppose X E ga((J) and u E uP(fJ) for a, f3 E f)*. Then 
q(x)(u) = x.s(u)- s(x.u) C x.s(U;J(lJ))- s(x.Ui3([J)) C 
c x.VP(f))- s(ua+;J(f))) c va+;J(f))- va+;J(f)) c va+;J(f)). 
On the other hand qs( X)( u) E g. Therefore qs( X)( u) E g n va+;J (f)) = ga+i3((J ). This 
completes the proof of the Proposition. 
Definition. We say that a virtual structure q on (g, U) is primary (with respect 
to f)) if q satisfies condition (10). 
From Propositions 8(2) and 9 it follows that every virtual structure is equivalent 
to a certain primary virtual structure. 
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Proposition 10. Suppose q is a primary (with respect to ~) virtual structure 
on the generalized module (g, U) and (Vq, g) is the corresponding virtual pair. Then 
Proof. It is obvious that go:(~) = go:(~) x {0} is contained in Vt(~) for all 
a E ~*. Now let us prove the embedding {0} x Ua:(~) C Vqa(~). Indeed, suppose 
(O,u) E ua:(~) and xis an arbitrary element of~· Then there exists annE N such 
that (xu- a(x))n(u) = 0. Let us prove by induction on m that for any mEN the 
following condition holds: 
(11) 
The condition is evidently true form= 0. Assuming that (11) is true form= p, 
we have 
(xv- a(x))P(O, u) = (y, (xu- a(x))P(u)), 
where y Ego:(~). Then 
(xv- a(x))P+1 (0, u) = (xv- a(x))(y, (xu- a(x))P(u)) 
= (x, O).(y, (xu- a(x))P(u))- a(x)(y, (xu- a(x))P(u)) 
= ((xg- a(x))(y) + q(x)((xu- a(x))P(u), (xu- a(x))P+1 (u)). 
Since x E g0 (~), we see that the spaces ua(~) and go:(~) are invariant under xu 
and x~ respectively. Hence (xu- a(x))P(u) E ua:(~) and (xg- a(x))(y) Ego:(~). 
Since the virtual structure q is primary, we have 
Therefore 
Thus embedding (11) is true. 
Put m = n in (11). Since (xu- a(x))n(u) = 0, we obtain 
This immediately implies that (O,u) E Vqa(~) and finally 
Conversely, suppose ( x, u) E Vqa ( ~) and 1r : Vq ---+ U is the canonical surjection. 
Then 1r(x, u) = u E Ua:(~) and, as we saw above, (0, u) E Vqa(~). Therefore (x, 0) E 
Vqa(~). It follows that X Ego:(~) = g (I Vqa(~) and yqa:(~) =go:(~) X Ua:(~). 
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4. Trivial cases 
Definition. A virtual pair (V, g) is said to be trivial ifthere exists a submodule 
U of the g-module V such that V = U E9 g. 
Note that a trivial virtual pair (V,g) is uniquely defined (up to isomorphism) by 
the corresponding generalized module (g, V jg). 
Proposition 11. Let q be a virtual structure on the generalized module (g, U). 
Then a necessary and sufficient condition for the virtual pair (Vq, g) to be trivial is 
that q be equivalent to the zero mapping of g into £(U, g). 
Proof. It is obvious that the zero mapping of g into £(U, g) is a virtual structure 
and defines the trivial virtual pair (Vo,g) (the submodule {0} XU is complementary 
to g). 
Suppose (V, g) is a trivial virtual pair and M is a submodule of V complimentary 
to g. If 1r : V -+ U is the canonical surjection (here U = Vjg), then we have 
1r(M) = U. Therefore, there exists a section s : U -+ V of the surjection 1r such 
that s(U) C M. Then for any x E g, u E U we have 
q8 (x)(u) = (x.s)(u) = x.s(u)- s(x.u) C x.M- s(U) C M. 
On the other hand q8 (x )( u) E g. Therefore q8 (x )( u) = 0 for all x E g, u E U and 
q8 is the zero mapping. Thus, any virtual structure on (g, U) defining the trivial 
virtual pair is equivalent to the zero mapping of g into £(U, g). 
Corollary 3. Suppose q : g -+ £(U, g) is a virtual structure on the generalized 
module (g, U) and there exists a mappings E £(U,g) such that q(x) = x.s for all 
x E g. Then the virtual pair (Vq,g) is trivial. 
Proposition 12. Suppose q : g -+ £(U, g) is a virtual structure on the gener-
alized module (g, U) and a. is a semisimple subalgebra of the Lie algebra g. Then 
there exists a virtual structure ij equivalent to q such that ij( a.) = { 0}. 
Proof. Indeed, suppose (V, g) is the virtual pair defined by q. Since a. is a 
semisimple subalgebra of g, we see that the a.-module V is also semisimple. But g 
is a submodule of the a.-module V. Therefore there exists a submodule M of the 
a.-module V such that V = M E9 g. Supposes is a section of the canonical surjection 
1r : V -+ U such that s(U) C M. Calculation similar to that from the proof of the 
previous Proposition shows that q8 (x)(u) = 0 for all x E n,u E U, i.e., q8 (a.) = {0}. 
The virtual structures q and q8 are equivalent. 
Corollary 4. If g is a semisimple Lie algebra, then every virtual pair (V, g) is 
trivial. 
Definition. A pair (.9, g) is called trivial if there exists a commutative ideal a. 
in the Lie algebra .9 such that g E9 a.= g. 
Suppose (.9, g) is a trivial pair. This obviously implies that the corresponding 
virtual pair (.9, g) is also trivial, but not conversely. A trivial pair is uniquely defined 
(up to equivalence) by the corresponding generalized module (g,gjg) 
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Proposition 13. Let (g, g) be an isotropically-faithful pair and (g, U) the cor-
responding generalized module (U = gjg). Suppose that there exists x E g such 
that xu = idu + r..p, where r..p is a nilpotent endomorphism; then the pair (g, g) is 
trivial. 
Proof. By ~ denote the nilpotent subalgebra of g spanned by x. We identify 
functions from ~* with their values on the element x. It is clear that U = U1 (~). 
Since r..p is nilpotent, we see that the endomorphism adgi(U) r..p is also nilpotent. 
Further, since the g-module U is faithful and adgi(U) r..p = adgi(U) xu, we see that 
the endomorphism adg is also nilpotent and g = g0 (~). From Proposition 8(2) it 
follows that dimg1 (~);:: dimU1 (~), where g0 (~) =g. From the embedding 
it follows that g1 (~) is a commutative ideal in g. This proves the Proposition. 
5. Real and complex virtual pairs 
In this section we put k = ~- For any real vector space V, by VIC = V ®~ C 
denote the complexification of V. In a similar manner we define complexifications 
of other algebraic structures such as Lie algebras, modules, and so on. 
We identify the vector space V with the subset V®~~ of vc. Then VIC= V +(iV) 
and V n (iV) = {0}. 
Suppose ~ is a nilpotent real Lie algebra and V is a finite-dimensional real ~­
module. Then the vector space VIC is a ~1C-module. Since the field Cis algebraically 
closed, we see that the ~1C-module VIC is a direct sum of primary components. A 
linear function a E (~IC)* such that (VICY¥(~1C) =f. {0} is called a weight of the 
~1C-module vc. Denote by ~IC the set of all weights of vc. Then 
vc = E9 (vcy¥(~c). 
aEAIC 
For A E ~ IC, by VA ( ~) denote the subspace of V defined by 
Remark. If A E ~ IC and A= .X, then A E ~* and 
(Bourbaki, N. "Groupes et algebres de Lie", Chapter VII, §1). So the new definition 
for VA(~) is in full agreement with the old one whenever A= .X. 
Proposition 14. 
(1) ~IC = fS.IC; 
(2) VA(~)= vx(~) and 
(VIC)A(~IC) + (VIC)\~IC) = (VA(~))IC for all A E ~IC; 
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(3) for any). E .6. c the subspace VA(~) is invariant under the action of~ and 
( 4) if). E 8c and)."/=.\, then the submodule VA(~) ofthe ~-module V possesses 
a unique complex structure J .x such that 
This proves statements (1) and (2). Then statement (3) is obvious. 
Suppose ). E .6. c and >. "/= .\. Then 
V n (VC)A(~c) = (iV) n (Vc).x(~c) = {0}. 
Indeed, if v E V n (Vc).x(~c), then v = v E (Vc):\(~c) and v E (VC)A(~c) n 
(Vc):\(~c) = {0}. In a similar way we see that the second equality is true. 
By V .x denote a subset of V such that for any v E V .x there exists u E V such 
that v + iu E (Vc).x(~c). From condition (12) it follows that for any v E VA this 
element u is unique. Put J A( v) = u 
Let us show that VA is a subspace of the vector space V and the mapping 
J .x( v) is linear. Indeed, if v1, v2 E V .X, then ( v1 + v2) + i( J .x( vl) + J .x( v2)) = 
(v1 +iJ.x(vl))+(v2+iJ.x(v2)) E (Vc).x(~c). Therefore v1 +v2 E v.x and J.x(v1 +v2) = 
J.X(vl) + JA(v2). Similarly, if v EVA, a E ~'then avE VA and JA(av) = aJA(v). 
Let us show that JA(VA) C V\ Indeed, if v E V..\, then -i(v + iJ.x(v)) = 
J.x(v)- iv E (VC)A(~c) and JA(v) EVA. In addition JA(J.X(v)) = -v. 
Let us show that J.X(x.v) = x.JA(v) for all x E ~' v EVA. Indeed x.(v+iJA(v)) = 
x.v + ix.J.x(v) E (Vc).x(~c). Therefore J.X(x.v) = x.J.x(v). 
Let us now show that vX = VA. Indeed, if v E VA, then v-iJA( v) = v + (JA( v) E 
(VC)A(~c). Therefore VA C vx. Similarly vX C v.x. This implies VA = vX and 
JA = _ 1 x. 
It remains to note that 
and, therefore, VA(~)= v.x. 
Definition. Suppose .6. is a subset of .6. c such that for every ). E .6. c the set 
.6. n { >., ,\} contains exactly one element. Then 
v = EB V,\(~) 
AE.6. 
and the decomposition itself is called a generalized primary decomposition. 
Remark. Generally speaking, the set .6. is not defined uniquely. Nevertheless the 
terms of the generalized primary decomposition are independent of .6.. 
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Proposition 15. Suppose (g, U) is a real generalized module, () is a nilpotent 
subalgebra of the Lie algebra g, and q is a virtual structure on (g, U). Then there 
exists a virtual structure ij equivalent to q such that if' is a primary (with respect 
to (JIC) virtual structure on the complex generalized module (giC, Uc). 
Proof. Let (V,g) be the real virtual pair defined by q. Suppose L\~, L\~, and 
8g are the sets of all weights of the ()-modules vc, giC, and uc respectively. Then 
L\~ = L\~ U L\S. We have 
and 
for all A. E L\~, where 1r : V ~ U is the canonical surjection. Let L\v be a subset 
of L\ ~ such that 
is the generalized primary decomposition of the ()-module V. Put L\g = L\v n L\~ 
and L\u = L\v n L\S. Then 
and 
For A. E L\ u, let ?rA : VA ( ()) ~ U A ( ()) be the restriction of the mapping 1r to 
VA(()). If 3.. =A., then by sA denote an arbitrary section of the surjection 1r\ 
Suppose 3.. =f. A. and JO, JD are the complex structures on VA(()) and UA([J), 
respectively, determined in Proposition 15( 4). By VA(())( JO) and UA([J )( JD) denote 
the corresponding complex vector spaces. Then 
is a surjection of complex spaces. By sA denote an arbitrary C-linear section ofthe 
surjection 1rA. 
Consider the mapping s : U ~ V defined by 
for uA E UA((J), A. E L\u. The mappings is a section of 1r. Moreover, if A. E L\S and 
A. =f. 3.., then 
JO(s(u)) = s(JO(u)) for all u E UA((J). 
Suppose q8 is the corresponding virtual structure on (g, U). It is obvious that q~ is 
a virtual structure on the complex generalized module (giC, uc) and q~ = q8 rr:. Let us 
show that the section siC is consistent with ()c. Indeed, if u E (UIC)A([JIC) for A. E L\S, 
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then there exists u E U>-.(~) such that u = u+iJD(u) and sc(u) = s(u)+iJO(s(u)). 
Since s(u) E V>-.(~), we obtain sc(u) E (Vc)>-.(~c). 
From Proposition 9 it follows that q~ is a primary virtual structure. Since the 
virtual pairs (Vq, g) and (Vq,, g) are isomorphic, we see that q and q8 are equivalent. 
The proof of the Proposition is complete. 
CHAPTER III 
THE CLASSIFICATION OF PAIRS 
Preliminaries 
1. Let g be one of the subalgebras of the Lie algebra g((3, ~) determined in 
Theorem 1. We assume that the Lie algebra g acts naturally on ~3 ; then (g, ~3 ) is a 
faithful generalized module. The enumeration of the generalized modules obtained 
in this way coincides with that of the corresponding subalgebras of g((3, ~) in 
Theorem 1. 
We say that a pair (g,g) (a virtual pair (V,g)) has type (n.m), if the corre-
sponding generalized module (g,gjg) (respectively, (g, Vjg)) is isomorphic to the 
generalized module n.m, i.e., to the generalized module (g, ~3 ), where g is the 
subalgebra of g((3, ~) supplied with the number n.m in Theorem 1. 
2. Let (V, g) be a virtual pair of type n.m. Then without loss of generality we 
can identify the Lie algebra g with the subalgebra n.m of the Lie algebra g((3, ~). 
We suppose that U = ~3 . Let { u1 , Uz, U3} be the standard basis of U: 
3. Allowing a certain freedom of notation, we define a pair (g, g) by the commu-
tation table of the Lie algebra g only. Here by { e1, ... , en, u1, Uz, u3} we denote a 
basis of g (n = dimg). We assume that the Lie algebra g is generated by e1 , ... , en 
unless the contrary is stated. 
In addition, >. and J-l are the parameters of the corresponding generalized mod-
ule. If there are some complementary conditions on >. and J-l (comparing with 
Theorem 1), they are indicated before the table. By a, f3, 'Y, etc. we denote the 
parameters appearing in the process of the classification. If there are some com-
plementary conditions on them, it is indicated just after the table. Otherwise we 
assume that these parameters run through ~. 
4. We make use of the following notation: 
vng are the elements of the derived series of a Lie algebra g; 
eng are the elements of the lower central series of g; 
t(g) is the radical of g; 
Zg is the center of g; 
ada x, where x is an element of g, and a is an ideal in g, denotes the 
restriction of the endomorphism ad x to a. 
5. In the trivial case g = {0} the classification of isotropically-faithful pairs (g, g) 
is equivalent to the classification (up to isomorphism) of all three-dimensional Lie 
algebras g. It can be found, for example, in [J]. 
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Proposition 0.1. Any pair (g, g) of type 0.1 is equivalent to one and only one 
of the following pairs: 
1. [,] U} u2 U3 
U} 0 0 0 
U2 0 0 0 
U3 0 0 0 
2. [ 'l U} u2 U3 
U} 0 0 0 
U2 0 0 U} 
U3 0 -UI 0 
3. [ ,] U} U2 U3 
U} 0 0 U} 
u2 0 0 au2 
U3 -U} -au2 0 ' ial ~ 1, 
4. [ ,] U} u2 U3 
U} 0 0 au1 + u 2 
U2 0 0 -u1 + au2 
U3 -O:U}- U2 u 1 - au2 0 ' a;:::: 0, 
5. [ ,] U} u2 U3 
U} 0 0 U} 
u2 0 0 UI 6 u2 
U3 -U} -u1 - u2 
6. [ ' l U} U2 U3 
U} 0 2u2 -2u3 
u2 -2u2 0 U} 
U3 2u3 -UI 0 
7. [ ' l U} U2 U3 
UI 0 U3 -u2 
u2 -U3 0 U} 
U3 u2 -U} 0 
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1. One-dimensional case 
Proposition 1.1. Any pair (g, g) of type 1.1 is equivalent to one and only one 
of the following pairs: 
1. 
2. 
3. ,\ = -1 
4. ,\ = -1 
5. ,\ = -1 [ ' l 
6. ,\ = 1 
7. ,\ = 1 
[ ,] 
[' l 
[ ,] 
Uz U3 
,\uz 0 
0 0 
0 0 
0 0 
Uz 
0 
0 
(f 
0 
0 
0 
0 
[,] e1 UI Uz U3 
e1 0 U1 -Uz 0 
UI -UI 0 U3 0 
Uz Uz -U3 0 0 
U3 0 0 0 0 
[ ,] 
[ ,] 
(f 
0 
0 
uz 
0 
0 
(f 
Proof. Let £ = { ei} be a basis of g, where 
e1 = G ~ ~). 
0 
0 
0 
0 
Then A(ei) = 0, and for x E g the matrix B(x) is identified with x. 
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Lemma. Any virtual structure q on generalized module 1.1 is isomorphic to one 
of tbe following: 
a) ,\ =J 0 
b),\= 0 
Proof. Any virtual structure q has the form 
Suppose ,\ =J 0. Put 
H = ( Ct C2 I,\ 0 ) ' 
and Ct(x) = C(x)- A(x)H + HB(x) for x E g. Then 
Ct(ei)=(O 0 c3). 
By corollary 2, Chapter II, the virtuial structures C and C1 are equivalent. 
Now suppose ,\ = 0. Similarly, putting 
H = ( Ct 0 0)' 
and C2(x) = C(x)- A(x)H + HB(x) for x E g, we see that 
This completes the proof of the Lemma. 
Let (g,g) be a pair of type 1.1. Thus it can be assumed that the corresponding 
virtual pair (g, g) is defined by one of the virtual structures determined in the 
Lemma. 
Consider the following cases: 
1°. ,\ =J 0. Then the vectors [e1, Uj]1 ~ j ~ 3 have the form: 
Put 
[ei, Ut] = Ut, 
[e1, u2] = AU2, 
[e1, u1] = p3e1. 
[ui, u2] = a1e1 + a1u1 + a2u2 + a3u3, 
[u1,u3] = b1e1 + f3tul + f32u2 + /33u3, 
[u2,u3] = c1e1 +"'ftUI +12u2 +"'(3U3. 
Let us check the Jacobi identity for the triples ( e1 , u j, Uk ), 1 ~ j < k ~ 3, and 
(u1,u2,u3). 
1. [e1, [u1, u2]] + [u2, [e1, u1]] + [u1, [u2, e1]] = 0 
a1u1 + Aa2u2 + p3a3e1- (,\ + 1)(alel + a1u1 + a2u2 + a3u3) = 0 
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1. p3a3 - (A + 1 )a1 = 0 
2. ai = 0 
3. a2 = 0 
4.(A+1)a3=0 
2. [ei, [ui, u3]] + [u3, [ei, u1]] + [u1, [u3, e1]] = 0 
f3Iui + Af32u2 + p3f33ei + p3u1- (b1e1 + f3Iul + f32u2 + f33u3) = 0 
5. bl = 0 
6. P3 = 0 
7. (A - 1) (32 = 0 
8. /33 = 0 
3. [e1, [uz, u3]] + [u3, [e1, u2]] + [u2, [u3, e1]] = 0 
'"/'lUI+ A/'2u2- (c1e1 +/'lUI+ /'2u2 + /'3u3) = 0 
9. C1 = 0 
10. (A - 1 h1 = 0 
11. /'3 = 0 
4. [u1, [u2, u3]] + [u3, [ui, u2]] + [u2, [u3, u1]] = 0 
(1'2 + f3I)(aiel + a3u3) = 0 
12. (f3I + /'2 )a I = 0 
13. (/31 + "(2 )a3 = 0 
It follows that the pair (g, g) has one of the following forms 
1.1°. A#±1 
[ ,] ei UI 
ei 0 UI 
UI -UI 0 
u2 -Au2 0 
U3 0 -f3I UI 
[ ,] ei ul 
el 0 UI 
Ul -UI 0 
u2 u2 -a1e1- a3u3 
U3 0 -f3I Ul 
where a1 ((31 + /'2) = a3 (f3I + /'2) = 0. 
1.3°. A= 1 
[ ' ] ei UI 
el 0 ul 
Ul -UI 0 
u2 -u2 0 
u2 U3 
Au2 0 
0 f3Iui 
0 /'2u2 
-12u2 0 . 
u2 U3 
-u2 0 
a1e1 + a3u3 f31u1 
0 /'2U2 
-12u2 0 ' 
u2 U3 
u2 0 
0 f3I UI + f3zU2 
0 /'I UI + /'2U2 
U3 0 -f31u1- f32u2 -11 u1 -12u2 0 
Consider the corresponding cases. 
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1.1°. ,\ =J. ±1. If 12 - ,\(31 = 0, then the pair (g,g) is equivalent to the pair 
(g1, gi) by means of the mapping ?T: g1 ~ g, where 
1r( ei) = e1, 
1r( u1) = u1, 
1r( u2) = u2, 
1r(u3) = u3- fJ1e1. 
If /2- .\(31 =J. 0, then the pair (g,g) is equivalent to the pair (g2,g2) by means of 
the mapping ?T: g2 ~ g such that 
1r( ei) = e1, 
1r(ui) = u1, 
1r( u2) = u2, 
1r(u3) = (u3- f31e1)/(.\f31- 12). 
1.2°. ,\ = -1. If fJ1 + /2 =J. 0, then a1 = a3 = 0 and as in the case 1.1° we see 
that the pair (g, g) is equivalent to one of the pairs (g1, gi) or (g2 , 92) for ,\ = -1. 
Now suppose /31 + /2 = 0. The mapping ?T: g' ~ g such that 
1r( e1) = e1, 
1r(ui) = U1, 
1r( u2) = u2, 
7r( U3) = U3 - fJ1 e1. 
establishes the equivalence of pairs (g, g) and (g', g'), where the latter has the form: 
[ ' l e1 U1 u2 U3 
e1 0 U1 -u2 0 
U1 -U1 0 a1e1 + a3u3 0 
u2 
ucr 
-a1e1 - a3u3 0 0 
u3 0 0 0. 
If a1 =J. 0 and a3 -=/= 0, then the pair (g', g') is equivalent to the pair (g5 , g5 ) by 
means of the mapping ?T: g5 ~ g', where 
1r( ei) = e1, 
1r(ui) = U1, 
1r(u2) = a!1u2, 
1r(u3) = a3a11u3. 
Smilarly, the pair (g', g') is equivalent to one of the pairs (g3, g3 ), (g4, g4) or 
(g1, gi).>.=-1 when ( a1 =J. 0, a3 = 0), ( a1 = 0, a3 =J. 0), or ( a1 = a3 = 0), re-
spectively. 
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1.3°. ). = 1. In this case each pair is determined by a matrix of the form 
A = ( /31 f32 ) . It easy to show that if two matrises A and A' of this form are 
'Yl 'Y2 
conjugate then, the corresponding pairs are equivalent. So, we can assume that A 
has one of the followig forms: 
i) ( ~ ~) , a, b E ~; ii) (a 1 ) a E ~; 0 a ' ... ) (a -b) zzz b a , a,b E ~. 
In case i) as in 1.1° we see that the pair (g, g) is equivalent to either (g1 , gi) or 
(g2, g2) for A = 1. 
In case ii) the pair (g, g) is equivalent to the pair (g6 , g6 ) by means of the mapping 
n: Q6 --+ g, where 
n( ei) = e1, 
n(u1) = u1, 
n( u2) = u2, 
n(u3) = u3- ae1. 
In case iii) it can be assumed that b -=/= 0. Then the pair (g, g) is equivalent to 
the pair (g6, g6) by means of the mapping n: Q6 --+ g such that 
n( ei) = e1, 
n(u1)=u1, 
n( u2) = u2, 
n(u3) = b-1(u3- aei). 
2°. ). = 0. In this case after checking the Jacoby identity we see that the pair 
(g, g) has the following form: 
[ ,] el UI u2 U3 
el 0 UI 0 0 
UI -UI 0 0:1U1 f3Iui 
U2 0 -0:1 UI 0 C1e1 + ')'2U2 + ')'3U3 
U3 0 -f3I UI -c1e1 - ')'2U2- ')'3U3 0 ' 
where c1 = 0:112 + f3I13. The mapping n: g' --+ g such that 
n( ei) = e1, 
n( ui) = u1, 
n(u2) = u2 + a:1e1, 
7r( U3) = U3 + f3I e1, 
establishes the equivalence of the pairs (g, g) and (g', g') where the latter has the 
form: [ ,] el UI u2 u3 
el 0 UI 0 0 
UI -UI 0 0 0 
U2 0 0 0 '"'(2U2 + '"'(3U3 
U3 0 0 -'"'(2U2 -'"'(3U3 0 
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It is easy to show that the pair (9', g') is equivalent to either (91, gi) or (92, 92) for 
A= 0. 
Now it remains to show that the pairs determined in the Proposition are not 
equivalent to each other. 
Since Z (91) =/= { 0} and Z (92) = { 0}, we see that the pairs (91, gi) and (92, 92) 
are not equivalent. 
Note that 'D291 = 'D292 = {0} but 'D29i =J. {0} for i = 3, 4, 5. It follows that 
the pairs (91, g1) and (92, 92) (A = -1) are not equivalent to any of the pairs 
(9i, 9i), i = 3, 4, 5. Since 
'D93 n g3 =J. {O}, 'D93 n Z(93) = {O}; 
'D94 n g4 = {O}, 'D94 n Z(94) =J. {O}; 
'D9s n gs = {0}, 'D9s n Z(9s) = {0}, 
we see that the pairs (9i,9i), i = 3,4,5 are not equivalent to each other. 
Let A= 1. For the pairs (91l91), (92,92), (96,96), and (97,97) consider the 
homomorphisms fi:9i-+ g((2,1R) (i = 1,2,6, 7), where fi(x) is the matrix of the 
mapping ad xlvg; in the basis { u1, u2}, x E 9i· Then 
h (91) = { ( ~ ~) I X E lR} ; 
h(92) = { ( ~ ~)I x, y E lR}; 
!6(96) = { ( ~ ~)I x, y E lR}; 
h (97) = { ( ~y ~ ) I X E lR} . 
Since the subalgebras fi(9i) (i = 1, 2, 6, 7), are not conjugate, we conclude that the 
corresponding pairs are not equivalent. 
This completes the proof of the Proposition. 
Proposition 1.2. Any pair (9, g) of type 1.2 is equivalent to one and only one 
of the following pairs: 
1. [' l e1 Ul U2 ua 
el 0 U! AU2 J-LUa 
U! -UI 0 0 0 
U2 -Au2 0 0 0 
U3 -J-LU3 0 0 0 
2. 1-l =A+ 1, A< -1 
[ ' l e1 U! u2 U3 
e1 0 u1 AU2 (A+1)u3 
U1 -UI 0 U3 0 
U2 -Au2 -U3 0 0 
U3 -(A+1)u3 0 0 0 
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3. it= 1- .A, 0 < .A :( 112 
[ ,] e1 UI U2 U3 
el 0 UI AU2 (1 - .A)u3 
UI -UI 0 0 0 
U2 -.Au2 0 0 UI 
U3 (.A-1)u3 0 -UI 0 
Proof. Let E = { e1} be a basis of g, where 
Then A(ei) = 0, and for x E g the matrix B(x) is identified with x. 
Lemma. Any virtual structure q on generalized module 1.2 is trivial. 
Proof. Any virtual structure q has the form 
Put 
H = ( CI C2 I A C3 I J-l ) • 
Now put C1 (x) = C(x) + A(x)H- HB(x). Then 
cl ( ei) = ( 0 0 0). 
By corollary 2, Chapter II, the virtual structures C and C1 are equivalent. This 
completes the proof of the Lemma. 
Then 
Put 
[e1, u1] = u1, 
[e1,u2] = .Au2, 
[e1,u3] = J-lU3. 
[u1, u2] = a1e1 + a1 u1 + a2u2 + a3u3, 
[u1,u3] = b1e1 + f3Iul + f32u2 + (33u3, 
[u2,u3] = C1e1 +")"'UI +/'2U2 +/'3U3. 
Let us check the Jacobi identity for the triples (ei,ui,uj), 1 :( i < j :( 3 and 
(u1,u2,u3). 
1. [e1, [ui, u2]] + [u1, [u2, e1]] + [u2, [ei, u1]] = 0 
a1u1 + .Aa2u2 + J-LG3U3- (.A+ 1)(aiei + a1u1 + a2u2 + a3u3) = 0 
1. (A + 1 )a1 = 0 
2. GI = 0 
3. 0:2 = 0 
4. (J-l - A - 1 )a3 = 0 
1. ONE-DIMENSIONAL CASE 
2. [e1, [u1, u3]] + [u1, [u3, e1]] + [u3, [e1, u1]] = 0 
(31 U1 + )..(32 U2 + /-l/33 U3 - (f-l + 1 )( b1 e1 + (31 U1 + (32 U2 + (33 U3) = 0 
50 (f.l+1)bi =0 
6° (31 = 0 
7° !32 = 0 
80 (33 = 0 
3. [e1, [u2, u3]] + [u2, [u3, e1]] + [u3, [e1, u2]] = 0 
f'IUI + A/'2U2 + WY3U3- (!-l + >-.)(c1e1 + f'IUI + /'2u2 + /'3u3) = 0 
90 C1 = 0 
100 (!-l + ).. - 1 hi = 0 
11. /'2 = 0 
120 /'3 = 0 
4. [u1, [u2, u3]] + [u2, [u3, ui]] + [u3, [u1, u2]] = 0 
)..bi u2 - f-lai u3 = 0 
130 bl = 0 
140 a1 = 0 
It follows that the pair (g, g) has one of the following forms: 
1 o 0 f-l + ).. =f. 1 and f-l - ).. =f. 1 
[ ' l e1 UI U2 U3 
el 0 UI AU2 f-lU3 
UI -UI 0 0 0 
U2 ->-.u2 0 0 0 
U3 -f.lU3 0 0 0 
2° 0 f-l - ).. = 1 
[ ' l el UI u2 U3 
el 0 U1 AU2 (>-.+1)u3 
UI -UI 0 a3u3 0 
u2 ->-.u2 -a3u3 0 0 
U3 -(>-. + 1)u3 0 0 0 
3° 0 f-l +).. = 1 
[ ' l el UI U2 U3 
el 0 UI AU2 (1- >-.)u3 
UI -UI 0 0 0 
u2 -Au2 0 0 /'IUI 
U3 (>-.-1)u3 0 -/'1 U1 0 
Consider the following cases: 
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1 o 0 f-l + ).. =f. 1 and f-l - ).. =f. 1. Then the pair (g, g) is equivalent to the trivial 
pair (fii, g1 )o 
2° 0 f-l - ).. = 1. 201° 0 a 3 = Oo Then the pair (g, g) is equivalent to the trivial pair 
(fii,gl)o 
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2.2°. aa f. 0. Then the pair (9,g) is equivalent to the pair (92,g2) by means of 
the mapping 1r : 92 ---t 9, where 
30. J-l + ,\ = 1. 
1r( el) = e1, 
1r(ul) = u1, 
1r( u2) = aau2, 
1r( ua) = ua. 
3.1°. 1"1 = 0. Then the pair (9,g) is equivalent to the trivial pair (91,gl). 
3.2°. /"1 f. 0. Then the pair (9,g) is equivalent to the pair (9a,ga) by means of 
the mapping 1r : 9a ---t 9, where 
1r( el) = e1, 
1r(ul) = u1, 
1r(u2) = 'Y1u2, 
1r( ua) = ua. 
Now it remains to show that the pairs determined in the Proposition are not 
equivalent to each other. 
Since dim V291 = 0, dim V292 = 1, and dim V29a = 1, we see that the pair 
(91, g1) is not equivalent to either of the pairs (92, g2) and (9a, ga ). 
Consider the homomorphisms fi : 9i ---t g((3,1R) (i = 2,3), where fi(x) is the 
matrix of the mapping adlvg;X in the basis {u1,u2,ua}, x E 9i· Since the subal-
gebras h (92) and h (9a) are not conjugate, we conclude that the pairs (92, g2) and 
(93 ,g3 ) are not equivalent. This completes the proof of the Proposition. 
Proposition 1.3. Any pair (9, g) of type 1.3 is equivalent to one and only one 
of the following pairs: 
1. [ ,] e1 U1 u2 ua 
e1 0 AU1 - U2 U1 + AU2 0 
U1 U2 - AU1 0 0 0 
U2 -u1- -\u2 0 0 0 
ua 0 0 0 0 
2. 
[ ,] e1 u1 u2 ua 
e1 0 AU1 - U2 U1 + AU2 0 
u1 U2 - AU1 0 0 U1 
u2 -u1- -\u2 0 0 (f ua 0 -U1 -u2 
3. ,\ = 0 [ ,] e1 U1 U2 ua 
e1 0 -u2 u1 0 
u1 u2 0 e1 + ua 0 
u2 -u1 -e1- ua 0 0 
ua 0 0 0 0 
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4. A= 0 
[ ' ] el Ul u2 U3 
el 0 -u2 ul 0 
U1 U2 0 -e1 + u3 0 
U2 -ul el- u3 0 0 
U3 0 0 0 0 
5. A= 0 
[ ' ] el Ul U2 U3 
el 0 -u2 Ul 0 
ul U2 0 (I 0 U2 -ul -el 0 
U3 0 0 0 0 
6. A= 0 [ ,] el Ul U2 U3 
el 0 -u2 Ul 0 
Ul u2 0 -el 0 
u2 -ul ed 0 0 U3 0 0 0 
7. A= 0 
[ '] el ul U2 U3 
el 0 -uz Ul 0 
Ul U2 0 U3 0 
U2 -ul -U3 0 0 
U3 0 0 0 0 
Proof. Let £ = { e1} be a basis of g, where 
Then A( ei) = ( 0), and for x E g the matrix B( x) is identified with x. 
Lemma. Any virtual structure q on generalized module 1.3 is isomorphic to one 
of the following: 
C(e1) = ( 0 0 p), p E JR. 
Proof. Any virtual structure q has the form 
Put 
where the set of coefficients h1 and h2 is a solution of the following system: 
{ -Ahl + h2 = Cl 
-h1- Ah2 = c2 
Note that the solution exists, since the matrix of the system is nondegenerate. Now 
put C1(x) = C(x)- A(x)H + HB(x) for x E g. Then 
C(ei)=(O 0 c3). 
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By corollary 2, Chapter II, the virtuial structures C and C1 are equivalent. 
This completes the proof of the Lemma. 
Let (g, g) be a pair of type 1.3. Then it can be assumed that the corresponding 
virtual pair (g, g) is defined by one of the virtual structures determined in the 
Lemma. 
Then the vectors [ e1, u j] 1 ~ j ~ 3 have the form: 
Put 
[e1, u1] = AU1- u2, 
[e1,u2] = u1 + Au2, 
[e1,u1] =pel. 
pEIR 
[u1,u2] = a1e1 + a1u1 + a2u2 + a3u3, 
[u1, u3] = b1 e1 + f3I u1 + f32u2 + f33u3, 
[u2,u3] = C1e1 +'/'IUI +'/'2U2 +'/'3U3. 
Let us check the Jacobi identity for the triples (ei,uj,uk), 1 ~ j < k ~ 3, and 
(u1,u2,u3). 
1. [e1, [u1, u2]] + [u2, [e1, u1]] + [u1, [u2, e1]] = 0 
1. a3p - 2Aai = 0 
2. a2 = Aa1 
3. a1 = -Aa2 
4. Aa3 = 0 
2. [e1, [u1,u3]] + [u3, [e1,u1]] + [u1, [u3,e1]] = 0 
5. f33P- Abl + C} = 0 
6. !32 + '/'1 + pA = 0 
7 · '/'2 - f3I - p = 0 
8. '/'3 = A/33 
3. [e1, [u2, u3]] + [u3, [e1, u2]] + [u2, [u3, e1]] = 0 
9. '/'3P- b1 - AC1 = 0 
10. '/'2 - f3I + p = 0 
11. Aa1 = 0 
12. '/'1 + /32 - pA = 0 
4. [u1, [u2, u3]] + [u3, [u1, u2]] + [u2, [u3, u1]] = 0 
13. f31a1 = 0 
14. f31a3 = 0 
It follows that the pair (g, g) has the form 
[ ' l el UI U2 
el 0 AU1 - u2 U} + AU2 
UI u2 - Au1 0 a1e1 + a3u3 
U2 -AU2 - U} -a1e1- a3u3 0 
U3 0 -/31 u1 - f32u2 -/31 u2 + f32u1 
U3 
0 
f3I u1 + f32u2 
-f32u1 + f3I U2 
0 
1. ONE-DIMENSIONAL CASE 
where the set of coefficients satisfies the following system of linear equations: 
Aa1 = 0, 
Aa3 = 0, 
(31a1 = 0, 
(31a3=0. 
The isomorophism 1r : g' --+ g such that 
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establishes the equivalence of the pairs (.g, g) and (.g', g'), where the latter has the 
form: [ ,] el Ul Uz 
el 0 Au1- Uz u1 + Auz 
Ul Uz- Au1 0 a1 e1 + a3u3 
Uz -Auz- u1 -a1e1 - a3u3 0 
U3 0 
where (3~ = (31 + Af3z. 
Consider the following cases: 
1.1°. a1a3 =f. 0. 
-(3~ U1 -(3~ uz 
[u1, u 2] = a1e1 + a3u3, 
[u1,u3]=f31u1, 
[uz, u3] = (31 Uz. 
U3 
0 
(3Ju1 
(31uz 
0 
' 
Then the pair (g, g) is equivalent to the pair (g3, g3) or the pair (£14, g4) by means 
of the mapping 1r : fi 3(4) --+ g, where 
1r( e!) = e1, 
1r( u!) = ~ub 
7r(uz) = ~uz, 
ia1i 1r(u3) = -u3. 
a3 
The pairs (g3,g3) and (g4,g4) are not equivalent, since a Levi subalgebra of (g4,g4) 
is isomorphic to su(2), and a Levi subalgebra of (£13, g3) is isomorphic to s((2, JR.). 
1.2°. a3 = 0, a1 =f. 0. 
Then the pair (g, g) is equivalent to the pair (fis, gs) or (£16, g6) by means of the 
mapping 1r : £15(6) --+ g, where 
1r( e!) = e1, 
1r( u!) = ~ub 
1r( uz) = ~uz, 
1r(u3)=u3. 
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The pairs (gs, gs) and (g6, g6) are not equivalent, since a Levi sub algebra of (g6, g6 ) 
is isomorphic to .su(2), and a Levi subalgebra of (g6,g6) is isomorphic to .s[(2,1R). 
These pairs are not equivalent to the pairs (g3,g3) and (g4,g4), since dimVg5 ,6ng "# 
0 and dim Vg3,4 n g = 0. 
1.3°. a3 "# 0, a1 = 0. 
Then the pair (g, g) is equivalent to the pair (g7, .97) by means of the mapping 
1r : g7 ---+ g, where 
n( ei) = e1, 
n( u1) = u1, 
n( u2) = u2, 
n( u3) = a31u3. 
The pair (g7, .97) is not equivalent to any of the pairs (gi, gi), i = 1, ... , 6, since its 
nilpotent radical has a nontrivial submodule. 
1.4°. a3 = a1 = 0, f3I "# 0. 
Then the pair (g, g) is equivalent to the pair (g2, g2) ,\ = 0 by means of the 
mapping 1r: !J2 ---+ g, where 
1.5°. a3 = a1 = f3I = 0. 
Then the pair (g, g) is trivial. 
2°. ,\ -=1 0. 
2.1°.(31"#0. 
n( ei) = e1, 
n(ui) = u1, 
n( u2) = u2, 
n(u3) = f31u3. 
Then the pair (g,g) is equivalent to the pair (g2,.92) by means of the mapping 
1r : !J2 ---+ g, where 
2.2°. f3I = 0. 
Then the pair (g, g) is trivial. 
n( ei) = e1, 
n(ui) = u1, 
n( u2) = u2, 
n( u3) = f3I u3. 
The pairs (g2, £12) and (g1, gl) are not equivalent, since the pair (g1, gi) has the 
nontrivial center Z(gi) = JR( u3). 
This completes the proof of the Proposition. 
Proposition 1.4. Any pair (g, g) is equivalent to one and only one of the fol-
lowing pairs: 
1. 
[ '] el Ul U2 U3 
el 0 .Au1- u2 Ul + AU2 f-lU3 
ul -.-\u1 + u2 0 0 0 
u2 -.Au2- u1 0 0 0 
U3 -f-lU3 0 0 0 
1. ONE-DIMENSIONAL CASE 
2. f1 = 2>. 
[ ' l el UI U2 U3 
el 0 >.u1 - u2 UI + AU2 2>.u3 
UI -AUI + U2 0 U3 0 
u2 -AU2 - UI -U3 0 0 
U3 -2.Au3 0 0 0 
' 
). > 0. 
Proof. Let £ = { e1 } be a basis of g, where 
Then A( ei) = 0, and for x E g the matrix B(x) is identified with x. 
Lemma. Any virtual structure q on generalized module 1.4 is trivial. 
Proof. Any virtual structure q has the form: 
Put 
~) 
and C1 (x) = C(x) + A(x)H- HB(x) for x E g. Then 
C1(e1)=(0 0 0). 
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By corollary 2, Chapter II, the virtual structures C and C1 are equivalent. This 
completes the proof of the Lemma. 
Then the vectors [e1 , ui], 1 ~ i ~ 3, have the form: 
Put 
[e1, u1] = >.u1 - u2, 
[e1, u2] = u1 + >.u2, 
[e1, u3] = pu3. 
[u1,u2] = a1e1 +a1u1 +a2u2 +a3u3, 
[u1,u2] = b1e1 + f3Iul + f32u2 + f33u3, 
[u2,u3] = C1e1 +"f1U1 +"(2U2 +"(3U3. 
Let us check the Jacobi identity for the triples (ei,uj,uk), 1 ~ j < k ~ 3, and 
(u1,u2,u3). 
1. [e1, [u1, u2]] + [u2, [e1, u1]] + [u1, [u2, e1]] = 0 
a1 ( >.u1 - u2) + a2( u1 + >.u2) + a3pu3 - 2>.( a1 e1 + a1 u1 + a2u2 + a3u3) = 0 
1. >.a1 = 0 
2. a1 = a2 = 0 
3. (t-t - 2>. )a3 = 0 
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2. [e1, [u1, u3]] + [u3, [e1, ui]] + [u1, [u3, e1]] = 0 
/31(>..u1- u2) + j32(u1 + >..u2) + /33/-lU3- (,\ + tt)(blel + f31u1 + f32u2 + j33u3)+ 
+c1 e1 + /'1 Ul + /'2U2 + /'3U3 = 0 
4. C1 = ().. + J-L)bl 
5. ;32 + /'1 = ttf3I 
6. - ;31 + /'2 = ttf32 
7. /'3 = >..;33 
3. [e1, [u2, u3]] + [u3, [e1, u2]] + [u2, [u3, e1]] = 0 
/'1(,\ul- u2) + 1'2(u1 + >..u2) + /'3/-lU3- (,\ + tt)(clel +/'lUI+ 1'2U2 + /'3u3)-
-blel- j31u1- /32u2 + j33u3 = 0 
8. b1 = -(>..+tt)c1 
9. - ;31 + /'2 = /-l/'1 
10. ;32 + /'1 = -J-L/'2 
11. ;33 = ->..;33 
4. [u1, [u2, u3]] + [u3, [u1, u2]] + [u2, [u3, u1]] = 0 
-tta1 = 0 
12. a 1 = 0 
It follows that the pair (9, g) has the form: 
[ ' ] e1 U1 
e1 0 Au1 - u2 
U1 -Au1 + u2 0 
U2 -Au2- u1 
-aau3 U3 - J-lU3 
where a3( >.. - 2tt) = 0. 
Consider the following cases: 
1°. 1-l -1 2>... 
u2 U3 
u1 + Au2 J-lU3 
a3u3 0 
0 0 
0 0 ' 
Then a3 = 0 and the pair (9, g) is equivalent to the trivial pair (91, gi). 
2°. 1-l = 2>... 
2.1°. a3 # 0. The pair (9,.9) is equivalent to the pair (92,g2) by means of the 
mapping 7r : 92 ~ g, where 
1r( ei) = e1, 
1r(ul) = u1, 
1r( u2) = u2, 
1r( u3) = a3u3. 
2.2°. a3 = 0. The pair (9, g) is equivalent to the trivial pair (91, .91) . 
Since dim 'D2 91 # dim 'D2 92, we see that the pairs (91, .91) and (92, .92) are not 
equivalent to each other. 
This completes the proof of the Proposition. 
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Proposition 1.5. Any pair (g,g) of type 1.5 is equivalent to one and only one 
of the following pairs: 
1. 
[ ' ] el Ul u2 UJ 
el 0 0 0 Ul 
Ul 0 0 0 0 
U2 0 0 0 0 
UJ -ul 0 0 0 
2. 
[ ,] el Ul U2 UJ 
el 0 0 0 Ul 
Ul 0 0 0 ud-
u2 0 0 0 
UJ -ul -ul 0 0 
3. [ ,] el Ul U2 UJ 
el 0 0 0 Ul 
ul 0 0 0 e1 +au1 
U2 0 0 0 0 
UJ -ul -e1 -au1 0 0 
4. [ ' l el Ul U2 UJ 
el 0 0 0 Ul 
Ul 0 0 0 -e1 +au1 
U2 0 0 0 0 
UJ -Ul e 1 -au1 0 0 
5. 
[ ,] el Ul U2 UJ 
el 0 0 0 Ul 
UI 0 0 0 Ul 
u2 0 0 0 ed UJ -Ul -ul -el 
6. 
[ ' ] el U} u2 UJ 
el 0 0 0 U} 
Ul 0 0 0 0 
u2 0 0 0 ed UJ -Ul 0 -el 
7. 
[ ' ] el U} U2 UJ 
el 0 0 0 U} 
U} 0 0 0 U} 
u2 0 0 0 U}tU2 
UJ -Ul -Ul -U!-U2 
8. 
[ ,] el Ul u2 UJ 
el 0 0 0 U} 
U} 0 0 0 ae1 +f3ul 
U2 0 0 0 u2 
UJ -ul -ae1 -f3u1 -U2 0 
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9. 
[ ,] el ul uz U3 
e1 0 0 0 U1 
UI 0 0 0 ae1 +(1-a)ul 
0 0 0 uz 
U3 -ul -ae1 +(a-l)ul 
10. [ ,] el 
el 0 
UI 0 
Uz 0 
U3 -ul 
11. [ ,] el 
el 0 
ul 0 
Uz 0 
U3 -ul 
12. [ ,] el 
el 0 
UI 0 
Uz 0 
U3 -ul 
13. g = (JI,Jz,h,h), g = (fz +h) 
[ ,] !I fz 
ii 0 0 iz 0 0 h 0 0 
!4 -!I -!I - fz 
14. g =(!I, Jz, h, !4), g =(h) 
[ ,] !I fz 
11 0 0 iz 0 0 
-el -uz 
ul 
0 
0 
UI 
0 
UI 
0 
0 
0 
-uz 
UI 
0 
0 
0 
-uz 
0 
0 
0 
uz 
0 
-ul 
0 
-U3 
Uz 
0 
0 
0 
-uz 
Uz 
0 
0 
0 
0 
-ah 
e1 +uz 
0 
U3 
UI 
0 
U3 
0 
U3 
UI 
Uz 
(f 
U3 
ul 
Uz 
0 
0 
0 !I 
0 ii+fz h 0 0 
!4 -!I -!I-fz 0 fz+h -fz-h 0 
15. g = (JI,Jz,h,h), g =(!I+ h) 
[ ,] 
ii 0 0 iz 0 0 
0 
0 
0 h 0 0 j4 fz -afi -!I -afz 
-f3h 
16. g = (!I,Jz,h,h), g =(!I+ h) 
[ ,] 
0 0 
0 0 
0 0 
fz -!I 
0 
0 
0 
-ah 
' 
a#O 
a>O 
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17. g =(!I, Jz, h,h), g =(!I+ fz +h) 
[ ,] !I fz h !4 
h 0 0 0 !I 12 0 0 0 afz 
h 0 0 0 0 !4 -!I -afz 0 0 ' 0 <I a I~ 1, a=/= 0 
18. g = (!I,Jz,h,h), g =(!I+ fz +h) 
[,] !I fz h !4 
h 0 0 0 !I 
h 0 0 0 afz 
fa 0 0 0 (3t3 !4 -!I -afz -f3h a{3 > 0, a < (3 < 1 
' 
19. [ ' l el ul Uz U3 
el 0 (j 0 Ul Ul -el 0 U3 
Uz 0 0 0 0 
U3 -ul -U3 0 0 
20. [ ,] el Ul Uz U3 
el 0 0 el ul 
Ul 0 0 ud- ed Uz -el -ul 
U3 -ul -el 0 0 
21. [,] el ul uz U3 
el 0 0 el Ul 
Ul 0 0 Ul -el 
Uz -el -ul 0 0 
U3 -ul el 0 0 
22. [ ,] el ul Uz U3 
el 0 0 el (f 
ul 0 0 au1 
Uz -el -au1 0 (1-a)u3 
U3 -Ul 0 (a-1)u3 0 
23. [ ,] el Ul Uz U3 
el 0 0 el Ul 
ul 0 0 2u1 0 
Uz -el -2ul 0 el- u3 
U3 -ul 0 u3- e1 0 
Proof. Let £ = { e 1 } be a basis of g, where 
e, = 0 0 D· 0 0 
Then A(e1) = 0, and for x E g the matrix B(x) is identified with x. 
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Lemma 1. Any virtual structure q on generalized module 1.5 is equivalent to 
one and only one of the following: 
a) 
C1(x)=(O 0 0); 
b) 
Cz(x)=(1 0 0); 
c) 
C3(x)=(O 1 0). 
Proof. Any virtual structure q has the form: 
C(x) = ( c1 Cz C3) · 
By corollary 2, Chapter II, virtual structures C and C' are equivalent if and only 
if there exist P E A(g) and H E Mahx3(1R) such that for any x E g the following 
condition holds: 
C'(x) = FC(tp-1(x))P-1 - A(x)H + HB(x), 
where tp(x) = PxP-1 and F is the matrix of the mapping tp. 
We have tp( ei) = ae1 , where a E JR.* . Then F = a and P has the form: 
(T 
where xnxzz f. 0. Put H = ( h1 hz h3). Then C'(e1) = ( ci c~ c~ ), where 
(*) 
Consider the following cases: 
1 o. c1 = c2 = 0. Putting, h1 = -ax!l c3 in (*) we obtain C'( ei) = ( 0 0 0 ). 
Put C1 = C'. 
2°. c1 f. 0. Putting xn = c1, Xzz = 1, x12 = cz, x23 = x13 = 0 and h1 = 
-ac11c3, we obtain C' = ( 1 0 0). Put C2 = C'. 
3°. c1 = 0 and Cz f. 0. Putting Xzz = Cz, X23 = 0 and h1 = -ax111c3, we obtain 
C' ( ei) = ( 0 1 0) . Put C3 = C'. 
Using ( *) it is easy to see that the virtual structures C1, C2, and C3 are not 
equivalent to each other. The proof of the Lemma is complete. 
Let (g, g) be a pair of type 1.5. Then it can be assumed that the corresponding 
virtual pair (g, g) is defined by one of the virtual structures determined in Lemma 1. 
Put 
[u1,u2] = a1e1 + a1u1 + a2u2 + a3u3, 
[u1, Uz] = b1 e1 + f3I u1 + f3zuz + f33u3, 
[uz,u3] = c1e1 +1'1U1 +'YzUz +1'3U3. 
1. ONE-DIMENSIONAL CASE 
Consider the following cases: 
1 a 0 Suppose the virtual pair (g, g) is defined by C2 0 Then 
[e1, u1] = e1, 
[ei,uz]=O, 
[e1, u3] = ulo 
55 
Let us check the Jacobi identity for the triples ( e1, u j, Uk ), 1 :::;; j < k :::;; 3, and 
(u1,uz,u3)o 
1. [e1, [u1, uz]] + [uz, [e1, u1]] + [u1, [uz, e1]] = 0 
a1e1 + a3u1 = 0 
1. a1 = 0 
20 a3 = 0 
2. [e1, [u1, u3]] + [u3, [e1, u1]] + [u1, [u3, e1]] = 0 
(31e1 + (33u1- UI = 0 
3° f3I = 0 
40 /33- 1 = 0 
3. [e1, [uz, u3]] + [u3, [e1, uz]] + [uz, [u3, e1]] = 0 
1"1e1 + )"3U1 + a1e1 + azuz = 0 
50 az = 0 
6° /"3 = 0 
7° )"I+ a1 = 0 
4. [u1, [uz,u3]] + [u3, [ui,uz]] + [uz, [u3,u1]] = 0 
-c1 e1 + 1'2a1 e1 - ( c1 e1 +)"I u1 + -yzuz) - a1 u1 = 0 
80 c1 = 0 
9o /"2 = 0 
It follows that the pair (g, g) has the form: 
[' l el UI Uz 
el 0 el 0 
UI -el 0 al el 
uz 0 
-a$e1 0 
U3 -UI -b1 e1- zuz-U3 aiel 
U3 
UI 
b1 e1+ f3zuz+u3 
-aiUI 
0 
Then the pair (g,g) is equivalent to the pair (g19 ,g19 ) by means of the mapping 
7r : 919 --+ g such that 
1r( ei) = e1, 
1r(ui)=u1, 
1r( Uz) = Uz + a1 e1, 
1 
1r(u3) = u3 + f3zuz + 2(b1 + f3zai)elo 
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2°. Suppose the virtual pair (9, g) is defined by C3 . Then 
[et, u1] = 0, 
[et, u2] = e1, 
[e1, u3] = u1. 
Using the Jacobi identity we see that the pair (9,g) has the form: 
[ ' l el 
el 0 
U! 0 
U2 -el 
U3 -U! 
where 
U! 
0 
0 
-a1e1-a1u1 
-b1e1-j31u1 
e1 u 1 
a1e1+aiu1 b1e1+iJiu1 
0 clei+')"IU1-alu2+(1-al)u3 
-clel-')"Iul+a1u2+(a1-1)u3 0 
{ 2b1(1- a1) + j31a1- ai = 0, /31(1- a1)- a1(1 + a1) = 0. 
2.1°. a1 = 1. Then a1 = 0. Putt= b1 + ~~. 
2.1.1°. t = 0. Then the pair (9,g) is equivalent to the pair (922,922) a= 1 by 
means of the mapping 1r: 922 -+ 9, where 
1r( e!) = e1, 
!31 1r(u1) = u1- 2e1, 
7r( U2) = U2 - /"1 e1, 
!31 7r(u3) = u3 + c1e1- 2(u2 -1'1e!). 
2.1.2°. t > 0. Then the pair (9,g) is equivalent to the pair (92o,92o) by means 
of the mapping 7r : 920 -+ 9, where 
7r( e!) = e1, 
1 ;31 
7r( u!) = Jt( u1 - 2e1), 
7r(u2) = u2 -')"lei, 
1 ;31 
7r(u3) = Jt(u3 + c1e1- 2(u2 -')"lei)). 
2.1.3°. t < 0. Then we similarly obtain the equivalence of the pairs (9,g) and 
(921' 92!). 
Let us show that the pairs (92o, 920), (921, 921), and (922, 922) (a = 1) are not 
equivalent to each other. Indeed, put 
wi = [gi, 9i], i E {2o, 21, 22}, 
and consider the homomorphisms 
1. ONE-DIMENSIONAL CASE 
where fi(x) is the matrix of the mapping adw; x in the basis { u1, ei}. Then 
!zo(92o) = { ( ~ ; ) I x, y E R}, 
fzl(92I) = { ( ~y ; ) I x, y E R}' 
!z2(922) = { ( ~ ; ) I x, y E R}. 
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Since the subalgebras fzo(92o), !21(921), and !22(922) ofthe Lie algebra g((2, R) are 
not conjugate to each other, we conclude that the pairs (92o,g2o), (921,g2I), and 
(922,g22) a= 1 are not equivalent. 
2.2°. a 1 =/= 1. Then 
and 
2.2.1°. a1 =/= 2. Then the pair (9,g) is equivalent to the pair (922,g22) a=/= 1,2 
by means of the mapping 1r: 922 --+ 9, where 
al 
rr(u1) = u1- e1, 
1- a1 
rr(u2) = u2 -1'1e1, 
c1 - a11'1 a1 
rr(u3) = u3 + 2 e1- 1 (u2 -!'lei). 
- al - al 
Here a= a1. 
2.2.2°. a 1 = 2, c1 - a11'1 = 0. Then the pair (9, g) is equivalent to the pair 
(922, g22) a = 2 by means of the mapping 1r : 922 --+ 9, where 
rr( ei) = e1, 
rr( ui) = u1 + a1 e1, 
rr(u2) = u2 -1'1e1, 
rr(u3) = U3 + a1(u2 -!'lei). 
2.2.3°. a1 = 2, c1 - a11'1 =/= 0. Then the pair (9, g) is equivalent to the pair 
(923,g23) by means of the mapping 7r: 923--+ 9, where 
1 a1 
rr( u!) = u1 + e1, 
C1 - alf'l CI - a1f'1 
7r( U2) = U2 -{lEI, 
1 
rr( U3) = ( U3 + a1 u2 - a11'1 e!). 
C1 - alf'l 
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Consider the homomorphisms 
fi : lJi ---+ g[(3, lR ), 
where fi ( x) is the matrix of the mapping advg;, i = 22, 23, in the basis { u1, e1, u2}. 
Then 
!z,(g,) = { ox ~ 
j23(g23) = { n 
~ ) x, y E !R}, 
(a- 1)x 
y 
X 
0 
It is clear that the subalgebras h2(g22) and h3(g23) are not conjugate and that the 
sub algebras h 2 (922) with different values of the parameter a are also not conjugate. 
Therefore, all pairs obtained in section 2.2.2° are not equivalent to each other. 
Note that no one of the subalgebras 1.5.20, 1.5.21, 1.5.22 (a= 1) is equivalent 
to any of the subalgebras 1.5.22 a =/= 1, 1.5.23. To prove this, it is sufficient to 
compare the dimensions of the commutants. 
3°. Suppose the virtual pair (g,g) is defined by C1. Then 
[e1, u1] = 0, 
[e1, u2] = 0, 
[e1, u3] = u1. 
Using the Jacobi identity we see that the pair (g, g) has the form: 
e1 0 0 0 U1 
u1 0 0 a1u1 ble1+,81u1+,82u2 
u2 0 -a1u1 0 cle1+/'IU1+/'2u2-a1u3 
U3 -u1 -b1e1-,Blu1-,B2u2 -clel-/'IUI-/'2u2+alu3 0 , 
where 
a1b = a1(1'2- ,81) = a1,82 = 0. 
3.1 o. If a 1 = ,82 = 0, then the pair (g, g) is equivalent to one and only one of the 
pairs (gi,gi), i = 1, ... , 9; if a1 =/= 0, then the pair (g,g) is equivalent to (g10,g10 ). 
The proof is similar to that for case 2. o. 
3.2°. Consider in detail the case where: a 1 = 0 and ,82 =f:. 0. 
Then the mapping 1r : g' ---+ g such that 
1r( ei) = ,82e1, 
1r( ui) = u11 
bl ,81 
1r(u2)=u2+ ,82e1+ ,82u1, 
1 
7r( U3) = ,82 U3 
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establishes the equivalence of pairs (9, g) and (9', g'), where the latter has the form: 
[ ,] e1 U1 
e1 0 0 
U1 0 0 
uz 0 0 
U3 -u1 -uz (**) 
where 
We see that t1, t 2 , and t 3 are arbitrary real numbers. 
Suppose 
V = Z(D9) and a= {adv xlx E 9}. 
Then V = !Re1 EEJIRu1 EBIRuz and a= IR(adv u3) is a one-dimensional subal-
gebra of the Lie algebra g[(V). 
Let W = V n g = g = !Re1. The Lie algebra 9 can be identified with the Lie 
algebra a A V. Note that the following condition holds: 
V = W EEl a(W) EEl a(a(W)). 
Conversely, suppose V = IR3 and a is a one-dimensional subalgebra of g[(V). Let 
W be a one-dimensional subspace of V such that V = W EEl a(W) EEl a( a(W)). Put 
9 = ax V and g = W. Then the pair (9, g) is equivalent to some pair of form (**). 
Therefore there exists a one-to-one correspondence between the set of desired 
pairs (9,g) and the set of pairs (a, W), where a is a one-dimensional subalgebra of 
g[(V) and W is a one-dimensional subspace of V such that 
V = W EEl a(W) EEl a(a(W)). 
Here V = IR3 . 
Lemma 2. Suppose a1 and a2 are subalgebras of g[(V). Then the Lie alge-
bras 91 = a1 A V and 9z = az A V are isomorphic if and only if there exists an 
endomorphism r.p E GL(V) such that a2 = r.pa1r.p- 1 . 
Proof. Indeed, suppose there exists a r.p E GL(V) such that a2 = r.pa1r.p-1. 
Consider the mapping f : 91 --+ 9z defined by 
f(x,v) = (r.pxr.p-I,r.p(v)) for x E a1, v E V. 
It is easy to see that f is an isomorphism of Lie algebras. 
The converse statement is obvious. 
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Lemma 3. Let fi2 = a1 A V, 91 = W1, fi2 = a2 A V, and 92 = W2, where a1 
and a2 are subalgebras of 9t(V), W 1 and W2 are one-dimensional subspaces of V. 
Then a necessary and sufficient condition for the pairs (g1, 92) and (g1, 92 ) to be 
equivalent is that there exist a <.p E GL(V) such that a2 = <.pa1 <.p-1 and <.p(Wt) = W2. 
In other words, the group GL(V) acts on the set of pairs (a, W) and the action is 
deB.ned by 
<.p : (a, W) ---+ ( <.pa<.p -l, <.p(W) ). 
Proof. It immediately follows from the previous Lemma. 
Let us classify (up to transformations determined before) all pairs (a, W). 
It is known that any one-dimensional subalgebra a of the Lie algebra 9((3, !R) is 
equivalent (up to conjugation) to one and only one of the following subalgebras: 
Consider in detail the case when a = a1 . Recall that 
A(a) ={X E GL(3,1R)IXaX-1 =a}. 
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Let a -=/= 1, then 
Any one-dimensional subspace W of V is equivalent (up to the action of elements 
of A( a)) to one and only one of the following subspaces: 
Note that the condition 
V =WEB a(W) EB a(a(W)) 
holds only for W3 . Let {/I, fz, h} be the standard basis of V, that is 
Let 
Then 
We obtain 
!4 = ( ~ 1 = i ~ ) E a. 
0 0 -a 
W = JR(fz + h) = g and g = lR/I EB lRfz EB lRh EB lRf4. 
[/I,h]=/I, 
[fz,hl =!I+ Jz, 
[h,f4] = ah. 
The pair is equivalent to the pair (.913, Q13). 
If a= 1, then there is no any one-dimensional subspace W of V such that 
V =WEB a(W) EB a(a(W)). 
In a similar way we obtain the pairs (gi, Qi), i = 11, 12, 14, ... , 18. 
Proposition 1.6. Any pair (g,g) of type 1.6 is equivalent to one and only one 
of the following pairs: 
1. 
8 ~ (l 
0 0 0 
0 0 0 
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2. [,] el UI U2 ua 
el 0 0 
ucr 
UI 
UI 0 0 UI 
U2 -u2 0 0 0 
ua -UI -UI 0 0 
Proof. Let £ = { e1} be a basis of _g, where 
Then A(e1 ) = 0, and for x E _g the matrix B(x) is identified with x. 
Lemma. Any virtual structure q on generalized module 1.6 is equivalent to one 
of the following: 
CI(ei)=(p 0 0), pEIR. 
Proof. Any virtual structure q has the form 
Put 
H = ( ca c2 0), 
and C1 (x) = C(x) + A(x)H- HB(x). Then 
C1(ei)=(c1 0 0). 
By corollary 2, Chapter II, the virtual structures C and C1 are equivalent. 
Thus it can be assumed that the corresponding virtual pair is defined by one of 
the virtual structures determined in the Lemma. Then, 
Put 
[e1, u1] = pe1, 
[ei, u2] = u2, 
[e1, ua] = u1. 
[u1,u2] = a1e1 + a1u1 + a2u2 + aaua, 
[ui,ua] = b1e1 + f31u1 + f32u2 + f3aua, 
[u2,ua] = c1e1 +')'lUI +12u2 +!'aua. 
Let us check the Jacobi identity for the triples (e1 ,ui,uj), 1:::;;; i < j:::;;; 3, and 
(u1, u2, ua). 
1. [e1, [ui, u2]] + [u1, [u2, e1]] + [u2, [e1, u1]] = 0 
pa1e1 + a2u2 + aau1- a1e1- a1u1- a2u2- aaua = 0 
1. pa1- a1 = 0 
2. aa- a1 = 0 
1. ONE-DIMENSIONAL CASE 
3. p = 0 
4. a3 = 0 
2. [e1,[u1,u3]] + [u1,[u3,e1]] + (u3,[e1,u1]] = 0 
fJ2u2 + f33u1 = 0 
5. (32 = 0 
6. /33 = 0 
3. [e1,[u2,u3]] + [u2,[u3,e1]] + [u3,[e1,u2]] = 0 
/2U2 + /3U1 - C1 e1 - /1 U1 -/2U2 - /3U3 = 0 
7. C1 = 0 
8. /1 = 0 
9. /3 = 0 
4. [u1, [u2, u3]] + [u2, (u3, u1]] + (u3, [u1, u2]] = 0 
b1u2 = 0. 
10. b1 = 0 
It follows that the pair (9, g) has the form: 
[ ,] e1 U1 
e1 0 0 
U1 0 0 
U2 -U2 0 
U2 
U2 
0 
0 
U3 -U1 -(31 U1 -12u2 
Consider the following cases: 
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U3 
U1 
fJ1u1 
/2U2 
0 
1°. (31 = 0. Then the pair (9, g) is equivalent to the trivial pair (91, 91) by means 
of the mapping 1r : 91 ---+ 9, where 
1r( ei) = e1, 
1r( u1) = u1, 
1r( u2) = u2, 
1r( u3) = U3 - /2e1. 
2°. (31 -=/= 0. Then the pair (9, g) is equivalent to the pair (92, g2) by means of the 
mapping 1r : 92 ---+ 9, where 
1r( ei) = e1, 
1r(u1) = f31u1, 
1r( u2) = u2, 
1r( U3) = (31 U3 - /2/31 e1. 
Now it remains to show that the pairs determined by the Proposition are not 
equivalent to each other. 
Since dimZ(9I) = 1 and dimZ(92) = 0, we see that the pairs (91 ,g1 ) and 
(92, fl2) are not equivalent. 
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Proposition 1. 7. Any pair (g, g) of type 1. 7 is equivalent to one and only one 
of the following pairs: 
1. [ ,] el UI U2 U3 
el 0 (i AU2 UI 6 U3 UI -UI 0 
u2 -Au2 0 0 0 
U3 -UI- U3 0 0 0 
2. A= 0 [ ,] el UI U2 U3 
el 0 ucf 0 UI 6 U3 
UI -UI 0 
u2 0 0 0 (i U3 -u1 - U3 0 -UI 
3. A= 2 [ ,] e1 UI U2 U3 
el 0 UI 2u2 u1 + u3 
UI -UI 0 0 (f U2 -2u2 0 0 
U3 -UI- U3 -u2 0 0 
Proof. Let £ = { e1 } be a basis of g, where 
Then A( e I) = 0, and for x E g the matrix B ( x) is identified with x. 
By f) denote the nilpotent subalgebra of the Lie algebra g spanned by the vec-
tor e1 , that is f) = g. 
Lemma. Any virtual structure q on generalized module 1. 7 is equivalent to one 
of the following: 
a) A= 0 
pER 
b)A-/-0 
Proof. Any virtual structure q has the form: 
Suppose A = 0. Put 
H = ( c1 0 c3 - c1 ) 
and C 1 (x) = C(x) + A(x)H- HB(x) for x E g. Then C1(x) = (0 c1 0). By 
corollary 2, Chapter II, the virtual structures C and C1 are equivalent. 
Now suppose A-/- 0. Similarly, putting 
1. ONE-DIMENSIONAL CASE 
and C2 (x) = C(x) + A(x)H- HB(x) for x E g, we see that 
Cz( el) = ( 0 0 0 ), 
and the virtual structure C is trivial. 
This completes the proof of the Lemma. 
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Let (g, g) be a pair of type 1. 7. Then it can be assumed that the corresponding 
virtual pair (g, g) is defined by one of the virtual structures determined in the 
Lemma. Consider the following cases: 
1°. A= 0. The vectors [e 1 ,ui], 1 ~ i ~ 3, have the form: 
[e1,u1] = u1, 
[ e1, uz] = pe1, 
[e1,u3] = u1 +u3. 
Since the virtual structure q is primary, we have 
ga(~) = ga(~) X Ua(~) 
for all a E ~* (statement 10, Chapter II). 
Thus 
and 
[ui,uz] = alul + a3u3, 
[u1,u3] = 0, 
[uz, u3] =/I u1 + /3U3. 
Let us check the Jacobi identity for the triples ( e1, u j, u k), 1 ~ j < k ~ 3, and 
(u1,uz,u3). 
1. [e1, [u1, uz]] + [uz, [e1, u1]] + [u1, [uz, e1]] = 0 
a1u1 + a3u1 + a3u3 + pu1- a1u1- a3u3 = 0 
1. a3 + p = 0 
2. [e1, [u1, u3]] + [u3, [e1, u1]] + [u1, [u3, e1]] = 0 
0=0 
3. [e1, [uz, u3]] + [u3, [e1, uz]] + [uz, [u3, e1]] = 0 
/1U1 + /3Ul + /3U3 + a1u1 + a3u3- /IUI- /3U3- pu1- pu3 = 0 
2. a3- p = 0 
3. a1 + /3 - p = 0 
4. [u1, [uz, u3]] + [u3, [u1, uz]] + [uz, [u3, u1]] = 0 
0=0 
It follows that the pair (g, g) has the form: 
[ ' ] el UI Uz 
el 0 UI 0 
UI -UI 0 abu1 
Uz 0 -a1u1 
U3 -ul- u3 0 -/IUI + a1u3 
U3 
UI + U3 
0 
/IUI- a1u3 
0 
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1.1°. a 1 + 11 = 0. The pair (9,g) is equivalent to the trivial pair (91 ,gl) by 
means of the mapping 7r : 91 ---+ g, where 
1r( el) = e1, 
1r(ul) = u1, 
1r(u2) = u2 + a1e1, 
1r( u3) = u3. 
1.2°. a1 + /"1 #- 0. The pair (9,g) is equivalent to the pair (92,92) by means of 
the mapping 7r : 92 ---+ g, where 
1r( el) = e1, 
1r(u1)=u1, 
1 a1 1r(u2) = u2 + e1, 
/"1 + a1 1'1 + a1 
1r( u3) = u3. 
Since dim Z(9I) #- dim Z(92), we see that the pairs (91, gl) and (92, 92) are not 
equivalent. 
2°. A#-0. 
The vectors [e1,ui], 1 ~ i ~ 3, have the form: 
[e1,u1] = Ut, 
[e1, u2] = Au2, 
[e1,u3] = u1 + U3. 
Since the virtual structure q is primary, we have 
Therefore 
2.1 o. If A= -1 then 
[u1, u2] = a1 e1, 
[u1, u3] = 0, 
[u2, u3] = c1e1. 
Using the Jacobi identity for the triples (e1,u2,u3) and (u1,u2,u3), we obtain 
a1 = c1 = 0, and the pair (9, g) is equivalent to the trivial pair (91, g!). 
2.2°. If A= 2 then 
[u1, u2] = 0, 
[ut, u3] = !hu2, 
[u2, u3] = 0. 
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So, the pair (9, g) has the form: 
[ ' l e1 U1 u2 U3 
e1 0 U1 2u2 U1 + U3 
U1 -U1 0 0 l12u2 
U2 -2u2 0 0 0 
U3 -U1- U3 -f32u2 0 0 
2.2.1 °. !32 = 0. 
The pair (9, g) is equivalent to the trivial pair (91, g1 ). 
2.2.2°. !32 i= 0. 
Then the pair (9, g) is equivalent to the pair (93, g3) by means of the mapping 
1r : 93 -+ g, where 
1r( ei) = e1, 
1r(ui) = U1 1 
1r( u2) = f32u2, 
1r( u3) = u3. 
Since dim D2 91 -/= dim D2 93, we see that the pairs (91, g1) and (93, g3) are not 
equivalent. 
2.3°. If A-/= -1 and A-/= 2 then 
[u1, u2] = 0, 
[u1, u3] = 0, 
[u2, u3] = 0. 
It is easy to see that the pair (9, g) is equivalent to the trivial pair (91 , gi). 
Thus the proof of the Proposition is complete. 
Proposition 1.8. Any pair (9, g) of type 1.8 is equivalent to one and only one 
of the following pairs: 
1. [ ,] e1 U1 u2 U3 
el 0 0 (f ucf ul 0 0 
u2 -U1 0 0 0 
U3 -U2 0 0 0 
2. [' l e1 U1 U2 U3 
el 0 0 U1 U2 
Ul 0 0 ul u2 
u2 -U1 -U1 0 U3 
U3 -U2 -U2 -U3 0 
3. [ ' l el Ul u2 U3 
e1 0 0 (f u2 U1 0 0 ul 
u2 -U1 0 0 ae1 + u2 
U3 -u2 -U1 -ae1- u2 0 
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4. 
[ 'l el UI U2 U3 
el 0 0 UI ucf 
UI 0 0 0 
u2 -UI 0 0 (J U3 -u2 0 -el 
5. [ ,] el UI u2 U3 
el 0 0 UI (f 
ul 0 0 0 
u2 -Ul 0 0 -el 
U3 -U2 0 el 0 
Proof. Let £ = e1 be basis of _g, where 
Then A(e1 ) = 0, and for x E .9 the matrix B(x) is identified with x. 
Lemma. Any virtual structure q on generalized module 1.8 is equivalent to one 
of the following: 
C(ei)=(p 0 0), p E JR. 
Proof. Any virtual structure q has the form: 
Put 
H = ( c2 c3 0). 
Now put C1 = C(x) + A(x)H- HB(x) for x E _g. Then 
By corollary 2, Chapter II, the virtual structures C and C1 are equivalent. 
This completes the proof of the Lemma. 
Let (g, _g) be a pair of type 1.8. Then it can be assumed that the corresponding 
virtual pair (g, _g) is defined by one of the virtual structures determined in the 
Lemma. 
Then the vectors [ e1, u j], 1 ~ j ~ 3 have the form 
[ e 1 , u 1] = pe 1, 
[ e1, u2] = u1, 
[e1,u3] = u2. 
Put 
1. ONE-DIMENSIONAL CASE 
[u1,u2] = a1e1 +a1u1 +a2u2 +a3u3, 
[u1,u3] = b1e1 + f31u1 + f32u2 + f33u3, 
[u2,u3] = c1e1 +1'1u1 +12u2 +1'3U3. 
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Let us check the Jacobi identity for the triples (e 1 ,ui,uj), 1::::; i < j::::; 3, and 
(u1,u2,u3). 
1. [e1, [u~, u2]] + [u1, [u2, e1]] + [u2, [e1, u1JJ = 0 
pa1e1 + a2u1 + a3u2- pu1 = 0 
1. pa1 = 0 
2. G3 = 0 
3. p = a2 
2. [ e1, [u~, u3]] + [u1, [u3, e1]] + [u3, [e1, u1JJ = 0 
pf31e1 + f32u1 + f33u2- a1e1- a1u1- pu2- pu2 = 0 
4. a1 - pf31 = 0 
5. a1- (32 = 0 
6. 2p- /33 = 0 
3. [e1, [u2, u3]] + [u2, [u3, e1]] + [u3, [e1, u2JJ = 0 
P'Yl e1 + 1'2u1 + 1'3u2 - b1 e1 - (31 u1 - a1 u2 - 2pu3 = 0 
7. p = 0 
8. bl = 0 
9. /31 - 1'2 = 0 
10. a1 - 1'3 = 0 
4. [u1, [u2, u3]] + [u2, [u3, u1]] + [u3, [u~, u2]] = 0 
1'2a1 u2 + a1(1'2u1 + a1u2)- a11'3U1- a1(1'2u1 + a1u2) = 0 
ll.a11'2=0 
It follows that the pair (g, g) has the form 
el 
U1 
0 
0 
0 
0 
u2 -u1 -a1u1 
u3 -u2 -1'2Ul - a1 U2 
where A = c1 e1 + 1'1 u1 + 1'2u2 + a1 u3, a1 1'2 = 0. 
The mapping 1r : g' ----+ g such that 
1r( ei) = e1, 
1r(u1) = u~, 
1r( u2) = u2, 
1r( U3) = U3 + 1'1 e1, 
establishes the equivalence of pairs (g, g) and (.9', g'), where the latter has the form: 
e1 0 0 u1 u2 
U1 0 0 Gl U1 1'2U1 + a1 U2 
u2 -u1 -a1 u1 0 c1 e1 + 1'2u2 + a1 u3 
u3 -u2 -12u1 - a1 u2 -c1 e1 - 1'2 u2 - a1 u3 0 , 
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where a112 = 0. 
Consider the following cases: 
1 o. a1 = 0, /2 f. 0. 
Then the pair (9', g') is equivalent to the pair (93, 93) by means of the mapping 
1r : 93 ---+ 9', where 
1r( ei) = e1, 
1 
1r(ui) = -ui, 1 ~ i ~ 3, 
/2 
C1 
a=-z· 
f2 
Consider the pairs (93 , 93 ) and (9~, 9~) with parameters a and a' respectively. It is 
possible to show that these pairs are not equivalent, whenever a f. a'. 
2°. a1 f. 0, /2 = 0. Then the pair (9', 9') is equivalent to the pair (92, 92) by 
means of the mapping 1r : 92 ---+ 9', where 
3°. a1 = 12 = 0. 
1 1r( ei) = -e1, 
a1 
1 
1r(u1) = ---zu1, 
a1 
1 1r( u2) = -u2, 
a1 
3.1°. c1 = 0. Then the pair (9', 9') is equivalent to the trivial pair (91, 91 ). 
3.2°. c1 > 0. Then the pair (9', 9') is equivalent to the pair (94, 94) by means of 
the mapping 1r : 94 ---+ 9', where 
3.3°. c1 < 0. Then the pair (9', 9') is equivalent to the pair (95 , 95 ) by means of 
the mapping 1r : 9s ---+ 9', where 
Now it remains to show that the pairs determined by the Proposition are not 
equivalent to each other. 
Since dim 'D94 f. dim D91, we see that the pairs (94, 94) and (91, 91) are not 
equivalent. Similarly, since dim 'D9s f. dim D91, the pairs (9s, 95) and (91, 91) are 
not equivalent. 
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The algebra 94 I Z (94) contains a one-dimensional ideal, while algebra 95 I Z (95) 
does not contain any one-dimensional ideal. Hence, the pairs (9s, g5) and (94, g4 ) 
are not equivalent. 
Since dimZ(9I) = dimZ(94) = dimZ(9s) = 1 =/= dimZ(93) = dimZ(92) = 0, 
we see that no one of the pairs 1.8.1, 1.8.4, and 1.8.5 is equivalent to any of the 
pairs 1.8.2 and 1.8.3. 
Since dim 7J2 92 =/= dim 7J2 93, we see that the pairs (92, 92) and (93, g3) are not 
equivalent. 
This complete the proof of the Proposition. 
Proposition 1.9. Any pair (9, g) of type 1.9 is trivial. 
[ ' ] 
0 UJ 
-UI 0 
-UI- U2 0 
-u2- u3 0 
Proof. Consider x E g such that 
u2 
UJ t u2 
0 
0 
u2 t u3 
0 
0 
Note that xu = idu +lfl, where tp is a nilpotent endomorphism. Then, by Proposi-
tion 13, Chapter II, the pair (9, g) is trivial. 
And this proves the Proposition. 
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2. Two-dimensional case 
Proposition 2.1. Any pair (g, g) of type 2.1 is equivalent to one and only one 
of the following pairs: 
1. [ ' l el e2 U} U2 U3 
el 0 0 Ul AU2 0 
e2 0 0 0 0 U3 
U} -Ul 0 0 0 0 
u2 -.-\u2 0 0 0 0 
U3 0 -U3 0 0 0 
2. ,\ = -1. [ ,] el e2 U} U2 U3 
el 0 0 U} -u2 0 
e2 0 0 0 0 U3 
U} -Ul 0 0 
ea 
0 
U2 U2 0 -el 0 
U3 0 -U3 0 0 0 
Proof. Let £ = { e1, e2} be basis of g, where 
e1 = G 0 ~). 0 0 n ,\ e2 = 0 0 0 
Then A(ei) = A(e2 ) = 0, and for x E g the matrix B(x) is identified with x. 
Note that g is a nilpotent Lie algebra. 
Lemma. Any virtual structure q on generalized module 2.1 is equivalent to one 
of the following: 
a),\= 0 
b).A-j.O 
Proof. Let q be a virtual structure on generalized module 2.1. Without loss of 
generality it can be assumed that q is primary. Consider the following cases: 
1°. ,\ = 0. 
Since 
g(o,o)((J) = !Re1 EB !Re2, U(l,o)((J) = IRu1, 
u<o,o)((J) = !Ru2, u<o,l)((J) = !Ru3, 
we have 
Let us check condition (6), Chapter II, for x, y E £. 
We have 
It follows that: 
we have 
2. TWO-DIMENSIONAL CASE 
fi(O,O)(~) = !Rel EB !Re2, u(l,o)(~)::) !Rul, 
u(.:\,O)(~)::) !Ru2, u<o,l)(~) ::) !Ru3, 
C(ei) = C(e2) = 0. 
This completes the proof of the Lemma. 
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Let (g, g) be a pair of type 2.1. Then it can be assumed that the corresponding 
virtual pair (g, g) is defined by one of the virtual structures determined in the 
Lemma. Put 
[ub u2] = a1 e1 + a2e2 + a1 u1 + a2u2 + a3u3, 
[u1,u3] = b1e1 + b2e2 + f31u1 + f32u2 + j33u3, 
[u2, u3] = c1e1 + c2e2 +{lUI+ {2U2 + {3U3. 
Consider the following cases: 
1 o. A. = 0. Then 
[e1,e2]=0, 
[e1,u1] = u1, 
[e1, u2] =pel + qe2, 
[e1,u3] = 0, 
[e2, u1] = 0, 
[e2 , u 2 ] = re1 + se2 , 
[e2, u3] = u3. 
Using the Jacobi identity we see that the pair (9,g) has the form: 
[ ,] e1 e2 UI u2 U3 
e1 0 0 (f 0 0 e2 0 0 0 U3 
UI -u1 0 0 abu1 0 
U2 0 0 -ad UI {3U3 
U3 0 -U3 -{3U3 0 
The pair (9, g) is equivalent to the pair (91, fll) by means oft he mapping 7!' : 91 ---+ 9, 
where 
7r( ei) = e1, 
7r( e2) = e2, 
7r(ui) = u1, 
7r(u2) = a1e1 + u2 -13e2, 
7r( u3) = u3. 
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[e1,e2]=0, 
[e1,u1] = u1, [e2,u1] = 0, 
[e1,u2] = Au2, [e2,u2] = 0, 
[e1,u3] = 0, [e2,u3] = u3. 
2.1°. A= -1. Using the Jacobi identity we see that the pair (9, _g) has the form: 
[ ' ] el e2 U! u2 u3 
el 0 0 U! -U2 0 
e2 0 0 0 0 U3 
U! -u1 0 0 a1e1 0 
U2 u2 0 -ade1 0 0 
U3 0 -u3 0 0. 
Consider the following cases. 
2.1.1°. a1 = 0. Then the pair (9,.9) is equivalent to the trivial pair (91 ,g1 ). 
2.1.2°. a1 =f. 0. Then the pair (9,g) is equivalent to the pair (92 ,g2 ) by means 
of the mapping 1r : 92 ----? 9, where 
1r( e!) = e1, 
1r( e2) = e2, 
1r(ui)=u1, 
1 1r( u2) = -u2, 
a! 
1r( u3) = u3. 
2.2°. A =f. -1. Using the Jacobi identity we see that the pair (9,g) is trivial. 
Since dim D92 =f. dim D91, we see that the pairs (92, f12) and (9I, g!) are not 
equivalent. 
This completes the proof of the Proposition. 
Proposition 2.2. Any pair (9, g) of type 2.2 is equivalent to one and only one 
of the following pairs: 
1. [ ' l el e2 ul u2 U3 
el 0 0 Ul AU2 0 
e2 0 0 Ul 0 flU3 
U! -UI -UI 0 0 0 
U2 -Au2 0 0 0 0 
U3 0 -pu3 0 0 0 
2. A= p = 1 
[ ' ] el e2 Ul U2 U3 
el 0 0 Ul u2 0 
e2 0 0 (f 0 U3 U! -Ul -Ul 0 0 
u2 -u2 0 0 0 U! 
U3 0 -U3 0 -ul 0 
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Proof. Let £ = { e1 , e2 } be a basis of g, where 
(1 0 0) e1 = 0 A. 0 , 
0 0 0 
Then A(e1 ) = A(e2) = (0), and for x E g the matrix B(x) is identified with x. 
Note that g is a nilpotent Lie algebra. 
Lemma. Any virtual structure q on generalized module 2.2 is trivial. 
Proof. Suppose q is a virtual structure on generalized module 2.2. Without loss 
of generality it can be assumed that q is primary. Since 
we have 
and this completes the proof of the Lemma. 
Let (g, g) be a pair of type 2.2. Then it can be assumed that the corresponding 
virtual pair (g, g) is defined by the trivial virtual structure. Then 
[e1,e2]=0, 
[ei, ui] = ui, 
[e1,u2] = A.u2, 
[e1, u3] = 0, 
[e2, u1] = u1, 
[e2, u2] = 0, 
[e2, U3] = J.lU3. 
Since the virtual structure q is primary, we have 
(Proposition 10, Chapter II). Thus 
and 
Consider the following cases: 
[ub u2] E gP·+I,l)(g), 
[u1, u3] E g(l,JL+l)(g), 
[u2, u3] E g(>..,JL)(g). 
1 o. A. =f. 1 or 1-1 =f. 1. We have 
[u1, u2] = 0, 
[ui, u3] = 0, 
[u2, u3] = 0. 
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It is clear that the pair (g,g) is equivalent to the trivial pair (g1,gl). 
2°. A= p = 1. We have 
So, the pair (g, g) has the form: 
[ ' l e1 
e1 0 
ez 0 
U1 -u1 
uz -uz 
U3 0 
Consider the following cases. 
[u1, uz] = 0, 
[u1, u3] = 0, 
[uz,u3] = "(1U1. 
ez U1 Uz 
0 U1 Uz 
0 U1 0 
-u1 0 0 
0 0 0 
-U3 0 -"(1 U1 
U3 
0 
U3 
0 
"(1U1 
0 . 
2.1°. 'Y1 = 0. Then the pair (g,g) is equivalent to the trivial pair (g1 ,g1 ). 
2.2°. 11 -=/= 0. Then the pair (g,g) is equivalent to the pair (g2 ,g2 ) by means of 
the mapping 1r : gz -+ g, where 
1r( el) = e1, 
1r( ez) = ez, 
1r( ul) = u1, 
1 1r( uz) = -uz, 
'Y1 
1r(u3)=u3. 
Since dim 'D2g1 -=/= dim 'D2g2, we see that the pairs (g1 , g1 ) and (g2 , g2 ) are not 
equivalent. And this completes the proof of the Proposition. 
Proposition 2.3. Any pair (g, g) of type 2.3 is equivalent to one and only one 
of the following pairs: 
1. [ ' l e1 ez U1 Uz U3 
e1 0 0 Au1- uz u1 + Auz 0 
ez 0 0 0 0 U3 
UI uz- Au1 0 0 0 0 
Uz -u1- Auz 0 0 0 0 
U3 0 -U3 0 0 0 
2. A= 0 [ ' l el ez U! Uz U3 
el 0 0 -uz U! 0 
ez 0 0 0 0 U3 
U! Uz 0 0 (f 0 Uz -ul 0 -el 0 
U3 0 -U3 0 0 0 
3. A= 0 [ ' l el ez U! Uz U3 
el 0 0 -uz U! 0 
ez 0 0 0 0 U3 
ul Uz 0 0 -el 0 
uz -Ul 0 ea 0 0 U3 0 -U3 0 0 
2. TWO-DIMENSIONAL CASE 
Proof. Let £ = { e1 , e2 } be a basis of £1, where 
1 0) 
..\ 0 ' 
0 0 
Then A(e1 ) = A(e2 ) = 0, and for x E £1 the matrix B(x) is identified with x. 
Lemma. Any virtual structure q on generalized module 2.3 is trivial. 
Proof. Put 
cia) . i ' z = 1, 2. 
C23 
Let us check condition (6), Chapter II, for x, y E £. 
We have 
(~ ci1 + .Aci2 c~1 + ..\c~2 
We obtain the system of linear equations: 
ci2 = .Aci1 
ci1 = -.Aci2 
c~ 2 = ..\c~ 1 
c~1 = -..\c~2 
C1 - c1 - 0 13 - 23-
It follows that ci1 = ci2 = c~ 1 = c~2 = ci3 = c~3 = 0. 
So, any virtual structures q on generalized module 2.3 has the form: 
Put 
-c~l +>..c~2 
1+>..2 
-ch +>..c~2 
1+>..2 
and C1(x) = C(x) + A(x)H- HB(x) for x E g. Then 
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By corollary 2, Chapter II, the virtual structures C and C1 are equivalent. This 
completes the proof of the Lemma. 
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Let (g, g) be a pair of type 2.3. Then it can be assumed that the corresponding 
virtual pair (g, g) is determined by the trivial virtual structure. Then 
Put 
[e1, e2] = 0, 
[e1, u1] = ..\u1- u2, [e2, u1] = 0, 
[e1,u2] = ..\u2 +u1, [e2,u2] = 0, 
[e1, u3] = 0, [e2, u3] = u3. 
[ul, u2] = a1el + a2e2 + o:1u1 + o:2u2 + o:3u3, 
[u1,u3] = b1e1 + b2e2 + f31u1 + f32u2 + f33u3, 
[u2,u3] = c1e1 +c2e2 +'YIUI +12u2 +!"3U3. 
Let us check the Jacobi identity for the triples (ei,Uj,uk), i = 1,2, 1 ~ j < k ~ 3, 
and (u1,u2,u3). 
1. [e2, [u1, u2]] + [u2, [e2, u1]] + [u1, [u2, e2]] = 0 
0:3U3 = 0 
1. 0:3 = 0 
2. [e1, [u1, u2]] + [u2, [e1, u1]] + [u1, [u2, e1]] = 0 
0:1AU1- 0:1U2 + 0:2AU2 + 0:2U1- 2..\(alel + a2e2 + 0:1U1 + 0:2u2) = 0 
2 . ..\a1 = 0 
3 . ..\a2 = 0 
4. 0:2 - ..\o:1 = 0 
5. 0:1 + ..\o:2 = 0 
3. [e2, [u1, u3]] + [u3, [e2, u1]] + [u1, [u3, e2]] = 0 
(33u3- b1e1- b2e2- f31u1- f32u2- f33u3 = 0 
6. bl = 0 
7. b2 = 0 
8. (31 = 0 
9. f32 = 0 
4. [e1, [u1, u3]] + [u3, [eb u1]] + [u1, [u3, e1]] = 0 
-..\f33u3 + c1e1 + c2e2 + ')"1U1 + ')"2U2 + ')"3U3 = 0 
10. /"3 - ..\(33 = 0 
11. C1 = 0 
12. C2 = 0 
13. /"1 = 0 
14. /"2 = 0 
5. [e1, [u2, u3]] + [u3, [e1, u2]] + [u2, [u3, e1]] = 0 
-f33u3 - A')"3U3 = 0 
15. (33 + ..\/"3 = 0 
2. TWO-DIMENSIONAL CASE 
7. [u1, [u2, u3]] + [u3, [u1, u2]] + [u2, [u3, u1]] = 0 
"(3/33u3 - "(3/33u3- a2u3 = 0 
16. a2 = 0 
It follows that the pair (9, g) has the form: 
[ ,] e1 e2 U1 
e1 0 0 Au1- u2 
e2 0 0 0 
U1 u2- AU1 0 0 
u2 -u1- Au2 0 
-ade1 
U3 0 -U3 
where Aa1 = 0. Consider the following cases: 
1 o. A# 0. 
u2 
u1 + Au2 
0 
a1e1 
0 
0 
U3 
0 
U3 
0 
0 
0 
Then a1 = 0 and the pair (9, g) is equivalent to the trivial pair (91 , gi). 
2°. A= 0. 
2.1°. a1 = 0. The pair (9, g) is equivalent to the trivial pair (91, gi). 
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2.2°. a1 > 0. The pair (9,g) is equivalent to the pair (92,g2) by means of the 
mapping 1r : 92 ---+ 9, where 
1r( ei) = e1, 
1r( e2) = e2, 
1 
1r( ui) = ;;;:-u1, ya1 
1 
1r( u2) = ;;;:-u2, ya1 
1r(u3) = U3. 
2.3°. a1 < 0. Then the pair (g,g) is equivalent to the pair (93,g3) by means of 
the mapping 1r : 93 ---+ g, where 
1r( ei) = e1, 
1r( e2) = e2, 
1 
1r(ui) = r-alu1, 
-a1 
1 
1r( u2) = r-alu2, 
-a1 
1r( u3) = u3. 
Now it remains to show that the pairs (91, g1 ), (92, g2) and (93, g3) are not 
equivalent to each other whenever A = 0. 
Indeed, note that the Lie algebra 91 is solvable and the Lie algebras 92, 93 are 
unsolvable. It follows that the pair (91 ,gi) is not equivalent to the pairs (92 ,g2 ) 
and (93,g3). 
Since the Levi subalgebras of 92 and 93 are isomorphic to .s-[(2, JR.) and .su(2), 
respectively, we see that the pairs (92, g2) and (93, g3) are not equivalent. 
The proof of the Proposition is complete. 
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Proposition 2.4. Any pair (g, g) of type 2.4 is equivalent to one and only one 
of the following pairs: 
1. [ ,] el ez UI Uz U3 
el 0 0 ul Uz J:lU3 
ez 0 0 -uz UI AU3 
UI -ul Uz 0 0 0 
uz -uz -ul 0 0 0 
U3 -f.LU3 ->.u3 0 0 0 
2. ). = 0, f1 = 2 
[ ,] el ez UI Uz U3 
el 0 0 ul Uz 2u3 
ez 0 0 -uz UI 0 
UI -ul uz 0 U3 0 
Uz -uz -ul -U3 0 0 
U3 -2u3 0 0 0 0 
Proof. Let £ = { e1, e2 } be a basis of g, where 
,. = G 0 ~). cl 1 n 1 ez = 0 0 0 
Then 
A(ei) = (~ ~), A(ez) = ( ~ ~), 
and for x E g, the matrix B( x) is identified with x. 
By f) denote the nilpotent subalgebra of the Lie algebra g spanned by e1 . 
Lemma. Any virtual structure q on generalized module 2.4 is equivalent to one 
of the following: 
a) >. i= 0 or 11 i= 0 
Proof. Let q be a virtual structure on generalized module 2.4. Without loss of 
generality it can be assumed that q is primary. Since 
we have 
2. TWO-DIMENSIONAL CASE 
Let us check condition (6), Chapter II, for x, y E £: 
We have 
0 = 0 _ ( 0 0 fLC~3 ) _ 0 + ( 0 0 ,\ci3 ) 
0 0 {Lc23 0 0 ,\c~ 3 · 
We obtain the system of linear equations: 
= fl-Ci3, 
= fLC~3· 
So, any virtual structure q on generalized module 2.4 has the form: 
where -\ci3 = tJ-ci3, ,\c~ 3 = fLC~ 3 • 
Suppose ,\ =f. 0 or fL =f. 0. Put 
H = (~ ~ ~~:)' 
where the set of coefficients h13, h23 is a solution of the following system: 
1 
c13 = {Lh13, 
1 C23 = {Lh23, 
2 C13 = ,\h13, 
2 C23 = ,\h23· 
It is easily proved that the solution exists. 
Now put C1 (x) = C(x) + A(x)H- HB(x). Then 
C1(el) = C1(e2) = 0. 
By corollary 2, Chapter II, the virtual structures C and C1 are equivalent. 
This completes the proof of the Lemma. 
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Let (g, g) be a pair of type 2.4. Then it can be assumed that the corresponding 
virtual pair (g, g) is defined by one of the virtual structures determined in the 
Lemma. Consider the following cases: 
1 o. ,\ = tL = 0. Then 
[e1, e2] = 0, 
[e1,u1]=u1, [e2,u1]=-u2, 
[e1, u2] = u2, [e2, u2] = u1, 
[e1, u3] = pe1 + qe2, [e2, u3] = re1 + se2, 
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Since the virtual structure q is primary, we have 
for all a E (J* (Proposition 10, Chapter II). Thus 
g(o)((J) ::) Re1 EB Re2 EB Ru3, gC1)((J) ::) Ru1 EB Ru2, 
and 
[u1, u2] E 9(2)(()), [u1, u2] = 0, 
[u1, u3] E g(1)((J), => [u1, u3] = f3I u1 + f32u2, 
Let us check the Jacobi identity for the triples (ei,Uj,uk),i = 1,2, 1~j<k~3, 
and (u1,u2,u3): 
1. [e2, [u1, u3]] + [u1, [u3, e2]] + [u3, [e2, u1]] = 0 
-j31u2 + j32u1 + ru1- SU2 + /'IUI + /'2U2 = 0 
1. r + !32 + /'I = 0 
2. - f3I - S + /'2 = 0 
2. [ei,[u1,u3]] + [ui,[u3,e1]] + [u3,[e1,u1]] = 0 
f3I U1 + f32u2 + pu1 - qu2 - f3I U1 - f32u2 = 0 
3. p = 0 
4. q = 0 
3. [e2, [u2, u3]] + [u2, [u3, e2]] + [u3, [e2, u2]] = 0 
-/'1 U1 + /'2U1 + ru2 + SUI - f3I U1 - j32u2 = 0 
5. /'2 + S - f3I = 0 
6. - /'I + r - /32 = 0 
Then the pair (g,g) is equivalent to the trivial pair (g1 ,gi) by means of the 
mapping 7r : fJI ---t g, where 
7r(ei)=ei, i=1,2, 
7r( U1) = UI, 
7r( u2) = u2, 
7r( u3) = u3 + f3I e1 - f32e2. 
2°. ..\ =f. 0 or f.1 =f. 0. Then 
[e1, e2] = 0, 
[ei, ui] = ui, 
[e1, u2] = u2, 
[ e1, u3] = f.1U3, 
[e2, u1 = -u2, 
[e2, u2] = u1, 
[e2, u3] = ..\u3, 
Since the virtual structure q is primary, we have 
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and 
[u1, u2] E 9(2)(1)), [u1, u2] = a3u3 
[u1, u3] E 9(1+tt)(f)), =} [u1, u3] = b1e1 + b2e2 + f3I u1 + f32u2 
Using the Jacobi identity we see that the pair (9,g) has the form: 
[ ' l el e2 UI U2 U3 
el 0 0 UI U2 f!U3 
e2 0 0 -u2 UI AU3 
UI -UI U2 0 a3u3 0 
U2 -u2 -ul -a3u3 0 0 
U3 -pu3 -..\u3 0 0 0 
where a3(..\2 + (p- 2)2) = 0. 
2.1°. a 3 = 0. Then the pair (9,g) is equivalent to the trivial pair (91 ,gi). 
2.2°. a 3 -j. 0. Then the pair (9,g) is equivalent to the pair (92 ,g2 ) by means of 
the mapping 1r : 92 ---+ 9, where 
Since dim 'D2 91 -j. dim 'D2 92, we see that the pairs (91, g1) and (92, g2) are not 
equivalent. 
Thus the proof of the Proposition is complete. 
Proposition 2.5. Any pair (9, g) of type 2.5 is trivial. 
[ ' l el e2 UI U2 U3 
el 0 0 0 U2 UI 
e2 0 0 UI 0 U3 + AUI 
UI 0 -UI 0 0 0 
u2 -u2 0 0 0 0 
U3 -ul -U3- AUI 0 0 0 
Proof. Consider x E g such that 
x= G 0 A+l) 1 0 . 
0 1 
Note that xu = idu +so, where 'P is a nilpotent endomorphism. Then, by Proposi-
tion 13, Chapter II, the pair (9, g) is trivial. 
This proves the Proposition. 
I 
~ 
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Proposition 2.6. Any pair (g,g) of type 2.6 is trivial. 
[ ' l el e2 UI U2 U3 
el 0 0 UI 0 U1 + U3 
e2 0 0 0 U2 0 
UI -UI 0 0 0 0 
U2 0 -u2 0 0 0 
U3 -UI- U3 0 0 0 0 
Proof. Consider x E g such that 
x= 0 ~ D. 
Note that xu = idu +so, where so is a nilpotent endomorphism. Then, by Proposi-
tion 13, Chapter II, the pair (g, g) is trivial. 
This proves the Proposition. 
Proposition 2. 7. Any pair (g, g) of type 2. 7 is equivalent to one and only one 
of the following pairs: 
1. [ ' l el e2 UI U2 U3 
el 0 ed 0 0 UI 
e2 -el 0 0 U3 
UI 0 0 0 0 0 
U2 0 0 0 0 0 
U3 -UI -U3 0 0 0 
2. [ ,] el e2 UI U2 U3 
el 0 
ed 0 0 U1 + e2 
e2 -el 0 0 U3 
UI 0 0 0 0 0 
U2 0 0 0 0 0 
U3 -ul- e2 -u3 0 0 0 
3. [ ,] e1 e2 UI U2 U3 
el 0 ed 0 0 UI 
e2 -el 0 0 U3 
UI 0 0 0 U1 0 
U2 0 0 -ul 0 -U3 
U3 -ul -U3 0 U3 0 
Proof. Let £ = { e1, e 2 } be a basis of g, where 
e1 = (~ 0 ~)' 0 0 D· 0 e2 = 0 0 0 
Then 
A(ei) = ( ~ ~), ( -1 A(e2) = 0 ~), 
and for x E g the matrix B( x) is identified with x. 
By ~ denote the nilpotent subalgebra of the Lie algebra g spanned by the vec-
tor e2. 
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Lemma. Any virtual structure q on generalized module 2. 7 is equivalent to one 
of the following: (0 0 0) C(e1)= 0 0 p , 
Proof. Let q be a virtual structure on generalized module 2.7. Without loss of 
generality it can be assumed that q is primary. Then, 
c~ ) ' 23 ~). 
Let us check condition (6), Chapter II. Direct calculation shows that 
Put 
and C1 (x) = C(x)- A(x)H + HB(x) for x E g. Then 
(0 0 0) cl ( el) = 0 0 p ' 
By corollary 2, Chapter II, the virtual structures C and C1 are equivalent. 
This completes the proof of the Lemma. 
Let (g, g) be a pair of type 2. 7. Then it can be assumed that the corresponding 
virtual pair is defined by one of the virtual structures determined in the Lemma. 
Then, 
[ei, e2] = el, 
[e1,u1] = 0, [e2,e1] = 0, 
[e1,u2] = 0, [e2,u2] = 0, 
[e1,u3] =pe2 +u1, [e2,u3] = U3. 
Since the virtual structure q is primary, we have 
where 
g(-l)(ry) = Re1, 
g<0)(ry) = Re2 EB Ru1 EB Ru2, 
g<l)(ry) = Ru3. 
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Therefore 
[ul, u2] = azez + a1 u1 + a2u2, 
[u1, u3] = j33u3, 
[u2, u3] = ')'3U3. 
Using the Jacobi identity we see that 
[ul,uz] = a1u2, 
[u1,u3] = 0, 
[u2, u3] = -a1u3, 
where the coefficients a 1 and p satisfies the equation a 1p = 0. 
Consider the following cases: 
1°. a 1 = p = 0. Then the pair (9, g) is equivalent to the trivial pair (91, g1 ). 
2°. a 1 = 0, p -::f. 0. Then the pair (9, g) is equivalent to the pair (92, g2 ) by means 
of the mapping 7r : 9z --+ g, where 
rr(e1)=e1, 
rr(e2) = e2, 
rr( ui) = pu1, 
rr(u2)=pu2, 
rr( u3) = pu3. 
3°. a1 -::f. 0, p = 0. Then the pair (9,g) is equivalent to the pair (93,g3) by means 
of the mapping 1r : 93 --+ g, where 
rr( e1) = e1, 
rr(e2) = e2, 
rr(ui)=u1, 
rr( u2) = a1 u2, 
rr( u3) = u3. 
Since dimZ(93) = 0 and dimZ(91) = dimZ(92) = 2, we see that the pair 
(93, g3) is not equivalent to any of the pairs (91, gi) or (92, g2). 
Since dim([g1, 91] n Z(9I)) = 1 and dim([g2, 92] n Z(92)) = 0, we see that the 
pairs (91, gi) and (92, g2) are not equivalent. 
The proof of the Proposition is complete. 
Proposition 2.8. Any pair (9, g) of type 2.8 is equivalent to one and only one 
of the following pairs: 
1. [ ,] e1 e2 U1 U2 U3 
e1 0 .Ae1 0 0 U1 
e2 -.Ae1 0 0 U2 AU3 
U1 0 0 0 0 0 
U2 0 -u2 0 0 0 
U3 -u1 -..\u3 0 0 0 
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2. A= 0 
[ '] e1 e2 U1 U2 U3 
e1 0 0 0 0 (f e2 0 0 0 U2 
U1 0 0 0 0 U1 + o:e1 
U2 0 -u2 0 0 0 
U3 -U1 0 -U1- o:e1 0 0 
3. A= 0 
[ ,] e1 e2 U1 U2 U3 
e1 0 0 0 0 U1 
e2 0 0 0 (f 0 U1 0 0 0 ea U2 0 -U2 0 0 
U3 -U1 0 -e1 0 0 
4. A= 0 
[ ,] e1 e2 U1 U2 U3 
e1 0 0 0 0 U1 
e2 0 0 0 (f 0 U1 0 0 0 -e1 
U2 0 -u2 0 0 0 
U3 -U1 0 e1 0 0 
5. A= 1 
[ ,] e1 e2 U1 U2 U3 
e1 0 ea 0 0 U1 
e2 -e1 0 (f U3 U1 0 0 0 (f U2 0 -u2 0 0 
U3 -U1 -U3 -u2 0 0 
6. A=-~ 
[ '] e1 e2 U1 u2 U3 
0 1 0 0 e1 -2e1 U1 
e2 1 0 0 U2 1 -e1 --U3 
U1 20 0 0 0 n 
u2 0 -U2 0 0 e1 
U3 -U1 ~U3 0 -e1 0 
7. 
['] e1 e2 U1 U2 U3 
e1 0 Ael el 0 U1 
e2 -Ael 0 0 (f AU3 UI -el 0 0 U3 
u2 0 -u2 0 0 0 
U3 -UI -Au3 -u3 0 0 
8. A= 0 
[ ,] el e2 U1 U2 U3 
el 0 0 0 0 Ul 
e2 0 0 0 (f el Ul 0 0 0 u1 + o:e1 
U2 0 -u2 0 0 0 
U3 -U1 -el -UI- o:el 0 0 
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9 . .\ = 0 [ ,] el e2 Ul u2 U3 
el 0 0 0 0 Ul 
e2 0 0 0 U2 el 
Ul 0 0 0 0 -el 
u2 0 -u2 0 0 0 
U3 -ul -el el 0 0 
10 . .\ = 0 [ ' l el e2 ul U2 U3 
el 0 0 0 0 Ul 
e2 0 0 0 
ucr ed Ul 0 0 0 
u2 0 -u2 0 0 0 
U3 -ul -el 0 0 0 
11 . .\ = 0 [ ,] el e2 Ul U2 U3 
el 0 0 0 0 ul 
e2 0 0 0 U2 el 
Ul 0 0 0 0 ed 
u2 0 -u2 0 0 
U3 -ul -el -el 0 0 
Proof. Let £ = { e1, e2} be a basis of g, where 
e1 = 0 0 D, 0 0 D· 0 e2 = 1 0 0 
Then 
A(e!) = ( ~ ~), ( -.\ A(e2) = 0 ~), 
and for x E g the matrix B( x) is identified with x. 
By ~ denote the nilpotent sub algebra of Lie algebra g spanned by e2. 
Lemma. Any virtual structure q on generalized module 2.8 is equivalent to one 
of the following: 
a) 
b) .\ = 0 
( p 0 0) C2( ei) = q 0 0 , 
c) .\ = 1 
( p 0 0) C3(ei)= 0 q 0 , 
Proof. Let q be a virtual structure on generalized module 2.8. Without loss of 
generality it can be assumed that q is primary. Since 
g(->.)(~) :J Re1, U(o)(~) :J Ru1, 
g(o)(~) :J Re2, U(l)(~) :J Ru2, 
U(>')(~) :J Ru3, 
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we have: 
Let us check condition (6), Chapter II for e1, ez: 
We have: 
0 Ac~ 3 ) ( -\0 
0 0 + 0 
We obtain the system of linear equations: 
Ac~ 1 = 0 
Ac~3 - ci1 + Aci3 = 0 
Ac~ 1 = 0 
,\c~z = c~z 
c~ 1 = 0 
So, any virtual structure q has the form: 
a)-\~{0,1} 
Put 
Now put C1(x) = C(x) + A(x)H- HB(x). Then 
0 0) 
0 0 ' 
By corollary 2, Chapter II, the virtual structures C and C1 are equivalent. 
b) ,\ = 0 
( cl 0 cb) C(ez) = ( ~ 0 c~3 ) C(e1) = P 0 cl ' 0 2 . Czl 23 C23 
Put 
H = ( -cl3 0 ~)· 
-c23 0 
89 
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Now put C2(x) = C(x) + A(x)H- HB(x). Then 
By corollary 2, Chapter II, the virtual structures C and C2 are equivalent. 
c) A= 1 
Put 
( 0 H= 1 
-c23 
0 0) 0 0 . 
Now put C3(x) = C(x) + A(x)H- HB(x). Then 
By corollary 2, Chapter II the virtual structures C and C3 are equivalent. 
This completes the proof of the Lemma. 
Let (g, g) be a pair of type 2.8. Then it can be assumed that the corresponding 
virtual pair (g, g) is defined by one of the virtual structures determined in the 
Lemma. Consider the following cases: 
1 o. A ~ { 0, 1}. Then 
[e1, e2] = Ae1, 
[e1, u1] = pe1, 
[e1,u2]=0, 
[e1,u3] = u1, 
[e2, u1] = 0, 
[e2, u2] = u2, 
[e2, u3] = AU3. 
Since the virtual structure q is primary, we have 
(Proposition 10, Chapter II). Thus 
and 
g(->.)(~) :J lRe1, g(l)(~) :J lRu2, 
g< 0 )(~) :J lRe2 EB lRu1, g<>-)(~) :J lRu3, 
[u1,u2] E g(l)(~), [u1,u2] = a1e1 + o:2u2 
[u1, u3] E g<>-)(~), :::} [u1, u3] = (33u3 
[u2, u3] E g<>-+l)(~), [u2, u3] = c1e1 + c2e2 +/'lUI· 
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Let us check the Jacobi identity for the triples ( ei, u j, uk), i = 1, 2, 1 ~ j < k ~ 3 
and (u1,u2,u3): 
1. [e1, [u1, u2]] + [u1, [u2, e1]] + [u2, [e1, u1]] = 0 
0=0 
2. [e2, [u1, u3]] + [u1, [u3, e2]] + [u3, [e2, u1]] = 0 
>..(33u3 - >..(33u3 = 0 
3. [e2, [u1, u2]] + [u1, [u2, e2]] + [u2, [e2, u1]] = 0 
->..a1 e1 + a2u2 - a1 e1 - a2u2 = 0 
1. ().. + 1 )a1 = 0 
4. [e1, [u1, u3]] + [u1, [u3, e1]] + [u3, [e1, u1]] = 0 
(33u1 - pu1 = 0 
2. (33 = p 
5. [e1, [u2, u3]] + [u2, [u3, e1]] + [u3, [el, u2]] = 0 
c2>..e1 + 1'1Pe1 + a2u2 + a1e1 = 0 
3. 0:2 = 0 
4. a1 + c2>.. + '/'lP = 0 
6. [e2, [u2, u3]] + [u2, [u3, e2]] + [u3, [e2, u2]] = 0 
-c1>..e1 - >..( c1 e1 + c2e2 + '/'1 u1) - c1 e1 - c2e2 - 1'1 u1 = 0 
5. (2>..+1)cl =0 
6.(>..+1)c2=0 
7. (>.. + 1)1'1 = 0 
7. [u1, [u2, u3]] + [u2, [u3, u1]] + [u3, [u1, u2]] = 0 
-c1pe1 - p( c1 e1 + c2e2 + 1'1 u1) - a1 u1 = 0 
8. pc1 = 0 
9. pc2 = 0 
10. '/'lP + a1 = 0 
It follows that the pair (g, g) has the form: 
).. # -1,).. # -~ 
[ ,] el e2 Ul u2 U3 
el 0 >..e1 pel 0 ul 
e2 ->..e1 0 0 u2 AU3 
Ul 
-bel 0 0 0 pu3 
u2 -U2 0 0 0 
U3 -ul ->..u3 -pu3 0 0 
).. = -~ 
[ ,] el ez Ul uz U3 
e1 0 1 pe1 0 -2e1 Ul 
ez 
1 0 0 Uz 1 2e1 -2U3 
Ul 
-bel 0 0 0 pu3 
U2 -u2 0 0 clel 
U3 -ul 1 -pu3 -clel 0 2u3 
' 
ClP = 0 
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A= -1 
[ ' ] e1 e2 ul U2 U3 
el 0 -el pel 0 ul 
e2 e1 0 0 U2 -U3 
Ul 
-bel 0 0 alel pu3 
U2 -u2 -alel 0 /'lUI 
U3 -ul U3 -pu3 -1'1 u1 0 ' a1 + /'lP = 0 
Consider the following cases: 
1.1°. A~ {-1,-t,0,1}. 
1.1.1 °. p = 0. Then the pair (9 ,g) is trivial. 
1.1.2°. p-=/= 0. Then the pair (9,g) is equivalent to the pair (97,97) by means 
of the mapping 1r : 97 ---+ 9, where 
1.2o. A= -t. 
n(ei) = ei, i = 1,2, 
1 
n(u1) = -u1, 
p 
n( u2) = u2, 
1 
n( u3) = -u3. 
p 
1.2.1 o. c1 = 0, p = 0. Then the pair (9,g) is trivial. 
1.2.2°. c1 = 0, p -=/= 0. Then the pair (9,g) is equivalent to the pair (97 ,g7) by 
means of the mapping 7r : ih ---+ 9, where 
n(ei) = ei, i = 1,2, 
1 
n(u1) = -ul, 
p 
n( u2) = u2, 
1 
n( u3) = -u3. 
p 
1.2.3°. c1 -=/= 0, p = 0. The pair (9,g) is equivalent to the pair (96 ,g6 ) by means 
of the mapping 7r : 96 ---+ 9, where 
1.3°. A=-1. 
n(ei) = ei, i = 1,2, 
n(ui) = u1, 
1 
n( u2) = -u2, 
Cl 
n( u3) = UJ. 
1.3.1 o. p = 0. Then the pair (9,g) is equivalent to the trivial pair (£h ,gl) by 
means of the mapping 1r : 91 ---+ 9, where 
n(ei) = ei, i = 1,2, 
n(ui) = u1, 
n(u2) = u2- /'1e1, 
1r( U3) = U3. 
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1.3.2°. p-=/=- 0. Then the pair (g,g) is equivalent to the pair (g7,97) by means 
of the mapping 1r: g7 ---+ g, where 
7r(ei) = ei, i = 1,2, 
1 
1r( UI) = -UI, 
p 
1r(uz) = Uz- ''(lei, 
1 
1r(u3) = -u3. 
p 
[ e1, ez] = 0 
[e1, u1] = pe1 + qez [ez, u1] = 0 
[ e1, uz] = 0 [ ez, uz] = Uz 
[e1, u3] = u1 [ez, u3] = re1 + sez 
Since the virtual structure q is primary, we have 
and 
[u1, uz] E g(l)(~), [u1 , uz] = azuz, 
[u1, u3] E gC 0 )(~), =? [u1, u3] = b1e1 + bzez + fJ1u1 + (33u3, 
Using the Jacobi identity we see that the pair (g,g) has the form: 
[ ' ] el ez UI uz 
el 0 0 pe1 0 
ez 0 0 0 Uz 
UI 
-bel 0 0 0 
uz -uz 0 0 
U3 -UI -re1 -blei-bzez-f3Iui-PU3 -')'zUz 
where fJ1p=O, rp=O, bz=P'"Y2· 
Consider the following cases. 
2.1°. p = 0. 
Then the mapping 1r : g1 ---+ g, such that 
1r(ei) = ei, i = 1,2, 
1r( ul) = UI, 
1r( uz) = uz, 
1r(u3) = u3 + ')'zez, 
U3 
UI 
re1 
b1 e1 +bzez +fJ1 u1 +pu3 
')'zUz 
0 
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establishes the equivalence of the pair (9,9) and (9' ,9'), where latter has the form: 
[ ,] ei e2 UI u2 U3 
ei 0 0 0 UI 
e2 0 0 0 U2 rei 
UI 0 0 0 0 bi ei + f3I UI 
0 0 0 0 u2 -u2 
U3 -UI -rei -bi ei - f3I UI 0 0 
2.1.1°. r = f3I = bi = 0. Then the pair (9,9) is trivial. 
2.1.2°. r = f3I = 0, bi =J. 0. Then the pair (9,9) is equivalent to the pair 
(9i,9i)i=3,4 by means of the mapping 1r: 9i---+ 9, where 
1r(uj)= ~uj, j=1,2,3, 
(if bi > 0 then i = 3, if bi < 0 then i = 4). 
2.1.3°. r = 0, f3I =J. 0. Then the pair (9,9) is equivalent to the pair (92,92) by 
means of the mapping 1r : 92 ---+ 9, where 
1r(ei) = ei, i = 1,2, 
1r(uj) = ~1 Uj, j = 1,2,3. 
2.1.4°. r =J. 0, (31 = bi = 0. Then the pair (9,9) is equivalent to the pair 
(9i, 9i)i=9,IO by means of the mapping 1r : 9i ---+ 9, where 
1r( e2) = e2, 
r 
?r(ui) = lbiiul, 
1r( u2) = u2, 
1 
1r(u3) = ~u3, 
v lbii 
(if bi > 0 then i = 9, if b1 < 0 then i = 10). 
2.1.5°. r =J. 0, f3I = 0, b1 =J. 0. Then the pair (9,9) is equivalent to the pair 
(9u, 911) by means of the mapping 1r : 9n ---+ 9, where 
1r(ei) = ei, i = 1,2, 
1r(uj) = ~uj, j = 1,2,3. 
r 
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2.1.6°. r =f. 0, (31 =f. 0. Then the pair (g,g) is equivalent to the pair (g8 ,g8 ) by 
means of the mapping 7r: g8 --+ g, where 
'{' 
1r( ei) = (31 e1, 
1r( e2) = e2, 
'{' 
1r(u1) = f3iul, 
1r( u2) = u2, 
1 
7r( U3) = f3l U3. 
2.2°. p =f. 0. Then (31 = r = 0. 
Then the pair (g,g) is equivalent to the pair (g7,g7) by means of the mapping 
7r : g7 --+ g, where 
7r(ei)=ei, i=1,2, 
1 
1r( ui) = -u1, 
p 
1r( u2) = u2, 
1 
1r(u3) = -(u3 + /'2e2). 
p 
3° . .A.=l. Then 
[e1,e2] = e1 
[e1, u1] = pe1 [e2, u1] = 0 
[e1,u2] = qe2 [e2,u2] = u2 
[e1,u3] = u1 [e2,u3] = u3 
Since the virtual structure q is primary, we have 
and 
g(-l)([J) = !Re1, g(o)([J) = !Re2 EB !Ru1, 
gC1)([J) = !Ru2 EB !Ru3, 
[u1, u2] E g(l)([J), 
[u1, u3] E gC1)([J), 
[u2, u3] E gC2)([J), 
[u1, u2] = a2u2 + a3u3, 
=? [u1, u3] = fJ2u2 + (33u3, 
[u2,u3] = 0. 
Using the Jacobi identity we see that the pair (g,g) has the form: 
[ ,] el e2 Ul u2 U3 
el 0 ed pe1 0 Ul 
e2 -el 0 U2 U3 
Ul 
-bel 0 0 0 /'2u2 + pu3 
u2 -U2 0 0 0 
U3 -Ul -U3 -1'2U2- pu3 0 0 
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3.1°. p = 0. 
3 .1.1 o. "(2 = 0. Then the pair (.9 ,g) is trivial. 
3.1.2°. "(2-=/= 0. Then the pair (fl,g) is equivalent to the pair (.95,g5) by means 
of the mapping 1r : .95 --+ fj, where 
3.2°. p "I= 0. 
7r(ei) = ei, i = 1,2, 
1r(u!) = u1, 
1r(u2) = "(2u2, 
1r(u3)=u3. 
Then the pair (.9 ,g) is equivalent to the pair (.97 ,g7) by means of the mapping 
7r : .97 --+ fj, where 
1r( ei) = ei, i = 1, 2, 
1 
1r(u1) = -u1, 
p 
1r( u2) = u2, 
1 
1r( u3) = 2(pu3 + "(2u2). 
p 
Now it remains to show that the pairs determined in the Proposition are not 
equivalent to each other. 
Since dim 'D2 .91 -=/= dim 'D2 .97, we see that the pairs (.91, g1) and (.97, g7) are not 
equivalent. 
Consider homomorphisms fi: iii--+ g[(2, IR), i = 1, 2, 3, 4, 8, 9, 10, 11, where fi(x) 
is the matrix of the mapping ad lvg;X· Since the subalgebras fi(ili), i = 1, 2, 3, 4, 
are not conjugated, we see that the pairs (.9i, gi), i = 1, 2, 3, 4 are not equivalent. 
Similarly, the pairs (fli,gi), i = 8, 9, 10, 11, are not equivalent to each other. 
Since dim 'D2 .91 -=/= dim 'D2 .96, we see that the pairs (.91, g1) and (.96, g6) are not 
equivalent. 
Since dim Z (.9!) -=/= dim Z (.95), we see that the pairs (.91 ,gt) and (.95 ,g5) are not 
equivalent. 
Since dim 'Dfli -=/= dim 'Dfjj, i = 1, 2, 3, 4, j = 8, 9, 10, 11, we see that the pairs 
(.9i,gi) and (.9j,gj) are not equivalent. 
Thus the proof of the Proposition is complete. 
Proposition 2.9. Any pair (.9, g) of type 2.9 is equivalent to one and only one 
of tbe following pairs: 
1. 
[' l e1 e2 UI U2 U3 
el 0 (1 - f-L )e2 UI AU2 f-LU3 
e2 (f-l - 1 )e2 0 0 0 U1 
UI -u1 0 0 0 0 
U2 -.\u2 0 0 0 0 
U3 -f-LU3 -UI 0 0 0 
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2. A= J-L + 1 
[ '] e1 ez U1 Uz U3 
e1 0 (1-J-L)ez U1 (J-L + 1)uz J-lU3 
ez (J-L-1)ez 0 0 0 U1 
U1 -U1 0 0 0 Uz 
Uz -(J-L + 1)uz 0 0 0 0 
u3 -J-LU3 -ul -uz 0 0 
3. A= 1- 2J-L 
[,] e1 ez U1 Uz U3 
e1 0 (1 - J-l )ez U1 (1- 2J-L)uz J-lU3 
ez (J-L- 1)ez 0 0 0 u1 
U1 -U1 0 0 0 0 
uz (2J-L- 1)uz 0 0 0 ez 
U3 -J-LU3 -u1 0 -ez 0 
4. A= 0 
[ ,] e1 ez U1 uz U3 
e1 0 (1-J-L)ez U1 0 J-lU3 
ez (J-L-1)ez 0 0 0 U1 
U1 -u1 0 0 U1 0 
Uz 0 0 -u1 0 -U3 
U3 -J-LU3 -u1 0 U3 0 ' J-L=/=1 
5. ll = 0 
['] e1 ez U1 Uz U3 
e1 0 err u1 AUz 0 
ez -ez 0 0 U1 
U1 -u1 0 0 0 ez 
Uz -Auz 0 0 0 au2 
U3 0 -u1 -ez -au2 0 a~ 0 
6. ll = 0 
[ ,] e1 ez U1 Uz U3 
e1 0 err U1 AUz 0 
ez -ez 0 0 U1 
U1 -u1 0 0 0 -ez 
Uz -Auz 0 0 0 au2 
U3 0 -u1 ez -au2 0 a~ 0 
7. ll = 0 
['] e1 ez U1 uz U3 
e1 0 err U1 AUz 0 
ez -ez 0 0 (f U1 -U1 0 0 0 
Uz -Auz 0 0 0 ucf U3 0 -U1 0 -uz 
8. ll = 1/2 
[,] e1 ez U1 Uz U3 
0 1 Auz 1 e1 2e2 U1 2u3 + ez 
ez 
1 0 0 0 U1 -2e2 
U1 -u1 0 0 0 0 
Uz -AUz 0 0 0 0 
U3 1 -u1 0 0 0 -2u3- ez 
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9. A = 0, t-t = 1/2 
[ ,] e1 e2 U1 u2 U3 
0 1 0 1 e1 ze2 U1 zU3 + e2 
e2 1 0 0 0 - 2 e2 U1 
U1 -u1 0 0 0 0 
U2 0 0 0 0 e2 
U3 1 -u1 0 0 -zU3- e2 -e2 
10. A = 3/2, t-t = 1/2 
[ ' l e1 e2 U1 u2 U3 
0 1 3 1 e1 2e2 U1 2 u2 zU3 + e2 
e2 1 0 0 0 U1 - 2 e2 
U1 -u1 0 0 0 U2 
U2 3 0 0 0 0 --u2 
U3 
1 2 
-u1 -u2 0 0 -zU3- e2 
11. A= 0, t-t=1 
[ ,] e1 e2 U1 U2 U3 
e1 0 0 U1 0 U3 
e2 0 0 0 ea ~ U1 -u1 0 0 
U2 0 -e2 0 0 U3 
U3 -U3 -U1 0 -u3 0 
12. A= -2, t-t = 2 
[' l e1 e2 U1 u2 U3 
e1 0 -e2 U1 -2u2 2u3 
e2 e2 0 0 0 U1 
u1 -u1 0 0 ea 0 
u2 2u2 0 -e2 -e1 
U3 -2u3 -U1 0 e1 0 
13. A= 1, t-t = 0 
[ ,] e1 e2 U1 U2 U3 
e1 0 ea u1 (f 0 e2 -e2 0 U1 
U1 -u1 0 0 0 U1 
U2 -u2 0 0 0 ea U3 0 -u1 -U1 -e2 
14. A = 1, t-t = 0 
[ ,] e1 e2 U1 u2 U3 
e1 0 ea u1 u2 0 
e2 -e2 0 0 U1 
U1 -u1 0 0 0 u2 
U2 -u2 0 0 0 (f U3 0 -u1 -u2 -u2 
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15. A = 1, f-l = 0 
[ ' ] e1 e2 UI u2 U3 
el 0 ea UI u2 0 
e2 -e2 0 0 UI 
UI -ul 0 0 0 e2 + u2 
U2 -u2 0 0 0 au2 
U3 0 -UI -e2- u2 -au2 0 O~a<1 
16. A = 1, f-l = 0 
[ ' ] el e2 UI U2 U3 
e1 0 ea UI (f 0 
e2 -e2 0 UI 
UI -UI 0 0 0 -e2 + u2 
U2 -u2 0 0 0 au2 
U3 0 -UI e2- u2 -au2 0 a;;:::o 
1 7. A = 1, f-l = 0 
[ ' ] el e2 UI U2 U3 
el 0 2e2 UI -2u2 -u3 
e2 -2e2 0 0 el rr UI -UI 0 0 -U3 
u2 2u2 -el U3 0 0 
U3 U3 -UI 0 0 0 
Proof. Let £ = { e1, e 2 } be a basis of g, where 
0 0) A 0 , 
0 f-l 
Then 
and for x E g the matrix B( x) is identified with x. 
By ~ denote the nilpotent subalgebra of the Lie algebra g spanned by the vec-
tor e1. 
Lemma. Any virtual structure q on the generalized module 2.9 is equivalent to 
one of the following: 
a) f-l rJ. {0, ~,2}, A"/= ±(1-f-l) 
b) f-l rJ. {0, ~,1,2}, A= 1- f-l 
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c) fL ~ {0, ~,1,2}, A= fL -1 
C3(ei) = 0, C3(e2) = (~ ~ ~); 
d) fL = 0, A =f ± 1 
C4(ei) = ( 0 0 ~), C4( e2) = 0; 
-p 0 
e) fL = 0, A= 1 
Cs(ei) = ( 0 0 ~), Cs( e2) = 0; 
-p q 
f) fL = 0, A= -1 
C6(ei) = ( 0 0 ~), C6(e2)=(~ q ~); 
-p 0 0 
g) fL = ~' A =f ±~ 
C7(ei)= (~ 0 ~), C7( e2) = 0; 0 
h)ft=~,A=~ 
Cs(ei)= (~ 0 ~), Cs( e2) = 0; q 
·) 1 A 1 z fL-- - --
- 2' - 2 
C9 (ei) = (~ 0 ~), Cg(e2) = ( ~ q ~); 0 0 
j) fL = 1, A= 0 
C1o(e1)=(~ ~ ~), C1o(e2)=(~: ~); 
k)f1,=2,A=f±1 
l) fL = 2, A= 1 
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m) f1 = 2, .\ = -1 
CI3(ei)=(~ ~ ~), C13(e2)=(~ ~ ~)· 
Proof. Put 
i = 1,2. 
By Proposition 9, Chapter II, without loss of generality it can be assumed that 
q is primary. Then we have: 
g(o)(~):::) Rei, 
g(l-JL)(~) :::> Re2, 
U(l)(~) :::) Ru1, 
uP·)(~) :::> Ru2, 
U(JL)(~) :::> Ru3, 
(*) 
and c~I = ci3 = c~I = 0. Checking condition (6), Chapter II, for e1, e2, we obtain: 
{ 
Consider the following cases: 
c~I = (11- 1)cb, 
(1- J-l)cb = .\c~ 2 . 
1 o. 11 tJ. {0, ~' 2}, .\ f- ±(1- 11 ). Then, from(*) and(**) it follows that 
(0 0 0) C(e2) = 0 q 0 , .\q = 0. 
2°. 11 =f. {0, ~' 1, 2}, .\ = 1- 11· Then from (*) it follows that 
(0 0 0) C(ei)= 0 c~2 0 ' C(e2) = 0. 
3°. 11 =f. {0, ~' 1, 2}, .\ = 11- 1. Then from (*) it follows that 
(0 0 0) C(e2) = 0 q 0 . 
Similarly we obtain the other results of the Lemma. 
(**) 
Thus it can be assumed that the virtual pair (g, g) is defined by one ofthe virtual 
structures q determined in the Lemma. Put 
[ui,u2] =aiel +a2e2 +aiUI +a2u2 +a3u3, 
[ui, u3] = biei + b2e2 + f3Iui + f32u2 + f33u3, 
[u2,u3] = ciei +c2e2 +"YIUI +"Y2u2 +"Y3U3. 
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For example, consider the following cases: 
1 o. J-L ~ {0, ~' 2}, .A =f. ±(1- J-L). Then 
[e1,e2] = (1- J-L)e2, 
[e1, u1] = u1, 
[e1,u2] = .Au2, 
[e1,u3] = J-LU3, 
[e2, u1] = 0, 
[e2, u2] = 0, 
[e2, u3] = u1. 
Let us check the Jacobi identity for the triples ( ei, Uj, uk), i = 1, 2, 1 ~ j < k ~ 3, 
and (u1,u2,u3). 
1. [e1, [u1, u2]] + [u1, [u2, e1]] + [u2, [e1, u1]] = 0 
(1- J-L)a2e2 + a1u1 + .Aa2u2 + J-LCY3U3- (.A+ 1)[u1,u2] = 0 
1. (.A + 1 )a1 = 0 
2. (J-L + .A)a2 = 0 
3 . .Aa1 = 0 
4. a2 = 0 
5. a3 = 0 
2. [e2, [u1, u2]] + [ut, [u2, e2]] + [u2, [e2, u1]] = 0 
(J-L-1)ale2 =0 
6. (J-L- 1)a1 = 0 
3. [e1, [u1, u3]] + [ut, [u3, e1]] + [u3, [e1, u1]] = 0 
(1- J-L)b2e2 + f31u1 + .Af32u2 + J-Lf33u3- (J-L + 1)[u1, u3] = 0 
7. (J-L+1)b1 =0 
8. b2 = 0 
9. /31 = 0 
1 0. (.A - J-L - 1) !32 = 0 
11. /33 = 0 
4. [e2, [u1, u3]] + [u1, [u3, e2]] + [u3, [e2, u1]] = 0 
(J-L- 1)b1e2 = 0 
12. bl = 0 
5. [e1, [u2, u3]] + [u2, [u3, e1]] + [u3, [e1, u2]] = 0 
(1- J-L)c2e2 + '"Y1U1 + A'"'(2U2 + fl/'(3U3- (.A+ J-L)[u2, u3] = 0 
13. (.A+J-L)cl =0 
14. (1- .A- 2J-L)c2 = 0 
15. '"Yl = 0 
16. '"'(2 = 0 
17. A'"'f3 =0 
6. [e2, [u2, u3]] + [u2, [u3, e2]] + [u3, [e2, u2]] = 0 
(J-L- 1)c1e2 + '"'(3U1 + a2e2 + a1e1 + a1u1 = 0 
18. a1 = 0 
19. a2 + (J-L- 1)c1 = 0 
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20. /'3 + a1 = 0 
7. [u1, [u2, u3]] + [u2, [u3, u1]] + [u3, [ui, u2]] = 0 
-c1e1 + /'3f32u2- a2u1- a1f32u2 = 0 
21. CI + a2 = 0 
22. /32( /'3 - ai) = 0 
Finally, we have 
[u1,u2] = a1u1, [u1,u2] = 0, 
[u1, u3] = 0, [u1, u3] = f32u2, 
[u2, u3] = -a1u3, [u2, u3] = 0, 
Consider the following cases: 
1.1°.A=0. 
A = 1 - 21-l A f. 1-l + 1 
A f. 1- 21-l 
[u1, u2] = 0, [u1, u2] = 0, 
[u1,u3] = 0, [u1,u3] = 0, 
[u2, u3] = c2e2, [u2, u3] = 0. 
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1.1.1°. a 1 = 0. Then the pair (g,g) is equivalent to the trivial pair (g1 ,gi). 
1.1.2°. a 1 f. 0. If 1-l f. 1, then the pair (g,g) is equivalent to the pair (g4,g4) 
by means of the mappings 1r: .94---+ g, where 
7r(ei) = ei, i = 1,2, 
1r(ui) = UI, 
1r( u2) = a1 u2, 
1r( u3) = u3, 
and, in the case of 1-l = 1, the pair (g, g) is equivalent to the trivial pair by means 
of the mapping 7r p,=I : .91 ---+ g, where 
1.2°. A = 1 + 1-l· 
7rp,=I(ei) = ei, i = 1,2, 
'lrp,=l(ui) = UI, 
7rp,=I(u2) = u2- a1e1, 
7rp,=I(u3) = u3. 
1.2.1°. f32 = 0. Then the pair (g,g) is trivial. 
1.2.2°. f32 f. 0. Then the pair (g,g) is equivalent to the pair (g2,g2) by means 
of the mapping 7r : £12 ---+ g, where 
1r( ei) = e1, 
1r( e2) = f32 e2, 
1r(u1) = f32u1, 
1r( u2) = u2, 
1r(u3) = u3. 
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1.3°. ,\ = 1 - 2p. 
1.3.1 °. c2 = 0. Then the pair (g, g) is trivial. 
1.3.2°. c2 i= 0. Then the pair (g,g) is equivalent to the pair (g3 ,g3 ) by means 
of the mapping 7f : 9a ---+ g, where 
1r(ei) = ei, i = 1,2, 
1r(ui) = u1, 
1r( u2) = c2u2, 
1r(ua) = ua. 
1.4°. ,\ i= 1 + p, ,\ i= 1- 2p. Then the pair (g,g) is trivial. 
2°. 11 = 0, ,\ = 1. Then 
and 
[e1, e2] = e2, 
[el, ul] = ul- pe2, 
[e1, u2] = qe2 + u2, 
[e1, ua] =pel, 
[u1,u2] = 0, 
[e2, u1] = 0, 
[e2, u2] = 0, 
[e2, ua] = u1 
[ui,ua] = b2e2 + f31u1 + f32u2, 
[u2,ua] = c2e2 +11u1 +12u2. 
Let us check the Jacobi identity for the triples ( ei, Uj, Uk), i = 1, 2, 1 ::::;;j < k::::;; 3, 
and (u1,u2,ua). 
1. [e1, [u1, ua]] + [u1, [ua, e1]] + [ua, [e1, u1]] = 0 
b2e2 + f31(u1- pe2) + f32(qe2 + u2) + p(ul- pe2) + pu1- [u1, ua] = 0 
l.p=O 
2. qf32 = 0 
5. [e1, [u2, ua]] + [u2, [ua, e1]] + [ua, [e1, u2]] = 0 
c2e2 + /1 u1 + 12(qe2 + u2)- qu1 - [u2, ua] = 0 
3. q = 0 
It follows that the pair (g, g) has the form: 
[ ' ] el e2 
el 0 (r e2 -e2 
ul -ul 0 
U2 -u2 0 
ua 0 -ul 
Suppose that 
V = Z(Dg) and a= { adv xI x E g}. 
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Then V = IR.e2 EB IR.u1 EB IR.uz. Since 
we see that a is a two-dimensional subalgebra of g[(V) that contains the identity 
mappmg. 
Let W = V n g = IR.e2. The Lie algebra 9 can be identified with the Lie algebra 
aAV, and g can be identified with the vector space IR.(idv) x W. Also, a(W) =j:. W, 
that is ad u3 ( e2) ¢_ IR.e2. 
Conversely, suppose V = IR.3 , a is a subalgebra of g[(V) such that the identity 
mapping belongs to a. Let W be a one-dimensional subspace of V and a(W) =j:. W. 
Putting 
9 =a A V, g = IR.(idv) x W, 
we obtain the pair (9, g) of type 2.9 (A. = 1, JL = 0). 
Therefore, there is a one-to-one correspondence between the set of desired pairs 
(9,g) and the set of pairs (a, W), where a is a two-dimensional subalgebra of g[(V) 
such that idv E a, W is a one-dimensional subspace of V such that a(W) =j:. W. 
Statement 1. Suppose a1 and a2 are subalgebras of g[(V). Then the Lie al-
gebras 91 = a1 A V and 92 = a2 A V are isomorphic if and only if there exists an 
endomorphism c.p E GL(V) such that 
Proof. Indeed, suppose there exists c.p E GL(V) such that 
Consider the mapping f : 91 --t 92 defined by 
f(x,v) = (c.pxc.p- 1 ,c.p(v)) 
for x E a1, v E V. It is easy to see that f is an isomorphism. 
Statement 2. Let 
9I = 111 AV, 92 = a2 AV, 91 = IR.(idv) x W1, and 92 = IR.(idv) x W2, 
where a1 and a2 are subalgebras ofg[(V), W1 and Wz are one-dimensional subspaces 
of V. Then a necessary and sufficient condition for the pairs (91, 91) and (9z, 92) 
to be equivalent is that there exists c.p E GL(V) such that 
in other words, the group GL(V) acts on the pairs (a, W): 
c.p: (a, W) ~---+ (c.pac.p-I,c.p(W)). 
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Proof. It immediately follows from the previous statement. 
Let us classify (up to just determined transformations) all pairs (a, W). We have 
(1 0 0) ade1 = 0 1 0 , 
0 0 1 
Up to conjugation and choice of A (A E lR) the matrix of the endomorphism 
adv( u3 + Ae!) has one of the following forms: 
i) XI= G 0 D· 0 -1 ~). -1 0 ~a< 1; ii) x2 = 0 a E IR+; 0 0 
iii) x, = 0 1 ~} iv) X 4 = 0 1 ~} 0 1 0· 0 0 v) Xs = 0 0 0 0 
By definition 
Fi ={A E GL(3, JR) I AXiA-l= Xi}, i = 1, ... ,5. 
Up to action of endomorphisms r.p such that the matrix of r.p belongs to Fi, one-
dimensional subspaces W C V have the form: 
i) xJ = R 0) and xj = R 0) for XI; 
ii) xj = R G) and xj = It ( D for X,; 
iii) xl =It 0) for x,; 
iv) xi = R ( 0 , x~ = It G) and x! = R G) for X 4 ; 
v) xl = It G) and x1 = R G) for Xs. 
It remains to write out the pair (g, g) corresponding to the pair (a, W). 
Suppose 
(1 0 0) a = IRX 1 + AE3 = lR 0 -1 0 + AE3 , where 0 ~ a < 1, 
0 0 a 
A E IR, 
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Then 
Since the vectors e2, u1, u2 are linearly independent, put 
Then 
Finally, 
[e2, ua] = u1, 
[u1, ua] = e2 + u2, 
[u2, ua] = o:u2, 
where 0 ~ a < 1. So, the pair (.9, g) is equivalent to the pair (.915 , g15 ). 
Similarly, 
if a= IRX1 + >..Ea and W =xi, we get the pair (.9s,gs) with)..= 1; 
if a= IRX2 + >..Ea and W = x~, we get the pair (.96,Q6) with)..= 1; 
if a= IRX2 + >..Ea and W = x~, we get the pair (.9I6,QI6); 
if a= IR.Xa + >..Ea and W = xL we get the pair (.9I,gi) with)..= 1, /) = 0; 
if a= IR.X4 + >..Ea and W =xi, we get the pair (.97,Q7) with)..= 1; 
if a= IR.X4 + >..Ea and W = x~, we get the pair (.9Ia,Qia); 
if a= IR.X4 + >..Ea and W = x!, we get the pair (.914, g14); 
if a = IR.Xs + >..Ea and W = x~, we get the pair (.92, g2 ) with It = 0; 
if a= IR.X5 + >..E3 and W = x~, we get the pair (g3 ,g3 ) with It= 0. 
Similarly we obtain the other results of the Proposition. 
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Now it remains to show that the pairs determined in the Proposition are not 
equivalent to each other. 
There are only two pairs such that dim(Dgi) = 5. These are (g12 ,g12 ) and 
(.917, Q17 ). Note that if a1 is a Levi subalgebra of Q12 and a2 is a Levi subalgebra of 
Q17, then 
dim( al n Q12) i= dim( a2 n Q17 ), 
and the pairs (g12,Q12) and (QI7,Q17) are not equivalent. 
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Let ni be a maximal nilpotent ideal of the Lie algebra .9i, 1 ::;;; i ::;;; 17. Note that 
dim n1 = 4 and C3n1 = {0}; dim ni = 4 and C3ni -=/= {0}, for i = 2, 3; dim ni = 3 for 
i = 4, ... , 7, 11. It follows that all pairs (gi, gi) fori= 2, ... , 7, 11 are not equivalent 
to the trivial pair (g1,gi). For the same reason the pairs (gg,gg), (.91o,g1o) are not 
equivalent to the pair (gs, gs ). 
Since dim n8 = 4 and C3n8 = {0}, we see that the pair (gs,gs) is not equivalent 
to each of the pairs (gi, gi) for i = 2, 3, 4. Since .9i-module ni j1Jni is semisimple for 
i = 1 and not semisimple for i = 8, we see that the pairs (g1, g1) and (gs, gs) are 
also not equivalent. 
Similarly we can prove that the other pairs determined in the Proposition are 
not equivalent to each other. 
Proposition 2.10. Any pair (g, g) of type 2.10 is trivial. 
[ ,] e1 e2 U1 U2 U3 
e1 0 0 U1 U2 U1 + U3 
e2 0 0 0 ~ ulf U1 -U1 0 0 
U2 -U2 -Ul 0 0 0 
U3 -U1- U3 -u2 0 0 0 
Proof. Consider x E g such that 
G 
0 
D x= 1 0 
Note that xu = idu +cp, where cp is a nilpotent endomorphism. Then, by Proposi-
tion 13, Chapter II, the pair (g, g) is trivial. 
This proves the Proposition. 
Proposition 2.11. Any pair (g, g) of type 2.11 is trivial. 
[ ' l e1 e2 U1 u2 U3 
el 0 0 U1 u2 u3- ul 
e2 0 0 0 U1 U2 
U1 -U1 0 0 0 0 
u2 -U2 -Ul 0 0 0 
U3 U1- U3 0 0 0 0 
Proof. Consider x E g such that 
G 
0 
-1) x= 1 0 . 
0 1 
Note that xu = idu +cp, where cp is a nilpotent endomorphism. Then, by Proposi-
tion 13, Chapter II, the pair (g, g) is trivial. 
This proves the Proposition. 
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Proposition 2.12. Any pair (g, g) of type 2.12 is trivial. 
[ ,] 
Proof. Consider x E g such that 
Note that xu= idu. Then, by Proposition 13, Chapter II, the pair (g,g) is trivial. 
This proves the Proposition. 
Proposition 2.13. Any pair (g,g) is equivalent to one and only one of tbe 
following pairs: 
1. 
2. 
3. 
4. 
5. [,] 
[ ' l 
[ ,] 
0 0 0 
0 0 0 
0 0 0 
-UI 0 0 
-Uz -u1 0 
0 0 
0 0 
0 0 
0 0 
-UI 0 
(f 
0 
0 
0 
[,] e1 ez u1 Uz u3 
e1 0 0 0 UI Uz 
ez 0 0 0 0 UJ 
UI 0 0 0 0 U 
Uz -UI 0 0 0 -el 
U3 -Uz -UI 0 e1 0 
[ ' ] 
0 0 
0 0 
0 0 
-UI 0 
-Uz -UI 
0 0 
0 0 
0 0 
0 0 
-UI 0 
0 
0 
0 
0 
-UI 
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6. [ ,] el e2 UI u2 U3 
el 0 0 0 1(f u2 e2 0 0 0 UI 
UI 0 0 0 0 UI 
U2 -UI 0 0 0 ae1 + u2 
U3 -u2 -UI -UI -ae1- u2 0 
7. 
[' l el e2 Ul U2 U3 
el 0 0 0 UI u2 
e2 0 0 0 0 e2 + UI 
UI 0 0 0 0 au1 
U2 -UI 0 0 0 (1 -a )e1 + e2 + au2 
U3 -u2 -e2- UI -au1 -(1- a)e1 - e2- au2 0 
8. [ ,] el e2 UI U2 U3 
el 0 0 0 (f U2 e2 0 0 0 e2 + UI 
UI 0 0 0 0 au1 
U2 -UI 0 0 0 j3e1 + au2 
U3 -u2 -e2- UI -au1 -j3e1 - au2 0 
9. [ ' l el e2 UI U2 U3 
el 0 0 ea UI + 2el U2 
e2 0 0 e2 UI 
UI -e2 0 0 -UI 0 
U2 -UI- 2el -e2 ud 0 2u3 U3 -u2 -UI -2u3 0 
Proof. Let t: = { e1, e2} be a basis of g, where 
1 0) 
0 1 ' 
0 0 
Then A( e!) = 0, A( e2 ) = 0, and for x E g the matrix B( x) is identified with x. 
Lemma 1. Any virtual structure q on generalized module 2.13 is equivalent to 
one of the following: 
Proof. Put 
I i ) cp c13 . 
1 i , z=1,2. 
C22 C23 
Since for any virtual structure q condition (6), Chapter II, is satisfied, after some 
calculation we obtain: 
C(e2) = ( ~ 
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Put 
Now put C1 (x) = C(x) + A(x)H- HB(x) for x E g. Then 
0 0) 
0 0 ' 
By corollary 2, Chapter II, the virtual structures C and C1 are equivalent. 
Let (g, g) be a pair of type 2.13. Then it can be assumed that the corresponding 
virtual pair (g, g) is defined by one of the virtual structures determined in Lemma 1. 
Then 
Put 
[e1, ez] = 0, 
[e1,u1] =pel +rez, [ez,ul] =0, 
[e1, uz] = u1, [ez, uz] =pel+ rez, 
[e1,u3] =uz, [ez,u3] =sel +tez+u1. 
[u1,u2] = a1e1 +azez +a1u1 +azuz +a3u3, 
[u1,u3] = b1e1 + bzez + f31u1 + f3zuz + /33u3, 
[uz,u3] = c1e1 +czez +"Y1u1 +"YzUz +"Y3U3. 
Using the Jacobi identity we see that the pair (g,g) has the form: 
where 
[ ' ] el ez Ul 
el 0 0 re2 
e2 0 0 0 
Ul -re2 0 0 
u2 -Ul ~g -A U3 -uz -B 
E = se1 + tez + u1, 
A = a1 e1 + az e2 + a1 UI, 
B = bze2 + f31u1 + f32u2, 
Uz U3 
Ul g 
re2 
A B 
0 c 
-C 0 
C = C1e1 + Czez + /"lUl + /"2U2 + /"3U3, 
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a1r- r2 = 0, 
a1 + rs = 0, 
f3I r - az - rt = 0, 
f3z - a1 - r = 0, 
f3zr + rs = 0, 
"Y1r- bz = 0, 
f3Ir + f3zt + az = 0, 
f3zs + a1 - rs = 0, 
f3z + s + a1 - r = 0, 
azr-2f3Ia1 =0, 
az - a1f31 - (31(32 = 0, 
a1 + a1(32 - f3i = 0, 
azt + c1r- bzr- 2(31a2 + a1b2- f3zbz = 0. 
Consider the following cases: 
1 o. r =/= 0. Then the pair (fi' ,g') has the form: 
[ ' ] el ez U! Uz U3 
el 0 0 re2 U! Uz 
ez 0 0 0 re2 -2re1 + u1 
U! -re2 0 0 2r2 ei + ru1 prez + 2ruz 
Uz -UI -rez -2r2 el- ru1 0 A 
U3 -uz -2re1- u1 -prez- 2ruz -A 0 
where A = 2pel + cez + pu1 + 2ru3. 
The pair (fi,g) is equivalent to the pair (fig ,gg) by means of the mapping 1r : fi ---+ 
fig, where 
1r( e!) = pe1, 
1r( ez) = p2 e2 , 
1r( u1) = !!_u1 - 2pel, 
r 
1 
1r( uz) = -uz, 
r 
1 c 1 
1r( u3) = -( e1 + -ez + -u3). 
r 3p p 
2°. r = 0. Then we have a1 = az = bz = a1 = f3z = s = 0. 
2.1 o. t =/= 0. Then the pair (fi,g) is equivalent to the pair (fi' ,g') by means of the 
mapping 1r : fi ---+ fi', where 
1r(ei) = ei, i = 1,2, 
1r(ui) = ~ui, 1 ~ i ~ 3. 
t 
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The pair (g' ,_g') has the form (*): 
el e2 U! U2 U3 
el 0 0 0 U! U2 
e2 0 0 0 0 e2 + u1 
U! 0 0 0 0 au1 
U2 -Ul 0 0 0 A 
U3 -u2 -e2 - u1 -au1 -A 0 (*) 
where A= f3e1 + 1e2 + 8u1 + au2. 
Note that any pair (g,_g) of the form(*) is uniquely defined by the set of param-
eters (a,/3,"'(,8). 
Lemma 2. Two pairs (g,_g) and (g' ,_g') ofthe form(*) defined by sets (a, (3, "'(, 8) 
and (a', (3 1 ,"'(1 , 8'), respectively, are equivalent if and only ifthere exist a E R*, b,c E 
R such that 
'-a a, 
(3' = (3, 
"'(1 = ~ (a + f3 - 1 )r + a1, 
8' = a8-! +c. 
a 
Proof. Suppose the pairs (g,_g) and (g' ,_g') are equivalent by means of a mapping 
1r: g-+ g'. Let H = (hij)l~i,j~5 be the matrix of 1r. 
Since 1r(.9) = _g 1, we have hij = 0 whenever 3 ::,;;; i ::,;;; 5 and j = 1, 2. Since 1r is an 
isomorphism of Lie algebras, we have 
1r([x, y]) = [1r(x ), 1r(y)] for x, y E g. (1) 
Check this condition for vectors of the basis. 
After some calculation we obtain that H has the form: 
a 0 0 Oc 
b a2 0 b d 
H= 0 0 a2 af + b e 
0 0 0 a f 
0 0 0 0 1 
Check condition (1) for vectors u1, u2, u3. 
1. 1r([u1,u2]) = [7r(u!),1r(u2)] = 0. 
2. 1r([u1,u3]) = [1r(u1),7r(u3)] =? a2au1 = a2a'u1 =? 
a' =a. 
3. 1r([u2,u3]) = [1r(u2),1r(u3)] =? af3e1 +(bf3+a21+ba)e2+((aj +b)a+a28)ul+ 
+aau2 = af3' e1 + (b + a1')e2 + ((af + b)a' + a8'- ac + b)u1 + aa'u2 =? 
{ (3' = (3, "'(1 =~(a+ f3 -1)r +a"'(, 8' = a8-! +c. 
a 
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So, the classification (up to equivalence) of pairs (*) is reduced to the classifica-
tion of quadruples (a, ;3, /, 8) up to transformations determined in Lemma 2. 
After elementary calculation, we see that every quadruple is equivalent to one 
and only one of following: 
(a, f3 , 0, 0), 
(a, 1- a, 1, 0). 
The corresponding pairs are (gs ,gs) and (g7 ,g7) respectively. 
2.2°. t = 0. Then the pair (g,g) has the form (**): 
el ez Ul uz U3 
el 0 0 0 Ul uz 
ez 0 0 0 0 UI 
UI 0 0 0 0 aul 
Uz -ul 0 0 0 A 
u3 -uz -ul -au1 -A 0 
where A= f3el + rez + 8ul + auz. 
(**) 
Lemma 3. Two pairs (g,g) and (g' ,g') ofthe form(**) defined by sets (a, ;3, /, 8) 
and (a', f3', 1', 8') respectively are equivalent if and only if there exist a, c E IR*, 
b, g E lR such that a'= ~a and 
1) if a' = a = 0, 
{ 
2) if a' a -=f. 0, 
{ 
Proof. 
j3' = c12 j3 
r' = ~(bf3 + a 2 r)c2 
8'=~(a8-g) 
f3' = f3 
r' = ~(bf3 + a2r) 
8' = a8- g 
The proof is similar to that of the previous Lemma. 
Since virtual structures of the form (**) are trivial, and virtual structures of the 
form (*) are non trivial, we see that pairs of forms (*) and (**) are not equivalent. 
Classification of quadruples (a, ;3, /, 8) up to transformations determined in lem-
ma 3 shows that (g,g) is equivalent to one of the pairs (gi,9i), i = 1- -6. 
Let (g,g) be a pair of the form (*). Since dim V2g9 -=f. dim V2 g, we see that the 
pairs (g9 , g9 ) and (g,g) are not equivalent. 
This completes the proof of the Proposition. 
Proposition 2.14. Any pair (g, g) of type 2.14 is trivial. 
[ ,] el ez UI Uz U3 
el 0 0 ul u1 +uz Uz + U3 
ez 0 0 0 0 Ul 
UI -ul 0 0 0 0 
Uz -Ul- Uz 0 0 0 0 
U3 -Uz- U3 -Ul 0 0 0 
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Proof. Consider x E g such that 
Note that xu = idu +'P, where 'P is a nilpotent endomorphism. Then, by Proposi-
tion 13, Chapter II, the pair (g, g) is trivial. 
This proves the Proposition. 
Proposition 2.15. Any pair (g,g) is equivalent 
following pairs: 
1. [ ,] el e2 Ul 
el 0 
ed 0 
e2 -el 0 
Ul 0 0 0 
U2 0 -U2 0 
ua -ul -u2- ua 0 
2. [ ' l el e2 Ul 
el 0 
ed 0 
e2 -el 0 
Ul 0 0 0 
U2 0 -u2 0 
ua -ul -u2- ua -u2 
Proof. Let £ = { e1, e2} be a basis of g, where 
Then 
(
0 0 
e1 = 0 0 
0 0 
U2 
0 
U2 
0 
0 
0 
U2 
0 
U2 
0 
0 
0 
and for x E g the matrix B( x) is identified with x. 
to one and only one of the 
ua 
ul 
U2 + U3 
0 
0 
0 
ua 
Ul 
U2 + U3 
(f 
0 
Lemma. Any virtual structure q on generalized module 2.15 is equivalent to 
one of the following: 
C1(ei)= (~ 0 ~), C1(e2) = 0. 0 
Proof. Put 
( ci ~ ch) C(ei) = P C12 i = 1, 2. i d ' C21 C22 23 
Let us check condition (6), Chapter II for e1, e2. 
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We have: 
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0 
0 
We obtain the system of linear equation: 
It follows that: 
= d1 +d1, 
= c~2 + 2c~ 2 , 
= c~3 - ci1 + c~ 2 + 2c~ 3 , 
= 0, 
- c1 
- 22l 
= c~z- c~1 + c~3· 
c~ 1 = 0, 
c~ 1 = 0, 
c~ 2 = 0, 
C2 _ c1 22 - - 12l 
cia = -c~3 - cb + ci1. 
So, any virtual structure q on generalized module 2.15 has the form: 
Put 
Now put C1 (x) = C(x) + A(x)H- HB(x) for x E g. Then 
0 
0 
0 ) 
1 1 ' cz3 +en 
By corollary 2, Chapter II, the virtual structures C and C1 are equivalent. 
This completes the proof of the Lemma. 
Let (g,g) be a pair of type 2.15. Then it can be assumed that the corresponding 
virtual pair (g,g) is defined by the virtual structure determined in the Lemma. 
Then 
[e1,ez] = e1, 
[e1, u1] = 0, [ez, u1] = 0, 
[e1,u2] = 0, [ez,uz] = uz, 
[e1, u3] = pez + UI, [e2, u3] = u2 + u3. 
Put 
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[ul' u2] = al el + a2e2 + al ul + a2u2 + a3u3, 
[u1,u3] = b1e1 + b2e2 + f31u1 + f32u2 + f33u3, 
[u2, u3] = c1 e1 + c2e2 +')'I u1 + ')'2U2 + ')'3U3. 
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Let us check the Jacobi identity for the triples (ei,Uj,uk), i = 1,2, 1 ~ j < 
k ~ 3: 
1. [e1, [u1, u2]] + [u1, [u2, e1]] + [u2, [e1, u1]] = 0 
a2e1 + a3(pe2 + ui) = 0 
1. a2 = 0 
2. a3 = 0 
2. [e2, [u1, u2]] + [u1, [u2, e2]] + [u2, [e2, u1]] = 0 
-a1e1 + a2u2- a1e1- a1u1- a2u2 = 0 
3. a1 = 0 
4. a1 = 0 
3. [e1, [u1, u3]] + [u1, [u3, e1]] + [u3, [e1, u1]] = 0 
b2e1 + f33(pe2 + u1) = 0 
5. b2 = 0 
6. /33 = 0 
4. [e2, [u1, u3]] + [u1, [u3, e2]] + [u3, [e2, u1]] = 0 
-bl e1 + f32u2 - a2u2 - b1 e1 - (31 u1 - f32u2 = 0 
7. bl = 0 
8. (31 = 0 
9. a2 = 0 
5. [e1, [u2, u3]] + [u2, [u3, e1]] + [u3, [e1, u2]] = 0 
c2e1 + ')'3(pe2 + u1) + pu2 = 0 
10. c2 = 0 
11. {3 = 0 
12. p = 0 
6. [e2, [u2, u3]] + [u2, [u3, e2]] + [u3, [e2, u2]] = 0 
-c1 e1 + ')'2U2 - 2cl e1 - 2--yl u1 - 2--y2u2 = 0 
13. C1 = 0 
14. 'Yl = 0 
15. 'Y2 = 0 
7. [[u1, u2], u3] + [[u2, u3], u1] + [[u3, u1], u2] = 0 
0=0 
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It follows that the pair (9,9) has the form: 
[,] e1 e2 U1 U2 U3 
e1 0 ea 0 0 U1 
e2 -e1 0 u2 U2 + U3 
u1 0 0 0 0 lJ2u2 
u2 0 -u2 0 0 0 
U3 -u1 -u2- u3 -j32u2 0 0 
Consider the following cases: 
1°. /32 = 0. 
Then the pair (9, 9) is equivalent to the trivial pair (91 ,91). 
2°. /32 -=!= 0. 
Then the pair (9,9) is equivalent to the pair (92,92) by means of the mapping 
1r : 9 ---+ 92 , where 
1 
1r( ei) = /32 e1, 
1r( e2) = e2, 
1 
1r( u!) = /32 u1, 
1r( u2) = u2, 
1r(u3)=u3. 
Since dim 'D2 91 -=/= dim 'D2 92, we see that the pairs (91 ,91) and (92, 92) are not 
equivalent. 
This completes the proof of the Proposition. 
Proposition 2.16. Any pair (9,9) of type 2.16 is equivalent to one and only 
one of the following pairs: 
1. [ ,] e1 e2 u1 u2 U3 
e1 0 (A-1)e1 0 0 u1 
e2 (1- A)e1 0 u1 AU2 u2 + AU3 
U1 0 -U1 0 0 0 
u2 0 -Au~ 0 0 0 
U3 -u1 -u2- u3 0 0 0 
2. A=~ 
[ ,] e1 e2 u1 U2 U3 
e1 0 2 0 0 U1 -3e1 
2 0 1 1 e2 -e1 U1 -u2 U2 + 3U3 
u1 30 -U1 0 30 0 
u2 0 1 0 0 e1 --u2 
U3 -u1 
3 1 
0 -e1 0 -u2- 3u3 
3. A=~ 
[ ,] e1 e2 u1 U2 U3 
e1 0 1 0 0 u1 -2e1 
1 0 1 1 e2 -e1 u1 -u2 U2 + 2U3 
u1 20 -u1 0 20 0 
u2 0 1 0 0 --u2 Ut 
-Ut 2 1 0 -u1 0 U3 -u2- 2u3 
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4. A= 0 [ ,] el ez UI Uz U3 
el 0 -el 0 0 UI 
ez ea 0 UI 0 Uz UI -ul 0 0 ae1 
Uz 0 0 0 0 ucf UJ -ul -uz -ae1 -uz 
5. A= 0 [ ,] el ez UI Uz UJ 
el 0 -el 0 0 UI 
ez ea 0 UI 0 Uz UI -UI 0 0 ea Uz 0 0 0 0 
U3 -UI -uz -el 0 0 
6. A= 0 [ 'l el ez UI uz UJ 
el 0 -el 0 0 UI 
ez ea 0 UI 0 Uz UI -UI 0 0 -e1 
Uz 0 0 0 0 0 
U3 -UI -uz el 0 0 
Proof. Let £ = { e1, ez} be a basis of g, where 
0 1) 
0 0 ' 
0 0 
Then (0 A-1) A(ei) = 0 0 ' (1- A 0) A(ez) = 0 0 , 
and for x E g the matrix B( x) is identified with x. 
Lemma. Any virtual structure q on generalized module 2.16 is equivalent to 
one of the following: 
a) A tf_ {0, ~,2} 
b) A= 2 
c) A- l 
- 2 
d) A= 0 
Proof. Put 
i = 1,2. 
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· Let us check condition (6), Chapter II, for e1, e2: 
We have: 
( ..\ - 1 )e~ 3 ) _ ( 0 0 
0 0 0 
_ ( (1- ;)e~l (1- ..\)d2 (1- ..\)d3) + (ell ..\eb 
0 ..\e~2 0 e21 
= (..\- 1) (ell 
1 
ei3) e12 1 1 . 
e21 e22 e23 
We obtain the system of linear equations: 
= (..\ -1)d1 + ..\ei1 
= ( ,\ - 1 )d2 - d2 
eb + ..\eb) _ 1 1 -
e22 + ..\e23 
(..\- 1)d1 
(..\- 1)d2 
(..\-1)ei3 
(..\-1)e~ 1 
(..\- 1)e~ 2 
(..\- 1)e~3 
= (..\- 1)e~3- ei1 + (..\- 1)eb + ei2 + ..\ei3 
- e1 
- 21 
= ..\e~2 
= ..\e~ 3 - e~ 1 + e~2 
1° . ..\ ~ {0, ~,2}. 
Any virtual structure q on generalized module 2.16 has the form: 
Put 
Now put C1(x) = C(x) + A(x)H- HB(x). Then C1(e1 ) = C1 (e2 ) = 0. 
By corollary 2, Chapter II, the virtual structures C and C1 are equivalent. 
2°. ,\ = 2. 
Then any virtual structure q on generalized module 2.16 has the form: 
Put 
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Now put C2(x) = C(x) + A(x)H- HB(x). Then 
~ ~), C2(e2) = 0. 
By corollary 2, Chapter II, the virtual structures C and C2 are equivalent. 
3°.A=~. 
Any virtual structure q on generalized module 2.16 has the form: 
Put 
Now put C3 (x) = C(x) + A(x)H- HB(x). Then 
C3(e2)= (~ ~)· 
By corollary 2, Chapter II, the virtual structures C and C3 are equivalent. 
4°.A=0. 
Any virtual structure q on generalized module 2.16 has the form: 
Put 
H=(~ C21 
Now put C4(x) = C(x) + A(x)H- HB(x) for x E g. Then 
0 0 ) 2 1 . 0 C23 - C12 
By corollary 2, Chapter II, the virtual structures C and C4 are equivalent. 
This completes the proof of the Lemma. 
Let (.9, g) be a pair of type 2.16. Then it can be assumed that the corresponding 
virtual pair (.9, g) is defined by one of the virtual structures determined in the 
Lemma. 
Consider the following cases: 
1 o. ,\ = 0. Then 
[ei, e2] = -el, 
[e1,u1] = 0, 
[e1,u2] = 0, 
[e1,u3] = u1, 
[e2, UI] =-pel+ UI, 
[e2, u2] = 0, 
[e2, u3] = pe2 + u2, 
122 III. THE CLASSIFICATION OF PAIRS 
Put 
[u1,u2] = a1e1 + a2e2 + a1u1 + a2u2 + a3u3, 
[u1,u3] = b1e1 + b2e2 + f31u1 + f32u2 + f33u3, 
[u2, u3] = c1e1 + c2e2 + "(1U1 + "(2U2 + "(3U3. 
Let us check the Jacobi identity for the triples ( ei, Uj, uk), i = 1, 2, 1 ~ j < k ~ 3 
and (u1,u2,u3). 
1. [e1, [u1, u2]] + [u1, [u2, e1]] + [u2, [e1, u1]] = 0 
-a2e1 + a3u1 = 0 
1. a3 = 0 
2. a2 = 0 
2. [e1, [u1, u3]] + [u1, [u3, e1]] + [u3, [e1, u1]] = 0 
-b2e1 + (33u1 = 0 
3. (33 = 0 
4. b2 = 0 
3. [e1, [u2, u3]] + [u2, [u3, e1]] + [u3, [e1, u2]] = 0 
-c2e1 + "(3U1 + a1e1 + a1u1 + a2u2 + a3u3 = 0 
5. a1- c2 = 0 
6. a1 + "(3 = 0 
7. a2 = 0 
4. [e2, [u1, u2]] + [u1, [u2, e2]] + [u2, [e2, u1]] = 0 
a1 e1 + a1 (-pe1 + u1) - a1 e1 - a1 u1 = 0 
8. a1p = 0 
5. [e2, [u1, u3]] + [u1, [u3, e2]] + [u3, [e2, u1]] = 0 
b1e1(31( -pel+ u1)- a1e1- a1u1- p2e1 + pu1- b1e1- f31u1- f32u2 + pu1 = 0 
9. (32 = 0 
10. p2 + a1 + pf31 = 0 
11. 2p = a1 
6. [e2, [u2, u3]] + [u2, [u3, e2]] + [u3, [e2, u2]] = 0 
c1e1 + "(1(u1- pe1) + "(3(pe2 + u2) = 0 
12. c1 - P"Yl = 0 
13. 1'3 = 0 
14. "Yl = 0 
7. [u1, [u2, u3]] + [u2, [u3, u1]] + [u3, [u1, u2]] = 0 
0=0 
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It follows that the pair (g,g) has the form: 
[ ' ] e1 e2 U1 u2 U3 
e1 0 -e1 0 0 U1 
e2 e1 0 U1 0 Uz 
Ul 0 -u1 0 0 b1e1+fJ1U1 
Uz 0 0 0 0 "(2U2 
U3 -u1 -uz -b1e1-fJ1U1 -12u2 0 
1.1°. "(2 = 0, b1 = 0. 
Then the pair (g,g) is equivalent to the trivial pair (.91 ,g1) by means of the 
mapping 1r : g1 ---+ g, where 
1.2°. "/2 = 0, b1 > 0. 
1r( ei) = e1, 
1r(e2) = e1 + e2, 
fJ1 1r(ui) = -2e1 + u1, 
1r(u2) = uz, 
fJ1 
1r(u3) = 2(e1 + e2)- u1 + U3. 
Then the pair (g,g) is equivalent to the pair (g5 ,g5 ) by means of the mapping 
7r : .9s ---+ g, where 
1.3°. "/2 = 0, b1 < 0. 
Then the pair (g,g) is equivalent to the pair (.96, 96) by means of the mapping 
7r : .96 ---+ g, where 
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1.4 °. "/2 -1- 0. 
Then the mapping 7r : g4 -+ g, such that 
1r( e1) = "/2 e1, 
1r(e2) = e1 + e2, 
(31 1r(ui) = -2e1 + u1, 
1 
1r( u2) = -u2, 
"/2 
1 (31 
1r(u3) = -(-(e1 + e2)- u1 + u3) 
"/2 2 
establishes the equivalence of the pairs (g,g) and (g4,g4). 
2°. ). ~ {0, t, 2}. Then 
Put 
[e1, e2] = (>.- 1)e1, 
[e1, u1] = 0, 
[e1, u2] = 0, 
[e1, u3] = u1, 
[e2, u1] = u1, 
[e2,u2] = >.u2, 
[e2, u3] = u2 + >.u3, 
[u1, u2] = a1e1 + a2e2 + a1 u1 + a2u2 + a3u3, 
[u1, u3] = b1e1 + b2e2 + fJ1u1 + fJ2u2 + (33u3, 
[u2,u3] = c1e1 +c2e2 +'Y1u1 +'Y2u2 +'Y3U3 
Using the Jacobi identity we see that the pair (g,g) has the form: 
>.-!-~ e1 e2 
e1 0 (>.-1)e1 
e2 (1 - >.)e1 0 
U1 0 -u1 
u2 0 ->.u~ 
U3 -U1 -u2- u3 
and 
).-1 
- 3 e1 e2 u1 
e1 0 2 0 -3e1 
2 0 e2 -e1 U1 
U1 30 -U1 0 
u2 0 1 0 --u2 
U3 -U1 
3 1 
0 -u2- 3u3 
2.1°. ). -1- ~· Then the pair (g,g) is trivial. 
2.2°. A=~· 
U1 U2 U3 
0 0 U1 
U1 AU2 U2 + AU3 
0 0 0 
0 0 0 
0 0 0 
u2 U3 
0 U1 
1 1 
-u2 U2 + 3U3 30 0 
0 c1e1 
-c1e1 0 
2.2.1 °. c1 = 0. Then the pair (g,g) is equivalent to the trivial pair (g1 ,gi). 
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2.2.2°. c1 =f. 0. Then the pair (.g,g) is equivalent to the pair (g2 ,g2 ) by means 
of the mapping 1r: g2 ~ g, where 
3°. A= 2. Then 
Put 
1r( ei) = c1 e1, 
1r( ez) = ez, 
7r( ui) = Cl UI, 
1r( uz) = uz, 
1r( u3) = U3. 
[e1, ez] = e1, 
[e1, u1] = pez, 
[e1, uz] = 0, 
[e1, u3] = u1, 
[ez,ui] = u1, 
[ez, uz] = 2uz, 
[ez, u3] = Uz + 2u3, 
[u1,u2] = a1e1 + azez + a1u1 + azUz + a3u3, 
[u1, u3] = b1e1 + bzez + (31u1 + f3zuz + (33u3, 
[uz,u3] = c1e1 +czez +'"YIUI +'"'fzUz +'"Y3U3 
Using the Jacobi identity we see that the pair (g,g) has the form: 
[ 'l el ez UI Uz U3 
el 0 (j 0 0 UI ez -el UI 2uz Uz + 2u3 
UI 0 -UI 0 0 0 
uz 0 -2u2 0 0 0 U3 -ul -Uz- U3 0 0 0 
We see that the pair (g, g) is trivial. 
4°. A=!· Then 
Put 
1 [e1, ez] = -2e1, 
[e1, u1] = 0, [ez, u1] = u1, 
1 [ez, uz] = pe1 + 2uz, 
1 [ez, u3] = Uz + 2u3. 
[ui,uz] =aiel+ azez + alul + azuz + a3u3, 
[u1,u3] = b1e1 + bzez + f31u1 + f3zuz + (33u3, 
[uz,u3] = c1e1 +czez +'"'fiUI +'"'fzUz +'"'(3U3 
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Using the Jacobi identity we see that the pair (9,g) has the form: 
[ ,] el e2 UI U2 U3 
0 1 0 0 UI el -2e1 
1 0 1 1 e2 -el UI -u2 U2 + 2U3 
UI 20 -UI 0 20 0 
U2 0 1 0 0 f'IUI --u2 
-UI 
2 1 
0 
-f'I UI 0 U3 -u2- 2u3 
4.1 o. /'I = 0. Then the pair (9,g) is equivalent to the trivial pair (911gi). 
4.2°. /'I -=/= 0. Then the pair (9,g) is equivalent to the pair (93 ,g3) by means of 
the mapping 1r : 93 --+ 9, where 
1r(e1) =/'lei, 
1r( e2) = e2, 
1r(u1) = /'IUI, 
1r( u2) = u2, 
1r(u3)=u3. 
Now it remains to show that the pairs determined by Proposition 2.16 are not 
equivalent to each other. 
Since dim 'D2 9I -=/= dim 'D2 92, we see that the pairs (9I ,g1) and (92 ,g2) are not 
equivalent. 
The mapping 1r : 9~ --+ 93 such that 
7r(ei) = ei, i = 1,2, 
1r(u1) = u1, 
1r(u2) = u2- e1, 
1r( u3) = u3, 
establishes the equivalence of the pairs (93,g3) and (9~,g~), where the latter has the 
form: [ ' l el e2 UI U2 
el 0 1 0 0 -2e1 
1 0 1 e2 -ei UI -u2 
UI 20 -UI 0 20 
U2 0 1 0 0 --u2 
U3 -UI 1 0 0 -u2- 2u3 -e1 
Consider homomorphisms 
f: 9I/('D29I)--+ g((3, !R), 
!' : 9~/('D29~)--+ g((3, !R), 
U3 
UI 
1 
u2+2u3+e1 
0 
0 
0 
where f( x) and f' ( x) are the matrices ofthe mappings adv~h x and advg~ x in basis 
the { e1 +a, e2 +a, u2 +a, u3 +a}, a= 9I/'D291 = 9~/'D2 9~· 
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Since the subalgebras fi(fJi/('D2fJi)), i = 1, 3 are not conjugate, we conclude that 
the pairs (fJI, fh) and (g3, g3) are not equivalent. 
Since dim Z(gi) -=f. dim Z(g4), i = 1, 5, 6, we see that the pairs (g4,g4) and (gi,gi) 
i = 1, 5, 6, are not equivalent. 
Consider homomorphisms 
fa : fJ~ --+ g((3, ~), 
fp : g~ --+ g((3, ~), 
where fa(x), fp(x) are the matrices of the mappings advg~ and adVg~ in the basis 
fixed before. 
Since the subalgebras fa(fJ4) and fp(g~) are not conjugate (if a -=f. /3), we con-
clude that the pairs (g4 ,g4 ) with different values of parameter a are not equivalent. 
Consider homomorphisms 
h : fJi --+ g((3, ~), i = 1, 5, 6, 
where fi ( x) is the matrix of the mapping adv,g. x in the basis { e1, e2, u1, u2, U3}. 
Since the subalgebras fi(fJi) are not conjugate, we conclude that the pairs (fJi,gi), 
i = 1, 5, 6, are not equivalent. 
Thus the proof of the Proposition is complete. 
Proposition 2.17. Any pair (g,g) of type 2.17 is equivalent to one and only 
one of the following pairs: 
1. [,] el e2 UI U2 U3 
el 0 0 0 0 UI 
e2 0 0 0 0 ~ UI 0 0 0 0 
u2 0 0 0 0 0 
U3 -ul -u2 0 0 0 
2. [ 'l el e2 UI U2 U3 
el 0 0 0 0 UI 
e2 0 0 0 0 U2 
UI 0 0 0 0 el 
U2 0 0 0 0 ae2 
U3 -ul -U2 -el -ae2 0 
3. [,] el e2 UI U2 U3 
el 0 0 0 0 UI 
e2 0 0 0 0 U2 
UI 0 0 0 0 -el 
u2 0 0 0 0 ae2 
U3 -Ul -U2 el -ae2 0 
4. [ ,] el e2 UI u2 U3 
el 0 0 0 0 UI 
e2 0 0 0 0 u2 
UI 0 0 0 0 ae1 - e2 
u2 0 0 0 0 e1 + ae2 
U3 -ul -u2 e2- ae1 -e1 - ae2 0 ' a~O 
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5. [ ,] el ez Ul Uz U3 
el 0 0 0 0 Ul 
ez 0 0 0 0 (f Ul 0 0 0 0 
uz 0 0 0 0 ea U3 -Ul -Uz 0 -e1 
6. [ ' l el ez Ul Uz U3 
el 0 0 0 0 Ul 
ez 0 0 0 0 Uz 
Ul 0 0 0 0 el 
Uz 0 0 0 0 e1 + ez 
U3 -ul -uz -el -el- ez 0 
7. [ ,] el ez Ul Uz U3 
el 0 0 0 0 Ul 
ez 0 0 0 0 Uz 
Ul 0 0 0 0 -el 
uz 0 0 0 0 el- ez 
U3 -Ul -uz el -e1 + ez 0 
8. 
[ ' l el ez ul uz U3 
el 0 0 0 0 Ul 
ez 0 0 0 0 uz 
Ul 0 0 0 0 be1 + u1 
Uz 0 0 0 0 f3ez + cwz 
U3 -Ul -uz -be1- u 1 -f3ez- auz 0 -1 <a< 1 
9. 
[ ' l el ez Ul Uz U3 
el 0 0 0 0 Ul 
ez 0 0 0 0 uz 
Ul 0 0 0 0 be1+ez +u1 
Uz 0 0 0 0 ')'e1+ f3ez +au1 
U3 -Ul -uz -be1-e2-u1 -')'el- f3ez -au1 0 -1 <a< 1 
10. 
[ ' l el ez U} Uz U3 
el 0 0 0 0 U} 
ez 0 0 0 0 uz 
U} 0 0 0 0 be~+ u 1 
Uz 0 0 0 0 e1 + ez + auz 
U3 -Ul -uz -be1- u1 -e1 - f3ez - auz 0 -1 <a< 1 
11. [ ,] el ez U} Uz U3 
el 0 0 0 0 U} 
ez 0 0 0 0 (f U} 0 0 0 0 
Uz 0 0 0 0 ez b ul 
U3 -ul -uz 0 -e2 - u 1 
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12. 
[ ,] el e2 UI u2 U3 
el 0 0 0 0 UI 
e2 0 0 0 0 (f UI 0 0 0 0 
u2 0 0 0 0 -e2 + UI 
U3 -UI -u2 0 e2- UI 0 
13. 
[' l el e2 UI u2 U3 
el 0 0 0 0 UI 
e2 0 0 0 0 u2 
ul 0 0 0 0 el 
U2 0 0 0 0 ae2 + u1 
U3 -ul -U2 -el -ae2- u1 0 
14. 
[ ,] el e2 UI u2 U3 
el 0 0 0 0 UI 
e2 0 0 0 0 u2 
UI 0 0 0 0 -el 
U2 0 0 0 0 ae2 + u1 
U3 -UI -u2 el -ae2- u1 0 
15. 
[' l el e2 UI u2 U3 
el 0 0 0 0 UI 
e2 0 0 0 0 u2 
UI 0 0 0 0 ae1 
U2 0 0 0 0 e1 + ae2 + u1 
U3 -UI -u2 -ae1 -e1- ae2- u1 0 
16. 
[ ,] e1 e2 UI u2 U3 
e1 0 0 0 0 UI 
e2 0 0 0 0 (f UI 0 0 0 0 
U2 0 0 0 0 (f U3 -UI -U2 0 -ul 
17. 
[ ' l el e2 UI U2 U3 
el 0 0 0 0 UI 
e2 0 0 0 0 U2 
UI 0 0 0 0 e2 
U2 0 0 0 0 ae1 + j3e2 + u1 
U3 -UI -u2 -e2 -ae1 - f3e2 - u1 0 
18. 
[ ' l el e2 UI u2 U3 
el 0 0 0 0 UI 
e2 0 0 0 0 U2 
UI 0 0 0 0 '"'(e2 + UI 
u2 0 0 0 0 ae1 + f3e2 + u1 + u2 
U3 -UI -U2 -'"'(e2 - UI -ae1 - f3e2- u1 - u2 0 
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19. 
[ ,] el e2 UI U2 ua 
el 0 0 0 0 UI 
e2 0 0 0 0 u2 
U1 0 0 0 0 ae1 + u1 
U2 0 0 0 0 (3e2 + UI + U2 
ua -UI -u2 -ae1- u1 -(3e2 - UI - U2 0 
20. 
[ ,] el e2 UI u2 ua 
el 0 0 0 0 UI 
e2 0 0 0 0 U2 
UI 0 0 0 0 ae1 + u1 
U2 0 0 0 0 (3e1 + ae2 + u1 + u2 
ua -UI -u2 -ae1- u1 -(3e1 - ae2 - u1 - u2 0 
21. 
[ ,] el e2 UI u2 ua 
el 0 0 0 0 UI 
e2 0 0 0 0 U2 
ul 0 0 0 0 ae1 + u1 
U2 0 0 0 0 e1 + ae2 + u2 
ua -ul -u2 -ae1- u1 -e1- ae2- u2 0 
22. 
[,] el e2 UI U2 ua 
el 0 0 0 0 UI 
e2 0 0 0 0 U2 
UI 0 0 0 0 ae1 - (3e2 + u1 
u2 0 0 0 0 (3e1 + ae2 + u2 
ua -UI -u2 -ae1 + (3e2 - u1 -(3e1 - ae2- u2 0 (3>0 
23. 
[ ,] el e2 UI u2 ua 
el 0 0 0 0 UI 
e2 0 0 0 0 U2 
UI 0 0 0 0 ae1 + u1 
u2 0 0 0 0 (3e2 + u2 
ua -ul -u2 -ae1- u1 -f3e2 - u2 0 , lal ~ l/31 
24. 
[ ,] el e2 UI u2 ua 
el 0 0 0 0 UI 
e2 0 0 0 0 u2 
UI 0 0 0 0 8e1+''[e2+au1-u2 
U2 0 0 0 0 (3e1+8e2 +u1+au2 
ua -u1 -u2 -8e1-"Ye2 -au1+u2 -(3e1-8e2 -u1-au2 0 , l/31 ~ I"YI 
25. 
[ 'l el e2 UI u2 ua 
el 0 0 0 0 UI 
e2 0 0 0 0 U2 
UI 0 0 0 0 ae1 + u1 
u2 0 0 0 0 (3e2 - u2 
ua -UI -u2 -ae1- u1 -(3e2 + u2 0 , lal ~ l/31 
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26. 
[ ,] e1 e2 U1 u2 U3 
e1 0 0 0 0 U1 
e2 0 0 0 0 u2 
U1 0 0 0 0 ae1+,8e2+u1 
u2 0 0 0 0 e1+1e2-u2 
U3 -u1 -u2 ---a.e1- ,Be2- u1 -e1-1e2+u2 0 
27. [ ,] e1 e2 u1. u2 U3 
e1 0 0 2e1 ea U1 
e2 0 0 ea u2 
u1 -2e1 -e2 (f 2u3 u2 -e2 0 -u2 0 
U3 -u1 -u2 -2u3 0 0 
Proof. Let £ = { e1, e2} be a basis of g, where 
Then 
(
0 0 
e1 = 0 0 
0 0 
A( el) = ( ~ ~) , A( e2) = ( ~ ~) , 
and for x E g the matrix B(x) is identified with x. 
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Lemma 1. Any virtual structure q on generalized module 2.17 is equivalent to 
one of the following: 
( p s 0) C1(ei)= r t 0 ' 
Proof. Put 
i = 1,2. 
Let us check condition ( 6), Chapter II, for e 1 , e2 : 
We have: 
( 0 0 0 ) _ ( 0 0 ci 1 ) + 0 0 0 0 0 c~ 1 
( 00 0 0) + ( 0 0 cl 2 ) = ( 0 0 0 0 0 c22 0 
We obtain the system of linear equations: 
{ cb = ci1 
C2 _ c1 21- 22 
0 
0 
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So, any virtual structure q on generalized module 2.17 has the form: 
( cl 1 ci3) ( cl 
2 
ci3) C(e1) = P c12 C(e2) = P C12 1 cl ' 2 2 . C21 C22 23 C22 C22 C23 
Put 
H = ( cl3 2 ~)· C13 2 C23 c23 
Now put C1(x) = C(x) + A(x)H- HB(x). Then 
C1(ei) = ( cl1 1 ~), C1(e2) = ( cl2 2 ~)· C12 C12 1 2 C21 C22 C22 C22 
By corollary 2, Chapter II, the virtual structures C and C1 are equivalent. 
Thus it can be assumed that any virtual structure q on generalized module 2.17 
has the form determined in Lemma 1. Then 
Put 
[e1, e2] = 0, 
[ e1, u1] = pe1 + re2, [ e2, u1] = se1 + te2, 
[e1, u 2] = se1 + te2, [e2, u2] = ve1 + we2, 
[e1,u3] = u1, [e2,u3] = u2. 
[u1, u2] = a1e1 + a2e2 + a1u1 + a2u2 + a3u3, 
[u1,u3] = b1e1 + b2e2 + (31u1 + (32u2 + (33u3, 
[u2,u3] = c1e1 +c2e2 +"Y1U1 +12u2 +!'3U3. 
Let us check the Jacobi identity for the triples ( ei, Uj, uk), i = 1, 2, 1 ~ j < k ~ 3 
and (u1,u2,u3). 
1. [e1, [u1, u2]] + [u1, [u2, e1]] + [u2, [e1, u1]] = 0 
a1pe1 + a1re2 + a2se1 + a2te2 + a3u1 + 
+spe1 + sre2 + ste1 + t 2 e2 - pse1 - pte2 - rve1 - rwe2 = 0 
1. a1p + a2s + ts - rv = 0 
2. a1r + a2t + sr + t2 - pt- rw = 0 
3. a3 = 0 
2. [e1,[u1,u3]] + [u1,[u3,e1]] + [u3,[e1,u1]] = 0 
(31pe1 + (31 re2 + (32se1 + (32te2 + (33u1 - pu1 - ru2 = 0 
4. f31P + (32s = 0 
5. (32t = 0 
6. (33 = p 
7. r = 0 
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')'1Pe1 + ')'2se1 + ')'2te2 + ')'3U1 + a1 e1 + a2e2 + a1 u1 + a2u2- su1 - tu2 = 0 
8. /"IP + ')'2S + a1 = 0 
9. ')'2t + a2 = 0 
10. /"3 + a1 = s 
11. a2 = t 
4. [e2, [u1, u2]] + [u1, [u2, e2]] + [u2, [e2, u1]] = 0 
a1se1 + a1te2 + a2ve1 + a2we2+ 
+vpe1 + swe1 + twe2 - s 2 e1 - ste2 - tve1 - twe2 = 0 
12. a1s + a2v + vp + ws- s2 -tv= 0 
13. a1t + a2w- st = 0 
5. [e2, [u1, u3]] + [u1, [u3, e2]] + [u3, [e2, u1]] = 0 
f31se1 + f31te2 + f32ve1 + f32we2 + f33u2- (a1e1 + a2e2 + a1u1 + a2u2)-
-su1- tu2 = 0 
14. f31s + f32v- a1 = 0 
15. f31t + f32w- a2 = 0 
16. /33 - a2 - t = 0 
17. 0:1 + s = 0 
6. [e2, [u2, u3]] + [u2, [u3, e2]] + [u3, [e2, u2]] = 0 
')'1se1 + ')'1te2 + ')'2Ve1 + ')'2We2 + ')'2U2- vu1- wu2 = 0 
18. ')'IS+ ')'2V = 0 
19. ')'It+ ')'2W = 0 
20. /"3 = w 
21. v = 0 
7. [u1, [u2, u3]] + [u2, [u3, u1]] + [u3, [u1, u2]] = 0 
133 
-c1pe1 - c2( se1 + te2) + 1'2[u1, u2] + ')'3 [u1, u3] + b1 ( se1 + te2) + b2( ve1 + we2)+ 
+f31[u1,u2]- f33[u2,u3]- a1u1- a2u2- a1[u1,u3]- a2[u2,u3] = 0 
22. - c1p-c2s+/"2a1 +13b1 + b1s + b2v + f31a1- f33c1- a1b1-a2c1 =0 
23. - c2t + ')'2a2 + ')'3b2 + b1t + b2w + f31a2- f33c2- a1b2- a2c2 = 0 
24. ')'20:1 + ')'3/31 -')'I a2 - /33/"1 - a1 = 0 
25. ')'20:2 + ')'3/32 + f3I a2 - /"2/33 - f3zal - a2 - 1'20:2 = 0 
26. - a1f33- a2')'3 + ')'2a3 + f31a3 = 0 
Consider the following cases: 
1 o. p2 + s2 + t2 + w2 I- 0. 
It follows that the pair (g,g) has the form: 
where p = 2t, w = 2s. It follows that s2 + t2 -=j=. 0. The mapping 1r : g' ---+ g, such 
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1r(e!) = e2, 
1r(e2) = e1, 
1r( u1) = u2, 
1r(u2) = u1, 
1r( u3) = u3, 
establishes the equivalence of the pairs (g,g) and (g' ,g'), where the latter has the 
form: 
[ ,] 
e1 0 0 
e2 0 0 
u1 -2se1 -se2 -te1 
u2 -te1-se2 -2te2 
2se1 te1+se2 u1 
te1+se2 "2te2 u2 
0 su2 -tu1 b} e1+b~e2 +2su3 
tu1-su2 0 c1 e1+c2e2 +2tu3 
-b~ e1-b~e2 -2su3 -c~ e1-c~e2 -2tu3 0 
Thus, without loss of generality, it can be assumed that t ::/= 0. Then the pair 
(g,g) is equivalent to the pair (.927, 927) by means of the mapping 7r1 : fJ27 ---+ g', 
where 
(we have ci = c~ = 0.) 
1r'(e1) = !e1, 
t 
1r'(e2) = e2- ~e1, 
t 
1r'(u!) = !u1, 
t 
I ) S 1r (u 2 = u2- -u1, t 
1 b~ b~ b~s 
1r (u3) = U3 + 4t e1 + 3t e2- 12t 2 e1, 
2°. p = s = t = w = 0. 
The pair (g,g) has the form: 
e1 0 0 0 0 u1 
e2 0 0 0 0 u2 
u1 0 0 0 0 b1e1+b2e2 +IJ1u1+,82u2 
u2 0 0 0 0 c1e1+c2e2 +'Y1u1+/'2U2 
u3 --u1 --u2 ---h1e1- b2 e2 -,81u1-,82 u2 -c1e1- c2 e2- /'1u1- /'2U2 0 
(*) 
There is a one-to-one correspondence between the set of pairs (*) and the set of 
pairs (A, B), A, BE g((2, R), where 
B = (,81 
/'1 
,82) . 
/'2 
Lemma 2. Suppose (g,g) and (g', g') are the pairs corresponding to pairs (A, B) 
and (A', B') of matrices respectively. Then the pairs are equivalent if and only if 
there exist ,\ E R*, and S E GL(2, R) such that 
{ A' = ,\2 SAS- 1 
B' = ,\SBS-1 (**) 
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Proof. Suppose condition (**) is satisfied. Then the pairs (9, g) and (9' ,g') are 
equivalent by means of the mapping 7!' : 9' ---+ 9, where the matrix of 7!' has the form: 
0 0) 
>..S 0 . 
0 >.. 
Suppose (9' ,g') is equivalent to the pair (9, g). Then there exists 7!' 1 : 9' ---+ 9 such 
that 7!'1 (g') = g. Its matrix has the form: 
A= (! A: n, S E GL(2, lit), A E lit", 
in terms of the basis fixed before. This immediately implies condition(**). 
Thus the proof of the Lemma is completed. 
Let us remark that the classification of pairs (*) (up to equivalence) reduces to 
the classification of the pairs of matrices (A, B), A, B E g((2, JR.) (viewed up to 
transformations (**)). As a result of the latter classification we obtain (9i, gi), 
i = 1, ... '26. 
Since the pairs (9i,gi), i = 1, ... , 26, are solvable and the pair (927,g27) is un-
solvable, we see that no one of the pairs (9i,gi), i = 1, ... , 26, is equivalent to the 
pair (927,g27 ). 
Thus the proof of the Proposition is complete. 
Proposition 2.18. Any pair (9, g) of type 2.18 is equivalent to one and only 
one of the following pairs: 
1. [' l el e2 UI u2 U3 
el 0 
ed 0 0 UI 
e2 -el 0 UI U3 
UI 0 0 0 0 0 
U2 0 -ul 0 0 0 
U3 -ul -U3 0 0 0 
2. [,] el e2 U1 U2 U3 
el 0 ea 0 0 UI 
e2 -el 0 UI U3 
Ul 0 0 0 UI 0 
u2 0 -ul -ul 0 -U3 
U3 -Ul -U3 0 U3 0 
3. [ ,] el e2 UI u2 U3 
el 0 ea 0 0 e2 + U1 
e2 -el 0 UI U3 
UI 0 0 0 -ul 0 
U2 0 -Ul ul 0 0 
U3 -e2- UI -U3 0 0 0 
Proof. Let & = { e1, e2} be a basis of g, where 
(0 0 1) e1 = 0 0 0 , 
0 0 0 
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Then 
and for x E g the matrix B(x) is identified with x. 
By ~ denote the nilpotent subalgebra of the Lie algebra g spanned by the vec-
tor e2. 
Lemma. Any virtual structure q on generalized module 2.18 is equivalent to 
one of the following: 
( 0 0 0) C(ei) = 0 0 p ' 
Proof. Without loss of generality it can be assumed that q is primary. Then we 
have: 
0 ~)· 
Let us check condition (6), Chapter II. After some calculation we obtain: 
( e1 1 e~ ) ' C(e2) = ( ~ 0 ~)· C(ei)= b1 e12 0 1 23 -ell 
Put 
H=(~ 0 ~), 1 ell e12 
and C1 (x) = C(x)- A(x)H + HB(x) for x E g. Then 
( 0 0 0) C1(ei)= 0 0 p , 
By corollary 2, Chapter II, the virtual structures C and C1 are equivalent. 
This completes the proof of the Lemma. 
Let (g, g) be a pair of type 2.18. Then it can be assumed that the corresponding 
virtual pair (g, g) is defined by one of the virtual structures determined in the 
Lemma. Then 
[e1, e2] = e1, 
[e1,u1] = 0, [e2,u1] = 0, 
[e1,u2]=0, [e2,u2]=u1, 
[e1,u3]=pe2+u1, [e2,u3]=u3. 
Since the virtual structure q is primary, we have: 
where 
Therefore, 
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9(- 1 )(~) = !Re1, 
9( 0)(~) = !Re2 EB IRu1 EB !Ru2, 
9(1)(~) = !Ru3. 
[u1, u2] = a2e2 + a1 u1 + a2u2, 
[u1, u3] = /33u3, 
[u2, u3] = /'3U3. 
Using the Jacobi identity we see that 
[u1, u2] = -(p + /'3)ub 
[u1, u3] = 0, 
[u2, u3] = /'3U3, 
where the coefficients a 1 and p satisfy the equation /'3P = 0. 
Consider the following cases: 
1 o. 1'3 = p = 0. Then the pair (9, g) is equivalent to the trivial pair (91, gi). 
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2°. 1'3 =/= 0, p = 0. Then the pair (9, g) is equivalent to the pair (92, g2) by means 
of the mapping 1r : 92 ---+ 9, where 
3°. /'3 = 0, p # 0. 
1r( ei) = e1, 
1r( e2) = e2, 
1r( ui) = -/'3U1J 
1r( u2) = -/'3u2, 
1r( u3) = -/'3U3. 
Then the pair (9,g) is equivalent to the pair (93,g3) by means of the mapping 
1r : 93 ---+ 9, where 
1r( ei) = e1, 
1r( e2) = e2, 
1r( ui) = pu1, 
1r(u2)=pu2, 
1r( u3) = pu3. 
It is evident that the pairs determined in the Proposition are not equivalent to 
each other. 
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Proposition 2.19. Any pair (g, g) is equivalent to one and only one of the 
following pairs: 
1. [ ' l e1 ez U1 Uz U3 
e1 0 (>.- 1)e1 0 0 U1 
ez (1- >.)e1 0 U1 u1 +uz AU3 
U1 0 -u1 0 0 0 
Uz 0 -u1- Uz 0 0 0 
U3 -u1 ->.u3 0 0 0 
2. ), = 0 [ ' l e1 ez U1 uz U3 
e1 0 -e1 0 0 u1 
ez ed 0 U1 U1 + Uz 0 
u1 -u1 0 0 0 
Uz 0 -u1- Uz 0 0 ed U3 -u1 0 0 -e1 
3. ), = 0 [ ' l e1 ez U1 uz U3 
e1 0 -e1 0 0 U1 
ez ed 0 U1 U1 + Uz 0 U1 -u1 0 0 0 
Uz 0 -u1- Uz 0 0 -el 
U3 -u1 0 0 e1 0 
4. ), = 0 
[ ' l e1 ez ul Uz U3 
0 -el 0 0 U1 
ed 0 U1 U1 + Uz 0 
-u1 0 0 Ul 
0 -u1- Uz 0 0 ae1 + Uz 
-u1 0 -Ul -ae1- Uz 0 
5. ), = 1/2 
[,] el ez U1 Uz U3 
0 1 0 0 
-2e1 Ul 
1 0 u1 + uz 1 -el U1 e1 + 2u3 20 
-U1 0 0 0 
0 -u1- Uz 0 0 0 
-u1 1 0 0 0 -e1- 2u3 
Proof. 
Let £ = { e1, ez} be a basis of g, where 
0 1) 
0 0 ' 
0 0 
Then 
( 0 >.-1) A(e1) = 0 0 , ( 1->. 0) A( ez) = 0 0 , 
and for x E g the matrix B(x) is identified with x. 
By ~ denote the nilpotent subalgebra of the Lie algebra g spanned by the vec-
tor ez. 
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Lemma. Any virtual structure q on generalized module 2.19 is equivalent to 
one of the following: 
a) ).. =f. 0, ).. =f. t, and ).. =f. 2 
C1(e1) = C1(e2) = 0; 
b))..= 0 
C2(e1)= (~ 0 ~), ( -p 0 ~), pER; 0 C2(e2) = 0 0 
c))..-.!. 
- 2 
C3(e1) = ( ~ 0 ~)' C3(e2)=(~ 0 ~)' pER; 0 0 
d))..= 2 
C4(e1)=(~ 0 ~), C4(e2) = (~ 0 ~), pER. p 0 
Proof. Let q be a virtual structure on generalized module 2.19. Without loss of 
generality it can be assumed that q is primary. Consider the following cases: 
a)).. =f. 0,).. =f. t, and).. =f. 2. Since 
we have 
:g(o)(~) :J Re2, g(l--X)(~) :J Re1, 
u<l)(~) :J Ru1 EB Ru2, u<>-)(~) :J Ru3, 
So, the virtual structure q is trivial. Put C1 = C. 
b))..= 0. Since 
we have 
:g(o)(~) = Re2, :g(l)(~) = Re1, 
u<l)(~) = Ru1 EB Ru2, u<o)(~) = Ru3, 
C( ) _ ( 0 0 ci3 ) 
e1 - 0 0 0 ' 
Let us check condition (6), Chapter II, for x, y E £. 
We have: 
0 ) 2 . 
C23 
( 0 0 -ci3 ) = ( 0 0 -c~3 ) _ ( 0 0 ci 1 ) _ 00 0 00 0 00 0 
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_ (0 0 ci3) + (0 0 0) 0 0 0 0 0 0 . 
It follows that ci1 + c~3 = 0, and the virtual structure q has the form: 
C( ) _ ( 0 0 ci3 ) 
e1 - 0 0 0 ' 0 ) 2 . C23 
Put 
H _ (ci2 0 0 ) 
- 1 2 ' 0 0 c13 - c12 
and C2 (x) = C(x) + A(x)H- HB(x) for x E g. Then 
( 0 0 0) C2( ei) = 0 0 0 ' 0 0 ) 0 c~ 3 • 
By corollary 2, Chapter II, the virtual structures C and C2 are equivalent. 
c) A= ~- Since 
we have 
g(o)(~) = !Re2, g(1/2)(~) =Reb 
u(l)(~) = Ru1 E91Ru2, u(l/2)(~) = !Ru3, 
C(e1)=(~ ~ ~), C(e2)=(~ ~ c~3). 
Now put C3 =C. 
d) A = 2. Since 
g(o)(~) = !Re2, g(- 1)(~) = !Re1, 
U(l)(~) = Ru1 EEJIRu2, U(2)(~) = !Ru3, 
we have 
( 0 0 0) C( ei) = 1 1 0 ' C21 C22 ( 0 0 0) C(e2) = 0 0 0 . 
Let us check condition (6), Chapter II, for e1 and e2 • We have 
It follows that c~ 1 = 0, and the virtual structure q has the form: 
C(ei)= (~ 0 0) 
c1 0 ' 22 
( 0 0 0) C( e2) = 0 0 0 . 
Now put C4 =C. 
This completes the proof of the Lemma. 
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Let (.9, g) be a pair of type 2.19. Then it can be assumed that the corresponding 
virtual pair (.9, g) is defined by one of the virtual structures determined in the 
Lemma. Consider the following cases: 
1°. ,\ =J 0, ,\ =J ~'and A =J 2. Then 
[e1,e2] = (,\ -1)ei, 
[ei,ui]=O, 
[e1,u2] = 0, 
[e1,u3] = u1, 
[e2 , u1] = u 1, 
[ez, uz] = u1 + uz, 
[ez, u3] = AU3. 
Since the virtual structure q is primary, we have 
Thus 
and 
_g(o)(~) :J lRez, _g(l-.>.)(~) :J !Re1, 
u(l)(~) :J !Rul EEJlRuz, u(>-)(~) :J !Ru3, 
[u1, uz] E _g( 2)(~), 
[u1, u3] E _g(l+>.)(~), 
[uz, u3] E _g(H.>.)(~). 
1.1°. Suppose ,\ = -1. Then 
[ui,uz] = a1e1, 
[u1, u3] = bzez, 
[uz, u3] = czez. 
Let us check the Jacobi identity for the triples ( ei, Uj, uk), i = 1, 2; 1 ~ j < k ~ 3, 
and (u1,uz,u3): 
1. [e1, [u1, u3]] + [u3, [e1, u1]] + [u1, [u3, e1]] = 0 
-2bzez = 0 
1. bz = 0 
2. [e1, [uz, u3]] + [u3, [e1, uz]] + [uz, [u3, e1]] = 0 
-2czez + a1e1 = 0 
2. cz = 0 
3. a1 = 0 
It follows that the pair (g, g) is equivalent to the trivial pair (g1 , gi). 
1.2°. Suppose ,\ -=/= -1. Then 
[u1, uz] = 0, 
[u1, u3] = 0, 
[uz, u3] = 0. 
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The pair (g, g) is equivalent to the trivial pair (fii, gl). 
2° . ..\ = 0. Then 
[e1, ez] = -e1, 
[e1,u1] = 0, [ez,ui] = u1- pe1, 
[e1, uz] = 0, [ez, uz] = u1 + Uz, 
[e1,u3]=u1, [ez,u3]=pez. 
Since the virtual structure q is primary, we have 
Therefore 
and 
[u1, uz] E g(2)(~), 
[u1, u3] E g(l)(~), 
[uz, u3] E g( 1 )(~), 
[ui,uz] = 0, 
[u1,u3] = b1e1 + f31u1 + f3zuz, 
[uz,u3] = c1e1 +/'1U1 +f'zUz. 
Using the Jacobi identity we obtain: 
{ p = b1 = f3z = 0, 
/'2 = f3I· 
It follows that the pair (g, g) has the form: 
[ ' ] el ez UI Uz 
el 0 -el 0 0 
ez el 0 UI U1 + Uz 
UI 0 -UI 0 0 
Uz 0 -ul- Uz 0 0 
U3 -UI 0 -f3u1 -Cl e1 - /'1 U1 - f3I Uz 
2.1°. Suppose (31 = 0. 
U3 
UI 
0 
f3Iul 
c1e1 + f'IUI + f31u2 
0 
2.1.1 °. q = 0. The pair (g, g) is equivalent to the trivial pair (g1 , gi) by means 
of the mapping 1r : fi1 -t g, where 
1r( ei) = e1, 
1r( ez) = ez, 
1r(u1) = U1, 
1r( Uz) = Uz - /'1 e1, 
1r( u3) = u3. 
2. TWO-DIMENSIONAL CASE 143 
2.1.2°. c1 > 0. Then the pair (g,g) is equivalent to the pair (gz,gz) by means 
of the mapping 1r : iiz ---+ g, where 
n( e1) = e1, 
n( ez) = ez, 
1 
7r( U1) = ;;;:-U1, 
yCl 
1 
n(uz) = . ;;;:-(uz -/'lei), 
yCl 
1 
n(ua) = ;;;:-ua. 
yCl 
2.1.3°. c1 < 0. Then the pair (g,g) is equivalent to the pair (ga,ga) by means 
of the mapping 1r : iia ---+ g, where 
n( ei) = e1, 
n( ez) = ez, 
1 
n(u1) = ~u1, y-Cl 
1 
n(uz) = ~(uz -/'lei), y-Cl 
1 
n(ua) = ~ua. y-Cl 
2.2°. Suppose f3I # 0. Then the mapping 7r : g4 ---+ g such that 
n( ei) = f3I e1, 
n( ez) = ez, 
n( ui) = u1, 
n(uz) = Uz -!'lei, 
1 
n(ua)= f31 ua, 
establishes the equivalence of (g,g) and (g4,94). Here a= J?(cl + f3II'd· 
It remains to show that the pairs (gi, 9i), i = 1, 2, 3, 4, are not equivalent to each 
other. 
Consider the homomorphisms fi : gi ---+ g[(3, IR), where fi(x) is the matrix ofthe 
mapping advg;, i = 1, ... , 4, in the basis { u1, e1, Uz}. We have: 
j,(g,) = { 0 ~ n x,y E R} 
fz(g,) = { 0 ~ 0 x, y E R} , 
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J,(g,) = { 0 y ~y) x,yEIR}, X 
0 
y { c+y x+y) x,y E lR}. 14(94) = ~ X ay 
0 x+y 
Since the subalgebras h(9I), !2(92), h(93), and !4(94) ofthe Lie algebra g((3, ~) 
are not conjugate, we conclude that the pairs (91,91), (92,92), (93,93), and (94,94) 
are not equivalent to each other. 
3 o. ,\ = ~. Then 
1 [e1, e2] = -2e1, 
[e1,u1] = 0, 
[e1, u2] = 0, 
[e2, u1] = u1, 
[e2, u2] = u1 + u2, 
1 [e2, u3] = pe1 + 2u3. 
Since the virtual structure q is primary, we have 
Therefore 
and 
[u1, u2] E 9(2)(~), 
[u1, u3] E 9( 3 /2)(~), 
[u2, u3] E 9( 3 /2)(~), 
[u1, u2] = 0, 
[u1, u3] = 0, 
[u2, u3] = 0. 
3.1°. p = 0. Then the pair (9, g) is equivalent to the trivial pair (91 , gi). 
3.2°. p =f. 0. Then the pair (9,g) is equivalent to the pair (95 ,g5 ) by means of 
the mapping 7r : 9s -t 9, where 
1r( el) = e1, 
1r( e2) = e2, 
1 1r(u1)=-u1, 
p 
1 1r( u2) = -u2, 
p 
1 1r(u3) = -u3. 
p 
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Since the virtual structures (9s, gs) and (gi, gi) for any i = 1, 2, 3, 4 are not isomor-
phic, we see that the pairs determined in the Proposition are not equivalent to each 
other. 
4° . .A= 2. Then 
[e1,e2] = e1, 
[e1, u1] = 0, [e2, u1] = u1, 
[e1, u2] = pe2, [e2, u2] = u1 + u2, 
[e1, ua] = u1, [e2, ua] = 2ua. 
Since the virtual structure q is primary, we have: 
Therefore 
and 
_g(o)(f)) = IR.e2, _g(l)(f)) = IR.u1 EB IR.u2, 
gC2>(f)) = IR.ua, _g(-l)(f)) = IR.e1. 
[u1,u2] E .9(2)(()), 
[u1, ua] E g(3)(f)), 
[u2, ua] E g(3)(f)), 
[ui, u2] = aaua, 
[u1, ua] = 0, 
[u2, ua] = 0. 
Using the Jacobi identity we obtain p = a 3 = 0. It is clear that the pair (g, g) is 
equivalent to the trivial pair (g1,g1). 
This completes the proof of the Proposition. 
Proposition 2.20. Any pair (g, g) of type 2.20 is equivalent to one and only 
one of the following pairs: 
1. [ ' l el e2 UI U2 ua 
el 0 0 0 UI 0 
e2 0 0 0 0 ud UI 0 0 0 0 
U2 -ul 0 0 0 0 
ua 0 -ul 0 0 0 
2. [ ,] el e2 UI U2 ua 
el 0 0 0 UI 0 
e2 0 0 0 0 (f ul 0 0 0 0 
U2 -ul 0 0 0 ea 
ua 0 -Ul 0 -el 
3. [' l el e2 UI U2 ua 
el 0 0 0 e1 + U1 0 
e2 0 0 0 e2 UI 
UI 0 0 0 2ul 0 
U2 -el- UI -e2 -2u1 0 e2- ua 
ua 0 -ul 0 -e2 + ua 0 
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4. [ ,] el e2 ul U2 U3 
el 0 0 0 e1 + UI 0 
e2 0 0 0 e2 (f Ul 0 0 0 2u1 
u2 -el- ul -e2 -2ul 0 e1- U3 
U3 0 -UI 0 -e1 + u3 0 
5. [ ,] el e2 ul U2 U3 
el 0 0 0 e1 + UI 0 
e2 0 0 0 e2 (f Ul 0 0 0 Ul 
U2 -e1- u1 -e2 -Ul 0 0 
U3 0 -ul 0 0 0 
6. [ ' l el e2 ul u2 U3 
el 0 0 0 UI 0 
e2 0 0 0 ea (f Ul 0 0 0 
U2 -ul -el 0 0 ea 
U3 0 -ul 0 -e2 
7. [ ,] el e2 ul u2 U3 
el 0 0 0 ul 0 
e2 0 0 0 ea UI 
Ul 0 0 0 0 
u2 -ul -el 0 0 0 
U3 0 -ul 0 0 0 
8. 
[ ,] el e2 Ul u2 U3 
el 0 0 0 e1 + u1 0 
e2 0 0 0 e1 + e2 Ul 
Ul 0 0 0 2ul 0 
u2 -el- ul -el- e2 -2ul 0 e2- u3 
U3 0 -Ul 0 -e2 + u3 0 
9. 
[ 'l el e2 UI U2 U3 
el 0 0 0 UI ae1 
e2 0 0 0 0 u1 +(a+ l)e2 
ul 0 0 0 0 2aul 
u2 -UI 0 0 0 e1 + au2 
U3 -ae1 -u1- (a+ l)e2 -2au1 -e1 - au2 0 
10. 
[ ' l el e2 Ul U2 U3 
el 0 0 0 Ul ae1 
e2 0 0 0 0 u1 +(a+ l)e2 
Ul 0 0 0 0 (2a+l)ui 
U2 -ul 0 0 0 e2 +(a+ l)u2 
U3 -ae1 -u1- (a+ l)e2 -(2a + l)u1 -e2- (a+ l)u2 0 
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11. 
[ ' ] el ez UI Uz U3 
el 0 0 0 ul -el 
ez 0 0 0 el UI 
UI 0 0 0 -e1 -UI 
Uz -ul -el el 0 -ez 
U3 el -UI UI ez 0 
12. [ ,] el ez UI Uz U3 
el 0 0 0 UI -2el 
ez 0 0 0 ed -ez + u1 UI 0 0 0 -3ul 
u2 -UI -el 0 0 ez- uz 
U3 2el ez- ul 3ul Uz- ez 0 
13. [ ,] el ez UI uz U3 
el 0 0 0 UI -el 
ez 0 0 0 -el UI 
UI 0 0 0 ed -UI Uz -UI el -el ea U3 el -UI UI -ez 
14. [ ,] el ez UI Uz U3 
el 0 0 0 UI -2el 
ez 0 0 0 -e1 -ez + u1 
UI 0 0 0 0 -3ul 
Uz -UI el 0 0 ez- Uz 
U3 2el ez- ul 3ul u2- ez 0 
15. [ ,] el ez UI uz U3 
el 0 0 0 U1 + e1 ez 
ez 0 0 0 ez 
urr UI 0 0 0 UI 
uz -UI- el -ez -UI 0 0 
U3 -ez -UI 0 0 0 
16. [ ,] el ez UI Uz U3 
el 0 0 0 UI- el ez 
ez 0 0 0 -ez UI 
UI 0 0 0 -UI 0 
uz -UI + e1 ez UI 0 0 
UJ -ez -UI 0 0 0 
17. [ ,] el ez UI Uz U3 
el 0 0 0 u1 + ae1 e1 + ez 
ez 0 0 0 ae2 u1 + ez 
UI 0 0 0 au1 
urr Uz -u1 - ae1 -ae2 -au1 0 
U3 -el- ez -ul- ez -UI 0 0 
18. [ ,] el ez UI Uz UJ 
el 0 0 0 UI ae1 
ez 0 0 0 0 u1 + aez 
UI 0 0 0 0 (a+ l)u1 
Uz -ul 0 0 0 Uz 
UJ -ae1 -u1 - aez -(a+l)ul -uz 0 
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19. 
[ ,] el e2 UI U2 U3 
el 
e2 
UI 
u2 
U3 
0 0 0 UI (/3 + ~e1 
0 0 0 0 U1 + e2 
0 0 0 0 (a+f3?ul 
-ul 0 0 0 (a- 1 u2 
-(/3 + 1)el -u1- f3e2 -(a+ /3)u1 (1- a)u2 0 
20. 
[, l el e2 U1 U2 U3 
el 
e2 
UI 
U2 
U3 
0 0 0 U1 + e1 (/3 + ~e1 
0 0 0 e2 U1 + e2 
0 0 0 UI (/3 + 1)ul 
-ul- el -e2 -ul 0 0 
-((3 + 1 )e1 -u1- f3e2 -1/3 + 1)ul 0 0 
21. 
[ ' l el e2 UI U2 U3 
el 0 0 0 U1 + (3e1 ae1 
e2 0 0 0 e1 + f3e2 u1 +(a+ 1)e2 
ul 0 0 0 f3u1 - e1 au1 
u2 -u1 - f3e1 -e1 - f3e2 -f3ui + e1 0 0 
U3 -ae1 -u1- (a+ 1)e2 -au1 0 0 ,(3~0 
22. 
[ ,] el e2 UI U2 U3 
el 0 0 0 ul ae1 
e2 0 0 0 el u1 +(a+ 1)e2 
UI 0 0 0 0 (a-1)ul 
U2 -ul -el 0 0 -u2 
U3 -ae1 -u1- (a+ 1)e2 (1- a)u1 u2 0 
23. 
[, l el e2 UI U2 U3 
el 0 0 0 ae1 + u1 (Je1 
e2 0 0 0 ae2- e1 UI + ((3 + 1)e2 
UI 0 0 0 e1 + au1 /3u1 
U2 -ae1 - u1 -aeG + e1 -e1 - au1 0 0 
U3 -f3e1 -u1 - /3 + 1 )e2 -f3u1 0 0 ,a~O 
24. 
[, l el e2 UI U2 U3 
el 0 0 0 ul ae1 
e2 0 0 0 -el u1 +(a+ 1)e2 
Ul 0 0 0 0 (a -1)ul 
U2 -Ul el 0 0 -u2 
U3 -ae1 -u1- (a+ 1)e2 (1- a)u1 u2 0 
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25. 
[' l e1 e2 UI u2 U3 
0 0 0 u1 - ae1 a-1 el -3-el 
e2 0 0 0 -el- ae2 UI + at2e2 
3 3+2a 2a6+1 ul - tel UI 0 0 0 2el- e2- -2-ul 
3 3+2a 0 t( u2 + 3u3) u2 -u1 + ae1 e1 + ae2 -2e1 + e2 + - 2-ul 
a+2 1 2a+l 
-t(u2 + 3u3) U3 1-a -3-el -ul - -3-e2 2el - -6-ul 0 
26. 
[' l e1 e2 U1 u2 U3 
e1 0 0 0 U1 e2 + ae1 
e2 0 0 0 0 u1 + ae2 
U1 0 0 0 0 (a+ l)u1 
u2 -u1 0 0 0 u2 
U3 -e2- ae1 -u1- ae2 -(a+ l)u1 -u2 0 
Proof. Let £ = { e1 , e2 } be a basis of the Lie algebra g, where 
Then A(e1 ) = A(e2 ) = 0 and for x E g, the matrix B(x) is identified with x. 
Lemma 1. Any virtual structure q on tbe generalized module 2.20 bas tbe form: 
C(e!)=(~ 
Proof. Put 
Checking condition (6), Chapter II, for e1 and e2, we obtain 
This completes the proof of the Lemma. 
Let (g, g) be a pair of type 2.20. Then the virtual pair (g, g) is defined by a 
certain virtual structure on the generalized module 2.20. Lemma 1 implies that the 
pair (g, g) has the form: 
[ ,] e1 e2 UI u2 U3 
el 0 0 0 c~ 2 e1 +c~2 e2 +u1 1 + 1 c13 e1 c23 e2 
e2 0 0 0 2 + 2 ci3e1 +c~3 e2+u1 c12e1 C22e2 
U1 0 0 0 X y 
u2 1 1 2 2 -X 0 z -c12 e1 -c22 e2 -u1 -c12el -c22e2 
U3 1 1 2 2 -z 0 -c13el -c23e2 -c13el -c23e2 -ul -y 
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where x, y, z E g. 
Therefore n = JR.e1 EB JR.e2 EB JR.u 1 is a commutative subalgebra of g. Note that 
n = Zg(g). 
Now prove that n is an ideal in g. It is clear that [ e1, x] E n and [ ez, x] E n 
for all x E g. Assume that there exists x E g such that [ u1, x] ¢:. a. Then there 
exists y E g such that [y, [u1,x]] =/= 0. But [ u1, [x,y]J = 0 (since [x,y] En) and 
[ x, [y, u1]] = 0 (since [ y, u1] = 0). Therefore the Jacobi identity for the triple 
(x,y,ul) 
does not hold. Thus, our assumption leads to a contradiction, and therefore n is a 
commutative ideal in g. 
Consider two cases: 
I. The Lie algebra contains no subalgebras complementary to n. 
Lemma 2. Any virtual structure on the generalized module 2.20 is equivalent 
to one and only one of the following: 
a) C1(e1) = Cl(ez) = 0; 
b) Cz(e1) = (~ ~ ~), Cz(ez) = (~ ~ ~); 
c)C3(e1)=0,C3(ez)=(~ ~ ~); 
d) C4(el) = (~ ~ ~), C4(ez) = (~ ~ ~); 
e)Cs(el)=(~ ~ ~),Cs(ez)=(~ i ~); 
f)C5(e1)=(~ ~ ~1 ),c6(ez)=(~ ~ ~1 ); 
g)C7(e1)=(~ ~ ~),c7(ez)=(~ ~ P1 1); 
h)Cs(el)=(~ ~ ~),Cs(ez)=(~ ~ P1 1); 
i)Cg(e1)= (~ ~ 6),cg(ez)= (~ ~ q1 1), p~O; 
j)Cg(e1)=(~ ~ 6),Cg(ez)=(~ ~1 q1 1 ),p~O. 
Proof. The Lemma is immediate from the classification of the virtual pairs (g, g) 
of type 3.20 (A = 1-l = 0) (Proposition 3.20). 
Now suppose that the virtual pair (g, g) is defined by the virtual structure a) 
from Lemma 2. Then 
[ e1, ez] = 0, 
[ e1, u1] = 0, 
[ el' Uz] = UI' 
[ e1, u3] = 0, 
[ ez, u1] = 0, 
[ ez, uz] = 0, 
[ ez, u3] = u1. 
2. TWO-DIMENSIONAL CASE 
Since a is an ideal, it can be assumed that 
[ u 1, u2] = a1e1 + a2e2 + a1u1, 
[ u1, u3] = b1 e1 + b2 e2 + /31 u1, 
[ u2, u3] = c1e1 + c2e2 + 'Y1u1 + 'Y2u2 + /'3U3. 
Using the Jacobi identity, we see that the pair (9,g) has the form: 
[ ,] e1 e2 U1 U2 U3 
e1 0 0 0 U1 0 
e2 0 0 0 0 U1 
u1 0 0 0 -/'3U1 /'2U1 
U2 -u1 0 /'3U1 0 X 
U3 0 -u1 -/'2U1 -X 0 
' 
where x = c1e1 +c2e2 +'Y1u1 +'Y2U2 +'Y3U3. 
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Put u~ = u2+x1e1 +x2e2 +x3u1 and u~ = u3+y1e1 +y2e2 +y3u1. The subspace 
IR.u~ E9 IR.u~ is not a subalgebra complementary to a if and only if the equation 
[ I I l I t I u 2 ,u3 = su2 + u 3 (1) 
is unsolvable (with respect to s, t, Xi, Yj, i, j = 1, 2, 3). From (1) it follows that 
s = /'2 , t = /'3 , and that the variables Xi, Yj, i,j = 1, 2, 3, satisfy the following 
system of linear equations: 
{ 
/'2X1 + /'3Y1 = CI, 
/'2X2 + /'3Y2 = c2, 
Y1- X2 = /'1· 
The system is inconsistent if and only if 1'2 = 1'3 = 0 and c~ + c~ f:. 0. 
There is no restriction of generality in assuming c1 f:. 0. Then the pair (9, g) is 
equivalent to the pair (92, 92) by means of the mapping n: 92 ---+ 9, where 
n(ei) = c1e1 + c2e2, n(e2) = e2, 
n( ui) = U1, n( U2) = ;1 U2 - ~~ e2, n( U3) = C1 U3 - C2U2. 
In a similar way we consider the cases b )-j) of Lemma 2 and obtain the following 
pmrs: 
b) 2.20.3, 2.20.4; 
c) 2.20.6; 
d) the desired pairs do not exist 
e) 2.20.8; 
f) the desired pairs do not exist 
g) 2.20.9, 2.20.10; 
h) the desired pairs do not exist 
i) 2.20.11, 2.20.12; 
j) 2.20.13, 2.20.14. 
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The pairs obtained in different cases are not equivalent, since the corresponding 
virtual pairs are not isomorphic. 
Since the algebra 
is non-commutative and the algebra 
is commutative, we see that the pairs (ih, g3) and (94, g4) are not equivalent. 
Let 1r : 9i ---+ lli = 9i/D29i, i = 9, 10, be a canonical surjection and ai 
7r(Z(D9i)). Then the pairs (Cig, ag) and (Ci1o, a10) are not equivalent. Therefore the 
pairs (99, gg) and (91o, g1o) are also not equivalent. 
The pairs (9n, gn) and (912, g12) are not equivalent, since the corresponding 
virtual pairs are not isomorphic. Similarly we prove that the pairs (913, g13) and 
(914, g14) are also not equivalent. 
II. The Lie algebra 9 does contain subalgebras b complementary to the ideal a. 
Lemma 3. Let d be the projection o£9 onto a associated with the decomposition 
9 = a E9 b. Then dE Der(9, g) = { ljJ E Der(9)ll/J(g) = g}. 
Proof. Since g E a, we have d(g) = g. In order to prove the Lemma it is sufficient 
to show that the condition 
d([x,y]) = [d(x),y] + [x,d(y)] (2) 
holds in the following cases: 
1 o. x, y E a. Then both sides of equality (2) are equal to zero, since the ideal a 
is commutative. 
2°. x E a, y E b. Then [x,y] E a and d([x,yl) = [x,y]. On the other hand, 
since d(x) = x and d(y) = 0, we obtain 
[ d( X) 1 y ] + [X 1 d( y) ] = [X 1 y ]. 
3°. x, y E b. Then [ x, y] E b and both sides of equality (2) are equal to zero. 
The proof of Lemma 3 is complete. 
For every complementary subalgebra b let us construct a Lie algebra p = p(g, b) 
in the following way: 
p = 9 X~' where the bracket operation is defined by [(x,a),(y,b)] = ([x,y] + 
ad(y)- bd( x ), 0). Here dis the projection of 9 onto the ideal a. Let us remark that 
(p, p) is an isotropically-faithful pair of type 3.20 (A = 11 = 0). It is easily proved 
that the pairs (p, p) corresponding to different complementary subalgebras b are 
pairwise equivalent. 
Since dimp = dim9 + 1, we see that 9 is a maximal subalgebra of p such that 
9 :) Dp. Moreover, the Lie algebra 9 defines uniquely the subalgebra g, namely 
g = 9 n p. 
Therefore, in order to determine all the desired pairs it is sufficient 
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1°. for any pair (p, p) of type 3.20 (A = f-l = 0) to find (up to the action of the 
group Aut(p, p )) all maximal subalgebras ii in p of codimension 1 such that ii :J Dp; 
2°. for any subalgebra ii from 1 o to construct the pair (ii, g), where g = ii n p; 
3°. to select all isotropically-faithful pairs of type 2.20 from the obtained ones. 
Proposition 3.20 gives the classification of all pairs of type 3.20. In particular, 
the pairs of type 3.20 (A.= f-l = 0) are the following ones: 
a) 3.20.1 (A.= f-l = 0); 
b) 3.20.4 (A. = f-l = 0); 
c) 3.20.9 (A.= f-l = 0); 
d) 3.20.13; 
e) 3.20.14; 
f) 3.20.15; 
g) 3.20.16; 
h) 3.20.17; 
i) 3.20.18. 
For example, consider the pair 3.20.1 (A.= f-l = 0). It has the form: 
[ ' l ei e2 e3 UI U2 U3 
ei 0 (f ea UI 0 0 e2 -e2 0 UI 0 
e3 -e3 0 0 0 0 
ud UI -UI 0 0 0 0 
u2 0 -UI 0 0 0 0 
U3 0 0 -UI 0 0 0 
Direct computation shows that 
1 0 0 0 0 0 
a 0 0 0 
b 
f-ltA -I f-l E IR*; 
Aut(p,p) = 0 0 0 
( ~) = _tA ( ~) 0 0 0 f-l c d A E GL(2, IR), 
0 0 0 0 
A 
0 0 0 0 
Up to the action of Aut(p, p ), any maximal subalgebra ii of p such that Dp c ii 
and dim(ii n g) = 2 is isomorphic to one of the following algebras: 
1 o. ii = IRe2 EBIRe3 E9 IRui E9 !Ru2 EB !Ru3. 
In this case g = ii n p = !Re2 EB !Re3 and the pair (ii, g) is equivalent to the trivial 
pair (iii, 9I ). The equivalence is established by the mapping 1r : iii ---+ ii, where 
7r(ei)=ei+l, i=1,2; 
1r(uj) = Uj, j = 1,2,3. 
2°. ii = !Re2 EBIRe3 E9 IRui EB IR( u2 - e1) EB !Ru3. 
In this case g = ii n p = !Re2 EB !Re3 and the pair (ii, g) is equivalent to the pair 
(iis, gs) by means of the mapping 7r : iis ---+ ii, where 
7r(ei)=ei+I, i=1,2; 
1r( ui) = ui, 
1r(u2) = u2- e1, 
1r( u3) = u3. 
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Continuing in the same way, we obtain the pairs 2.20.7, 2.20.16-2.20.26. 
Proposition 2.21. Any pair (g, g) of type 2.21 is equivalent to one and only 
one of the following pairs: 
1. 
[ ,] 
0 
(.\- 1)ez 
(1- .\)ez u1 .\uz (2.\- 1)u3 
-U1 
-.\u~ (1- 2A)U3 
2 . .\ = 1/2 
[ ' l 
3 . .\ = 1/2 
[' l 
4 . .\ = 0 
[,] 
Proof. 
0 0 U1 Uz 
0 0 0 0 
-u1 0 0 0 
-uz 0 0 0 
1 2e2 u1 
0 0 
0 0 
-u1 0 
-u2 0 
1 2e2 U1 
0 0 
0 0 
-U1 0 
-u2 0 
~uz 0 
U1 Uz 
0 0 
0 ez 
-ez 0 
~uz 0 
U1 Uz 
0 0 
0 -ez 
ez 0 
Uz 
Let £ = { e1, ez} be a basis of g, where 
( 1 0 0 ) e1 = 0 .\ 0 , 
0 0 2.\- 1 
Then 
and for x E g the matrix B(x) is identified with x. 
By ~ we denote the nilpotent subalgebra of the Lie algebra g spanned by the 
vector e1. 
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Lemma. Any virtual structure q on generalized module 2.21 is equivalent to 
one of the following: 
a) ,\ = 0. 
b) ,\ = !· 
C(e ) ( 0 O P) C(e2) = 0, p E lR:, 1 = 0 -!p 0 ' 
( 0 0 0) C(e1)= 0 0 p , 
Proof. By statement 9, Chapter II, without loss of generality it can be assumed 
that the corresponding virtual structure is primary. Then 
g(o)(~) :J ~el, u(l)(~) :J ~ul, 
g(l->..)(~) :J ~e1, uC>..)(~) :J ~u2, 
U(2>..-l)(~) :J ~u3, 
and for 
,\ = 0: 
C(e1) = ( 0 C2 ~), C(e2) = (~ 0 C4). CI 0 C3 0 ' 
,\ = !: 
C(ei)= (~ 0 c2) C(e2) = ( ~ 0 ~3); CI 0 ' 0 
,\ = ~: 
C(e1)=(~ 0 ~)' C(e2) = 0. 0 
Consider in detail the first case. Checking condition (6), Chapter II, for x, y E £, 
we obtain: 
C(e1) = 0, C4) 0 . 
Put 
H- ( 0 
c4- c3 
C4 0) 
0 0 ' 
and C1(x) = C(x)- A(x)H + HB(x) for x E g. Then, we see that C1(ei) 
C1(e2)=0. 
Similarly we obtain the other results of the Lemma. 
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Let (g, g) be a pair of type 2.21. Then it can be assumed that the corresponding 
virtual pair (g, g) is defined by one of the virtual structures determined in the 
Lemma. Consider now the case, when A=~-
Using the Jacobi identity for the triples (ei,Uj,uk), i = 1,2, 1::::;; j < k::::;; 3, we 
see that the pair has the form: 
[ '] e1 e2 u1 u2 U3 
0 1 U1 1 0 e1 ze2 2 u2 1 0 0 u1 u2 e2 - 2e2 
U1 -u1 0 0 0 f31u1 
u2 1 -2u2 -u1 0 0 c2e2 + (31 u2 
U3 0 -u2 -(31 U1 -c2e2 - (31 u2 
1.1°. 4c2 + f3i f. 0. The mapping 7r : Q2,3 -+ g, where 
1r( el) = e1, 
1r( e2) = e2, 
1 
1r( ul) = -u1, 
t 
1 1 
1r(u2) = -u2 + -f31e2, 
t 2 
1 2 
1r(u3) = -u3- f31e1, 
t t = -vr.l4=c=2 +=:::f3:;;=;:i I 
establishes the equivalence of the pairs (g,g) and (92,3,g2,3)· 
1.2°. 4c2 + f3i = 0. The mapping 1r : Q1 -+ g, where 
1r( el) = e1, 
1r( e2) = e2, 
1r(ul) = u1, 
1 
1r( u2) = u2 + 2(31 e2, 
7r( U3) = U3 - (31 e1, 
establishes the equivalence of the pairs (g,g) and (g1,g1). 
2°. A=~- Similarly we obtain: 
[ ,] e1 e2 u1 u2 u3 
e1 0 1 u1 2 1 3e2 3U2 3U3 
e2 1 0 0 U1 u2 -3e2 
u1 -U1 0 0 0 0 
u2 2 -U1 0 0 /'1U1 --u2 
u3 i -u2 0 -/'1 U1 0 -3U3 
0 
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The pair (9,g) is equivalent to the trivial pair (9I,gl) by means of the mapping 
1r : 91 ---+ 9, where 
1r( e1) = e1, 
1r( e2) = e2, 
7r(u1)=u1, 
1r( u2) = u2, 
1r(u3) = u3 -11e2. 
30. ,\ ~ {~,t}· Continuing in the same way as in the cases 1 o and 2°, we obtain: 
[ ' ] el e2 UI U2 U3 
el 0 (1- A)e2 UI Au2 (2,\- 1)u3 
(,\- 1)e2 e2 0 0 ul 
UI -Ul 0 0 alul 
u2 
-,\u) -ul -alul 0 
U3 (1- 2,\ U3 -u2 -alu2 -a1u3 
where the coefficients a1 and,\ satisfy the equation a 1,\ = 0. 
4.1°. a1 f=. 0. The mapping 7r : 94 ---+ 9, where 
1r( ei) = e1, 
1r( e2) = e2, 
1 
1r(u1) = -u1, 
al 
1 1r( u2) = -u2, 
al 
1 
1r(u3) = -u3, 
al 
establishes the equivalence of the pairs (9,g) and (94 ,g4 ). 
4.2°. a = 0. The pair (9, g) is trivial. 
u2 
alu2 
a1u3 
0 
Now it remains to show that the pairs determined in the Proposition are not 
equivalent to each other. 
Consider the homomorphisms fi : 9i ---+ g[(3, R), i = 2, 3, where fi( x) is the 
matrix of the mapping ad x lvg; in the basis { e2, u1, u2} of 'D9i, x E 9i. 
Since the subalgebras fi(9i), i = 2, 3, are not conjugate, we conclude that the 
pairs (9z, g2) and (93, g3) are not equivalent. 
The proof of Proposition is complete. 
Proposition 2.22. Any pair (9, g) of type 2.22 is trivial: 
['] el e2 ul u2 U3 
el 0 (j 0 ul u2 e2 -el 0 (f 2u3 ul 0 0 0 0 
u2 -ul -u2 0 0 0 
U3 -u2 -2u2 0 0 0 
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Proof. Let £ = { e1, e2} be a basis of g, where 
Then 
(
0 1 
e1 = 0 0 
0 0 
and for x E g, the matrix B( x) is identified with x. 
By ~ denote the nilpotent subalgebra of the Lie algebra g, spanned by e2. 
Lemma. Any virtual structure q on generalized module 2.22 is equivalent to 
the following one: 
Proof. Let q be a virtual structure on generalized module 2.22. Without loss of 
generality it can be assumed that q is primary. Since 
g(-l)(~) = lRe1, g(o)(~) = lRe2, 
u(o)(~) = JRul, u(l)(~) = 1Ru2, U(2)(~) = 1Ru3, 
we have 
( p 0 0) C1(ei)= 0 q 0 , 
Let us check condition (6), Chapter II, for e1, e2 E £: 
We have 
and so q = s = 0. 
This completes the proof of the Lemma. 
Let (g, g) be a pair of type 2.22. Then it can be assumed that the corresponding 
virtual pair (g, g) is defined by the virtual structure determined in the Lemma. 
Then 
[e1, e2] = e1, 
[e1, u1] = pe1, [e2, u1] = 0, 
[e1,u2] = u1, [e2,u2] = u2, 
[e1, u3 = u2, [e2, u3] = 2u3. 
2. TWO-DIMENSIONAL CASE 
Since the virtual structure q is primary, we have 
Thus 
and 
:g(-l)(~) = !Re1, :g(o)(~) = IRez E9!Ru1, 
:g(l)(~) = IRuz, g<2)(~) = !Ru3, 
[u1 , u2 ] = a 2 uz, 
[u1, u3] = /33u3, 
[uz, u3] = 0. 
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Let us check the Jacobi identity for the triples (ei,Uj,uk) i = 1,2, 1 ~ j < k ~ 3, 
and (u1,uz,u3). 
1. [e1, [u1, uz]] + [u1, [uz, e1]] + [uz, [e1, u1]] = 0 
azul- pu1 = 0 
1. az- p = 0 
2. [e1, [u1, u3]] + [u1, [u3, e1]] + [u3, [e1,u1]] = 0 
/33u2 - azuz- puz = 0 
2. /33 - p - az = 0 
3. [e1, [uz, u3]] + [uz, [u3, e1]] + [u3, [e1, uz]] = 0 
/33u3 = 0 
3. /33 = 0 
This implies that the pair (g, g) is trivial. 
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