Abstract. We show that the variety of MV-algebras is 2-based and we offer elegant 2-bases for the varieties of commutative BCK-algebras and LBCK-algebras.
Introduction
In this paper, we offer short equational bases for three varieties of algebras closely related to logic, namely MV-algebras, commutative BCK-algebras and LBCK-algebras. This work is in the same spirit of many other papers in which the general aim is provide simple systems of identities for various structures, where simplicity is roughly measured by the number of identities, or the number of symbols used, or the length of the identities or combinations of these criteria. We refer the interested reader to the extensive bibliography of [1] .
MV-algebras, which are algebraic counterparts of Lukasiewicz logic, are algebras (A, ⊕, ¬, 0) of type 2, 1, 0 satisfying the following identities (x ⊕ y) ⊕ z = x ⊕ (y ⊕ z) (A1)
x ⊕ y = y ⊕ x (A2)
The preceding definition comes from [3] . Other definitions exist using more operations, but these are definable in terms of 0, ¬ and ⊕. Since it turns out that 0 = ¬(¬x ⊕ x), the constant 0 can be removed from the signature of an MV-algebra, and the identities above can be appropriately modified. Thus MV-algebras can also be viewed as algebras of type 2, 1 . Cattaneo and Lombardo gave a system of five independent axioms in terms of 0, ¬ and ⊕ for MV-algebras [2] . Our first main result is that the variety of MV-algebras (as algebras of type 2, 1 ) is 2-based. Theorem 1.1. The following identities form a basis for the variety of MV-algebras:
¬(¬(x ⊕ y) ⊕ ¬(z ⊕ u)) ⊕ ¬(z ⊕ (u ⊕ ¬(x ⊕ (y ⊕ (z ⊕ u))))) = x ⊕ y .
In an MV-algebra (A, ⊕, ¬, 0), set x → y = ¬x ⊕ y and 1 = ¬0. Then (A, →, 1, 0) is a bounded, commutative BCK-algebra. An algebra (A, →, 1) of type 2, 0 is a commutative BCK-algebra if it satisfies the identities (x → y) → y = (y → x) → x (B1)
x → (y → z) = y → (x → z) (B2)
x → x = 1 (B3)
This basis is due to H. Yutani [11] ; we will not need the larger quasivariety of BCK-algebras in this paper. The constant 1 can be eliminated so that a commutative BCK-algebra can be viewed as an algebra of type 2 by replacing (B3) with x → x = y → y and replacing (B4) with (x → x) → y = y. It is known that the variety of commutative BCK-algebras is not 1-based [10] . Recently, Padmanabhan and Rudeanu showed that the variety is 2-based, and gave the following explicit basis [9, Lemma 6] .
Here we offer the following particularly elegant improvement. Theorem 1.2. The following identities form a basis for the variety of commutative BCKalgebras:
Commutative BCK-algebras have a natural upper semilattice structure defined by x ∨ y = (x → y) → y. The constant 1 is the top element of this semilattice. A commutative BCKalgebra is bounded if there is also a bottom element 0. D. Mundici showed that MV-algebras and bounded, commutative BCK-algebras are term equivalent [8] A commutative BCK-algebra (A, →, 1) (or (A, →)) is said to be an LBCK-algebra (" L" for Lukasiewicz) if it is a →-subreduct of a bounded, commutative BCK-algebra (A, →, 1, 0) (or (A, →, 0)) [6] . The class of LBCK-algebras is a subvariety of the variety of commutative BCK-algebras axiomatized by (B1)-(B4) (or the equivalent forms after removing 1) and
By Theorem 1.2, a 3-base for LBCK-algebras is given by (C1), (C2) and (B5). However, there is also a nice 2-base.
The following identities form a basis for the variety of LBCK-algebras:
In §2, §3 and §4, we prove Theorems 1.1, 1.2 and 1.3, respectively. Finally in §5, we give some open problems.
MV-algebras
In this section we prove Theorem 1.1. First we show that MV-algebras satisfy the identities (M1) and (M2).
Lemma 2.1. Every MV-algebra satisfies (M1) and (M2).
Proof. First, we observe that
For (M1), we have
For (M2), we compute
This completes the proof of the lemma.
Lemma 2.2. Let (A, ⊕, ¬) be an algebra satisfying (M1) and (M2). Then (A, ⊕, ¬) is an MV-algebra.
Proof. By (M1), any expression of the form ¬(x ⊕ (¬x ⊕ y)) is a left identity element for ⊕. We denote this expression by e x,y so that
Our first step is to give two simpler consequences of (M2) which we will use in the rest of the proof rather than (M2) itself. Now in (M2), set x = e w,w and use (2.2) three times to get
Also, set z = e w,w in (M2), and use (2.2) three times to get
In the next step, we determine the constant 0. First, set z = e w,w in (2.3) and use (2.2) three times to get ¬(¬y ⊕ ¬u) ⊕ ¬(u ⊕ ¬(y ⊕ u)) = y . (2.5) Now set y = e x,z in (2.5) reversed to get
which gives, ¬(u ⊕ ¬u) = e x,z . The left side of this last equation does not depend on x and z, and the right side does not depend on u, so both sides are constant. Thus we now define
Now we turn to the axioms themselves, starting with (A3). By (M1) (or (2.2)), we have
which is almost (A3). In (2.3), take u = ¬z and apply (2.6) twice to get
which gives ¬(¬y ⊕ 0) = y . (2.9) Using this in the left side of (2.8), we have y ⊕ 0 = y, which is (A3).
Applying (A3) to (2.9), we obtain ¬¬y = y, which is (A4).
= ¬(¬0 ⊕ x) . So applying ¬ to both sides of this and using (A4), we have
which is almost (A5).
To prove (A5) itself, we compute
thus establishing the claim. The next and longest part of the proof is of commutativity (A2). Set u = 0 in (2.3), apply (A3) twice and (2.7) once to obtain
Adding ¬y ⊕ ¬z on the left to both sides of this and reversing, we get
Setting y = ¬x and z = ¬y, and applying (A4) twice, we obtain
In (2.5), set y = x ⊕ z and u = ¬x. Then y ⊕ u = ¬0 by (2.11), and so (2.5) reversed becomes
Replacing z with y and reversing this gives
Replacing z with x, u with y and reversing this, we have
In (2.3), let y = ¬x and z = x. Then ¬y = x by (A4), and so (2.3) reversed becomes
Reversing this and replacing u with y, we have
In (2.5), set u = ¬(y ⊕ z). Then ¬(¬y ⊕ ¬u) = ¬(¬y ⊕ (y ⊕ z)) = e ¬y,y = 0 by (A4) and (2.6), and so (2.5) reversed becomes
Apply (A4) to both sides of this, replace y with x, z with y, and reverse to obtain
In (2.4), replace x with ¬x, y with ¬y and set u = y⊕¬(x⊕y). Then ¬(¬(¬x⊕¬y)⊕¬u) = ¬x by (2.5), and so (2.4) reversed becomes
Replacing x with ¬x once again and using (A4), our last calculation yields
In (2.5), set y = x and u = ¬(y ⊕ ¬(¬x ⊕ y)). Then ¬u = y ⊕ ¬(¬x ⊕ y) by (A4), and so (2.5) reversed becomes
Now apply (A4) to both sides of this last calculation and exchange the roles of x and y to obtain
Next, we compute In (2.16), take x = u ⊕ ¬(u ⊕ v) and y = ¬(u ⊕ v). Then ¬x ⊕ y = ¬u by (2.14), and so the left side of (2.16) becomes
The right side of (2.16) becomes
Replacing u with x and v with y, we now have
In (2.18), take y = ¬(x ⊕ z) ⊕ x. Then ¬y ⊕ x = x ⊕ z by (2.12), and so (2.18) reversed becomes
Replacing z with y and reversing, we have
In (2.17), take x = u ⊕ v and y = ¬(u ⊕ ¬(u ⊕ v)). Then y ⊕ ¬x = ¬u by (2.14) and ¬y = u ⊕ ¬(u ⊕ v)) by (A4), and so (2.17) reversed becomes
Replace u with x and v with y, and reverse to get
In (2.21), take x = ¬(u ⊕ (¬v ⊕ u)) and y = ¬(v ⊕ ¬u). Then ¬(x ⊕ y) = v by (2.17). Thus (2.21) reversed becomes
Next, in (2.15), set x = ¬(v ⊕¬(¬u⊕v)) and y = ¬(u⊕¬v). Then by (2.17), ¬(x⊕y) = u, and so the right side of (2.15) becomes
The left side of (2.15) is
So replacing u with x and v with y, we have obtained
Next, we compute
Now in (2.4), take u = ¬(y ⊕ x). We have
and hence we obtain
Now apply (A4) to each side, and replace u with x and z with y to obtain
The right side of (2.23) becomes
Thus, we have
Next, in (2.24), set x = ¬(u ⊕ v) and z = v ⊕ u, and reverse to obtain
(2.28) Now we apply (2.28) to (2.25) to get
We have therefore established the commutativity of ⊕, that is, (A2).
Applying (A2) to the left side of (2.23) once and the right side twice, we obtain (A6). All that remains is to establish associativity (A1).
Adding u ⊕ (¬(x ⊕ (y ⊕ u))) to the left on both sides of (2.4) and reversing, we get
Replacing u with z, this gives
Rearranging this using (A2), we have
In (2.29), take x = v ⊕ u and z = ¬(v ⊕ (u ⊕ y)). Then x ⊕ (y ⊕ z) = ¬0 by (2.29), and so with the new variables, (2.29) reversed becomes
Replacing v with x, u with y and y with z, this gives
and also
Now using (A2), rewrite (A6) as x ⊕ ¬(x ⊕ ¬y) = y ⊕ ¬(y ⊕ ¬x). With x and y as above, this is
Applying (A4) to both sides followed by (A3), we have (
, that is, we have associativity (A1).
Putting Lemmas 2.1 and 2.2 together, we almost have Theorem 1.1. All that remains is to check the independence of (M1) and (M2). We just give the models, leaving the detailed verifications to the reader.
On a 2-element set {0, 1}, define x ⊕ 0 = 0 ⊕ x = 0 for all x, 1 ⊕ 1 = 1 and ¬x = 1 for all x. This model satisfies (M1), but not (M2).
On a 2-element set {0, 1}, define x ⊕ y = 1 and ¬x = 0 for all x, y. This model satisfies (M2), but not (M1).
Remark 2.3. Note that (2.3) and (2.4) were the only direct consequences of (M2) used in the proof. Thus we have also shown that (M1), (2.3) and (2.4) is a 3-base for MV-algebras.
Commutative BCK-Algebras
In this section we prove Theorem 1.2. We start with the easy direction.
Lemma 3.1. Every commutative BCK-algebra satisfies (C1) and (C2).
Proof. (C1) follows immediately from (B3) and (B4). For (C2), we have
as claimed.
Lemma 3.2. Let (A, →) be an algebra satisfying (C1) and (C2). Then (A, →) is a commutative BCK-algebra.
Proof. First, we show that x → x is a constant, that is, x → x = y → y. Indeed,
We now define 1 = x → x and note that this definition and (C1) give (B3) and (B4). (B1) then follows from taking z = 1 in (C2) and using (B4) on both sides.
To prove (B2), we need the following identities:
For (3.1), we compute
For (3.2), we compute
Next we show
Indeed, we have
Finally, we prove (B2) as follows:
From Lemmas 3.1 and 3.2, we almost have Theorem 1.2, modulo checking the independence of (C1) and (C2). As before, we just give the models, leaving the details to the reader.
On a 2-element set {0, 1}, define x → 0 = 0 and x → 1 = 1 for all x. This model satisfies (C1), but not (C2).
On a 2-element set {0, 1}, define x → y = 1 for all x, y. This model satisfies (C2), but not (C1).
LBCK-algebras
In this section we prove Theorem 1.3. As usual, we start with the easy direction. Proof. We will use not only (B1)-(B4), but also identities derived in §3. First, (L1) is just (C1), so Lemma 3.1 applies.
To obtain (L2) will require more work. First, we show
Next, we show
Putting this together, we compute
giving us
Finally, in (4.5), replace z with z → x to get
This establishes (L2).
Lemma 4.2. Let (A, →) be an algebra satisfying (L1) and (L2). Then (A, →) is an LBCKalgebra.
Proof. First, we establish
Next we verify (B1), we compute
establishing the claim. Our next goal is to show that the expression x → x is a constant. First, we have
Next,
which shows that x → x is a constant. We thus set
This is (B3), and then (L1) gives (B4). Next,
= (x → (x → x)) → (x → 1) (4.6) = x → 1 , which establishes (3.1).
Next we prove (3.2) as follows:
x → (y → x) Finally, we verify (B2) as follows:
x → (y → z) (4.9) = ((z → y) → y) → (x → z) = y → (x → z) .
We have almost finished Theorem 1.3 thanks to Lemmas 4.1 and 4.2. All that remains is to check the independence of (L1) and (L2). As before, we just give the models.
On a 2-element set {0, 1}, define x → 0 = 0 and x → 1 = 1 for all x. This model satisfies (L1), but not (L2).
On a 2-element set {0, 1}, define x → y = 1 for all x, y. This model satisfies (L2), but not (L1).
Problems
We start with an obvious question. (1) Is there a 2-base for MV-algebras with at most three variables? (2) Is there a 2-base for MV-algebras with one axiom no longer than (M1) and the other shorter than (M2)?
