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Abstract 
Today’s scientific texts are complex and multimodal. Due to new technology, the number of 
images is increasing, as is their diversity and complexity. Interaction with complex texts and 
visualisations becomes a challenge. How can we help readers and learners achieve multimo-
dal literacy? We use data from the audio description of a popular scientific journal and think-
aloud protocols to uncover knowledge and competences necessary for reading and understan-
ding multimodal scientific texts. Four issues of the printed journal were analysed. The aural 
version of the journal was compared with the printed version to show how the semiotic inter-
play has been presented for the users. Additional meaning-making activities have been identi-
fied from the think-aloud protocol. As a result, we could reveal how the audio describer com-
bined the contents of the available resources, made judgements about relevant information, 
determined ways of verbalising visual information, used conceptual knowledge, filled in the 
gaps missing in the interplay of the resources, and reordered information for optimal flow and 
understanding. We argue that the meaning-making activities identified through audio descrip-
tion and think-aloud protocols can be incorporated into instruction in educational contexts 
and can thereby improve readers’ competencies for reading and understanding multimodal 
scientific texts. 
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1. Introduction 
Today’s printed and digital texts are not only linguistic but are also complex and multimodal. 
This means that, in addition to the linguistic text, they also contain images and graphic de-
vices of various kinds: photos, drawings, diagrams, graphs, tables, maps, timelines, and flow-
charts, as well as boxes, frames, and various layout elements.  
  However, knowledge about how we actually interact with these messages is limited. 
Although the composition of multimodal texts and their potential for meaning-making has 
been discussed in a social semiotic context (Kress & van Leeuwen, 1996/2006), and in a rhe-
torical context (Bateman 2008), there is still little known about how users actually are affec-
ted by and interact with text design, how they read complex texts, what attracts their attention 
and what does not, and how they integrate information from the language, images, and grap-
hics (Holsanova 2014a).  
 Since the diversity and complexity of images in scientific texts is increasing, interaction 
with complex texts becomes a cognitive challenge that requires several competences (Jewitt 
& Kress 2003, Kress & van Leeuwen 1996/2006, Unsworth & Cléirigh 2014, Holsanova 
2019). It becomes more difficult to read and understand complex visualisations and to identi-
fy their relevance in specific contexts. In order to be able to use complex text consisting of 
language, images, and graphics in the classroom and in everyday life, it is necessary for users 
to possess new knowledge, skills, and competences (Behnke 2017). In particular, the use of 
images in science calls for specialised knowledge and competences. Learners need to be 
gradually and critically trained to use a visual scientific coding orientation (Unsworth 
1997:35, Kress & van Leeuwen 1996/2006).  
 Researchers also formulate the need to redefine literacy in the current curriculum with-
in the framework of multimodal literacy, something which is necessary for reading, viewing, 
responding to, and producing multimodal and digital texts (Walsh 2010:211). The first steps 
on this road have been taken. Unsworth & Macken-Horarik (2014) report that a new Aus-
tralian curriculum for English emphasises the multimodal nature of literacy and requires stu-
dents in primary and secondary schools to develop explicit knowledge about visual and ver-
bal grammar as a resource for text interpretation and text creation. Lim (2018) applies an in-
structional approach to multimodal literacy, informed by Systemic Functional Theory, to 
teach multimodal texts and describes a trial of this in a secondary school in Singapore. In a 
Swedish context, Danielsson & Selander (2016) have developed a model for working with 
multimodal texts in education. 
 However, the concept of multimodal literacy still remains vague. Exactly which types 
of knowledge, skills, and competences does multimodal literacy include? How can we dis-
cover them? How can we help readers and learners achieve scientific and multimodal litera-
cy? How can we enhance their ability to identify which meanings are created by the individ-
ual modes and which meanings are created by the interactions of these modes (Kress 2003)? 
In our study, we use a novel method – a combination of an audio description of a Swedish 
popular scientific journal and concurrent think-aloud protocols created during the audio de-
scription task – to uncover knowledge and competences necessary for reading, understanding, 
and creating multimodal scientific texts. The focus of the present article is on the users’ activ-
ities during actual interaction with complex multimodal texts. The objective of the study is to 
reveal the dynamic interpretative processes of meaning-making.  
 After an introduction to the theoretical framework, methods, and material, the results 
from four steps of analysis are summarised. The resources of language, images, and graphics 
used in the journal are characterised to show how they are deployed in scientific explanation. 
The methods of concurrent think-aloud protocols and audio description are illustrated by the 
audio description of a diagram. The traces of meaning-making activities from the interaction 
with the multimodal journal – as revealed by the methods – are summarised. The results and 
methods are discussed. It is argued that the combination of audio description and think-aloud 
protocol can be successfully used as a novel method to reveal multimodal competences. Fi-
nally, conclusions are drawn concerning the possibility of incorporating the results of the 
study into tailored instruction for educational purposes, with the aim of improving novices’ 
understanding of multimodal scientific texts. 
2. Theoretical framework  
In our empirical study, we apply a framework of social semiotic theories (Kress & van Le-
euwen 1996/2006, Jewitt & Kress 2003, O’Halloran et al., 2012) – in particular concerning 
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both the visual construction of specialised knowledge (Unsworth 1997) and text-image rela-
tions (Martinec & Salway 2005, Unsworth & Cléirigh 2014) – in combination with cognitive 
theories on the reception of multimodality (Holsanova et al. 2006, Holsanova 2008, Holsano-
va & Nord 2010, Boeriis & Holsanova 2012, Holsanova 2014a,b, Holsanova 2016), and 
pragmatic theories of multimodal meaning-making (Bucher 2017). The focus is on the actual 
use of multimodal texts. 
 Based on the theory of metafunctions in verbal and visual communication (Kress and 
van Leeuwen (2006/1996), Unsworth (1997) examines meanings in images. He distinguishes 
three kinds of meaning: (a) ideational or representational, (b) interactive or interpersonal, and 
(c) textual or compositional. The ideational or representational meanings in images can be 
either narrative (involving action; mental or verbal processes) or conceptual (concerned with 
more abstract classification or decomposition of objects and processes). Interactive or inter-
personal meanings in images are limited to the issue of modality (to what extent images are 
naturalistic representations of reality). Unsworth (1997) refers to the various representations 
of reality as coding orientations: naturalistic (e.g., colour photographs, movies, and video, 
which depict reality as it is seen ‘naturally’), realistic (e.g., drawings and paintings that ap-
proximate the natural features of phenomena), or scientific (e.g., schematic and conventional 
line drawings in science). Finally, textual or compositional meanings of images concern the 
ways in which layout influences what kind of emphasis is given to images (e.g., relative 
salience and prominence of images on the page or screen). 
 Complex multimodal texts can be studied from the perspectives of both production and 
reception (Bucher 2007, Holsanova 2012b, 2014a,b). The production perspective focuses on 
the interplay between various resources, their contribution to the content of the message, and 
their orchestration in order to achieve a certain effect; this process is often referred to as in-
tersemiosis (O’Halloran et al. 2012). The reception perspective is closely connected to recipi-
ents’ ability to select, attend to, and process information, as well as to their ability to integrate 
information from various resources and to fill in the ‘gaps’.  
 In previous research, eye-tracking methodology has been used in research on the recep-
tion of multimodality. Using eye movement measurements we are able to follow the reading 
and scanning processes in detail. We can trace exactly not only what is looked at, but also 
where, when, and how often (Holsanova 2014a). By complementing eye tracking with other 
measurements, and using a triangulation of methods (Holsanova 2012), researchers have been 
able to trace users’ interactions in detail (Bucher 2017, Bucher & Niemann 2012, Holsanova 
2001, 2008, Holsanova et al. 2006, 2009, 2012, Kaltenbacher & Kaltenbacher 2015, van 
Gogh & Scheiter 2009). However, eye tracking data does not tell us about recipients’ under-
standing of the messages. We cannot conclude from the eye movement protocols alone what 
aspects and properties of an image element have been focused on, or at what level of abstrac-
tion. Visual fixation does not reveal which concept was associated with the element, or what 
the viewer had in mind. In order to trace the underlying thought processes, eye tracking has 
to be complemented with other measurements, and a triangulation of methods must be used 
(Holsanova 2012). Since the focus of our study is on meaning-making processes, the use of 
verbalisation in the form of audio description and think-aloud protocols is a good way to 
track these processes.  
 Audio description (AD) is primarily used to offer richer understanding and enjoyment 
for people with visual impairment and blindness. It is used to increase the accessibility of 
films, theatre performances, museum and art exhibitions – and complex printed materials. In 
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the specific context of the popular scientific journal, the task of the audio describer is to make 
the contents accessible by producing an aural version of the journal by transforming the con-
tents of text, images, and graphics into speech. In order to do so, the audio describer must as-
sess what to describe, determine how to describe it, and decide when to describe it (Holsano-
va 2016b). The audio describer is a mediator between the original producer and the end users. 
The goal of AD is ‘to do justice to the communicative aim of the author(s) and the communi-
cative needs of the recipients of the text’ (Reviers 2017:34).  
 The think-aloud method is a qualitative research method where participants speak aloud 
while performing a task (Ericsson & Simon 1993, van Someren, Barnard & Sandberg 1994). 
In general, this method is used to provide insights about participants’ thinking and decision-
making processes, especially regarding language-based activities. By using AD and concur-
rent think-aloud protocols during the AD task, we are able to uncover multimodal reading in 
process. 
 Research on reading in various media shows that readers sometimes have difficulties 
navigating texts, finding relevant information based on text and image, reading and interpre-
ting images and graphic representations, and making sense of the complete message of the 
text at hand (Holsanova 2010). Apart from that, the interpretation of tables, graphs, charts, 
and maps is based on rules, conventions, and prior knowledge. The reader must thus be able 
to combine perceptual and conceptual knowledge (what you see and what you know) to un-
derstand properly (Pettersson 2008, Unsworth & Cléirigh 2014). Some readers need instruc-
tion or guidance through a complex text with the help of various cues (Holsanova & Nord 
2011, Holsanova 2014, Holsanova et al. 2009, Scheiter, Holsanova & Wiebe 2008). This sup-
port can be provided by a design that guides learners’ attention towards its relevant aspects, 
by teachers’ general instructions, or – as we suggest here – by tailored instruction informed 
by the meaning-making activities identified via AD and think-aloud protocols.  
 There is a need for empirical research on readers’ interactions with multimodal messa-
ges in order to improve learners’ competences in dealing with multimodal texts and complex 
visualisations. The specific research questions are: How do readers actually interact with 
multimodal documents? How do they understand the multimodal interplay? How do they na-
vigate to find relevant information? How do they extract and integrate information from vari-
ous resources? 
3. Methods and material 
In this study, we used data from AD of a Swedish popular scientific journal, Forskning och 
Framsteg [Research and Progress], in combination with think-aloud protocols recorded du-
ring the AD task to trace thought processes during meaning-making. The ultimate goal was to 
gain access to knowledge and competences necessary for reading, understanding, and crea-
ting multimodal scientific texts. 
 The reason why is it advantageous to use audio description to uncover meaning-making 
activities lies in the double role of the audio describer. AD is characterised as ‘a complex 
cognitive-linguistic and intermodal mediation activity where creative meaning-making pro-
cesses during production and reception coincide’ (Braun 2007). On the one hand, the audio 
describer is a recipient of the text who must to read the text thoroughly; make sense of the 
language, images, and graphics and interpret their interplay; find semantic relationships 
among various resources; and identify the main message. On the other hand, the audio 
 4
describer is a producer who selects relevant pictorial information in the context of the mes-
sage, verbalises it, integrates it with the content of the written text, and transforms all this into 
speech (Holsanova, forthc.). Thus, the audio described version of the journal demonstrates 
how the semiotic interplay of the message has been understood and presented for the end 
users while it also shows traces of integration and meaning-making. When we then compare 
the spoken version with the printed one, the results of the interpretative meaning-making ac-
tivities are revealed. By using AD and concurrent think-aloud protocols during the AD task, 
we can trace thought processes and discover additional aspects of the dynamic meaning-ma-
king process. 
 The material consisted of three sources: (a) printed data from four issues of the Swedish 
multimodal popular science journal Forskning och Framsteg (2016–2018; 280 pages) , (b) 1
spoken data from the audio version of these four issues (twelve hours of recordings of which 
ten hours were of popular scientific articles), and (c) spoken data from think-aloud protocols 
recorded during the AD task (two hours). The journal has close contacts with the Swedish 
research community and publishes articles on a wide range of topics: research and advances 
in astronomy and physics, the environment and ecology, energy and technology, chemistry, 
medicine and psychology, animals and nature, history and archaeology, philosophy and et-
hics, language, cognition, culture, social science, and economics . 2
 The analysis of empirical data was conducted in four steps. First, the four issues of the 
printed journal were analysed concerning which semiotic resources are used in the journal 
and how text, images, and graphics are deployed in scientific explanation. Since the focus 
was on readers’ activities and their use of the material, the approach was to characterise and 
summarise the types of text, images, and graphics found in the printed material. Second, the 
aural version of the journal was compared to the printed version to show how language, ima-
ges, and graphics have been integrated and how the semiotic interplay has been presented for 
the end users. Third, the interpretative processes of meaning-making were revealed by think-
aloud protocols during the AD task. Fourth, on the basis of the comparison between the prin-
ted and the aural versions, together with the think-aloud protocols, we gained insights into 
activities of meaning-making.  
4. Analysis and results 
In the following we present results of the four steps of analysis. Section 4.1 summarises the 
results of the multimodal analysis of the resources used in the journal, whereas Sections 4.2 
and 4.3 illustrate traces of meaning-making processes extracted from the think-aloud pro-
tocols and from the AD, respectively. Finally, Section 4.4 summarises the main results of the 
study. It presents the meaning-making activities identified on the basis of all of the collected 
data. These activities show us the types of knowledge necessary for reading multimodal texts 
 The journal has been published since 1966. Thirty thousand copies of each issue are published, of which nine1 -
ty-eight percent go to subscribers. The printed edition of the journal is read by about 500,000 Swedes per year. 
On the Internet, FoF has more than 200,000 unique visitors per month. Half of the readers are men, half women. 
Retrieved 9 February 2020 from: https://fof.se/om-forskning-framsteg.
 The outline of the journal is as follows: Editorial, Readers’ letters to the editor, Introduction, Advances in a 2
number of specialised areas of research under the headings Humans, Environment, Technology, the Universe, 
Past & Present, Commentary, Questions & Answers, Everyday mystery (How things work), Books, Use your 
brain, Announcements, and Advertisements. Each printed issue is about seventy pages long, with the audio ver-
sion being roughly three hours long.
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that can also be applied for educational purposes. The following questions will be in focus: 
What activities is the audio describer involved in during reception of a multimodal popular 
scientific journal and during AD production? What meaning-making activities can be revea-
led through AD and think-aloud protocols? Which aspects of scientific and multimodal litera-
cy does the audio describer exhibit in the process of AD production and in the final audio 
version of the journal?  
4.1 Language, images, and graphics deployed in scientific explanation  
This section presents the results of the multimodal analysis of the journal Forskning och 
Framsteg (FoF) . The journal contains article texts, different types of images of varying 3
complexity such as photos, graphs, tables, maps, timelines, information graphics and dia-
grams, as well as layout elements such as highlighted fact boxes and quotations. All of these 
elements contribute to the content of popular science explanations and invite the reader to 
construct meaning. In the following, the resources in FoF will be briefly characterised with a 
focus on the visual construction of specialised knowledge (Unsworth 1997, Unsworth & Cléi-
righ 2014).  
In FoF the most frequent image type is a photograph. Photos can be characterised as 
narrative (involving action), with a naturalistic coding orientation (depicting reality as it is 
seen), containing portraits of people, animals, and environments. They also serve to identify 
the author or the researcher behind the article. Sometimes, FoF uses what are called genre 
photos with a generalised content (e.g., people with computers sitting around a table), vague-
ly associated with a topic or adding ambiance but not contributing to the main message of the 
article. Photos are rarely described by an audio describer. For the few that are described, this 
is done selectively, with a focus on those parts that are semantically relevant for the article 
they accompany.  
FoF uses a large number of layout elements that can be referred to as layout modules: 
e.g., fact boxes, quotations, captions, annotations. These layout elements have compositional 
meaning by showing the salience of certain parts of the article text and by putting emphasis 
on certain aspects of the message. Their shape and layout vary. They are often visually delim-
ited as a ‘gestalt’; or highlighted by a colour background; or contain text accompanied by 
numbers, icons, or colour-coded keywords; and their connection to the article text is marked 
by graphical means (arrows and lines). They draw readers’ attention to prominent parts of the 
article (Holsanova et al. 2006, 2009, Holsanova 2014a,b). 
Further, FoF uses diagrams, graphs, maps, tables, and timelines to visualise the article 
content. These types of images can be characterised as conceptual (classify or decompose ob-
jects and processes), scientific (contain schematic and conventional representations), and 
multimodal (include captions, headlines, symbols, colours, annotations). They are only audio 
described when relevant and complementary to the main text (e.g., when the article text men-
tions a general tendency and the diagram contributes concrete details). 
Information graphics (IG) is mainly used in FoF to explain complex processes and to 
show how things work in everyday life. IG can be characterised as both narrative and concep-
tual since it depicts action and the decomposition of objects. It has both a realistic and a sci-
entific coding orientation since it contains images that approximate natural phenomena, as 
 The author would like to thank Erika Sombeck who assisted in the analysis presented in 4.1.3
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well as schematic conventional representations. This type of visualisation is complex and 
multimodal. It includes other types of images and layout elements, such as maps, diagrams, 
timelines, text modules, headlines, numbers, drawings, arrows (indicating direction, connec-
tion, and movement), zoom-in boxes, speech bubbles, etc. With respect to navigation it some-
times offers multiple reading paths. A challenge for the audio describer is to find a logical, 
optimal way of presenting this and creating a narrative ‘flow’. 
4.2 Traces of meaning-making processes in think-aloud protocols. Case study diagram 
By using concurrent think-aloud protocols during the AD task, we were able to reveal the 
steps in the dynamic meaning-making process during the interaction with the multimodal 
journal. The audio describer was asked to ‘Comment on what you are thinking and doing in 
the process of audio description.’ As a result, the audio describer reflected on his activities, 
mentioned problems, drew inferences, tested several versions, and verbalised a wide range of 
thoughts. The informant who produced the audio version of the journal, PL, is an authorised 
and experienced audio describer who has been in charge of AD for FoF since 2011. He has 
previous experience as an actor, vocal artist, and producer; has good verbalisation skills; and 
has no problems putting his thoughts into words.  
 To illustrate the methodology, we present one example in detail: the audio description 
of a diagram included in an article about the increasing use of the Internet and mobile phones 
(FoF 3/2018, p. 28, cf. Figure 1). The challenge for the audio describer has been to find the 
most exact, comprehensive, and recipient-friendly way of describing it. Example 1 shows a 
section of a think-aloud protocol recorded by the audio describer during the description of 
this diagram. He is commenting online while reading the diagram. Later on, he trys out a first 
version of AD on the fly, improves it, takes notes, and produces a final version of AD in the 
studio (cf Section 4.3). 
Here is a bar chart, it is on page twenty-eight of Forskning och Framsteg 2018, issue 
number three, and it shows a mobile phone that a cartoon figure is holding in its hand. 
There are two charts and I see that the heading is ‘Uses the Internet and mobile phone 
more than three hours a day’. … Does the heading belong to both charts? I think so. I 
also see that it concerns 2005, 2010, 2016 and that the first group refers to 9- to 12-
year-olds with certain numbers and the next group to 13- to 16-year-olds. I think that I 
will need to do something repetitive here, alternatively that I say the numbers 2005, 
2010, 2016 in succession and then I’ll hope that the user will remember it. … So… the-
re are two charts. I’ll take them one by one. I really have to divide it. After the title and 
after the years and age groups. I will start with the Internet and then I think I need to 
reconnect to the heading ‘Use of the Internet for more than three hours a day’. Then I’ll 
go straight over to the years and percentages. I list them quickly, make a little rhythm of 
it all, and do the same for age group two. And through all that I have set up a system 
that makes it clear…. I see that the second chart with the mobile use has only two bars, 
not three. According to the colours, I can see that it only concerns the years 2010 and 
2016. 
Example 1: A section of the concurrent think-aloud protocol recorded during the AD task, 
transcribed and translated into English. 
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The journal article surrounding this diagram presents an overview and a general tendency sta-
ting that the use of the Internet and mobile phones is increasing. Since the diagram contains 
details about this increase that are not mentioned in the article text, the audio describer consi-
ders it to be relevant and decides to describe it. As we can observe in this extract, his thought 
processes concern identification of the type of images (figurative and diagrammatic) and the 
structure of the diagram and its integral parts, as well as the categories (age groups, years) 
and the relative quantities of different categories (percentages expressed by the bars). The 
audio describer is using proper terminology (bar chart); establishing semantic relations 
between the heading, the data visualisations, and the labels; reading the chart according to 
particular rules and conventions (interpreting bar colours); and reconnecting visual informa-
tion to the overarching verbal heading. He is also expressing thoughts about how to group 
and divide the data presentation into coherent chunks as well as considering how to arrange it 
in order to create clear patterns so that the the most important facts will be easily understood 
and remember by the end users.  
4.3 Traces of meaning-making processes in the audio description of a diagram 
Next, we will have a look at the results of the audio description process, the final version of 
AD. The audio described version of the journal demonstrates how the semiotic interplay of 
the message has been understood and presented for the end users and in it can be seen traces 
of integration and meaning-making. Figures 1a,b illustrate the step-by-step process in the fi-
nal AD version of the diagram (read from top to bottom). From left to right, these two figures 
show (a) areas of interest in the diagram the audio describer focused on during AD, (b) the 
final version of the AD formulated by the audio describer, and (c) a summary of the activities 
extracted during this process. The audio description also reflects prosodic features (emphasis, 
pauses, and chunking into units of speech). The first two columns illustrate the dynamic pro-
cess of how the audio describer step-by-step focused visual and verbal attention on different 
aspects of the diagram, formulating one idea at a time (Holsanova 2001, 2008, 2011). For 
practical reasons, the AD is divided into two figures: an overview in Fig. 1a, followed by a 
detailed description in Fig. 1b. The areas of interest that we marked in the diagram have been 
established by the audio describer on the basis of existing units (e.g., heading) and groupings 
of existing units (ages, years), or created by the audio describer as a new unit (e.g., young 
people, years 2010 and 2016) – the last one marked by dotted lines. 
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Figure 1a: First part of the AD of a diagram (overview): (a) visualisation of the step-by-step 
focus on various areas of interest in the diagram; (b) final version of the audio description; 
and (c) extracted meaning-making activities. 
Figure 1b: Second part of the AD of a diagram (details): (a) visualisation of the step-by-step 
focus on various areas of interest in the diagram; (b) final version of the audio description; 
and (c) extracted meaning-making activities. 
We can observe that the audio describer reconnects several times to the heading, formulates 
sub-summaries, groups similar information into units in various ways, creates new units ne-
cessary for the description (e.g., based on inferences from colours in the diagram), and makes 
the description ‘digestible’ by segmenting and portioning information. 
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4.4 Meaning-making activities and aspects of scientific and multimodal literacy 
In this section, we summarise meaning-making activities identified on the basis of all the col-
lected data. These activities and the associated questions below are the results of the applica-
tion of this study to educating for multimodal literacy. They tell us the type of knowledge as-
sumed by the scientific article in its different modalities. 
 Apart from the diagrams, we collected meaning-making activities from the AD of other 
types of images, layout elements, and visualisations found in FoF, such as tables, graphs, ti-
melines, maps, and information graphics. The meaning-making processes are reflected in the 
aural version of the journal and also become traceable through the think-aloud protocols crea-
ted during the AD. This method enables us to obtain direct access to cognitive and interpreta-
tive meaning-making processes. The various meaning-making activities of the audio descri-
ber were extracted on the basis of the comparison of the aural version of the popular scienti-
fic journal with the printed version and on the basis of think-aloud protocols during AD. The 
results illustrate how the audio describer – being both a recipient and a producer – extracted, 
combined, processed, and understood information from text, images, and graphics, and how 
he presented it for users.  
 The majority of the questions have been formulated by the audio describer himself. 
Some of the questions have been slightly reformulated by the present researcher, concerning, 
e.g., teminology (semantic links, segmentation). A small number of aspects have been partly 
expressed explicitly by the audio describer himself and partly inferred by the researcher ba-
sed on a comparison of the printed original with the aural version (e.g., reorganising the con-
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tent). The meaning-making activities have been organised by the researcher and are summari-
sed in the following five groups: 
(1) Assessment and decisions about relevant information. The first group of activities 
concerns the audio describer’s judgements about the relevance of information expressed in 
the visualisations in the context of the whole article. Not all visualisations are necessary for 
understanding the overall content of the article (e.g., decorative and genre images). At the 
same time, there are time and space restrictions that constrain the production of AD. There-
fore, an audio describer must assess what to describe and how to describe it, select relevant 
images and graphics (or their parts), and determine which of these are not relevant and can be 
eliminated. The following questions guide this process: 
What parts does the article consist of? What is the overall idea of the article? What kinds of 
images are there? (bar chart, pie chart, timeline). What do they contain? What purpose do 
these have in the context of the message? Do these images contribute with relevant informa-
tion? Or are they only decorative/genre images? Is the image content already expressed in 
the article text, in the caption, or elsewhere?  
(2) Interpreting various types of images. The second group of activities concerns ver-
balisation of visual content by using prior conceptual knowledge. The audio describer needs 
to identify the type of image, use appropriate terminology, and decide how the image or its 
parts should be described verbally. In order to read and understand complex visualisations, 
the audio describer uses knowledge about the area of expertise, i.e., specialised knowledge, in 
order to interpret tables, graphs, charts, and maps, and conceptual knowledge for interpreting 
solid lines (connections, trends, directions), dotted lines (expected results), colours in maps or 
bar charts (various categories, years), etc. The following questions guide this process: 
Which topic/area of expertise is this about? Which type of image is it? How should the image 
content be interpreted and verbalised? In how much detail should it be described? 
(3) Integrating various modes of representation during meaning-making. The third 
group of activities concerns identification of semantic links between language, images, and 
graphics and integration of various modes of representation into a coherent whole. On the 
basis of prior knowledge and everyday experience, the audio describer combines the contents 
of the available resources, creating links between headline, image, caption, and annotations 
and filling in the gaps missing in the interplay of the resources. The following questions 
guide this process: 
What is the relation between the content of the article text, the headline, images, graphics, 
annotations, etc.? Are the semantic links between related parts of the written text, the images, 
and the annotations marked (linguistically, graphically, or by spatial contiguity)? Or do these 
links need to be inferred and filled in? 
(4) Reorganising the content. The fourth group of activities concerns ordering, seg-
menting, and semantic grouping of information. When verbalising information from complex 
visualisations such as information graphics, timelines, diagrams, and flow charts, the audio 
describer must determine where to start and which way to continue. Since these kinds of vi-
sualisations allow multiple ways of reading, it is necessary to choose entry points and reading 
paths and to find the logical sequential order in the complex message (information graphics 
in particular). Sometimes, it is necessary to go back and reconnect to the headline (graphs and 
diagrams). In other words, the audio describer reorders information for optimal flow and un-
derstanding. Apart from navigation in a complex image, the audio describer is also involved 
in segmenting information into meaningful chunks and grouping similar information into 
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larger units. He is, moreover, engaged in creating summaries and introductions to information 
modules (diagrams, timelines, information graphics). To support understanding, he delivers a 
global overview first, followed by a more detailed description of an image (cf. previous dia-
gram example). The following questions guide this process: 
In what order should information be presented? What is the logical sequence supporting the 
narrative? Which system should be established for segmenting information? Which types of 
information belong together and should be presented together? How should this unit be in-
troduced and summarised? How can intonation, speech rate, emphasis, and pauses be used 
to group and highlight information? 
(5) Facilitating understanding and cognitive processing. The fifth group of activities 
aims at providing optimal understanding and flow and at considering the mental capacity and 
working memory of the recipients. The audio describer tries to make the description short and 
comprehensive, conveys information in easily digestible portions, and repeats information for 
better understanding. When transforming written text, images, and graphics into speech, the 
audio describer is aware of the role of vocal delivery. He uses voice quality and prosody – 
intonation, speech rate, emphasis, and pauses of different length – to highlight important in-
formation and to group certain bits of information. The following questions (that the audio 
describer himself commented on) guide this process: 
Is the image description understandable? Can I understand it myself if I close my eyes and 
listen? Will the user understand it and be able to remember the most important information? 
Can the user keep all this information in his head? Will the way I structure the content help 
the user to digest the information? 
5. Discussion 
Audio description has sometimes been defined as intersemiotic translation (following Jakob-
son’s taxonomy of 1959) since it transforms images into words. But this definition does not 
give the whole picture. The audio describer was indeed partly concerned with the mediation 
of visually constructed specialised knowledge, but as the revealed interpreting processes sug-
gest, his activities cannot be limited to replacing the visual part of the message with a verbal 
part. Rather, the audio describer was engaged in intermodal integration: he was making sense 
of verbal and visual information and interpreting images and graphics in connection with 
text. By taking a holistic grasp (Braun 2008), the audio describer supplemented what is lac-
king in the multimodal interplay to achieve a comparable understanding and experience for 
the audience (Holsanova 2020, Reviers 2017). The audio describer was thus involved in mul-
timodal mediating activities. We would therefore argue that the activities revealed here con-
stitute aspects of multimodal and scientific literacy necessary for reading, interpreting, un-
derstanding, and using complex multimodal texts (Jewitt & Kress 2003, Unsworth & Mac-
ken-Horarik 2014, Walsh 2010). Also, it shows that reception of multimodality cannot be 
restricted to decoding the semiotic resources. It is rather a complex process of deriving the 
content with the help of prior knowledge and on the basis of the context by making infe-
rences (Bucher 2017, Holsanova 2014b, Wildfeuer 2012). 
 One of the limitations of this study is that the data collected stems from a single audio 
describer. There is, however, a practical reason for that. It is still not very common that popu-
lar scientific journals are made accessible by producing aural versions, including AD of ima-
ges and graphics. To our knowledge, FoF is the only Swedish journal practising this and PL 
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is the only audio describer who has been hired for this task. However, future research could 
focus on the process of image descriptions when producing accessible teaching materials in 
various STEM subjects (Holsanova 2019). This would generate similar data and make it pos-
sible to collect meaning-making activities from several audio describers. 
 Although AD is an accessibility aid that is primarily used to offer a richer and more de-
tailed understanding and enjoyment for end users with visual impairment and blindness 
(Holsanova 2016a,b, Holsanova et al. 2016), initial attempts have been made to use AD for 
other audiences, beyond those with visual impairment. For example, AD has been used for 
second language learners for improving lexical competences (Walczak 2016), for acquisition 
of reading and writing skills (Kleege & Wallin 2015), as an aural guide to children’s visual 
attention (Krejtz et al. 2012a), and as a multimodal learning tool (Krejtz et al. 2012b). Rese-
archers claim that audio description pushes students to practise close reading of visual mate-
rial and deepens their analysis (Kleege & Wallin 2015). AD could also be useful for groups 
with print disability, e.g., it can support readers with dyslexia in interaction with complex 
multimodal texts by ‘suggesting’ where to look and which information to focus on and integ-
rate. In addition, AD can be of benefit to users on the autistic spectrum and can provide gui-
dance for readers with attentional disorders by directing readers’ attention towards relevant 
information and by suggesting entry points and reading paths. Finally, modified AD can be 
used as a focalisation tool for cognitively challenged audiences and facilitate access to the 
emotional content in multimodal narrative texts (Starr 2017). In sum, it has been shown that 
AD in educational settings can support learners in extracting relevant information, increase 
their understanding, and facilitate comprehension. 
6. Summary and conclusions 
The focus of the current study was on the actual use of multimodal materials and the aim was 
to trace the interpretative processes of meaning-making in readers’ interaction with complex 
multimodal texts. The study was conducted in the framework of social semiotic theories, in 
particular on the visual construction of knowledge and text-image relations. This was done in 
combination with cognitive theories on the reception of multimodality and pragmatic theories 
on multimodal meaning-making. A novel method based on recordings from the AD of a po-
pular scientific journal and think-aloud protocols created during the AD was used to empiri-
cally study meaning-making processes. The audio described version of the popular scientific 
journal, containing spoken scientific explanations, reflected a number of of meaning-making 
processes and demonstrated how text, images, and graphics in complex multimodal texts 
have been integrated by the audio describer. In addition to that, the think-aloud protocols per-
formed during the AD raised interesting questions and revealed a large number of important 
aspects and competences that are necessary for reading and understanding of multimodal sci-
entific texts. 
 As a result, we were able to trace a variety of meaning-making activities that occurred 
during the recipient’s dynamic interaction with complex multimodal texts. The audio descri-
ber – being first recipient and later producer – combined the contents of the available resour-
ces, made judgements about relevant information, determined ways of verbalising visual in-
formation, used conceptual knowledge, filled in the gaps missing in the interplay of resour-
ces, reordered information for optimal flow, and facilitated understanding and cognitive pro-
cessing.  
 13
 Based on our study, we suggest that the combination of AD and think-aloud protocols is 
a fruitful novel methodology for uncovering competencies necessary for processing and un-
derstanding multimodal scientific texts. We argue that the results of our study can be applied 
for educational purposes to promote multimodal and scientific literacy. In particular, we beli-
eve that the list of the meaning-making activities identified with the help of these methods 
can help students develop explicit knowledge about text-image integration and improve their 
competences in dealing with complex visualisations. By incorporating these aspects of mul-
timodal meaning-making into tailored instruction for specially designed programmes on mul-
timodal literacy, learners can be gradually and critically trained for reading and understanding 
scientific multimodal documents (Unsworth 1997, Kress & van Leeuwen 1996/2006). 
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