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Résumé
Un problème d'ordonnancement cyclique consiste à ordonner dans le temps l'exécution répé-
titive d'un ensemble d'opérations liées par des contraintes de précédence, en utilisant un nombre
limité de ressources. Ces problèmes ont des ap ! plications immédiates dans les systèmes de pro-
duction ou en in ! formatiq ue parallèle. Particulièrement, ils permettent de modéliser l'ensemble
des contraintes de précédence et de ressource à prendre en compte pour l'ordonnancement d'ins-
tructions dans les processeurs de type VLIW (Very Long Instruction Word). Dans ce cas, une
opération représente une instance d'une instruction dans un programme.
L'ordonnancement d'instructions de boucles internes est connu sous le nom de pipeline logiciel.
Le pipeline logiciel désigne une méthode efficace pour l'optimisation de boucles qui permet la
réalisation en parallèle des opérations des différentes itérations de la boucle. Dans cette thèse,
nous nous intéressons principalement au problème d'ordonnancement périodique qui est un cas
particulier de l'ordonnancement cyclique et qui est également la base du pipeline logiciel. Le
terme ordonnancement modulo désigne un ordonnancement périodique tel que l'allocation de
ressources pour une opération donnée n'est pas modifiée d'une itération sur l'autre ! .
Pour résoudre le problème, nous nous intéressons aux formulations de programmation linéaire
en nombres entiers, et notamment à la résolution du problème par des techniques de séparation,
évaluation, génération de colonnes, relaxation lagrangienne et des méthodes hybrides. En parti-
culier, nous proposons des nouvelles formulations basées sur des variables binaires représentant
l'exécution d'ensembles d'instructions en parallèle. Enfin, les méthodes développées ont été vali-
dées sur des jeux d'instances industrielles pour des processeurs de type VLIW.
Mot(s)-clé(s) : décomposition de Dantzig-Wolfe - méthodes hybrides - ordonnancement mo-
dulo - programmation linéaire en nombres entiers - relaxation lagrangienne.

Abstract
Integer linear programming for the resource-constrained modulo scheduling
problem
The resource-constrained modulo scheduling problem (RCMSP) is a general periodic cyclic
scheduling problem, abstracted from the problem solved by compilers when optimizing inner loops
at instruction level for very long instruction word parallel processors. Since solving the instruction
scheduling problem at compilation phase in less time critical than for real time scheduling, integer
linear programming (ILP) is a relevant technique for the RCMSP.
In this work, we are interested in the methods based on the integer linear programming for
the RCMSP. At first, we present a study of the two classic integer linear formulation for the
RCMSP. A theoretical evidence of the equivalence between the classic formulations is shown in
terms of linear programming (LP) relaxation. Secondly, based on the ILP formulations for the
RCMSP, stronger formulations for the RCMSP derived from Dantzig-Wolfe decomposition are
presented. In these formulations, the number of variables can be huge, for this reason, we pro-
posed a column generation scheme to solve their LP relaxations. We propose also the heuristics
methods based on the Lagragian relaxation and decomposed software pipelining. The heuristic
methods search the transformation of the classic integer linear programming for the RCMSP
for the performance improvement in the time for the search of solutions. All formulations are
compared experimentally on problem instances generated from real data issued from the STMi-
croelectronics ST200 VLIW processor family.
Key-words : integer linear programming, Dantzig-Wolfe decomposition, Lagrangian relaxa-
tion, modulo scheduling, heuristic methods.
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Introduction
Un problème d'ordonnancement consiste à organiser dans le temps la réalisation de tâches,
compte tenu de contraintes temporelles (délais, contraintes d'enchaînement) et de contraintes
portant sur la disponibilité des ressources requises. Un problème d'ordonnancement cyclique
consiste à ordonner dans le temps l'exécution répétitive d'un ensemble d'opérations liées par des
contraintes de précédence, en utilisant un nombre limité de ressources. Ces problèmes ont des
applications immédiates dans les systèmes de production ou en informatique parallèle. Particu-
lièrement, ils permettent de modéliser l'ensemble des contraintes de précédence et de ressource
à prendre en compte pour l'ordonnancement d'instructions dans le processeurs de type VLIW
(Very Long Instruction Word). Dans ce cas, une opération représente une instance d'une instruc-
tion dans un programme. L'ordonnancement d'instructions de boucles internes est connu sous
le nom de pipeline logiciel. Le pipeline logiciel désigne une méthode efficace pour l'optimisation
de boucles qui permet la réalisation en parallèle des opérations des différentes itérations de la
boucle. Dans cette thèse, nous nous intéressons principalement au problème d'ordonnancement
périodique qui est un cas particulier de l'ordonnancement cyclique et qui est également la base
du pipeline logiciel. Dans l'ordonnancement périodique, l'écart entre les dates de début de deux
occurrences successives d'une même tâche est égal au temps de cycle ou période λ. Dans un inter-
valle de longueur λ, chaque opération est exécutée exactement une fois. Le principal indicateur
d'un ordonnancement cyclique est ce temps de cycle ou période λ, car la minimisation de la pé-
riode λ équivaut à améliorer le rendement ou débit de l'ordonnancement. Un des objectifs de cette
thèse est d'étudier le problème de la minimisation de la période λ suivit de la minimisation d'un
objectif secondaire qui généralement s'exprime en fonction des dates de début des opérations.
Le terme ordonnancement modulo désigne un ordonnancement périodique tel que l'allocation de
ressources pour une opération donnée n'est pas modifiée d'une itération sur l'autre.
Cette thèse est dédiée au problème d'ordonnancement modulo sous contraintes de ressources
cumulatives, avec une application à l'ordonnancement d'instructions VLIW. Pour résoudre le
problème, nous nous intéressons aux formulations de programmation linéaire en nombres en-
tiers, et notamment à la résolution du problème par des techniques de séparation, évaluation,
génération de colonnes, relaxation lagrangienne et des méthodes hybrides. En particulier, nous
proposons des nouvelles formulations basées sur des variables binaires représentant l'exécution
d'ensembles d'instructions en parallèle. Enfin, les méthodes développées ont été validées sur des
jeux d'instances industrielles pour des processeurs de type VLIW. Ce manuscrit est structurée
de la manière suivante :
Le chapitre 1 a pour objectif d'introduire le problème de l'ordonnancement cyclique de base
et le problème de l'ordonnancement périodique. Un état de l'art sur les principaux problèmes
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d'ordonnancement cyclique est présenté. Ensuite, nous focalisons sur le problème de l'ordon-
nancement modulo sous contraintes de ressources (RCMSP). Les principales méthodes pour la
résolution de ce type de problèmes sont également détaillées. Nous concluons le chapitre avec la
présentation de l'architecture des processeurs de la famille ST200 car les expérimentations ont
été réalisées sur des problèmes d'ordonnancement d'instructions de ce type de processeur.
Le chapitre 2 aborde la recherche de bornes inférieures pour la période (λ) et pour le ma-
kespan (Cmax). Ces bornes sont obtenues à partir des formulations de programmation linéaire
en nombres entiers (PLNE) pour le RCMSP. Nous présentons d'abord les notions de base de
la PLNE et les formulations classiques décrites dans la littérature pour le problème d'ordon-
nancement de projets sous contraintes de ressources. Ces formulations sont en effet la base des
formulations PLNE pour le RCMSP. Nous présentons en détail les deux formulations PLNE plus
remarquables de la littérature. Ensuite, une étude théorique sur la qualité de leurs relaxations
est présentée. Finalement, nous clôturons le chapitre avec la présentation des résultats expéri-
mentaux pour la comparaison des bornes inférieures et des solutions optimales obtenues avec les
formulations PLNE pour le RCMSP.
Le chapitre 3 est consacré à la présentation de nouvelles formulations renforcées pour le
RCMSP basées sur la décomposition de Dantzig-Wolfe. Nous proposons d'appliquer la décom-
position de Dantzig-Wolfe aux formulations PLNE du RCMSP présentées dans le chapitre pré-
cédent. Ces nouvelles formulations sont basées sur le concept d'ensembles de tâches réalisables.
Les tâches d'un ensemble réalisable peuvent en effet être exécutées simultanément sans violer les
contraintes de précédence ou de ressources. Un schéma de génération de colonnes est présenté
pour la résolution des relaxations des nouvelles formulations afin d'obtenir de nouvelles bornes
pour la période λ et pour l'objectif secondaire. Des expérimentations pour l'évaluation de la
qualité de ces nouvelles bornes inférieures proposées sont presentées en fin de chapitre.
Le chapitre 4 décrit une autre méthode pour la recherche non seulement de bornes inférieures
pour la période λ et pour l'objectif secondaire, mais également pour la recherche de solutions
réalisables (bornes supérieures). Dans ce chapitre, nous proposons une relaxation lagrangienne à
partir de la dualisation de la contrainte de ressources de la formulation PLNE directe désagrégée
qui est présentée dans le deuxième chapitre. Nous proposons la résolution du problème dual à
partir de la transformation du problème lagrangien en un problème de coupe minimale dans un
graphe orienté. Ensuite, nous présentons une méthode pour la recherche de bornes supérieures
qui intègre les résultats de la relaxation lagrangienne dans la formulation PLNE décomposée
structurée (introduite dans le chapitre 2). Nous finissons le chapitre avec la présentation des
expérimentations pour l'évaluation des bornes supérieures obtenues à partir de la relaxation
lagrangienne.
Le chapitre 5 présente une approche hybride pour le problème du RCMSP. Le but est de
proposer une nouvelle approche pour la recherche de solutions réalisables tout en minimisant la
période λ. Cette approche est fondée sur le principe du pipeline logiciel décomposé. Il s'agit de
résoudre le problème en deux étapes : le décalage d'instructions et la compactation de la boucle.
Nous proposons une formulation qui articule le calcul du retiming pour la phase de décalage des
instructions et la formulation PLNE décomposée pour la phase de compaction de la boucle. Des
résultats expérimentaux sont presentés afin d'évaluer la qualité des solutions réalisables obtenues.
Ce chapitre est le résultat du travail réalisé en collaboration avec Abir Benabid (LIP6, Université
Pierre et Marie Curie) et Claire Hanen (LIP6, Université Paris Ouest Nanterre la Défense).
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Chapitre 1
Ordonnancement modulo sous
contraintes de ressources
Ce chapitre présente le problème de l'ordonnancement cyclique de base. Ce problème couvre
une variété de problèmes dans différents domaines. Dans le cadre de cette thèse, nous nous in-
téressons au problème d'ordonnancement périodique qui est un cas particulier du problème d'or-
donnancement cyclique. Nous nous sommes intéressé plus particulièrement au problème d'ordon-
nancement modulo sous contraintes de ressources. Ce problème apparaît en compilation pour les
processeurs VLIW et la technique de "pipeline logiciel" qui permet l'exploitation du parallélisme
inhérent aux structures de boucles. D'abord, nous présentons la formulation du problème d'or-
donnancement modulo sous contraintes de ressources et nous décrivons ensuite l'architecture des
processeurs de la famille ST200 puisque les expérimentations de cette thèse ont été réalisées sur
des problèmes d'ordonnancement d'instructions de ce processeur.
1.1 Introduction
Un problème d'ordonnancement consiste à organiser dans le temps la réalisation de tâches,
compte tenu de contraintes temporelles (délais, contraintes d'enchaînement) et de contraintes
portant sur la disponibilité des ressources requises. Un problème d'ordonnancement cyclique
consiste à ordonner dans le temps l'exécution répétitive d'un ensemble d'opérations liées par des
contraintes de précédence, en utilisant un nombre limité de ressources. Les principaux domaines
dans lesquels les problèmes d'ordonnancement cyclique peuvent apparaître sont, les problèmes de
systèmes de production (Boussemart et al., 2002; Cohen et al., 1985; Hanen and Munier, 1994a;
Christofides et al., 1987; Dinechin, 2004; Eichenberger and Davidson, 1997; Hanen and Munier,
1994b; Kubale and Nadolski, 2005; Ramchandani, 2006; Rajagopalan et al., 2001; Ramamoor-
thy and Ho, 1980) ou les problèmes d'informatique parallèle (Chaudhuri et al., 1994; Dinechin,
2004; de Dinechin et al., 2010; Eichenberger and Davidson, 1997; Hanen and Munier, 1994b;
Ramchandani, 2006; Rajagopalan et al., 2001; Ramamoorthy and Ho, 1980; Chrétienne, 2000;
Munier, 1996a; Hanen and Munier, 2009; Munier, 1996b). A titre d'exemple, l'exécution des
structures de contrôle de type itératif (boucles) dans une architecture à processeurs parallèles
peut être modélisée par un ordonnancement cyclique. La plupart des études dans le domaine
de la compilation pour les processeurs superscalaires modernes et les architectures VLIW 1 se
1. Very long Instruction Word ou Mot d'instruction très long.
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CHAPITRE 1. ORDONNANCEMENT MODULO SOUS CONTRAINTES DE RESSOURCES
focalisent sur le problème d'ordonnancement répétitif d'instructions. Ce problème est défini par
un ensemble d'opérations à ordonnancer, un ensemble de dépendances entre ces opérations et
l'architecture du processeur cible qui définit des contraintes de ressources complexes (Dinechin,
2004). Une opération est considérée comme une instance d'une instruction dans un programme.
L'ordonnancement d'instructions de boucles internes est connu sous le nom de pipeline logiciel.
Le pipeline logiciel désigne également une méthode efficace pour l'optimisation de boucles qui
permet la réalisation en parallèle des opérations des différentes itérations de la boucle.
Nous nous intéressons principalement au problème d'ordonnancement périodique qui est un cas
particulier de l'ordonnancement cyclique et la base du pipeline logiciel. Nous nous sommes intéres-
sés plus particulièrement au problème d'ordonnancement modulo sous contraintes de ressources
cumulatives, avec une application à l'ordonnancement d'instructions VLIW. Dans ce chapitre,
nous exposons le problème général d'ordonnancement cyclique, puis nous définissons le problème
d'ordonnancement modulo sous contraintes de ressources et son application au problème d'or-
donnancement d'instructions VLIW. Le chapitre est structuré de la manière suivante. La section
(1.2) est dédiée à la présentation du problème d'ordonnancement cyclique de base et de l'or-
donnancement périodique, ainsi qu'à leurs résolutions et à la présentation des différents types de
problèmes d'ordonnancement cyclique. Dans cette même section, nous présentons les problèmes à
machines parallèles dans le contexte cyclique et les principales approches pour leur résolution. La
section (1.3) est consacrée à la description du problème d'ordonnancement modulo. Les notions
de parallélisme de niveau et de pipeline logiciel sont également présentées. Ensuite, la définition
formelle du problème d'ordonnancement modulo sous contraintes de ressources est donnée. Nous
clôturons cette section avec la description de l'architecture ST200 et un exemple d'application
de l'ordonnancement modulo sous contraintes de ressources.
1.2 Problèmes d'ordonnancement cyclique classiques
1.2.1 Le problème central répétitif
Dans un problème d'ordonnancement cyclique, les tâches sont dites génériques et elles se
répètent une infinité de fois. Autrement dit, une tâche a différentes occurrences. Une occurrence
de tâche représente une réalisation de celle-ci. On note par O l'ensemble des n tâches génériques
et par < i, q > la qième ocurrence de la tâche générique i tel que i ∈ O, q ∈ N. Chaque
tâche générique i a une durée pi. Un ordonnancement σ affecte une date de début σ
q
i à chaque
occurrence < i, q >. L'ensemble σ = {σqi }q≥01≤i≤n définit donc un ordonnancement.
Définition 1 Le temps de cycle moyen de σ est défini par
z(σ) = lim
q→∞
maxi∈O(σ
q
i + pi)
q
(1.1)
L'inverse ξ = 1z(σ) est généralement référencé comme le rendement ou débit de l'ordonnancement
(Hanen and Munier, 1994b).
Le problème d'ordonnancement cyclique de base consiste à trouver un ordonnancement réalisable
minimisant le temps de cycle moyen z(σ) tout en respectant des contraintes de précédence entre
les tâches, explicitées un peu plus loin.
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Définition 2 Un ordonnancement est dit périodique avec une période λ si pour chaque tâche
générique i nous avons (Hanen and Munier, 1994b)
∀i ∈ O,∀q ≥ 1, σqi = σ0i + λq (1.2)
La période λ est égale au temps de cycle moyen z(σ). Le vecteur σ = {σ1, ..., σn} avec σi = σ0i
pour i = 1; . . . , n, est défini comme l'ordonnancement générique. Ce vecteur est répété chaque λ
unité du temps. La figure 1.1(b) donne un exemple d'ordonnancement de 10 tâches où chaque
tâche est exécutée chaque unité de temps (λ = 1). Nous avons représenté trois occurrences
de chaque tâche. La première occurrence de chaque tâche est affichée en gris et les autres en
blanc. Dans l'ordonnancement périodique, l'écart entre les dates de début de deux occurrences
(0,0)
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(1,0)
(1,0)
(1,4)
(1,1)
(0,4)
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Figure 1.1  Graphe de précédences et ordonnancement périodique de période λ = 1
successives d'une même tâche est égal au temps de cycle (ou période) λ. Dans un intervalle
de longueur λ, chaque tâche est exécutée exactement une fois. Le principal indicateur d'un
ordonnancement cyclique est le temps de cycle ou période λ, car la minimisation de la période λ
équivaut à améliorer le rendement ou débit de l'ordonnancement.
Une contrainte de précédence représente la relation de succession entre deux tâches. Dans
l'ordonnancement cyclique, les contraintes de précédence (appelées aussi contraintes de dépen-
dance par référence aux applications informatiques) portent sur les occurrences de tâches. Une
dépendance entre deux tâches (i, j), associée à une distance (ou hauteur) ωji , génère pour toute
occurrence q de i une contrainte de précédence entre les occurrences < i, q > et < j, q+ωji >, ce
qui définit une contrainte uniforme. L'ensemble des contraintes de précédence peut être modélisée
par un graphe orienté G = (O,E). Les arcs de G sont pondérés par deux fonctions θ : O → N et
ω : O → N appelées latence (ou longueur) et distance (ou hauteur) telles que si eji désigne
un arc entre le n÷ud i et j, alors eji correspond à la contrainte uniforme suivante (Hanen and
Munier, 1994b) :
∀q ≥ 1, σqi + θji ≤ σq+ω
j
i
j . (1.3)
La figure 1.1 (a) donne un exemple de contraintes de précédence avec la paire (latence, distance)
indiquée sur chaque arc et l'ordonnancement périodique présenté dans la figure 1.1 (b) respecte
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ces contraintes pour λ = 1. Le triplet (G, θ, ω) est référencé comme un graphe uniforme. Un cas
particulier remarquable est lorsque la latence θji est égale à la durée de l'opération pi, ce qui
implique que la tâche < j, q+ ωji > peut débuter au plus tôt après la fin d'exécution de la tâche
< i, q >.
Dans le contexte de l'ordonnancement d'instructions, la distance indique que le résultat de la
tâche i d'une itération q quelconque est utilisé par la tâche j de l'itération q + ωji . La tâche
i est liée à l'opération j par une contrainte de précédence intra-itération si ωji = 0 ou par une
contrainte de précédence inter-itération si ωji > 0. La distance ω représente le nombre d'itérations
qui séparent les instances de i et j. Par exemple, la figure 1.2 illustre les notions de latence et de
distance entre deux tâches (i, j) tel qu'il existe une contrainte de précédence définie par θji = 2
et ωji = 1, avec λ = 2.
1 2 1 2
ωji = 1
λ = 2
θ
j
i
= 2
j; q
i; q
j; q + 1 q + ωji itération de la tâche j
Figure 1.2  Exemple de latence et distance.
Le problème d'ordonnancement cyclique de base peut être exprimé comme suit :
min z(σ) (1.4)
s.c
σqi + θ
j
i ≤ σq+ω
j
i
j ∀(i, j) ∈ G, q ∈ Z. (1.5)
σqi + pi ≤ σq+1i ∀i ∈ O, q ∈ Z. (1.6)
σqi ≥ 0 ∀i ∈ O (1.7)
L'objectif est la minimisation du temps de cycle moyen z(σ) donné par l'expression (1.4). Les
contraintes (1.5) représentent l'ensemble des contraintes de précédence entre la qième occurrence
de la tâche générique i et la (q + ωji ) occurrence de la tâche générique j. Les contraintes (1.6)
imposent que la (q + 1)ième occurrence de la tâche générique i ne peut commencer avant la
fin d'exécution de la qième occurrence de la tâche i. Il a été prouvé dans Hanen and Munier
(1994b); Ramchandani (2006) que si le problème de base de l'ordonnancement cyclique admet
une solution, il existe alors un ordonnancement périodique qui minimise le temps de cycle moyen.
Nous pouvons donc insérer (1.2) dans (1.5) et (1.6) et, en considérant σ0i = σi, nous obtenons le
problème d'ordonnancement cyclique de base suivant :
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min λ (1.8)
s.c
σi + θ
j
i − λωji ≤ σj ∀(i, j) ∈ G. (1.9)
Nous notons immédiatement que le problème de décision associé (existence d'un ordonnan-
cement de temps de cycle λ donné) est polynomial (résolution d'inégalités de potentiels). Le
temps de cycle moyen minimal peut être donc obtenu en cherchant le plus petit λ vérifiant ces
inégalités.
Un algorithme de résolution efficace peut être tiré de l'analyse des circuits critiques (Hanen
and Munier, 1994b). Si µ représente un circuit dans le graphe G, la latence du circuit est θ(µ) =∑
(i,j)∈µ
θji et la distance du circuit est ω(µ) =
∑
(i,j)∈µ
ωji . Nous définissons h(µ), la valeur du circuit
µ, comme le rapport θ(µ)ω(µ) . Le circuit ayant la valeur maximale de h(µ) est le circuit critique de
G. Les résultats suivants ont été établis dans Hanen and Munier (1994b); Kampmeyer (2006).
 Le problème d'ordonnancement cyclique de base admet une solution si et seulement si tout
circuit µ de G est de distance strictement positive.
 Pour tout circuit µ, h(µ) est une borne inférieure du temps de cycle moyen.
 Si le problème d'ordonnancement cyclique de base admet une solution, le temps de cycle
moyen minimal est alors égal à la valeur du circuit critique.
Plusieurs algorithmes polynomiaux sont disponibles pour calculer le circuit critique. Un al-
gorithme en O(n3 log n) est proposé dans Hanen and Munier (1994b).
Dans la figure 1.3 nous donnons un autre exemple de graphe G de précédences. Chaque arc
est caractérisé par deux valeurs, (θ, ω), la latence et la distance, respectivement.
1
7
(1,1)
(3,0)
(2,1)
(2,1)
(2,1)
(1,0)
(1,0)
(0,0) (2,1)
5
2
4
6
3
h(µ3) = 3, 33
h(µ2) = 3
h(µ1) = 4µ1 = (1, 2, 3, 4, 1)
µ3 = (1, 2, 3, 5, 6, 7, 4, 1)
µ2 = (1, 2, 3, 5, 4, 1)
Figure 1.3  Circuit critique de valeur λ = 4
Dans ce graphe nous avons trois circuits {µi}1≤i≤3. Pour chacun d'eux, nous calculons la va-
leur de h(µi). Le circuit critique est le circuit µ1, car la valeur h(µ1) est maximale. Nous pouvons
voir que la valeur h(µ1) = 4 est égale à la valeur du temps de cycle λ = 4 dans la figure 1.4 qui
représente l'ordonnancement optimal correspondant au graphe de précédences ci-dessus.
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1,0
2,0
3,0
4,0
5,0
6,0
7,0
3,1
4,1
5,1
6,1
7,1
1 2 3 4 5 6 7 8
2,1
1,1
Figure 1.4  Exemple d'ordonnancement avec λ = 4.
Avec une valeur de λ fixée, nous obtenons un graphe avec les valeurs des arcs égales à θji−λωji .
Dans la figure 1.5, nous donnons des graphesG où chaque arc est caractérisé par la valeur θji−λωji .
Deux cas sont présentés, le premier cas avec une valeur fixée à λ = 4 et le deuxième avec une
valeur fixée à λ = 3.
1
7
5
2
4
6
3
0
1
1
−2
−2
−2
−2
3
−3
1
7
5
2
4
6
3
0
1
−1
1
−1
−1
3
−1
−2
µ1 = (1, 2, 3, 4, 1)
µ3 = (1, 2, 3, 5, 6, 7, 4, 1)
µ2 = (1, 2, 3, 5, 4, 1)
θ(µ1) = 0
θ(µ2) = −2
θ(µ3) = −2
λ = 4 λ = 3
µ1 = (1, 2, 3, 4, 1)
µ3 = (1, 2, 3, 5, 6, 7, 4, 1)
µ2 = (1, 2, 3, 5, 4, 1)
θ(µ1) = 1
θ(µ3) = 1
θ(µ2) = 0
Figure 1.5  Graphes avec des arcs caractérisés par la valeur θji − λωji pour λ fixée.
La valeur correspondant au circuit critique est λ = 4. Nous remarquons l'existence de circuits
de longueur θ(µi) positive avec λ = 3 (contrairement au graphe avec λ = 4).
1.2.2 Problèmes d'ordonnancement cyclique sous contraintes de res-
sources de type "machine"
Nous donnons maintenant un bref état de l'art des problèmes d'ordonnancement cyclique sous
contraintes de ressources de type "machine", c'est-à-dire ne pouvant exécuter qu'une tâche à la
fois. Nous renvoyons le lecteur à Levner et al. (2010) pour les détails sur les problèmes présentés
ci-dessous.
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Ordonnancement cyclique dans les cellules robotisées
Dans le domaine des systèmes de production, il est très courant que les machines soient pro-
grammées pour exécuter des tâches dans un intervalle de temps. Généralement, les machines sont
groupées en cellules spécialisées dans une partie spécifique du processus de production. A l'in-
térieur de chaque cellule, le traitement des matériaux est réalisé par un ou plusieurs robots. Les
robots peuvent être par exemple des véhicules à guidage automatique. Les principales recherches
sur l'ordonnancement cyclique dans les cellules robotisées sont généralement présentées dans le
cadre des problèmes de flowshop robotique.
Un problème de flowshop robotique est défini par m machines,M1,M2, ...,Mm, une station d'en-
trée M0, une station de sortie Mm+1 et un ou plusieurs robots. Les robots effectuent toutes les
opérations de manutention des matériaux dans la cellule. Des exemples d'opérations sont le trans-
port des pièces entre les machines et les stations, le chargement et le déchargement des pièces
vers et depuis les machines et la station, etc. Au début toutes les pièces sont disponibles dans
la station d'entrée M0, puis elles doivent être traitées de façon séquentielle sur M1,M2, ...,Mm.
Elles sont enfin délivrées à la station de sortie Mm+1. Un problème plus général de flowshop ro-
botique est la spécification des mouvements des robots et des séquences pour prendre des pièces
dans la station d'entrée et l'ordonnancement de ces opérations pour effectuer les séquences.
De façon générale, le problème de flowshop robotique (Crama et al., 2000) consiste à déterminer
l'ordre des pièces dans la station d'entrée, la séquence des activités des robots et les dates de début
et de fin pour ces activités. Dans le cas où le nombre de pièces est fini, l'objectif consiste généra-
lement à minimiser le makespan de l'ordonnancement. Cependant, d'autres modèles considèrent
un nombre de pièces infini et l'objectif est la maximisation du ratio de rendement de l'ordon-
nancement (Crama et al., 2000). Les exigences pour le traitement de la pièce j sur la machine
Mi peuvent être modélisées au moyen d'une fenêtre de traitement [L
j
i , U
j
i ] telle que le temps
utilisé pour la pièce j sur la machine Mi doit être compris entre L
j
i et U
j
i . Crama et al. (2000)
ont travaillé sur le problème de flow shop robotisé avec des pièces identiques. Le but est de
trouver un ordonnancement 1-périodique avec un temps de cycle minimum. Il a été montré que
pour un cycle, l'ordonnancement optimal 1-périodique peut être calculé en temps polynomial.
Dans le cas de pièces identiques et avec la considération d'un temps de déplacement des robots
arbitraire, Crama et al. (2000) ont établi que le problème est NP-difficile quand les temps de
calcul satisfont l'égalité triangulaire. Brauner (2008) donne des concepts de base et des outils
pour le traitement de la production cyclique. Elle a traité le problème de K cycles de production
où K pièces entrent et sortent de la cellule robotisée. Brauner and Finke (2001) ont proposé des
approches par graphes et des approches par algèbres sur les résultats de Dawande et al. (2005).
Ils ont montré que dans les cas de deux et de trois machines le taux maximum de production peut
être atteint en répétant un cycle particulier qui produit une seule pièce, alors que pour quatre
machines ceci n'est pas vrai. Gultekin et al. (2006) ont travaillé sur le problème de cellules robo-
tisées à deux machines et pièces identiques, en considérant des contraintes de disponibilité des
outillages. Ils ont supposé qu'un ensemble d'opérations ne peut être exécuté que sur la première
machine, pendant qu'un autre ensemble d'opérations doit être exécuté sur la deuxième machine.
L'ensemble des opérations restantes doit être exécuté sur d'autres machines. Le problème consi-
déré est de trouver l'allocation des opérations restantes aux machines, ainsi que le cycle optimal
des mouvements des robots. Il a été montré que la solution optimale peut être un cycle d'une ou
de deux unités pour les mouvements des robots. Kats and Levner (1997) considèrent le problème
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d'ordonnancement cyclique de jobs identiques dans un flowshop rentrant. Le problème est de
trouver le cycle minimum des mouvements des robots, tel qu'exactement un nouveau job entre
dans le système et exactement un job complet quitte le système pendant le cycle. Un algorithme
polynomial a été présenté. Che and Chu (2009) ont considéré le problème d'ordonnancement
cyclique multi-niveaux d'une cellule robotisée sans attente. Le problème a été caractérisé par
un ordonnancement cyclique r−niveau (r ≥ 1) dans lequel r pièces identiques, avec un temps
de traitement constant, entrent et sortent de la cellule dans chaque cycle. Un algorithme pour
trouver le nombre minimum des robots pour tous les temps de cycle réalisables r−niveau a été
donné. Un résultat intéressant de ce travail est que la minimisation du nombre de robots pour
l'ordonnancement r− niveau peut être transformé en un problème d'affectation si le temps entre
r pièces est fixé par rapport au début de cycle. Middendorf and Timkovsky (2002) ont travaillé
sur le problème d'ordonnancement d'un atelier cyclique. Dans ce problème, l'environnement est
constitué de machines où tous les jobs passent par les machines en utilisant les même routes
comme dans un flowshop. Mais dans ce cas, il est possible d'utiliser les machines plusieurs fois
dans la même route. Dans ce travail, il est montré que les problèmes de flowshop réentrant, de
flowshop robotisé et de flowshop de boucles réentrantes sont des cas particuliers de problèmes
d'atelier cyclique. Ils présentent également des problèmes résolubles en temps polynomial, en
temps pseudo-polynomial et des problèmes NP-difficiles, ainsi que des garanties de performance
sur certains types de problèmes.
Le Hoist Scheduling Problem (HSP)
Le hoist scheduling problem ou problème de robot de galvanoplastie est rencontré dans le
domaine des industries électro-métallurgiques (Dupas, 2004). Ce problème concerne l'utilisation
d'un ou plusieurs robots pour le transport de pièces sur le même rail, un des objectifs est donc
d'éviter les collisions. Une séquence d'immersion dans un ensemble de réservoirs est définie pour
chaque pièce. Chaque immersion a besoin d'un temps de traitement et doit être exécutée dans
un intervalle fixé. L'objectif consiste à minimiser le temps de cycle du processus. Il a été prouvé
que le problème est NP-difficile dans le cas d'un robot unique et d'un seul job ou type de pièce
(Lei and Wang, 1989; Che and Chu, 2005).
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réservoirs
rail
hoist
pièces
hoist
Figure 1.6  Exemple d'une séquence d'immersion avec 2 hoist ou robots.
Chen et al. (1995) ont proposé un algorithme de branch-and-bound pour trouver un ordon-
nancement cyclique pour les mouvements des robots. Les solutions non réalisables sont éliminées
par l'algorithme. Ceci permet de réduire le temps d'exécution. La recherche des bornes infé-
rieures et la détection de solutions non réalisables sont basées sur la résolution de problèmes
linéaires de complexité polynomiale. Phillipsa and Ungerb (1976) ont étudié le cas 1-cycle. Dans
ce problème un job est introduit et extrait des réservoirs dans chaque cycle. Ils ont utilisé un
modèle de programmation linéaire mixte pour un problème de circuits électroniques qui doivent
être traités dans un ensemble de réservoirs. Lei and Wang (1989) ont montré que le problème de
hoist scheduling cyclique est NP-complet.
Systèmes flexibles de production manufacturière
L'ordonnancement cyclique est utilisé dans la production de petites et moyennes séries. Il per-
met d'ordonnancer des opérations dans un cycle et de répéter ce cycle jusqu'à ce que la demande
requise soit complète. Ce problème est défini pour la production de pièces de différents types
qui doivent être produites dans un cycle de temps. Les ressources sont partagées entre plusieurs
opérations. Chaque pièce est affectée à une séquence de production répétitive. La production
des pièces peut être une séquence de montage ou de démontage de différents composants. Une
ressource est affectée à un certain nombre de tâches requises dans une période de temps et la
préemption n'est pas autorisée. Ce problème est un problème complexe composé lui-même de
plusieurs problèmes NP-difficiles (Dupas, 2004). Korbaa and Gentina (2000) montrent que si
la demande est fluctuante et si le nombre de pièces dans le processus est petit, les techniques
d'ordonnancement cyclique conduisent à des solutions optimales. Dans le cas de la production
cyclique manufacturière réentrante, Kenji (1999) considère la maximisation du taux de produc-
tion et la minimisation du temps de l'ordonnancement. Il propose une méthode cyclique dans
laquelle un ensemble de jobs est traité comme un lot qui entre de façon cyclique dans le système
de production. La taille du lot est déterminée en maximisant le taux de production. Une méthode
pour définir la séquence des lots est proposée afin de minimiser le temps d'ordonnancement. Pour
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plus de détails sur ce type de problème, nous renvoyons le lecteur à Ouajdi et al. (1997); Xu
et al. (2002).
Le Job Shop Cyclique
Ce problème considère un ensemble d'opérations qui doit être traité de façon cyclique de
manière à compléter un certain nombre requis de tâches pour chaque job. L'objectif est de
maximiser le débit en un temps de cycle minimum. Dans le cas du job shop périodique, Hillion
and Proth (1989) ont montré que si un ordonnancement cyclique de tâches est donné et si le
nombre initial de jobs en attente pour chaque machine est connu, le problème devient alors un
problème d'ordonnancement cyclique de base et peut être résolu en un temps polynomial.
Roundy (1992) a présenté la définition de sélection et il a proposé un algorithme exact pour
un problème cyclique NP-difficile. Dans ce problème, l'objectif est la minimisation simultanée de
la période et du nombre de travaux en cours dans un job shop cyclique avec un seul job.
Hanen and Munier (1994b) montrent que la définition de sélection peut être étendue à des
problèmes cycliques à travers des contraintes uniformes, ce qui implique que l'ensemble de solu-
tions présentent une structure robuste. Soit une contrainte disjonctive entre deux tâches i et j
utilisant le même processeur, quel que soit l'occurrence d'exécution de ces deux tâches < i, q >
et < j, l >, la contrainte peut être écrite comme suit
∃ qji ∈ Z, σj ≥ σi + pi − qjiλ
tel que qji + q
i
j = 1. q
j
i indique que pour une exécution < i, q >, la prochaine exécution de j sur
le processeur est < j + q + qji >.
Dans ce travail, les auteurs définissent la sélection d'une disjonction entre i et j comme le choix
d'une valeur qji ∈ Z. Une sélection est complète si toutes les disjonctions ont été sélectionnées.
Un algorithme de branch-and-bound basé sur la construction de sélections partielles est proposé
dans Hanen and Munier (1994b). Pour plus de détails sur le job shop cyclique, le lecteur peut se
référer à Boussemart et al. (2002); Brucker and Kampmeyer (2008, 2005); Roundy (1992); Seo
and Lee (2002); Kampmeyer (2006).
Machines parallèles
Dans la conception de compilateurs sur des architectures parallèles, l'ordonnancement d'une
boucle peut influencer l'efficacité du compilateur. Une boucle est définie par un ensemble de tâches
génériques qui doivent être exécutées plusieurs fois. Le problème concerne l'ordonnancement des
instructions de manière à finir le programme dans un temps minimum.
Dans un problème de machines parallèles un ensemble d'opérations {Oi}1≤i≤n est exécutées
surm processeurs identiques. Pour chaque exécution d'une opération, il est nécessaire d'utiliser un
des m processeurs pendant pi unités de temps. La préemption n'est pas autorisée. Les contraintes
de ressources sont liées au nombre limité de processeurs et au nombre des opérations qui sont
exécutées à une période donnée. Un ensemble de contraintes de précédence est également à
considerer. Un ordonnancement réalisable est un choix de dates de début {σi}1≤i≤n, tel que les
contraintes de ressources et de précédence sont respectées (Dinechin, 2004). L'exemple suivant
correspond à une machine parallèle appelé MIMD (multiprocesseurs / multicomputers). Ce type
de machine dispose de 3 processeurs. Chaque processeur peut exécuter un ensemble d'instructions
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similaires ou non sur des données différentes. L'ensemble d'instructions est généré par sa propre
unité de contrôle et la communication de données ou de résultats entre les processeurs peut se
faire à travers une mémoire commune.
Processeur 1
Mémoire Commune
Unité de Unité de
Données 2
Processeur 2
Instructions 2
contrôle 2
Unité de
Instructions 1
Données 1
contrôle 1
Données 3
Processeur 3
Instructions 3
contrôle 3
Figure 1.7  Exemple de machine parallèle MIMD.
Différentes approches ont été proposées pour résoudre le problème avec machines parallèles.
Hanen and Munier (1995) ont montré que la notion de sélection donnée pour le job shop pé-
riodique peut être étendue pour le problème de processeurs identiques parallèles. En utilisant
la notion de permutation d'un ordonnancement, Hanen and Munier (1994b) proposent que si
< i, q > représente une occurrence de i sur le processeur k, la prochaine exécution de i sur le
même processeur est alors < i, q + δ(s) > et elle est exécutée λδ(s) unités du temps après. δ(s)
représente le degré de la permutation s. En conséquence, le degré de s détermine la périodicité de
l'ordonnancement. Hanen and Munier (1995) ont montré que les graphes composés uniquement
d'un circuit de longueur m sont dominants. Hanen and Munier (1994b) présentent également
un algorithme glouton qui est une extension de l'algorithme présenté dans Hanen and Munier
(1995). Il a été prouvé qu'il existe toujours une solution à partir d'une énumération complète
des n÷uds d'un processus glouton. La complexité de cet algorithme est O(n3log(n)). Chrétienne
(2000) montre un résultat très semblable à la borne de Graham pour le problème non-cyclique.
Dans ce cas, l'auteur montré que le temps de cycle moyen d'un ordonnancement périodique est
au moins (2 − (min{H∗,m})/m) fois le temps de cycle moyen minimum, où H∗ est plus grand
ou égal à la distance ou hauteur minimale du circuit réduit de précédence. Hanen and Mu-
nier (2009) introduisent des contraintes linéaires entre deux tâches génériques et caractérisent
le comportement asymptotique d'un graphe linéaire. Elles ont développé un algorithme pour
calculer les fréquences optimales et évaluer la performance d'un graphe linéaire dans différentes
situations. Elles ont également montré qu'un graphe linéaire peut être associé à un graphe uni-
forme avec le même comportement asymptotique. Munier (1991) a montré que dans le cas des
tâches à durées unitaires et avec une structure de contraintes de précédence simple, trouver un
ordonnancement périodique est un problème NP-difficile dans le cas des machines parallèles. Ce
problème est cependant polynomial dans le cas de deux machines. Gasperoni and Schwiegelshohn
(1994) présentent un algorithme qui consiste à utiliser la solution d'un problème non-cyclique
pour trouver un ordonnancement périodique réalisable pour un problème cyclique. Dans ce cas,
si λopt représente le temps de cycle optimal, λL représente le temps de cycle donné pour l'algo-
rithme et ρmax représente le temps maximum de traitement d'une tâche, alors il a été prouvé
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que λL ≤ (2 − 1m )λopt + m−1m (ρmax − 1). Cette approche a été utilisée pour le problème d'or-
donnancement d'un graphe uniforme sur des processeurs pipeline avec un ratio de performance
approximatif de 2. Serafini and Ukovich (1989) proposent une généralisation des contraintes de
précédence uniformes appelée contraintes span. Ces contraintes sont définies entre deux tâches
génériques par (ti−tj)modλ ∈ ∆ij , où ∆ij est un intervalle cyclique et t représente l'ordonnance-
ment des tâches génériques. Le problème span consiste à trouver un ordonnancement périodique
de cycle λ en utilisant les contraintes span. Ils ont établi que si le graphe de contraintes span est
un arbre, le problème peut être alors résolu en temps polynomial. Un algorithme de branch-and-
bound basé sur cette relaxation est proposé. Les auteurs également montrent que le problème est
très proche du problème du voyageur de commerce. Serafini and Ukovich (1989) ont implémenté
les contraintes span sur m processeurs identiques et montrent que trouver le nombre minimum de
processeurs exécutant un ordonnancement est un problème NP-difficile. Ce problème peut être
identifié à un problème de flot dans un graphe biparti, à un problème de voyageur de commerce
ou à un problème de coloration de graphes (Hanen and Munier, 1994b).
1.3 Ordonnancement modulo sous contraintes de ressources
Avant d'introduire l'ordonnancement modulo, il est important de situer ce problème par rap-
port au contexte de ce travail. En introduction, nous précisons que le terme ordonnancement
modulo désigne un ordonnancement périodique tel que l'allocation des ressources pour une opé-
ration donnée ne change pas d'une itération sur l'autre.
1.3.1 Contexte : parallélisme d'instructions et pipeline logiciels
Les systèmes embarqués sont des systèmes d'exploitation conçus pour fonctionner sur des
machines de petite taille. Les applications déployées sur de tels dispositifs sont principalement
dédiées au multimédia et au traitement d'image ou du signal, comme par exemple, la lecture
de fichiers vidéos, de musique ou encore des animations flash. Une caractéristique des systèmes
embarqués est leur gestion avancée de l'énergie et leur capacité à fonctionner avec des ressources
limitées. Aujourd'hui, l'application de parallélisme au niveau instruction permet une simplifica-
tion de leur architecture.
Le parallélisme au niveau instruction (Instruction level paralleslism (Rau and Fisher, 1993))
permet l'exécution de plusieurs opérations de façon parallèle, ce qui entraîne une accélération
significative des performances. Un exemple de parallélisme au niveau instruction sur des proces-
seurs est donné par les architectures super-scalaires et VLIW. En outre, dans les architectures
VLIW une partie de la gestion du parallélisme d'instructions ("pipeline logiciel") est géré dans
le compilateur.
Dans l'exemple de boucle suivant, l'opération w[i+1] dépend des résultats de l'opération z[i].
Les opérations z[i] et x[i] ne dépendent pas d'une autre opération, de sorte qu'elles peuvent être
traitées simultanément.
int n , int b , int z[] , int c[] , int w[] ;
Pour ( int i =1; i<=n ; i++)
{
z[ i ] = c[ i ] + b ;
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x[ i ] = c[ i ]2 ;
w[ i+1] = z[ i ] + c[ i ] ;
}
Si nous supposons que chaque opération peut être effectuée en une seule unité de temps, ces
trois instructions peuvent être alors exécutées dans un total de deux unités de temps.
La technique de "pipeline logiciel" (Lam, 1988) permet d'aller encore plus loin dans le paral-
lélisme et dans l'imbrication des instructions d'une boucle. Selon le groupe de recherche sur
l'ordonnancement (Carlier et al., 1993), les pipelines sont des machines composées de proces-
seurs parallèles spécialisés appelés unités fonctionnelles qui échangent des données au travers de
registres plus ou moins partagés. Leur contrôle est assuré au moyen d'un microprogramme, donc
chaque instruction gère l'activation des unités fonctionnelles ainsi que les chemins de données
pendant une unité de temps.
Plus particulièrement, les techniques de pipeline logiciel sont utilisées dans le domaine de la
synthèse haut niveau de circuits. Une des principales tâches de la synthèse de haut niveau est
l'ordonnancement dans le temps des opérations que le circuit doit réaliser (Eddine et al., 2002).
Généralement, les circuits doivent réaliser des traitements itératifs qui sont équivalents à une
boucle infinie. Dans les traitements itératifs, l'ordonnancement doit déterminer un ordre sta-
tique pour les exécutions répétitives des opérations génériques. Les problèmes de la synthèse
haut niveau peuvent être ainsi identifiés comme des problèmes à machines parallèles. L'ordon-
nancement doit donc exploiter les deux niveaux de parallélisme présents dans les traitements
itératifs : le parallélisme entre les opérations d'une même itération et le parallélisme entre les
opérations qui appartiennent à des itérations différentes (Eddine et al., 2002). Le problème de
la synthèse haut niveau peut être ainsi modélisé par un problème d'ordonnancement général où
l'objectif est la minimisation du nombre de ressources utilisées pour ordonnancer les opérations
dans une fenêtre de temps (Sevaux et al., 2011). Les opérations appartenant à différentes ité-
rations doivent être exécutées de façon parallèle (Rossi and Sevaux, 2008). Pour plus de détails
sur le problème de la synthèse haut niveau et le pipeline logiciel, nous renvoyons à ·cha and
Hanzálek (2011, 2008).
En revenant au problème d'ordonnancement d'instructions, l'objectif du pipeline logiciel est de
minimiser λ de sorte que les différentes unités fonctionnelles dans l'architecture soient utilisées
efficacement. Plusieurs approches ont été développées depuis l'invention du pipeline logiciel. Dans
cette thèse nous allons nous concentrer sur une technique de pipeline logiciel : le modulo sche-
duling ou ordonnancement modulo.
La formulation générale de pipeline logiciel a été donnée par Rau and Fisher (1993). Ils ont intro-
duit la contrainte modulo et des bornes inférieures pour l'intervalle d'initiation ou période λ. Une
amélioration du pipeline logiciel, connue comme modulo expansion, a été donnée par Lam (1988).
Cette amélioration consiste en une combinaison de deux techniques : une technique d'ordonnan-
cement par constructions itératives et une technique de réduction hiérarchique. Cette hybridation
permet de traiter de multiples blocs comme des opérations d'un bloc de base. Plus tard, Rau
(1994) propose une nouvelle méthode d'ordonnancement modulo, appelée modulo scheduling ité-
ratif. Dans ce cas, un ordonnancement est recherché à partir d'une valeur de λ (généralement
la plus petite valeur possible). Si aucun ordonnancement valide n'est pas trouvé, alors la valeur
de λ doit s'incrémenter jusqu'à trouver un ordonnancement valide. Les principaux avantages du
modulo scheduling itératif sont : la génération d'ordonnancements optimaux en λ pour 96% des
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boucles, l'obtention de temps d'exécution totale des boucles qui sont seulement 2.8% plus long
que la borne inférieure et l'ordonnancement de seulement 59% d'opérations additionnelles par
rapport à l'ordonnancement acyclique (Rau, 1994).
Le Modulo scheduling ou ordonnancement modulo est un cas particulier d'ordonnan-
cement cyclique. C'est un ordonnancement périodique où toutes les tâches ont le même intervalle
d'initiation λ et où l'allocation des ressources est conservée pour toutes les instances des tâches.
Autrement dit, un problème d'ordonnancement modulo correspond à un problème d'ordonnan-
cement périodique où l'on considère uniquement l'ensemble des tâches génériques. Ceci simplifie
de manière significative le problème à résoudre. Dans ce type de problèmes, les contraintes de
précédence correspondent aux contraintes de précédence données par (1.8) qui ont été obtenues
en remplaçant la date de début périodique ou (date de début modulo) dans les contraintes de
précédence uniformes (1.3).
1.3.2 Formulation du problème d'ordonnancement modulo sous con-
traintes de ressources
Soit R un ensemble de m ressources. Chaque tâche générique i ∈ O demande une quantité
bsi de chaque ressource de type s ∈ R. Une ressource s a une disponibilité limitée Bs telle que
bsi ≤ Bs pour toute tâche i ∈ O. Le problème consiste à ordonnancer dans le temps l'exécution
répétitive d'un ensemble de tâches liées par des contraintes de précédence, en utilisant un nombre
limité de ressources. Dans le problème d'ordonnancement cyclique, nous considérons qu'à tout
instant de l'exécution des occurrences de tâches, l'usage d'une ressource ne doit pas dépasser la
disponibilité de celle-ci.
Soit {σi}1≤i≤n la date de début d'un ensemble de tâches génériques {Oi}1≤i≤n, un problème
d'ordonnancement modulo sous contraintes de ressources (Resource-Constrained Modulo Sche-
duling désigné ci-après par son acronyme RCMSP) est défini par Dinechin (2004) avec l'ordre
lexicographique entre les deux objectifs :
minLex(λ,
n∑
i=1
wiσi) (1.10)
sous les contraintes suivantes :
σi + θ
j
i − λωji ≤ σj ∀(i, j) ∈ G.
∑
i∈A(t)
bsi ≤ Bs, ∀s ∈ {1, . . . ,m},∀t ∈ N
le premier ensemble de contraintes correspondent aux contraintes de précédence. Le deuxième
ensemble de contraintes correspondent aux contraintes de ressources "modulo". nous remarquons
que si λ ≥ 1, (1.2) implique que plusieurs instances de chaque tâche ne peuvent pas être ordon-
nanceés de façon parallèle. En conséquence, l'ensemble des instances des tâches à l'instant t ∈ N
est l'ensemble A(t) = {i ∈ {1, . . . , n}|∃q ∈ N, σqi = t}. Si nous considérons un instant du temps
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"générique" τ ∈ {0, . . . , λ − 1} et l'ensemble F (τ) = {i ∈ {1, . . . , n}|∃q ∈ N, σi = τ + qλ} de
tâches de dates de début σi telles τ = σi mod λ. En raison de la périodicité de l'ordonnance-
ment, la contrainte de ressource peut être simplifiée et il est également possible de démontrer
qu'il existe toujours T ∈ N tel que pour t ≥ T , A(t) = F (τ) et pour chaque t < T , A(t) ⊂ F (τ)
où t = τ + qλ. Nous pouvons ainsi écrire la contrainte de ressource comme la contrainte de
ressources "modulo" suivante :∑
i∈F (τ)
bsi ≤ Bs, ∀s ∈ {1, . . . ,m},∀τ ∈ {0, . . . , λ− 1} (1.11)
Le problème est simplifié par la recherche d'un ordonnancement commun qui initie les itéra-
tions successives qui seront répétés avec un écart de λ unités. L'objectif principal du problème
d'ordonnancement modulo sous contraintes de ressources est de minimiser la période λ. Un ob-
jectif secondaire est de minimiser le makespan des itérations (plus grande date de fin des tâches
génériques), ou bien une fonction pondérée des dates de fin des opérations génériques. En ordon-
nancement d'instructions, chaque variable intermédiaire (donnée) produite par une opération,
dois être sauvegardée dans un registre tant que toutes les opérations utilisant cette donnée n'ont
pas été exécutées. La période de vie d'une variable est l'intervalle défini par l'instant de sa créa-
tion et l'instant de sa dernière utilisation. Les variables qui ont des périodes de vie disjointes
peuvent partager le même registre. L'un des principaux critères d'optimisation est la minimi-
sation du nombre de registres (Eddine et al., 2002). Dans le cas où le nombre d'allocation de
registres est une contrainte significative, l'objectif secondaire peut être utilisé pour favoriser la
minimisation de la durée de vie cumulée des registres (bien que nous ne prenions pas en compte
explicitement les registres dans cette étude).
Pour illustrer le problème d'ordonnancement modulo sous contraintes de ressources, nous
considérons le graphe de précédences donné dans l'exemple 1.1 avec des demandes en ressources
décrites dans la table suivante :
Ressources R1 R2 R3 R4
Disponibilité 4 1 1 2
Opérations R1 R2 R3 R4
1 1 0 0 0
2 1 1 0 0
3 1 1 0 0
4 1 1 0 0
5 1 0 0 0
6 1 1 0 0
7 1 0 0 0
8 1 0 0 0
9 1 0 1 1
10 1 0 0 0
Table 1.1  Disponibilité et demande de ressources.
L'ordonnancement de la figure 1.8 respecte les contraintes de précédence et de ressources
spécifiées, avec une période optimale λ = 4.
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Figure 1.8  Ordonnancement modulo sous contraintes de ressources optimal.
Dans cette thèse nous nous sommes intéressés au cas d'architectures VLIW. Plus particuliè-
rement, nous travaillons avec des instances provenant du compilateur ST200 (Dinechin, 2004).
Dans ce compilateur, l'allocation des registres n'est pas le problème le plus critique. Ceci est
la raison de fixer la minimisation du makespan des itérations comme l'objectif secondaire du
problème.
Résolution du problème d'ordonnancement modulo sous contrainte de ressource.
Dans la théorie classique d'ordonnancement modulo (Rau and Fisher, 1993), une méthode
itérative est généralement utilisée pour la recherche d'un λ réalisable. Il s'agit de chercher des
ordonnancements modulo réalisables pour une valeur de λ fixée. Cette valeur de λ est obtenue
comme
λmin = max(λ
res, λprec), où nous notons λprec = max
µ circuit de G
θ(µ)
ω(µ) et λ
res = max
1≤s≤m
∑n
i=1 b
s
i
Bs
.
λprec est la valeur minimale de λ tel que le graphe de précédence est réalisable (voir section
1.2.2). λres est la valeur minimale de λ qui permet que les disponibilités de ressources Bs ne
soient jamais dépassées. Le problème d'ordonnancement modulo ne peut pas être résolu avec
des techniques classiques d'ordonnancement. Dans le graphe de précédence de ce problème, il
est possible de trouver des circuits ou des cycles avec des latences de précédences (θji − λωji )
négatives. De plus, les contraintes de ressource sont de type "cumulatif" et, en même temps,
ces contraintes de ressource modulo sont paramétriques par rapport à λ (Dinechin, 2004). Le
problème d'ordonnancement modulo sous contraintes de ressources apparaît donc comme un
problème d'ordonnancement de projet sous contraintes de ressources avec time lags maximaux
et des contraintes de ressource modulo (Dinechin, 2004).
Gasperoni and Schwiegelshohn (1992) ont proposé une approche heuristique basée sur le pré-
30
1.3. ORDONNANCEMENT MODULO SOUS CONTRAINTES DE RESSOURCES
traitement de la boucle. La disponibilité des ressources est considérée illimitée. L'objectif est
d'effacer quelques n÷uds du graphe de précédences de manière à obtenir un graphe de précé-
dence acyclique et de construire ainsi une nouvelle boucle avec des contraintes de ressources
limitées. Wang et al. (1994) présentent une nouvelle approche appelée "Decomposed software pi-
pelining" ou (DSP). La technique consiste en la transformation du vecteur colonne d'instructions
(σi) en une matrice à deux dimensions. Les lignes représentent les cycles où les opérations sont
exécutées (σi mod λ) et les colonnes indiquent l'itération dans la boucle d'origine. Le problème
est alors divisé en deux sous-problèmes. En utilisant l'approche DSP, Benabid and Hanen (2009,
2011) présentent une extension des approches de Gasperoni and Schwiegelshohn (1994) et Cal-
land et al. (1998) dans le cas de demandes de ressources unitaires avec contraintes de précédence.
Les auteures donnent une borne du pire cas pour l'approche DSP avec un algorithme de liste
pour la phase de compaction de boucle.
Des formulations de programmation linéaire en nombres entiers pour le problème d'ordon-
nancement modulo ont été proposées par Eichenberger and Davidson (1997) et Dinechin (2004).
Dans Eichenberger and Davidson (1997), la formulation consiste à trouver les dates de débuts
des tâches génériques en utilisant deux variables qui représentent les deux sous problèmes cités
ci-dessus. Dinechin (2004) propose une formulation de variables entières indexées dans le temps
utilisant des variables binaires indicées par le temps pour représenter directement les variables
σi, inspiré par les formulations classiques du problème d'ordonnancement sous contraintes de
ressources données par Pritsker et al. (1969) et Christofides et al. (1987). Nous reviendrons sur
ces formulations dans le chapitre suivant. Govindarajan et al. (1994) présentent une nouvelle
approche en utilisant aussi des contraintes de ressources dans le pipeline logiciel. Cette approche
concerne une formulation de programmation linéaire en nombres entiers en intégrant la minimi-
sation du nombre de tampons donnant une bonne approximation à la minimisation du nombre
de registres. Une solution optimale est obtenue pour plus de 91% des instances en 30 secondes.
de Dinechin (2007) propose une heuristique de recherche à grand voisinage (LNS) pour résoudre
une formulation de variables entières indexées dans le temps. Dans ce cas, les résultats montrent
que LNS est très efficace pour trouver une solution dans le période λ− 1 à partir de une période
λ donné. de Dinechin (2004) propose une approche basée sur le déroulage de l'ordonnancement
modulo et l'application de techniques d'ordonnancement acyclique pour garantir la régularité de
l'ordonnancement déroulé obtenu. Lombardi et al. (2011) ont implémenté une méthode telle que
la valeur de la période λ n'est pas fixée apriori. Une heuristique pour l'ordonnancement cyclique
basée sur une recherche itérative d'aplanissement (Iterative flatenning) a été testée sur notre
ensemble d'instances d'expérimentations. Nous invitons le lecteur à lire les documents suivants
pour plus de détails sur la résolution du problème d'ordonnancement modulo sous contraintes de
ressources (Aiken et al., 1995; Calland et al., 1996, 1998; de Dinechin, 1995, 1997, 1999, 2004).
1.3.3 Modèle d'architecture ST200
Nous présentons le cas particulier du problème d'ordonnancement modulo sous contraintes
de ressources, correspondant au compilateur du processeur ST200 qui est basé sur une tech-
nologie commune entre Hewlett-Packard laboratoires et STMicroelectronics (Dinechin, 2004).
Ce processeur exécute quatre opérations par cycle de temps ou période avec une opération de
contrôle (goto, jump, call, return), une opération de mémoire (load, store, prefetch) et deux
opérations de multiplication par cycle. Les contraintes de ressource du processeur ST200 sont
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modélisées avec des ressources cumulatives, autrement dit, des ressources qui peuvent être utili-
sées par plusieurs tâches simultanément mais en nombre limité (comme définies dans la section
précédente). Pour une description détaillée de processeur ST200, nous nous référons à Dinechin
(2004). Dans le cas du processeur ST200, la table 1.1 présente six ressources. Width représente
le nombre maximum d'instructions par cycle, IMX représente la valeur étendue, MUL représente
l'operateur de multiplication, MEM représente l'unité de mémoire et CTL l'unité de contrôle. Un
ressource artificielle ODD représente la contrainte de position des opérations. Pour l'ordonnance-
ment des instructions, les demandes en ressources pour l'exécution des tâches sont représentées
par des classes de ressources, ALU, ALUX, MUL, MULX, MEM, MEMX, CTL. Les
classes de ressources ALU, MUL, MEM et CTL correspondent respectivement au cycle simple,
aux opérations de multiplication, de mémoire et contrôle. Les classes AUX, MULX et MEMX
correspondent aux opérations avec un opérande immédiat étendu (Dinechin, 2004).
Ressource Width IMX MUL MEM CTL ODD
Disponibilité 4 2 2 1 1 2
Classe de Ressource Width IMX MUL MEM CTL ODD
ALU 1
ALUX 2 1 1
MUL 1 1 1
MULX 2 1 1 1
MEM 1 1
MEMX 2 1 1 1
CTL 1 1 1
Table 1.2  Disponibilité des ressources cumulatives et classes de ressources.
Pour illustrer le problème d'ordonnancement modulo sous contraintes de ressource sur le
pipeline logiciel, nous montrons dans la figure 1.9 un exemple (de Dinechin et al. (2010), p.
270) d'un programme en langage C et ses opérations correspondantes sur le processeur ST200.
Le processeur exécute quatre opérations par unité de temps avec une opération de contrôle
au maximum (goto, jump, call, return), une opération mémoire (load, store, prefetch) et deux
opérations de multiplication. Le temps de traitement de chaque opération est unitaire et les
latences θji entre les opérations varient entre 0 et 3 unités du temps.
Figure 1.9  Exemple de programme en langage C et ses opérations ST200 correspondantes.
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La table 1.3 présente les contraintes de ressources et la figure 1.10 montre le graphe de précé-
dence. Chaque n÷ud représente une opération générique et chaque arc représente une précédence
uniforme. Deux variables fictives représentent le début et la fin de l'ordonnancement. Les paires
de valeurs (θji , ω
j
i ) sont montrées pour chaque arc.
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Figure 1.10  Graphe de précédence uniforme.
Ressource Issue Memory Control Align
Disponibilité 4 1 1 2
ALU 1
ALUX 2 1
MUL 1 1
MULX 2 1
MEM 1 1
MEMX 2 1 1
CTL 1 1 1
Table 1.3  Disponibilité des ressources cumulatives
La figure 1.11 montre le graphe de précédences avec les valeurs d'arcs (θji + λω
j
i ) pour une
valeur λ = 2 et l'ordonnancement modulo correspondant avec Cmax = 6 qui permet de respecter
les contraintes de précédence et de ressources. Dans le cas de graphe de précédences la transfor-
mation est fait en remplaçant les valeurs des latences et distances. Par exemple, la précedence
entre le n÷ud 4 et 6 est caracterisée par une latence θ64 = 1 et une distance ω
6
4 = 0. Donc, avec
une valeur de λ = 2 la nouvelle valeur d'arc est 1.
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Figure 1.11  Graphe de précédence uniforme et ordonnancement périodique.
1.3.4 Description des instances pour l'expérimentation
Dans cette thèse, nous utilisons deux groupes d'instances. Le premier groupe est constitué de
36 instances à durées unitaires provenant du processeur ST200 de STMicroelectronics, c'est-à-dire
des instances correspondant à l'architecture présentée en la section 1.3.3. L'ensemble d'instances
ST200 est caractérisé en termes de consommation des ressources principalement unitaires (voir
table 1.2).
Le deuxième groupe d'instances correspond à une modification du premier ensemble d'ins-
tances. Nous avons changé la capacité des ressources en fixant pour chaque ressource une capacité
égale à 10. Ensuite, nous avons généré de façon aléatoire (U ∼ [1, 10]) la consommation de chaque
tâche sur chaque ressource. Les graphes de précédence restent identiques aux graphes du premier
groupe d'instances. L'objetif de ce nouveau ensemble d'instances est d'obtenir contraintes de
ressources plus fortes. L'instance plus petite, gsm-st231.10.rcms est composée de 10 tâches gé-
nériques et 42 relations de précédence. L'instance plus grande, gsm-st231.18.rcms est composée
de 214 tâches génériques et 1063 relations de précédence.
Le tableau 1.4 montre les caractéristiques de chaque instance du compilateur ST200, le nombre
d'opérations, (#oper), le nombre de contraintes de précédences (#prec), la borne de précédence
(λprec), la borne de ressource pour les instances industrielles du processeur ST200 (λres (ind))
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et la borne de ressources pour le groupe d'instances modifiées (λres (mod)). Notons que les
contraintes de ressource sont plus serrées dans le cas des instances modifiées.
Instance #oper #prec λprec λres (ind) λres (mod)
adpcm-st231.1 86 405 11 21 52
adpcm-st231.2 142 722 38 35 82
gsm-st231.1 30 190 24 12 16
gsm-st231.2 101 462 12 26 59
gsm-st231.5 44 192 4 11 26
gsm-st231.6 30 130 3 7 17
gsm-st231.7 44 192 4 11 28
gsm-st231.8 14 66 1 8 9
gsm-st231.9 34 154 28 8 21
gsm-st231.10 10 42 1 4 6
gsm-st231.11 26 137 20 6 16
gsm-st231.12 15 70 1 8 10
gsm-st231.13 46 210 19 11 27
gsm-st231.14 39 176 5 10 20
gsm-st231.15 15 70 1 8 9
gsm-st231.16 65 323 4 16 38
gsm-st231.17 38 173 8 9 23
gsm-st231.18 214 1063 8 53 120
gsm-st231.19 19 86 2 8 12
gsm-st231.20 23 102 3 6 13
gsm-st231.21 33 154 18 8 20
gsm-st231.22 31 146 18 8 18
gsm-st231.25 60 273 10 16 37
gsm-st231.29 44 192 4 11 28
gsm-st231.30 30 130 3 7 16
gsm-st231.31 44 192 4 11 26
gsm-st231.32 32 138 15 8 21
gsm-st231.33 59 266 4 15 33
gsm-st231.34 10 42 2 4 7
gsm-st231.35 18 80 2 6 12
gsm-st231.36 31 143 2 10 18
gsm-st231.39 26 118 3 8 15
gsm-st231.40 21 103 2 10 12
gsm-st231.41 60 315 2 18 33
gsm-st231.42 23 102 3 6 14
gsm-st231.43 26 115 8 6 15
Table 1.4  Caractéristiques des instances industrielles (processeur ST200) et des instances
modifiées
1.4 Conclusion
Dans ce chapitre nous avons introduit le problème d'ordonnancement cyclique de base et
le problème d'ordonnancement périodique, ainsi que les conditions nécessaires pour leur résolu-
tion. Nous avons présenté les principaux types de problèmes d'ordonnancement cyclique et nous
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avons également cité quelques résultats importants qui ont permis la proposition de nouvelles
approches et d'extensions plus efficaces. Nous nous sommes intéressés particulièrement au pro-
blème d'ordonnancement d'instructions avec contraintes de ressources. Dans ce contexte, nous
avons présenté le problème d'ordonnancement périodique (modulo) sous contraintes de ressources
comme un modèle du problème d'ordonnancement d'instruction. Nous avons également présenté
deux ensembles d'instances de ces problèmes qui seront utilisées pour les expérimentations ulté-
rieures : l'un provenant directement du compilateur pour le processeur ST200, l'autre obtenu en
modifiant les contraintes de ressources du premier pour obtenir des demandes en ressources plus
générales. Dans le chapitre suivant, nous abordons la recherche de bornes de la période optimale
λ et du makespan et la résolution optimale du problème par des formulations de programmation
linéaire en nombres entiers.
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Chapitre 2
Programmation linéaire en nombres
entiers pour l'ordonnancement
modulo sous contraintes de
ressources
L'objectif de ce chapitre est de présenter les formulations de programmation linéaire en
nombres entiers (PLNE) classiques de la littérature pour le problème d'ordonnancement modulo
sous contraintes de ressource (RCMSP) et de proposer des bornes inférieures et des solutions
optimales pour la période λ et pour l'objectif secondaire en utilisant ces formulations. Nous pré-
sentons tout d'abord les notions générales de la PLNE et les méthodes les plus utilisées pour
sa résolution. Ce chapitre donne ensuite les formulations PLNE pour le problème d'ordonnance-
ment de projet sous contraintes de ressources (RCPSP) qui sont à la base des formulations PLNE
pour le (RCMSP). Ensuite, un exposé des formulations les plus connues pour le (RCMSP) est
présenté. Une étude théorique sur la qualité des relaxations est également développée. A partir
de cette étude théorique, nous proposons deux théorèmes qui établissent l'équivalence entre les
relaxations de ces formulations. Nous présentons enfin les résultats de la PLNE en termes de
borne inférieure et de solutions optimales ou réalisables trouvées. Les travaux présentés de ce
chapitre ont fait l'objet d'une communication dans une conférence nationale Ayala and Artigues
(2009) et font partie d'une soumission dans une revue internationale [DAM] Ayala and Artigues
(2011).
2.1 Introduction
Dans le chapitre précédent, nous avons vu que l'objectif principal du problème d'ordonnan-
cement modulo consiste en la minimisation de l'intervalle d'initiation (ou période) λ, suivie d'un
objectif secondaire, qui est généralement une fonction qui dépend de la date de début de la tâche
générique σi, par exemple la durée totale de l'ordonnancement ou Cmax, ou bien la somme
pondérée des dates de début des tâches. La recherche d'un intervalle minimum d'initiation (ou
période) pour le problème considéré est un problème d'optimisation qui peut être résolu avec
la programmation linéaire en nombres entiers (PLNE). Différentes formulations de PLNE pour
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l'ordonnancement modulo sous contraintes de ressources ont été proposées. Ces formulations sont
basées dans la généralisation de la formulation classique non préemptive et indexées par le temps
pour le RCPSP (Resource Constrained Project Scheduling Problem)(Pritsker et al., 1969). Ce
chapitre présente ainsi en détail les deux formulations de PLNE les plus connues pour résoudre
le problème d'ordonnancement modulo sous contraintes de ressources. La première formulation,
proposée par Eichenberger and Davidson (1997), est basée sur deux ensembles de variables : une
variable binaire yτi , qui spécifie la date de début de l'opération i dans la période générique (telle
que σi =
∑λ−1
τ=0 τy
τ
i ) et la variable entière ki qui spécifie le numéro de la période d'exécution. La
deuxième formulation proposée par Dinechin (2004), comporte un seul type de variable binaire
xti tel que y
τ
i =
∑K−1
k=0 x
τ+kλ
i et ki =
∑K−1
k=1
∑Kλ−1
t=kλ x
t
i où K représente le nombre de cycles de
l'ordonnancement. Les valeurs de K et λ étant fixées, nous pouvons alors représenter l'horizon
du temps T par T = Kλ. Dans les deux cas, en suivant l'approche de Christofides et al. (1987),
des contraintes de précédence structurées et non structurées sont présentées.
L'objectif de ce chapitre est de proposer des bornes inférieures pour la période λ et pour l'objectif
secondaire ainsi que des solutions entières à partir des formulations de PLNE pour l'ordonnan-
cement modulo sous contraintes de ressources citées ci-dessus. Le chapitre est structuré de la
manière suivante. La section 2.2 est dédiée à la présentation de la PLNE ainsi qu'aux princi-
pales méthodes pour sa résolution. La section 2.3 est consacrée à la description du problème
d'ordonnancement de projet sous contraintes de ressources qui est le point de départ pour les
formulations de base de l'ordonnancement modulo sous contraintes de ressources. Dans la sec-
tion 2.4, nous exposons les deux formulations PLNE les plus connues, puis nous démontrons
leur équivalence. Nous présentons également la définition de bornes inférieures pour la période
λ et pour l'objectif secondaire. La section 2.5 donne enfin des résultats expérimentaux sur les
instances décrites dans le chapitre 1 section 1.3.4.
2.2 Programmation linéaire en nombres entiers
Un problème de programmation linéaire (PL) est un problème d'optimisation où la fonc-
tion objectif et les contraintes sont toutes linéaires. Un problème de programmation linéaire en
nombres entiers (PLNE) est un PL dans lequel les variables doivent prendre des valeurs entières.
Un programme linéaire en nombres entiers s'écrit de la façon suivante :
(IP ) : z min = cx (2.1)
sous :
Ax ≤ b (2.2)
x ∈ Nn (2.3)
avec c ∈ Zn, b ∈ Zm et A ∈ Zmn.
Les éléments de l'ensemble S = {x ∈ N | Ax ≤ b} sont les solutions réalisables du problème,
c'est-à-dire, les valeurs de x qui satisfont toutes les contraintes du modèle. conv(S) est l'enveloppe
convexe de l'ensemble S. Les éléments de l'ensemble S qui minimisent la fonction objectif (2.1)
sont les solutions optimales.
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2.2.1 Relaxations et bornes
Un PLNE est caractérisé par le fait que les variables doivent prendre leurs valeurs dans
un domaine discret. Il existe également des programmes linéaires où seulement une partie des
variables sont entières et l'autre partie peut prendre des valeurs réelles, dans ce cas, on parle
d'un programme linéaire mixte. Considérons le problème (IP ) de la forme
z = min{cx : Ax ≤ b, x ∈ Nn} (2.4)
Définition 3 (Dominikus, 2007) Nous appelons zrl = min{cx : Ax ≤ b, x ∈ Rn} la relaxation
PL de IP .
Si zrl = z, nous dirons que la relaxation LP est exacte. Soit C = {x ∈ Rn : Ax ≤ b} et
P = C ∩Zn. Nous appelons Cz = conv(P ) = conv(C ∩Zn) le polyèdre entier associé au polyèdre
C. Alors le problème (IP ) est équivalent au problème
z = min{cx : Ax ≤ b, x ∈ Cz}, (2.5)
qui est aussi un programme linéaire continu.
Définition 4 (Dominikus, 2007) Soit C
′
un polyèdre convexe fermé tel que P ⊂ C ′ (et donc
Cz ⊂ C ′). Alors le programme linéaire z′rl = min{cx : x ∈ C
′} est appelé une relaxation de z, et
z
′
rl ≤ z est appelée une borne inférieure ou borne duale. La borne inférieure est appelée exacte si
z
′
rl = z. Si elle existe, la solution optimale de z
′
rl est notée x
′
.
Définition 5 (Dominikus, 2007) Etant donné un point x ∈ P = C ∩ Zn, alors z ≤ cx ; On
appelle la valeur cx une borne supérieure ou borne primale.
Pour certains problèmes, la borne inférieure obtenue zrl arrondie à la valeur entière supérieure
peut être toujours inférieure à la valeur optimale. En plus, cette solution optimale fractionnaire
peut être éloignée de la solution optimale entière. Par exemple, pour le programme linéaire entier
suivant,
max z = 8x1 + 10x2
s.c
4x1 + 6x2 ≤ 24
8x1 + 3x2 ≤ 24
x1, x2 ≥ 0, x1, x2 ∈ Z
la solution, réprésentée graphiquement, est :
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1
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5
2 4 5 7 83
7
1 6
(2, 8
3
)
(x1 = 0, x2 = 0)→ z = 0
(x1 = 0, x2 = 0)→ z = 24
(x1 = 2, x2 =
8
3
)→ z = 42, 6
(x1 = 0, x2 = 4)→ z = 40
Figure 2.1  Exemple de programmation linéaire entière et de relaxation.
La valeur maximale de la fonction objectif correspond au point (x1 = 2, x2 = 83 ). Si nous
arrondissons la solution, nous avons alors la solution (x1 = 2, x2 = 3). Le point (x1 = 2, x2 = 3)
ne fait pas partie de l'ensemble des solutions réalisables.
La faiblesse de la relaxation continue est due au fait que la taille du polyèdre C est grande
par rapport à conv(S). Une façon d'améliorer la relaxation d'un programme linéaire entier est
d'ajouter des inégalités valides qui coupent C. Pour plus de détails sur l'amélioration de la
relaxation d'un programme linéaire entier, nous citons Gomory (1958); Chvátal (2006).
2.2.2 Résolution des programmes linéaires en nombres entiers
Lorsque la contrainte d'intégralité (2.3) sur les variables x est relâchée, l'ensemble S des
solutions réalisables représente un polyèdre. Les contraintes sont représentées graphiquement
par des demi-plans et leur intersection est un ensemble convexe (conv(S)). Les solutions, si elles
existent, appartiennent à cet ensemble. L'idée est de chercher dans cet ensemble les valeurs des
variables de décision qui minimisent ou maximisent la fonction objectif. La méthode du simplexe
(Dantzig, 1951) part d'une solution réalisable à un sommet du polyèdre et cherche par itérations
successives d'autres solutions correspondant à d'autres sommets qui peuvent améliorer la fonction
objectif.
Différentes approches ont été étudiées pour la recherche de solutions optimales entières du PLNE.
Actuellement les plus efficaces sont basées sur des algorithmes de recherche arborescente par
séparation et évaluation (branch-and-bound), des méthodes de coupes et des relaxations.
Algorithmes de recherche arborescente par séparation et évaluation (branch-and-
bound).
L'algorithme de recherche arborescente (Algorithme 1) énumère implicitement l'ensemble S
des solutions du problème avec l'exploration progressive des différentes parties de l'espace de
recherche. Le but est d'identifier et de supprimer les plus larges sous-espaces ne contenant pas
de solution optimale (Demassey, 2003).
Un n÷ud est élagué si la relaxation continue n'a pas de solution ou si la valeur optimale de la
relaxation continue est supérieure ou égale à z (la meilleure solution entière connue). La mise en
place de l'algorithme nécessite spécifier deux aspect importants, le premier aspect définit la règle
de sélection qui va permettre de choisir quel n÷ud non élagué doit être exploré. Le deuxième
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aspect est la règle de branchement qui définit sur quelle variable brancher. Dans le cas général
des variables entières, on choisit une variable de valeur fractionnaire dans la solution optimale
de la relaxation continue et on branche sur l'arrondi supérieur et inférieur de cette valeur. Plus
de détails sur l'ordre de sélection et les schémas de branchement sont disponibles dans Demassey
(2003).
Algorithme 1: Algorithme de branch-and-bound (version de base)
1 Initialiser avec le calcul d'une solution admissible de valeur z ou poser z = +∞
2 Résoudre la relaxation continue (zrl) et mettre à jour éventuellement z
3 Appliquer un test d'élagage.
4 si Il reste des n÷uds non élagués alors
5 choisir un n÷ud non élagué et brancher sur une des variables.
6 Pour chacun des 2 nouveaux n÷uds :
7 Résoudre la relaxation continue (zrl) et mettre à jour z.
8 Revenir à l'étape 3
9 fin
10 La solution courante z est optimale.
Un autre aspect important de l'algorithme de branch-and-bound est le problème de l'efficacité.
Dans ce cas, c'est le nombre de n÷uds explorés qui détermine le temps de calcul. A chaque n÷ud,
la résolution d'un programme linéaire continue est effectuée.
Méthodes de coupes
L'objectif de cette méthode est de trouver le plus petit polyèdre contenant toutes les solutions
admissibles entières du PLNE. L'usage le plus efficace de la méthode de coupes est la combi-
naison avec les méthodes de recherche arborescente. L'algorithme branch-and-cut (Algorithme
2) combine l'algorithme de branch-and-bound et la méthode des coupes polyédrales. Dans cet
algorithme, à chaque itération de la recherche arborescente, l'évaluation par défaut d'un n÷ud
est calculée par relaxation augmentée de coupes Demassey (2003). Dans un problème de maxi-
misation entier, nous avons l'algorithme de branch-and-cut décrit par l'algorithme 2.
La programmation linéaire entière appartient à la classe de problèmes NP -complets. Aucun
algorithme polynomial n'est donc connu pour sa résolution. Les algorithmes exponentiels comme
le branch-and-bound sont donc susceptibles de rencontrer des difficultés si la taille des problèmes
est importante. Notons que le solveur utilisé pour résoudre les PLNE étudiées dans cette thèse
utilise l'algorithme du branch-and-cut.
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Algorithme 2: Algorithme de branch-and-cut
1 Initialiser avec le calcul d'une solution admissible initiale x
′
, z
′
.
2 Résoudre la relaxation continue xrl, zrl.
3 Appliquer des algorithmes de coupes générales, par exemple Gomory ou un algorithme
spécifique à le problème (amélioration de la borne supérieure zrl).
4 Utiliser des heuristiques sur le problème primal (amélioration la borne inférieure z).
5 Revenir à l'étape 3 et 4 et répéter jusqu'à l'atteinte d'une condition particulière.
6 Démarrage du branch-and-bound.
7 Pour un nombre donné de n÷uds, utiliser des algorithmes de coupes et des heuristiques
primales.
8 Le processus se termine lorsque z = zrl, et on a trouvé la meilleure solution réalisable x∗.
2.3 Problème d'ordonnancement de projet sous contraintes
de ressources
Comme nous avons déjà mentionné, les formulations de PLNE rencontrées dans la littérature
pour le RCMSP sont issues des formulations PLNE classique pour l'ordonnancement de projet
sous contraintes de ressources (RCPSP). Nous présentons donc dans cette section le RCPSP et
ses formulations les plus classiques.
Un projet est un ensemble d'activités ou tâches ayant des caractéristiques propres qui sont exé-
cutées par un ensemble de ressources. Un problème d'ordonnancement de projet sous contraintes
de ressources (RCPSP) consiste à trouver la date de début des activités (ou tâches) d'un projet
de telle façon que les contraintes de précédence et les contraintes de ressources soient satisfaites à
chaque instant t de l'ordonnancement. Le temps total d'achèvement est habituellement minimisé
(Christofides et al., 1987). Le problème d'ordonnancement de projet à contraintes de ressources
s'exprime comme :
min Cmax (2.6)
sous
Cmax ≥ σi + pi ∀i = 1, ..., n. (2.7)
σj − σi ≥ pi, ∀(i, j) ∈ E. (2.8)
∑
s(t)
bsi ≤ Bs, s ∈ m. (2.9)
où σi est la date de début de la tâche i, ∀i = 1...n. E représente l'ensemble de paires de tâches
avec contraintes de précédence. pi est la durée de la tâche i. bsi correspond à la quantité de
ressource de type s nécessaire pour compléter la tâche i. s(t) est l'ensemble d'activités en exécu-
tion à l'instant t. Bs représente la disponibilité de la ressource de type s (Christofides et al., 1987).
De nombreux modèles de programmation linéaire en nombres entiers sont proposés dans la
littérature pour la résolution du RCPSP. Nous présentons d'abord deux formulations de PLNE,
qui sont la base des formulations PLNE d'ordonnancement modulo sous contraintes de ressources,
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données par Eichenberger and Davidson (1997) et Dinechin (2004) qui vont être presentée dans
la section (2.4).
Formulation de Pritsker.
Cette formulation a été proposée par Pritsker et al. (1969). La formulation contient un seul
type de variables binaires de décision xti indicées par le temps. x
t
i = 1 si l'activité i débute à
l'instant t, sinon xti = 0. La formulation est la suivante :
min
T∑
t=0
txtn+1 (2.10)
s.c
T∑
t=0
txtj ≥
T∑
t=0
txti + pi, ∀(i, j) ∈ E. (2.11)
n∑
i=1
bsi
t∑
τ=t−pi+1
xτi ≤ Bs, ∀t ∈ T, ∀s ∈ m. (2.12)
T∑
t=0
xti = 1, ∀i = 1, ..., n. (2.13)
xti ∈ {0, 1} ∀i = 1, ..., n,∀t ∈ T (2.14)
La fonction objectif consiste à minimiser le Cmax car
T∑
t=0
txtn+1 représente la minimisation
de la date de début de la tâche d'achèvement de l'ordonnancement en T . La contrainte (2.11)
représente la contrainte de précédence et indique que la date de début de l'activité ou tâche
j doit être supérieure ou égale à la date de début de l'activité ou tâche i. La contrainte (2.12)
assure que pour chaque ressource la somme des consommations des activités en cours d'exécution
à chaque période de temps ne dépasse pas la disponibilité de la ressource. La contrainte (2.13)
est appelée contrainte de non-préemption des activités, c'est-à-dire que chaque activité doit être
exécutée une seule fois sur toute la durée du projet et qu'il est interdit d'interrompre une activité
en cours d'exécution.
L'objectif de cette formulation est de diviser l'horizon du temps en intervalles constants dans
lesquels il est possible de représenter tous les temps d'exécution des opérations.
Formulation de Christofides.
Cette formulation est semblable à la formulation de Pristker mais possède une plus forte re-
laxation linéaire. Elle contient des contraintes de précédence, de ressources et de non-préemption.
La formulation est la suivante,
min
T∑
t=0
txtn+1 (2.15)
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s.c
T∑
τ=t
xτi +
t+pi−1∑
τ=0
xτj ≤ 1 ∀t ∈ T, ∀(i, j) ∈ E. (2.16)
n∑
i=1
bsi
t∑
τ=t−pi+1
xτi ≤ Bs, ∀t ∈ T, ∀s ∈ m. (2.17)
T∑
t=0
xti = 1, ∀i = 1, ..., n. (2.18)
xti ∈ {0, 1}, ∀i = 1, ..., n,∀t ∈ T (2.19)
Dans ce cas, la contrainte de précédence est établie pour chaque paire d'activités de l'ensemble E
et pour chaque instant de l'horizon d'ordonnancement, contrairement à la formulation de Prisker
où la contrainte de précédence ne prend pas en compte l'horizon de l'ordonnancement, mais
uniquement les paires d'activités (i, j).
2.4 Programmation linéaire en nombres entiers pour l'or-
donnancement modulo sous contraintes de ressources
Les formulations de programmation linéaire entière pour l'ordonnancement modulo sous con-
traintes de ressources apparaissent comme le résultat d'extensions des formulations de Pristker
et Christofides et sont basées sur la résolution itérative de programmes linéaires avec une valeur
de λ fixée. La résolution commence avec une méthode qui calcule un ordonnancement modulo
réalisable à partir de λmin = max(λres, λprec) (voir chapitre 1, section 1.3.2). Une fois que λmin
est valide, un ordonnancement réalisable est trouvé, puis la minimisation de l'objectif secondaire
est réalisée.
2.4.1 Formulation décomposée
Cette formulation proposée par Eichenberger and Davidson (1997), utilise la décomposition
σi = kiλ+ τi où ki ∈ N est le numéro du cycle dans lequel chaque opération est placée. τi est la
date de début dans l'intervalle [0, λ− 1]. Cette formulation est basée sur les variables binaires yτi
tel que, τi =
∑λ−1
τ=0 τy
τ
i , i = 1, ..., n. La formulation décomposée {decomp} s'exprime par :
min
n∑
i=1
wi(
λ−1∑
τ=0
τyτi + kiλ) (2.20)
λ−1∑
τ=0
yτi = 1,∀i ∈ [1, n] (2.21)
λ−1∑
τ=0
τyτi + kiλ+ θ
j
i − λωji ≤
λ−1∑
τ=0
τyτj + kjλ,∀(i, j) ∈ E (2.22)
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n∑
i=1
yτi b
s
i ≤ Bs,∀s ∈ m,∀τ ∈ [0, λ− 1] (2.23)
yτi ∈ {1, 0} ∀i ∈ [1, n], ∀τ ∈ [0, λ− 1] (2.24)
Cette formulation utilise n × λ variables binaires ainsi que n variables entières. Dans la
figure (2.2) nous avons un exemple d'ordonnancement donné pour la formulation {decomp}.
Par exemple, la date de début de la tâche générique 5 est donnée par : σ5 = τ5 + k5λ avec
σ5 = 2 + 0(4) = 2.
1
2
3
4
5
6
7
8
9
10
1 32 10 2 3
0 1
τi
Cmax = 4 λ = 4
ki
Figure 2.2  Exemple d'ordonnancement avec la formulation décomposée.
La fonction objectif (2.20) et les contraintes de précédence (2.22) sont obtenues directement à
partir de la la fonction objectif (1.10) et des contraintes de précédence (1.8) en remplaçant σi par∑λ−1
τ=0 τy
τ
i +kiλ. Si la fonction objectif est la minimisation de somme pondérée de dates de début
et si nous considérons une tâche fictive n + 1 qui représente la fin de l'ordonnancement dans le
graphe G, de durée nulle (pn+1 = 0), on obtient la minimisation du makespan en posant wi = 0,
∀i ∈ [1, n] et wn+1 = 1. La contrainte (2.21), indique que chaque activité doit débuter exactement
une fois dans l'intervalle d'initiation ou période λ. La contrainte (2.23) représente l'ensemble de
contraintes de ressources. Elle exprime que la somme des consommations de ressources de type
s pour chaque tâche générique i exécutée à l'instant τ = σi mod λ ne peut pas dépasser la
disponibilité de la ressource.
Eichenberger and Davidson (1997) proposent une nouvelle expression des contraintes de pré-
cédence à partir des résultats de Chaudhuri et al. (1994),
λ−1∑
x=τ
yix +
(τ+θji−1)modλ∑
x=0
yjx + ki − kj ≤ ωji − b
τ + θji − 1
λ
c+ 1, ∀τ ∈ [0, λ− 1],∀(i, j) ∈ E (2.25)
Si la contrainte (2.22) est remplacée par la contrainte de précédence (2.25), une nouvelle
formulation appelée formulation structurée {decomp+} est obtenue. Le mot structurée vient du
fait que les coefficients dans l'expression (2.25) sont unitaires. Eichenberger and Davidson (1997)
ont montré qu'avec la formulation {decomp+}, une formulation plus efficace d'ordonnancement
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modulo est obtenue. Ceci conduit à une meilleure relaxation de la programmation linéaire car
(2.25) et (2.21)⇒ (2.22). Pour la preuve, voir Eichenberger and Davidson (1997).
2.4.2 Formulation directe
Cette formulation proposée par Dinechin (2004), est basée sur les variables binaires xti tel
que σi =
∑T−1
t=0 tx
t
i, où T représente l'horizon de temps. Si nous exprimons T = Kλ alors
σi =
∑Kλ
t=0 tx
t
i. La formulation directe {direct} s'exprime par :
min
n∑
i=1
wi(
Kλ∑
t=0
txti) (2.26)
Kλ∑
t=0
xti = 1 (2.27)
Kλ∑
t=0
txti + θ
j
i − λωji ≤
Kλ∑
t=0
txtj ,∀(i, j) ∈ E (2.28)
n∑
i=1
bKλλ c∑
k=0
xτ+kλi b
s
i ≤ Bs,∀τ ∈ [0, λ− 1], s ∈ [1,m) (2.29)
xti ∈ {0, 1} (2.30)
Cette formulation utilise n × T variables binaires. Dans la figure suivante nous avons un
exemple d'ordonnancement en utilisant cette formulation.
1
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1 2 3 4 5 76
Cmax = 4 λ = 4
σi
Figure 2.3  Exemple d'ordonnancement avec la formulation directe.
Dans la figure 2.3, nous observons que la date de début σi est placée dans l'horizon T .
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Comme dans la formulation {decomp}, la fonction objectif (2.26) et les contraintes de précé-
dence (2.28) sont obtenues directement de la fonction objectif (1.10) et des contraintes de précé-
dence (1.8) en remplaçant σi par σi =
∑T−1
t=0 tx
t
i. Nous pouvons considérer aussi une tâche fictive
n+ 1, pour signaler la fin de l'ordonnancement dans le graphe E, (de durée nulle (pn+1 = 0)), et
minimiser le makespan comme pour la formulation {decomp}. Même si cette formulation {di-
rect} utilise aussi des variables binaires, la différence avec la formulation {decomp} est qu'elle
ne présente pas de variables entières non binaires. De plus, bien que les contraintes d'affectation
à une période, de précédence et de ressources restent identiques, la façon d'exprimer σi change.
Dans ce cas, l'ordonnancement est fait sur l'horizon T = Kλ, alors que dans la formulation
{decomp} l'ordonnancement est fait dans la période λ. L'explication des contraintes (2.27) et
(2.29) est analogue à celle donnée dans la formulation {decomp}.
Dupont de Dinechin propose une nouvelle contrainte de précédence donnée par l'expression
suivante :
Kλ∑
h=t
xhi +
t+θji−λωji−1∑
h=0
xhj ≤ 1,∀t ∈ [0, . . . ,Kλ− 1],∀(i, j) ∈ E (2.31)
Si la contrainte (2.28) est remplacée par la contrainte de précédence (2.31), une nouvelle
formulation appelée formulation désagrégée {direct+} est obtenue. Dinechin (2004) montre
qu'avec la formulation {direct+}, une formulation plus efficace d'ordonnancement modulo est
obtenue ce qui conduit à une meilleure relaxation de la programmation linéaire car (2.31) et
(2.27) ⇒ (2.28). Pour la preuve, nous renvoyons le lecteur à Dinechin (2004). La contrainte
(2.31) corresponde à la contrainte (2.16) de la formulation de Christofides et al. (1987).
2.4.3 Comparaison des relaxations de programmation linéaire
Bien que les résultats expérimentaux présentés dans des études précédentes (de Dinechin
et al., 2010; de Dinechin, 2007) permettent de comparer les avantages des formulations décom-
posée, décomposée structurée, directe et directe désagrégée en termes de solutions entières qui
peuvent être obtenues avec un logiciel commercial ou avec une heuristique basée sur la PLNE
(de Dinechin, 2007; de Dinechin et al., 2010), aucune étude n'a été réalisée jusqu'à présent pour
comparer la qualité des relaxations des formulations PLNE.
Nous établissons deux résultats qui prouvent l'égalité entre les relaxations des formulations dé-
composée et directe, ainsi que l'égalité entre les relaxations des formulations décomposée struc-
turée et directe désagrégée. Le théorème 1 montre que les relaxations des formulations {direct}
et {decomp} sont équivalentes. Le théorème 2 montre que les relaxations des formulations
renforcées {direct+} et {decomp+} sont aussi équivalentes.
Soit T = Kλ, avec T,K, λ ∈ N∗. Nous considérons les contraintes suivantes qui expriment les
variables y et k de la formulation {decomp} comme une fonction linéaire des variables x de la
formulation {direct}. Pour ceci nous utilisons l'expression σi = τi + kiλ.
yτi =
K−1∑
k=0
xτ+kλi ∀i ∈ {1, . . . , n},∀τ ∈ {0, . . . , λ− 1} (2.32)
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ki =
K−1∑
k=1
Kλ−1∑
t=kλ
xti ∀i ∈ {1, . . . , n} (2.33)
Considérons les formulations PLNE {E-direct} et {E-direct+}, obtenues par l'insertion
des contraintes (2.32) et (2.33) dans les formulations {direct} et {direct+} respectivement.
Compte tenu de la contrainte suivante pour les variables xti
0 ≤ xti ≤ 1 ∀i ∈ {1, . . . , n}, t ∈ {0, . . . , T} (2.34)
nous définissons aussi les formulations PLNE {E-decomp} and {E-decomp+}, obtenues par
l'insertion des contraintes (2.32), (2.33) and (2.34) dans les formulations {decomp} and {de-
comp+}, respectivement.
Avec ces transformations, nous obtenons 4 formulations définies dans l'espace (x, y, k). Si
(form) désigne une formulation PLNE, z˜∗(form) désigne la valeur optimale de l'objectif de sa
relaxation linéaire.
Lemme 1 En considérant les formulations {direct}, {direct+}, {decomp}, {decomp+} et
leurs versions étendues, nous avons les équivalences suivantes :
z˜∗(direct) = z˜∗(E-direct),
z˜∗(direct+) = z˜∗(E-direct+),
z˜∗(decomp) = z˜∗(E-decomp),
z˜∗(decomp+) = z˜∗(E-decomp+).
Preuve Dans le cas de la formulation {direct}, nous montrons que l'insertion de variables yi
et ki ne change pas la valeur optimale de la relaxation et que ces variables ne sont soumises
à aucune contrainte. Dans le cas de la formulation {decomp}, nous montrons que pour toute
solution réalisable fractionnaire (y, k) qui respecte les contraintes de convexité sur la variable y,
nous pouvons toujours trouver une solution fractionnaire x tel que 0 ≤ x ≤ 1.
Le fait d'ajouter les variables y, k et les contraintes (2.32) et (2.33) aux formulations {direct}
et {direct+} ne modifie pas l'espace de solution relaxé des formulations en termes des variables
x car il n'y a pas d'autres contraintes sur les variables k et y. En conséquence, nous avons
z˜∗(direct) = z˜∗(E-direct) et z˜∗(direct+) = z˜∗(E-direct+).
Pour les formulations {decomp} et {decomp+}, les formulation étendues {E-decomp}
et {E-decomp+} sont obtenues avec la considération des variables x, 0 ≤ xti ≤ 1 (2.34) et
des contraintes (2.32) et (2.33). Nous devons montrer que cette transformation ne modifie dans
aucun cas la solution optimale relaxée. Pour cela, nous remarquons que, pour tout y et k tel que y
vérifie (2.21), le système avec les inégalités (2.32), (2.33) a toujours une solution avec 0 ≤ xti ≤ 1.
Les variables xτi apparaissent uniquement dans l'ensemble de contraintes (2.32), qui défi-
nissent les variables yτi , nous pouvons donc récrire les contraintes (2.32) comme :
xτi =
K−1∑
k=1
xτ+kλi − yτi ∀i ∈ {1, . . . , n}∀τ ∈ {0, λ− 1}
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Nous réécrivons xτi ≥ 0 à partir de cette dernière expression
K−1∑
k=1
xτ+kλi ≥ yτi , ∀i ∈ {1, . . . , n}∀τ ∈ {0, λ− 1} (2.35)
Trouver une solution x réalisable consiste à trouver 0 ≤ xti ≤ 1, t ≥ λ qui vérifie (2.35) et
(2.33). Cette solution réalisable peut être obtenue avec la procédure suivante.
Si ki est un nombre entier, nous considérons xti = 0 pour t ∈ {0, . . . , kiλ − 1} ∪ {(ki +
1)λ, . . . , T −1} et xτ+kiλi = yτi pour τ ∈ {0, . . . , λ−1}. Ceci vérifie les contraintes (2.35) et (2.33)
puisque
ki
λ−1∑
τ=0
xτ+kiλi = ki
λ−1∑
τ=0
yτi = ki
car y vérifie (2.21).
Pour illustrer comment x est obtenu, nous supposons par exemple que λ = 3 et K = 4
(T = 12). Soit yi0 = 0.2, yi1 = 0.3, yi2 = 0.5 et ki = 2. Un x non négatif qui vérifie (2.32) et
(2.33) est obtenu simplement avec xti = 0 pour t = 0, 1, 2, 3, 4, 5, 9, 10, 11 et xi6 = 0.2, xi7 = 0.3,
xi8 = 0.5.
Si ki n'est pas un nombre entier (nous avons ki < K− 1), la procédure décrite ci-dessus pour
trouver un x˜ réalisable lorsque k˜i = dkie permet d'obtenir l'expression
∑λ−1
τ=0 x˜
τ+dkieλ
i = dkie.
De plus l'expression yτi = x˜
τ
i + x˜
τ+dkieλ
i avec x˜
τ
i = 0 pour toute i ∈ {0, . . . , n}, τ ∈ {0, . . . , λ−
1} est obtenue à partir des contraintes (2.32). nous proposons de diminuer chaque x˜τ+dk˜ieλi par
(dkie−ki)
dkie y˜
τ
i et augmenter chaque terme x˜
τ
i par le même quantité de manière à atteindre x. On
note que les égalités des contraintes (2.32) sont satisfaites. Avec cette opération nous obtenons
dkie
∑λ−1
τ=0 x
τ+dkieλ
i = ki car l'expression dkie
∑λ−1
τ=0 x˜
τ+dkieλ
i est reduite de
∑λ−1
τ=0(dkie− ki)yτi =
(dkie − ki).
Pour mieux comprendre cette transformation, considérons le même exemple avec ki = 2.4.
Nous obtenons x˜ ∈ [0, 1] qui vérifie (2.32) et (2.33) pour k˜i = 3 en fixant x˜it = 0 pour t =
0, 1, 2, 3, 4, 5, 6, 7, 8 et x˜i9 = 0.2, x˜i10 = 0.3, x˜i11 = 0.5. Maintenant nous diminuons k˜i jusqu'à
la valeur 2.4 en fixant xi0 =
(3−2.4)
3 0.2 = 0.04, xi1 =
(3−2.4)
3 0.3 = 0.06, xi2 =
(3−2.4)
3 0.5 = 0.1,
xi9 = 0.2− 0.04 = 0.16, xi10 = 0.3− 0.06 = 0.24 et xi11 = 0.5− 0.1 = 0.4.
En conséquence, pour toute solution réalisable (y, k) qui vérifie les contraintes de convexité
sur y, une solution x avec 0 ≤ x ≤ 1 peut être trouvée. Donc z˜∗(decomp) = z˜∗(E-decomp) et
z˜∗(decomp+) = z˜∗(E-decomp+).
Théorème 1 Soit z˜∗(decomp) la valeur optimale pour la relaxation de la formulation {decomp}
et z˜∗(direct) la valeur optimale pour la relaxation de la formulation {direct}. Nous avons
z˜∗(direct) = z˜∗(decomp)
Preuve Le lemme 1 nous permet de montrer cette équivalence à partir de la comparaison de la
relaxation linéaire de la formulation directe étendue {E-direct} et la formulation décomposée
étendue {E-decomp}. Nous montrons que toutes les contraintes de ces deux formulations sont
équivalentes.
Selon le Lemme 1, nous avons z˜∗(decomp) = z˜∗(E-decomp) et z˜∗(direct) = z˜∗(E-direct). Les
versions étendues des formulations peuvent être comparées pour obtenir le résultat souhaité. A
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partir de cette idée, nous montrons que chaque solution réalisable de {E-decomp} est également
une solution de {E-direct} et vice-versa. Ceci est démontré ci dessous.
 Equivalence des contraintes d'affectation (2.21) et (2.27) :
Avec l'insertion de (2.32) dans la partie gauche de (2.21) nous obtenons :
λ−1∑
τ=0
y˜τi =
λ−1∑
τ=0
K−1∑
k=0
x˜τ+kλi =
T−1∑
t=0
x˜ti (2.36)
qui correspond précisément à le terme gauche de la contrainte d'affectation (2.27) de la
formulation directe. Pour toute solution y qui satisfait (2.21) nous obtenons alors une
solution x qui satisfait (2.27), et vice-versa.
 Equivalence des contraintes de précédence (2.22) et (2.28) :
Avec l'insertion de (2.32) et (2.33) dans
∑λ−1
τ=0 τy
τ
i + kiλ nous obtenons
λ−1∑
τ=0
τ y˜τi + k˜iλ =
λ−1∑
τ=0
τ
K−1∑
k=0
x˜τ+kλi +
K−1∑
k=1
Kλ−1∑
t=kλ
λx˜ti
=
K−1∑
k=0
λ−1∑
τ=0
τ x˜τ+kλi +
K−1∑
k=1
k
(k+1)λ−1∑
t=kλ
λx˜ti
=
K−1∑
k=0
λ−1∑
τ=0
τ x˜τ+kλi +
K−1∑
k=0
λ−1∑
τ=0
kλx˜τ+kλi
=
T−1∑
t=0
txti (2.37)
A partir de cette équivalence, toute solution x qui vérifie les contraintes de précédence
(2.28) correspond à une solution y qui satisfait les contraintes de précédence (2.22). La
réciproque est également satisfaite.
 Equivalence des contraintes de ressources (2.23) et (2.29) :
En ajoutant (2.32) dans le terme de gauche de (2.23) nous obtenons :
n∑
i=1
y˜τi b
s
i =
n∑
i=1
K−1∑
k=0
x˜τ+kλi b
s
i (2.38)
qui correspond précisément au terme de gauche des contraintes de ressources de la formu-
lation directe (2.29).
 Bornes sur les variables y et k :
Les contraintes (2.32) et (2.27) assurent que 0 ≤ y˜τi ≤ 1 pour toute i ∈ {1, . . . , n}, τ ∈
{0, . . . , λ − 1}. De la même manière, les contraintes (2.33) et (2.27) impliquent que 0 ≤
k˜i ≤ K − 1, pour tout i ∈ {1, . . . , n}
 Equivalence de la fonction objectif :
A partir de l'egalité (2.37) on peut facilement déduire que la valeur de la fonction objectif
de la relaxation de la formulation {E-direct} et de la relaxation de la formulation {E-
decomp} sont équivalentes.
Les équivalences démontrées ci-dessus prouvent que la relaxation des formulations {E-decomp}
50
2.4. PROGRAMMATION LINÉAIRE EN NOMBRES ENTIERS POUR L'ORDONNANCEMENT MODULO SOUS CONTRAINTES DE
RESSOURCES
et {E-direct} sont égales. Ce résultat peut être étendu aux relaxations des formulations {de-
comp} et {direct} à partir du lemme 1
Finalement, nous démontrons l'équivalence de la relaxation des formulations {direct+} et
{decomp+}.
Théorème 2 Soit z˜∗(decomp+) la valeur optimale pour la relaxation de la formulation décom-
posée renforcée et z˜∗(direct+) la valeur optimale pour la relaxation de la formulation directe
renforcée, alors
z˜∗(direct+) = z˜∗(decomp+)
Preuve Nous nous basons aussi sur le Lemme 1 pour démontrer cette équivalence, en comparant
la relaxation de la formulation renforcée directe {direct+} et la formulation renforcée décom-
posée étendue {E-decomp+}. La seule différence avec la démonstration antérieure réside dans
les contraintes de précédence. Nous montrerons que la solution optimale des deux relaxations
sans la considération des contraintes de ressources est toujours 0− 1 dans les deux cas.
Comme pour le théoreme 1, nous utilisons le lemme 1 qui énonce que z˜(direct+) = z˜(E-direct+)
et z˜(decomp+) = z˜(E-decomp+). En conséquence, il suffit de comparer la formulation {di-
rect+} et la formulation {E-decomp+}.
A partir des égalités (2.36) et (2.38) et avec le remplacement des variables y et k par leurs
expressions en fonction de la variable x, nous obtenons deux formulations dont la différence réside
dans les contraintes de précédence.
Si on ignore les contraintes de ressources, on peut établit que toute solution de base réalisable
liée à la matrice des contraintes des formulations est 0− 1.
D'abord, on considère la formulation renforcée décomposée {decomp+}. La contrainte de
précédence structurée est réécrite en remplaçant les variables yi et ki par leurs expressions en
fonction de la variable xti (2.32 et 2.33). Nous considérons l'expression
∑λ−1
s=τ y
s
i + ki. Nous avons
donc
λ−1∑
s=τ
ysi + ki =
K−1∑
k=0
λ−1∑
s=τ
xs+kλi +
K−1∑
k=1
Kλ−1∑
s=kλ
xsi
=
K−1∑
k=0
(k+1)λ−1∑
s=τ+kλ
xsi +
K−1∑
k=0
Kλ−1∑
s=(k+1)λ
xsi
=
K−1∑
k=0
Kλ−1∑
s=τ+kλ
xsi
Si on utilise, dans la contrainte de précédence structurée (2.25), les transformations (2.32) et
(2.33) et le résultat
∑λ−1
s=τ y
s
i + ki =
∑K−1
k=0
∑Kλ−1
s=τ+kλ x
s
i , cette contrainte peut alors être réécrite
comme :
K−1∑
k=0
Kλ−1∑
s=τ+kλ
xsi +
(τ+θji−1)modλ∑
s=0
K−1∑
k=0
xs+kλj −
K−1∑
k=1
Kλ−1∑
t=kλ
xtj ≤ ωji − b
τ + θji − 1
λ
c+ 1
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K−1∑
k=0
Kλ−1∑
s=τ+kλ
xsi +
(τ+θji−1)modλ∑
s=0
K−1∑
k=0
xs+kλj −
K−1∑
k=0
Kλ−1∑
t=kλ
xtj + 1 ≤ ωji − b
τ + θji − 1
λ
c+ 1
K−1∑
k=0
Kλ−1∑
s=τ+kλ
xsi +
(τ+θji−1)modλ∑
s=0
K−1∑
k=0
xs+kλj +
K−1∑
k=0
kλ−1∑
t=0
xtj −K + 1 ≤ ωji − b
τ + θji − 1
λ
c+ 1
K−1∑
k=0
Kλ−1∑
s=τ+kλ
xsi +
K−1∑
k=0
(
(τ+θji−1)modλ∑
s=0
xs+kλj +
kλ−1∑
t=0
xtj)−K + 1 ≤ ωji − b
τ + θji − 1
λ
c+ 1
K−1∑
k=0
Kλ−1∑
s=τ+kλ
xsi +
K−1∑
k=0
(
kλ+(τ+θji−1)modλ∑
s=0
xsj)−K + 1 ≤ ωji − b
τ + θji − 1
λ
c+ 1
−
K−1∑
k=0
s=τ+kλ−1∑
s=0
xsi +
K−1∑
k=0
kλ+(τ+θji−1)modλ∑
s=0
xsj ≤ ωji − b
τ + θji − 1
λ
c
Maintenant, les variables xsi sont remplacés par les variables z
τ,k,p
i que nous définissons par
zτ,k,pi =
p∑
q=k
τ+qλ∑
s=0
xsi
La contrainte de précédence structurée peut être alors écrite comme :
−zτ−1,0,K−1i +z(τ+θ
j
i−1)modλ,0,K−1
j ≤ ωji −b
τ + θji − 1
λ
c ∀(i, j) ∈ E,∀τ ∈ {0, . . . , λ−1} (2.39)
La contrainte (2.21) devient
zλ−1,0,K−1i − z−1,0,K−1i = 1.∀i ∈ {1, ..., n} (2.40)
En ajoutant les contraintes sur xτ+kλi , nous avons
0 ≤ zτ,k,ki − zτ−1,k,ki ≤ 1.∀i ∈ {1, ..., n}, ∀τ ∈ {0, . . . , λ},∀k ∈ {0, . . . ,K − 1} (2.41)
La matrice des contraintes Z correspondant aux contraintes (2.39), (2.40) et (2.41) a une
solution avec des coordonnées entières zτ,k,pi si et seulement si Z est une matrice totalement
unimodulaire, c'est-à-dire, si les déterminants des sous-matrices de Z sont égaux à 0, 1 ou −1.
Une condition suffisante mais pas nécessaire pour qu'une matrice A avec ai,j ∈ {0,−1, 1} soit
totalement unimodulaire (Papadimitriou and Steiglitz, 1982) consiste à vérifier que chaque co-
lonne de A contient au plus 2 éléments non nuls et que les lignes de A peuvent être partitionnées
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en 2 ensembles disjoints I1 et I2 avec les propriétés suivantes :
1. Si 2 éléments d'une colonne de A ont le même signe, la ligne de l'un est alors dans I1 et
l'autre ligne dans I2.
2. Si 2 éléments d'une colonne de A ont des signes opposés, alors les lignes des 2 éléments
sont dans I1 ou dans I2.
En conséquence la matrice des contraintes Z est totalement unimodulaire.
Nous considérons maintenant la formulation {direct+} sans les contraintes de ressources.
Pour démontrer l'unimodularité nous proposons une autre transformation non-singulière des
variables xti en les variables h
t
i définies par :
hti =
T−1∑
s=0
xsi
Les contraintes d'affectation, les contraintes de précédence et les contraintes sur les variables xti
peuvent être écrites comme :
hti = 1,∀i ∈ {1, . . . , n}
hti − ht+θ
j
i−λωji−1
j ≥ 0, ∀(i, j) ∈ E,∀t ∈ {0, . . . , T − 1}.
0 ≤ hti − ht−1i ≤ 1 ∀i ∈ {1, . . . , n},∀t ∈ {0, . . . , T − 1}
et
hti ≥ 0
L'unimodularité totale de la matrice H est alors démontrée.
Les formulations directe et décomposée ont donc des solutions 0−1 par rapport aux variables x
lorsqu'on considère uniquement les contraintes de précédence. Par ailleurs, les deux formulations
ont les mêmes contraintes de ressource. En conséquence leurs relaxations sont équivalentes.
2.4.4 Calcul de bornes inférieures et résolution exacte
Dans cette section, nous montrons comment utiliser les formulations pour trouver des bornes
inférieures et des solutions optimales ou réalisables pour la période λ et pour l'objectif secon-
daire (minimisation du makespan ou minimisation de la somme pondérée des dates de début des
tâches).
Borne inférieure pour la période λ.
La recherche d'une borne inférieure pour la période λ commence avec une méthode qui résout
le programme linéaire à partir d'une valeur de λ = λmin fixée, tel que, λmin = max(λres, λprec)
(voir chapitre 1, section 1.3.2) et des contraintes d'intégralité relâchées. Si avec cette valeur de
λ, il n'existe pas une solution pour le programme linéaire, nous incrémentons la valeur de λ
(λ = λ+ 1).
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Une borne inférieure λRLP pour la période λ est atteinte lorsque le programme linéaire admet
une solution. Dans notre cas, le programme linéaire correspond aux formulations présentées dans
les sections 2.4.1 et section 2.4.2.
Borne inférieure et solution optimale pour le makespan (Cmax).
Le makespan est défini comme la différence entre la date de début et la date de fin de
l'ordonnancement. Le makespan doit toujours être supérieur ou égal à la période λ. Pour trouver
une borne inférieure pour le makespan, nous proposons de résoudre la relaxation des contraintes
d'intégralité des formulations présentées dans les sections 2.4.1 et 2.4.2 avec une certaine valeur
de λ. La résolution de ces relaxations peut donner une valeur pour le makespan plus petite
que la valeur de λ, nous proposons alors une borne inférieure pour le makespan définie par
Cmaxmin = max(λ,Cmax), où Cmax correspond à la valeur obtenue avec la résolution de la
relaxation. Par exemple, la matrice suivante montre la solution de la relaxation de la formulation
de Dinechin (2004) pour une instance particulière. Chaque ligne correspond à une tâche (on a
ici 14 tâches). Chaque colonne représente l'instant où chaque tache est exécutée. Les éléments xti
de la matrice sont donc les valeurs de la solution pour la relaxation.
X
t
i =

1 0 0 0 0 0 0 0 0 0 0 0 0 0 00
0 0, 7167 0, 14 0 0 0 0 0, 1433 0 0 0 0 0 0 0
0 0 0, 36 0 0 0 0, 2 0, 44 0 0 0 0 0 0 0
0, 5 0 0 0 0, 5 0 0 0 0 0 0 0 0 0 0
0 0, 2 0 0 0 0 0, 8 0 0 0 0 0 0 0 0
0, 33 0 0 0, 67 0 0 0 0 0 0 0 0 0 0 0
0 0, 0833 0 0 0 0, 75 , 0, 167 0 0 0 0 0 0 0 0
0, 1667 0 0, 5 0, 333 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0, 5 0, 25 0 0, 25 0 0 0 0 0 0 0
0, 7143 0, 2857 0 0 0 0 0 0 0 0 0 0 0 0 0
0, 6429 0 0 0 0 0 0 0 0 0 0 0 0 0 0, 3571
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0, 6429 0 0 0 0 0 0 0 0 0 0 0 0 0 0, 3571
0, 5714 0 0 0 0 0 0 0 0 0 0 0 0 0 0, 4285

Dans cet exemple, la valeur du Cmax = 6 alors que la valeur de la période est λ = 8.
Solutions optimales
. Pour la recherche de solutions optimales la méthode consiste de résoudre pour chaque valeur
de λ le PLNE au lieu de sa relaxation. Une fois que λ est réalisable, la minimisation du Cmax
est effectuée.
2.5 Résultats expérimentaux
Les expérimentations sur les formulations PLNE {decomp(+)} et {direct(+)} ont été
exécutées avec Cplex V. 6.0 sur un PC équipé du processeur Intel(R) Core(TM)2 Duo CPU
E4400 @ 2.00GHz 1.99 GHz RAM. Nous avons implémentée en OPL Les Formulations PLNE
décomposée, décomposée structurée, directe et directe désagregée.
L'objectif est d'évaluer la performance des formulations {decomp(+)} et {direct(+)}.
Nous comparons tout d'abord ces formulations en termes de solutions optimales ou réalisables
trouvées.
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Les tableaux 2.1, 2.2, 2.3 et 2.4 montrent les temps de résolution pour les instances avec les
formulations {decomp(+)} et {direct(+)}. Les instances ont été groupées en fonction de leur
taille (nombre d'opérations à ordonnancer) et du temps de calcul nécessaire pour leur résolution.
En ce qui concerne le temps de résolution, il semble que la formulation {decomp(+)} est plus
rapide que la formulation {direct(+)}. En effet, la formulation {direct(+)} a un plus grande
nombre de variables (n× T ) que la formulation {decomp(+)} ((n× λ) + n variables entières).
Nous observons que généralement plus taille des instances est importante et plus le temps de
calcul nécessaire pour leur résolution est également important comme on pouvait s'y attendre.
]operat ]instances ms sec min > 1h No 1
0 - 30 16 14 2 - - -
31 - 60 15 7 3 4 1 -
61 - 100 2 - - - 2 -
> 100 3 - - - 2 1
Total 36 21 5 4 5 1
Table 2.1  Formulation {decomp+} instances industrielles
]operat ]instances ms sec min > 1h No 1
0 - 30 16 14 2 - - -
31 - 60 15 7 2 5 1 -
61 - 100 2 - - - 2 -
> 100 3 - - - 2 1
Total 36 21 4 5 5 1
Table 2.2  Formulation {direct+} instances industrielles
]operat ]instances ms sec min > 1h No 1
0 - 30 16 3 9 4 - -
31 - 60 15 1 2 9 2 2 1
61 - 100 2 - - - - 2
> 100 3 - - - - 3
Total 36 4 11 13 2 6
Table 2.3  Formulation {decomp+} instances modifiées
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]operat ]instances ms sec min > 1h No 1
0 - 30 16 3 8 5 - -
31 - 60 15 - 3 9 - 3
61 - 100 2 - - - - 2
> 100 3 - - - - 3
Total 36 3 11 14 0 8
Table 2.4  Formulation {direct+} instances modifiées
Les tableaux 2.5 et 2.6 montrent en détail les solutions optimales ou réalisables obtenues pour
chaque instance. Les tables 2.7, 2.8 affichent les résultats sur les bornes inférieures de la période
et du makespan sur ces mêmes instances.
Nous remarquons que la borne inferieure λRLP obtenue avec la relaxation des formulations
est toujours égale à la borne triviale λmin pour l'ensemble des instances industrielles et modifiées.
Cela peut être dû au fait que la borne triviale λmin est toujours réalisable pour ces instances ou,
au contraire, que les relaxations ne sont pas suffisamment efficaces.
La table 2.5 montre les résultats de la résolution exacte pour les instances industrielles. Dans
ce cas, toutes les instances ont été résolues jusqu'à l'optimalité sauf l'instance (gsm-st231.18)
(qui n'a pas pu être résolue même après trois semaines de calcul). Nous remarquons que le temps
moyens d'exécution pour la formulation {decomp(+)} est 6% inférieure que le temps moyens
d'exécution pour la formulation {direct(+)}. Bien que pour quelques instances, le temps de
calcul est vraiment petit (millièmes de secondes), d'autres instances demandent cependant un
temps plus conséquent. Par exemple les instances (adpcm-st231.1, gsm-st231.) et notamment
l'instance (adpcm-st231.2) qui nécessite 161 heures pour être résolue. 21 instances ont trouvée la
solution optimale à la racine, ce qui correspondre au temps d'exécution de 0.05 seg.
L'étude des solutions optimales sur la table 2.5 montre que pour l'ensemble d'instances indus-
trielles la solution optimale pour la période est (quasiment) toujours égale à la borne théorique
triviale λmin. En conséquence, l'ensemble d'instances industrielles ne peuvent pas être utilisé
pour évaluer la performance des relaxations des formulations {direct(+)} et {decomp(+)}
en ce qui concerne la période. Ceci n'est pas le cas pour le makespan, les relaxations des formu-
lations {direct(+)} et {decomp(+)} permettant d'améliorer la borne.
La table 2.6 montre les résultats de la résolution exacte pour les instances modifiées. Dans
ce groupe d'instances, la consommation des ressources de type non-unitaire augmente la diffi-
culté. Par exemple, nous observons que 6 instances n'ont pas été résolues après trois semaines
de calcul. Pour deux des instances (gsm-st231.25) et (gsm-st231.25-st231.33) des solutions réa-
lisables approchées mais non-optimales avec des écarts respectifs de 1, 75% et 8% ont été trou-
vées. Nous remarquons que le temps moyens d'exécution pour la formulation {decomp(+)}
est 28% inférieure que le temps moyens d'exécution pour la formulation {direct(+)}. La diffi-
1. Non-resolues.
2. Solution réalisable qui n'est pas optimale.
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culté de l'ensemble d'instances modifiées par rapport à l'ensemble d'instances industrielles peut
s'expliquer par le fait de que les périodes optimales sont ici plus grandes que la borne triviale
λmin = max (λ
prec, λres).
La table2.7 montre les résultats des relaxations des formulations PLNE décomposée struc-
turée et directe désagréegée pour les instances insdustrielles. Dans ce cas, nous ne pouvons pas
améliorer la borne obtenue à partir de la valeur λmin = max (λprec, λres) car déjà cette borne
est égale à la valeur optimale de la période λ. Nos observons que les résultats de la borne pour
le Cmax restent plus intéressantes.
La table2.8 montre les résultats des formulations PLNE décomposée structurée et directe
désagréegée pour les instances modifiées. Dans ce cas, la valeur de la borne pour la période λ
obtenue à partir des relaxations des formulations PLNE décomposée structurée et directe désa-
gréegée sont toujours égaux à les résultats obtenus à partir de λmin = max (λprec, λres). Nous
pouvons donc conclure que les relaxations des formulations PLNE pour le problème d'ordonnan-
cement modulo sous contraintes de ressources sont malheureusement non efficaces pour le calcul
d'une borne pour la période λ. Ces relaxations restent cependant utiles pour le calcul d'une borne
pour le makespan.
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Instances λmin PLNE(decomp+) PLNE(direct+) écart (CPUs% )
λ Cmax CPUs λ Cmax CPUs
adpcm-st231.1 21 21 30 14400 21 30 16235 11.30%
adpcm-st231.2 38 40 42 582362 40 42 601000 3.10%
gsm-st231.1 24 24 33 0.05 24 33 0.05 0%
gsm-st231.2 26 26 32 79362 26 32 83991 5.51%
gsm-st231.5 11 11 17 0.05 11 17 0.05 0%
gsm-st231.6 7 7 13 17 7 13 20 15%
gsm-st231.7 11 11 17 0.05 11 17 0.05 0%
gsm-st231.8 8 8 8 0.05 8 8 0.05 0%
gsm-st231.9 28 28 28 0.05 28 28 0.05 0%
gsm-st231.10 4 4 4 0.05 4 4 0.05 0%
gsm-st231.11 20 20 21 0.05 20 21 0.05 0%
gsm-st231.12 8 8 8 0.05 8 8 0.05 0%
gsm-st231.13 19 19 25 1856 19 25 2023 8.25%
gsm-st231.14 10 10 13 301.25 10 13 478 36.97%
gsm-st231.15 8 8 8 0.05 8 8 0.05 0%
gsm-st231.16 16 16 20 7520 16 20 8156 7.80%
gsm-st231.17 9 9 16 0.05 9 16 0.05 %
gsm-st231.18 53 - - - - - - -
gsm-st231.19 8 8 9 0.05 8 9 0.05 0%
gsm-st231.20 6 6 10 0.05 6 10 0.05 0%
gsm-st231.21 18 18 22 0.05 18 22 0.05 0%
gsm-st231.22 18 18 22 0.05 18 22 0.05 0%
gsm-st231.25 16 16 25 3652 16 25 4001 8.72%
gsm-st231.29 11 11 17 12.6 11 17 15 16%
gsm-st231.30 7 7 13 12 7 13 15 20%
gsm-st231.31 11 11 17 47 11 17 73 35.61%
gsm-st231.32 15 15 15 0.05 15 15 0.05 0%
gsm-st231.33 15 15 21 2365 15 21 2503 5.51%
gsm-st231.34 4 4 5 0.05 4 5 0.05 0%
gsm-st231.35 6 6 11 0.05 6 11 0.05 0%
gsm-st231.36 10 10 15 27 10 15 42 35.71%
gsm-st231.39 8 8 16 0.05 8 16 0.05 %0%
gsm-st231.40 10 10 10 0.05 10 10 0.05 0%
gsm-st231.41 18 18 24 2356 18 24 2562 8.04%
gsm-st231.42 6 6 10 0.05 6 10 0.05 0%
gsm-st231.43 8 8 14 0.05 8 14 0.05 0%
Valeur moyenne 13.22 13.28 18 19836 13.28 18 20603 6.22%
Table 2.5  Solutions optimales ou réalisables pour les instances industrielles
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Instances λmin PLNE(decomp+) PLNE(direct+) écart (CPUs% )
λ Cmax CPUs λ Cmax CPUs
adpcm-st231.1 52 - - - - - - -
adpcm-st231.2 82 - - - - - - -
gsm-st231.1 24 25 42 250 25 42 375 33.33%
gsm-st231.2 59 - - - - - - -
gsm-st231.5 26 36 46 280 36 46 299.03 6.36%
gsm-st231.6 17 27 27 152 27 27 265 43%
gsm-st231.7 28 41 45 92 41 45 115 20%
gsm-st231.8 9 12 12 0.27 12 12 0.31 12.90%
gsm-st231.9 28 32 35 56 32 35 60 6.66%
gsm-st231.10 6 8 8 0.10 8 8 0.11 9.09%
gsm-st231.11 20 24 24 0.37 24 24 0.39 5.12%
gsm-st231.12 10 13 13 12.65 13 13 19 33.42%
gsm-st231.13 27 43 48 985.03 43 48 1236 20.35%
gsm-st231.14 20 33 45 220 33 45 252 13%
gsm-st231.15 9 12 12 12.36 12 12 13 5%
gsm-st231.16 38 - - - - - - -
gsm-st231.17 23 33 33 90 33 33 105 14%
gsm-st231.18 120 - - - - - - -
gsm-st231.19 12 15 15 38.23 15 15 43 11.09%
gsm-st231.20 13 20 27 123 20 27 137 10.21%
gsm-st231.21 20 30 30 42.03 30 30 59 29%
gsm-st231.22 18 29 29 80.36 29 29 112 28%
gsm-st231.25 37 56 (Gap=1.75%) 56 604800 - - - -
gsm-st231.29 28 42 42 210 42 42 513 59%
gsm-st231.30 16 25 25 58 25 25 67 13.43%
gsm-st231.31 26 39 39 142 39 39 169 16%
gsm-st231.32 21 30 30 0.25 30 30 1.01 75%
gsm-st231.33 33 52(Gap=8%) 50 604800 - - - -
gsm-st231.34 7 7 7 5.05 7 7 8 30%
gsm-st231.35 12 14 16 52 14 16 53 1.88%
gsm-st231.36 18 24 28 230 24 24 403 42%
gsm-st231.39 15 21 25 95 21 25 168 44%
gsm-st231.40 12 17 21 15 17 21 29 48%
gsm-st231.41 33 - - - - - - -
gsm-st231.42 14 18 26 12 18 26 17 29%
gsm-st231.43 15 20 25 15 20 25 23 34%
Valeur moyenne 19 27 30 116 27 30 162 28%
Table 2.6  Solutions optimales ou réalisables pour les instances modifiées
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Instances λmin λ Cmax CPU (s) (decomp+) CPU (s) (direct+)
adpcm-st231.1 21 21 29.5 498 536
adpcm-st231.2 38 38 42 5326.37 6012
gsm-st231.1 24 24 33 0.02 0.02
gsm-st231.2 26 26 31.5 586 614
gsm-st231.5 11 11 15.2 0.02 0.02
gsm-st231.6 7 7 11.2 0.02 0.02
gsm-st231.7 11 11 15.2 0.02 0.02
gsm-st231.8 8 8 8 0.02 0.02
gsm-st231.9 28 28 28 0.02 0.02
gsm-st231.10 4 4 4 0.00 0.00
gsm-st231.11 20 20 21 0.02 0.02
gsm-st231.12 8 8 8 0.00 0.00
gsm-st231.13 19 19 25 0.02 0.02
gsm-st231.14 10 10 12.63 0.02 0.02
gsm-st231.15 8 8 8 0.00 0.00
gsm-st231.16 16 16 16.97 3625.12 3812.03
gsm-st231.17 9 9 15.25 0.02 0.02
gsm-st231.18 53 53 53 7256 8002.03
gsm-st231.19 8 8 8 0.00 0.00
gsm-st231.20 6 6 10 0.00 0.00
gsm-st231.21 18 18 22 15 15
gsm-st231.22 18 18 21 17 20
gsm-st231.25 16 16 24.52 789.26 814
gsm-st231.29 11 11 15.2 7.52 7.84
gsm-st231.30 7 7 11.2 0.02 0.02
gsm-st231.31 11 11 15.2 0.02 0.02
gsm-st231.32 15 15 15 4.25 4.45
gsm-st231.33 15 15 17.23 42 42
gsm-st231.34 4 4 5 0.00 0.00
gsm-st231.35 6 6 8.2 0.00 0.00
gsm-st231.36 10 10 10 0.02 0.02
gsm-st231.39 8 8 12.5 0.02 0.02
gsm-st231.40 10 10 10 0.00 0.00
gsm-st231.41 18 18 18 12 0.02
gsm-st231.42 6 6 10 0.02 0.02
gsm-st231.43 8 8 10.4 0.00 0.00
Table 2.7  Résultats des bornes inférieures obtenues à partir de la relaxation des formulations
{direct+} et {decomp+} pour les instances industrielles
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Instances λmin λ Cmax CPU (s) (decomp+) CPU (s) (direct+) (λopt − λ)%
adpcm-st231.1 52 52 52 1800 1995.03 -
adpcm-st231.2 82 82 82 7214 7327 -
gsm-st231.1 24 24 32 600 626 4%
gsm-st231.2 59 59 59 7200 7298.04 -
gsm-st231.5 26 26 26 600 600 28%
gsm-st231.6 17 17 17 600 600 37%
gsm-st231.7 28 28 28 22 23 25%
gsm-st231.8 9 9 9 0.02 0.02 13%
gsm-st231.9 28 28 28 25 30 25%
gsm-st231.10 6 6 6 0.0001 0.0001 17%
gsm-st231.11 20 20 21 0.15 0.152 23%
gsm-st231.12 10 10 10 0.0001 0.0001 37%
gsm-st231.13 27 27 27 48 52 39%
gsm-st231.14 20 20 20 18 21 25%
gsm-st231.15 9 9 9 0.001 0.002 30%
gsm-st231.16 38 38 38 420 452 -
gsm-st231.17 24 24 24 720 795 20%
gsm-st231.18 120 120 120 600 603 -
gsm-st231.19 12 12 12 0.002 0.002 35%
gsm-st231.20 13 13 13 0.002 0.002 33%
gsm-st231.21 20 20 22 24 24 38%
gsm-st231.22 18 18 21 8 8 34%
gsm-st231.25 37 37 37 300 317 33%
gsm-st231.29 28 28 28 60 62 33%
gsm-st231.30 16 16 16 0.25 0.253 36%
gsm-st231.31 26 26 26 58 60 33%
gsm-st231.32 21 21 21 3.02 3 30%
gsm-st231.33 33 33 33 52 51 37%
gsm-st231.34 6 6 6 0.001 0.001 14%
gsm-st231.35 11 11 11 0.002 0.002 21%
gsm-st231.36 18 18 18 8 8 25%
gsm-st231.39 15 15 15 0.06 0.08 29%
gsm-st231.40 12 12 12 0.0001 0.0001 30%
gsm-st231.41 34 34 34 47 49 -
gsm-st231.42 14 14 14 4.03 6 22%
gsm-st231.43 15 15 15 0.026 0.02 25%
valeur moyenne 19 19 19.23% 105 110 27%
Table 2.8  Résultats des bornes inférieures obtenues à partir de la relaxation des formulations
{direct+} et {decomp+} pour les instances modifiées
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2.6 Conclusion
Dans ce chapitre, les modèles de PLNE pour le problème d'ordonnancement modulo sous
contraintes de ressources ont été exploitées. Nous avons réalisé une étude théorique et expéri-
mentale des formulations PLNE les plus connues. Nous avons prouvé l'équivalence des relaxations
des formulations PLNE et nous avons également vérifié que la formulation (decomp(+)) est plus
rapide que la formulation {direct(+)} pour obtenir des solutions entières. Néanmoins d'autres
études expérimentales ont montré que la formulation directe s'adaptait bien à des techniques de
grand voisinage qui ont obtenus de très bons résultats approchés, ce qui montre donc leur intérêt
indépendamment de la qualité des relaxations et du nombre de variables (de Dinechin, 2007).
Le temps de calcul pour l'ensemble des instances industrielles est plus court que pour l'en-
semble des instances modifiées. Cela est certainement dû à la différence des consommations des
ressources pour chaque groupe d'instances.
En ce qui concerne le calcul des bornes pour la période λ, nous avons constaté que les bornes
inférieures λRPL obtenues à partir de la relaxation d'intégralité sont égales aux bornes triviales
λmin. Ceci est vérifié pour les deux groupes d'instances.
L'objectif du chapitre suivant est donc de proposer nouvelles bornes qui améliorent les résultats
présentés dans ce chapitre.
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Chapitre 3
Formulations renforcées pour le
RCMSP basées sur la décomposition
de Dantzig-Wolfe
Ce chapitre vise à proposer nouvelles formulations PLNE pour le RCMSP. Le but est d'amé-
liorer les bornes obtenues dans le chapitre précédent pour la période λ. Nous proposons d'utiliser
la décomposition de Dantzig-Wolfe pour générer des nouvelles formulations, qui présentent ce-
pendant un très grand nombre de variables. Pour faire face à ce problème, nous proposons un
schéma de génération de colonnes de manière à résoudre la relaxation de ces formulations. Ces
nouvelles formulations sont basées sur l'idée d'ensembles de tâches réalisables qui peuvent être
exécutées simultanément, sans violer les contraintes de précédence ou de ressources. Dans ce
contexte, l'application de la décomposition de Dantzig-Wolfe sur la formulation à variables in-
dicées pour le temps de Pritsker et al. (1969) spécifie la formulation de Mingozzi et al. (1997)
pour l'ordonnancement de projet sous contraintes de ressources (RCPSP). Nous proposons dans
ce chapitre d'appliquer cette décomposition aux formulations du RCMSP présentées dans le cha-
pitre précédent, de résoudre les relaxations PL des formulations ainsi obtenues au moyen de la
génération de colonnes afin d'obtenir de nouvelles bornes pour la période et le makespan. Des
résultats expérimentaux sont donnés. Ce chapitre a fait l'objet d'une communication dans une
conférence nationale [ROADEF 2010], une conférence internationale [PMS 2010] et fait partie
d'une soumission dans une revue internationale [DAM].
3.1 Introduction
La décomposition de Dantzig and Wolfe (1960) proposée en 1960 est une approche clas-
sique pour résoudre un programme linéaire de grande taille. La décomposition de Dantzig-Wolfe
consiste à exprimer un polyèdre convexe au travers de ses points extrêmes. Le but est d'expri-
mer l'ensemble des contraintes par deux sous-ensembles. Une fois la décomposition est apliquée
le problème est divisé en deux problèmes ; le problème maître et le sous-problème. En effect,
il s'agit de résoudre le problème maître qui est malheureusement un programme linéaire avec
un très grand nombre de variables. Dans ce chapitre, nous présentons notre contribution sur
l'application d'un tel schéma de décomposition sur les formulations d'ordonnancement modulo
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présentées dans le chapitre antérieur. Des nouvelles formulations avec un nombre exponentiel de
variables de décision sont obtenues. Ces variables sont liées à l'exécution des sous-ensembles des
tâches qui peuvent être exécutés dans la période λ sans violer les contraintes de précédence ou de
ressource. Ensuite, nous proposons un schéma de génération de colonnes pour résoudre la relaxa-
tion des nouvelles approches et obtenir de nouvelles bornes pour la période λ et pour le Cmax.
La première section de ce chapitre traitera donc les notions générales de la décomposition de
Dantzig-Wolfe et la génération de colonnes. Ensuite, nous présentons les nouvelles formulations
pour l'ordonnancement modulo sous contraintes de ressources obtenues à partir de la décompo-
sition de Dantzig-Wolfe. Un schéma de génération de colonnes pour résoudre la relaxation des
formulations est également proposé. Enfin, nous présentons les résultats expérimentaux sur l'en-
semble d'instances industrielles et modifiées décrites dans le premier chapitre. Nous comparons
les bornes obtenues avec les formulations présentées dans le chapitre antérieur avec les bornes
obtenues à partir de ces nouvelles formulations basées sur la décomposition de Dantzig-Wolfe.
3.2 Décomposition de Dantzig-Wolfe et génération de co-
lonnes
La génération de colonnes est une méthode utilisée pour résoudre efficacement les programmes
linéaires de grande taille. Elle consiste en la décomposition du programme linéaire original en
un problème maître et un sous problème. Le sous-problème est généré à partir du problème dual
associé au problème linéaire original issu de la décomposition de Dantzig-Wolfe. Le problème
maître contient un premier sous ensemble de colonnes et le sous problème est résolu à partir
de l'information du problème dual. Le but est de résoudre le sous-problème pour identifier si le
problème maître peut être amélioré en ajoutant de nouvelles colonnes. La génération de colonnes
alterne la résolution du problème maître et le sous-problème jusqu'à l'obtention d'un ensemble de
colonnes nécessaire pour trouver une solution optimale. La génération de colonnes est basée sur
la décomposition de Dantzig-Wolfe. Pour expliquer cette décomposition, considérons le problème
suivant :
(P ) min z = c1x1+ c2x2 +...+ crxr
s.c A1x1+ A2x2 +...+ Arxr = b0
B1x1 = b1
B2x2 = b2
. . .
Brxr = br
x1, x2, ..., xr ≥ 0
Le programme linéaire (P ) est composé d'une série de m0 contraintes
∑r
j=1A
jxj = b0
et mj contraintes qui impliquent le vecteur de variables xj . Le domaine des variables est :
cj , xj ∈ Rnj , Aj ∈ Rm0×nj , b0 ∈ Rm0 , bj ∈ Rmj , Bj ∈ Rmj×nj .
Si le polyèdre P j associé à l'ensemble de contraintes des variables xj défini un nombre fini de
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points extrêmes pour tout j
P j = {x ∈ Rnj | Bjxj = bj , xj ≥ 0}
alors, tout point xj ∈ P j peut être définit comme : xj =
Nj∑
k=1
φjkx
j
k, tel que
Nj∑
k=1
φjk = 1 et φ
j
k ≥ 0,
où Nj représente le nombre de sommets dans le polyèdre j. A partir de l'expression de xj en
fonction des points extrêmes, il est possible de réécrire le programme (P ) sous la forme d'un
nouveau programme linéaire, appelé programme maître et noté (PM), comme suit :
(PM) min z =
N1∑
k=1
c1x1kφ
1
k +...+
Nr∑
k=1
crxrkφ
r
k
s.c
N1∑
k=1
A1x1kφ
1
k +...+
Nr∑
k=1
Arxrkφ
r
k = b
0
N1∑
k=1
φ1k = 1
. . .
Nr∑
k=1
φrk = 1
φjk ≥ 0 ∀ k, j
Cette reformulation présente moins de contraintes que la formulation initiale car les contrain-
tes liées au vecteur de variables xj sont remplacées pour une seule contrainte
Nj∑
k=1
φjk = 1. Elle
introduit cependant un nombre exponentiel de variables car le vecteur xj est remplacée par un
scalaire de tous les points positifs de P j . Dans ce nouveau modèle, les variables de décision sont
les φjk, k = 1, ..., Nj .
Si dans le programme original (P ), la contrainte x1, x2, ..., xr ≥ 0 est remplacée par
x1, x2, ..., xr ∈ {0, 1}nj
nous obtenons alors un programme linéaire (P )
′
ainsi qu'un polyèdre P j
′
= {xj ∈ {0, 1}nj |
Bjxj = bj} qui représente l'ensemble de solutions 0− 1 de (P )′ .
Le programme maître (PM)
′
lié au programme (P )
′
peut être donc formulé de la façon
suivante :
(PM)
′
min z =
N1∑
k=1
c1x1kφ
1
k +...+
Nr∑
k=1
crxrkφ
r
k
s.c
N1∑
k=1
A1x1kφ
1
k +...+
Nr∑
k=1
Arxrkφ
r
k = b
0
N1∑
k=1
φ1k = 1
. . .
Nr∑
k=1
φrk = 1
φjk ∈ {0, 1}nj ∀ k, j
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Comme dans le cas des variables xj continues, cette décomposition spécifie un programme
linéaire avec moins de contraintes mais beaucoup plus de variables. Dans les programmes linéaires
de grande taille, il est très difficile de représenter toutes les variables de manière explicite. En
fait, dans la solution optimale, la plupart des variables sont hors base et donc sont nulles, c'est-à-
dire, que seul un sous-ensemble de variables doit être pris en compte pour résoudre le problème.
Pour résoudre la relaxation continue de ce problème, nous supposons qu'il existe une solution de
base réalisable pour le problème maître (PM). Il reste à determiner si la solution est optimale
ou s'il existe au contraire un sommet qui doit être intégré dans la solution de base. Dans ce
cas, on ajoute une colonne. Nous commençons par résoudre un programme restreint à un sous-
ensemble de variables φj
k′
noté (RPM). Si nous supposons que φ∗ ∈ Rj
k′
est une solution optimale
du problème (RPM), il existe alors une solution (ζ, ν) réalisable du problème dual associé, tel
que ζ ∈ Rm0 est associée aux contraintes qui restent et ν ∈ Rr est associée à la contrainte de
convexité de chacun des r polyèdres P j . La solution optimale φ∗ de (RPM) peut être écrite
comme une combinaison linéaire de la solution réalisable du problème dual, b0ζ + ν = cφ∗, alors
b0ζ+ ν = cφ
∗ ≥ z(PM). Pour évaluer si (ζ, ν) est une solution réalisable du dual de (PM), nous
définissons ¯cjk le coût réduit associé à la variable φ
j
k. L'expression du coût est :
¯
cjk = (c
j − ζAj)xjk − νj
La solution du problème (RPM) est optimale si ¯cjk ≥ 0 ∀ k, j. En effet, nous pouvons chercher
de façon équivalente la valeur minimale de ¯cjk et vérifier qu'elle est positive. Nous obtenons alors
le sous-problème suivant :
min
k,j
¯
cjk = min1≤j≤r
{ min
1≤k≤Nj
[(cj − (ζAj)xkj − νj ]}
= min
1≤j≤r
{ min
xj∈P j
[(cj − (ζAj)xj − νj ]}
trouver min ¯cjk est alors équivalent à résoudre r sous-problèmes de type :
(
SP j
)
min fj =
(
cj − ζAj)xj − νj
s.c Bjxj = bj
xj ≥ 0
Si la valeur optimale de (SP j) est positive ou nulle pour toute j, la solution du problème
(RPM) est alors optimale. En conséquence, la solution du problème original (P ) est également
optimale. Dans le cas où, il existe une valeur de (SP q) négative pour un certain q, une variable doit
être intégrée dans la base de (RPM) (une colonne est donc ajoutée). La méthode de génération
de colonnes est cependant très dépendante du mécanisme utilisé pour générer des colonnes. En
effet, le sous-problème à résoudre est souvent NP-difficile.
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3.3 Formulations renforcées pour le RCMSP
3.3.1 Formulations renforcées pour le RCMSP basées sur la décompo-
sition de Dantzig-Wolfe
Nous nous basons sur l'approche de Vanderbeck (2000) pour proposer des nouvelles formula-
tions pour le RCPSP basées sur la décomposition de Dantzig and Wolfe (1960).
Nous considérons le polyèdre entier borné P(τ), qui définit l'ensemble de solutions réalisables
respectant les contraintes de ressources pour la formulation décomposée à l'instant τ ∈ {0, ..., λ}.
P(τ) =
{
yτ ∈ {0, 1}n |
n∑
i=1
yτi b
s
i ≤ Bs,∀s ∈ {1, . . . ,m}
}
Il existe une correspondance bijective entre l'ensemble des points réalisables non-nuls de P(τ)
et l'ensemble des ensembles R de tâches {i1, . . . , iq} tel que
∑q
p=1 b
s
ip
≤ Bs,∀s ∈ {1, . . . ,m}.
Chaque ensemble de R est appelé un ensemble réalisable. L'ensemble vide correspond à y = 0.
On définit par R∗ l'ensemble qui définit tous les ensembles réalisables et l'ensemble vide. Ils
existe au plus 2n éléments dans R∗.
Les éléments du polyèdre P(τ) borné sont notés par P0, P1, . . . , P|R|−1, chacun de ces points
correspond à un ensemble réalisable et P0 correspond à l'ensemble vide. Le polyèdre P(τ) peut
être représenté par l'énumération de tous ses éléments comme suit :
P(τ) =
{
yτ ∈ Rn | yτ =
∑
l∈R∗
zτl Pl et
∑
l∈R∗
zτl = 1 pour tout z
τ
l ∈ {0, 1}, l ∈ R∗
}
Nous définissons la matrice binaire a tel que ali = 1 si la tâche i appartient à l'ensemble réalisable
Pl (ali représente le i-ème élément de Pl). Si on remplace y
τ
i par
∑
l∈R
aliz
τ
l et on utilise R à la
place de R∗ (nous ne considérons pas l'ensemble réalisable vide), nous obtenons une nouvelle
formulation décomposée pour le RCMSP (M-decomp).
min
n∑
i=1
wi(ki ∗ λ+
λ−1∑
τ=0
τ
∑
l∈R
aliz
τ
l )
∑
l∈R
λ−1∑
τ=0
aliz
τ
l = 1 i ∈ {1, ..., n} (3.1)
∑
l∈R
zτl ≤ 1, τ ∈ {0, . . . , λ− 1} (3.2)
λ−1∑
τ=0
τ
(∑
l∈R
aljz
τ
l −
∑
l∈R
aliz
τ
l
)
+ (kj − kj)λ ≥ θji − ωjiλ.(i, j) ∈ E (3.3)
zτi ∈ {0, 1} ∀i ∈ {1, . . . , n},∀τ ∈ {0, . . . , λ− 1}
ki ∈ {0, . . . ,K − 1}, ∀i ∈ {1, . . . , n}
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Dans cette formulation, la variable binaire zτl est égale à 1 si et seulement si le sous-ensemble
l est exécuté à l'instant τ .
La relaxation de la formulation (M-decomp) est plus forte que celle de la formulation (decomp)
car les contraintes de ressources ont été remplacées par l'enveloppe convexe de l'ensemble entier
P(τ), c'est-à-dire :
conv (P(τ)) =
{
yτ ∈ Rn | yτ =
∑
l∈R
zlPl,
∑
l∈R
zl = 1 ∀ 0 ≤ zl ≤ 1, l ∈ R
}
A partir des contraintes de précédence structurées (2.25), il est possible de remplacer les
contraintes (3.3) par les contraintes suivantes :
λ−1∑
x=τ
∑
l∈R
aliz
x
l +
(τ+θji−1) mod λ∑
x=0
∑
l∈R
aljz
x
l + ki − kj ≤ ωji − b
τ + θji − 1
λ
c+ 1,
∀τ ∈ {0, . . . , λ− 1},∀(i, j) ∈ E (3.4)
Une nouvelle formulation renforcé appelée (M-decomp+) est donc obtenue. Cette formulation
est également plus forte que la formulation (decomp+) pour la même raison que dans le cas
précédent.
Il est possible d'obtenir des nouvelles formulations à partir de la décomposition de Dantzig-
Wolfe sur les formulations directes. Cependant, nous conservons les variables x pour les con-
traintes de précédence et nous utilisons la transformation (2.32) pour établir un lien entre les
variables z et x. Nous obtenons la formulation directe (M-direct) suivante lorsque les contraintes
de précédence simples sont considerées :
min
n∑
i=1
wi
T∑
t=0
txti
T∑
t=0
xti = 1, i = 1, ..., n
∑
l∈R
(
λ−1∑
τ=0
aliz
τ
l
)
= 1, ∀i = 1, ...n (3.5)
∑
l∈R
zτl ≤ 1, ∀τ ∈ [0, λ− 1] (3.6)
T∑
t=0
txti + θ
j
i − λωji ≤
T∑
t=0
txtj , ∀(i, j) ∈ E (3.7)
∑
l∈R
aliz
τ
l =
K−1∑
k=0
xτ+kλi ∀i ∈ {1, . . . , n},∀τ ∈ {0, . . . , λ− 1} (3.8)
xti ∈ {0, 1}, ∀i ∈ {1, . . . , n}, ∀t ∈ {0, . . . , T − 1}
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zτi ∈ {0, 1}, i ∈ {1, . . . , n}, τ ∈ {0, . . . , λ− 1}
Lorsque les contraintes de précédence simples sont remplacées pour les contraintes de pré-
cédence désagrégées (2.31), nous obtenons la formulation (M-direct+). Comme dans le cas des
formulations décomposées, les relaxations des formulations (M-direct) et (M-direct+) sont res-
pectivement plus fortes que celles des formulations (direct) et (direct+). Notons que l'application
de la décomposition de Dantzig-Wolfe sur la formulation avec les variables indexées par le temps
de Pritsker et al. (1969) définit la formulation de Mingozzi et al. (1997) pour l'ordonnancement
de projet sous contraintes de ressources (RCPSP). Cette formulation a été cependant proposée
sans faire aucune réferénce à la décomposition de Dantzig-Wolfe.
3.3.2 Réduction du nombre d'ensembles réalisables
Nous avons déjà remarqué dans la section précédente qu'il existe au plus 2n ensembles réa-
lisables de tâches. Toutefois, ce nombre maximal n'est jamais atteint lorsque les contraintes de
ressource sont actives. En effet, tous les sous-ensembles de tâches avec demandes cumulatives qui
dépassent les disponibilités des ressources peuvent être écartés a priori.
Dans la formulation proposée par Mingozzi et al. (1997) pour le problème RCPSP non-
périodique, la réduction de nombre d'ensembles réalisables est obtenu à partir de l'hypothèse
que deux tâches liées par des contraintes de précédence ne peuvent pas faire partie du même
ensemble réalisable. Dans le contexte du RCMSP, cette affirmation n'est pas suffisante et nous
devons considérer des conditions plus complexes. Ces conditions sont décrites ci-dessous.
D'abord, nous définisons les conditions pour avoir σimodλ = σjmodλ, c'est-à-dire, τi = τj .
Alors, s'il existe une contrainte de précédence (i, j), nous avons :
σj ≥ σi + θji − λωji
τj + kjλ ≥ τi + kiλ+ θji − λωji
τj ≥ τi + kiλ− kjλ+ θji − λωji
τj − τi ≥ (ki − kj)λ+ θji − λωji
Pour avoir τi = τj , nous devons trouver ki et kj tel que
kj ≥ ki +
⌈
θji
λ
⌉
− ωji (3.9)
avec ki et kj entiers.
Dans le cas où il existe aussi une contrainte de précédence (j, i), alors
τi − τj ≥ (kj − ki)λ+ θij − λωij
Si τi = τj , nous avons
ki ≥ kj +
⌈
θij
λ
⌉
− ωij (3.10)
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Dans ce cas trouver des valeurs ki et kj tel que (3.9) et (3.10) soient vérifiées avec ki, kj entiers
est possible si et seulement si ⌈
θji
λ
⌉
− ωji +
⌈
θij
λ
⌉
− ωij ≤ 0 (3.11)
Si nous supposons que le problème a une contrainte de précédence précédence réalisable aussi,
nous avons
θji − λωji + θij − λωij ≤ 0 (3.12)
Nous démontrons que généralement (3.12) 6⇒ (3.11) avec un contre-exemple. Supposons que
θji = 1, ω
j
i = 0, θ
i
j = 1, ω
i
j = 1 et λ = 2. (3.12) est satisfait car θ
j
i−λωji +θij−λωij = 1−0+1−2 = 0
et une solution réalisable est donnée par σi = 0 et σj = 1. Toutefois, cette solution ne satisfait
pas (3.9) et (3.10) car
⌈
θji
λ
⌉
− ωji +
⌈
θij
λ
⌉
− ωij =
⌈
1
2
⌉ − 0 + ⌈ 12⌉ − 1 > 0. Ainsi, une condition
nécessaire pour avoir τi = τj est donnée par (3.11). Si cette condition n'est pas satisfaite, i et j
ne peuvent pas appartenir au même ensemble admissible. Cette règle peut être appliquée pour
réduire a priori le nombre d'ensembles de tâches réalisables à considérer dans l'ensemble R. En
fait, ce principe peut être étendu pour tout circuit dans le graphe de précédences.
Théorème 3 Soit (i1, i2), (i2, i3), . . . , (iq, iq+1 = i1) un circuit dans le graphe de précédences,
les sous-ensembles des tâches {i1, . . . , iq} ne peuvent faire partie du même ensemble réalisable si∑q
s=1
⌈
θis+1is
λ
⌉
− ωis+1is > 0
Preuve La preuve est triviale à partir de la généralisation directe du cas avec deux tâches.
3.4 Génération de colonnes pour le RCMSP
Les formulations (M-direct), (M-direct+), (M-decomp) et (M-decomp+) présentent un grand
nombre de variables (λ× | Rl |). Nous proposons un schéma de génération de colonnes pour
résoudre les relaxations continues de ces formulations.
Dans la formulation (M-decomp), ρi dénote la variable duale associée aux contraintes (3.1),
βτ dénote la variable duale liée aux contraintes (3.2) et δij la variable duale qui correspond aux
contraintes (3.3).
Les contraintes duales associée à la variable zτl du problème maître donné par la formulation
(M-decomp) sont formulées de la façon suivante :
n∑
i=1
aliσi − βτ +
∑
(i,j)∈E
δijτ(a
l
j − ali) ≤
n∑
i=1
wiτa
l
i,∀l ∈ R, τ ∈ {0, . . . , λ− 1}
ce qui donne
n∑
i=1
w1(i, τ)a
l
i ≤ βτ ,∀l ∈ R, τ ∈ {0, . . . , λ− 1}
où w1(i, τ) = ρi +
(
τ
∑
(j,i)∈E δji −
∑
(i,j)∈E δij + wi
)
.
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La formulation (M-decomp+) diffère de la formulation (M-decomp) par les contraintes de
précédence désagrégées (3.4). Soit δτij la variable duale des contraintes (3.4). Nous obtenons les
contraintes duales suivantes correspondant à la variable zτl dans le problème maître donné par
la formulation (M-decomp+) :
n∑
i=1
w2(i, τ)a
l
i ≤ βτ ,∀l ∈ R, τ ∈ {0, . . . , λ− 1}
où w2(i, τ) = ρi +
∑
(j,i)∈E((τ + θ
i
j − 1) mod λ+ 1)δτji +
∑
(i,j)∈E(λ− τ)δτij + wiτ .
La formulation (M-direct) diffère de la formulation (M-decomp) par la contrainte de précé-
dence et par le fait que la fonction objectif ne prenne pas en compte les variables zτl . Cependant,
les contraintes (3.8) lient les variables x and z. Soit γτi les variables duales correspondantes aux
contraintes (3.8). Nous obtenons les contraintes duales suivantes pour les variables zτl associées
au problème maître donné par la formulation (M-direct) :
n∑
i=1
w3(i, τ)a
l
i ≤ βτ ,∀l ∈ R, τ ∈ {0, . . . , λ− 1}
où w3(i, τ) = ρi + γτi .
Comme les contraintes de précédence désagrégées ne prennent pas en compte les variables z,
les contraintes duales sont alors identiques pour la formulation (M-direct+).
A partir d'une formulation donnée, il est possible de trouver une contrainte duale violée,
c'est-à-dire, un vecteur ai tel que
∑n
i=1 wq(i, τ)ai ≤ βτ (pour q = 1, 2, 3). La contrainte duale
violée peut être determinée avec la résolution des sous-problèmes (SPq(τ)) suivants :
max
n∑
i=1
wq(i, τ)ai (3.13)
n∑
i=1
aib
s
i ≤ Bs,∀s ∈ {1, . . . ,m} (3.14)
ai ∈ {0, 1}, ∀i ∈ {1, . . . , n} (3.15)
Le sous-problème correspond à un problème de sac-à-dos multidimensionnel pour chaque
τ = 0, ..., λ− 1. Nous avons donc λ sous-problèmes à résoudre.
En premier lieu, le problème maître est résolu, puis les λ sous-problèmes sont également
résolus.
Dès que la solution d'un sous problème dépasse βτ pour une valeur de τ donné, la variable
ai correspondante génère un nouvel ensemble réalisable, et une nouvelle variable zτl est ajoutée
dans le problème maître. Le nouveau problème maître est alors résolu. Ce processus itératif est
repeté jusqu'à ce qu'aucune contrainte duale violée ne soit trouvée pour tout τ ∈ {0, . . . , λ− 1}.
Les règles présentées dans la section 3.3.2 peuvent être utilisées pour réduire l'espace de
solution du sous-problème en considérant les contraintes :
∑
i∈U
ai ≤ |U | − 1, ∀U ∈ U
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où U est l'ensemble d'ensembles des tâches U = {i1, . . . , iq} qui vérifient
∑q
s=1
⌈
θis+1is
λ
⌉
−
ωis+1is > 0 comme dans le théorème 3. Ces contraintes peuvent être ajoutées sous la forme
d'inégalités valides au sous problème (3.13-3.15).
3.4.1 Ensemble initial des colonnes
Une solution réalisable du problème maître restreint est nécessaire pour assurer que l'infor-
mation duale transférée au sous-problème est correcte. Une telle solution réalisable peut toujours
être trouvée en utilisant une méthode à deux-phases, comme la méthode à deux-phases de l'al-
gorithme du simplexe, pour trouver une solution de base réalisable (Barnhart et al., 1998). Pour
déterminer un premier problème maître restreint réalisable, nous ajoutons λ variables artificielles
Cτ , τ ∈ [0, λ−1] et nous autorisons la violation des contraintes de convexité (3.2). Ces contraintes
sont remplacées par ∑
l∈R
zτl − Cτ ≤ 1, τ ∈ [0, λ− 1] (3.16)
Ensuite, l'objectif consiste à résoudre le problème d'optimisation qui consiste à rendre ces
variables artificielles nulles pour pouvoir les extraire du problème. Pour cela, nous minimisons la
somme des variables artificielles ( min
∑λ−1
τ=0 Cτ ).
L'ensemble de colonnes est initialisé avec des ensembles réalisables singletons {i}. Le processus
itératif commence avec l'objectif modifié jusqu'à ce que
λ−1∑
τ=0
Cτ = 0. Ensuite, nous passons à la
phase 2, où on considère l'objectif original et les contraintes de convexité. Nous remarquons que
la phase 1 de la génération de colonnes peut s'achever avec une valeur d'objectif positive, ce qui
indique que le problème est non-réalisable pour cette valeur de λ.
3.4.2 Calcul des bornes inférieures
La plus petite valeur de λ réalisable obtenue avec la solution des relaxations des nouvelles
formulations proposées, en utilisant le schéma de génération de colonnes pour le RCMSP pré-
senté ci-dessus, est une borne inférieure pour la période λ. Comme nous avons montré dans le
chapitre précédent, la recherche d'une borne inferieure pour la période λ est un processus itératif
qui commence avec une valeur de λmin = max(λres, λprec) (voir chapitre 1, section 1.3.2). Si avec
cette valeur de λ il n'existe pas une solution admissible, la valeur de λ est incrementée (λ = λ+1).
La borne pour le makespan est définie comme dans le chapitre antérieur, Cmaxmin = max(λ,Cmax),
où Cmax correspond à la valeur obtenue avec la résolution des relaxations en utilisant le schéma
de génération de colonnes, uniquement si le programme linéaire admet une solution réalisable
pour une valeur de λ donnée.
3.5 Résultats expérimentaux
Dans cette section nous évaluons la performance de la relaxation des nouvelles formulations
proposées. Nous présentons également une comparaison des bornes obtenues dans le chapitre
antérieur à partir des formulations PLNE et les bornes obtenues dans ce chapitre en utilisant
le schéma de génération de colonnes proposé. Les expérimentations ont été exécutées sur Cplex
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11.2 avec un Intel(R) Core(TM)2 Duo CPU E4400 @ 2.00GHz 1.99 GHz RAM. Le problème
maître et le sous-problème sont résolus avec CPLEX. Nous avons utilisé les deux groupes des
instances décrites dans le premier chapitre et déjà utilisées dans le chapitre 2.
Pour l'ensemble des instances industrielles, toutes les instances ont été résolues. Cependant,
les résultats expérimentaux ont montré que la borne pour la période λ obtenue avec le schéma
de génération de colonnes proposé trouve la même valeur que la borne triviale λmin. Ce résultat
est normal puisque cette borne est optimale pour la quasi-totalité des instances industrielles.
En ce qui concerne le makespan, les résultats expérimentaux montrent que la relaxation de
ces nouvelles formulations n'améliore pas les résultats obtenus par la relaxation des formulations
classiques de PLNE présentées au chapitre précédent. Ce résultat peut s'expliquer par la struc-
ture de l'architecture utilisée. Puisque la demande en ressources est unitaire, le sous problème
devient facile et, dans ce cas, la génération de colonnes ne peut améliorer la formulation initiale.
Malheureusement, nous ne pouvons donc pas utiliser l'ensemble des instances industrielles pour
évaluer les performances des nouvelles formulations proposées.
Pour l'ensemble des instances modifiées, les résultats expérimentaux sont beaucoup plus inté-
ressants. Nous rappelons que dans ce cas, la demande de ressources de type non-unitaire augmente
la difficulté des problèmes. Le schéma de génération de colonnes proposé permet d'ameliorer la
qualité des bornes pour la période λ et pour le makespan. Nous avons réalisé les tests pour les
quatre formulations proposées (M-decomp), (M-decomp+),(M-direct) et (M-direct+). Par rap-
port à la borne pour la période λ, nous avons obtenu des résultats identiques avec les quatre
formulations. En ce qui concerne la borne pour le Cmax, les formulations (M-decomp) et (M-
direct) ont trouvé des bornes identiques, ainsi que les formulations (M-decomp+) et (M-direct+).
Cependant, les formulations renforcées ont donné toujours une meilleure relaxation. Nous mon-
trons les résultats obtenus à partir de la formulation (M-decomp+) car cette formulation a montré
les temps d'exécution les plus courts et nous sommes intéressés par les meilleurs résultats. La
table 3.1 présente un récapitulatif des résultats obtenus pour la période λ.
Nombre d'instances résolues 34/36
Test avec λ = λopt 23/28
Ecart maximal λopt − λ 1
Ecart moyen λopt − λ 0.18
Table 3.1  Récapitulatif des bornes obtenues pour la période λ
Bien que le nombre total d'instances soit égal à 36, nous avons uniquement considéré les
instances résolues optimalement pour les formulations PLNE, c'est-à-dire, 28 instances.
En ce qui concerne la qualité des bornes obtenues pour la période λ, la borne de 82% des
instances (23 instances) correspond à la valeur optimale de la période λ. Les instances dont la
borne est inférieure à la valeur optimal (5 instances), présentent un écart maximal d'une unité
par rapport à la solution optimale. Les bornes obtenues pour la période λ sont donc très efficaces
avec un écart moyen de 0.18.
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La table 3.2 présente un récapitulatif des résultats obtenus pour le Cmax. Dans ce cas, la
borne de 54% des instances (15 instances) correspond à la valeur Cmaxopt. L'écart maximal est
de 12 et l'écart moyen est de 2.58.
Nombre d'instances résolus 34/36
Test avec Cmax=Cmaxopt 15/28
Ecart maximal Cmax−Cmaxopt 12
Ecart moyen Cmax−Cmaxopt 2.58
Table 3.2  Récapitulatif des bornes obtenues pour Cmax
Dans la table 3.3, nous présentons une comparaison entre les bornes pour la période λ obtenues
avec les relaxation des formulations PLNE et les bornes obtenues à partir des nouvelles approches.
Relaxation PLNE (decomp+) Nouvelle approche (M-decomp+)
Nombre d'instances résolues 36/36 34/36
Test avec λ = λopt 0/28 15/28
Ecart maximal λopt − λ 16 1
Ecart moyen λopt − λ 7.10 0.58
Table 3.3  Comparaison des bornes pour la période λ
Bien que la relaxation des formulations PLNE permette la résolution de l'intégralité des
instances, nous observons que la qualité de la borne pour la période λ est moins bonne. Avec la
relaxation PLNE, les bornes n'atteignent la valeur optimale pour aucune des instances. L'écart
maximal est de 16 et l'écart moyen est de 7.10. En ce qui concerne le Cmax, la table 3.4 montre
que les bornes obtenues avec les nouvelles formulations sont aussi beaucoup plus efficaces.
Relaxation PLNE (decomp+) Nouvelle approche (M-decomp+)
Nombre d'instances résolues 36/36 34/36
Test avec Cmax=Cmaxopt 0/28 15/28
Ecart maximal Cmax−Cmaxopt 25 12
Ecart moyen Cmax−Cmaxopt 9.57 2.58
Table 3.4  Comparaison des bornes pour le Cmax
En ce qui concerne les temps de calcul, la table 3.5 montre la répartition du nombre d'instances
résolues classeés en fonction de leur taille (nombre d'opérations à ordonnancer) et du temps de
calcul nécessaire pour leur résolution. La colonne NR correspond au nombre d'instances non
résolues.
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Formulation (decomp+) (M-decomp+)
ms sec min > 1h ms sec min > 1h NR
]Oper ]Instances
10 - 30 16 13 1 2 - 4 12 - - -
31 - 60 15 0 11 4 - 0 9 6 - -
61 - 100 2 0 0 2 - 0 0 2 0 -
> 100 3 0 0 2 1 0 0 0 1 2
Total 36 13 12 10 1 4 21 8 1 2
Table 3.5  Comparaison du nombre d'instances résolues classées en fonction de taille et temps
de calcul.
La table 3.5 montre que la résolution de la relaxation de la formulation (decomp+) est plus
rapide que la résolution de la relaxation de la formulation (M-decomp+) en utilisant le schéma
de génération de colonnes proposé. On peut expliquer ces différences de temps par les carac-
téristiques d'implémentation du schéma de génération de colonnes. En effet, nous avons réalisé
une implémentation basique qui ne prend pas en compte les règles déduites pour la réduction du
nombre d'ensembles réalisables.
Les figures 3.1 et 3.2 montrent la comparaison des bornes pour la période λ et pour le
Cmax respectivement. La table 3.6 montre en détail les résultats obtenus pour chaque instance.
Nous présentons les bornes obtenues avec la relaxation de la formulation (decomp+), les bornes
obtenues avec la nouvelle approche (M-decomp+) et les solutions optimales obtenues dans le
chapitre 2 avec les formulations PLNE.
Figure 3.1  Bornes pour la période λ. Instances modifiées.
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Figure 3.2  Bornes pour le Cmax. Instances modifiées.
Instances (decomp+) (M-decomp+) Opt
λ Cmax CPUs λ Cmax CPUs λ Cmax
∗
adpcm-st231.1 52 52 1800 79 79 1758.38 - -
adpcm-st231.2 82 82 420 - - - - -
gsm-st231.1 24 32 600 25 42 32.15 25 42
gsm-st231.2 59 59 7200 93 61 4823 - -
gsm-st231.5 26 26 600 36 36 385.27 36 46
gsm-st231.6 17 17 600 27 27 17.44 27 27
gsm-st231.7 28 28 22 41 41 17.63 41 45
gsm-st231.8 9 9 0.02 12 12 27.36 12 12
gsm-st231.9 28 28 25 31 32 2.57 32 35
gsm-st231.10 6 6 0.0001 8 8 1.73 8 8
gsm-st231.11 20 21 0.15 24 24 1.2 24 24
gsm-st231.12 10 10 0.0001 13 13 0.08 13 13
gsm-st231.13 27 27 48 42 42 48.29 43 48
gsm-st231.14 20 20 18 33 33 15.7 33 45
gsm-st231.15 9 9 0.001 12 12 16.1 12 12
gsm-st231.16 38 38 420 59 59 469 - -
gsm-st231.17 24 24 720 33 33 16.01 33 33
gsm-st231.18 120 120 600 - - - - -
gsm-st231.19 12 12 0.002 15 15 0.3 15 15
gsm-st231.20 13 13 0.002 20 20 0.88 20 27
gsm-st231.21 20 22 24 30 30 10.78 30 30
gsm-st231.22 18 21 8 29 29 1.85 29 29
gsm-st231.25 37 37 300 55 55 175.52 56 (Gap=1.75%) 56
gsm-st231.29 28 28 60 42 42 28.82 42 42
gsm-st231.30 16 16 0.25 25 25 3.48 25 25
gsm-st231.31 26 26 58 39 39 28.4 39 39
gsm-st231.32 21 21 3.02 29 29 627 30 30
gsm-st231.33 33 33 52 51 51 3287.42 52(Gap=8%) 50
gsm-st231.34 6 6 0.001 7 7 1.56 7 7
gsm-st231.35 11 11 0.002 14 14 0.46 14 16
gsm-st231.36 18 18 8 24 24 333.16 24 28
gsm-st231.39 15 15 0.06 20 20 9.17 21 25
gsm-st231.40 12 12 0.0001 16 16 2.56 17 21
gsm-st231.41 34 34 47 49 49 812.74 - -
gsm-st231.42 14 14 4.03 18 18 13.4 18 26
gsm-st231.43 15 15 0.026 20 20 25.43 20 25
Table 3.6  Bornes inférieures pour la période λ et Cmax obtenues par génération de colonnes
pour les instances modifiées.
76
3.6. CONCLUSION
3.6 Conclusion
Dans ce chapitre, nous avons proposé des nouvelles formulations basées sur la décomposition
de Dantzig-Wolfe pour résoudre le problème d'ordonnancement modulo sous contraintes de res-
sources. Ces nouvelles formulations comportent un grand nombre de variables. Nous proposons
un schéma de génération de colonnes à deux phases pour la résolution de leur relaxation. Les
sous-problèmes correspondent à λ problèmes de sac-à-dos multidimensionnel. Ces nouvelles for-
mulations s'avèrent très efficaces. Nous avons réussi à obtenir une amélioration significative des
bornes pour la période λ et pour le Cmax dans le cas des instances modifiées. Dans le cas des
instances industrielles, le schéma de génération de colonnes ne présente pas de différences avec
les résultats obtenus par la résolution des relaxations des PLNE classiques. Ceci peut s'expliquer
pour le typologie des demandes de ressources qui sont souvent des demandes unitaires, ce qui
rend le sous-problème facile. En ce qui concerne le temps d'exécution, la résolution de la relaxa-
tion des nouvelles formulations, nécessite d'avantage de temps de calcul que la résolution des
relaxations des PLNE classiques. Cependant, une implémentation plus sophistiquée, qui prend
en compte les règles déduites pour la réduction du nombre d'ensembles réalisables, peut être
envisagée de manière à améliorer les résultats.
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Chapitre 4
Relaxation Lagrangienne et
solutions réalisables
Dans ce chapitre nous presentons une méthode de relaxation Lagrangienne et une heuristique
permettant d'obtenir des bornes supérieures pour la période. Nous proposons de résoudre la re-
laxation Lagrangienne obtenue à partir de la dualisation de la contrainte de ressources dans la
formulation directe renforcée proposée par Dinechin (2004). Dans ce contexte, nous présentons
une méthode de résolution basée sur les résultats de Möhring et al. (2000). Les auteurs ont montré
pour un problème similaire que le sous-problème Lagrangien est équivalent à résoudre un problème
de coupe minimale dans un graphe orienté. La relaxation Lagrangienne permet d'obtenir la même
borne (période et Cmax) que la relaxation de la formulation directe mais sans nécessiter l'uti-
lisation d'un solveur de programmation linéaire. Pour l'heuristique, nous nous basons sur une
modification de la formulation décomposée proposée par Eichenberger and Davidson (1997). Nous
proposons de remplacer dans la formulation PLNE les variables de décision ki par un nouveau
vecteur k
′
i. Ce vecteur k
′
i peut être exprimé en fonction des valeurs x
t
i determinés dans le calcul
de la coupe minimale lors de la résolution de la relaxation Lagrangienne. Ce chapitre a fait l'objet
d'une communication dans une conférence internationale [ISCO 2010] et il fait également partie
d'une publication dans Electronics Notes in Discrete Mathemathics 36-(2010) 191-198.
4.1 Introduction
La résolution de programmes linéaires en nombres entiers est souvent basée sur des méthodes
de décomposition. Ces méthodes visent à décomposer le problème en sous-problèmes qui sont
plus faciles à résoudre. Une décomposition entraîne la relaxation de certaines contraintes et per-
met donc de déterminer une borne pour le problème. Comme nous l'avons vu dans le chapitre
précédent, le principe des méthodes de décomposition est de décomposer le problème général
en un ou plusieurs sous-problèmes qui sont généralement coordonnés par un programme linéaire
appelé le problème maître. L'objectif est toujours d'approcher l'enveloppe convexe des solutions
réalisables du PLNE. La relaxation Lagrangienne s'applique lorsque dans la matrice de contrain-
tes il est possible d'identifier un sous-ensemble de contraintes qui rendent le problème difficile. Le
but de la relaxation est donc de génerer des problèmes qui sont plus faciles à résoudre Geoffrion
(1974). Dans ce chapitre, nous proposons le calcul de bornes inférieures basées sur la formulation
directe désagrégée proposée par Dinechin (2004) (voir chapitre 2, section 2.4.2). Nous savons
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que la borne est de mauvaise qualité pour la période mais nous cherchons ici à calculer une
borne inférieure pour le makespan et des solutions réalisables de bonne qualité. Par ailleurs la
relaxation Lagrangienne peut avoir un intérêt pour proposer méthodes de recherche des solutions
réalisables entières (en général irréalisables), notre heuristique utilise cette propriété.
Nous proposons la dualisation des contraintes de ressources qui vont être donc associées à des
multiplicateurs de Lagrange. Cette dualisation génère un sous-problème Lagrangien qui, comme
ont montré Möhring et al. (2000), peut être résolu à partir du calcul d'une coupe minimale dans
un graphe orienté. Une fois le sous-problème Lagrangien résolu, nous proposons la génération
d'un vecteur k
′
i ∀i = 1, ..., n à partir de la transformation 2.33 qui permet d'exprimer les va-
riables de décision ki de la formulation décomposée proposée par Eichenberger and Davidson
(1997) (voir chapitre 2, section 2.4.1) en fonction des variables xti. Dans ce cas, les valeurs de x
t
i
sont determinées à partir de la coupe minimale obtenue lors de la résolution du sous-problème
Lagrangien. Ensuite, nous proposons la recherche de bornes supérieures à partir de la résolution
de la formulation décomposée structurée en remplaçant les variables de décision ki par le nouveau
vecteur k
′
i.
La deuxième section de ce chapitre décrit les notions générales de la relaxation Lagrangienne.
La troisième section présente la relaxation Lagrangienne pour la formulation directe désagrégée
ainsi que la définition du sous-problème Lagrangien. Ensuite, nous décrivons la résolution du
problème dual Lagrangien par l'algorithme du sous-gradient. Dans la dernière section, nous
présentons l'heuristique proposée et des résultats expérimentaux.
4.2 Relaxation Lagrangienne
La relaxation Lagrangienne est une méthode qui peut être appliquée lorsqu'il est possible de
reconnaître des contraintes difficiles dans la matrice des contraintes. La relaxation de ces contrain-
tes génère des sous-problèmes qui sont plus faciles à résoudre (Geoffrion, 1974). Les contraintes
qui vont être relachées sont connues sous le nom de contraintes compliquantes. Ces contrain-
tes relâchées sont pondérées par des coefficients que l'on appelle multiplicateurs de Lagrange et
ensuite réinjectées dans la fonction objectif.
Soit X = {x ∈ Nn | Bx ≤ b}. Considérons le programme linéaire en nombres entiers suivant
P : min z = cx
s.c
Ax ≤ a
Bx ≤ b
x ∈ X
Admettons que l'ensemble de contraintes Ax ≤ a est l'ensemble de contraintes difficiles. Soit
δ ∈ Rm+ un vecteur non-négatif de multiplicateurs Lagrangiens. Nous définissons la relaxation
Lagrangienne de P associée aux contraintes difficiles et au vecteur Lagrangien δ comme le pro-
gramme linéaire (Lx(δ)) suivant :
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Lx(δ) : min z = cx+ δ(Ax− a)
s.c
Bx ≤ b
x ∈ X
La violation des contraintes (Ax ≤ a) est ainsi pénalisée dans la fonction objectif par l'inter-
médiaire des multiplicateurs de Lagrange δ.
Pour un vecteur δ donné et Lx(δ) sur x ∈ X (ou sur x ∈ conv(X)), nous obtenons une
solution optimale x(δ). Trouver la meilleure solution x(δ) possible définit le sous-problème dual
Lagrangien Lδ :
Lδ = max
δ∈Rm+
Lx(δ)
Nous remarquons que le sous-problème dual Lagrangien Lδ est un problème dans l'espace
dual des multiplicateurs Lagrangiens.
4.2.1 Solution Lagrangienne réalisable
x(δ) n'est pas en générale une solution réalisable pour le problème original P . Soit z∗ la valeur
optimale de la fonction objectif de P , le théorème suivant montre que la valeur z∗ reste toujours
entre cx(δ) + δ [Ax(δ)− a] ≤ z∗ ≤ cx(δ).
Théorème 4 1. Si x(δ) est une solution optimale de Lx(δ) pour un δ ≥ 0, alors
cx(δ) + δ [Ax(δ)− a] ≤ z∗.
2. Si x(δ) est en plus une solution réalisable pour P , alors cx(δ) + δ [Ax(δ)− a] ≤ z∗ ≤ cx(δ).
3. De plus δ [Ax(δ)− a] = 0, alors x(δ) est une solution optimale de P , c'est-à-dire, cx(δ) =
z∗.
Preuve Voir Geoffrion (1974).
Nous remarquons que si le sous-problème dual Lagrangien intègre la propriété d'intégralité,
c'est-à-dire, si conv{x ∈ X | Bx ≤ b} = {x | Bx ≤ b}, les points extrêmes de {x | Bx ≤ b}
appartiennent alors à X et la borne trouvée par Lδ ne peut pas être de meilleure qualité que la
borne z˜ determinée par la relaxation continue de P .
Les corollaires suivants démontrent que la borne determinée par la relaxation Lagrangienne
est au moins d'une qualité égale à la borne trouvée par la relaxation continue de P .
Corollaire 1 si conv{x ∈ X | Bx ≤ b} = {x | Bx ≤ b}, alors z˜ = Lx(δ) = Lδ ≤ z. Dans ce cas,
la relaxation Lagrangienne est égale à la borne z˜.
Corollaire 2 si conv{x ∈ X | Bx ≤ b} ⊂ {x | Bx ≤ b}, alors z˜ ≤ Lx(δ) = Lδ ≤ z. Dans ce cas,
la relaxation Lagrangienne peut améliorer la borne z˜.
Dans cette thèse, nous utilisons la méthode de sous-gradient adaptée à partir des résultats de
Möhring et al. (2000) pour la résolution du dual Lagrangien. Nous décrivons en détail la méthode
de sous-gradient plus tard dans la section (4.3.2).
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4.3 Relaxation Lagrangienne de la formulation directe de-
sagrégée
Dans cette section, nous présentons la relaxation Lagrangienne de la formulation directe
renforcée (direct+)(voir chapitre 2, section 2.4.2). Soit χ˜(λ) le polyèdre associé à l'espace de
solutions considerant la relaxation des contraintes d'intégralité des variables dans la formulation
(direct+), une borne inférieure λLP pour la période λ est determinée par résolution itérative
jusqu'à trouver le plus petit λ tel que χ˜(λ) soit non-vide. Le principal inconvénient de cette
approche est qu'il existe un nombre pseudo-polynomial de variables xti et de contraintes 2.31.
Pour une valeur de T grande, la résolution de ce programme linéaire peut en effet entraîner un
temps de calcul important.
Considérons maintenant l'expression
Lδ,λ(x) =
m∑
s=1
λ−1∑
τ=0
δτ,s(
n∑
i=1
T∑
t=0
t mod λ=τ
bsix
t
i)−
m∑
s=1
λ−1∑
τ=0
δτ,sBs.
et le programme linéaire
min{Lδ,λ(x) | x ∈ χˆ(λ)} (4.1)
où δτ,s ≥ 0 ∀ [0, λ− 1], et χˆ(λ) représente le polyèdre définit par les contraintes 2.27, 2.31 et
2.34 de la formulation directe renforcée. Le programme linéaire 4.1 avec les multiplicateurs δτ,s
est obtenu à partir de la relaxation des contraintes 2.29. Soit L∗δ,λ la valeur de la fonction objectif
optimale.
Proposition 1 χ˜(λ) est vide si pour un δ ≥ 0, χˆ(λ) est vide ou L∗δ,λ > 0.
Preuve De par la définition des polyèdres χ˜(λ) et χˆ(λ), il est evident que χ˜(λ) ⊆ χˆ(λ). Si χ˜(λ)
est vide, alors χˆ(λ) est également vide et si L∗δ,λ est strictement positif pour tout x ∈ χ˜(λ), alors
m∑
s=1
λ−1∑
τ=0
δτ,s(
n−1∑
i=1
∑
t=0
t mod λ=τ
bsix
t
i) >
m∑
s=1
λ−1∑
τ=0
δτ,sBs.
Comme δ ≥ 0, nous avons
n−1∑
i=1
∑
t=0
t mod λ=τ
bsix
t
i > Bs pour certains τ ∈ [0, λ− 1] , s ∈ [1,m]
alors χ˜(λ) est vide.
La proposition 1 permet de définir la borne inférieure λRL pour la période λ comme le plus
petit λ tel que le problème Lagrangien dual Lδ définit par
max
δ≥0
min{Lδ,λ(x) | x ∈ χˆ(λ)} (4.2)
n'a pas une solution optimale positive (L∗δ ≤ 0). En plus, le problème Lδ possède la propriété
d'intégralité car Co{x ∈ {0, 1} ∩ χ˜(λ)} = χˆ(λ), alors λLδ = λLP .
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Malheureusement nos résultats expérimentaux du chapitre 2 ont montré que la borne de la
période obtenue de cette manière n'excède pas sur les instances testées la borne triviale λmin.
Par contre la borne peut avoir un intérêt pour la durée totale (Cmax). Pour l'obtenir, il suffit
d'ajouter une n + 1 ième composante au vecteur x (la tâche fictive finale) et les contraintes
de précédence correspondantes (toute tâche i précède n + 1 avec une latence unitaire et une
distance nulle). Soit χˆ′(λ) le polyèdre correspondant. On remplace alors Lδ,λ(x) par L′δ,λ(x) =
Cmax+ Lδ,λ(x) avec Cmax =
∑T
t=0 tx
t
n+1. Le sous problème Lagrangien est alors donné par
min{L′δ,λ(x) | x ∈ χˆ′(λ)} (4.3)
Une borne sur le Cmax optimal égale à celle obtenue par la relaxation de la formulation (direct+)
est donnée par la dual Lagrangien suivant :
max
δ≥0
min{L′δ,λ(x) | x ∈ χˆ′(λ)} (4.4)
4.3.1 Définition et résolution du sous-problème Lagrangien
Nous supposons qu'une valeur de λ réalisable pour la relaxation de programmation linéaire
de la formulation (direct+) est connue.
Pour l'obtention d'une borne sur le Cmax, le sous-problème Lagrangien est défini par 4.3.
Plus précisément nous avons
L′δ,λ(x) = Cmax+ Lδ,λ(x) =
T∑
t=0
txtn+1 +
m∑
s=1
λ−1∑
τ=0
δτ,s(
n∑
i=1
∑
t=0
t mod λ=τ
bsix
t
i)−
m∑
s=1
λ−1∑
τ=0
δτ,sBs
Le terme constant
m∑
s=1
λ−1∑
τ=0
δτ,sBs peut être exclu de la fonction objectif car il n'intervient pas
dans la minimisation.
Si nous définissons un poids fi,t tel que
fi,t =

m∑
s=1
bsi δτ,s si i < n+ 1 et t < T
t si i = n+ 1
0 sinon
(4.5)
le sous problème Lagrangien peut être alors récrit comme :
min{
n+1∑
i=1
T∑
t=0
fi,tx
t
i | x ∈ χˆ′(λ)} (4.6)
Ce problème est un cas particulier du problème d'ordonnancement de projet avec coûts dé-
pendant des dates de début décrit par Möhring et al. (2000) qui présentent un algorithme de
résolution qui utilise le calcul d'une coupe de capacité minimale dans un graphe orienté. C'est-
à-dire un ensemble d'arcs F associé à deux sommets, a et b qui représentent des sommets source
et cible respectivement, tels que toute chemin reliant a à b dans le graphe contienne au moins
un arc de F. Nous transposons les résultats de Möhring et al. (2000) à notre problème.
83
CHAPITRE 4. RELAXATION LAGRANGIENNE ET SOLUTIONS RÉALISABLES
Soit le graphe orienté G
′
= (V
′
, E
′
) défini par :
 l'ensemble de sommets : V
′
= {vi,t | i = 1...n+ 1, t ∈ {0, ..., T + 1}} ∪ {a, b}.
 l'ensemble d'arcs E
′
: trois types d'arcs sont définis pour chaque i = 1, ..., n+ 1 et pour
chaque t ∈ T . Les arcs d'affectation (vi,t, vi,t+1) avec une capacité fi,t = f(vi,t, vi,t+1), les
arcs temporels (vi,t, vi,t+(θji−λωji )) avec une capacité infinie et les arcs (a, vi,0) et (vi,Tmax+1,b)
également avec une capacité infinie.
La figure 4.1 illustre la structure du graphe G
′
.
Arcs d’affectation { } { }. ...0  , ...1  ),( 1,, Ttnivv titi ∈∈∀+
arcs temporels { }. ...0  ,),(  ),( )(,, TtEjivv jijititi ∈∈∀−+ λωθ
sommets { } { }. ...0  , ...1  
,
Ttniv ti ∈∈∀
 
,tif
capacités. 
,tif
.
n
a b
T210 .    .    .
1
2
.
.
Figure 4.1  Structure du graphe G
′
.
Dans le graphe G
′
, une coupe a− b est une paire ordonnée (X, X¯) d'ensembles disjoints telle
que X, X¯ ⊂ V ′ avec X ∪ X¯ = G et a ∈ X, b ∈ X¯. Un arc (u, v) est un arc sortant de la
coupe, si u ∈ X et v ∈ X¯. La capacité c(X, X¯) d'une coupe X, X¯ est la somme des capacités des
arcs sortants dans la coupe, c(X, X¯) =
∑
(u,u¯)∈(X,X¯)
C(u, u¯). Le théorème suivant demontre que le
problème Lagrangien 4.3 peut être transformé en un problème de coupe minimale dans le graphe
proposé.
Théorème 5 (Möhring et al. (2000)) Il existe une correspondance une à une entre la coupe
minimale a− b et la paire (X, X¯) ∈ G avec exactement n arcs avant et une solution optimale x
pour le probleme Lagrangien 4.3 obtenu par xi,t = 1 si (vi,t, vi,t+1) est un arc sortant de la coupe
(X, X¯), et xi,t = 0 sinon. La valeur w(x) d'une solution optimale du problème Lagrangien 4.3
est égale à la capacité c(X, X¯) de la coupe minimale (X, X¯) de G′.
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Preuve Voir Möhring et al. (2000).
Ainsi pour résoudre le sous-problème Lagrangien L′δ,λ(x) on peut utiliser algorithme de flot,
comme par exemple l'algorithme de Ford et Fulkerson.
4.3.2 Résolution du problème dual Lagrangien
Pour calculer un vecteur de multiplicateurs Lagrangiens optimal δ = δτ,s, τ ∈ [0, λ− 1],
s ∈ [1,m], nous utilisons la méthode de sous-gradient en suivant l'approche de Möhring et al.
(2000). Soit δk le vecteur de multiplicateurs Lagrangiens dans la k-ième itération, le vecteur de
multiplicateurs Lagrangiens dans la k+1-ème itération est défini par :
δk+1 =
[
δk + γkgk
]+
(4.7)
où γk est le pas de déplacement et gk est le sous-gradient dans l'objectif Lδ,λ(x) au point δk. Ce
sous-gradient gk est défini par :
gks,τ =
n−1∑
i=i
bsi (
∑
t=0
t mod λ=τ
xki,t)−Bs (4.8)
Nous remarquons que pour chaque itération de la méthode de sous-gradient, un ordonnance-
ment qui respecte les contraintes de précédence, mais qui par contre ne respecte pas nécessaire-
ment les contraintes de ressources est calculé. Dans le processus du sous-gradient, l'objectif est
de réduire les violations des contraintes de ressources. Pour calculer le pas de déplacement γk,
nous suivons l'approche de Möhring et al. (2000).
γk = γ(L∗ − L′δ,λ(xk)/‖gk‖2 (4.9)
où L∗ est une borne supérieure, γ est le pas escalier qui est reglé en fonction de l'amélioration de
la borne inférieure. Si la borne inférieure ne présente pas une augmentation significative dans trois
itérations, γ est affecté par un facteur de 0.8. Ensuite, s'il n'existe pas une amélioration dans
les 15 itérations suivantes, l'algorithme s'arrète. Pour améliorer la convergence, nous utilisons
la technique proposée par Camerini et al. (1975) où le calcul du vecteur de multiplicateurs
(expression 4.7) est remplacé par l'expression
δk+1 = [δk + γkdk]+ (4.10)
où dk = gk si k = 0 et dk = gk + βgk−1, sinon. β ∈ [0, 1] est le pas qui dépend de l'angle entre
deux sous-gradients successifs.
La borne inférieure est trouvée par la résolution successive des sous problèmes Lagrangiens
L′δk,λ(x
k) jusqu'à ce qu'un nombre d'itérations maximal soit atteint où que la borne n'évolue
plus pendant plusieurs itérations.
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4.4 Heuristique et résultats expérimentaux
Les bornes inférieures du makespan obtenues par l'algorithme de résolution du dual Lagran-
gien présenté dans la section précédente sur les instances industrielles et modifiées s'approchent
de celles obtenues par la résolution de la relaxation de la formulation (direct+) mais sans tou-
tefois parvenir à améliorer les temps d'exécution (voir colonnes λRL, CmaxRL et CPU dans les
tables 4.3 et 4.4). Par contre, contrairement à la solution du programme linéaire, le vecteur x
obtenu par l'algorithme du dual Lagrangien est entièr (0 − 1). Nous proposons de profiter de
cette caractéristique pour calculer une solution réalisable approchée et une borne supérieure de
la période optimale.
Pour cela, nous reprenons la formulation décomposée structurée proposée par Eichenberger
and Davidson (1997) (voir chapitre 2, section 2.4.1). Dans cette formulation, nous proposons
de remplacer le vecteur ki pour un vecteur k
′
i ∀i = 1, ..., n à partir de la transformation 2.33
qui permet d'exprimer les variables de décision ki de la formulation décomposée proposée par
Eichenberger and Davidson (1997) en fonction des variables xti. Dans ce cas, les valeurs de x
t
i
(entières) sont déterminés à partir de la meilleure coupe minimale obtenue lors de la résolution
du problème Lagrangien. Une borne supérieure de la période peut être obtenue à partir de la
résolution de la formulation décomposée structurée, en remplaçant les variables de décision ki
par le nouveau vecteur k
′
i. La borne supérieure pour la période λ, noté par λ
sup, est trouvée à
partir d'un processus itératif qui commence avec la valeur de λ = λLP . Si, avec cette valeur de λ
il n'existe pas de solution admissible, la valeur de λ est incrémentée (λ = λ+ 1). La plus petite
période réalisable est alors une borne supérieure de la période optimale.
Une borne supérieure pour le Cmax est définie comme la valeur obtenue une fois que le
programme linéaire admet une solution réalisable pour une valeur de λ donnée. C'est une borne
supérieure valable si λ ≥ λsup que nous notons Cmaxsup(λsup).
L'algorithme de résolution des sous-problèmes et du dual Lagrangien a été codé en C++.
La borne supérieure est obtenue avec Cplex 11.2. Les expérimentations ont été exécutées sur un
Intel(R) Core(TM)2 Duo CPU E4400 @ 2.00GHz 1.99 GHz RAM. Nous avons utilisé les deux
groupes d'instances décrits dans le premier chapitre et déjà utilisées dans le chapitre 2.
La table 4.1 montre un récapitulatif des résultats obtenus pour les bornes supérieures de
la période λ et du Cmax. Dans le cas des instances industrielles, le remplacement du vecteur
ki dans la formulation (décomp+) permet de trouver des bornes supérieures pour la période λ
telles que λsup est égale à λopt dans 78% des cas (28 instances). L'écart moyen est de 0.55%. Par
rapport à la borne supérieure pour le Cmax, nous comparons uniquement les instances telles que
λsup = λopt et nous obtenons l'optimum dans 21 cas sur 28. Rappelons que Cmax est un objectif
secondaire et que la minimisation du Cmax est effectuée une fois que le programme linéaire
admet une solution. La table 4.3 montre en détail les solutions pour chaque instance. La plupart
des instances ont été résolues en quelques centièmes de secondes. Toutefois à ces temps de calcul
doivent être ajoutés les temps de résolution du dual Lagrangien donnés dans la table 4.3 qui
restent très élévés et pourraient certainement être améliorés par une meilleure implémentation
des algorithmes de flot maximal et de sous-gradient.
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Nombre d'instances résolues 36/36
Test avec λ = λopt 28/36
Ecart maximal λopt − λ 8
Ecart moyen λopt − λ 0.55
Test avec Cmaxsup = Cmaxopt 21/28
Ecart maximal Cmaxopt − Cmaxsup 5
Ecart moyen Cmaxopt − Cmaxsup 0.68
Table 4.1  Récapitulatif des bornes supérieures obtenues pour la période λ et pour le Cmax.
Instances industrielles
La table 4.2 montre un récapitulatif des résultats obtenus en termes de bornes supérieures de
la période λ et du Cmax pour l'ensemble d'instances modifiées. Dans ce cas, la génération du
vecteur k
′
i est très particulier. Pour 76% d'instances le vecteur k
′
i généré est nul. Ce vecteur k
′
i ne
permet pas de trouver une solution réalisable. Dans ce cas, nous appliquons une transformation
du vecteur k
′
i. Cette transformation consiste à modifier les éléments nuls du vecteur jusqu'à
que le programme linéaire trouve une solution. Nous commençons par la valeur de k
′
n+1. Nous
remplaçons la valeur k
′
n+1 = 0 par k
′
n+1 = 1. Ensuite, nous résolvons le programme linéaire avec
ce nouveau vecteur. Si le programme linéaire ne trouve pas une solution, nous commençons à
modifier les autres valeurs k
′
i une par une, jusqu'à ce que le programme linéaire admette une
solution. Nous remarquons que la transformation du vecteur k
′
i permet de trouver pour toutes
les instances une solution réalisable avec une unique modification du vecteur (en remplaçant la
valeur de l'element k
′
n+1).
Nous obtenons avec cette méthode les résultats suivants. Pour 50% des instances (14 ins-
tances), la valeur λsup est égale à la valeur λopt. Un écart moyen de 0.65 et un écart maximal
de 3 sont trouvés. En ce qui concerne la valeur Cmaxsup, nous observons bien que lorsque la
valeur λsup est supérieure a la valeur λopt, la valeur de Cmaxsup peut devenir plus petite que la
valeur Cmaxopt. Lorsque λsup = λopt, nous obtenons le makespan optimal dans 12 cas sur 14.
La table 4.4 montre en détail les solutions pour chaque instance. La plupart des instances ont
été résolues en quelques centièmes de secondes sauf les instances gsm-st231.18 et gsm-st231.25
dont le temps de résolution est de l'ordre de la minute. Nous pouvons faire la même remarque
que pour les instances industrielles en ce qui concerne les temps de calcul du dual Lagrangien
donnés dans la table 4.4.
Nombre d'instances résolues 33/36
Test avec λsup = λopt 14/28
Ecart maximal λopt − λsup 3
Ecart moyen λopt − λsup 0.64
Test avec Cmaxsup = Cmaxopt 12/14
Ecart maximal Cmaxopt − Cmaxsup 5
Ecart moyen Cmaxopt − Cmaxsup 1.21
Table 4.2  Récapitulatif des bornes supérieure obtenues pour la période λ et pour le Cmax.
Instances modifiées
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Table 4.3  Bornes inférieures pour la période λ et pour le Cmax. Instances industrielles
Instance λRL CmaxRL CPUs λLP λopt
adpcm-st231.1 21 29 4266 21 21
adpcm-st231.2 38 42 7285 38 40
gsm-st231.1 24 33 352 24 24
gsm-st231.2 26 31 2931 26 26
gsm-st231.5 11 15 1327 11 11
gsm-st231.6 7 11 4 7 7
gsm-st231.7 11 15 5 11 11
gsm-st231.8 8 8 5 8 8
gsm-st231.9 28 28 3578 28 28
gsm-st231.10 4 4 2 4 4
gsm-st231.11 20 21 8 20 20
gsm-st231.12 8 8 826 8 8
gsm-st231.13 19 25 407 19 19
gsm-st231.14 10 13 40 10 10
gsm-st231.15 8 8 9 8 8
gsm-st231.16 16 17 33317 16 16
gsm-st231.17 9 15 570 9 9
gsm-st231.18 53 53 142000 53 -
gsm-st231.19 8 8 13 8 8
gsm-st231.20 6 10 29 6 10
gsm-st231.21 18 22 5 18 18
gsm-st231.22 18 18 22 18 18
gsm-st231.25 16 25 86000 16 16
gsm-st231.29 11 15 421 11 11
gsm-st231.30 7 11 194 7 7
gsm-st231.31 11 15 506 11 11
gsm-st231.32 15 15 14 15 15
gsm-st231.33 15 17 2155 15 15
gsm-st231.34 4 5 3 4 4
gsm-st231.35 6 8 18 6 6
gsm-st231.36 10 10 52 10 10
gsm-st231.39 8 12 47 8 8
gsm-st231.40 10 10 21 10 10
gsm-st231.41 18 18 740 18 18
gsm-st231.42 6 10 13 6 6
gsm-st231.43 8 10 44 8 8
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Table 4.4  Bornes inférieures pour la période λ et pour le Cmax. Instances modifiées
Instance λRL CmaxRL CPUs λLP λopt
adpcm-st231.1 52 52 57225 52 -
adpcm-st231.2 82 82 87342 82 -
gsm-st231.1 24 33 2526 24 25
gsm-st231.2 59 59 7252 59 -
gsm-st231.5 26 26 18506 26 36
gsm-st231.6 17 17 3438 17 27
gsm-st231.7 28 28 1897 28 41
gsm-st231.8 9 9 16 9 12
gsm-st231.9 28 29 39 28 32
gsm-st231.10 6 6 8 6 8
gsm-st231.11 20 21 544 20 24
gsm-st231.12 10 10 22 10 13
gsm-st231.13 27 27 2617 27 43
gsm-st231.14 20 20 10146 20 33
gsm-st231.15 9 9 301 9 12
gsm-st231.16 38 38 15666 38 -
gsm-st231.17 23 23 603 23 33
gsm-st231.18 120 120 205000 120 -
gsm-st231.19 12 12 33 12 15
gsm-st231.20 13 13 129 13 20
gsm-st231.21 20 23 1135 20 30
gsm-st231.22 18 22 1491 18 29
gsm-st231.25 37 37 110083 37 56(gap=1.75%)
gsm-st231.29 28 28 1396 28 42
gsm-st231.30 16 16 345 16 25
gsm-st231.31 26 26 1775 26 39
gsm-st231.32 21 21 11003 21 30
gsm-st231.33 33 33 3467 33 52(gap=8%)
gsm-st231.34 6 6 8 6 7
gsm-st231.35 11 11 19 11 14
gsm-st231.36 18 18 37 18 24
gsm-st231.39 15 15 42 15 21
gsm-st231.40 12 12 29 12 17
gsm-st231.41 34 34 1060 34 -
gsm-st231.42 14 14 20 14 18
gsm-st231.43 15 15 78 15 20
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Table 4.5  Bornes supérieures pour la période λ et pour le Cmax. Instances industrielles
Instance λsup Cmaxsup CPUs λopt Cmaxopt
adpcm-st231.1 21 30 17 21 30
adpcm-st231.2 40 42 33 40 42
gsm-st231.1 32 33 0,05 24 33
gsm-st231.2 26 32 46 26 32
gsm-st231.5 11 18 38 11 17
gsm-st231.6 7 15 0,05 7 13
gsm-st231.7 11 18 0,05 11 17
gsm-st231.8 8 8 0,05 8 8
gsm-st231.9 28 28 0,05 28 28
gsm-st231.10 4 4 0,05 4 4
gsm-st231.11 21 21 0,05 20 21
gsm-st231.12 8 8 0,05 8 8
gsm-st231.13 19 25 0,05 19 25
gsm-st231.14 10 13 0,05 10 13
gsm-st231.15 8 8 0,05 8 8
gsm-st231.16 16 21 25 16 20
gsm-st231.17 11 17 0,05 9 16
gsm-st231.18 53 53 72 - -
gsm-st231.19 8 9 0,05 8 9
gsm-st231.20 6 10 0,05 6 10
gsm-st231.21 18 22 0,05 18 22
gsm-st231.22 21 22 0,05 18 22
gsm-st231.25 16 25 0,05 16 25
gsm-st231.29 11 18 0,05 11 17
gsm-st231.30 8 14 0,05 7 13
gsm-st231.31 11 18 0,05 11 17
gsm-st231.32 15 15 0,05 15 15
gsm-st231.33 15 26 39 15 21
gsm-st231.34 5 6 0,05 4 5
gsm-st231.35 6 11 0,05 6 11
gsm-st231.36 10 20 0,05 10 15
gsm-st231.39 9 17 0,05 8 16
gsm-st231.40 10 10 0,05 10 10
gsm-st231.41 21 28 0,05 18 24
gsm-st231.42 6 10 0,05 6 10
gsm-st231.43 8 15 0,05 8 14
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Table 4.6  Bornes supérieures pour la période λ et pour le Cmax. Instances modifiées
Instance λsup Cmaxsup CPUs λopt Cmaxopt
adpcm-st231.1 - - - - -
adpcm-st231.2 - - - - -
gsm-st231.1 28 39 38 25 42
gsm-st231.2 - - - - -
gsm-st231.5 37 37 38 36 46
gsm-st231.6 27 27 0,05 27 27
gsm-st231.7 42 42 0,05 41 45
gsm-st231.8 12 12 0,05 12 12
gsm-st231.9 34 34 0,05 32 35
gsm-st231.10 8 8 0,05 8 8
gsm-st231.11 24 24 0,05 24 24
gsm-st231.12 13 13 0,05 13 13
gsm-st231.13 44 48 0,05 43 48
gsm-st231.14 34 34 0,05 33 45
gsm-st231.15 12 17 0,05 12 12
gsm-st231.16 62 62 25 - -
gsm-st231.17 33 33 0,05 33 33
gsm-st231.18 121 121 78 - -
gsm-st231.19 15 15 0,05 15 15
gsm-st231.20 21 21 0,05 20 27
gsm-st231.21 30 39 0,05 30 30
gsm-st231.22 29 29 0,05 29 29
gsm-st231.25 56 56 62 56(gap=1.75%) 56
gsm-st231.29 42 42 0,05 42 42
gsm-st231.30 25 25 0,05 25 25
gsm-st231.31 39 39 0,05 39 39
gsm-st231.32 30 30 0,05 30 30
gsm-st231.33 51 51 39 52(gap=8%) 50
gsm-st231.34 8 8 0,05 7 7
gsm-st231.35 15 15 0,05 14 16
gsm-st231.36 25 25 0,05 24 28
gsm-st231.39 22 22 0,05 21 25
gsm-st231.40 18 18 0,05 17 21
gsm-st231.41 52 52 0,05 - -
gsm-st231.42 19 19 0,05 18 26
gsm-st231.43 22 22 0,05 20 25
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4.5 Conclusion
L'objectif de ce chapitre a été de proposer une alternative à la programmation linéaire pour
calculer des bornes inférieures pour Cmax. Nous avons présenté ainsi une méthode fondée sur la
relaxation Lagrangienne obtenue à partir de la dualisation de la contrainte de ressources dans la
formulation directe renforcée proposée par Dinechin (2004). Nous avons utilisé les résultats de
Möhring et al. (2000) pour transformer le problème Lagrangien en un problème de coupe minimale
dans un graphe orienté. Pour la résolution du problème dual Lagrangien, nous avons utilisé la
méthode de sous-gradient. Par rapport aux bornes inférieures, les résultats expérimentaux ont
montré que les bornes obtenues s'approchaient des bornes de la programmation linéaire mais
avec des temps de calculs trop importants.
Toutefois nous avons profité de l'intégralité des solutions obtenues pour proposer une heuris-
tique afin de calculer des bornes supérieures de la période et du Cmax. Nous attribuons ainsi aux
tâches les numéros de période d'exécution ki produits par la relaxation et nous résolvons le pro-
blème réduit aux dates de début dans la période τi par la formulation décomposée (Eichenberger
and Davidson, 1997) pour trouver la plus petite période réalisable. Nous avons trouvé ainsi des
bornes supérieures λsup égales aux périodes λopt pour presque toutes les instances industrielles.
Dans le cas des instances modifiées, la borne λsup est égale à λopt pour la moitié des instances.
Dans le chapitre suivant, nous améliorons cette heuristique avec une méthode différente pour
la génération du vecteur ki.
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Chapitre 5
Heuristique hybride pour le RCMSP
Dans ce chapitre nous présentons une heuristique hybride pour le problème du RCMSP. Cette
approche est fondée sur le principe du pipeline logiciel décomposé (DSP). En suivant le principe de
l'heuristique proposée au chapitre précédent, les numéros de période des tâches sont calculés avec
l'heuristique DSP alors que les dates de début dans la période sont calculées parla formulation
PLNE décomposée présentée dans le deuxième chapitre. Le but est de proposer une nouvelle
approche pour la recherche de solutions réalisables tout en minimisant la période λ. Les résultats
obtenus avec cette approche montrent des avantages en ce qui concerne les temps d'exécution
et des bonnes performances par rapport aux solutions optimales. Ce chapitre a fait l'objet d'une
soumission dans une revue internationale (Ayala et al., 2011).
5.1 Introduction
Dans les chapitres précédents, nous avons montré l'usage des différentes formulations PLNE
pour résoudre le problème du RCMSP. Bien que ces formulations exactes permettent d'obte-
nir des solutions optimales, la performance de ces formulations est fortement liée au nombre
d'opérations. La détermination d'une solution exacte est, pour les instances de grande taille,
très coûteuse en temps de calcul. Nous pouvons donc essayer de résoudre le problème avec des
algorithmes efficaces pour la recherche d'une "bonne" solution. Ces algorithmes proposent des
solutions généralement non optimales mais qui présentent des écarts acceptables par rapport aux
solutions optimales en un temps de calcul raisonnable. Dans ce cas, on parle donc de méthodes
heuristiques. Différentes méthodes heuristiques ont été développées pour résoudre le RCMSP.
Dans la section (1.3.2) chapitre 1, nous avons présenté les différentes approches heuristiques
pour résoudre le RCMSP et nous en avons proposé une dans le chapitre précédent. Nous pro-
posons dans ce chapitre d'utiliser l'approche Pipeline logiciel décomposée (DSP) pour générer
une nouvelle approche pour résoudre le RCMSP. Cette nouvelle approche est de type hybride,
c'est-à-dire, qu'elle combine des méthodes heuristiques et des méthodes exactes. Les approches
hybrides ont montré de bonnes performances dans la résolution du RCMSP. Un exemple d'une
méthode hybride pour résoudre le RCMSP est présenté dans de Dinechin (2007). Dans ce travail,
une heuristique de recherche à grand voisinage (LNS) a été présentée pour résoudre des formu-
lations à variables entières indexées de temps. Les résultats obtenus montrent que l'algorithme
(LNS) est très efficace pour trouver une solution dans le période λ− 1 à partir d'une période λ
donnée. Dans le chapitre précédent, nous avons proposé une méthode hybride où le numéro de
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période des tâches est calculé par la relaxation lagrangienne (et éventuellement ajusté) alors que
la date de début dans la période est calculée au moyen de la formulation de PLNE décomposée
présentée dans le chapitre 2.
La nouvelle approche hybride présentée dans ce chapitre est le résultat du travail réalisé en colla-
boration avec Abir Benabid (LIP6, Université Pierre et Marie Curie) et Claire Hanen (Université
Paris Ouest Nanterre la Défense). Abir Benabid a effectué sa thèse sous la direction de Claire
Hanen et le titre de son travail était "Etude du RCPSP Cyclique". Cette thèse se focalise sur
l'approche DSP pour traiter le problème du RCMSP. Bien que le principe du pipeline logiciel
décomposé et ses éléments principaux soient présentés dans ce chapitre, nous renvoyons le lecteur
à Benabid (2011) pour plus de détails. Dans ce travail, un état de l'art sur le (DSP) est présenté
ainsi qu'une description en détail des différents algorithmes utilisés dans les différentes phases de
résolution du problème.
Ce chapitre est structuré de la manière suivante : le principe de pipeline logiciel décomposé (DSP)
est d'abord présenté. Ensuite, nous proposons notre nouvelle approche hybride pour résoudre le
RCMSP est décrite. Des résultats expérimentaux pour tester l'efficacité de la nouvelle approche
sont enfin présentés.
5.2 Pipeline logiciel décomposé (DSP)
Le pipeline logiciel décomposé "Decomposed software pipelining" ou (DSP) a été proposé
par Wang et al. (1994). Le DSP est une technique qui consiste en la transformation du vecteur
colonne d'instructions (σi) en une matrice à deux dimensions. Les lignes de cette matrice repré-
sentent les cycles où les opérations 1 sont exécutées (σi mod λ, c'est-à-dire la date de début τi
dans la période) et les colonnes indiquent l'itération dans la boucle d'origine (i.e. le numéro de
la période ki). L'approche de pipeline logiciel consiste en la décomposition du problème original
en deux sous-problèmes : le premier sous problème consiste en la transformation du graphe cy-
clique en un graphe acyclique sans prendre en compte les contraintes de ressources. Le deuxième
sous problème revient à déterminer un ordonnancement acyclique sous contraintes de ressources.
De façon générale, le premier sous-problème est appelé "phase de décalage des instructions" du
DSP. Le deuxième sous problème est connu sous le nom de "phase de compaction de boucle".
La formulation (que nous avons appelée "décomposée") (Eichenberger and Davidson, 1997) n'est
autre que la traduction en PLNE de cette décomposition, d'où l'intérêt d'une approche "hybride".
5.2.1 Phase de décalage des instructions
Le décalage des instructions est une technique d'optimisation qui dans le domaine de la syn-
thèse de circuits est connu sous le nom de retiming. La définition de retiming a été proposé par
Leiserson and Saxe (1991). Le retiming est basée sur le déplacement des éléments de synchro-
nisation ou registres afin de modifier les propriétés du circuit (poids des arcs) sans changer son
comportement fonctionnel (Huard, 2008). La notion de retiming a été utilisée dans le pipeline
logiciel initialement par Calland et al. (1998) pour la recherche d'ordonnancements périodiques
sous contraintes de ressources. Dans le cadre d'ordonnancements périodiques, la notion de re-
1. Une opération est considérée comme une instance d'une instruction dans un programme.
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timing est liée à l'idée de déplacement des instructions entre différentes itérations. Nous allons
présenter toute d'abord les notions de base correspondantes au circuit retiming.
Circuit retiming
Définir un retiming sur un graphe G(O,E, θ, ω) consiste à assigner à chaque sommet (1 ≤
i ≤ n ∈ O), une valeur ρi qui représente le décalage ou la quantité de temps, dont l'exécution de
l'opération i peut être retardée par rapport à l'exécution de l'ensemble total des opérations. Le
retiming est obtenue à partir d'une transformation qui affecte les arcs du graphe G(O,E, θ, ω).
Un vecteur retiming sur un graphe G(O,E, θ, ω) est défini par une fonction qui affecte les poids
des arcs du graphe de la manière suivante :
∀ (i, j) ∈ E, ρ : (i, j)→ Z, ωρi,j = ρ(ωji ) = ωji + ρj − ρi
Pour conserver une signification physique en tant que circuit au graphe, une définition de retiming
légal est définie par Leiserson and Saxe (1991) comme suit :
Définition 6 Un retiming légal est un retiming tel que
∀ (i, j) ∈ E, ρ : (i, j)→ Z, ωρi,j = ρ(ωji ) = ωji + ρj − ρi ≥ 0
Dans le cadre du pipeline logiciel, cette définition de retiming légal est très importante. Un
retiming ρi négatif indique que l'opération i a besoin d'un résultat d'une autre opération j qui
sera exécutée dans une itération future, ce qui n'est pas réalisable.
La table 5.1 montre le vecteur retiming ρi calculé pour l'exemple donné dans la figure 1.3 du
chapitre 1.
Opérations O1 O2 O3 O4 O5 O6 O7
ρi 1 1 1 1 0 1 2
Table 5.1  Vecteur retiming légal ρi pour l'exemple 1.3.
Ces valeurs de retiming correspondent à des retards qui sont appliqués à l'exécution des
différentes itérations des opérations. Appliquer un retiming ρ au graphe G = (O,E, θ, ω) signifie
que la qième itération de l'opération i (< i, q >) est exécutée maintenant à l'itération < q+ρi >.
L'application d'un retiming ρ à une opération i implique aussi un changement dans les contraintes
de précédences. Si la qième itération de la opération i précède la < q+ωji > ième itération de la
opération j alors la < q + ρi > ième itération de l'opération i précède la < q + ω
j
i + ρj > ième
itération de l'opération j.
Une caractéristique des circuits intégrés est la période d'horloge. D'après Huard (2008), "la
période d'horloge d'un circuit définit le temps durant lequel les sorties des registres doivent être
stables afin de garantir la stabilité de toutes les entrées. La période d'horloge, notée par φ(G),
est calculée comme la somme maximale des délais des unités fonctionnelles présentes sur un
chemin sans registres du circuit". Dans le cadre des circuits intégrés, le circuit retiming a été
utilisé pour déplacer les registres dans un circuit synchrone avec le but de diminuer le temps de
calcul maximal entre deux registres. Réduire cette distance maximale entre les registres, permet
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également de réduire la période d'horloge sans augmenter le temps nécessaire de calcul. Ceci
permet d'obtenir une augmentation du débit du circuit (Benabid, 2011). Calland et al. (1998)
ont proposé un algorithme pour le calcul du retiming qui minimise la longueur du chemin critique
du graphe Gρ (graphe G avec des arcs ponderés par le retiming). Ils ont montré que minimiser le
chemin critique est équivalent à minimiser la période d'horloge pour le décalage d'instructions.
Différentes méthodes ont été proposées pour la construction des retimings utilisés dans la
phase du décalage des instructions.
Algorithme de Gasparoni et Schwiegelsohn
L'algorithme considère uniquement les contraintes de précédence. Considérons le graphe G =
(O,E, θ, ω). Soit λ un nombre entier non-négatif, G défini donc un graphe avec des arcs pondérés
G
′
λ = (O
′
, E
′
, ω
′
) comme suit :
 Sommets de G
′
λ : un nouveau sommet s est ajouté à O. (O
′
= O ∪ {s}).
 Arcs deG
′
λ : un arc de s vers touts les autres sommets est ajouté à l'ensemble de précédences
E : (E
′
= E ∪ ({s} ×O)).
 Pondération des arcs de G
′
λ : soit e une précédence entre les opérations (i, j) ∈ O. ω
′
(e) =
0 si e ∈ E′ \ E et ω′(e) = θ(e)− λω(e) si e = (i, j) ∈ E.
La période λ est un intervalle d'initiation ou période valide si et seulement si G
′
λ ne contient
pas un circuit de poids positif. Si G
′
λ ne contient pas un circuit de poids positif et si σ
i
s dénote
la longueur du circuit critique de s à tout n÷ud i dans G
′
λ, un ordonnancement valide est alors
définie par σqi = σ
i
s+λq. Nous savons que déterminer si λ est un intervalle d'initiation ou période
valide est un problème facile à résoudre.
Dans le cas où λ est un intervalle d'initiation valide, il est alors possible de trouver un
ordonnancement avec l'algorithme de Bellman-Ford. Comme dans les chapitres précédentes, l'in-
tervalle d'initiation optimale λprec est défini comme le plus petit λ entier non-négatif tel que G
′
λ
ne contient pas des circuits de longueur positive. Par ailleurs, λprec = 0 si G est acyclique et
λprec = maxC{d θ(C)ω(C)e} où C sont les circuits de G sinon. Une recherche binaire articulée avec
l'algorithme de Bellman-Ford permet le calcul de λprec dans un temps polynomial (voir chapitre
1).
Nous notons σ∞(i, 0) à l'ordonnancement obtenu à partir de l'algorithme décrit ci-dessus. Un
vecteur retiming ρGSi est proposé comme :
ρGSi = b
σ∞(i, 0)
λprec
c, ∀ i = 1, ..., n
Minimisation du chemin critique
Soit Gρ le graphe retiming de G, le problème consiste à déterminer un retiming qui permet
de minimiser le plus long chemin de poids nul de Gρ. Ce problème est équivalent à minimiser la
période d'horloge pour les circuits intégrés (Calland et al., 1998).
Soit i P; j un chemin P du n÷ud i au n÷ud j dans un graphe G. Soit ω(P ) =
∑
e∈P
ω(e) la somme
des précédences des poids des arcs de P . Soit θ(P ) =
∑
j∈P
θ(j) la somme des latences des n÷uds
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de P . Nous définissons deux valeurs : D et M comme suit :
D(i, j) = min{ω(P ) : i P; j}
,
M (i, j) = max{θ(P ) : i P; j et ω(P ) = D(i, j)}
D et M sont calculés lors de la recherche des plus courts chemins pour toute paire de n÷uds du
graphe G, où les arcs i e; j sont pondérées par le couple (ω(e), θ(i)). Finalement, nous définissons
φ(G) = max{θ(P ) : P chemin de G,ω(P ) = 0}
φ(G) représente la longueur du chemin critique avec des poids nuls dans le graphe G. φ(G)
correspond à la période d'horloge. Le théorème suivant a été proposé par Leiserson and Saxe
(1991). Ce théorème est la base pour définir l'algorithme 3 qui permet de trouver un retiming
tel que la période d'horloge du graphe Gρ est minimale.
Théorème 6 Soit le graphe G = (O,E, θ, ω), λ un nombre réel positif et ρ une fonction telle
que φ : O → Z. Alors ρ est un retiming légal du graphe G tel que φ(Gρ) ≤ λ si et seulement si :
1. ρi − ρj ≤ ω(e) pour tout arc i e; j ∈ G
2. ρi − ρj ≤ D(i, j)− 1 pour toute paire de sommets i, j ∈ O tel que M (i, j) ≥ λ
Preuve Voir Leiserson and Saxe (1991).
Algorithme 3: Minimisation du chemin critique
1 Calculer D et M
2 Ordonnancer M dans un ordre décroissant.
3 Recherche binaire entre les éléments M (i, j) pour trouver la période d'horloge réalisable
minimum. Pour chaque période d'horloge réalisable possible λ, appliquer l'algorithme de
Bellman-Ford pour tester les conditions du théorème 6.
4 Pour la valeur minimale du période d'horloge réalisable trouvée à l'étape 3, définir la
valeur du retiming légal ρj .
L'algorithme 3 détermine un retiming tout en minimisant la période d'horloge en O(| O |3
log | O |). Une variation de l'algorithme 3 consiste à remplacer l'algorithme de Bellman-Ford par
l'algorithme FEAS (Leiserson and Saxe, 1991). La complexité de cette variante est O(| O || E |
log | O |).
Minimisation du nombre d'arcs
Un deuxième critère d'optimisation pour l'obtention des valeurs du retiming est la minimi-
sation du nombre d'arcs. Darte and Huard (2000) ont proposé une extension de l'algorithme
de recherche de plus courts chemins à coût minimal proposé par Fulkerson. Cette extension est
connu comme algorithme des arcs non conformes (Gondran and Minoux (1995), p. 178-185). Soit
G = (O,E, θ, ω), l'objectif est de trouver un retiming ρ du graphe G, de manière que G
′
λ possède
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le plus petit nombre d'arcs possible. L'idée est de compter le nombre d'arcs e tel que ω
′
= 0. Un
coût hρ(e) est défini pour chaque arc e comme suit :
hρ(e) =
{
1 si ω
′
(e) = 0
0 sinon
Le coût du retiming ρ est défini pour
∑
e∈E
hρ(e), qui répresente le nombre d'arcs avec poids
nuls dans le graphe G
′
λ. Le retiming ρ est optimal lorsque
∑
e∈E
hρ(e) est minimal. Les fonctions
f : E → Z sont des flots définis dans le graphe G de la manière suivante :∑
e=(i,j)∈E
f(e) =
∑
e=(j,i)∈E
f(e), ∀i ∈ O,
Pour un retiming légal ρ et un flot non-négatif f , un coût k(e) est défini pour chaque arc e ∈ E :
k(e) =
{
hρ(e) si f(e) = 0
hρ(e)− 1 + f(e)ω′(e) sinon
L'objectif maintenant est de minimiser le coût du retiming hρ(e) en augmentant le coût du
flot k(e) à partir d'un retiming et un flot de coût nul donné. Le retiming optimale correspond
alors au retiming qui minimise le nombre d'arcs de distance nulle.
Minimisation du nombre des arcs et minimisation du chemin critique
Huard (2008) ont proposée un algorithme qui combine la minimisation de la période d'horloge
et la minimisation du nombre d'arcs de poids nul. La complexité de l'algorithme estO(| E || O |2).
Le but de l'algorithme est de minimiser le nombre de contraintes pour la compaction de la boucle
sans augmenter la longueur du chemin critique. Pour cela, des nouvelles contraintes entre les
paires de sommet du graphe sont ajoutées. Ces nouvelles contraintes sont des nouveaux arcs qui
représentent des contraintes sur le retiming. Ces arcs n'affectent pas le coût du retiming hρ(e).
Une modification est alors introduite dans l'indice k(e) (Huard, 2008).
5.2.2 Phase de compaction de la boucle
La phase de compaction de la boucle consiste en la définition d'un ordonnancement non-
cyclique σ qui prend en compte les contraintes de ressources et les contraintes de précédence du
graphe G
′
λ. L'idée est d'ordonnancer la boucle sans chevaucher les itérations successives entre
elles. La phase de compaction de la boucle est généralement réalisée à partir des techniques clas-
siques d'ordonnancements acycliques. Les algorithmes de liste sont souvent utilisés pour trouver
un ordonnancement réalisable. Une fois l'ordonnancement acyclique proposé, celui-ci est répété
à chaque itération. La méthode hybride que nous proposons utilise la formulation décomposée
structurée proposée par Eichenberger (voir chapitre 2, section (2.4.1)) pour la phase de compac-
tion de la boucle. Une des avantages de la méthode est qu'elle permet une résolution optimale
de la phase de compaction de la boucle. Cette phase est normalement résolue par des heuris-
tiques ou d'autres méthodes approches. Pour plus de détails sur les méthodes de la littérature
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pour résoudre cette phase de compaction de la boucle nous renvoyons le lecteur à Huard (2008);
Calland et al. (1998); Benabid (2011).
5.3 Formulation hybride pour le RCMSP
Nous allons présenter maintenant la méthode hybride basée sur l'approche DSP.
La construction de la phase de décalage des instructions a été réalisé à partir de la définition de
retiming légal. Deux types de retiming ont été considérés. Les retiming obtenus avec l'algorithme
de Gasparoni et Schwiegelsohn et les retiming obtenus avec l'algorithme qui combine la minimi-
sation de nombres d'arcs et la minimisation du chemin critique proposé par Huard (2008). La
phase de compaction de la boucle est résolue à partir de la formulation décomposée structurée
proposée par Eichenberger. Dans ce cas, nous avons remplacé les valeurs des variables ki par
le vecteur retiming obtenu dans la phase du décalage des instructions. Le vecteur retiming est
équivalent aux variables ki de la formulation d'Eichenberger. En effet, nous nous référons à Cal-
land et al. (1998), la date de début des opérations est défini comme σqi = σa(i) + λ(q + ρ(i)) où
σa(i) est l'ordonnancement du graphe acyclique de période max(σa(i)+θ(i)). L'ordonnancement
modulo est caractérisé par σki = σ
0
i . L'ordonnancement obtenue par Calland, Darte et Robert
peut donc s'écrire comme σi = σa(i) + ρ(i)λ. Nous observons que ρi est équivalent aux variables
ki de la formulation d'Eichenberger. En effet, dans cette formulation l'ordonnancement est défini
par σi = τi + kiλ. L'algorithme 4 illustre les différentes phases de la méthode hybride proposée.
Algorithme 4: Méthode hybride
1 Calculer un retiming légal ρ pour G
2 Trouver λ un réalisable (méthode itérative) et une solution réalisable du systeme suivant :
min
n∑
i=1
wi(
λ−1∑
τ=0
τyτi + ρiλ)
λ−1∑
τ=0
yτi = 1,∀i ∈ [1, n]
λ−1∑
x=τ
yix +
(τ+θji−1)modλ∑
x=0
yjx + ρi − ρj ≤ ωji − b
τ + θji − 1
λ
c+ 1, ∀τ ∈ [0, λ),∀(i, j) ∈ E
n∑
i=1
yτi b
s
i ≤ ms,∀s ∈ {1, . . . ,m}, ∀τ ∈ [0, λ− 1]
yτi ∈ {0, 1}
3 Définir un ordonnancement σi ∀ i = 1..n, σi = τi + ρiλ
Cet algorithme utilise une recherche itérative de la valeur de λ à partir d'une valeur fixée λ =
λmin, où λmin est la borne theorique minimale (voir chapitre 1 section (1.3.2)). Un des avantages
de la méthode hybride (comme dans le chapitre précédent) est la réduction du nombre de variables
et de contraintes. En effet, la méthode hybride supprime les variables ki et la contrainte associée
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à leur domaine. En ce qui concerne la fonction objectif, la méthode hybride permet de considérer
d'autres critères d'optimisation, comme par exemple la minimisation du nombre de registres.
5.4 Résultats expérimentaux
Dans cette section la performance de la nouvelle méthode hybride est évaluée. Nous avons
exécuté l'algorithme 4 en utilisant deux types de retiming. Un retiming généré à partir de l'algo-
rithme de Gasparoni et Schwiegelshon, noté comme (GS), et un autre retiming généré à partir de
l'algorithme qui minimise le nombre des arcs et aussi le chemin critique. Cette méthode est notée
(HD). Nous présentons d'abord la performance de la méthode hybride sur les deux groupes d'ins-
tances présentés dans le chapitre 1. Une comparaison de la performance de la méthode hybride
par rapport à différentes méthodes proposées dans la littérature pour la recherche des solutions
réalisables est ensuite présentée. Ces méthodes correspondent à l'approche basée sur la relaxation
lagrangienne du chapitre précédent, l'approche DSP implémentée par Benabid (2011) et une ap-
proche proposée par Lombardi et al. (2011) basé sur l'introduction de contraintes de précédences
(Precedence constraint posting) pour mesurer d'écarts par rapport à la solution optimale. Dans
le cas de travaux de Lombardi et al. (2011) la comparaison est faite sur la base de 33 instances
pour les instances industrielles et sur la base de 25 instances pour les instances modifiées. Les
expérimentations ont été exécutées sur Cplex 11.2 avec un Intel(R) Core(TM)2 Duo CPU E4400
@ 2.00GHz 1.99 GHz RAM.
La table 5.2 montre un récapitulatif des résultats obtenus avec la méthode hybride et les
algorithmes GS et HD pour les instances industrielles.
λHD λGS
Nombre d'instances résolues 36/36 36/36
Test avec λ = λopt 34/36 32/36
Ecart maximal λopt − λ 1 3
Ecart moyen λopt − λ 0.05 0.22
Table 5.2  Récapitulatif des résultats obtenus pour la période λ avec la méthode hybride.
Instances industrielles
Nous observons que la méthode hybride a trouvé une solution réalisable pour l'instance gsm-
st231.18, cette instance n'a pas pu être résolue avec la PLNE. En plus, la solution est optimale
car la valeur de λ trouvé avec la méthode hybride est égale à la borne inférieure théorique.
La table 5.7 montre en détail les résultats obtenus pour chaque instance ainsi que le temps de
calcul. Nous remarquons que les algorithmes implémentés pour le calcul du retiming arrivent
aux mêmes résultats en ce qui concerne la valeur de la période λ pour la plupart des instances
industrielles. Les résultats montrent cependant une meilleure performance avec l'algorithme HD
qui rapporte un écart moyen de 0.05. Nous remarquons que la méthode hybride avec l'algorithme
HD est plus rapide que l'approche hybride avec l'algorithme GS. Ces différences se justifient par
le fait que l'algorithme HD utilisé dans la phase de décalage des instructions, réduit le nombre
de contraintes du problème et permet de calculer plus rapidement une solution optimale.
La table 5.3 montre un récapitulatif des résultats obtenus sur l'ensemble d'instances modifiées.
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λHD λGS
Nombre d'instances résolues 34/36 32/36
Test avec λ = λopt 21/28 20/28
Ecart maximal λopt − λ 4 3
Ecart moyen λopt − λ 0.39 0.42
Table 5.3  Récapitulatif des résultats obtenus pour la période λ avec de la méthode hybride.
Instances modifiées
Dans ce cas, la méthode hybride permet la résolution d'un plus grand nombre d'instances que
les formulations PLNE. La table 5.8 montre en détail les résultats obtenus pour chaque instance
ainsi que le temps de calcul. Dans ce cas, nous remarquons une diminution du temps de calcul par
rapport aux temps de calcul obtenus par la résolution de la PLNE. Nous présentons les tableaux
5.4 et 5.5 qui évaluent la performance de la méthode hybride par rapport à d'autres méthodes
utilisées pour la recherche de solutions réalisables. Dans ces tableaux nous notons λDSP la valeur
de la période λ obtenue par l'approche DSP proposée par Benabid (2011), λiFLAT la valeur de
la période λ obtenue par l'approche iFLAT proposée par Lombardi et al. (2011) et λsup la valeur
des bornes supérieures pour la période λ du chapitre précédent.
λHD λGS λDSP λiFLAT λsup
Nombre d'instances résolues 36/36 36/36 36/36 33/33 36/36
Test avec λ = λopt 34/36 32/36 30/36 26/33 28/36
Ecart maximal λopt − λ 1 3 3 3 8
Ecart moyen λopt − λ 0.005 0.22 0.25 0.24 0.55
Table 5.4  Comparaison de la méthode hybride avec des autres méthodes pour la recherche
des solutions réalisables. Instances industrielles
λHD λGS λDSP λiFLAT λsup
Nombre d'instances résolues 34/36 32/36 36/36 25/25 33/36
Test avec λ = λopt 21/28 20/28 20/28 16/25 14/28
Ecart maximal λopt − λ 4 3 5 3 3
Ecart moyen λopt − λ 0.39 0.42 0.82 0.64 0.64
Table 5.5  Comparaison de la méthode hybride avec des autres méthodes pour la recherche
des solutions réalisables. Instances modifiées
La table 5.9 montre en détail les résultats obtenus pour le groupe d'instances modifiées.
Bien qu'avec la méthode hybride nous ayons deux instances critiques dans le groupe d'instances
modifiées qui n'ont pas été résolues, la méthode hybride améliore la période approche λDSP
pour deux instances adpcm-st231.1 et gsm-st231.1. Ceci explique le meilleure performance (écart
maximal). Un autre aspect important est la choix de la méthode pour obtenir le retiming. Nous
observons que l'algorithme pour la génération du retiming a une influence importante pour
la résolution du problème. Par exemple les instances gsm-st231.9 a été résolue à l'optimum
uniquement avec l'algorithme HD. L'instance gsm-st231.17 a trouvé la solution optimale avec
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l'algorithme HD, l'algorithme GS et l'algorithme par relaxation lagrangienne. Une comparaison
des différents retiming pour la phase de décalage des instructions et l'utilisation d'un algorithme
de liste pour résoudre la phase de compaction de la boucle est présenté par Benabid (2011). Par
rapport à la méthode iFLAT proposée par Lombardi et al. (2011) où les résultats obtenus sont
calculés en 1 seconde, la méthode hybride est également très efficace en ce qui concerne le temps
de calcul (quelques millièmes de secondes pour la majorité des instances).
En ce qui concerne les temps de calcul de la méthode hybride, la table 5.6 présente la distri-
bution de temps de calcul pour chaque ensemble d'instances. Nous remarquons que les instances
industrielles sont pour la plupart résolues en millièmes de secondes. Dans le cas des instances
modifiées, le temps de calcul est également dans l'ordre des millièmes de secondes pour la ma-
jorité des instances. De plus, un plus grand nombre d'instances sont résolues avec la méthode
hybride plutôt qu'avec les formulations PLNE.
Instances ST200 Instances Modifiées
ms sec min > 1h No ms sec min > 1h No
]Oper ]Instances
10 - 30 16 16 - - - - 16 - - - -
31 - 60 15 15 - - - - 13 - 2 - -
61 - 100 2 2 - - - - - - 1 1 -
> 100 3 2 1 - - - - - - 1 2
Total 36 35 1 0 0 0 29 0 3 2 2
Table 5.6  Distribution du temps de calcul avec la méthode hybride pour les deux ensembles
d'instances.
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Table 5.7  Résultats de la méthode hybride pour les instances industrielles
Instances HD retiming GS retiming
λhyb CPUs λ
hyb CPUs λ
hyb/λopt λhyb − λopt
adpcm-st231.1 21 0.0007 21 < 0.01s 1 0
adpcm-st231.2 40 0.0012 41 15.0000 1 0
gsm-st231.1 24 0.0001 24 < 0.01s 1 0
gsm-st231.2 26 0.0001 26 < 0.01s 1 0
gsm-st231.5 11 0.0001 11 < 0.01s 1 0
gsm-st231.6 7 0.0000 7 < 0.01s 1 0
gsm-st231.7 11 0.0001 11 < 0.01s 1 0
gsm-st231.8 8 0.0000 8 < 0.01s 1 0
gsm-st231.9 28 0.0001 28 < 0.01s 1 0
gsm-st231.10 4 0.0000 4 < 0.01s 1 0
gsm-st231.11 20 0.0001 20 < 0.01s 1 0
gsm-st231.12 8 0.0001 8 < 0.01s 1 0
gsm-st231.13 19 0.0001 19 < 0.01s 1 0
gsm-st231.14 10 0.0001 10 < 0.01s 1 0
gsm-st231.15 8 0.0000 8 < 0.01s 1 0
gsm-st231.16 16 0.0001 16 < 0.01s 1 0
gsm-st231.17 9 0.0001 12 < 0.01s 1 0
gsm-st231.18 53 45.0000 53 900.0000 1 0
gsm-st231.19 8 0.0000 8 < 0.01s 1 0
gsm-st231.20 6 0.0000 6 < 0.01s 1 0
gsm-st231.21 18 0.0001 18 < 0.01s 1 0
gsm-st231.22 18 0.0001 18 < 0.01s 1 0
gsm-st231.25 16 0.0002 16 < 0.01s 1 0
gsm-st231.29 11 0.0001 11 < 0.01s 1 0
gsm-st231.30 7 0.0000 7 < 0.01s 1 0
gsm-st231.31 11 0.0000 11 < 0.01s 1 0
gsm-st231.32 15 0.0000 15 < 0.01s 1 0
gsm-st231.33 15 0.0000 15 < 0.01s 1 0
gsm-st231.34 4 0.0000 5 < 0.01s 1 0
gsm-st231.35 6 0.0000 6 < 0.01s 1 0
gsm-st231.36 10 0.0000 10 < 0.01s 1 0
gsm-st231.39 9 0.0000 8 < 0.01s 1 0
gsm-st231.40 10 0.0000 10 < 0.01s 1 0
gsm-st231.41 18 0.0000 18 < 0.01s 1 0
gsm-st231.42 6 0.0000 6 < 0.01s 1 0
gsm-st231.43 9 0.0000 11 < 0.01s 1 0
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Table 5.8  Résultats de la méthode hybride pour les instances modifiées
Instances HD retiming GS retiming
λhyb CPUs λ
hyb CPUs λ
hyb/λopt λhyb − λopt
adpcm-st231.1 79 1 day - - - -
adpcm-st231.2 - - - - - -
gsm-st231.1 29 0.0030 28 < 0.01s 1.12 3
gsm-st231.2 93 1 day - - - -
gsm-st231.5 36 < 0.01s 36 < 0.01s 1 0
gsm-st231.6 27 < 0.01s 27 < 0.01s 1 0
gsm-st231.7 41 < 0.01s 41 < 0.01s 1 0
gsm-st231.8 12 < 0.01s 12 < 0.01s 1 0
gsm-st231.9 32 < 0.01s 34 < 0.01s 1 0
gsm-st231.10 8 < 0.01s 8 < 0.01s 1 0
gsm-st231.11 24 < 0.01s 24 < 0.01s 1 0
gsm-st231.12 13 < 0.01s 13 < 0.01s 1 0
gsm-st231.13 43 < 0.01s 43 5 min 1 0
gsm-st231.14 34 < 0.01s 34 < 0.01s 1.03 1
gsm-st231.15 12 < 0.01s 12 < 0.01s 1 0
gsm-st231.16 59 600.0000 59 20 min - -
gsm-st231.17 33 < 0.01s 33 < 0.01s 1 0
gsm-st231.18 - - - - - -
gsm-st231.19 15 < 0.01s 15 < 0.01s 1 0
gsm-st231.20 20 < 0.01s 20 < 0.01s 1 0
gsm-st231.21 30 < 0.01s 30 < 0.01s 1 0
gsm-st231.22 29 < 0.01s 29 < 0.01s 1 0
gsm-st231.25 56 1 h 56 32 min - -
gsm-st231.29 42 < 0.01s 42 < 0.01s 1 0
gsm-st231.30 25 < 0.01s 25 < 0.01s 1 0
gsm-st231.31 39 < 0.01s 39 < 0.01s 1 0
gsm-st231.32 30 < 0.01s 30 < 0.01s 1 0
gsm-st231.33 52 15min 52 25 min - -
gsm-st231.34 8 < 0.01s 8 < 0.01s 1.14 1
gsm-st231.35 16 < 0.01s 16 < 0.01s 1.14 2
gsm-st231.36 29 < 0.01s 29 < 0.01s 1.21 5
gsm-st231.39 23 < 0.01s 23 < 0.01s 1.1 2
gsm-st231.40 17 < 0.01s 17 < 0.01s 1 0
gsm-st231.41 50 < 0.01s 50 2 min - -
gsm-st231.42 19 < 0.01s 19 < 0.01s 1.06 1
gsm-st231.43 23 < 0.01s 23 < 0.01s 1.15 3
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Table 5.9  Résultats obtenus avec les différents méthodes de la littérature. Instances modifiées
Instance λHD λGS λDSP λiFLAT λsup λopt
adpcm-st231.1 79 - 80 - - -
adpcm-st231.2 - - 139 - - -
gsm-st231.1 29 28 30 - 25 25
gsm-st231.2 93 - 93 - - -
gsm-st231.5 36 36 36 - 37 36
gsm-st231.6 27 27 27 27 27 27
gsm-st231.7 41 41 41 41 42 41
gsm-st231.8 12 12 12 - 12 12
gsm-st231.9 32 34 32 32 34 32
gsm-st231.10 8 8 8 8 8 8
gsm-st231.11 24 24 24 24 24 24
gsm-st231.12 13 13 13 13 13 13
gsm-st231.13 43 43 43 43 44 43
gsm-st231.14 34 34 34 36 34 33
gsm-st231.15 12 12 12 12 12 12
gsm-st231.16 59 59 59 - 62 -
gsm-st231.17 33 33 33 33 33 33
gsm-st231.18 - - 194 - 121 -
gsm-st231.19 15 15 15 15 15 15
gsm-st231.20 20 20 20 20 21 20
gsm-st231.21 30 30 30 30 30 30
gsm-st231.22 29 29 29 29 29 29
gsm-st231.25 56 56 55 - 56 56(gap=1.75%)
gsm-st231.29 42 42 42 42 42 42
gsm-st231.30 25 25 25 26 25 25
gsm-st231.31 39 39 39 41 39 39
gsm-st231.32 30 30 30 30 30 30
gsm-st231.33 52 52 52 - 51 52(gap=8%)
gsm-st231.34 8 8 8 7 8 7
gsm-st231.35 16 16 16 15 15 14
gsm-st231.36 29 29 29 27 25 24
gsm-st231.39 23 23 23 22 22 21
gsm-st231.40 17 17 17 17 18 17
gsm-st231.41 50 50 50 - 52 -
gsm-st231.42 19 19 19 19 19 18
gsm-st231.43 23 23 23 22 22 20
105
CHAPITRE 5. HEURISTIQUE HYBRIDE POUR LE RCMSP
5.5 Conclusion
Dans ce chapitre, nous avons présenté une méthode hybride pour le RCMSP basée sur le
pipeline logiciel décomposé. Nous avons utilisé des algorithmes de retiming pour résoudre la
phase de décalage des instructions (détermination du numéro de la période) et la formulation
PLNE décomposée structurée pour résoudre la phase de compaction de la boucle (détermination
de la date de début dans la période). L'avantage de cette méthode par rapport aux méthodes
décrites dans la littérature est que la PLNE permet de résoudre optimalement le sous-problème
de compaction de la boucle. Dans le groupe d'instances industrielles la méthode hybride s'avère
très efficace en ce qui concerne la qualité des solutions et le temps de résolution. Dans le groupe
d'instances modifiées, la méthode hybride permet de résoudre un plus grand nombre d'instances
que la PLNE. De plus, une amélioration significative du temps de résolution est observée. Nous
remarquons que la choix de l'algorithme retiming dans la résolution de la phase de décalage
des instructions est un aspect important. Le risque le plus important de la méthode, est que
nous avons observé que pour certaines instances du groupe des instances modifiées, la phase de
compaction de la boucle reste toujours très difficile à résoudre avec la PLNE. Ceci est également
vrai avec l'algorithme de la relaxation lagrangienne où trois instances n'ont pas été resolues.
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Dans cette thèse, le problème de l'ordonnancement cyclique a éte abordé. Nous avons traité
plus précisément le problème de l'ordonnancement modulo sous contraintes de ressources et
l'application de celui-ci pour l'ordonnancement d'instructions de type VLIW. L'ordonnancement
modulo est un ordonnancement périodique où toutes les tâches ont le même intervalle d'initiation
λ et où l'allocation des ressources est conservée pour toutes les instances des tâches. Autrement
dit, un problème d'ordonnancement modulo correspond à un problème d'ordonnancement pério-
dique où l'on considère uniquement l'ensemble de tâches génériques. Ceci simplifie en effet de
manière significative le problème à résoudre.
Différentes méthodes exactes et approchées ont été proposées pour résoudre le problème d'or-
donnancement modulo. Dans ce travail, nous nous sommes focalisé sur la résolution du problème
à partir de formulations linéaires en nombres entiers originellement proposées pour le RCMSP.
Dans ce contexte, nous nous sommes servis de la formulation décomposée proposée Eichenberger
and Davidson (1997) et de la formulation directe proposée par Dinechin (2004). Pour les deux
formulations, des contraintes de précédence structurées et non-structurées ont été proposées. La
résolution de ces formulations consiste en un processus itératif qui commence avec une valeur
de λ fixée, une fois que le programme linéaire en nombres entiers trouve une solution pour une
valeur λ, il est donc possible de construire un ordonnancement périodique valide.
La résolution des formulations linéaires en nombres entiers permettent donc de trouver des solu-
tions réalisables pour le problème. Cependant la plupart des instances ne peuvent pas être résolues
en un temps raisonnable. Une des contributions de cette thèse est l'étude théorique sur la qualité
des relaxations des formulations PLNE et leur utilisation pour la recherche des bornes inférieures
pour la période λ et pour le Cmax. Nous avons également vérifié que le temps nécessaire pour
la résolution de la formulation (decomp(+)) est plus court que pour la formulation (direct(+)).
D'autres études expérimentales ont néanmoins montré que la formulation directe s'adaptait bien
à des techniques de grand voisinage qui permettent d'obtenir de très bonnes solutions approchés,
ce qui montre donc leur intérêt indépendamment de la qualité des relaxations et du nombre de
variables. En ce qui concerne le calcul des bornes pour la période λ, nous avons constaté expéri-
mentalement sur les instances testées que les bornes inférieures obtenues à partir de la relaxation
des contraintes d'intégrité sont égales aux bornes théoriques λ = max(λprec, λres). Ceci est vérifié
pour les deux groupes d'instances (industrielles et modifiées). Les bornes obtenues pour le critère
secondaire (makespan) sont par contre plus fortes.
Dans le but d'améliorer les bornes obtenues à partir des relaxations de la PLNE, nous avons
proposé des nouvelles formulations basées sur la décomposition de Dantzig-Wolfe pour résoudre
le problème d'ordonnancement modulo sous contraintes de ressources. Ces nouvelles formula-
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tions sont basées sur la définition des ensembles de tâches réalisables qui peuvent être exécutées
simultanément en respectant les contraintes de précédence et de ressources. En effet, la mo-
délisation des contraintes de ressources génère un grand nombre de variables, ce qui entraîne
des temps de résolution assez importants. Pour résoudre la relaxation de ces nouvelles formu-
lations, un schéma de génération de colonnes dont les sous-problèmes ont été identifiés comme
des problèmes de sac-à-dos multidimensionnel a été proposé. La méthode permet d'atteindre une
amélioration significative des bornes pour la période λ et pour le Cmax dans le cas des instances
modifiées. Dans le cas des instances industrielles, le schéma de génération de colonnes n'améliore
pas les résultats obtenus avec la résolution des relaxations des PLNE classiques.
Bien que l'objectif premier de ce travail a été toujours la recherche de bornes inférieures, Nous
nous sommes également intéressés à la recherche de bornes supérieures (solutions réalisables du
problème). Dans ce contexte, nous avons d'abord proposé le calcul d'une borne inférieure à par-
tir de la relaxation Lagrangienne obtenue avec la dualisation des contraintes de ressources de la
formulation directe désagrégée. Le problème lagrangien peut être transformé en un problème de
graphe (problème de coupe minimale). Le problème dual obtenu a été résolu avec la méthode du
sous-gradient. La principal avantage de cette méthode est que les résultats du problème lagran-
gienne peuvent être utilisés pour proposer une méthode pour la recherche de bornes supérieures.
Les résultats expérimentaux ont montré que pour les bornes inférieures notre implémentation
de la relaxation lagrangienne ne permettait pas d'accélérer les temps de calcul par rapport à la
relaxation des formulations PLNE. En ce qui concerne des bornes supérieures, dans le cas des
instances industrielles, les bornes trouvées sont presque toujours égales aux valeurs optimales
trouvées avec la résolution des formulations PLNE. Pour les instances modifiées, la méthode
arrive à trouver une solution optimale uniquement pour la moitié des instances.
Pour améliorer les résultats des bornes supérieures obtenues dans le chapitre 4, nous avons
proposée dans le chapitre 5 une méthode hybride pour la recherche de bornes supérieures pour la
période λ. En fait, les méthodes de calcul des bornes supérieures des chapitres 4 et 5 sont basées
sur le même principe : le calcul préalable des numéros de périodes d'exécution (valeurs ki dans
la formulation décomposée), suivi du calcul des dates de début dans la période. La différence
entre les méthodes est la façon de calculer les valeurs ki (en utilisant la solution de la relaxation
lagrangienne dans le premier cas).
La méthode presénté dans le chapitre 5 est basée sur le principe du pipeline logiciel décom-
posé. Nous avons utilisé des algorithmes de calcul de retiming pour résoudre la phase de décalage
des instructions et la formulation PLNE décomposée structurée pour résoudre la phase de com-
paction de la boucle. L'avantage de cette méthode par rapport à d'autres méthodes décrites dans
la littérature est que la PLNE permet de résoudre optimalement le sous-problème de compaction
de la boucle (comme également la méthode proposée dans le chapitre précédent). Les résultats
expérimentaux ont montré une très bonne performance lorsqu'on regarde le rapport entre la qua-
lité des solutions et les temps de résolution. L'un des principaux avantages de cette méthode par
rapport à la PLNE est l'amélioration significative du temps de résolution ainsi que la résolution
d'un nombre plus grand d'instances modifiées.
Parmi les perspectives de cette thèse nous identifions trois possibles axes. Le premier axe qui
peut être vu comme une perspective à court terme est l'amélioration de l' implémentation du code
de programmation du schéma de génération de colonnes proposé. L'idée est d'inclure dans le code
des règles déduites dans le troisième chapitre de manière à réduire l'ensemble de sous-ensembles
réalisables. Dans ce même contexte, la méthode d'insertion de colonnes peut être également
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améliorée par rapport à l'implémentation basique du code utilisée. Un deuxième piste intéressante
est liée à la possibilité de générer une méthode heuristique basée sur la relaxation lagrangienne
pour améliorer les résultats obtenus en ce qui concerne la recherche de solutions réalisables,
principalement dans le cas où la consommation de ressources est non-unitaire. Il faudra pour cela
parvenir à une implémentation beaucoup plus efficace de la relaxation lagrangienne. Finalement,
une perspective à plus long terme serait l'extension des méthodes et techniques proposées pour
des problèmes d'ordonnancement stochastiques en considérant la durée des opérations ou d'autres
paramètres du problème comme des variables aléatoires.
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