Abstract-An Industrial Wireless Sensor Network system is described for condition monitoring of electric machines. Onsensor data processing is used to reduce the amount of information that needs to be transmitted, thus saving communications energy. Based on a condition monitoring interval of 3 seconds, and using 2 AAA batteries for power, the system lifetime is measured for four different operating modes. For raw data transmission to the coordinator, the system lifetime is 106 hours. If feature extraction is done on the sensor node, this is extended to 152 hours. If fault diagnosis is done on the node, the lifetime is 153 hours. If fault diagnosis is conducted every 3 seconds but results are only sent under fault conditions, or once per hour as a health check, then lifetime is dramatically increased to 1764 hours.
INTRODUCTION
Networked sensors and actuators provide a link between the information environment of the Internet and real-time observation and control of the natural and built environments. In some sense they provide the eyes and ears and hands on the Internet, linking the virtual world and the real world. Such networked devices are sometimes called the "Internet of Things" (IoT). IoT is currently a hot research topic.
International consulting firm McKinsey recommend: "Now is the time for executives across all industries to structure their thoughts about the potential impact and opportunities likely to emerge from the Internet of Things."[1]
The European Union's Framework 7 Research Program has identified 7 ICT research challenges. The summary of the first of these, ICT Challenge 1: Pervasive and Trustworthy
Network and Service Infrastructures states: "The Internet is also revolutionising the Enterprise and businesses environments, with the introduction of RFID technologies enabling more automated processes. These open the way towards an Internet of things, where multiplicity of tags, sensor, and actuators provide physical world information enabling new classes of applications combining virtual and physical world information." [2]
An important, emerging class of devices within the Internet of Things are Wireless Sensor Networks (WSNs). Wireless Sensor Networks consist of many small smart sensors, each equipped with computing and wireless communication resources to enable high density temporal and spatial sensing of the built and natural environments [3] . Applications include monitoring of rainforest regeneration, climate monitoring, smart farming, aged care, security and surveillance, traffic monitoring, and pollution monitoring [4] . Energy to drive these sensors typically comes from batteries, often augmented with energy harvesting technologies such as solar cells.
One defining theme of WSN systems is energy-constrained computing and communications [3] . To allow for flexible and rapid deployment, WSN nodes do not usually have access to mains power, and so must rely on locally stored and harvested energy, using technologies like batteries and solar cells. Low available energy often implies other constraints on resources, such as limited computing power, limited communication bandwidth, limited operational duty cycle, and limited system availability.
A significant new challenge in WSNs is the use of multimedia sensors within WSNs, i.e., audio, ultrasound, laser, radar, image, and video sensors [5] . There has been substantial recent research work on identifying and cataloguing the research challenges in MWSNs. A summary of the key research thrusts from [5] An interesting new area of research in MWSNs is in analysis of streaming data such as vibration data and current waveforms for analysis of electrical machine condition monitoring [6] . This project concentrates on two of these MWSN research challenges -energy efficient computing hardware, and the use of that energy-efficient computing for in-network processing.
WSNs are highly energy constrained, typically running on batteries, and yet require a long operational life [3] . Typical battery capacity might be 1000mA.hr at 3V (or 10.8 kJ). Power consumption during active operation (such as data transmission) is typically 25-100mW, and a reasonable lifetime requires the sensors to be duty cycled with an active period of less than 1%. For the other 99% of the time the sensors are in a sleep mode where power consumption should be less than perhaps 0.1 mW. This gives a lifetime of 10.8kJ / (1%*100mW + 99%*0.1mW) = 2729hr = 4 months. The numbers will be different if solar energy is available during daylight in which case a lifetime of one day may be sufficient, but even this requires an average power consumption less than 100 mW.
II. INDUSTRIAL CONDITION MONITORING
Modern industrial processes are built from a broad range and large number of machines and systems. Breakdowns of individual pieces of equipment can adversely affect a whole production system, so appropriate maintenance is needed to maintain smooth system operation. However, maintenance expenditure often occupies a large proportion of all operating costs in many plants. For example, according to the data from [8] , for the electricity supply and electrical machinery manufacturing industrial sectors the average annual expenditure on maintenance was 80 percent of the amount annually invested in plant and machinery. Reducing the maintenance cost provides a great motivation for studying and selecting the most appropriate maintenance approaches for industrial processes.
In generally, there are three main types of maintenance methods: breakdown maintenance, scheduled maintenance, and condition-based maintenance. Breakdown maintenance is only conducted when plant breaks. This method is suitable for the situation when the equipment is redundant and the failure on a single device will not affect the whole process safety or productivity.
Scheduled maintenance is generally performed on a fixedtime or planned interval. The selection of interval is usually dependent on the machinery condition by discontinuous monitoring or a statistical estimate based on the previous records and experience. For the scheduled maintenance, the planned repair and outage gives more convenience for the operator, and effectively prevents unexpected catastrophic faults. However, the most appropriate interval is difficult to select, and there are sometimes many unnecessary repairs and component replacements.
Condition-based maintenance tends to be performed at an optimal schedule based on the actual machinery condition information from a condition monitoring system. The use of condition monitoring and fault diagnosis, and then conditionbased maintenance is one potential approach for maintaining smooth system operation, preventing unexpected catastrophic device faults, enhancing device operational efficiency and reducing maintenance cost. However, this method imposes an additional cost for the installation and maintenance of the condition monitoring system and for operator training. Traditional wired device condition monitoring systems have received significant research interest for more than 30 years, and many device monitoring approaches and systems have been reviewed in [9] . This project investigates condition monitoring for electric motors because the motor is very widely used in industrial processes to drive other equipment due to its higher energy efficiency and robustness characteristics. Electric motordriven systems in industrial processes also consume large amounts of energy, for example about 23% of all electricity sold in the United States [10] . A typical Industrial Condition Monitoring System for an electrical motor consists of the following stages [11] :
x Acquisition of Sensor Signals (vibration, magnetic flux, current and voltage waveforms). The project in [12] describes a wireless solution able to work with what the authors' see as a high refresh rate at low cost. Experimental prototypes, based on COTS hardware (XBee module from Maxstream), have been realized to verify the feasibility of this solution. An industrial application system with 4 temperature nodes at a cycle time of 128ms has been successfully fabricated and tested with plastic fabrication machines. The results show the node lifetime with a battery of 2.3Ah is about 4 months. However, the sampling and payload data transmission rates in this project are relatively low (8 Hz) because the temperature is a slowly changing parameter.
The monitoring system proposed in [13] has both wired and wireless communication approaches to a supervisory system (Supervisory Control and Data Acquisition -SCADA). The prototype Intelligent Sensors Modules (ISM) and Gateways use small microprocessors and the Remote Data Acquisition Units (RDAU) are based on larger microprocessors. Sets of experiments were conducted to analyze the system's performance. The results show that the sample rating of an ISM is up to 11 samples per cycle, i.e. up to 660 Hz. With such a sampling rate, it is possible to analyze up to 5th harmonic of the signal. The corresponding sample rating and harmonic order of an RDAU is up to 68 samples per cycle allowing analysis up to the 34th harmonic. An extension to the system was published, where a dynamic power management (DPM) protocol was applied on the sensor nodes, which takes advantage of battery capacity recovery and this can extend the node lifetime by about one-third more packets compared to a system without DPM [14] . More detailed information about the energy consumption, node lifetime, and on node data processing are not presented.
The system in [15] develops a wireless sensor network for machinery condition-based maintenance with commercial WSN products. Considering the energy-efficiency of a singlehop topology for short-range transmissions, latency requirements, desired simplicity at nodes and the small machinery spaces for deployment, a single-hop topology is adopted. The proposed system, with four sensor nodes, one base station, one Laptop and LabVIEW7.1 for the GUI and signal processing, is implemented in a heating and airconditioning plant. However, the sensor nodes do not have a data processing function. The nodes' energy performance testing and evaluation are also conducted. However, the energy consumption is quite large, using about 2500mAh (equivalent to two AA-size battery) for 9 days, when each node transmitting data for 2 seconds in its turn.
A scheme of applying WSNs in online and remote energy monitoring and fault diagnostics for industrial motor systems is proposed in [16] . The motor terminal data, two line-to-line voltages, two phase current, and a shaft torque, are collected by sensor nodes at motor control centres, then transmitted through WSNs, and are finally processed in the central supervisory station (CSS). A rotor eccentricity fault is emulated, and a fast Fourier transform is conducted at the CSS on single-phase current signal to validate the feasibility of fault diagnosis using the propose system. IEEE 802.15.4 compliant CC2420 radio components are used for the nodes.
Paper [17] proposes a ZigBee/IEEE802.15.4 based wireless sensor network for health monitoring of an induction motor subjected to an imbalance fault. A three-axis accelerometer ADXL330 is employed to measure the motor vibration signature. The sensor node is developed based on CC2430, an IEEE802.15.4 standard compliant transceiver, from Texas Instruments. However, the sensor nodes only record and transmit the vibration data to the base station, all the signal analysis and processing functions have been implemented by MATLAB software on base station. Rotor imbalance faults with different levels were created on an induction motor to validate the proposed system. WiMon [18] is a wireless vibration monitoring system based on WirelessHART developed by ABB. Wimon comprises WiMon 100 sensor units, Gateway, Wimon Data Manger, OPC (Object Linking and Embedding for Process Control) server, and ABB Analyst. The WiMon 100 sensor unit consists of a vibration sensor, a temperature sensor, a long life battery and a WirelessHART radio. The WirelessHART Gateway is especially developed by Pepperl+Fuchs GmbH to integrate with ABB's wireless systems. So the system supports the IEEE 802.15.4 radio standard and WirelessHART network standard. The battery lifetime is estimated to reach at least 5 years if vibration root mean square (RMS) and temperature values upload interval is once per hour and waveform upload interval is once per day.
Essential Insight.mesh is a wireless solution for condition monitoring from GE [19] , which comprises wSIM (wireless mesh network node), wSIM Repeater, Manager Gateway, and Transducers. The system supports IEEE 802.15.4 compliant radio and wireless mesh communications, and the communication interfaces of Gateway is IEEE 802.15.4. One wSIM sensor node supports up to 4 temperature or vibration transducers. However for this product the minimum sample interval is 15 minutes for temperature or static vibration, and 24 hours for dynamic vibration. A battery pack provides up to 3 years of power with standard configurations, which is defined as static data from all 4 channels every 2 hours and dynamic data from each channel once per day [25] .
The above reviews of the typical industrial wireless sensor networks, including research applications proposed by individual researchers and commercial systems, further indicate the tension between the higher system requirements of Industrial WSNs (IWSNs) and the resource constrained characteristics of sensor nodes. On-sensor feature extraction and fault diagnosis are potential solutions for the problems, and are relatively unexplored research areas. The rest of this paper explores the design of IWSNs for condition monitoring and fault diagnosis, and particularly looks at the tradeoff between reduced node communications (which could enhance lifetime) and on-node computation (which could reduce lifetime).
IV. EXPERIMENTAL SETUP
The architecture of our induction motor condition monitoring and fault diagnosis system using IWSNs is illustrated in Fig. 1 . IEEE 802.15.4 and ZigBee protocols are used for the radio, and a star topology is used consisting of one coordinator and a number of sensor leaf nodes. In Figure 1 , two sensor nodes are employed to illustrate the working principle of the proposed approach. One sensor node is used to monitor motor stator current signature, while the other one is used for the measurement of the motor vibration signature. Step 3 on the node, Step 4 on the coordinator (c) Step 3 and 4 on the node Full details of the diagnostic performance of the different systems are given in [20] . In summary, all systems gave similar performance, even when slightly simpler integer-based calculations were used on the sensor node.
In this paper, we investigate the effects that these different configurations have on the energy consumption of the nodes, and the resulting lifetime. When more processing is done on the node, the energy consumed by computation on the node increases but the amount of payload data, and hence energy used for communication decreases.
The key question is whether the saving in energy from reduced radio transmission exceeds the increased energy for on-sensor computation. These consumptions are determined by the running time and complexity of the algorithm, and the current consumption for CPU processing and wireless radio transmission.
The typical current consumption for the JN5139 during CPU processing is 7.57mA when a 16 MHz system clock is used. Typical current consumption values for radio transmit and radio receive are 38mA and 37mA, respectively. The sensor nodes are powered by two general AAA Alkaline batteries, the average voltage is about 2.7v. Using a 512 point FFT for feature extraction, the time for transferring raw data is 328 ms, so the energy consumption for raw data transmission (scenario (a)) is given as: For scenario (b), on-sensor feature extraction using a 512 fixed-point FFT uses 0.6 mJ for calculating the FFT. After the FFT, only the top 10 peaks of the frequency spectrum and their location information are transmitted which takes 6.3 ms, and uses another 0.6mJ. The total sensor node energy consumption per diagnosis is then 1.2 mJ, an anticipated energy saving of 96.3 % For scenario (c), the on-sensor fault-diagnosis, the total onsensor calculation uses 0.76 mJ. The node uses an estimated 0.03mJ for diagnosis result transfer, for a total energy consumption of approximately 0.8 mJ. This represents a further one-third saving compared to the on-sensor feature extraction with centralized computer fault diagnosis. To test that these initial estimates are accurate, the system lifetime was measured by measuring the battery voltage with diagnoses done every 3 seconds. Some example results are shown in Fig. 2 . The results from these experiments did not agree well with the theoretical calculations. Instead of a 96% energy saving, lifetime was extended by only 44%, from 106 hours for scenario (a) to 152 hours for scenario (b). Lifetime for scenario (c) was 153 hours. Investigation shows that there is a significant energy overhead in simply switching on the transceiver, even if just a few bytes are transmitted, so significant reductions in data transmission result in only modest extensions to node lifetime. For this reason, direct node lifetime measurements should be used to estimate energy savings.
A fourth condition monitoring scenario, was tested in an attempt to further extend the system lifetime. Diagnoses were made every 3 seconds, but if no fault was found then a message was only sent once every hour. In fault-free conditions, this reduced transmission frequency allowed the lifetime to be extended to 1764 hours (73.5 days), with no reduction in the frequency of testing, which is a more than 12 times lifetime extension, corresponding to a 92% energy saving.
V. CONCLUSIONS On-sensor data processing can provide modest energy savings in Industrial Wireless Sensor Networks by reducing the amount of data that is transmitted but increasing the amount of power used for computation. Much greater savings can be obtained by only transmitting condition data under fault conditions, or at long intervals as a health check. This allows both short condition monitoring intervals and long system lifetimes.
Future work will be to look at techniques for doing more sophisticated on-sensor processing with low-energy using technologies such as Field-Programmable Gate Arrays.
