Abstract word count: 197 words
teenagers), given a change in their minimum wage (e.g., $4.25 to $5.05), on certain outcomes (e.g., employment in a specific industry). Policy makers, however, might want to know about the potential effects of raising the minimum wage for a different population (e.g., the entire labor force), for a different change in the minimum wage (e.g., $7.25 to $10.50), on different outcomes (e.g., employment, income, and distributional effects). The purpose of policy analysis is to translate evidence from one setting to inform a different one (for the case of the minimum wage see, for example, CBO 2014).
Policy analysis aspires to the rigor and neutrality of scientific empirical analysis (Wildavsky 1979) . However, as currently practiced, policy analysis often does not adhere to the scientific principles of reproducibility and transparency. Until recently, many scientific disciplines themselves have failed to emphasize reproducibility and openness (Anderson et al., 2007) . But as empirical sciences are starting to acknowledge and address their own reproducibility crises, the need to address these issues in policy analysis becomes more evident.
In this paper, we argue that lack of transparency and reproducibility threatens the credibility of policy analysis and therefore evidence-based policy as a whole. To remedy this concern, we suggest "open science" solutions similar to those currently being promoted to address reproducibility crises in empirical sciences.
We first review the reproducibility crisis in scientific research and open science as a proposed solution. We then discuss why the lack of openness threatens the credibility of policy analysis, and we present a framework for open policy analysis as a solution. We conclude with recommendations for the adoption of open policy analysis across multiple stakeholders and Running Head: OPEN POLICY ANALYSIS proposed next steps to achieve these recommendations.
REPRODUCIBILITY CRISIS IN EMPIRICAL RESEARCH
Several concerns about the credibility of empirical research have been identified in scientific disciplines using research methods and practices that are commonplace in policy analysis. That is, recent evidence suggests that several areas of empirical research exhibit low compliance with core scientific principles (Anderson et al., 2007) . This low compliance has serious negative consequences for the credibility of the scientific output underpinning "evidencebased" movements across scientific fields. Some of this discussion draws on Hoces de la Guardia (2017).
Questionable Research Practices and Researcher Degrees of Freedom
In contrast to scientific misconduct or outright fraud, questionable research practices (QRPs) denote the much more prevalent grey areas of scientific practice that are currently acceptable yet nevertheless can dramatically increase the likelihood of finding evidence in support of a (desired) hypothesis (John et al., 2012) . QRPs are facilitated by "Researcher Degrees of Freedom": the significant latitude and flexibility currently afforded to researchers when planning, running, analyzing, and reporting empirical research studies (Simmons et al., 2011 , Wicherts et al., 2016 . These mechanisms make it unacceptably easy for researchers to (consciously or unconsciously) report a desired rather than accurate result, and therefore for entire bodies of research to have far more false-positive findings than previously thought.
File Drawer Problem and Publication Bias
In the last decade, "meta-research", or research on research, has become an active field across multiple disciplines (Ioannidis 2018) . Ioannidis (2005) provides a probabilistic argument for why most published research is false. Franco et al. (2014) assess that, among a sample of Running Head: OPEN POLICY ANALYSIS high quality awarded research proposals in social sciences, the majority of those that find null results are never written, and the likelihood of publication increased dramatically with the strength of the results. Gerber et al. (2008) showed that, in top psychology and political science journals, the number of papers with p-values just below 0.05 were more frequent than those just above 0.05 by a factor of two and three, respectively. Brodeur et al. (2016) found similar irregular behavior for the distribution of p-values in top economic journals.
Lack of Reproducibility
Parallel to this work and in similar fashion, multiple disciplines have begun to assess issues of replicability and reproducibility of previously published research. Replicability tests whether or not the same results could be obtained in a different setting (data) using the same procedures (methodology) (LeBel et al., 2017) . Reproducibility tests if it is possible for a third party to obtain the same results using the same data, methods, and code (Goodman et al., 2016) .
Replicability has been part of the scientific method for centuries, and reproducibility has become increasingly important with the predominance of computation in empirical work. A large-scale replication effort attempted to replicate the results of 100 studies in psychology; using several criteria, this effort found approximately 33-50% of the original findings to be observed in the replication study (Collaboration et al., 2015) . In a similar exercise for behavioral economics, 11 studies were replicated out of a total of 18 (Camerer et al., 2016) . Regarding reproducibility (same data, code, and methods), Peng (2011) and Stodden et al. (2016) describe the importance of improving current standards for computational science. In an exercise to assess the reproducibility of 67 papers in macroeconomics, Chang and Li (2015) were able to obtain qualitatively similar results for only 29 papers, while six papers could not provide proprietary data. More recently, Gertler et al. (2018) attempt to re-run the analysis code from a sample of Running Head: OPEN POLICY ANALYSIS 203 empirical papers from leading journals in economics and was able to obtain the same results in only 14% of the papers. These issues are a subset of what some authors refer to as the reproducibility crisis (Baker, 2016) , or the credibility crisis (Stodden, 2014) , in science. This crisis has had the positive effect of bringing to forefront the core scientific principles of replication, reproduction, and openness (Merton, 1973) , though it has also shed light on how the scientific community simultaneously accepts these principles but does not practice them on a regular basis (Anderson et al., 2007) . Fortunately, a strong response to the credibility crisis in science has begun to emerge, under the umbrella of open science.
THE OPEN SCIENCE MOVEMENT
Open science is "the practice of science in such a way that others can collaborate and contribute, where research data, lab notes and other research processes are freely available, under terms that enable reuse, redistribution, and reproduction of the research and its underlying data and methods" (FOSTER 2017). Miguel et al. (2014) argue for three guiding norms to promote transparency in empirical social sciences: (i) disclosure of key details involved in the analysis and collection of the data; (ii) registration of pre-analysis plans that contain information on the outcome variable, independent variable(s) of interest, model specifications, and other analytic choices before the data is collected; and (iii) open access to data, code, and additional documentation. To help journals, funders, and scholarly societies apply these norms, Nosek et al (2015) developed the Transparency and Openness Promotion (TOP) Guidelines. The TOP Guidelines contain eight standards, and compliance with each standard is defined on four different levels. Level 0 (lowest) represents the status quo, where journal policy does not mention the open science practice. Level 1 is achieved when authors of the research disclose the extent to which they follow the standard. Level 2 is attained when the journal requires adherence Running Head: OPEN POLICY ANALYSIS to a given standard. Level 3 (highest) is met when the journal enforces adherence to a given standard (e.g., reproduced reported analyses independently prior to publication). For further detail on how to achieve the highest level and follow best practices, Christensen and Soderberg (2015) provide a manual for best practices in research transparency, and Kitzes, J., Turek, D., and Deniz, F. (Eds.) (2017) present a set of 31 case studies of computational reproducible research.
CREDIBILITY CRISIS OF POLICY ANALYSIS
The lessons from the reproducibility (or credibility) crisis in science, and the response by advocates of open science, can be applied to the policy analysis setting. Policy analysts use the same practices and face the same incentives driving credibility crises in empirical research. We therefore argue that the credibility of policy analysis can be greatly improved by adopting open science practices. That is, to facilitate evidence-based policy rather than risk being considered advocacy, the practices, institutions, and scholarly community of policy analysis must aspire to the ideals and ethos of scientific research (Merton, 1973) . Unfortunately, policy analysis as currently practiced is largely a black box to those outside the analysis team, as policy estimates are nearly ubiquitously reported with strong yet undisclosed assumptions (Manski, 2013) . can connect with policy, building on Nutley et al. (2007) . In this ideal context, there is consensus on which research is the best representation of some specific phenomenon (the truth), and which policy analysis is the best representation of gains and losses associated with a specific policy issue (using research as an input). Different policy makers start from a commonly shared set of evidence and make their choices based on a combination of evidence and their different values or beliefs, with these choices revealing each policymakers' values to the public. However, this evidence-to-policy model needs to be modified to reflect policy analysis as currently practiced (see Figure 2 ). Namely, in terms of research inputs, a multiplicity of studies often exist (R1, R2, R3) that vary in their use of credible research practices (represented by the solid line) versus questionable research practices (dashed lines). This problem is then compounded by the fact that policy analysts themselves are subject to a similar set of barriers and perverse incentives as their research inputs, meaning the "policy analyst" degrees of freedom must also be incorporated into the model. The result is a multiplicity of reports as depicted in Figure 2 . Using this framework, we can describe at least three problems that emerge from a lack of openness in policy analysis: cherry-picking (weak) evidence, difficulties in automating and improving systematically recurring reports, and difficulties understanding how research informs policy analysis models.
Cherry-Picking (Weak) Evidence
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A plethora of reports and analyses for a given policy question provides policymakers with the opportunity to use selectively (i.e., cherry-pick) the reports and analyses that best fit their pre-selected policy positions, rather than the most appropriate or analytically rigorous reports and analyses. Policymakers and other stakeholders often engage in "report wars": i.e., debating the same policy issue based on different empirical policy reports (Wesselink et al., 2013) . Even when only one policy report exists, policymakers can selectively highlight those analyses within the report that provide evidence supporting their position and ignore conflicting results. Douglas Elmendorf, former director of the Congressional Budget Office (CBO), provides insight on this issue:
"When I was director of the CBO, I was very frustrated when we would write a policy report [saying] a certain policy would have these two advantages and these two disadvantages, and the advocates would quote only the part about the advantages, and the opponents would quote only the part about the disadvantages. That encourages the view that there are simple answers. There aren't generally simple answers. There are tradeoffs" (Harvard Magazine, 2016) .
These report wars are further compounded when a lack of transparency prevents observers from critically appraising the policy analyses within each report, as policymakers can cherry-pick findings from less neutral and rigorous reports. Moreover, without openness in policy analysis, the credibility of a report largely rests on the reputation of the analysts (Doberstein, 2017) , in contrast to the dictum from the scientific principle of universalism that the strength of a claim should rest on the quality of the evidence rather than who is making the claim (Merton, 1973) .
This overall situation threatens the credibility of policy analysis by contributing to increasing disagreements on analytical interpretations of data, blurring the line between evidence Running Head: OPEN POLICY ANALYSIS and opinion, and lowering confidence in respected expert sources of factual information (Kavanagh & Rich, 2018) . For example, the US Congress assigned so little credibility to the analysis from the Congressional Budget Office (CBO) in their legislative discussion of healthcare reform, that all former CBO directors wrote a letter requesting that Congress give more weight to CBO's analysis (Crippen et al., 2017) . Manski (2013) predicted only a few years earlier that credibility based solely on reputation would not be sustainable: "I worry that someday sooner or later the existing social contract to take CBO scores at face value will break down. Conventional certitudes that lack foundation cannot last indefinitely."
Challenging to Automate and Improve Systematically Recurring Reports
A lack of openness in policy analysis can also make it challenging to automate and improve reports that are intended to systematically recur, leading to an inefficient use of time and resources. To understand this issue, it is helpful to zoom-in on the policy analysis component of Figure 2 and describe its process in further details. Figure 3 represents a simplified model of the process involved in a policy analysis. Analysts use three primary sources for inputs into the analyses: information from previous research (e.g. elasticities, behavioral parameters), data to contextualize the specific policy issue (e.g. micro-data for the specific context where the policy issue is discussed), and guesswork to fill in any missing pieces required to complete the analysis (e.g. extrapolation parameters, take-up rates, distributional effects). All of these sources are used to generate inputs that are used in a model (e.g. micro-simulation, cost benefit analysis), and this model produces the policy estimates to be used by policy makers. The process of policy analysis as described in Figure 3 can be an algorithmic process. A large number of policy analyses are recurring reports, where similar analyses are repeated over a cycle and could potentially benefit from automation. Examples abound across a wide spectrum of policy domains. For instance, the effects of federal regulations are often assessed initially and are (ideally) updated regularly (Sunstein 2012) , a policy analysis is needed to quantify gains and losses every time there is a discussion about the U.S. minimum wage (Office 2007; , and analyses assessing the appropriateness of medical treatments should be updated periodically (Zauber et al., 2016) .
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Policy reports require a large amount of resources in terms of highly skilled labor. Part of this work is codified in the final report and can be used in future versions of the analysis.
However, a large amount of tacit knowledge (e.g., how does the spreadsheet/code work? what is the latest version of the data to be used? how to interpret missing values?) can be lost when the analyst in charge leaves the institution (or forgets some of the details due to passage of time). This is particularly relevant for the guesswork component depicted in Figure 3 . Whenever the research and data components do not contain all the relevant information to execute the analysis, some elements of the model have to be the result of educated guesses made by the analyst. 
Difficulty Understanding How Research Informs Policy Analysis
Input parameters to and specification of models in policy analysis often come from evidence generated from empirical research. In terms of Figure 3 , research can directly inform a policy analysis as a behavioral parameter obtained from the literature, or indirectly through the modeling choices made in a policy report. For example, the elasticity of labor demand for a subset of the population is often a behavioral parameter derived from research when conducting a policy analysis about the gains and losses to a proposed change in the U.S. minimum wage. A lack of transparency makes it difficult (if not impossible) to understand precisely what these input values were, whether they come from credible research, and therefore how well the Running Head: OPEN POLICY ANALYSIS estimates produced by policy analysis can be trusted (Nutley et al., 2007; Vivalt, 2016) . Open policy analysis could help identify how research informs specific policy analysis models, thereby informing the critical appraisal of these models as well as value of information exercises for allocating future research resources to the most important knowledge gaps surrounding specific policies (Snilstveitet al., 2016) .
OPEN SCIENCE PRACTICES FOR OPEN POLICY ANALYSIS
We provide a conceptual framework of a transparent, reproducible workflow for open policy analysis. This conceptual framework involves an organized set of practices across the lifecycle of policy analysis. We suggest three practices that distinguish open from traditional policy analysis: computational reproducibility, analytic transparency, and output transparency (see Figure 4) . We created this framework based on the work of several groups that focus on research transparency, namely: the Lancet REWARD Campaign (Moher et al., 2015) ; the Center Make code/spreadsheets readable: an old idea that has gained traction in reproducible research is that of making the code readable not only by machines but also by humans (Knuth 1984; Stodden et al., 2014) . We envision that this idea can also be applied to analysis using spreadsheets, by providing extensive comments and adopting some type of standard operating procedures in how the analysis is carried out. Applied to code, this is the principle of "literate programming" and it amounts to describing in much possible detail what is happening in each line (or few lines) of code in much possible detail. Applying this principle to analysis using spreadsheets is less well defined, but we envision some type of syntax guideline that would help the analyst comment on the meaning of the different components of a spreadsheet analysis.
WhetherWeather in code or in spreadsheets, the documentation should provide an explanation to key elements of the analysis, such as like the rationale behind the modeling choices and adescription of all the assumptions made in the analysis.
Use a version control strategy: to keep track of how files change over time, a systematic and homogenous strategy should be in place (as opposed to some idiosyncratic renaming strategy that varies across analysts). Plausible strategies range from a minimum organized renaming to the (much recommended) use of distributed version control (Ram 2013) . Organized renaming involves setting a file naming convention (e.g. YYYYMMDD_filename_initials) and saving on a new file periodically. Using version control software, like Git or SubVersion, involves using only one file per document (no more dates or initials in filename) and taking snapshots of the entire workflow with much more frequency than the renaming strategy.
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Follow a common template for file structure: one of the most common recommendations and of low adoption costs is that all analysts should follow some homogenous and predetermined file structure. In practice this means that multiple analysts within a group store their workflow in a identical way and with all the files under a master folder (for example see
Gentzkow and Shapiro 2014).
Label and document each input sources (data, research, guesswork) : in order to improve the reproducibility of previous reports, we recommend that a labeling strategy should be in place to trace all the inputs of each policy analysis. Similar to empirical research, this labeling strategy involves identifying sources of data and previous research. Specifically to policy analysis, this labeling strategy also requires keeping track of the parameters that required an educated guess to complete the analysis. This record should include detailed information on each source. Inputs from research should record the paper, page, and specific location (table X, row Y, col Z) where the information was obtained. For data, links to specific data sets should be provided. For guesswork, parameters should be recorded similarly as with research (analyst X, date Y).
Open Science Practices for Analytic Transparency
In parallel to computational reproducibility, a core practice is that of analytic transparency, where all the elements of the analysis should be easily accessible (and readable) for critical appraisal and improvement. Here, some of the specific practices from open science that apply to open policy analysis are:
Open code: all the files used in the analysis (including data cleaning) should be available in a trusted public repository. To increase accessibility, the practice of code readability described above should also be taken into account.
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Open data: all the data used in the analysis should be posted in a trusted repository when possible. This includes both the raw data and the final analytic files used for the analysis.
Whenever some of the data cannot be published due to privacy and ethical issues, a clear protocol should describe all the procedures required to obtain access to a subset of these data (e.g., instructions on obtained restricted access to the dataset). For access to administrative government data, we highlight three of the recommendations from the Commission on EvidenceBased Policymaking. (2017). First, the government should provide proper infrastructure to access sensitive information for research purposes. Second, state-collected quarterly earnings and other local data on federal programs should be made available. Third, a uniform process should be in place for external researchers to apply and qualify for secure access to confidential government data.
Report Dynamic Document: a detailed methodological description is essential to critically appraise and improve the methodology. The report should describe the analysis in increasing layers of detail: from a first layer that describes the key assumptions and results of different subsections of the report, to a last layer that combines a detailed description of each step and how it is implemented in the code. This layered approach can be implemented as a Dynamic Document (Xie 2017) , where code, narrative, and output are in the same file, and the reader can expand each section to see every piece of the analysis. Even though the foundational concepts behind dynamic documents were established decades ago, the implementation of dynamic documents is still in its infancy, and some languages/software packages are more developed than others. To our knowledge the implementations for R (RMarkdown) and Python (Jupyter notebooks) are the ones better suited for reproducibility.
Open Science Practices for Output Transparency
As part of disseminating findings, policy analysts should utilize reporting guidelines for transparent reporting and disclosure of study details (e.g., Husereau et al., 2013) , more immediately disseminate findings through preprint servers and publications (https://osf.io/preprints/), and aim to publish their findings via open access so that research outputs that are freely available to interested readers (Harnad et al., 2004) .
Clear and pre-committed output display. Policy makers often do not have the time to read full reports or lengthy executive summaries, and may instead prefer concise and non-technical briefs. In these instances, policy analysts should pre-specify the nature of tables and visualizations that contains the different gains and losses associated with a policy analysis, and ensure that this format is consistently applied across all relevant analyses so that the results of analyses can be compared more equitably. Moreover, the format of such output, together with the methodology of the report, should be vetted before the final output is released. This ensures that the community of academics and experts judge the merits of the report independently of the results, and reduces the chance that features other than the rigor of the analyses (e.g., the implications of the output) influences the methodological credibility of the report. If time constraints do not allow such a format, the report should refer to output used in previous versions of a similar analysis and justify deviations. In this case, the new produced output will become the pre-specified format for the next iteration of the analysis.
Clear assumptions-output link. For an agreed format, policy analysts can also report and display the results for different values of the key assumptions behind the analysis. This can be done by adding pages to the report with the respective sensitivity analyses (with all outputs reported in a consistent format), or by displaying an interactive output (e.g., using R Shiny) that Running Head: OPEN POLICY ANALYSIS changes when the assumptions are modified. The latter makes it easier to identify the preferred set of assumptions for each reader and, even if different policy makers prefer different assumptions, this format still reduces the discrepancies from the "report wars" discuss in the previous section, to differences in the values of specific and testable parameters.
CHALLENGES AND RECOMMENDATIONS FOR ACHIEVING OPEN POLICY ANALYSIS
While open policy analysis has large potential benefits, its barriers to adoption are similar to the ones already faced by open science other research areas (Pfenninger et al., 2017) . A coordinated effort from all key stakeholders is needed to address these barriers and consequently make the aforementioned open science practices the norm in policy analysis.
Fortunately, other areas of empirical research have made important progress in recent years, Running Head: OPEN POLICY ANALYSIS providing a roadmap for policy analysis to follow (Nosek et al., 2012) . We provide recommendations below for several key stakeholder groups that should help align the incentives and accountability mechanisms of policy analysis to open science practices. workflows and dynamic documents, should reduce costs of performing recurrent policy analysis in the long run. However, it may require significant time and resources for policy analysts to incorporate these tools and practices into their workflow. Policy analysts often work under tight deadlines, which makes it even more difficult for such initial investments to take place.
To address these barriers, government agencies and funders could initially provide moving towards publishing models that only accept papers conditional on the analysis having been reproducible; the same mechanisms can be adapted to policy analysis. For example, many cities or local government contract out policy analyses on the effects of increasing the minimum wage in their specific city/state. Instead of many local governments requesting the same analysis tailored to their context (producing only a printed report), a reproducible report could be contracted out just once along with a repository that contains the report, all the data, code, and additional documentation. This generates a public good for other local agencies to use, as well as reproducible reports to serve as templates for others to follow and build upon.
CONCLUSIONS
In this paper we have argued that policy analysis can address the threat of its own 
