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1. Introduction
Let Sg = {Z ∈ Mg (C) | tZ = Z, ImZ > 0} be the Siegel upper half plane of degree





∈ Γg , we denote (AZ + B)(CZ + D)−1 by
M 〈Z〉. Let e(z) denote exp(2πiz).
DEFINITION 1.1. Let μ : GL(g,C) → GL(n,C) be an irreducible holomorphic
representation of GL(g,C) and m a positive integer. A holomorphic mapping f (Z,W) of
Sg × Cg to Cn is called a holomorphic Jacobi form of type μ and index m with respect to
Γg , if it satisfies the following transformation formulas (a), (b) and a regularity condition
at infinity (c).
(a) f (M 〈Z〉 , t (CZ +D)−1W) = e(mtW(CZ +D)−1CW)μ(CZ +D)f (Z,W),






(b) f (Z,W + Zλ+ κ) = e(−m(tλZλ+ 2 tλW))f (Z,W),




c(N, r) e(Tr(NZ)+ t rW) ,
where N runs over the symmetric half integral matrices of degree g and r runs over the
integral g-vectors. The regularity condition at infinity is:
(c) c(N, r) = 0 unless 4mN − r t r is semi-positive.
DEFINITION 1.2. Let μ and m be as above. A mapping f (Z,W) of Sg × Cg to
Cn which is real analytic in the real part and the imaginary part of Z and holomorphic in
W is called a skew-holomorphic Jacobi form of type μ and index m with respect to Γg , if
it satisfies the above transformation formula (b) and the following transformation formula
(a′) and has a Fourier-Jacobi expansion (c′).
f (M 〈Z〉 , t (CZ +D)−1W)(a′)
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+ t r W
)
,
where Y = ImZ and N runs over the symmetric half integral matrices of degree g and r
runs over the integral g-vectors such that 4mN − r t r is semi-negative.
REMARK 1.3. If g ≥ 2, then the assumption (c) is superfluous ([Sh2] and [Z]) and
similarly the assumption (c′) is superfluous.
DEFINITION 1.4. A holomorphic Jacobi form f is called a holomorphic Jacobi
cusp form if c(N, r) = 0 unless 4mN − r t r is positive definite in the Fourier-Jacobi
expansion (c). A skew-holomorphic Jacobi form f is called a skew-holomorphic Jacobi
cusp form if c(N, r) = 0 unless 4mN − r t r is negative definite in the Fourier-Jacobi
expansion (c′).
We denote the complex vector space of holomorphic Jacobi forms of type μ and index
m with respect to Γg by Jμ,m(Γg ) and its subspace of holomorphic Jacobi cusp forms
by J cuspμ,m (Γg ), respectively. We denote the complex vector space of skew-holomorphic
Jacobi forms of type μ and index m with respect to Γg by J skμ,m(Γg) and its subspace
of skew-holomorphic Jacobi cusp forms by J sk,cuspμ,m (Γg ), respectively. For a subgroup Γ
of finite index of Γg we define Jμ,m(Γ ), J
cusp
μ,m (Γ ), J skμ,m(Γ ) and J
sk,cusp
μ,m (Γ ) similarly. If
μ = detk , we denote Jμ,m(Γ ), J cuspμ,m (Γ ), J skμ,m(Γ ) and J sk,cuspμ,m (Γ ) by Jk,m(Γ ), J cuspk,m (Γ ),
J skk,m(Γ ) and J
sk,cusp
k,m (Γ ), respectively. It is known that Jμ,m(Γ ) and J
sk
μ,m(Γ ) are finite
dimensional.
Now we assume that g = 2. Then μ is equivalent to detk Symj (j , k ≥ 0), where
det is the alternating tensor representation of degree two and Symj is the symmetric tensor
representation of degree j of GL(2,C), respectively. In this case we denote Jμ,m(Γ2),
J
cusp
μ,m (Γ2), J skμ,m(Γ2) and J
sk,cusp








The purpose of this paper is to compute the dimension of J cuspk,j,m(Γ2) and J
sk,cusp
k,j,m (Γ2)
by the formula of Riemann-Roch (the holomorphic Lefschetz fixed point formula) and van-
ishing theorems for higher cohomology groups. We computed the Euler-Poincaré charac-
teristic explicitly for general j by the formula of Riemann-Roch. We proved the vanishing
theorem for the case when j = 0 (Theorem 2.5 below). Therefore our results give dimen-
sion formulas for J cuspk,m (Γ ) and J
sk,cusp
k,m (Γ ). But we have not proved the vanishing theorem
for the case when j > 0. Hence our results on the dimension of J cuspj,k,m(Γ2) and J
sk,cusp
j,k,m (Γ2)
1The author used the notation Jj,k,m(Γ2) instead of Jk,j,m(Γ2) before. But we use the notation of T.
Ibukiyama to avoid confusion.
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still remain as conjectures in general. Recently T. Ibukiyama proved the conjecture is true
for the case of J cuspk,j,1(Γ2) by a different method ([Ib5]).
2. The Methods and the Results
DEFINITION 2.1. Let a and b be rational g-vectors. The theta function θa,b(Z,W)
with characteristic (a, b) is a holomorphic function on Sg × Cg defined by∑
q∈Zg
e((1/2) t (q + a)Z(q + a)+ t (q + a)(W + b)) .
For any integral g-vector r , we have
θa+r,b(Z,W) = θa,b(Z,W) .
Hence θa,0(Z,W) depends only on a mod Zg . So we assume a is an element of Qg/Zg . If
a runs over a complete set of representatives of
1
2m
Zg/Zg , then the set {θa,0(2mZ, 2mW)}
form a basis of theta functions of degree 2m. Therefore if f is a holomorphic Jacobi form of









fr (Z) θr,0(2mZ, 2mW) .
fr(Z)’s are holomorphic with respect to Z ([Sh2]). If f is a skew-holomorphic Jacobi form
of type μ and indexm, f is also represented by a linear combination of θr,0(2mZ, 2mW)’s.
In this case the coefficients fr(Z)’s are anti-holomorphic ([A1]). Namely, the complex
conjugate fr(Z)’s are holomorphic.
We define an n× (2m)g matrix:
Fmat (Z) = (fr (Z)) ,
and a column-vector of dimension (2m)g :
Θ(Z,W) = (θr,0(2mZ, 2mW)) .
If f is a holomorphic Jacobi form, then by definition we have
Fmat (M 〈Z〉)Θ(M 〈Z〉 , t (CZ +D)−1W)(1)
= e(mtW(CZ +D)−1CW)μ(CZ +D)Fmat (Z)Θ(Z,W) .
If f is a skew-holomorphic Jacobi form, then we have
Fmat (M 〈Z〉)Θ(M 〈Z〉 , t (CZ +D)−1W)(1′)






We need the following transformation formula for the theta functions ([Si]).
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∈ Γg . Then for any r ∈ 1
2m
Zg/Zg , we have
θr,0(2mM 〈Z〉 , 2mt(CZ +D)−1W)
= det(CZ +D)1/2e(mtW(CZ +D)−1CW)×
∑
s
urs(M) θs,0(2mZ, 2mW) ,
where s runs over a complete set of representatives of
1
2m
Zg/Zg and (urs(M)) is a unitary
matrix of degree (2m)g depending only on M and the choice of det(CZ +D)1/2.
Let u(M) = (urs(M)). Then by the theorem we have
Θ(M 〈Z〉 , t (CZ +D)−1W)(2)
= det(CZ +D)1/2e(mtW(CZ +D)−1CW)u(M)Θ(Z,W) .
Let f be a holomorphic Jacobi form. From (1) and (2) we have
Fmat (M 〈Z〉) = det(CZ +D)−1/2μ(CZ +D)Fmat (Z) t u(M) .
Namely, Fmat (Z) is an n × (2m)g matrix valued holomorphic automorphic form and this
is naturally identified to an n · (2m)g -dimensional vector valued holomorphic automorphic
form F(Z) with respect to the automorphy factor:
(3) det(CZ +D)−1/2μ(CZ +D)⊗ u(M) .
Let f be a skew-holomorphic Jacobi form. From (1′) and (2) we have
Fmat (M 〈Z〉) = det(CZ +D)−1/2μ(CZ +D)Fmat (Z) tu(M) .
Namely, Fmat (Z) is an n × (2m)g matrix valued holomorphic automorphic form and this
is naturally identified to an n · (2m)g -dimensional vector valued holomorphic automorphic
form F(Z) with respect to the automorphy factor:
(3′) det(CZ +D)−1/2μ(CZ +D)⊗ u(M) .
So we have the following proposition ([Sh2]).
PROPOSITION 2.3. By the mapping: f (Z,W) 	→ F(Z), Jμ,m(Γg) is mapped iso-
morphically to the space of the vector valued holomorphic automorphic forms with respect
to the above automorphy factor (3) and Γg . F(Z) is a cusp form if and only if f (Z,W) is
a holomorphic Jacobi cusp form.
By the anti-linear mapping: f (Z,W) 	→ F(Z), J skμ,m(Γg) is mapped isomorphically
to the space of the vector valued holomorphic automorphic forms with respect to the above
automorphy factor (3′) and Γg . F(Z) is a cusp form if and only if f (Z,W) is a skew-
holomorphic Jacobi cusp form.
Let Γg (N) be the principal congruence subgroup of level N of Γg . Namely,
Γg (N) = {M ∈ Γg | M ≡ 12g (mod N)} .
Γg(N) is a normal subgroup of Γg . If N ≥ 3, Γg (N) acts on Sg without fixed points
and the quotient space Xg (N) := Γg(N)\Sg is a (non-compact) manifold. Xg (N) is an
open set of a projective variety Xg (N) which was constructed by I. Satake ([Sa], Satake
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compactification). If g ≥ 2, Xg (N) has singularities along its cusps: Xg (N) − Xg (N).
Cusps of Xg (N) are (as a set) a disjoint union of copies of Xg ′(N)’s (0 ≤ g ′ < g).
A desingularization X̃g (N) of Xg (N) was constructed by J.-I. Igusa and Y. Namikawa
(g = 2, 3, 4) ([Ig], [Nm]) and more generally by D. Mumford and others ([AMRT], Toroidal
compactification).
Let N ≥ 3 and let Vμ be Sg × Cn. Γg (N) acts on Vμ as follows:
M(Z, v) = (M 〈Z〉 , μ(CZ +D)v) .
Vμ := Γg(N)\Vμ is non-singular and is a vector bundle over Xg (N). Vμ is extendable to
a vector bundle Ṽμ over X̃g (N) ([M], cf. proof of Theorem 2.4 below).









∣∣∣∣ C ≡ O (mod 4)
}
.
If M ∈ Γ g0 (4), then J (M,Z) := Θ(M 〈Z〉)/Θ(Z) is holomorphic on Sg and satisfies





. If M ∈ Γg (4), we may assume that det(CZ + D)1/2 =
J (M,Z). Then u(M) becomes a representation of Γg(4).
In the following we assume that the level is divisible by 4 and replace N by 4N . Let
Em be Sg × C(2m)g . Γg(4N) acts on Em as follows:
M(Z, v) = (M 〈Z〉 , u(M)v) .
Em := Γg(4N)\Em is non-singular and is a vector bundle overXg (4N). Let Hg be Sg×C.
Γg(4N) acts on Hg as follows:
M(Z, v) = (M 〈Z〉 , J (M,Z)v) .
Hg := Γg (4N)\Hg is a line bundle over Xg (4N). Hg is extendable to a line bundle H g
over Xg (4N) ([T5] Theorem 1.8). We denote the pullback of H g by the natural morphism
of X̃g (4N) to Xg (4N) by H̃g .
Now we have
THEOREM 2.4. If m | N , Em is extendable to a vector bundle Ẽm over X̃g(4N).
Ẽm is a flat vector bundle and the Chern class ci(Ẽm) (i ≥ 1) is 0.
Proof. In the following we assume that the level is divisible by 4m and replace 4N by
4mN . To avoid general terminology we prove the theorem in case X̃g (4mN) is the Voronoi
compactification ([Nm]). Although it is not known whether the Voronoi compactification
is smooth or not when g ≥ 5, the essential point of the proof is the same.
Let Yg be the vector space of real quadratic forms of degree g , Y+g be the set of pos-
itive definite real quadratic forms of degree g and Y
+
g the “rational”closure of Y
+
g which
is, by definition, the convex hull of the set of non-negative integral quadratic forms. Let
Tg be g(g + 1)/2-dimensional algebraic torus and Tg ⊂ Xg the torus embedding associ-





Let 0 ≤ g ′′ < g , g ′ = g−g ′′ and let F be a rational boundary component of degree g ′′
of Sg . The “partial compactification in the direction of F ” is constructed as follows. Let
Pg ′′ be the parabolic subgroup of F and Bg ′′ the center of the unipotent radical of Pg ′′ .
Namely, Pg ′′ is isomorphic to the group which consists of the elements of the form:⎛
⎜⎜⎝
A′ O B ′ ∗
∗ U ∗ ∗
C′ O D′ ∗







∈ Sp(g ′,R), U ∈ GL(g ′′,R)
and Bg ′′ is the subgroup which consists of the elements of the form:⎛
⎜⎜⎜⎝
1g ′ O O O
O 1g ′′ O S
O O 1g ′ O
O O O 1g ′′
⎞
⎟⎟⎟⎠ , S = t S .
Bg ′′ is a normal subgroup of Pg ′′ . Let Pg ′′(4mN) = Pg ′′ ∩ Γg (4mN) and Bg ′′(4mN) =
Bg ′′ ∩ Γg (4mN).
For a matrix M = (mij ) we denote the matrix (e(mij )) by e(M). Let Z = Mg ′, g ′′(C)












The image of eg ′′ which we denote by T og, g ′′ is biholomorphic to Bg ′′ (4mN)\Sg . Let
Xg, g ′′ = Sg ′ × Z × Xg ′′ . Tg, g ′′ is an open subset of Xg, g ′′ . Let X og, g ′′ be the interior of
the closure of T og, g ′′ in Xg, g ′′ . The action of Pg ′′(4mN)/Bg ′′(4mN) on T
o
g, g ′′ is extended
onto X og, g ′′ . (Pg ′′(4mN)/Bg ′′(4mN))\X og, g ′′ is called the partial compactification and the
smooth compactification X̃g (4mN) is constructed by gluing the partial compactifications.
Now let M ∈ Bg ′′(4mN). Then it is easily verified that
θr,0(M 〈Z〉 ,W) = θr,0(Z,W) .
Namely, the transformation matrix u(M) is the identity matrix. Hence we have
Bg ′′(4mN)\Em = Bg ′′(4mN)\(Sg × C(2m)g ) = (Bg ′′(4mN)\Sg )× C(2m)g .
The product space T og, g ′′ ×C(2m)
g = (Bg ′′(4mN)\Sg )×C(2m)g is naturally extended to a
product space X og, g ′′ ×C(2m)
g
. The action of Pg ′′(4mN)/Bg ′′(4mN) on T og, g ′′ ×C(2m)
g
is
extended onto X og, g ′′ × C(2m)
g
. Since Pg ′′(4mN)/Bg ′′(4mN) acts on X og, g ′′ without fixed
points, the quotient space (Pg ′′(4mN)/Bg ′′ (4mN))\(X og, g ′′ × C(2m)
g
) is a vector bundle
on (Pg ′′(4mN)/Bg ′′(4mN))\X og, g ′′ . The extension Ẽm is constructed by gluing them.
Next we prove that Ẽm is flat. Let h = h(Z) be the matrix-valued function on Sg
such that h(Z) is identically the identity matrix of degree (2m)g . Let (Z, u), (Z, v) ∈ Em.
We define a metric on Em by 〈u, v〉 = t vhu. Since u(M) is a unitary matrix, this met-
ric is invariant with respect to Γg . Hence it induces a metric on T og, g ′′ × C(2m)
g
which
is also represented by the identity matrix h. The constant matrix-valued function h is
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extended onto X og, g ′′ as a constant function and defines a metric on X
o
g, g ′′ × C(2m)
g
.
This metric is invariant with respect to Pg ′′(4mN)/Bg ′′(4mN) and induces a metric on
(Pg ′′(4mN)/Bg ′′ (4mN))\(X og, g ′′ × C(2m)
g
). When we glue the partial compactifications,
a metric on Ẽm is induced from these metrics on the partial compactifications. It is indepen-
dent of the choice of the partial compactifications. This metric is represented by a constant
matrix. Therefore its curvature is zero. 
The space of holomorphic Jacobi forms Jμ,m(Γg (4mN)) is canonically identified with
the space
Γ (X̃g (4mN),O(H̃⊗(−1)g ⊗ Ṽμ ⊗ Ẽm)) ,
which is the space of the global holomorphic sections of H̃⊗(−1)g ⊗ Ṽμ ⊗ Ẽm. Let D :=
X̃g (4mN)− Xg (4mN) be the divisor at infinity. D is a divisor with simple normal cross-
ings. J cuspμ,m (Γg (4mN)) is canonically identified with the space
Sμ,m(Γg (4mN)) := Γ (X̃g(4mN),O(H̃⊗(−1)g ⊗ Ṽμ ⊗ Ẽm −D)) .
O(H̃⊗(−1)g ⊗ Ṽμ ⊗ Ẽm − D) is the sheaf of germs of holomorphic sections which vanish
alongD and this is isomorphic to O(H̃⊗(−1)g ⊗ Ṽμ⊗ Ẽm⊗[D]⊗(−1)), where [D] is the line
bundle associated with D. Since KX̃g (4mN) ⊗ [D] is isomorphic to H̃⊗(2g+2)g , the above
sheaf is isomorphic to O(H̃⊗(−2g−3)g ⊗ Ṽμ ⊗ Ẽm ⊗ KX̃g (4mN)), where KX̃g (4mN) is the
canonical line bundle of X̃g(4mN). Let Em be the complex conjugate vector bundle of
Em. Em is also extendable to a flat vector bundle Ẽm over X̃g (4mN) which is the complex
conjugate vector bundle of Ẽm. By the anti-linear mapping the space of skew-holomorphic
Jacobi cusp forms J sk,cuspμ,m (Γg(4mN)) is identified with the space
Sskμ,m(Γg (4mN)) := Γ (X̃g(4mN),O(H̃⊗(−1)g ⊗ Ṽμ ⊗ Ẽm −D)) .
The sheaf O(H̃⊗(−1)g ⊗ Ṽμ ⊗ Ẽm − D) is isomorphic to O(H̃⊗(−2g−3)g ⊗ Ṽμ ⊗ Ẽm ⊗
KX̃g (4mN)) similarly as above.
In case when μ = detk we can prove
THEOREM 2.5. If μ = detk and if k ≥ g + 2 and p > 0, then
Hp(X̃g (4mN),O(H̃⊗(−1)g ⊗ Ṽμ ⊗ Ẽm −D))
and
Hp(X̃g (4mN),O(H̃⊗(−1)g ⊗ Ṽμ ⊗ Ẽm −D))
are 0-spaces.
Proof. If μ = detk , we have Vμ  H⊗2kg . Since H g is an ample line bundle on
Xg (4mN) ([B]), we can assume Xg (4mN) is a subvariety of Pr (C) and H
⊗M
g is isomor-
phic to the restriction of OPr (C)(1) for large M . The Fubini-Study metric on OPr (C)(1)
induces a metric on H
⊗M
g and a metric on H g . This metric induces a metric on H̃g and a
metric on H̃⊗(−2g−3)g ⊗Ṽμ  H̃⊗(2k−2g−3)g which is positive on the smooth partXg(4mN)
42 R. TSUSHIMA
in the sense of Kodaira ([Kd]) if k ≥ g + 2. This metric and the metric on Ẽm which is
defined before induce a metric on H̃⊗(2k−2g−3)g ⊗Ẽm. This metric is positive on the smooth
part Xg (4mN) in the sense of Nakano ([Nk]) if k ≥ g + 2. This is similarly proved as in
[Gr] p.209, although the positivity in [Gr] is different from the positivity in the sense of
Nakano. Hence from the vanishing theorem of Nakano ([Nk] and [SS] Corollary 6.24) we
have
Hp(X̃g (4mN),O(H̃⊗(2k−2g−3)g ⊗ Ẽm ⊗KX̃g (4mN)))  {0}
for p > 0. This and the above isomorphism of the sheaves prove the assertion. Another
case is similarly proved. 
Since the Chern characters of Ẽm and Ẽm are (2m)g , from the above vanishing theo-
rem and the theorem of Riemann-Roch-Hirzebruch we have
COROLLARY 2.6. If μ = detk and k ≥ g + 2, then
dim J cuspμ,m (Γg (4mN)) = dim Sμ,m(Γg (4mN)) = (2m)g dim Sk−1/2(Γg(4mN)) ,
and
dim J sk,cuspμ,m (Γg (4mN)) = dim Sskμ,m(Γg (4mN)) = (2m)g dim Sk−1/2(Γg(4mN)) ,
where Sk−1/2(Γg(4mN)) is the space of Siegel cusp forms of weight k − 1/2 (namely, the
space of the automorphic forms with respect to the automorphy factor J (M,Z)2k−1 ).
We return to the case of general μ. Let (f1, f2, . . . , fg ) be the signature of μ. We
present
CONJECTURE 2.7. If fg ≥ g + 2 and p > 0, then
Hp(X̃g (4mN),O(H̃⊗(−1)g ⊗ Ṽμ ⊗ Ẽm −D))
and
Hp(X̃g (4mN),O(H̃⊗(−1)g ⊗ Ṽμ ⊗ Ẽm −D))
are 0-spaces.
M ∈ Γg acts on Sμ,m(Γg(4mN)) as follows:
MF (M 〈Z〉) = det(CZ +D)−1/2μ(CZ +D)⊗ u(M)F(Z) .
Since Γg (4mN) acts trivially, Γg/Γg (4mN) acts on Sμ,m(Γg(4mN)). Hence the dimen-
sion of J cuspμ,m (Γg )  Sμ,m(Γg) is calculated as an invariant subspace of Sμ,m(Γg(4mN))
by using the holomorphic Lefschetz fixed point formula ([AS]) if Conjecture 2.7 is true.
We recall the holomorphic Lefschetz fixed point formula. LetX be a compact complex
manifold and V a holomorphic vector bundle of rank n on X, and let G be a finite group of
automorphisms of the pair (X, V ). For g ∈ G let Xg be the set of fixed points of g . Xg is
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denote the normal bundle of Xgα decomposed according to the eigenvalues eiθ of g . We put












(1 + xβ) .
Let T(Xgα) be the Todd class ofXgα . LetV|Xgα be the restriction of V toXgα and ch(V|Xgα)(g)
the Chern character of V |Xgα with g-action (see below). Put
τ (g,Xgα) =
{
ch(V |Xgα)(g) ·∏θ Uθ (Ngα (θ)) · T (Xgα)











(−1)i Tr (g | Hi(X,O(V ))) = τ (g) .
To use the Lefschetz fixed point formula we have to classify the fixed points (sets). We
classify (the irreducible components of) the fixed points of G in the following sense. Let
Φ1 and Φ2 be the fixed points (sets). Φ1 and Φ2 is called equivalent if there is an element
of G which maps Φ1 biholomorphically to Φ2. Let Φ be one of fixed points (sets) and let
C(Φ) = {g ∈ G | g(x) = x for any x ∈ Φ} .
Let g ∈ C(Φ) and H = 〈g〉 the subgroup of C(Φ) which is generated by g and let
Ĥ be the character group of H . Let χ ∈ Ĥ and let (V |Φ)χ be the subbundle of V |Φ
consisting of the vectors v ∈ V |Φ such that g(v) = χ(g)v. V |Φ is a direct sum of




χ(g) ch((V |Φ)χ) .
Now we return to our case where we consider the action ofG = Γg/Γg (4mN) onX =
X̃g (4mN) and V = H̃⊗(−1)g ⊗Ṽμ⊗Ẽm⊗[D]⊗(−1) or V = H̃⊗(−1)g ⊗Ṽμ⊗Ẽm⊗[D]⊗(−1).
Let Φ be an irreducible component of fixed points (sets). We can prove
PROPOSITION 2.9. The direct summands (Ẽm|Φ)χ of Ẽm|Φ are also flat vector
bundles.
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Proof. First we prove the case when Φ intersects the quotient space Xg (4mN). Let
Φo beΦ∩Xg (4mN) and Φ̃ the inverse image ofΦo by the natural map ofSg toXg (4mN).
Let
C(Φ̃) = {M ∈ Γg | M 〈Z〉 = Z f or any Z ∈ Φ̃} ,
N(Φ̃) = {M ∈ Γg (4mN) | M 〈Z〉 ∈ Φ̃ f or any Z ∈ Φ̃} .
C(Φ̃) is isomorphic to C(Φ), because Sg is locally biholomorphic to Xg (4mN). Let
M ∈ N(Φ̃) and P ∈ C(Φ̃). Let Z ∈ Φ̃. Then
(M−1PM) 〈Z〉 = M−1 〈P 〈M 〈Z〉〉〉 = M−1 〈M 〈Z〉〉 = Z .
Hence P ′ = M−1PM also belongs to C(Φ̃) and P−1P ′ fixes points on Φ̃. On the other
hand we have P−1P ′ ∈ Γg (4mN), because
P ′ ≡ MP ′ = PM ≡ P (mod 4mN) .
Since Γg (4mN) has no torsion elements, we have P = P ′ and PM = MP .
Ẽm|Φo is the quotient space of Em|Φ̃ = Φ̃ × C(2m)g by N(Φ̃). If Z ∈ Φ̃, we denote
the fiber of Em|Φ̃ at Z by (Em|Φ̃)Z. Let P ∈ C(Φ) and H = 〈P 〉. P is also regarded as an
element of C(Φ̃). Let χ ∈ Ĥ and let (Em|Φ̃)Z,χ be the subspace of (Em|Φ̃)Z consisting the
vectors such that u(P )v = χ(P )v. The union ⋃
Z∈Φ̃
(Em|Φ̃)Z,χ constitutes a subbundle of
Em|Φ̃ which we denote by (Em|Φ̃)χ . We prove that (Em|Φ̃)χ is aN(Φ̃)-invariant subbundle
of Em|Φ̃. Let (Z, v) ∈ (Em|Φ̃)Z,χ and M ∈ N(Φ̃). Then M(Z, v) := (M 〈Z〉 , u(M)v) ∈
(Em|Φ̃)M〈Z〉 satisfies
P(M 〈Z〉 , u(M)v) = (PM 〈Z〉 , u(P ) u(M)v)
= (MP 〈Z〉 , u(M) u(P )v)
= (M 〈Z〉 , χ(P )u(M)v) .
Hence M(Z, v) ∈ (Em|Φ̃)M〈Z〉,χ . (Ẽm|Φo)χ is defined as a quotient space of (Em|Φ̃)χ by
N(Φ̃). (Ẽm|Φ)χ is the closure of (Ẽm|Φo)χ in Ẽm|Φ. The restriction of the metric on
Em|Φ̃ defines an N(Φ̃)-invariant metric on (Em|Φ̃)χ and induces a metric on (Ẽm|Φo)χ .
This metric is extended onto (Ẽm|Φ)χ similarly as before and its curvature is zero.
Next we assume that Φ is in the boundary of X̃g (4mN). The image of Φ by the
natural map of X̃g (4mN) to Xg (4mN) is in some copy of Xg ′(4mN) (g ′ < g). We take
the smallest g ′. Namely,Φ is over a cusp of degree g ′. Let Φo be the intersection of Φ and
(Pg ′′(4mN)/Bg ′′ (4mN))\X og,g ′′ which is the partial compactification in the direction of
Xg ′(4mN). Let Φ̃ be the inverse image of Φo in X og,g ′′ . Ẽm on (Pg ′′(4mN)/Bg ′′(4mN))\
X og,g ′′ is a quotient of the trivial bundle X
o
g,g ′′ × C(2m)
g
. Replacing Sg with X og,g ′′ we can
prove the assertion similarly as before. 







χ(M) rank (Ẽm|Φ)χ = Tru(M) .
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Let V = H̃⊗(−1)g ⊗ Ṽμ⊗Ẽm⊗[D]⊗(−1). Since the Chern character withM-action is also a
ring homomorphism of the ring of the holomorphic vector bundles to the cohomology ring
as in the case of the usual Chern character, we have
ch(V |Φ)(M) = ch(Ẽm|Φ)(M) · ch(H̃⊗(−1)g ⊗ Ṽμ ⊗ [D]⊗(−1)|Φ)(M)
= Tru(M) ch(H̃⊗(−1)g ⊗ Ṽμ ⊗ [D]⊗(−1)|Φ)(M) .
Let









ch(V |Φ)(M) = Tru(M) ch1(V |Φ)(M)
and
τ (M,Φ) = Tr u(M) τ1(M,Φ) .
Let μ : GL(g,C) → GL(n,C) be as above and let Sμ(Γg) be the complex vector
space of Siegel cusp forms of type μ with respect to Γg which is, by definition, the space
of the holomorphic Cn-valued function on Sg satisfying the transformation formula






and the cusp condition. Elements of Sμ(Γg) correspond to holomorphic sections of Ṽμ ⊗
[D]⊗(−1). Therefore we can use the results on the Chern character ch(Ṽμ ⊗ [D]⊗(−1))(M)
when we computed the dimension of Sμ(Γ2) ([T2], [T3]). Although we have another factor
H̃
⊗(−1)
2 now, the results in the case of Sμ(Γ2) are applicable. Note that in the definition of
τ1(M,Φ) the terms except ch1(V |Φ)(M) depend only on the base space X.
Therefore applying the data in [T2] and [T3], we can compute τ1(M,Φ) from τ0(M,Φ)
in Theorem 4.1 below. So what we have to do is
(a) to determine det(CZ +D)1/2 u(M) forM ∈ C(Φ),
(b) to evaluate the Gaussian sums which appear in Tru(M),
and
(c) to execute a terrible computation.
Before we state our main theorem, we define a Mathematica code. This code is avail-
able from the home page of the author.




























(* contribution of ϕ1 *)
(* contribution of ϕ15(r) *)
(* contribution of ϕ22(1, r, t) *)






(* contribution of −ϕ1 *)
(* contribution of −ϕ15(r) *)
(* contribution of −ϕ22(1, r, t) *)






(* contribution of ϕ2 *)
(* contribution of ±ϕ16(r) *)
(* contribution of ϕ23(4, r, t) *)
,a=a-s*lk[[mod[k,2]]]*(j+1)*(S1/m-m4*m)/2^7/3];






(* contribution of ϕ3 *)
(* contribution of ±ϕ17(r) *)
(* contribution of ϕ22(3, r, t) *)
(* contribution of ϕ24(4, r, t) *)
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(* contribution of ±ϕ25(4, r, s, t) *)
,a=a-s*lk[[mod[k,2]]]*(j+1)*S1e/m/2^7];





(* contribution of ϕ4 *)






(* contribution of ϕ5 *)




(* contribution of ϕ6 *)




(* contribution of −ϕ6 *)








(* contribution of ϕ7(1) and ϕ7(2) *)







(* contribution of −ϕ7(1) and −ϕ7(2) *)






















(* contribution of ϕ8(1) and ϕ8(2) *)







(* contribution of −ϕ8(1) and −ϕ8(2) *)










(* contribution of ϕ8(3) and ϕ8(4) *)























(* contribution of −ϕ8(3) and −ϕ8(4) *)






























(* contribution of ϕ9(2) and ϕ9(3) *)
lk={-1,1,0};
a=a+(j+1)*lk[[mod[k+2*j,3]]]*If[m3==0,-3,1]/2^3/3^3;
(* contribution of ϕ10(1) and ϕ10(2) *)
lj={{-1,1,0},{0,1,-1},{1,0,-1},{1,-1,0},{0,-1,1},{-1,0,1}};
a=a+(j+1)*lj[[mod[j,6],mod[k,3]]]/2^3/3^3;

























































(* contribution of −ϕ11(i) (i=1,2,3,4) *)
lk={1,-1};
lj={1,0,-2,0,1,0};






















(* contribution of −ϕ14(i) (i=1,2,3,4) *)
Return[a];
]
The main theorem of this paper is the following
THEOREM 2.11. The Euler-Poincaré characteristic
χ(X̃g (4mN),O(H̃⊗(−1)g ⊗ Ṽμ ⊗ Ẽm −D))Γ2/Γ2(4mN)
is given by Jacobi2[k,j,m,0] and the Euler-Poincaré characteristic
χ(X̃g (4mN),O(H̃⊗(−1)g ⊗ Ṽμ ⊗ Ẽm −D))Γ2/Γ2(4mN)
is given by Jacobi2[k,j,m,1].
From this theorem and the vanishing theorem we have
COROLLARY 2.12. If k ≥ 4, the dimension of J cuspk,m (Γ2) is given by Jacobi2[k,
0,m,0] and the dimension of J sk,cuspk,m (Γ2) is given by Jacobi2[k,0,m,1].
3. The Transformation Formula of Theta Functions
Let Φ be an irreducible component of fixed points (sets) of Γ2/Γ2(4mN) acting on
X̃2(4mN). In this section we determine det(CZ + D)1/2 and the unitary matrices u(M)
for M which fixes points on Φ. First we classify the fixed points (sets). The fixed points
(sets) in the quotient space X2(4mN) were classified in [Go] and the fixed points (sets)
in the divisor at infinity were classified in [T1]. In total there are 25 kinds of fixed points
(sets). We use the same notations Φ1, Φ2, . . . , Φ25 as in [T1] for the representatives of the
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fixed points (sets). They are given by the followings. We denote e(1/4), e(1/3), e(1/5),









































































η (η − 1)/2




ω ω + ω3


























i (i + 1)/2










ρ (ρ + 2)/3




















Φ1, . . . , Φ14 are in the quotient space X2(4mN), Φ15, . . . , Φ21 are over a one-
dimensional cusp and Φ22, . . . , Φ25 are over a zero-dimensional cusp.











to X̃2(4mN). The same applies to the
other cases. Let N1 be 4mN . Strictly speaking Φ17 should be represented as{(
Z 1/2
1/2 ∞
)}⋃{( Z (N1(Z + 1)+ 1)/2
(N1(Z + 1)+ 1)/2 ∞
)}
⋃{( Z (N1 + 1)/2
(N1 + 1)/2 ∞
)}⋃{( Z (N1Z + 1)/2
(N1Z + 1)/2 ∞
)}
.
This appears as a boundary of Φ3 and is a four fold cover of a one-dimensional cusp.
DEFINITION 3.2. Let Φ be one of the 25 kinds of fixed points (sets) and let
C(Φ,Γ2/Γ2(4mN)) = {M ∈ Γ2/Γ2(4mN) | M 〈Z〉 = Z for any Z ∈ Φ} ,
N(Φ,Γ2/Γ2(4mN)) = {M ∈ Γ2/Γ2(4mN) | M maps Φ into Φ} .
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C(Φ,Γ2/Γ2(4mN)) and N(Φ,Γ2/Γ2(4mN)) are the isotropy group and the stabilizer
group of Φ, respectively. ϕ ∈ C(Φ,Γ2/Γ2(4mN)) is called a proper element of C(Φ,Γ2/
Γ2(4mN)), if Φ is an irreducible component of the fixed points set of ϕ.
To obtain the dimension formula we have to know the order of N(Φ,Γ2/Γ2(4mN)). We
list Φ, the order of C(Φ,Γ2/Γ2(4mN)) and the order of N(Φ,Γ2/Γ2(4mN)) in this order
in the following theorem.
THEOREM 3.3. The orders of the isotropy groups and the stabilizer groups of Φ1,
Φ2, . . . , Φ25 are as follows. For the sake of simplicity we denote 4mN by N1.
∏
means
the product when p runs over the prime divisors of 4mN .
Φ1 2 N101
∏



















(1 − p−2), if 3  4mN
9N31
∏













































Proof. Due to [T1] Theorem 2.2, Theorem 3.1 and Theorem 4.1. 
Next we recall the transformation formula of theta functions and apply this formula
to the proper elements of C(Φ,Γ2/Γ2(4mN)). The transformation formula was proved in





∈ Γg . If C = O , we can compute the
transformation formula directly. So we assume that C = O . First we assume that C is
regular. If P is a square matrix, we denote the vector which is composed of the diagonal
elements of P by P0. We denote t xSx by S[x].
THEOREM 3.4 ([Si] Satz 6). Let r = a
2m
and s = b
2m
. Assume thatC is regular.
Then
θr,0(2mM 〈Z〉 , 2mt(CZ +D)−1W)









e(mAC−1[h] + t (b − tAa)C−1h+ C−1D[b − tAa]/4m)
and we choose the branch of |i−1(Z+C−1D)/2m|1/2 so that this is in the right plane when
Y = Re i−1Z tends to the infinity.
REMARK 3.5. In the following cases, C is unimodular if C is regular. Hence we
have ρs = e(C−1D[b − tAa]/4m).
Let G0 be a 2g × g matrix with integral coefficients. Let V be a regular matrix of
degree g with integral coefficients such that G0V −1k is a vector with integral coefficients







where G1 and G2 are square matrices of degree g . Then we denote V by (G1,G2). We
have (G1V −1,G2V−1) = 1g .






∈ Γg and let V = (2mA,C). Then we have ((2m)1g , C) = V
([Si] Hilfssatz 3) and 2mV−1 has integral coefficients. Let F = 2mAV−1 andG = CV −1.
There exist square matrices of degree g with integral coefficientsH and G such that
tHF + tKG = 1g .
Assume that C is regular and let




e((R[h+Hn/2] + t (h+Hn/2)Kn)/2) ,
N = 2mtHAtBH + tKCtBH + tHBtCK + tKDtCK/2m .
Then we have




e(mAC−1[h] + t (b − tAa)C−1h+ C−1D[b − tAa]/4m)
is nonzero if and only if the vector k which satisfies
b − tAa = tV (k + n/2)
has integral coefficients and in this case it holds that
ρs = ρ e((N[k + n/2] + t ntHKk)/2) .
Therefore the transformation formula which was a sum with respect to s is reduced to
a sum with respect to k which runs over Zg/2mtV −1Zg .








(16m)1g (1 + 256m2x)1g
)
.
Then we have V2 = (2mA2, C2) = (2m)1g , F2 = 2mA2V −12 = 1g and G2 = C2V −12 =
(8)1g . Hence H2 = 1g and K2 = O satisfy
tH2F2 + tK2G2 = 1g .
We define N2 from M2, H2 and K2 similarly as above. Then we have N2 = (32m2x)1g
and n2 = (tF2G2)0 = t (8, 8, . . . , 8). The vector k which satisfies
b − tA2a = tV2(k + n2/2) = 2m(k + n2/2)
has integral coefficients if and only if b ≡ tA2a ≡ a (mod 2m) and in this case we may




e(1g [h+ n2/2]/16) = (1 + i)g(4m)g .
Hence ρr = ρ2 and ρs = 0, if s ≡ r (mod 2m). Let W ′ = t (C2Z + D2)−1W . Since
B2 ≡ O (mod 16m), we have the transformation formula for M2:
θr,0(2mM2 〈Z〉 , 2mW ′) = |i−1(Z + C−12 D2)/2m|1/2e(mtW ′C2W)ρ2 θr,0(2mZ, 2mW) .
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∈ Γg where C
satisfies 0 < rankC < g . Let M2 be as above and let M1 = MM−12 . Let C1 be the lower-
left g×g submatrix ofM1. Then C1 = (1+256m2x)C−16mD. We can choose an integer
x, 0 ≤ x ≤ g so that C1 is regular. Then we apply the transformation formula for M1 to
θr,0(2mM2 〈Z〉 , 2mW ′) and finally we obtain the transformation formula forM = M1M2.




0 0 −1 0
0 1 0 0
1 0 0 0
0 0 0 1
⎞
⎟⎟⎠ .




, z ∈ S1 .
As an example we show the calculation of the transformation formula forM . x = 1 satisfies
our condition andM2 =
(
12 (16m)12
(16m)12 (1 + 256m2)12
)
. Then








16m 0 −1 0
0 1 + 256m2 0 −16m
1 + 256m2 0 −16m 0










F1 = 2mA1V−11 =
(
32m 0
0 1 + 256m2
)
,
G1 = C1V −11 =
(















tH1F1 + tK1G1 = 1g .
Moreover we have











e((R1[h+H1n1/2] + t (h+H1n1/2)K1n1)/2)



















1 + 256m2 · 4(1 − i)m .
We define N1 from M1, H1 and K1 similarly as before. Then N1 has even integral coeffi-
cients. The vector k which satisfies b−tA1a = t V1(k+n1/2) has integral coefficients if and
only if a2 ≡ b2 (mod 2m). Hence we have ρs = ρ1e((N1[k+n1/2]+t n1tH1K1k)/2) = ρ1,
if a2 ≡ b2 (mod 2m) and ρs = 0, otherwise. Let W ′′ = t (C1M2 〈Z〉 + D1)−1W ′ =
t (CZ +D)−1W . We have the transformation formula for M1:
θr,0(2mM 〈Z〉 , 2mW ′′)




ρ1e((−A1 tB1[a] + 2 taB1b)/4m)θs,0(2mM2 〈Z〉 , 2mW ′) .
We have A1 ≡ A, B1 ≡ B (mod 16m) and
tW ′′C1W ′ + tW ′C2W = tW ′′CW
and from the transformation formulas for M1 andM2 we have
θr,0(2mM 〈Z〉 , 2mW ′′)




ρ1ρ2 e((−A tB[a] + 2 taBb)/4m)θs,0(2mZ, 2mW) .
Now we have
|i−1(M2 〈Z〉 + C−11 D1)/2m|1/2|i−1(Z + C−12 D2)/2m|1/2ρ1ρ2
=|i−1C−11 /2m|1/2|i−1C−12 /2m|1/2|C1M2 〈Z〉 +D1|1/2|C2Z +D2|1/2ρ1ρ2
and














We choose the sign of det(CZ + D)1/2 so that det(CZ + D)1/2 = 1+i√
2
. Then the unitary







e(−a1b1/2m), if a2 ≡ b2 (mod 2m),
0, otherwise.
Other cases are similarly calculated.
We indexed the proper elements of C(Φ1, Γ2/Γ2(4mN)), C(Φ2, Γ2/Γ2(4mN)), . . . ,
C(Φ25, Γ2/Γ2(4mN)) as ϕ1, ϕ2, . . . , ϕ25(1, r, s, t), . . . , ϕ25(6, r, s, t) in [T1]. We use the
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same notations. In [T1] we considered the action of Γ2(1)/±Γ2(N) on Sk(Γ2(N)) because
the action of ϕ ∈ Γ2 is equal to that of −ϕ. But the actions of ϕ on J cuspμ,m (Γ2(4mN))
and on J sk,cuspμ,m (Γ2(4mN)) are different from the actions of −ϕ. Hence we have to con-
sider the actions of Γ2(1)/Γ2(4mN) and in this paper ϕ’s are elements of Γ2(1)/Γ2(4mN).
We list ϕ’s explicitly in the following theorem to make their sign clear. Let ϕ1, ϕ2 ∈
C(Φ,Γ2/Γ2(4mN)). If there exists an element P of N(Φ,Γ2/Γ2(4mN)) such that ϕ2 =
P−1ϕ1P , then we have τ (ϕ1,Φ) = τ (ϕ2,Φ). Hence their contributions to the dimen-
sion formula are same to each other. We classify the elements of C(Φ,Γ2/Γ2(4mN))
by the conjugacy in the above sense. We denote by e(ϕ) the number of the elements of
C(Φ,Γ2/Γ2(4mN)) which are conjugate to ϕ. If e = e(ϕ) > 1, we show it under ϕ in the
following theorem. Let a be an integer. We put δ(a) = 1, if a ≡ 0 (mod 2m) and δ(a) = 0,
otherwise.
THEOREM 3.7. The transformation formulas for the proper elements of C(Φi,
Γ2/Γ2(4mN)) (1 ≤ i ≤ 25) are as follows. We list the notation of ϕ, ϕ itself, det(CZ +
D)1/2 and urs(ϕ) in this order. We put r = a
2m
, s = b
2m
where a = t (a1, a2), b =




1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
⎞




−1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1
⎞






−1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 1
⎞






−1 0 0 1
0 1 −1 0
0 0 −1 0
0 0 0 1
⎞






0 1 0 0
−1 0 0 0
0 0 0 1
0 0 −1 0
⎞






0 1 −1 0
−1 0 0 1
0 0 0 1
0 0 −1 0
⎞
⎟⎟⎠ 1 　e((a1a2)/2m)×δ(a1 − b2)δ(a2 + b1)





−1 −1 0 0
1 0 0 0
0 0 0 −1
0 0 1 −1
⎞





1 1 0 0
−1 0 0 0
0 0 0 1
0 0 −1 1
⎞




0 0 −1 0
0 1 0 0
1 0 0 0












0 0 1 0
0 1 0 0
−1 0 0 0












0 0 1 0
0 −1 0 0
−1 0 0 0












0 0 −1 0
0 −1 0 0
1 0 0 0












0 0 1 0
0 1 0 0
−1 0 −1 0












−1 0 −1 0
0 1 0 0
1 0 0 0












0 0 −1 0
0 1 0 0
1 0 1 0












1 0 1 0
0 1 0 0
−1 0 0 0













0 0 −1 0
0 −1 0 0
1 0 1 0












1 0 1 0
0 −1 0 0
−1 0 0 0












0 0 1 0
0 −1 0 0
−1 0 −1 0












−1 0 −1 0
0 −1 0 0
1 0 0 0












0 0 −1 0
0 0 0 −1
1 0 0 0
0 1 0 0
⎞




0 0 1 0
0 0 0 1
−1 0 0 0
0 −1 0 0
⎞






0 0 0 −1
1 0 0 0
0 1 0 0














0 1 0 0
0 0 1 0
0 0 0 1












0 0 1 0
0 0 0 1
−1 0 −1 0









−1 0 −1 0
0 −1 0 −1
1 0 0 0










0 0 −1 0
0 0 0 −1
1 0 1 0









1 0 1 0
0 1 0 1
−1 0 0 0










0 0 −1 0
0 −1 0 −1
1 0 1 0










0 0 1 0
0 1 0 1
−1 0 −1 0











0 −1 0 −1
1 0 0 0
0 1 0 0














0 1 0 0
0 0 1 0
0 0 0 1














−1 0 −1 0
0 1 0 1
1 0 0 0











0 0 1 0
0 0 0 −1
−1 0 −1 0











0 0 0 −1
1 0 0 0
0 1 0 1














0 1 0 0
1 0 1 0
0 0 0 1













−1 0 −1 0
0 0 0 −1
1 0 0 0
0 1 0 0
⎞




0 0 1 0
0 0 0 1
−1 0 −1 0
0 −1 0 0
⎞




−1 0 −1 0
0 0 0 1
1 0 0 0
0 −1 0 0
⎞




0 0 1 0
0 0 0 −1
−1 0 −1 0
0 1 0 0
⎞




1 0 1 0
0 0 0 1
−1 0 0 0
0 −1 0 0
⎞




0 0 −1 0
0 0 0 −1
1 0 1 0
0 1 0 0
⎞




1 0 1 0
0 0 0 −1
−1 0 0 0
0 1 0 0
⎞




0 0 −1 0
0 0 0 1
1 0 1 0
0 −1 0 0
⎞





0 0 −1 0
0 0 −1 −1
1 −1 0 0
0 1 0 0
⎞





0 0 1 0
0 0 1 1
−1 1 0 0
0 −1 0 0
⎞
⎟⎟⎠ −i 　 i2me((a1b1 + a2b1 + a2b2)/2m)





0 −1 −1 0
−1 1 0 −1
1 −1 −1 0










0 1 1 0
1 −1 0 1
−1 1 1 0









0 1 1 1
0 0 1 0
0 0 0 1












−1 0 1 0
0 0 0 1
−1 0 0 −1




2me((a1(a1 + 2b1 + 2b2)




0 −1 −1 0
−1 0 0 −1
1 −1 −1 0




2me((−a2(2a1 + a2 + 2b2)




0 0 −1 −1
1 −1 −1 0
0 1 0 0












0 −1 −1 −1
0 0 −1 0
0 0 0 −1












1 0 −1 0
0 0 0 −1
1 0 0 1




2me((a1(a1 − 2b1 − 2b2)




0 1 1 0
1 0 0 1
−1 1 1 0




2me((−a2(2a1 + a2 − 2b2)




0 0 1 1
−1 1 1 0
0 −1 0 0













1 0 0 0
0 1 0 r
0 0 1 0
0 0 0 1
⎞




−1 0 0 0
0 −1 0 −r
0 0 −1 0
0 0 0 −1
⎞




−1 0 0 0
0 1 0 r
0 0 −1 0
0 0 0 1
⎞




1 0 0 0
0 −1 0 −r
0 0 1 0
0 0 0 −1
⎞




−1 0 0 1
0 1 −1 r
0 0 −1 0
0 0 0 1
⎞
⎟⎟⎠ i 　−ie((2a1a2 + a
2
2r)/4m)




1 0 0 −1
0 −1 1 −r
0 0 1 0
0 0 0 −1
⎞
⎟⎟⎠ i 　−ie((2a1a2 + a
2
2r)/4m)




0 0 1 0
0 1 0 r
−1 0 0 0












0 0 −1 0
0 1 0 r
1 0 0 0












0 0 −1 0
0 −1 0 −r
1 0 0 0












0 0 1 0
0 −1 0 −r
−1 0 0 0













0 0 1 1
−1 1 0 r
−1 0 0 0












0 0 −1 0
0 1 −1 r
1 0 0 −1












0 0 −1 −1
1 −1 0 −r
1 0 0 0












0 0 1 0
0 −1 1 −r
−1 0 0 1












0 0 1 0
0 1 0 r
−1 0 −1 0












−1 0 −1 0
0 1 0 r
1 0 0 0












0 0 −1 0
0 1 0 r
1 0 1 0












1 0 1 0
0 1 0 r
−1 0 0 0












0 0 −1 0
0 −1 0 −r
1 0 1 0












1 0 1 0
0 −1 0 −r
−1 0 0 0













0 0 1 0
0 −1 0 −r
−1 0 −1 0












−1 0 −1 0
0 −1 0 −r
1 0 0 0












0 0 1 1
−1 1 −1 r
−1 0 −1 0







e((b21 + 2(b1 + a2)a1




−1 0 −1 1
0 1 −1 r
1 0 0 −1







e((−a21 − 2(a1 + a2)b1




0 0 −1 −1
1 −1 1 −r
1 0 1 0







e((b21 − 2(b1 + b2)a1




1 0 1 −1
0 −1 1 −r
−1 0 0 1







e((−a21 + 2(a1 + a2)b1
+a22r)/4m)× δ(a2 + b2)
(22)　 ϕ22(1, r, t)
⎛
⎜⎜⎝
1 0 r 0
0 1 0 t
0 0 1 0




1r + a22 t)/4m)
×δ(a1 − b1)δ(a2 − b2)
　 −ϕ22(1, r, t)
⎛
⎜⎜⎝
−1 0 −r 0
0 −1 0 −t
0 0 −1 0




1r + a22 t)/4m)
×δ(a1 + b1)δ(a2 + b2)
　 ϕ22(3, r, t)∗
⎛
⎜⎜⎝
0 1 0 r
1 0 t 0
0 0 0 1




1r + a22 t)/4m)
×δ(a1 − b2)δ(a2 − b1)
(23)　 ϕ23(2, r, t)∗
⎛
⎜⎜⎝
0 1 0 r
−1 0 −t 0
0 0 0 1




1r + a22 t)/4m)
×δ(a1 − b2)δ(a2 + b1)
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　 ϕ23(4, r, t)∗1
⎛
⎜⎜⎝
−1 0 −r 0
0 1 0 t
0 0 −1 0




1r + a22 t)/4m)
×δ(a1 + b1)δ(a2 − b2)
(24)　 ϕ24(2, r, t)∗
⎛
⎜⎜⎝
0 1 −1 r
−1 0 −t 1
0 0 0 1
0 0 −1 0
⎞
⎟⎟⎠ 1 　e((2a1a2 + a
2
1r + a22 t)/4m)
×δ(a1 − b2)δ(a2 + b1)
　 ϕ24(4, r, t)∗1
⎛
⎜⎜⎝
−1 0 −r 1
0 1 −1 t
0 0 −1 0
0 0 0 1
⎞
⎟⎟⎠ i 　−ie((2a1a2 + a
2
1r + a22 t)/4m)
×δ(a1 + b1)δ(a2 − b2)
(25)　 ϕ25(1, r, s, t)
⎛
⎜⎜⎝
1 0 r s
0 1 s t
0 0 1 0




1r + 2a1a2s + a22 t)/4m)
×δ(a1 − b1)δ(a2 − b2)
　−ϕ25(1, r, s, t)
⎛
⎜⎜⎝
−1 0 −r −s
0 −1 −s −t
0 0 −1 0




1r + 2a1a2s + a22 t)/4m)
×δ(a1 + b1)δ(a2 + b2)




−1 −1 s −r − s
1 0 t −s − t
0 0 0 −1
0 0 1 −1
⎞
⎟⎟⎠ 1 　e((a1
2r + 2a1a2s + a22t)/4m)
×δ(a1 + b2)δ(a1 − a2 + b1)




1 1 −s r + s
−1 0 −t s + t
0 0 0 1
0 0 −1 1
⎞
⎟⎟⎠ 1 　 e((a
2
1r + 2a1a2s + a22 t)/4m)
×δ(a1 − b2)δ(a1 − a2 − b1)





0 1 s r
1 0 t s
0 0 0 1




1r + 2a1a2s + a22 t)/4m)
×δ(a1 − b2)δ(a2 − b1)
∗1 −ϕ23(4, r, t) is conjugate to ϕ23(4, t, r). −ϕ24(4, r, t) is conjugate to ϕ24(4, t, r).
∗2 −ϕ25(4, r, s, t) is conjugate to ϕ25(4, r,−s, t).
We assume r ≡ 0 (mod 4mN) for ϕ15(r), ϕ16(r), ϕ17(r), ±ϕ18(i, r) (i = 1, 2) and
±ϕ20(i, r) (i = 1, 2, 3, 4).
We assume r ≡ 0 (mod 4mN) and t ≡ 0 (mod 4mN) for ±ϕ22(1, r, t), ϕ23(4, r, t) and
ϕ24(4, r, t).
We assume r + t ≡ 0 (mod 4mN) for ϕ22(3, r, t), ϕ23(2, r, t) and ϕ24(2, r, t).
We assume r + s ≡ 0 (mod 4mN), t + s ≡ 0 (mod 4mN) and s ≡ 0 (mod 4mN) for
±ϕ25(1, r, s, t).
68 R. TSUSHIMA
We assume r + s + t ≡ 0 (mod 4mN) for ±ϕ25(2, r, s, t).
We assume r + 2s + t ≡ 0 (mod 4mN) and s ≡ 0 (mod 4mN) for ϕ25(4, r, s, t).
The Gaussian sums which appear as the traces of the unitary matrices in the cases (1),
(2), . . . , (14) are calculated as follows.
COROLLARY 3.8. Let m = 2rp, where p is an odd integer. Then the traces of the








mean the Legendre symbol. “≡ 0”means





































e(−(a1a2)/2m) = 1 + (−1)m =
{
2, if m is even







1, if 3  m























2mi, if m is even
0, if m is odd
(7)















−2√2mi, if m is even
0, if m is odd
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2, if m is even
0, if m is odd

















2, if m is even
0, if m is odd






















(−1)r+1m, if 3  m
(8)



















(−1)r+1m, if 3  m











































































(−1)r+1i, if 3  m














{−2√3, if 3 | m












−2, if m is even













−2, if m is even
0, if m is odd













2, if m is even
0, if m is odd
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2, if m is even












−3, if 3 | m













−3, if 3 | m














































{−√3, if 3 | m
−i (p3 ) (−1)r , if 3  m













3, if 3 | m
−i (p3 ) (−1)r , if 3  m













































{−√3, if 3 | m
−i (p3 ) (−1)r , if 3  m










































(−1)r√2, if 6 | m2 − 4














−√6, if 6 | m
−i (p3 ) (−1)r
√
2, if 6 | m2 − 4














6, if 6 | m
−i (p3 ) (−1)r√2, if 6 | m2 − 4


















(−1)r√2, if 6 | m2 − 4












2, if m is even












2, if m is even












2, if m is even












2, if m is even











{−√3, if 3 | m




























−√2, if m is even














−√2, if m is even
0, if m is odd













−√5, if 5 | m













5, if 5 | m












5, if 5 | m
− (p5 ) (−1)r , if 5  m












{−√5, if 5 | m
− (p5 ) (−1)r , if 5  m












































4. The Computation of the Dimension Formula
In this section we assume that g = 2. In the case when μ = Symj which is the j -th
symmetric tensor representation of GL(2,C) we denote Ṽμ by Ṽj . Let μ be detk Symj .
Then Ṽμ is isomorphic to H̃
⊗2k
2 ⊗ Ṽj . Let Φ be an irreducible component of fixed points





a proper element of the
isotropy group C(Φ,Γ2/Γ2(4mN)). Let V = H̃⊗(−1)2 ⊗ Ṽμ ⊗ Ẽm ⊗ [D]⊗(−1).
From the result in §2 we have
ch(V |Φ)(M) = Tru(M) ch(H̃⊗(−1)2 ⊗ Ṽμ ⊗ [D]⊗(−1)|Φ)(M)
= Tru(M) ch(H̃⊗(2k−1)2 ⊗ Ṽj ⊗ [D]⊗(−1)|Φ)(M)
= Tru(M) ch(H̃⊗(2k−1)2 |Φ)(M) · ch(Ṽj ⊗ [D]⊗(−1)|Φ)(M) .




2 |Φ)(M) = |CZ +D|k−1/2ch(H̃⊗(2k−1)2 |Φ) (Z ∈ Φ),
we have
ch(V |Φ)(M) = Tru(M) |CZ +D|k−1/2ch(H̃⊗(2k−1)2 |Φ) · ch(Ṽj ⊗ [D]⊗(−1)|Φ)(M).
Let









ch(V |Φ)(M) = Tru(M) |CZ +D|k−1/2ch0(V |Φ)(M)
and
τ (M,Φ) = Tr u(M) |CZ +D|k−1/2τ0(M,Φ).
In §3 we determined u(M) and |CZ+D|1/2. Hence it suffices to determine τ0(M,Φ).
This is easily determined from the results in the case of Siegel modular forms. It suffices
to replaceN by 4mN , delete det(CZ+D)k and replace k by k− 1/2 in [T3] Theorem 3.2.
Here is a point of difference. In the case of Siegel modular forms j was even. But we have
to consider the case when j is odd in the case of Jacobi forms.
THEOREM 4.1. Let ρ = e(1/3), ω = e(1/5), σ = e(1/12) and ζ = e(1/4mN).
For the sake of simplicity we denote 4mN by N1. p runs over the primes of 4mN in
the product
∏
. Trρ and Tri means the trace map of Q(ρ) and Q(i) to Q, respectively.
τ0(ϕ1,Φ1), τ0(ϕ2,Φ2), . . . , τ0(ϕ25(4, r, s, t),Φ25) are as follows. Since τ0(−ϕ,Φ) =
(−1)j τ0(ϕ,Φ), we list τ0(ϕ,Φ) only.
(1)　τ0(ϕ1,Φ1) = 2−103−35−1((j + 1)(2k − 5)(2j + 2k − 3)(j + 2k − 4)N101
　 −240(j + 1)(j + 2k − 4)N81 + 1440(j + 1)N71 )
∏
(1 − p−2)(1 − p−4)
(2)　τ0(ϕ2,Φ2) = 2−103−2(1 + (−1)j )((2k − 5)(2j + 2k − 3)N61
　 −24(j + 2k − 4)N51 + 144N41 )
∏
(1 − p−2)2
(3)　τ0(ϕ3,Φ3) = 2−73−2(1 + (−1)j )((2k − 5)(2j + 2k − 3)N61
　 −12(j + 2k − 4)N51 + 48N41 )×
∏
(1 − p−2)2
(4)　τ0(ϕ4,Φ4) = 2−63−1(i)j (1 + (−1)j )((j + 2k − 4)N31 − 12N21 )
∏
(1 − p−2)
(5)　τ0(ϕ5,Φ5) = 2−53−1(i)j (1 + (−1)j )((j + 2k − 4)N31 − 8N21 )×
∏
(1 − p−2)





(1 − p−2), if 3  N1
2−33−2
∏
(1 − p−2), if 3 | N1
(7)　τ0(ϕ7(1),Φ7) = 2−43−1(i)j ((2k − 5)N31 − 12N21 )
∏
(1 − p−2)




　τ0(ϕ7(2),Φ7) = the conjugate of τ0(ϕ7(1),Φ7) over Q
(8)　τ0(ϕ8(1),Φ8) = 2−43−3(ρ2)j (1 − ρ2)((2k − 5)N31 − 12N21 )
∏
(1 − p−2)
　 +2−43−3(1 − ρ)((2j + 2k − 3)N31 − 12N21 )
∏
(1 − p−2)
　τ0(ϕ8(2),Φ8) = the conjugate of τ0(ϕ8(1),Φ8) over Q
　τ0(ϕ8(3),Φ8) = 2−43−2(−ρ2)j (1 − ρ2)((2k − 5)N31 − 12N21 )
∏
(1 − p−2)
　 +2−43−2(ρ − 1)((2j + 2k − 3)N31 − 12N21 )
∏
(1 − p−2)
　τ0(ϕ8(4),Φ8) = the conjugate of τ0(ϕ8(3),Φ8) over Q
(9)　τ0(ϕ9(1),Φ9) = 2−3(i)j (j + 1)












(10)　τ0(ϕ10(1),Φ10) = 3−2(ρ2)j (2ρ + 1)(j + 1)
　τ0(ϕ10(2),Φ10) = 3−2(ρ)j (2ρ2 + 1)(j + 1)
　τ0(ϕ10(3),Φ10) = 2−13−1((−ρ2)j+1 − ρj+1)
　τ0(ϕ10(4),Φ10) = 2−13−1((ρ2)j + (−ρ2)j )
　τ0(ϕ10(5),Φ10) = 2−13−1((ρ)j + (−ρ)j )
　τ0(ϕ10(6),Φ10) = 2−13−1((ρ)j + (−ρ)j )
　τ0(ϕ10(7),Φ10) = 2−13−1((ρ2)j + (−ρ2)j )
　τ0(ϕ10(8),Φ10) = 2−13−1((iρ)j + (−iρ)j )(1 + 2ρ)
　τ0(ϕ10(9),Φ10) = 2−13−1((iρ2)j + (−iρ2)j )(1 + 2ρ2)
(11)　τ0(ϕ11(1),Φ11) = 2−13−1((σ 4)j+1 − (σ 3)j+1)(σ 3 + σ 5)
　τ0(ϕ11(2),Φ11) = 2−13−1((σ 8)j+1 − (σ 9)j+1)(σ 9 + σ 7)
　τ0(ϕ11(3),Φ11) = 2−13−1((σ 4)j+1 − (σ 9)j+1)(σ 9 + σ 11)
　τ0(ϕ11(4),Φ11) = 2−13−1((σ 8)j+1 − (σ 3)j+1)(σ 3 + σ)










(14)　τ0(ϕ14(1),Φ14) = 5−1(ω2)j − 5−1(ω4)jω2
　τ0(ϕ14(2),Φ14) = 5−1(ω4)j − 5−1(ω3)jω4
　τ0(ϕ14(3),Φ14) = 5−1(ω)j − 5−1(ω2)jω
　τ0(ϕ14(4),Φ14) = 5−1(ω3)j − 5−1(ω)jω3
(15)　τ0(ϕ15(r),Φ15) = 2−33−1(j + 1)N31
∏
(1 − p−2)


















(1 + (−1)j )
(
8−(2k−4)N1








(18)　τ0(ϕ18(1, r),Φ18) = 2−2((−i)j − i)(ζ r − 1)−1
　τ0(ϕ18(2, r),Φ18) = 2−2((i)j + i)(ζ r − 1)−1
(19)　τ0(ϕ19(1, r),Φ19) = 2−2((−i)j − i)(exp (πi(2r − 1)/N1)− 1)−1
　τ0(ϕ19(2, r),Φ19) = 2−2((i)j + i)(exp (πi(2r + 1)/N1)− 1)−1
(20)　τ0(ϕ20(1, r),Φ20) = 3−2(ρ2(ρ2)j − 1)(ρ − 1)(ζ r − 1)−1
　τ0(ϕ20(2, r),Φ20) = 3−2(ρ(ρ)j − 1)(ρ2 − 1)(ζ r − 1)−1
　τ0(ϕ20(3, r),Φ20) = 3−1(1 + ρ2(−ρ2)j )(ρ − 1)(ζ r − 1)−1
　τ0(ϕ20(4, r),Φ20) = 3−1(1 + ρ(−ρ)j )(ρ2 − 1)(ζ r − 1)−1
(21)　τ0(ϕ21(1, r),Φ21) = 3−2(ρ2(ρ2)j − 1)(ρ − 1)(exp (2πi(3r − 1)/3N1)− 1)−1
　τ0(ϕ21(2, r),Φ21) = 3−2(ρ(ρ)j − 1)(ρ2 − 1)(exp (2πi(3r + 1)/3N1)− 1)−1
(22)　τ0(ϕ22(1, r, t),Φ22) = (j+1)(ζ r−1)(ζ t−1)
(
2
(ζ r−1) + 2(ζ t−1) + 3
)
　τ0(ϕ22(3, r, t),Φ22) = 2−1 (1+(−1)j )(ζ r+t−1)
(
4
(ζ r+t−1) + 3
)
(23)　τ0(ϕ23(2, r, t),Φ23) = 2−2((i)j + (−i)j )(ζ r+t − 1)−1
　τ0(ϕ23(4, r, t),Φ23) = 2−2(1 + (−1)j )(ζ r − 1)−1(ζ t − 1)−1
(24)　τ0(ϕ24(2, r, t),Φ24) = 2−2((i)j + (−i)j )(ζ r+t − 1)−1
　τ0(ϕ24(4, r, t),Φ24) = 2−2(1 + (−1)j )(ζ r − 1)−1(ζ t − 1)−1
(25)　τ0(ϕ25(1, r, s, t),Φ25) = (j + 1)(ζ r+s − 1)−1(ζ s+t − 1)−1(ζ−s − 1)−1
　τ0(ϕ25(2, r, s, t),Φ25) = 3−1Trρ((ρ2)j (1 − ρ))(ζ s+r+t − 1)−1
　τ0(ϕ25(4, r, s, t),Φ25) = 2−1(1 + (−1)j )(ζ r+2s+t − 1)−1(ζ−s − 1)−1












Tr u(ϕ) |CZ +D|k−1/2τ0(ϕ,Φ)
|N(Φ,Γ2(1)/Γ2(4mN))| ,
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where Φ runs over the representatives of the fixed points (sets) and ϕ runs over the proper









where ϕ runs over the representatives of the proper elements in C(Φ,Γ2(1)/Γ2(4mN))
with respect to the conjugacy described before Theorem 3.7 and e(ϕ)’s are given in The-
orem 3.7. When we calculate χ(X̃g (4mN),O(H̃⊗(−1)g ⊗ Ṽμ ⊗ Ẽm − D))Γ2/Γ2(4mN), we
replace Tr u(ϕ) by Tru(ϕ). |CZ+D|, τ0(ϕ,Φ) and |N(Φ,Γ2(1)/Γ2(4mN))| are given in
Theorem 3.7, Theorem 4.1 and Theorem 3.3, respectively. Tr u(ϕ) are given in Corollary
3.8 forΦ1, Φ2, . . . , Φ14. Therefore the contributions of Φ1, Φ2, . . . , Φ14 are calculated by
using these data. The proper elements of ϕ ∈ C(Φ,Γ2(1)/Γ2(4mN)) for Φ15, Φ16, . . . ,
Φ25 has some index (for example “r” in ϕ15(r)). In these cases we do not evaluate the trace
of u(ϕ) but evaluate the summation of u(ϕ)τ0(ϕ,Φ) with respect to r .
Let w = 1 in the case of holomorphic Jacobi forms and w = −1 in the case of skew-
holomorphic Jacobi forms. For an integer a we denote by 〈a〉 the integer which satisfies












which we denoted by SSS appear in the Mathematica code, we show the details of the eval-
uations with respect r in the following. We show only for the cases of unipotent elements,
namely for the cases of ϕ1, ϕ15(r), ϕ22(1, r, t) and ϕ25(1, r, s, t). We omit the evaluations
for the other cases, since they are essentially routine works.
To evaluate the sum of this type we use the following













(1 − ζ r )2 = −














(1 − ζ r )3 = −


















By Theorem 3.3 (1), Corollary 3.8 (1) and Theorem 4.1 (1) the contributions of ϕ1 to
the case of holomorphic Jacobi forms and to the case of skew-holomorphic Jacobi forms








(j + 1)(2k − 5)(2j + 2k − 3)(j + 2k − 4)
− 240(j + 1)(j + 2k − 4)
N21




Let w and ζ be as above. We present the case of holomorphic Jacobi forms and the
case of skew-holomorphic Jacobi forms in one expression. We put
Tru(ϕ)w =
{
Tr u(ϕ), if w = 1,
Tr u(ϕ), if w = −1.









Hence from Theorem 3.3 (15) and Theorem 4.1 (15) the summation of the contributions of












(9 − (j + 2k − 4)N1)
(1 − ζ r )
+ ((j + 2k − 4)N1 − 6)
(1 − ζ r)2 −
4
(1 − ζ )3
}









































− 2−33−1N−31 m2(j + 1) .
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Similarly, by Theorem 3.7 (22) we have








Hence from Theorem 3.3 (22) and Theorem 4.1 (22) the summation of the contributions of
ϕ22(1, r, t) (1 ≤ r, t ≤ N1 − 1) is equal to
N1−1∑
r, t=1







ζ−wa21rNζ−wa22 tN (j + 1)
(ζ r − 1)(ζ t − 1)
{
2
(ζ r − 1) +
2
(ζ t − 1) + 3
}






















































(j + 1)− 2−33−1N−31 m2(j + 1) .
Similarly, by Theorem 3.7 (25) we have
Tr u(ϕ25(1, r, s, t))w =
2m−1∑
a1, a2=0




ζ−wa21(r+s)Nζ−wa22 (s+t )Nζ−w(a1−a2)2(−s)N .
Hence from Theorem 3.3 (25) and Theorem 4.1 (25) the summation of the contributions of
ϕ25(1, r, s, t) (r + s ≡ 0 (mod N1), −s ≡ 0 (mod N1), s + t ≡ 0 (mod N1)) is equal to
∑
r, s, t







(j + 1) ζ
−wa21(r+s)N
(ζ (r+s) − 1) ·
ζ−wa22(s+t )N
(ζ (s+t ) − 1) ·
ζ−w(a1−a2)2(−s)N
(ζ (−s) − 1)
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(j + 1)+ 2−33−1N−31 m2(j + 1) .
From the computations above the total of the contributions of the unipotent elements
is equal to
2−83−35−1m2(j + 1)(2k − 5)(2j + 2k − 3)(j + 2k − 4)
− 2−43−2m2(j + 1)(j + 2k − 4)











































REMARK 4.3. In the contributions of ϕ1, ϕ15(r), ϕ22(1, r, t) and ϕ25(1, r, s, t) the




1 appear. When we take the total they cancel out as
easily verified. Since dim J cuspk,j,m(Γ2) and dim J
sk,cusp
k,j,m (Γ2) are independent on N , we may
choose N = 1 and N1 = 4m. But we use general N because we can check mistakes of the












10 + t12 + t14 + 2t16 + t18 + t21 − t26 + t27 − t28 + t29 + t35









Jacobi2[k,0,1,1]tk + 1 + t3
= h(t)
(1 − t4)(1 − t6)(1 − t10)(1 − t12) ,
where h(t) is
t11 + 2t13 + t15 + t17 + 2t19 + t21 − 2t23 + t24
− t25 + t26 − t29 + t30 − t31 + t32 + t35 .
Proof. Let ϕ4 be the Eisenstein series of degree 2 and weight 4. If f ∈ J cuspk,1 (Γ2),
then ϕ4 f ∈ J cuspk+4,1(Γ2). Since dim J cuspk,1 (Γ2) = Jacobi2[k,0,1,0] = 0 for k = 4,
5, 6, 7, we have dim J cuspk,1 (Γ2) = 0 for k = 0, 1, 2, 3. On the other hand we have
Jacobi2[k,0,1,0] = 0 for k = 0, 1, 2 and Jacobi2[3,0,1,0] = −1. Hence the
equality of the first line and the second line in (1) holds. We can prove the equality of the
first line and the second line in (2) similarly. 
We use the following theorem concerning the surjectivity of Φ-operator ([A2], [D]
and [H2]).
THEOREM 5.2. We define J cuspk,m (Γ0) = J sk,cuspk,m (Γ0) = C and assume m is square
free.
(1) If k is even and k ≥ 6, then
dim Jk,m(Γ2) = dim J cuspk,m (Γ2)+ dim J cuspk,m (Γ1)+ dim J cuspk,m (Γ0) .
(2) If k is odd and k ≥ 7, then
dim J skk,m(Γ2) = dim J sk,cuspk,m (Γ2)+ dim J sk,cuspk,m (Γ1)+ dim J sk,cuspk,m (Γ0) .
Let Γ 20 (4), J (M,Z) and ψ be as in §2. We denote J (M,Z) by det
1/2. A vector
valued Siegel modular form F of weight detk−1/2 Symj with character ψl (l = 0 or 1) is
defined to be a Cj+1-valued holomorphic function F on S2 which satisfies
F(M 〈Z〉) = ψ(det(D))lJ (M,Z)2k−1Symj (CZ +D)F(Z)





∈ Γ 20 (4). Let Mk−1/2,j (Γ 20 (4), ψl) denote the space of these
functions. “Plus spaces”M+k−1/2,j (Γ 20 (4), ψl) was defined in [Kh], [EZ], [Ib1], [HIb], [H1]
and [Ki] which is a subspace of Mk−1/2,j (Γ 20 (4), ψl). And the following isomorphisms
were proved.
THEOREM 5.3. There exist the following isomorphisms as Hecke modules.
Jk,j,1(Γg )  M+k−1/2,j (Γ 20 (4), ψk) ,
J skk,j,1(Γg )  M+k−1/2,j (Γ 20 (4), ψk+1) .




dim Jk,1(Γ2) tk = t
4 + t6 + t10 + t12 + t21 + t27 + t29 + t35
(1 − t4)(1 − t6)(1 − t10)(1 − t12) ,(1)
∞∑
k=0
dim J skk,1(Γ2) t
k = t + t
7 + t9 + t15 + t24 + t26 + t30 + t32
(1 − t4)(1 − t6)(1 − t10)(1 − t12) .(2)
Proof. The first assertion for k ≥ 6 and the second assertion for k ≥ 7 are proved by
Theorem 5.1 and Theorem 5.2. The author computed the dimensions of Mk−1/2,j (Γ 20 (4))
and Mk−1/2,j (Γ 20 (4), ψ) in [T5]. If j = 0, we denote Mk−1/2,j (Γ 20 (4), ψl) and M+k−1/2,j
(Γ 20 (4), ψ
l) by Mk−1/2(Γ 20 (4), ψl) and M
+




Mk−1/2(Γ 20 (4)) and
∞⊕
k=0
Mk−1/2(Γ 20 (4), ψ) were determined explic-
itly in [HIb] Theorem 1.3 and Theorem 1.5 and also the structures of their submodules
∞⊕
k=0
M+k−1/2(Γ 20 (4)) and
∞⊕
k=0
M+k−1/2(Γ 20 (4), ψ) were determined explicitly in [HIb] The-




(Γ 20 (4)) and
∞⊕
k=0
M+k−1/2(Γ 20 (4), ψ) by using this corollary and Theorem 5.3. But strictly
speaking this corollary was a conjecture in case when Theorem 5.2 is not applicable. The
cases of low weight in the following were verified by [HIb] and Theorem 5.3. We have
∞∑
k=0
dim Jk,1(Γ1) tk = t
4 + t6
(1 − t4)(1 − t6) ,
∞∑
k=0
dim J skk,1(Γ1) t
k = t + t
3
(1 − t4)(1 − t6) .




dim Jk,1(Γ2) tk =
∞∑
k=0
dim J cuspk,1 (Γ2) t
k + t
4 + t6
(1 − t4)(1 − t6) .
Since dim J sk1,1(Γ2) = dimM+1/2(Γ 20 (4), ψ) = 1, dim J sk3,1(Γ2) = dimM+5/2(Γ 20 (4), ψ) = 0
and dim J sk5,1(Γ2) = dimM+9/2(Γ 20 (4), ψ) = 1 by [HIb], Φ-operators are surjective when
k = 1 and k = 5 but not surjective when k = 3 and we have
∞∑
k=0




dim J sk,cuspk,1 (Γ2) t
k + t + t
3
(1 − t4)(1 − t6) − t
3.








[Ib3] Theorem 5.1 and Theorem 6.1, respectively.
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We denote the subspace of M+k−1/2,j (Γ 20 (4), ψk) and Mk,j (Γ2) which consist of cusp
forms by S+k−1/2,j (Γ 20 (4), ψk) and Sk,j (Γ2), respectively. The dimension of Sk,j (Γ2) was
computed in [T2]. T. Ibukiyama also compared the dimension of dim S+k−1/2,j (Γ 20 (4), ψ)
and the dimension of Sj+3,2k−6(Γ2) by using Theorem 5.3 and assuming the vanishing
theorems (Conjecture 2.7). From numerical computation for many explicitly constructed
examples he presented the following conjecture which is an analogy of Shimura correspon-
dence ([Sh1]).
CONJECTURE 5.5 ([Ib2], [Ib4]). There exists an isomorphism
S+k−1/2,j (Γ
2
0 (4), ψ)  Sj+3,2k−6(Γ2)
which preserves L-functions.
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