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Abstract
Let k be an algebraically closed field of positive characteristic and let Ga be its additive group. Let Ga
act linearly on a finite-dimensional vector space V , let k[V ] be the ring of polynomial functions on V , and
let k[V ]Ga be the ring of Ga-invariants. In this article, we show that the ring of Ga-invariants k[V ]Ga is a
polynomial ring under the assumption that V is a codimension one Ga-module.
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1. Introduction
Let k be an algebraically closed field and let Ga be its additive group. Let Ga act linearly on
a finite-dimensional vector space V , let k[V ] be the ring of polynomial functions on V , and let
k[V ]Ga be the ring of Ga-invariants. If the set of fixed points of the affine space Speck[V ] by
Ga is a hyperplane, we say that V is a codimension one Ga-module.
In the case where the characteristic of k is zero, Seshadri [7] proved that, for any finite-
dimensional vector space V with a linear Ga-action, the ring of Ga-invariants k[V ]Ga can be
written as the ring of SL(2, k)-invariants of a certain larger polynomial ring. Thus, we know
by Hochster and Roberts’ theorem [3] that the k[V ]Ga is Cohen–Macaulay. Especially when
dimV = 3, we know by Miyanishi’s theorem [4] that the k[V ]Ga is a polynomial ring.
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k[V ]Ga is always finitely generated as a k-algebra, but we know that k[V ]Ga is finitely generated
under the assumption that V is a codimension one Ga-module or dimV = 3. The former is
Fauntleroy’s theorem [2], and the latter is a corollary of Zariski’s theorem [9]. In particular, in
the former case, we still do not know whether k[V ]Ga is Cohen–Macaulay. It is because there is
a non-fundamental representation of Ga (see [2]) and we cannot argue like as characteristic zero
case.
In this article, we show that the Ga-invariant ring k[V ]Ga is a polynomial ring over k under
the assumption that V is a codimension one Ga-module (see Theorem 1).
When the characteristic of k is zero, Tyc [8] classified representations of Ga so that the Ga-
invariant rings are polynomial rings.
2. Invariant rings for codimension one Ga-modules
In [2], Fauntleroy showed that, for any codimension one Ga-module V , the Ga-invariant ring
k[V ]Ga is finitely generated as a k-algebra, and asked whether k[V ]Ga is Cohen–Macaulay. The
following theorem gives an affirmative answer for Fauntleroy’s question.
Theorem 1. Let V be a codimension one Ga-module, and let n be the dimension of V as a
k-vector space. Then the Ga-invariant ring k[V ]Ga is the polynomial ring in n − 1 variables
over k.
Let V be as in the theorem. Fauntleroy [2] proved that, for a suitable coordinate system
x1, . . . , xn of the polynomial ring k[V ], the Ga-action on k[V ] can be written in the form
{
t · xi = xi + fi(t)xn (1 i  n − 1),
t · xn = xn,
where each fi(t) is an additive function on Ga , i.e., fi(t + t ′) = fi(t) + fi(t ′) for all t, t ′ ∈ Ga .
Note that a certain fi is non-zero since V is a codimension one Ga-module, and that the set of
fixed points of An = Speck[V ] by Ga is given as {xn = 0} and is of codimension one.
Without loss of generality, we may assume the following three conditions.
(1) Each fi(t) is non-zero.
(2) The characteristic p of k is positive.
(3) n 3.
In fact, if a certain fi(t) is zero, xi is invariant under the Ga-action, and thereby the Ga-
invariant ring k[V ]Ga can be written as
k[V ]Ga = k[x1, . . . , xi−1, xi+1, . . . , xn]Ga [xi]
and thus we may assume (1); if the characteristic of k is zero, we know fi(t) is either 0 or μt
(μ ∈ k − {0}), thereby k[V ]Ga is the polynomial ring in n − 1 variables over k, and thus we
may assume (2); if n = 1 or 2, we can easily show that k[V ]Ga is the polynomial ring in n − 1
variables over k, and thus we may assume (3).
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For the purpose, we begin with constructing a generating set of k[V ]Ga [1/xn].
We prepare several notations to describe a generating set of k[V ]Ga [1/xn].
Let Q be the set of p-polynomials
∑
i=0
ait
pi ,
where  0 and ai ∈ k (0 i  ). This Q is a non-commutative domain with multiplication by
the composition of functions, i.e., f (t) ◦ g(t) = f (g(t)) for all f (t), g(t) ∈ Q. Note that t is the
unity element of Q (i.e., 1Q = t). In this article, by Q-module, we always mean left Q-module.
It is easy to see that the field k is a homomorphic image of Q; it follows that Q has the invariant
basis property, i.e., the rank of a free Q-module is well-defined. We know by [5, Theorem 1]
that any left ideal of Q is generated by one element; it follows that any submodule of the free
Q-module Qm is free of rank m (see for instance [1, Proposition 2.1, p. 47]).
For any polynomial function on Ga , to be additive and to be a p-polynomial are equivalent.
So, fi(t) ∈ Q for all 1 i  n − 1. The left ideal of Q generated by f1, . . . , fn−1 is one gener-
ated, so
n−1∑
i=1
Qfi = Qh
for some h ∈ Q. Thus we have
n−1∑
i=1
ui ◦ fi = h
for some u1, . . . , un−1 ∈ Q and
fi = ϕi ◦ h (1 i  n − 1)
for some ϕ1, . . . , ϕn−1 ∈ Q. Then we have
n−1∑
i=1
ui ◦ ϕi = t.
Lemma 2. Let α be the element
α :=
n−1∑
i=1
ui
(
xi
xn
)
of k[V ][1/xn]. Then α has the following properties.
(1) t · α = α + h(t) for all t ∈ Ga .
(2) α /∈ k[V ]Ga [1/xn].
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(4) For any element f of k[V ][1/xn] not belonging to k[V ]Ga [1/xn], we have degt t · f 
degt t · α.
(5) A generating set of k[V ]Ga [1/xn] as a k-algebra is given by the set of elements
xi
xn
− ϕi(α) (1 i  n − 1), xn, 1
xn
.
Proof. (1) Since the ui are all p-polynomials, we have, for all t ∈ Ga ,
t · α =
n−1∑
i=1
ui
(
xi
xn
+ fi
)
= α + h.
(2) Assume α ∈ k[V ]Ga [1/xn]. By (1), h = 0. It follows that fi = ϕi ◦ h = 0. This contradicts
the assumption that all fi are non-zero.
(3) Since the ϕi are p-polynomials, we have, for all t ∈ Ga ,
t ·
(
xi
xn
− ϕi(α)
)
= xi
xn
+ fi − ϕi(α + h)
= xi
xn
− ϕi(α).
(4) Since we know by (3) that
t · xi
xn
= ϕi(t · α) + xi
xn
− ϕi(α),
any t · (xi/xn) is a polynomial in t · α with coefficients in k[V ]Ga [1/xn], and thereby t · f can
be written in the form
t · f =
∑
i=0
λi(t · α)i
for some λi ∈ k[V ]Ga [1/xn] (0  i  ). Since f /∈ k[V ]Ga [1/xn], we have λi = 0 for some
1 i   and thus have degt (t · f ) degt (t · α).
(5) We obtain this by running the algorithm given in [6] under the above properties (2) and
(4) of α. 
Define the syzygy module of ϕ1, . . . , ϕn−1 ∈ Q as
Syz(ϕ1, . . . , ϕn−1) :=
{
(q1, . . . , qn−1) ∈ Qn−1
∣∣∣∣
n−1∑
i=1
qi ◦ ϕi = 0
}
.
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A := k
[
n−1∑
i=1
qi
(
xi
xn
) ∣∣∣∣ (q1, . . . , qn−1) ∈ Syz(ϕ1, . . . , ϕn−1)
]
of k[V ][1/xn]. Then we have the following.
(1) For any (q1, . . . , qn−1) ∈ Qn−1, the following are equivalent:
(a) (q1, . . . , qn−1) ∈ Syz(ϕ1, . . . , ϕn−1);
(b) ∑n−1i=1 qi(xi/xn) ∈ k[V ]Ga [1/xn];
(c) ∑n−1i=1 qi(xi/xn) ∈ A.
(2) xi/xn − ϕi(α) ∈ A for all 1 i  n − 1.
(3) A[xn,1/xn] = k[V ]Ga [1/xn].
Proof. (1) Note that
t ·
(
n−1∑
i=1
qi
(
xi
xn
))
=
n−1∑
i=1
qi
(
xi
xn
)
+
n−1∑
i=1
qi ◦ fi.
From this, (b) ⇒ (a) is trivial. By the definition of A, (a) ⇒ (c) is trivial. Since A ⊂
k[V ]Ga [1/xn], (c) ⇒ (b) is obvious.
(2) Since
xi
xn
− ϕi(α) = xi
xn
− ϕi
(
n−1∑
j=1
uj
(
xj
xn
))
=
i−1∑
j=1
(−ϕi ◦ uj )
(
xj
xn
)
+ (t − ϕi ◦ ui)
(
xi
xn
)
+
n−1∑
j=i+1
(−ϕi ◦ uj )
(
xj
xn
)
,
each xi/xn−ϕi(α) has the form xi/xn−ϕi(α) =∑n−1i=1 qi(xi/xn), where (q1, . . . , qn−1) ∈ Qn−1.
By the implication (b) ⇒ (c) of (1), we get xi/xn − ϕi(α) ∈ A.
(3) This follows from the above (1) and (2), and (5) of Lemma 2. 
We know from the above lemma that a generating set of k[V ][1/xn]Ga is constructed from
a generating set of Syz(ϕ1, . . . , ϕn−1). The following lemma implies that the Syz(ϕ1, . . . , ϕn−1)
has a basis which consists of n − 2 elements.
Lemma 4. Syz(ϕ1, . . . , ϕn−1) is a free Q-module of rank n − 2.
Proof. Indeed, define the map π :Qn−1 → Q by π(q1, . . . , qn−1) = ∑n−1i=1 qi ◦ ϕi . Then π is
a Q-linear map, so its kernel Syz(ϕ1, . . . , ϕn−1) is a submodule of Qn−1; as every submodule
of a free Q-module is free, Syz(ϕ1, . . . , ϕn−1) is a free Q-module. Since Q is free, the exact
sequence 0 → Syz(ϕ1, . . . , ϕn−1) → Qn−1 → Q → 0 splits, so Qn−1 ∼= Syz(ϕ1, . . . , ϕn−1)⊕Q
and consequently Syz(ϕ1, . . . , ϕn−1) has rank n − 2. 
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(in the sense below) basis of Syz(ϕ1, . . . , ϕn−1). To introduce the notion that non-zero elements
of Qm are independent, we prepare several notations.
Any non-zero element q of Qm has the canonical decomposition
q =
r∑
i=0
ωit
pαi ,
where α1 < α2 < · · · < αr is an ascending chain of non-negative integers, and ωi (1 i  r) are
non-zero vectors of km. We denote αr by deg q, and ωr by LV(q).
For any  0, we define an additive function F of km as
F(a1, . . . , am) =
(
a
p
1 , . . . , a
p
m
)
.
Note that F ◦ F′ = F+′ for all , ′  0, and that F is injective for all  0.
Let q1, . . . ,qs be non-zero elements of Qm, let di = deg qi for 1  i  s, and let d be the
maximum of the di . We say that the elements q1, . . . ,qs are independent if the vectors
Fd−d1
(
LV(q1)
)
, . . . ,F d−ds
(
LV(qs)
)
of km are linearly independent over k.
Lemma 5. Let M be any non-zero submodule of the free Q-module Qm. Then M is free of rank
m, and there exists a basis of M which is independent in the sense that we have just defined.
Proof. Since M is a finite free Q-module, we have
M = Qq1 ⊕ · · · ⊕ Qqs
for some non-zero elements q1, . . . ,qs of M . Let di and d be as above. Without loss of generality,
we may assume that d1  d2  · · · ds . So, d = ds .
Assume that q1, . . . ,qs are not independent. Then there exists a non-zero vector (a1, . . . , as)
of ks such that
s∑
i=1
aiF
ds−di (LV(qi ))= 0.
By letting N := max{i | ai = 0}, we have
N∑
i=1
aiF
ds−di (LV(qi ))= 0.
Since k is algebraically closed, there exist elements αi of k so that αp
ds−di
i = ai for all 1 i N .
So, we have
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i=1
Fds−di
(
αi · LV(qi )
)= 0,
and thus
N∑
i=1
FdN−di
(
αi · LV(qi )
)= 0.
By letting βi = αp
dN−di
i (1 i N), we have
N∑
i=1
βiF
dN−di (LV(qi ))= 0.
By using this relation, we can give another basis of M as follows. Set
q′N := qN +
1
βN
N−1∑
i=1
(
βit
pdN−di ) ◦ qi ,
and set q′i := qi if i = N and 1  i  s. This q′N belongs to M , and {q′i}1is forms a basis
of M . Note that deg q′N < deg qN . In fact, the sum of the leading coefficient vectors of qN and
(1/βN) ·∑N−1i=1 (βi tpdN−di ) ◦ qi is given as
LV(qN) + 1
βN
N−1∑
i=1
LV
((
βit
pdN−di ) ◦ qi)= LV(qN) + 1
βN
N−1∑
i=1
βi · FdN−di
(
LV(qi )
)
= 0.
Hence we have
s∑
i=1
deg q′i <
s∑
i=1
deg qi .
From the above argument, we know that if a given basis {qi}1is is not independent, the
submodule M has another basis of smaller total degree than the given basis. So, we can repeat
this argument in finitely many steps until we find out an independent basis of M . 
Now, we know that Syz(ϕ1, . . . , ϕn−1) of Qn−1 has an independent basis which consists of
n − 2 elements. Denote the n − 2 bases of Syz(ϕ1, . . . , ϕn−1) by
u(i) = (u(i)1 , . . . , u(i)n−1) (1 i  n − 2),
and the degree of u(i) by di . We permute if necessary the generators {u(i)}1in−2 and we may
assume that a sequence of the degree of the generators increases. By (1) of Lemma 3, we know
that
R. Tanimoto / Journal of Algebra 305 (2006) 1084–1092 1091U(i) := xpdin
n−1∑
j=1
u
(i)
j
(
xj
xn
)
(1 i  n − 2)
are elements of k[V ]Ga . We shall show that these elements U(1), . . . ,U(n−2) are algebraically
independent modulo xn over k. To see this, let
ε : k[V ] → k[x1, . . . , xn−1]
be the k-algebra homomorphism defined by eliminating xn by 0. We then have the elements
yi := ε
(
U(i)
)
(1 i  n − 2)
of k[x1, . . . , xn−1].
Lemma 6. The polynomials y1, . . . , yn−2 of k[x1, . . . , xn−1] are algebraically independent
over k.
Proof. Since u(i) has the form
u(i) = LV(u(i))tpdi + (elements of Qn−1 of lower degree in t),
we have
U(i) = LV(u(i)) · (xpdi1 , . . . , xpdin−1)+ xnw
for some w ∈ k[V ]. It follows that
yi = LV
(
u(i)
) · (xpdi1 , . . . , xpdin−1)
and thereby
y
pdn−2−di
i = Fdn−2−di
(
LV
(
u(i)
)) · (xpdn−21 , . . . , xpdn−2n−1 ).
Since the basis u(1), . . . , u(n−2) of Syz(ϕ1, . . . , ϕn−1) are independent, the vectors
Fdn−2−d1
(
LV
(
u(1)
))
, . . . ,F dn−2−dn−2
(
LV
(
u(n−2)
))
of kn−1 are linearly independent over k. By adding a suitable vector of kn−1 to the linearly
independent vectors Fdn−2−di (LV(u(i))) (1 i  n − 2), we have a basis of kn−1 and the basis
gives a linear automorphism of the polynomial ring k[xpdn−21 , . . . , xp
dn−2
n−1 ]. It follows that the
elements yp
dn−2−d1
1 , . . . , y
pdn−2−dn−2
n−2 are algebraically independent over k and consequently that
y1, . . . , yn−2 are algebraically independent over k. 
We close the proof of Theorem 1 by showing that
k[V ]Ga = k[U(1), . . . ,U(n−2), xn]
1092 R. Tanimoto / Journal of Algebra 305 (2006) 1084–1092and the elements U(1), . . . ,U(n−2), xn are algebraically independent over k.
By (3) of Lemma 3 and the definition of u(i), we know
k[V ]Ga
[
1
xn
]
= k
[
U(1), . . . ,U(n−2), xn,
1
xn
]
.
Let
S := k[U(1), . . . ,U(n−2), xn]
be the k-subalgebra of k[V ]. Since the elements U(1), . . . ,U(n−2) modulo xn are algebraically
independent over k, we have xnS = xnk[V ] ∩ S. Hence we have the desired equality and thereby
we know that the elements U(1), . . . ,U(n−2), xn are algebraically independent over k. This com-
pletes the proof.
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