Abstract⎯A system of two logistic equations with delay coupled by delayed control has been considered. It has been shown that, in the case of a fairly large delay control coefficient, the problem of the dynamics of the initial systems has been reduced to investigating the nonlocal dynamics of special families of partial differential equations that do not contain small and large parameters. New interesting dynamic phenomena are discovered based on the results of numerical analysis. Systems of three logistic delay equations with two types of diffusion relations have been considered. Special families of partial differential equations that do not contain small and large parameters have also been constructed for each of these systems. The research results for the dynamic properties of the original equations have been presented. It has been shown that the difference in the dynamics of the considered systems of three equations may be of a fundamental nature.
INTRODUCTION
In [1] , the following logistic equation with delay and delay control is considered: (1) In the problems of mathematical ecology, the coefficient r is called the Malthusian coefficient, T is the delay time, is the delay control coefficient, and h is the time delay of the delayed control. All of those coefficients are assumed to be positive. Solutions of Eq. (1) are considered under the assumption that the initial-value functions are positive, where and is the initial time. Obviously, any solution of Eq. (1) with this initial-value function remains positive for all . In [1] , dynamical properties of Eq. (1) are investigated under the assumption that the parameter is either asymptotically small or asymptotically large. In the present paper, we consider systems of two or three bound logistic equations with delay and delay control. The most interesting case is the one below, where the coefficient is fairly large:
In Sec. 1, systems of two such equations are investigated and, in Sec. 2, systems of three such equations are investigated. Various bonds between separate equations are investigated.
Many papers are devoted to investigating nonlinear systems of equations with delayed control (see, e.g., ). Research methods applied in this paper are based on results of [1, [33] [34] [35] [36] ].
SYSTEMS OF TWO BOND LOGISTIC EQUATIONS WITH DELAYS: DYNAMICS
Seemingly, the most interesting case is a system of two identical bond equations 
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All of the coefficients of (3) and the initial-value functions and are positive. Therefore, the solutions and ( , remain positive for any . If Condition (2) is satisfied, then asymptotic methods are applicable. Consider the following two cases: in the former case, the condition h ! 1 is satisfied apart from Condition (2) ; in the latter case, the positive parameter h is fixed (for ).
1.1.
Let ( ) and the parameter satisfy the condition
Then . Below, we provide two main assertions on dynamical properties of system (3) under the assumption that (2) and (4) (5) This implies that the behavior of solutions of the following logistic equation with delay determines the dynamics of system (3) under Conditions (2) and (4) and the condition that :
(6) This equation is well studied (see [14, 16, 17, 37] For both assertions, the proof is based on the fact that the relations and can be used provided that Condition (4) is satisfied. Then, the principal part of system (3) is as follows: (7) If , then the solutions of the linear system (8) tend to a solution of the kind ; if , then they tend to a solution of the kind Using those relations, one can easily complete the proofs of Theorems 1-2.
Note that Theorem 2 assumes a blast instability of the solutions ( , ) of system (3) as follows: during an asymptotically small (as ) time segment, they leave a bounded (fixed for ) region of the phase space.
1.2. In the sequel, it is assumed that the positive parameter h is fixed. We essentially use the procedures developed in [29, [38] [39] [40] based on a special local analysis asymptotic method, i.e., he method of quasinormal forms developed in [29, 32, 41, 42] . The main result of this section is the constructing of special nonlinear systems of parabolic and degenerate-parabolic equations without small and large parameters such that their nonlocal dynamics determines the behavior of the principal part of system (3) in a region of the phase space , which is bounded as ( ).
Dividing system (3) over , we transform it to the form (9) Consider the system of linear equations (10) Its characteristic quasipolynomial is as follows:
This quasipolynomial has infinitely many roots such that their real parts tends to zero as , and it has no roots with positive and separated-from-zero (as ) real parts. This realizes the case of the infinite dimension, which is critical for the stability problem for solutions of system (9) . For this case, existence results for invariant integral manifolds in (9) (see [2, 26, 27] ) are not valid. In [28, 29, 31, 41] , a special research method for the dynamics of systems of that class has been developed. Let us apply it to the investigation of system (9) . First, we consider the solution of the linear system (10) in detail. The asymptotic behavior of roots (k = 0, ±1, ±2, …) of characteristic equation (11) No uniform (with respect to the number k) validity take place for the asymptotic relations for . To consider roots with numbers k of order , we denote by z an arbitrary real number and denote by a value from such that is an odd integer. Consider numbers k represented as follows:
, where m = 0, ±1, ±2, …. Then, Consider the formal series
where the functions , , … are periodic with respect to , . Substitute (12) into (9) and equate coefficients at equal powers of , assuming that is fixed (does not depend on ). Then, collecting the coefficients at and taking into account the solvability conditions for the obtained equations with respect to and in the specified function class, we obtain an infinite system of ordinary differential equations with respect to and (m = 0, ±1, ±2, …). Let where Assign and (13) It turns out that the infinite system of equations obtained for and can be represented in terms of real functions and as follows: (14) (15) (16) where (17) The main assertion is that the boundary-value problem (14)- (16) plays a role of a normal form for system (9), i.e., established regimes of (14)- (16) where , Imposing additional assumptions (e.g., assuming that the state is general), one can obtain existence and stability results for periodic solutions of system (9) close to periodic solutions of problem (14)- (16) .
Express problem (14)- (16) via U and V. Assign and . We obtain the system of equations (18) (19) (20) where the parameter is defined by (17) .
Then, Theorem 3 implies that
More general representations.
To obtain the quasinormal form (14)- (16) above, we used a special representation for roots of quasipolynomial (11) with the two following important properties: they tend to the imaginary axis as and the parameter that characterizes the number of the considered root is asymptotically large for small . In [41] , it has been found that the representations used above are not
. (21), (22) is a decomposed system of two equal parabolic equations without boundary-value conditions. 
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Numerical investigations.
To investigate problem (18)- (20), we decompose a segment of length h, which is a period with respect to the spatial variable, into N parts and introduce the following notation. Let and
It follows from Condition (20) that (23) Now, we approximate the second derivative with respect to the spatial variable using the second divided difference as follows:
To approximate the function defined by relation (13), we have to compute at the point . To do that, for any i(i = 1, 2, …, N), we find a number j such that belongs to the semi-interval . Then, using the segment number j and relation (23), we determine the value of which function (U or V) should be taken. We denote this value by Q j . Then, 
which is a system of ordinary differential equations. Problem (24)- (26) is investigated numerically for the following fixed values of parameters:
The parameter z is assumed to be varying, while the parameter r is assigned to be equal to 1, 1.5, or 2. It turns out that the only attractors possible in system (24), (25) are equilibrium states and periodic solutions of the two kinds displayed at Fig. 1 . The coexistence of these periodic solutions is also possible. The periodic solution displayed at Fig. 1 and such that is called a first-type periodic solution, while the other one is called a second-type periodic solution. We consider several cases in more detail.
1. Let z = 0.2. For any specified value of the parameter r, a second-type periodic solution is stable in the system (for r = 1 and r = 1.5, the projections of their phase portraits to the plane are displayed at Fig. 2 and Fig. 4 respectively) . If the parameter increases, then the oscillation amplitude increases as well (see Fig. 3 displaying the dependence of the functions and on for the values r = 1 and r = 1.5. Any such solution is a traveling wave (see Fig. 5 for the functions and , i = 1, 6, 11, 16, constructed for r = 1. At Fig. 6 , the developments with respect to the spatial variable are displayed for fixed values of and the values 1, 1.5, and 2 (respectively) of the parameter r.
2. Similar graphs are constructed for z = 0.125. For that value of z, first-type solutions are stable in the system. At Fig. 7 , we see that the amplitude increases if the value of the parameter r increases. The solutions are also traveling waves (see Fig. 8 ). The development with respect to the spatial variable is displayed at Fig. 9. 3. Decreasing the value of the parameter z up to 0.007, we complicate the system a lot. For r = 1, eight second-type regimes are found (they are displayed at Fig. 10 ). For one of them, the development with and c-4, respectively, and their projection are displayed at Figs. 12, 13 (note that their scale is 100 less than at Fig. 10 ). For the found solutions, developments with respect to the spatial variable are displayed at Figs. 14-17, respectively. It is easy to see that the obtained regimes are smooth with respect to the spatial variable and the proposed model describes (18)- (20) adequately.
Thus, decreasing the value of the parameter z, we complicate the spatial dynamics, i.e., two or more coexisting stable periodic regimes might arise instead of one. Moreover, stable regimes that arise in the problem become increasingly dissected with respect to the spatial variable.
SYSTEMS OF THREE LOGISTIC EQUATIONS WITH DELAY:
CORPORATE DYNAMICS Investigate the behavior of solutions of bound systems of logistic equations with delay and with two types of diffusion bonds as follows: (27) (28) where . 
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Analogs of Theorems 1-2 take place in this case as well. Let . If and is fairly large, then the dynamics of the principal parts of (27) and (28) is determined by the behavior of solutions of Eq. (6), while the link between solutions of Eq. (6) and solutions of systems (27) and (28), which are asymptotic with respect to the residual, is given by the relation Fig. 8. Dependence of , , , , , , , and on for r = 1 and z = 0.125.
If , then, similar to Sec. 1, systems (27) and (28) have no attractors in the regions of the phase space , bounded as .
If (and is fixed as ), then the dynamic properties of (27) and (28) are significantly different. 2.1. First, consider system (27) and its linear part (29) The characteristic quasipolynomial for (29) has the form The set of its roots can be decomposed into two subsets. The first one contains roots that continuously depend on and are separated from the imaginary axis as . The second one is an infinite chain of roots such that as for any number k. For any , the following asymptotic expansion is valid: (30) where, in particular, we have The eigenvector of the operator A corresponds to the eigenvalue , where and .
Consider expressions (30) for asymptotically large numbers k of order . Fix an arbitrary nonzero z. Let be a value from the semi-interval such that is an integer. In (30) , assign (m = ±1, ±2, …). Then, According to the procedure from [28] , introduce the formal series (32) such that the solution is to satisfy the periodic boundary-value conditions (33) The parameter in (32) is defined by (17) . The relation between solutions of system (27) and problem (32) , (33) is established by the relation , where and . More exact assertion repeats the formulation of Theorem 3.
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2.2. The case of system (28) is much more complicated (see [33, 34] ). In that case, we have while the characteristic quasipolynomial corresponding to (29) is represented as follows:
The set of roots (34) that are not separated from the imaginary axis as can be represented as a root set , , and such that and for k = 0, ±1, ±2, … Here, we have
The eigenvector where a 0 = (1, 1, 1) corresponds to the root , while the eigenvector where and corresponds to the root .
As above, we investigate the case where number k is on the order of . In the notation of the previous section, we assign Functions from (35) are periodic with respect to x with period h and periodic with respect to t with period 3h. Substituting (35) in (28) and arguing in a standard way, we obtain (at the second step) an infinite system of equations with respect to the unknown amplitudes and . Expressing that the system in terms of functions and , where
we obtain the boundary-value problem (36)
Similar to the results of the previous section, one can also construct quasinormal forms for the considered case. Their only difference from (36) , (37) is that the operator is changed for .
CONCLUSIONS
(1) It is known that systems of parabolic equations of kinds (14)- (17) ( (18)- (20)), (32) , (33) , and (36), (37) might possess complicated dynamics. This means that the dynamics of system (27) might also be complicated if is large.
(2) The quasinormal forms constructed above depend on the continual parameters (z, , ). Thus, different (with respect to types and the number) established regimes might be realized for different values of the continual parameters. Then, we conclude that systems (27) and (28) possess the multistability property (for large ).
(3) Since quasinormal forms include the internal parameter , we conclude that direct and inverse bifurcations in systems (27) and (28) might occur infinitely frequently as ( ).
(4) The application of the above research procedure leads to the transformation of the delay T to an asymptotically large (as ) deviation of at least one spatial variable. This leads to an unbounded alternation process (as ) for direct and inverse bifurcations in equations of the first approximation, which are quasinormal forms. This leads to interesting bifurcation phenomena (see [43] ) in the case where the delay coefficient in (27) and (28) is asymptotically small ( ).
