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Abstract
The human eye constantly accommodates to focus on the point of gaze. In the retinal
image of the eye, there is defocus blur because of depth-of-field limitation of the eye. It
is known that the defocus blur as well as the eye accommodation serve as a cue to depth
perception. In this paper, an image display system simulating the eye accommodation
for enhancing depth perception of the viewer is proposed. Assuming a scene having a
univalued depth map, the system presents the image of the scene on a 2D image display,
such that the focus is on the scene point corresponding to the point of the viewer’s gaze on
the display. The viewer’s gaze is continuously measured by an eye tracker, and based on
the measurement, the defocus blur in the scene image presented on the display is changed
in real time. An underlying presumption behind this display system is that in the human
visual system, a gaze shift is active and there is freedom in its selection, whereas the
accommodation is passive and there is almost no freedom.
The aim of the proposed image display system is to enhance viewer’s depth percep-
tion with a 2D display by simulating the eye accommodation associated with viewer’s
gaze shifts. Toward this aim, an experimental system is constructed in this study that
comprises of an off-the-shelf eye tracking system, a liquid crystal display (LCD), and a
PC. In order to realize the gaze-reactive image change in real time, only static scenes are
chosen for display, and all necessary images that correspond to different depths of a scene
are rendered in an off-line manner; one of the rendered images is chosen depending on
the latest viewer’s gaze point and shown on the image display. Using this experimental
system, several subjective tests using the images of several scenes are conducted.
In addition to the above aim, the proposed system is also used to investigate how the
human visual system works in the miniaturized scene illusion. The illusion is such that the
image of a distant, large-scale scene captured by a particular imaging technique appears
to be a miniature to human eyes. Such images are captured by using an imaging system
in which the image plane is tilted with respect to the optical axis of the lens. This illusory
phenomenon suggests that the image contains information regarding the scale of the scene
and that human vision can extract this information and recognize the scene scale from a
single image.
In this paper, a simple algorithm for scale recognition is presented and its working using
a real image is demonstrated. Although it is obvious that the existence of defocus blur
in the image that simulates a shallow DOF plays an essential role in the scale estimation,
it is shown that this alone is not sufficient to explain the estimtation mechanism. By
incorporating a few assumptions, it is theoretically shown that scale estimation is made
possible when (1) the 3D structure of the scene can be recovered from the image and
furthermore, (2) the structure is combined with the defocus blur.
Since the defocus blur depends not only on the scene depth but on the lens aperture,
the human visual system is considered to use some sort of prior knowledge to compute
the scale of scenes from the miniature scene images. There are two potential candidates
of such a prior knowledge. One is the knowledge with respect to the appearance of real
miniature scenes that is derived from the previous experiences with the photographs of
real miniature scenes. The other is that, based on daily visual experiences, the visual
system understands that depth-of-field tends to be narrow (at the range of varying pupil
size) for proximal objects. The results conducted using the proposed system imply that
the latter is more plausible. In the case of photographs, people can gaze at blurry parts of
the images, whereas they cannot do so for real scenes. The proposed system simulated the
visual experience of seeing a real scene, and nevertheless the viewer had the impression
of miniature scenes.
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CPUが Intel Pentium4（動作周波数 3.2GHz），メモリは 1GBであり，画像提示用PCは
CPUが Intel Xeon 5160（動作周波数 3GHz），メモリは 3GBである．システムの外観図
を図 2.2 に示す．ディスプレイと被験者の距離はおよそ 500mmである．
2.2 視線の計測































Step 1. Set i = 0 and v = s[0] . Output v as the value at time t = 0.
Step 2. Set i = i + 1.
Step 3. If s[i] > v + δ, then set v = s[i] − δ.
If s[i] < v − δ, then set v = s[i] + δ.
Step 4. Output v as the value at time t = i.





































直な軸を x 軸とおき，画像面の中心でフォーカスが合う状態を保持して画像面を x 軸回
りに角度 ϕ 回転させた状態である．このとき，画像面が回転することで画像の中心以外









d ≈ D tan ϕ
v
y, (3.2)






図 3.4 に示すように画像面の傾いていない通常の撮像系を考える．レンズに対し θ 傾
きがある平面シーンを撮影したとする．フォーカスはレンズからの距離 u にあわせ，画


























































ことにより生み出される自然なボケ式 (3.6) を比較すると，ボケの大きさ d は共にレン
13
ズ口径 D と画像の y座標 y に比例していることが分かる．両者の違いは比例係数であ
る．人工的なボケは，画像面の傾き ϕ の正接を画像面と光学中心までの距離 v で割った
















ンは平面シーンであると限定する．また，図 3.4 の座標系を用いて考える．式 (3.6)より，













仮定 1 ボケの比例係数 α は画像から推定できる．
仮定 2 レンズの口径 D が既知である．
仮定 3 平面の傾き θ は画像自体から幾何学的な手法により計算できる．
仮定 1の下，式 (3.7)では α が既知で右辺に３つの未知数（レンズ口径 D ，シーンの

















めにスキューを 0，アスペクト比は 1 そして画像中心は画像の中心にあるとする．
この設定の下，シーンの対象としている消失線が画像上で特定でき，さらに v につい
ても推定できる場合に仮定 3が成り立つ．画像の中心から消失線までの距離を l とする，








この式から，l，v が与えられれば θ を決定できることが分かる．






p2 = 0, (3.9)
が成り立つ [20]．ここで先ほどの仮定から K は
K =













of the lens aperture
図 3.6: シーンのスケール推定アルゴリズム概要
3.2.3 画像のボケと平面の傾き角推定の融合によるスケールの計算
仮定 2，仮定 3が成り立つとき，つまりレンズ口径 D が既知で平面の傾き θ が画像か
ら推定できる場合，式 (3.7)に基づき，ボケの比例係数 α よりカメラからシーンまでの距






























y1, . . . , yn ，その位置での局所領域の特定の周波数のパワーを計算し，計算されたパワー




















x′ = x cos θ + y sin θ, (3.12)

















と関連付ける．パラメータ b はバンド幅を表す．ここでは b = 1 とし，λ ≈ 0.56σG とし
た．カーネルの方向 θ については，[0 : π] から 12点のサンプルを選んだ．ガボール核の
応答の二乗の，領域と角度 θ にわたる和を計算し，これを画像各点での空間周波数 1/λG
におけるパワーとした．
画像の PSFを，等方性のガウス関数とする．PSFは




















によって与えられる．ボケが無い（θ = 0）画像に対応する．周波数 1/λG のガボール変














したがって，画像のボケが画像の高さ y （y = 0 でピントが合うとした）に比例する
σ = αy, (3.18)



















図 3.7 の画像にアルゴリズムを適用し，計算の例を示す．画像サイズは 910× 609 画素
である．アルゴリズムは図 3.6に示すように 3つの部分からなる，一つ目はシーンの平面
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図 3.8: v′ と θ の幾何学的復元に用いた直行する平行 2直線
の傾き角 θ を求める部分．2つ目はボケの係数 α を求める部分．そして 3つ目がこれら
2つの計算結果からシーンの絶対奥行き u′ を決定する部分である．
まず，シーンの平面の傾き角 θ の算出を行う．画像に，互いに直行する 2組の平行 2直
線の組があるので，これらからまず消失点 p1，p2 を求める．次に式 (3.9)から v を計算
する．また消失点から消失線を求め，画像中心からの距離 l を計算し，式 (3.8)から平面
の傾き角 θ することにする．画像座標は，画像の中心を原点 (0, 0) とし，スケールは画
像の縦の長さを 1 とする．図 3.8 に示す作図から，平行 2直線の組のそれぞれの消失点
は p1 ≡ [−12.5, 1.10, 1]⊤ と p2 ≡ [0.44, 1.10, 1]⊤ となる．式 (3.9)より v ≈ 2.07 となる．
消失線は 2つの消失点を通る直線であり，画像中心からの距離を求めると l = 1.10 とな
る．これらを式 (3.8)に代入すると，tan θ ≈ 1.87 であり，平面の傾き角は θ ≈ 62◦ と得
られる．
次にボケのサイズの空間変化の係数 α を求める．これは平面シーンを仮定した場合 y
座標に比例するものであった．元画像のサイズは 910 × 606 であり，これを 900 × 64 の
サイズの矩形領域に分割し，角領域でパワー（(3.19)式の総和）を計算する．図 3.9 の右
のプロットが，このパワーの y 座標に対するプロファイルである．縦軸は，最大パワーを
1 に正規化した相対パワーで，横軸は画像の y 座標（単位は画素）である．焦点は合って
いる y = 330 の水平な線上の領域においてパワーが最大値となっている．同時にプロッ
トしてある曲線は，α = 0.005, 0.01 および 0.02 の場合の理論曲線である．これらとの比
較により，α = 0.01 程度と決定できる．
以上の結果である．tan θ = 1.87 と α = 0.01 を式 (3.7)に代入することで
























期 0.33[1/画素]における測定されたパワーのプロファイルと，その α = 0.005, 0.01 およ
び 0.02 における理論プロファイル．画像座標 (y ∈ [0 : 609]) は図 3.8で使われているも
のと異なることに注意する．焦点は y = 341の直線上であっている．



















カメラのイメージセンサに入ってくる光の放射照度 I と画像輝度値 M の関係は一般
に非線形である．つまり，放射照度 I と 画像の輝度値 M の関係は，非線形関数 f を用
いて，


























Optical lens Image sensor
図 4.1: 画像の生成プロセス
放射照度 I の間には比例関係 I ∝ L が成り立つ [22]．イメージセンサ上の放射照度を画
像の明るさに変換する際の非線形変換をカプセル化して表現した式がカメラレスポンス
関数である．イメージセンサ上に xy 座標をとり，センサ上の放射照度を I(x, y) とおく．
また同じ座標でカメラから出力される画像の明るさを M(x, y) とおくと








の放射照度を I(x, y) ，デフォーカス画像の放射照度を I ′(x, y) とおくと，二つはボケの
形状に関係する PSF h(x, y) を用いて以下のようになる．
I ′(x, y) = I(x, y) ∗ h(x, y), for(x, y) ∈ D (4.3)
ここで ∗ は 2次元畳み込み演算， D は画像の領域全体である．
フォーカスのあったシャープな画像の放射照度 I(x, y) と輝度値 M(x, y) ，デフォーカ
スによるボケ画像の放射輝度 I ′(x, y) と輝度値 M ′(x, y) の関係を図 4.2 に示す．この図
より，フォーカスのあったシャープな画像の輝度値M(x, y) からデフォーカスのよるボケ
画像の輝度値 M ′(x, y) を得るためには， M(x, y) に対し逆レスポンス関数を作用させ一
度放射照度に変換する．そしてボケのPSF h(x, y) を畳込んだ後にレスポンス関数を作用
させることで デフォーカスを再現したぼけ画像の輝度値 M ′(x, y) が得られることが分か
る．この関係を式に表すと次のようになる．
M ′(x, y) = f
(



















































M ′ (x, y) − f
(
f−1 (M (x, y)) ∗ h (x, y)
)}2









y = g (x) ≡ f−1 (x) , (4.6)
をパラメトライズする．定義域と値域をそれぞれ区間 [0 : 1]に正規化して考える．正方
領域 (x, y) ∈ [0 : 1] × [0 : 1]に，n + 1個のサンプル点 (xi, yi) (i = 0, . . . , n + 1) を与え，
y = g (x)は，これらをつなぐ PCHIPの補間曲線として与える．
サンプル点の x座標は，最初と最後の点が区間 [0 : 1]の境界に来るようにとる：











よって決まる．逆レスポンス関数の値域においても正規化のため yn+1 = 1である．そし
て，逆レスポンス関数 gのmonotonicityの条件から，残りのサンプル点の y座標には，以
下の不等式条件を課す．
0 ≤ y1 (4.9a)
yi ≤ yi+1 i = 1, . . . , n (4.9b)
逆カメラレスポンス関数 y = g(x)は，n個の変数 y = [y1, . . . , yn] によってその形状を変
える．そのため，gy(·) と書く．
カメラレスポンス関数とPSFの交互推定






{gy (M ′) − gy (M) ∗ h}2 dxdy. (4.10)
式 (4.5)を最小化しないのは，そのようなhを求める問題は非線形であるからである．フー
リエ変換を用いると hは以下のように線形計算できる．
ĥ(x, y) = F−1
[
F [I ′]
F [I] + ϵ
]
, (4.11)
ただし，I ′ = g(M ′)，I = g(M)，ϵは正則化のため微小な定数である．逆レスポンス関数
のmonotonicityから，関数の推定値が不正確であっても，PSFの推定は安定になる．
次に推定したPSFを固定し，式 (4.5)を最小化する yを求める．式 (4.5)を gy(·)を用い
て書き直し，逆関数に数値的配慮を行うと，




M ′ − g−1y (Ny1 [gy (M) ∗ h])
}2
dxdy, (4.12)
となる．ここでNy1 [·]はNy1 [I] = max(min(I, 1), y1)で与えられる関数であり，g−1の定
義域を [y1 : 1]とすることを保証する．逆関数 g−1y (·) は，数値的に処理する．すなわち
y = gy(x)を，数百点のオーダで細かくサンプリングし，テーブルを作って y → xの計算
を近似的に行う．
J の最小化は，不等式制約 (4.9b)の下で行う．アルゴリズムは次のようになる．
Step 1. Initialize y ← y0.
Step 2. Compute I(x, y) = gy(M(x, y)) and I
′(x, y) = gy(M
′(x, y)).
Then update the PSF h(x, y) by (4.11).
Step 3. Update the response curve parameter bmy by minimizing J of
(4.12) subject to the inequalities (4.9b).
Step 4. Stop if converged. Otherwise, go to Step2.
24









































u にあるにフォーカスをあわせた場合，レンズからの奥行きが u 以外だとフォーカスが





















































と与えられる．ここで標準偏差 σ はボケの程度を表し，式 (4.15) より得られるボケの大
きさ b との間には σ ∝ b の関係が成り立っているものとする．
ボケ画像の合成
カメラレスポンス関数を R，画像座標 (x, y) の位置のPSFをB(i, j; σ(x, y))と表すと，
全焦点画像 I から作るぼけ画像 I ′ の関係は




R−1 (I(i, j)) B(x − i, y − j; σ(i, j))∑
(i,j)∈D
















































∣∣∣∣u − u′u′ − f
∣∣∣∣ (4.18)
となる．ここで，図中の e は奥行き u にある物体のフォーカスがずれることにより境界




















予測は上でのべたとおりである．ボケ合成の一連の流れを図 4.13 に示す．ここで Lk は







[(LkAk) ∗ Bσk ] · Mk (4.20)
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図 4.14: 合成ボケ画像 1
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全焦点画像 奥行マップ
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図 4.15: 合成ボケ画像 2
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全焦点画像 奥行マップ
デプス 0 デプス 43
デプス 85 デプス 128
デプス 170 デプス 255
図 4.16: 合成ボケ画像 3
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図 4.17: 合成ボケ画像 4
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図 4.18: 合成ボケ画像 5
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