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Abstract
Computers have led society to the information age revolutionizing central aspects of our lives from
production and communication to education and entertainment. There exist, however, important
problems which are intractable with the computers available today and, experience teaches us, will
remain so even with the more advanced computers we can envision for tomorrow.
Quantum computers promise speedups to some of these important but classically intractable
problems. Simulating physical systems, a problem of interest in a diverse range of areas from testing
physical theories to understanding chemical reactions, and solving number factoring, a problem at
the basis of cryptographic protocols that are used widely today on the internet, are examples of
applications for which quantum computers, when built, will offer a great advantage over what is
possible with classical computer technology.
The construction of a quantum computer of sufficient scale to solve interesting problems is,
however, especially challenging. The reason for this is that, by its very nature, operating a quantum
computer will require the coherent control of the quantum state of a very large number of particles.
Fortunately, the theory of quantum error correction and fault-tolerant quantum computation gives
us confidence that such quantum states can be created, can be stored in memory and can also be
manipulated provided the quantum computer can be isolated to a sufficient degree from sources of
noise.
One of the central results in the theory of fault-tolerant quantum computation, the quantum
threshold theorem shows that a noisy quantum computer can accurately and efficiently simulate
any ideal quantum computation provided that noise is weakly correlated and its strength is below
a critical value known as the quantum accuracy threshold. This thesis provides a simpler and
more transparent non-inductive proof of this theorem based on the concept of level reduction. This
concept is also used in proving the quantum threshold theorem for coherent and leakage noise and for
quantum computation by measurements. In addition, the proof provides a methodology which allows
us to establish improved rigorous lower bounds on the value of the quantum accuracy threshold.
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1Chapter 1
Prologue
1.1 The Quantum Computer
Trying to introduce the concept of quantum computation, it is tempting to begin by saying that
quantum computers are computing devices that operate according to the laws of quantum mechanics.
But, on second thought, this description is not very informative since quantum mechanics, in so far
as it is a complete natural theory, describes every physical computing device and, so, even classical
computers. What distinguishes quantum from classical computers is that the operation of the former
is based on the two distinctively quantum-mechanical effects of interference and entanglement that
do not appear in classical physics. So this is how I would describe in one phrase quantum computers
to those who have taken a basic course in quantum mechanics: a quantum computer is an interference
device of many entangled computation paths. Just as an interference pattern can appear by preparing
a particle in a superposition of different geometric paths which are then combined to interfere,
the output of a quantum computer is obtained by preparing the quantum bits in a superposition
of different classical computation states which are also combined to interfere producing the final
computation answer.
This immediately leads to the problem of dealing with noise in quantum computation. If we think
of a quantum computer as a big interference device, it is important to ask whether it is practically
possible to construct such a device in a way that the arbitrarily complex interference effect will not
disappear due to the fact that the components of the computer are not perfectly accurate. After
all, we know that the interference pattern in a double-slit experiment disappears if it is in principle
possible to know from which slit the particle has passed. So, if we think of a quantum computer as
executing a computation which resembles a very complex interference experiment, it is natural to
worry that the complexity of the computation will make it impossible in practice to maintain the
complex superpositions of states and observe an interference effect at the end of the computation.
But before I address the problem of constructing robust quantum computers which is the main
topic of this thesis, I should first mention the indications we have about their greater computational
2power relative to classical computers. Historically, it was first Feynman [4, 5] and Deutsch [6, 7]
who realized that simulating certain quantum systems on classical computers apparently requires
time that scales exponentially with the size of the simulated system (e.g, the number of particles),
and suggested that a more natural simulator for quantum systems is a computer which is quantum
itself. Mathematical models of quantum computation were also previously discussed by Manin [8], by
Benioff [9], and by Peres [10]. The computational power of quantum computers has been investigated
extensively since these first proposals. Today, proposed quantum computing applications range from
general-purpose quantum simulations and simulators of local quantum field theories (e.g., [11, 12,
13, 14, 15]), to understanding the physics of condensed-matter systems and computing ground-state
energies of complex molecules (e.g., [16, 17, 18]). But certainly, the strongest evidence for the power
of quantum computers comes from Shor’s discovery of a polynomial-time quantum algorithm [19]
for finding the prime factors of composite numbers and computing the discrete logarithm. Although
there is no proof, it is believed that no polynomial-time classical algorithm exists for these two
problems. In fact, the belief in the hardness of these problems has led to their use in the public-key
cryptography systems RSA and Diffie-Hellman which are widely used on the internet. More recent
results on quantum algorithms include Grover’s quantum algorithm [20] for unstructured search
problems which offers quadratic speedups over classical search algorithms and Hallgren’s quantum
algorithm [21] for Pell’s equation which is exponentially faster than any known classical algorithm.
The remaining of this introductory chapter is structured as follows: In §1.2, I give a short
introduction to quantum computation. I begin by discussing the formalism of quantum mechanics
and the theory of physical operations. Then, I introduce the circuit model of quantum computation,
including the standard notation for elementary quantum operations and quantum circuit diagrams.
Next, I discuss how imperfections in implementing the elementary operations during the execution
of a quantum algorithm relate to the accuracy of the final computation result. Finally, I introduce
the notion of universal quantum computation and discuss how a quantum computer being able to
execute gates from a finite gate set can efficiently simulate any quantum computation to any desired
accuracy. In §1.3, I briefly present the main results in the theory of quantum error correction. I
begin by discussing the differences between classical and quantum coding and then I state the formal
criteria for quantum error correction. Finally, I introduce the stabilizer formalism that enables a
succinct description of a large class of quantum codes and use this formalism to describe CSS
quantum codes which are especially advantageous for fault-tolerant quantum computation.
1.2 Introduction to Quantum Computation
Computers are physical devices that run algorithms. Intuitively, an algorithm is a set of instructions
that given some input produce as an output the answer to some problem. In fact, the Church-
3Turing thesis—really, a hypothesis about the nature of computers—states that for any function that
we intuitively consider computable there exists a corresponding algorithm computing the function
that runs on a (universal) Turing machine given sufficient time and memory space (see, e.g., Sipser’s
introductory book on the theory of computation [22]). The interesting content of this thesis is that it
identifies our intuitive notion of what it means to be able to compute a function with the algorithms
that Turing machines can run. As a corollary to this thesis, any computer is as computationally
powerful as a universal Turing machine if we do not consider any time or memory limitations.
Even though any computer can theoretically run any algorithm, efficiency considerations are
important for determining which algorithms can be executed in practice. To classify algorithms
according to their efficiency, one typically considers how the time and memory space for running an
algorithm depend on the size of the input to the algorithm, where the size of the input is measured
in the natural units for the problem considered (e.g., number of binary digits when the input is
an integer). Another fundamental thesis in the theory of computation, the strong Church-Turing
thesis, states that (probabilistic) Turing machines can efficiently simulate any other realistic model
of computation. In other words, any realistic computing device can simulate any other one with a
slowdown which scales at most as a polynomial with the size of the input. The word realistic should
be understood as referring to computing devices that can be constructed and they are scalable, i.e.,
can be extended to receive inputs of any size; e.g., one should probably exclude analog classical
computers whose power relies on manipulating real numbers of unlimited precision and which are
believed to be extremely vulnerable to inaccuracies and noise.
Quantum computers pose a challenge to the strong Church-Turing thesis. In particular, as I very
briefly discussed in the previous section, there are problems for which efficient quantum algorithms
exist and no efficient classical algorithms are known. Certainly, at this point one might ask whether
quantum computation classifies as a realistic model of computation. To address this question, I will
next first describe the standard quantum circuit model of computation. Then, I will discuss the
issue of accuracy and universality in quantum computation. As we shall see, the power of quantum
computers stems from the parallelism that characterizes the quantum world, and this power is not
lost if we consider the limited precision with which we can execute the elementary operations in a
quantum algorithm.
1.2.1 Quantum Mechanics and Qubits
Nobody who is not acquainted with the quantum theory and the basic notions of quantum compu-
tation should expect to learn them from my thesis. Nevertheless, it would be inappropriate to start
without briefly reviewing the basic formalism of quantum mechanics and some basic results from the
theory of physical operations—I advise the uninitiated reader to study the first chapters in Nielsen
and Chuang’s book [23] and, going into more depth, Preskill’s lectures notes [24] and Kitaev, Shen
4and Vyalyi’s book [25].
Quantum mechanics is a mathematical theory for the description (and prediction) of outcomes
of experiments on physical systems. Let us first consider closed physical systems, i.e., systems which
can be described in complete isolation from their surroundings. Quantum mechanics associates with
such a closed system a quantum state, |ψ〉, which is a vector of unit length in a—finite-dimensional,
for our purposes—complex inner-product vector space H (i.e., a Hilbert space). Overall phases are
irrelevant, i.e, ∀θ ∈ R, ∀|ψ〉 ∈ H, eiθ|ψ〉 describes the same state as |ψ〉.
Consider the space of bounded operators B(H) defined in H. To each measured quantity, x,
there corresponds a self-adjoint (i.e., Hermitian) operator or observable, xˆ ∈ B(H), such that the
possible outcomes when a measurement of this quantity is performed are given by the eigenvalues,
{xi}, of xˆ. The probability of obtaining the ith outcome, xi, when a measurement of x is performed
on a system prepared in the state |ψ〉 is given by
Prob(xi) = ||Pxi |ψ〉||2 = 〈ψ|Pxi |ψ〉 , (1.1)
where 〈ψ| ≡ (|ψ〉)† (‘†’ denotes Hermitian conjugation), and
Pxi ≡
∑
j:xˆ|xj〉=xi|xj〉
|xj〉〈xj | (1.2)
is the projector onto the eigenspace of xˆ corresponding to eigenvalue xi. After the measurement, the
system is described by the state Pxi |ψ〉 up to normalization—we say that the measurement collapses
the initial state |ψ〉 to the state Pxi |ψ〉. The requirement that xˆ is Hermitian implies that all its
eigenvalues are real and its eigenvectors form an orthonormal basis spanning H.
Given the state |ψ(to)〉 at some time t0, its time evolution is governed by the Schro¨dinger equation
∂t|ψ(t)〉 = −iH |ψ(t)〉 , (1.3)
where ∂t denotes the partial derivative with respect to time, H is a Hermitian operator (the Hamil-
tonian of the system) and ~ = 1. Equation (1.3) implies that the system dynamics is unitary, i.e.,
the quantum state at time t is |ψ(t)〉 = U |ψ(t0)〉, where U = exp(−iHt) is a unitary operator.
In analogy with classical computation where the basic carriers of information are bits, in quan-
tum computation the carriers of information are quantum bits or simply qubits. Qubits are two-
dimensional quantum systems such as, e.g., spin 1/2 particles.1 A basis for operators in a two-
1Depending on the actual experimental situation, a qubit can be formed by any two levels in a multilevel quantum
system; e.g., a qubit can be defined by the ground and first excited state of an ion.
5dimensional Hilbert space can be formed by the three Pauli matrices,
X ≡ σ1 =

 0 1
1 0

 ; Y ≡ σ2 =

 0 −i
i 0

 ; Z ≡ σ3 =

 1 0
0 −1

 , (1.4)
and the identity operator I ≡ σ0 = diag(1, 1). A useful observation is that the Pauli matrices are
unitary and Hermitian. The Pauli matrices are, in fact, related to the operators Ji =
1
2σi which
generate the rotation group SU(2) in two dimensions: a rotation around the unit-vector ~n ∈ R3 by an
angle θ ∈ R is given by U~n(θ) = exp(−i ~n· ~J θ) = cos(θ/2)I − i ~n·~σ sin(θ/2), where ~σ ≡ (σ1, σ2, σ3).
Unlike the state of a bit which is either 0 or 1, the state of a qubit is a unit vector in a two-
dimensional Hilbert space, H = C2. According to the standard convention, we can choose a basis for
C2 to be formed by the eigenvectors of the Pauli Z operator: one basis state is the +1 eigenvector
which we label |0〉 and the other basis state is the −1 eigenvector which we label |1〉. Then, an
arbitrary single-qubit state can be written in the form |ψ〉 = α0|0〉 + α1|1〉, where α0, α1 ∈ C and
|α0|2 + |α1|2 = 1 in order for |ψ〉 to be normalized to have unit length. The basis {|0〉, |1〉} (and its
obvious generalization to more than one qubits) we will often refer to as the computation basis since
it corresponds to the basis along which classical computation is phrased.
Qubits generalize classical bits since not only can they be in the two orthogonal states |0〉 and
|1〉, but they can also be in superpositions of these two states. Similarly, if we consider some number
n > 1 of qubits, the quantum state, |ψ(n)〉, that describes them is a unit vector in a 2n-dimensional
Hilbert space; hence, it can in general be written as a superposition of all n-bit strings,
|ψ(n)〉 =
1∑
i0=0
1∑
i1=0
· · ·
1∑
in−1=0
αi0,...,in−1 |i0i1 · · · in−1〉 , (1.5)
where αi0,...,in−1 ∈ C are arbitrary amplitude coefficients subject to the constraint that |ψ(n)〉 is
normalized. Quantum states such as |ψ(n)〉 allow us to talk about quantum parallelism since the n
qubits appear to be in all 2n possible classical bit configurations in parallel. And since both the
norms and phases of the amplitude coefficients are important to determine a quantum state, we often
say that |ψ(n)〉 is a coherent superposition of the different computation-basis states (as opposed to
a probabilistic superposition that could result by picking each computation-basis state at random
according to some probability distribution).
In equation (1.5) we have chosen to express |ψ(n)〉 in terms of the n-qubit computation basis,
{|i0i1 · · · in−1〉}. In general, a different orthonormal basis could have been used which would have
resulted in different amplitude coefficients. In fact, it could be the case that for a particular choice
of basis all amplitudes become zero except for a single one. Then, |ψ(n)〉 expressed in this basis
is just a tensor product of single-qubit quantum states, i.e., |ψ(n)〉 = |ψ0〉 ⊗ |ψ1〉 ⊗ · · · ⊗ |ψn−1〉
6for some states {|ψi〉}; such states are called product states. Quantum states which are not product
states—i.e., states for which, independent of the choice of orthonormal basis, at least two amplitudes
are non-zero—are called entangled.
1.2.2 Open Systems and the Theory of Physical Operations
Although as illustrated by the Gottesman-Knill theorem [42, 23] entanglement is not sufficient
by itself to guarantee that a quantum computation cannot be efficiently simulated on a classical
computer, generating and manipulating highly entangled states is certainly necessary to giving
quantum computers their greater power2. Unfortunately, it is a fact that entanglement is very
fragile and noise or systematic hardware imperfections tend to induce decoherence by destroying
quantum superpositions.
To obtain a general description of decoherence processes, it is convenient to consider the qubits
of our quantum computer as comprising an open physical system with Hilbert space HS which
is part of a larger closed system with Hilbert space HSB including all sources of noise. (Often,
we will call HS the system and its “complement” HB inside HSB the environment or bath; then,
HSB = HS ⊗HB .) The quantum state describing the open system is, in general, no longer a unit
vector in HS . Instead, it is an operator, ρ ∈ B(HS), which we call a density matrix. Density matrices
are Hermitian, positive semidefinite and have unit trace. Just as in closed systems, the evolution
of the density matrix of an open system due to dynamics that only involve the open system itself
is unitary: when the Hamiltonian of the open system is HS , the unitary evolution for time t is
given by US = exp(−iHSt) and the initial density matrix ρ evolves to USρU †S . Also, the probability
of obtaining the ith outcome, xi, when the quantity x is measured is Prob(xi) = Tr(Pxiρ), and
the measurement leaves the open system with the post-measurement density matrix PxiρP
†
xi up to
normalization.
The density-matrix formalism generalizes the formalism describing closed systems since the latter
can be recovered if one identifies ρ = |ψ〉〈ψ|. Moreover, the density-matrix formalism has the
advantage of allowing us to describe parts of a closed system without giving a description of the
dynamics in the entire closed system. In particular, restricting our attention to HS , it is possible
to obtain a useful characterization of the most general evolution of its state which is consistent
with some “reasonable” requirements about such an evolution. This characterization is given by the
Kraus representation theorem that is stated next.
Theorem 1 (Kraus Representation Theorem [26, 24]). Let ρ be the initial density matrix of a system
with Hilbert space HS. Let a set of operators {Mk} with Mk ∈ B(HS) such that
∑
kM
†
kMk = IS
2Although, of course, there is no proof but only strong evidence that BQP, i.e., bounded-error polynomial-time
quantum computation, is strictly more powerful than BPP, i.e., bounded-error probabilistic polynomial-time classical
computation.
7(where IS is the identity operator in HS). Then, {Mk} defines the quantum operation, or super-
operator,
E : ρ→
∑
k
MkρM
†
k . (1.6)
Furthermore, for any linear quantum operation, E, that satisfies the requirements that (i) E(ρ) is
Hermitian, (ii) E(ρ) has unit trace, and (iii) E(ρ ⊗ IC) is positive semidefinite (where IC is the
identity operator in any other Hilbert space, HC , different than HS), there exists a set, {Mk}, of
Kraus operators as defined above such that the operation can be written in the form (1.6).
Requirements (i) and (ii) are consequences of requiring that E(ρ) be a density matrix. Require-
ment (iii) is known as the requirement for complete positivity. If we would forget about HC , then
(iii) would just be the requirement that E(ρ) is positive semidefinite as is required for any density
matrix. Complete positivity imposes the additional, innocuous looking, requirement that E evolves
the density matrix ρ⊗ IC for any HC decoupled from HS also to a density matrix.
Superoperators and Stochastic Processes
Imagine a quantum operation, N , describing noise acting on our quantum computer which, at
some point during the computation, is in the state ρ. We often consider a noise model where one
of the Kraus operators is proportional to the identity operator IS , M0 =
√
1− p IS for some real
constant 0 ≤ p ≤ 1. All other nonidentity Kraus operators will satisfy ∑k 6=0M †kMk = pIS . In this
situation, we can interpret N as a stochastic process which with probability p applies some error to
our quantum state ρ and with probability 1− p leaves the state unchanged.
To make the correspondence between N and a stochastic process more concrete, let us consider
an additional system, the “bath,” with Hilbert space HB such that the dimension of HB is at least
equal to the number of Kraus operators describing N . Letting {|k〉B} be an orthonormal basis in
HB, we can consider the isometry defined by
USB : ρ⊗ |0〉〈0|B →
∑
k,l
MkρM
†
l ⊗ |k〉〈l|B , ∀ρ ∈ B(HS) . (1.7)
USB can be extended to a unitary in HS ⊗HB and, furthermore, if we trace over the bath we find
TrB
(
USB (ρ⊗ |0〉〈0|B)U †SB
)
=
∑
k
MkρM
†
k , (1.8)
whereMk ≡ B〈k|USB|0〉B. We can therefore interpret N as describing a process in which our system
interacts with some bath in an initial state |0〉B via the unitary USB, followed by a measurement
on the bath along the orthonormal basis {|k〉B} whose outcome is unknown; outcome k occurs with
probability M †kMk, in which case the post-measurement system state is proportional to MkρM
†
k .
8In particular, if M0 =
√
1− p IS , then the outcome k = 0 occurs with probability 1 − p and the
post-measurement state in HS is the initial state ρ, consistent with our interpretation in the previous
paragraph.
1.2.3 The Quantum Circuit Model
After this brief introduction to quantum mechanics and the problem of decoherence, it is time to
describe the standard circuit model of quantum computation. Since quantum circuits generalize
classical circuits, it is natural to start by describing classical computation in terms of circuits.
A classical circuit is a representation of a Boolean function as a composition of other, more
elementary Boolean functions. We consider boolean functions—also often called gates—of the form
f : Zn2 → Z2; i.e., they take a n-bit input to a one-bit output. Let us first fix some set, G, of
gates which we will call our gate set or basis. Gates in G play the role of the abstract elementary
hardware components of a general-purpose classical computer, and they each have a fixed constant
number of input bits. Then, a circuit for computing the Boolean function g : Zn2 → Z2 is a finite
sequence g1, g2, . . . , gm of gates in G such that g(y) = (gm ◦ · · · ◦ g2 ◦ g1)(y), ∀y ∈ Zn2 . In order to
be well defined, this gate sequence should be represented as an acyclic directed graph, or circuit:
The vertices of the graph correspond to the gates and edges denote bits; the inputs to a gate are
a subset of the bits of the input y, a subset of the output bits from preceding gates, and possibly
some ancillary bits; the outputs of a gate are either input to succeeding gates or are part of the
final computation output. A gate set, G, is called universal if for every Boolean function g, there
exists a circuit using gates from G that computes g. Examples of universal gate sets are the sets
{¬,∧}, {¬,∨}, and {Λ2(X)}; here ∀a, b, c ∈ Z2, ¬(a) = a+1, ∧(a, b) = a · b, ∨(a, b) = ¬(∧(¬a,¬b)),
Λ2(X)(a, b, c) = (a, b, (a · b) + c), and arithmetic is done modulo 2.
To go from classical circuits to quantum circuits we first need to change from bits to qubits:3 a
quantum computer processes the state of some finite number, n, of qubits which are each initialized
in some fixed single-qubit state, say |0〉. Quantum computation proceeds by applying a unitary
transformation to these qubits, followed by a final measurement along the computation basis on some
subset of them. In analogy to classical circuits, a quantum circuit is a representation of a unitary
transformation that acts on n qubits as a finite sequence of elementary unitary transformations
or, simply, quantum gates which operate on a fixed constant number of qubits. These elementary
quantum gates play the role of the basic hardware operations of our quantum computer and they
can be chosen from a finite universal gate set which we may again denote by G.
In a straightforward generalization of this definition of quantum circuits, we may allow initializing
each qubit in a different single-qubit state. We may also allow intermediate measurements whose
3The discussion in this and the following chapters could be generalized if d-dimensional systems, qudits, were used
instead. But, for simplicity, we will restrict ourselves to discussing qubits.
9outcome is used to control quantum gates on other qubits, and also measurements along different
bases than the computation basis. However, we do not allow initialization in more complicated multi-
qubit states or measurements along the eigenbases of multi-qubit observables. This is important in
order not to hide some of the complexity of the algorithm realized by the quantum circuit in the
initial preparation or the final measurement. With this definition, the complexity of a quantum
algorithm can be related to the size of its quantum circuit, i.e., the minimal number of gates from
G required to realize the algorithm.
The finiteness property of G is emphasized because unitary transformations form a continuum.
It could be possible to allow G to contain, e.g., all single-qubit rotations, U~n(θ), ∀~n ∈ R3, ∀θ ∈ R.
However, when we consider different physical implementations of quantum computation, it is more
natural to only demand that the same finite set of unitary transformations is realized in all of them.
More importantly, as we will discuss in the last chapter, fault-tolerant implementations are possible
for gates in a finite set but not for gates in a continuous set.
Due to the continuum of unitary operations, the universality property of our gate set, G, is more
subtle than in the classical case: The most general gate we can apply to the n initial qubits is a
unitary transformation in the unitary group in 2n dimensions, U(2n). But of course, since our gate
set is finite, there will be gates in U(2n) which we will be unable to implement exactly using a finite
sequence of gates in G. However, as we will discuss in §1.2.5, there exist finite gate sets for which
any unitary in U(2n) can be approximated to any desired accuracy using a quantum circuit with
a finite number of gates from G. It is such finite gate sets that we will call universal for quantum
computation.
Quantum circuits can be represented by space-time diagrams. In these diagrams, time usually
progresses from left to right, lines correspond to the “world lines” of qubits and quantum gates
are denoted by boxes applied on a subset of these qubits (although, as we will see next, for some
gates we use a special notation). The notation for the most common operations in quantum circuit
diagrams is shown in figure 1.1, and figure 1.2 gives an example of a quantum circuit. Apart from
the Pauli operators in equation (1.4), other common single-qubit rotations are the Hadamard gate,
H ≡ 1√
2

 1 1
1 −1

 , (1.9)
the phase gate,
S ≡ exp
(
−iπ
4
Z
)
= e−i
pi
4

 1 0
0 i

 , (1.10)
and the π/8-gate, T ≡ S1/2. We will also often use the two-qubit controlled-not gate, cnot, which
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Single-qubit preparation
in the state |ψ〉 |ψ〉
Single-qubit measurement
along the eigenbasis of
the observable A >=

A
Single-qubit rotation U U
Controlled-U
•
U
Controlled-controlled-U
•
•
U
Figure 1.1. Notation for the most common quantum operations. Controlled-U applies U on the
second, target, qubit when the first, control, qubit is in the state |1〉, otherwise it acts as the identity.
Similarly, controlled-controlled-U applies U on the third, target, qubit when the first two, control,
qubits are both in the state |1〉, otherwise it acts as the identity.
|ψ〉 •
>=

X
•
|0〉 H •  >= Z
|0〉  X Z
Figure 1.2. An example of a quantum circuit; the direction of time is from left to right. Here, one
qubit in the state |ψ〉 and two ancillary qubits initialized in the state |0〉 interact by a sequence of
Hadamard and cnot gates. Finally, the first qubit is measured in the eigenbasis of the operator
X and the second in the computation basis. Conditioned on the measured eigenvalues being −1,
corrective gates are then applied on the third qubit. It can be verified that the state of the third
qubit at the output is |ψ〉; i.e., the circuit teleports the state of the first qubit to the third qubit [27].
acts in the computation basis as
CNOT : |a, b〉 → |a, a+ b〉, ∀a, b ∈ Z2 , (1.11)
and whose symbol is
•
 , and the controlled-Z gate, cphase, which acts in the computation basis
as
CPHASE : |a, b〉 → (−1)a·b|a, b〉, ∀a, b ∈ Z2 , (1.12)
and whose symbol is
•
• . Finally, we will use the three-qubit controlled-controlled-not or Toffoli
gate, Λ2(X), whose action in the computation basis was given previously and whose symbol is
•
•
 .
1.2.4 Accuracy
In any physical implementation of a quantum computation, the elementary quantum gates will be
executed with some limited accuracy; e.g., the rotation angle in a beam splitter or the length of
a pulse can be specified only to some finite precision. In order for the quantum circuit model to
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be realistic, it is important to show that any desired accuracy for the computation outcome can be
achieved if the accuracy of each gate in the quantum circuit scales at most as an inverse polynomial
in the size, L, of the computation. Equivalently, the number of bits of precision specifying the matrix
elements of each quantum gate will need to scale “slowly” as at most an inverse polynomial in the
logarithm of L [28]. In particular, quantum computers would resemble analog rather than digital
devices if the number of bits of precision scaled as an inverse polynomial in L, since then physical
parameters such as rotation angles or pulse lengths determining the accuracy of each quantum gate
would have to be specified to precision that increased as an exponential in L.
Consider an ideal quantum circuit where the sequence of L gates U1, U2, · · · , UL is applied to
the initial n-qubit state |ψ0〉 where, e.g., |ψ0〉 = |0〉⊗n. The outcome of the quantum computation is
given by a measurement along the computation basis of a subset of the output qubits. Let {q(ideal)i }
denote the ideal probability distribution for the measurement outcomes if all gates in the quantum
circuit were executed ideally, and let {q(actual)i } denote the actual probability distribution for the
measurement outcomes when gates are executed with some limited accuracy. We can then define the
error, δ, of the actual computation as the L1 distance between these two probability distributions,
δ = ||q(actual) − q(ideal)||1 ≡
∑
i
|q(actual)i − q(ideal)i | , (1.13)
and let us note the useful property that ||q(1) − q(2)||1 ≤ 2, ∀q(1), q(2) probability distributions. The
accuracy of the actual computation will then correspond to 1− δ.
A Stochastic Noise Model
If noise is stochastic, then we can associate probabilities with the occurrence of faults during the
computation. Consider the set Ir of r specific gates, and let us assume that the probability of faults
occurring at all gates in Ir is at most pr for some 0 ≤ p ≤ 1. For example, this would be the case
if faults in each gate are described by an i.i.d. process according to which the gate is implemented
ideally with probability at least 1− p and it is replaced by a faulty gate with probability at most p.
If we denote the probability of having at least one faulty gate in the quantum circuit by Pfail ≤ Lp,
q
(actual)
i = (1− Pfail) q(ideal)i + Pfail q(fail)i , (1.14)
for some distribution, {q(fail)i }, for the computation outcome when faults have occurred. Then, we
can upper bound
δ = Pfail
∑
i
|q(fail)i − q(ideal)i | ≤ 2Lp . (1.15)
In order words, some desired final accuracy, 1− δ0, can be achieved if p ≤ δ0/2L.
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A Unitary Noise Model
In many physical situations of interest, there exist however noise processes which are not stochas-
tic; e.g., systematic imperfections in the implementation of the gate Uj could lead to implementing
a different gate U˜j instead. In such a noise model we cannot associate a probability with the event
that a given gate is faulty. Instead, the error, ε, in the implementation, U˜j , of the ideal gate, Uj ,
can be defined using a suitable operator norm. Let us assume that for all gates,
||U˜j − Uj ||sup ≡ sup
|||φ〉||=1
||(U˜j − Uj)|φ〉|| ≤ ε , (1.16)
where the sup operator norm is unity for unitary operators and has the properties
||A+B||sup ≤ ||A||sup + ||B||sup ; ||A ·B||sup ≤ ||A||sup · ||B||sup ; ||A⊗ B||sup = ||A||sup · ||B||sup .
(1.17)
We first note that the ideal probability distribution of the measurement outcomes is given in
terms of the ideal final state |ψfinal〉 = UL · · ·U2U1|ψ0〉 as
p
(ideal)
i = ||〈i|ψfinal〉||2 = Tr
(
Piρ
(ideal)
)
, (1.18)
where Pi ≡ |i〉〈i| is the projector onto the final state accociated with the outcome i, and ρ(ideal) ≡
|ψfinal〉〈ψfinal|. Similarly, if |ψ˜final〉 = U˜L · · · U˜2U˜1|ψ0〉 is the actual final state,
p
(actual)
i = ||〈i|ψ˜final〉||2 = Tr
(
Piρ
(actual)
)
, (1.19)
where ρ(actual) ≡ |ψ˜final〉〈ψ˜final|. By substituting in equation (1.13),
δ =
∑
i
|Tr
(
Pi(ρ
(actual) − ρ(ideal))
)
| ≤
∑
i,j
|λj | · 〈λj |Pi|λj〉 ≡ ||ρ(actual) − ρ(ideal)||tr , (1.20)
where {λj} are the eigenvalues of ρ(actual) − ρ(ideal) and {|λj〉} are the corresponding eigenvectors.
Here, || · ||tr denotes the trace norm, ||A||tr ≡ Tr
(√
A†A
)
, ∀A ∈ B(HS) , and in the last step we
have used the completeness relation
∑
i Pi = I. By computing the trace norm in equation (1.20),
||ρ(actual) − ρ(ideal)||tr = 2|||ψ˜final〉 − |ψfinal〉|| ≤ 2||U˜L · · · U˜2U˜1 − UL · · ·U2U1||sup , (1.21)
and finally, by using the triangle inequality of the sup norm and equation (1.16),
||U˜L · · · U˜2U˜1 − UL · · ·U2U1||sup ≤ Lε , (1.22)
which implies δ ≤ 2Lε [28]. Therefore, we arrive at the same conclusion as for stochastic noise,
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except that here ε is a bound on the sup norm distance between the actual and ideal gates instead
of a probability.
A Non-Markovian Noise Model
The situation we just considered corresponds to the case when the actual noisy gates are unitary
operators as, e.g., happens when gate inaccuracies are due to systematic over or under rotations.
Let us now generalize this noise model by considering unitary faults acting between the computer
qubits with Hilbert space HS and a common bath system with Hilbert space HB; here, the bath
is a model for any physically relevant degrees of freedom that have an unwanted coupling to our
computer qubits.
Our ideal gates will now correspond to the unitaries {Uj ⊗ IB}, i.e., they implement the desired
unitary, Uj, in HS and act trivially in HB. Furthermore, let us assume that the actual noisy
implementation of the ideal gate Uj ⊗ IB is the unitary ∆j(Uj ⊗ IB) where ∆j acts on the support
of Uj and on HB. By expanding in the Pauli basis, we may write ∆j = (I ⊗Vj)+Fj ; here, the fault
operator or, simply, fault Fj acts nontrivially in the support of Uj and in some way in HB, and Vj ,
Fj are subject to the constraint that ∆j is unitary (e.g., Vj may describe the self-evolution of the
bath). In analogy to assumption (1.16), let us also assume that for all gates,
||Fj(Uj ⊗ IB)||sup = ||Fj ||sup ≤ ε . (1.23)
In this noise model, the final state of the computation will be
|ψ˜final〉 = ∆L(UL ⊗ IB) · · ·∆2(U2 ⊗ IB) ·∆1(U1 ⊗ IB)|ψ0〉SB , (1.24)
where |ψ0〉SB = |ψ0〉S ⊗ |φ0〉B and |φ0〉B is arbitrary. Consider next expressing the sequence of
unitaries in equation (1.24) as a sum of operators by rewriting each ∆j as I⊗Vj plus the fault Fj and
opening the parentheses. Let us call each operator in this sum a fault path, and consider writing this
sum as a sum of two terms: The first “good” term, Gd, contains a single fault path which corresponds
to the sequence of the unitaries {Uj ⊗ Vj}. The second “bad” term, Bd, is a sum of all remaining
fault paths. This allows us to write |ψ˜final〉 = (Gd+Bd)|ψ0〉SB, where |ψfinal〉 = Gd|ψ0〉SB produces
the ideal outcome statistics. Therefore, || |ψ˜final〉 − |ψfinal〉|| = ||Bd(|ψ0〉S ⊗ |φ0〉B)|| ≤ ||Bd||sup.
Finally, by regrouping the different fault paths in Bd, we rewrite Bd as a sum of terms according to
the appearance of the first fault (using some arbitrary time-ordering convention); i.e., in each term,
some faulty gate is specified, all gates preceding it are ideal and we sum over fault paths that have
or do not have faults in all subsequent gates. There are L terms of this form, each of norm at most
ε. Thus, by upper bounding the norm of the sum by the sum of the norms, we obtain ||Bd||sup ≤ Lε,
which implies δ ≤ 2Lε as before.
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1.2.5 Quantum Universality
As in the case of classical computation, the notion of quantum universality is important for two
reasons. First, expressing a quantum algorithm as a quantum circuit that uses gates from a given
gate set allows us to classify its complexity by means of the size of the quantum circuit. Second,
when we consider noisy quantum computation, it becomes sufficient to construct fault-tolerant im-
plementations for all gates in the universal gate set: when a specific algorithm needs to be realized
fault-tolerantly, we first express the algorithm in terms of gates in the universal gate set and, then,
we implement each gate in this set fault-tolerantly.
Let us start by giving the formal definition of finite quantum universal gate sets.
Definition 1 (Finite Quantum Universal Gate Sets). Let a finite set of gates G = {gi}. Then, G is
universal for quantum computation if ∀n> 0, ∀U ∈SU(2n), ∀ε> 0, ∃ a finite sequence g1, g2, . . . , gL
such that ||U − gL · · · g2g1||sup ≤ ε.
In order words, the group generated by the gates in G is dense in SU(2n) (we have used SU(2n)
instead of U(2n) since overall factors are irrelevant for quantum computation).
There are several finite universal gate sets which are known to admit a fault-tolerant imple-
mentation, and some of them may be preferable to others depending on the particular physical
implementation of quantum gates. The following proposition lists the two finite universal gate sets
that are most commonly used in fault-tolerant quantum computation.
Proposition 1. The following gate sets are universal for quantum computation:
1. Boykin et al. set [29]: G = {cnot, H, T },
2. Kitaev set [30]: G = {cnot, H, S,Toffoli}.
Another interesting finite universal gate set is the two-element set G = {H,Toffoli} [31], although it
is not particularly useful for fault-tolerant quantum computation.
At this point, it is convenient to introduce the following useful classification of quantum gates.
Definition 2 (Ck Gate Hierarchy [32]). Let C1 denote the Pauli group on n qubits which is generated
by tensor products of the operators in equation (1.4) and the identity operator with overall phases
±1 or ±i. Then, for k > 1, we recursively define
Ck = {U |UC1U † ⊆ Ck−1} .
In particular, C2 is called the Clifford group and contains operators conjugating Pauli operators to
Pauli operators.
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The Clifford group, C2, is generated by the operators cnot,H and S—we write C2 = 〈cnot, H, S〉
where 〈·〉 denotes a generating set. The Ck hierarchy has the property that, ∀k, Ck ⊆ Ck+1 and
Ck+1 \ Ck 6= ∅. In fact, any gate set that generates the Clifford group and contains one additional
gate outside the Clifford group is universal for quantum computation [33]. Henceforth, for simplic-
ity, we will call gates not in C2 non-Clifford gates. The first gate set in proposition 1 contains the
non-Clifford gate T ; the second gate set contains the non-Clifford Toffoli gate.
An important question is how efficient is the approximation of a given unitary within a desired
error ε, i.e., how many gates from a finite universal set, G, are necessary to achieve such an approx-
imation. In addition, it is important to know how efficient it is to find the gates from G that realize
the desired approximation with a classical computer: if we say that the classical computer compiles
the gate U ∈ SU(2n) in terms of gates in G, we need to ask how efficient in time and memory is this
compilation as a function of ε. The Solovay-Kitaev theorem answers this question.
Theorem 2 (Solovay-Kitaev Theorem [25, 34]). Consider any fixed number of qubits, n, and let
G = {gi} ⊆ SU(2n) be a quantum universal gate set that is closed under inversion (i.e., if g ∈ G
then g−1 ∈ G). Then, ∀U ∈SU(2n), ∀ε> 0, ∀c> 0, there exists a sequence g1, g2, . . . , gL such
that ||U − gL · · · g2g1||sup ≤ ε, where L =O
(
(log(1/ε))
3+c
)
and the classical time for computing the
sequence is T =O
(
(log(1/ε))
3+c
)
.
Thus, the Solovay-Kitaev theorem establishes that gates from G can efficiently approximate any
U ∈SU(2n) within any desired error ε—the efficiency of the approximation is polylogarithmic in
1/ε. In addition, this approximation can be found efficiently with a classical computer—the classical
running time is also polylogarithmic in 1/ε.
Of course, the efficiency of the approximation is in general exponential in the number of qubits,
i.e., approximating some U ∈SU(2n) with gates from G requires quantum circuits of size scaling
exponentially in n. But this should not confuse us: The importance of the Solovay-Kitaev theorem
is that it implies that any given quantum circuit, C, which approximates some unitary to some
accuracy can be efficiently converted to another quantum circuit, C′, which achieves an improved
accuracy—this conversion is efficient since it is achieved by approximating each gate in C which only
acts on a fixed constant number of qubits.
1.3 Quantum Coding
In this section, I will discuss how quantum information can be encoded in such a way that errors
which only affect a sufficiently “small part” of it can first be digitized and then corrected. For this
discussion, I will assume that the error-correction procedure that diagnoses and corrects errors is
realized itself ideally without faults. The more general question of how quantum error correction
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can be performed with noisy operations is the subject of the theory of fault-tolerant quantum
computation and will be discussed in detail in the main body of this thesis.
In the classical setting, the idea of encoding information in a way that enables error correction
is intuitively clear. The most natural classical encoding scheme encodes information by repeating it
several times. For example, when we want to transmit the bit value 0 or 1 over a noisy transmission
line, we may send the message several times as a string of 0s or 1s so that the receiver will have a
high probability of deducing the intended message by taking a majority vote. The theory of classical
error correction includes much more general and efficient schemes than this simple encoding by
repetition. However, the principal idea is the same in all these encoding schemes: In order to
protect classical information from errors, information is encoded using some form of redundancy
so that if a sufficiently small part of it is affected by errors, the receiver can recover the correct
transmitted information with high probability.
Protecting quantum information from errors is far more challenging due to the information-
disturbance principle. Put simply, this principle is just the statement that when we gain information
about an unknown quantum state we unavoidably disturb it: Since quantum states cannot be copied
[35], the only possible way to gain information about an unknown quantum state is to perform
a measurement on it. But then, the post-measurement state is an eigenstate of the measured
operator—as a consequence of the measurement, the initial quantum state collapses to a post-
measurement state which is, in general, different from the initial one. Therefore, quantum error
correction procedures must be able to diagnose errors without gaining any information about the
encoded quantum states, since if they gain any such information, the encoding will be damaged.
Despite this obstacle, quantum codes exist [36, 37]. Their construction is based on the following
two general ideas: First, quantum codes achieve redundancy not by repeating quantum information
in different quantum system but by encoding information into quantum states that are entangled
across many different quantum systems. Second, errors in these entangled encoded quantum states
can be diagnosed by making multi-qubit measurements which do not reveal information about the
encoded information. In essence, quantum codes operate by encoding quantum information into the
quantum correlations between different systems. Intuitively, the idea is that an adversary that can
only apply errors on some small fraction of these systems will be unable to gain information about
the encoded state since information is hidden in the correlations across a large number of different
systems—we may say that information is encoded “non-locally” and it is protected as long as errors
only act “locally.”
The rest of this section is structured as follows: In §1.3.1, I discuss the basic principles of
quantum coding and I state the criteria for quantum error correction. In §1.3.2, I review the
stabilizer formalism that provides a succinct description of a wide class of quantum codes. Next, in
§1.3.3, I discuss the CSS class of quantum codes which are well-suited for fault-tolerant quantum
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computation. Finally, in §1.3.4, I present two examples of quantum codes.
1.3.1 Quantum Error-Correction Criteria
Consider a system with a Hilbert space HS that includes a natural decomposition into a tensor
product of, say, n two-dimensional subsystems which will be the qubits of our quantum computer.
According to theorem 1, any physical noise operation, N , acting on HS can be described in terms
of its Kraus operators, {Mk}, which are subject to the constraint
∑
kM
†
kMk = IS . In particular,
each operator Mk can be seen as arising due to a unitary evolution in a larger Hilbert space,
HS ⊗HB , that includes a bath or environment, B, followed by a measurement in the bath along the
orthonormal basis {|k〉B} that gave the outcome k. Since quantum measurement is an irreversible
process, interacting the system and the bath and then performing a measurement on the bath will,
in general, result in an irreversible change in the state of the system. Reversing the action of noise
would require reversing the action of the Kraus operators which is only possible if all but one are
zero (in which case the non-zero Kraus operator would be unitary); we can state this simply by
saying that the only physical operations which are invertible correspond to unitary operations. We
cannot therefore hope to be able to invert an arbitrary physical noise operation acting on all the
qubits of our quantum computer. In the absence of more information about the structure of noise,
the goal of quantum error correction is more modest: the goal is to design a correction procedure
for protecting against noise that acts on sufficiently small subsets of qubits.
Let the initial state in HS be the vector |ψ〉S . (In the more general case where the state is
described by a density matrix, ρ, we may always expand ρ =
∑
i ci |ψi〉〈ψi|S , e.g., in terms of the
eigenvectors {|ψi〉S} of ρ, and we can consider the vector |ψ〉 =
∑
i
√
ci|ψi〉S ⊗ |i〉R where {|i〉R}
is an orthonormal basis in a virtual reference system with Hilbert space HR which has been added
to HS . The idea is that if we later trace over the reference system, then we are left with ρ, i.e.,
TrR (|ψ〉〈ψ|) = ρ. We call this process, by which a density matrix, ρ, is seen as arising from a state
vector, |ψ〉, in a larger space, purification of ρ.) By theorem 1, we can describe N as performing the
operation
|ψ〉S ⊗ |0〉B →
∑
k
Mk|ψ〉S ⊗ |k〉B , (1.25)
where each Kraus operator, Mk, may be expanded in a fixed basis of operators, {Ea}, that we will
call the error basis. Then, the action of N becomes
|ψ〉S ⊗ |0〉B →
∑
a
Ea|ψ〉S ⊗ |a〉B , (1.26)
where the states {|a〉B} in HB are, in general, not normalized nor orthogonal. If {|a〉B} were in fact
orthogonal and normalized then the operators {Ea} could be interpreted as different errors which
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have occurred on |ψ〉S depending on the state in HB. Even though this interpretation is not valid in
general, it is sufficient to proceed by devising a correction procedure that inverts each Ea separately.
Our correction procedure is implemented by a physical recovery operation, R, with Kraus operators
{Rµ}; then, the composition R ◦ E acts on |ψ〉S as
|ψ〉S ⊗ |0〉B ⊗ |e0〉A →
∑
a,µ
RµEa|ψ〉S ⊗ |a〉B ⊗ |eµ〉A , (1.27)
where {|eµ〉A} is an orthonormal basis in an ancillary system with Hilbert space HA initialized it in
the state |e0〉A which we attach to HS in order to implement the recovery.
Error recovery is successful if the state on the right-hand side of equation (1.27) is of the form
|ψ〉S ⊗ |φ〉BA, for any state |φ〉BA ∈ HB ⊗ HA. We have already discussed that this is not always
possible for all states, |ψ〉S , and all noise operations, N . However, successful error recovery is
possible when |ψ〉S is restricted in a subspace of HS and N is restricted to act nontrivially on a
sufficiently small subset of the n qubits in HS . The following theorem states the criteria for when
quantum error correction is possible.
Theorem 3 (Quantum Error-Correction Criteria [38, 39]). Let an error basis, {Ea}, and let PL be
the projector onto a subspace, HL, of HS. Then the following are equivalent:
1. The noise operation, N , whose Kraus operators are linear combinations of the {Ea} with
arbitrary complex coefficients is correctable, i.e., there exists an ancillary system with Hilbert
space HA that is initialized in the state |e0〉A and a recovery operation, R, acting on HS⊗HA
such that, ∀ρL ∈ HL, TrA (R (E(ρL)⊗ |e0〉〈e0|A)) = ρL ,
2. ∀Ea, ∀Eb, ∃ a Hermitian complex matrix, c, such that PLE†aEbPL = cabPL .
Quantum information will be encoded in states |ψ〉L ∈ HL; we will call HL the code space and
|ψ〉L the logical |ψ〉 state. Then, the condition PLE†aEbPL = cabPL can be understood as saying that
(i) two orthogonal logical states must remain orthogonal after errors act on them (so that errors do
not make logical states which were initially orthogonal to later overlap), and (ii) different logical
states must be transformed by different errors in a way that only depends on the errors and not
on the logical states themselves (so that learning about the errors will not give us any information
about the logical state).
We note that due to the linearity of quantum mechanics, if a code can correct all errors in the
basis of Pauli operators on up to t qubits, then it can also correct any operator, Mk, supported on
up to t qubits (since the Pauli operators form a basis in the operator space). It follows that any
noise operation with support on up to t qubits can also be inverted. Therefore, in most cases of
interest it is sufficient to design codes that correct Pauli errors such as the stabilizer codes that will
be discussed in the next section; henceforth, we will only consider such codes.
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1.3.2 Stabilizer Codes
Let us now briefly review the theory of binary stabilizer codes [40, 41, 42] that form a particularly
interesting subclass of quantum codes. The code space of a stabilizer code is the simultaneous
eigenspace of a normal abelian subgroup, S, of C1 that does not contain −I or ±iI; this subgroup
is called the code’s stabilizer since, by convention, ∀S ∈ S, S|ψ〉L = |ψ〉L.
To understand the error-correction capabilities of a stabilizer code, a useful concept is the code’s
distance.
Definition 3 (Distance). Let the weight of the Pauli operator Ea, wgt(Ea), be the number of qubits
in its support (i.e., the number on qubits on which Ea acts different than the identity). Then, with
the same notation as in theorem 3, the distance, d, of a code is d = min{wgt(Ea)|PLEaPL 6∝ PL}.
In order words, the distance is the smallest number of qubits on which an error, Ea, needs to act
nontrivially before the condition PLEaPL ∝ PL is violated. This implies that PLE†aEbPL ∝ PL is
satisfied for all E†aEb that act nontrivially on up to d − 1 qubits, or that the code can correct all
errors with support on up to t = ⌊d−12 ⌋ qubits. Assuming the dimension of HL is 2k, such a code
will be denoted as an [[n, k, d]] code—the notation means that n physical qubits are used to encode
k logical qubits and the distance of the code is d.
The analysis of stabilizer codes is facilitated by the simple algebra of the Pauli group. Let us
define the centralizer of S in C1 by C(S) = {E ∈ C1|∀S ∈ S, [E, S] = 0}; i.e., C(S) is the set of
all Pauli operators that commute with every element of the code’s stabilizer. Because of the special
properties of the Pauli group, the centralizer equals the normalizer, N(S), of S in C1, i.e., the set
of Pauli operators that leave S invariant under conjugation. Clearly, S is a normal subgroup of
N(S), and N(S)/S is a group of order 22k containing the four logical Pauli operators for each of
the k logical qubits. Then, ∀Ea, Eb ∈ C1, either (i) E†aEb ∈ S, in which case PLE†aEbPL = PL, or
(ii) E†aEb ∈ N(S) \ S, in which case PLE†aEbPL = OabPL where Oab is a nontrivial logical Pauli
operator, or (iii) ∃S ∈ S such that SE†aEb = −E†aEbS, which implies PLE†aEbPL = 0. Since the
error-correction criteria fail only in case (ii), it follows that the distance, d, of the code is the minimal
weight among all elements in N(S) \ S, i.e., the minimal weight among all logical Pauli operators.
A more succinct description of stabilizer codes is possible if we represent Pauli operators as
binary vectors. The subscript a labelling an operator Ea ∈ C1 can be seen as a length-2n binary
vector, where
Ea =
n⊗
j=1
(
i a[j]·a[j+n] Xa[j]Za[j+n]
)
, (1.28)
and a[j] denotes the jth component of a. With this notation, two elements Ea and Eb of C1 obey
the commutation relation
EaEb = (−1)aΛbTEbEa , (1.29)
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where ‘T ’ denotes matrix transposition, and
Λ =

 0n In
In 0n

 ; (1.30)
here 0n and In are the zero and identity n× n matrices, respectively.
For a stabilizer code with k logical qubits, the generators {Ga1 , Ga2 , . . . , Gan−k} of S can be
represented by a (n− k)× 2n binary check matrix,
G ≡


a1
a2
...
an−k


. (1.31)
Each generator squares to the identity and has eigenvalues ±1 with equal degeneracy. Therefore,
the n− k generators specify 2n−k mutually orthogonal subspaces, each of dimension 2n/2n−k = 2k.
In particular, the subspace that is the common +1 eigenspace for all generators is the code space; it
is the subspace where, by convention, we encode our k logical qubits. Each subspace can be labeled
by a length-(n−k) binary vector, e, where the eigenvalue of Gai is (−1)e[i], for i = 1, . . . , n − k.
This vector e is called the syndrome of the subspace; specifically, the code space has syndrome
e = (00 . . .0). Furthermore, equation (1.29) implies that the action of a Pauli operator Ea on the
code space changes the syndrome to the value e = aΛGT .
For a non-degenerate stabilizer code that corrects t = ⌊d−12 ⌋ errors, all Ea ∈ C1 of weight at
most t take the code space to mutually orthogonal subspaces with distinct syndromes; thus, under
the assumption that no more than t errors occurred, every different value of the syndrome points to
a unique Pauli error operator. In implementing error correction, the syndrome, e, is first measured,
and then E†a is applied to invert the error Ea, where Ea is the unique Pauli operator with wgt(Ea) ≤ t
such that e = aΛGT . If the code is degenerate, then Ea may not be unique but each Ea of weight up
to t satisfying e = aΛGT is equally effective in correcting the error. Indeed, if Ea and Eb give the
same syndrome then E†aEb has syndrome zero (i.e., E
†
aEb ∈ N(S)) and since wgt(E†aEb) ≤ 2t < d,
it is in fact E†aEb ∈ S; therefore, applying E†a to recover from the error Eb results in a combined
operator that acts trivially in the encoded information and, so, recovery is successful. The property
of a code being degenerate is therefore consequence of the fact that there exist pairs of distinct errors
with identical syndromes whose product is in S, and has no analogue in classical coding.
Let us finally comment on the case when the syndrome value does not correspond to any cor-
rectable error operator—codes for which this never occurs are called perfect. If a code is not perfect
and a syndrome is obtained that cannot be associated with a correctable error—i.e., if there are
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two equal-weight errors Ea and Eb that give the same syndrome and E
†
aEb ∈ N(S) \ S—successful
error recovery is not possible. In that case, error correction simply maps its input to the code space,
i.e., it applies some recovery operator which restores the syndrome to zero; for the purposes of our
discussion, it will not matter what the convention is for how this recovery operator is chosen.
1.3.3 CSS Construction
A subclass of stabilizer codes is CSS codes [43, 44] which are especially well-suited for fault-tolerant
quantum computation. CSS codes are constructed from two classical binary linear codes whose
theory we will first briefly review.
Letting Fn2 denote the vector space defined by length-n strings over the binary field F2, a classical
binary linear code, C = [n, k, d], is a subspace of Fn2 , the code space, which is spanned by the k
length-n binary vectors {v1, v2, . . . , vk}. The code words are linear combinations of the vectors {vi},
i.e., the length-k binary word w = (w1, w2, . . . , wk) is encoded as the code word wL ≡
∑k
i=1 wivi.
Code words have the property that H ·wTL = 0, where H is the (n−k)×n binary parity check matrix
satisfying H · vTi = 0, ∀vi. Given a code word, wL, which has been affected by an error, ∆wL, error
correction proceeds by computing the length-(n−k) binary syndrome vector, e = H ·(wL+∆wL)T =
H · (∆wL)T , finding the most likely error, ˜∆wL, leading to e and applying ˜∆wL to invert the error,
wL +∆wL + ˜∆wL = wL with high success probability. Let the Hamming weight of a binary string
be the number of 1s in it. Then, the code’s distance, d, is the minimal Hamming weight of a nonzero
code word, and all errors of Hamming weight up to ⌊d−12 ⌋ can be corrected. Finally, the dual code
to C, C⊥, is the orthogonal complement of C in Fn2 , i.e., all code words of C
⊥ are orthogonal to all
code words of C (it can be that C ⊆ C⊥ or C⊥ ⊆ C).
CSS quantum codes are constructed from two classical binary linear codes C = [n, k, d] and
C′ = [n, k′, d′] such that (C′)⊥ ⊆ C. The construction proceeds by using C with parity check matrix
H to correct Z errors and by using C′ with parity check matrix H ′ to correct X errors, i.e., by
creating the quantum check matrix,
G ≡

 H(n−k)×n) 0(n−k)×n
0(n−k′)×n H
′
(n−k′)×n

 , (1.32)
where subscripts denote the dimensions of the submatrices. The condition (C′)⊥ ⊆ C is needed in
order for rows of G to commute which requires H · (H ′)T = H ′ ·HT = 0. Indeed, this requirement
implies that the rows of H ′ span a code space that is contained in the code space of C (since every
code word in C satisfies H · wTL = 0); but the rows of H ′ span the code space of (C′)⊥ since they
are orthogonal to every code word in C′.
According to equation (1.32), each row of H becomes a generator of the code’s stabilizer that is
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a tensor product of X operators alone (and the identity on the remaining qubits); such generators
we will call X-type. Similarly, each row of H ′ becomes a generator that is a tensor product of
Z operators alone; such generators we will call Z-type. Since there are 2n − k − k′ independent
generators, the quantum code encodes n− (2n− k − k′) = k + k′ − n logical qubits. Furthermore,
by measuring the eigenvalues of the X-type (respectively, Z-type) generators and computing the
syndrome of the classical code C (respectively, C′), we can correct Z (respectively, X) errors on
up to ⌊d−12 ⌋ (respectively, ⌊d
′−1
2 ⌋) qubits. And since Y = iXZ, a Y error will be corrected as
being an X and a Z error on the same qubit. Therefore, the CSS code just constructed is an
[[n, k + k′ − n,min(d, d′)]] code.
1.3.4 Examples
Our first example is a CSS code that is generated from the classical binary C = [7, 4, 3] code which
contains its dual code. The parity check matrix of C is
H ≡


0 0 0 1 1 1 1
0 1 1 0 0 1 1
1 0 1 0 1 0 1

 , (1.33)
and its code space is spanned by the three rows of H and the additional code word (1, 1, 1, 0, 0, 0, 0).
C⊥ is the even subcode of C and its code space is spanned by the rows of H . Therefore, C⊥ ⊆ C and
we may take C = C′ = [7, 4, 3] in the CSS construction. This results in Steane’s [[7, 1, 3]] code [37]
which encodes one logical qubit in a block of seven physical qubits and corrects any noise operation
whose Kraus operators have support on at most one physical qubit—we will often simply say that
the code corrects any single error.
Our second example is Shor’s code [36]. This code is based on the classical repetition code, C
(n)
Z ,
which encodes one logical bit into a string of n bits via the encoding w → wL = (w,w, . . . , w). Its
parity check matrix is
H ≡


1 1 0 0 0 . . .
0 1 1 0 0 . . .
0 0 1 1 0 . . .
...
...
...
...
...


. (1.34)
Rephrasing C
(n)
Z as a quantum stabilizer code, its check matrix is
G(C
(n)
Z ) ≡
(
0 H
)
, (1.35)
and it follows that it corrects X errors on up to ⌊n−12 ⌋ qubits. Its logical X operator that exchanges
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|0〉L and |1〉L is XL = X ⊗ X ⊗ X ⊗ · · · , i.e., an X , or not, operator acting on all bits. Its
logical Z operator that multiplies the phase of |1〉L by −1 and leaves |0〉L unchanged is, e.g.,
ZL = Z ⊗ I ⊗ I ⊗ · · · , which shows that the code cannot correct any Z errors.
If we interchange the X and Z operators, we can consider the similar code, C
(n)
X , with parity
check matrix
G(C
(n)
X ) ≡
(
H 0
)
, (1.36)
which corrects Z errors on up to ⌊n−12 ⌋ qubits. The logical Z operator of this code is Z⊗Z⊗Z⊗· · ·
and the logical X operator is X ⊗ I ⊗ I ⊗ · · · , which implies that C(n)X corrects no X errors.
Shor’s code is the concatenated C
(n)
X ◦C(n)Z : We partition n2 qubits into n subblocks of n qubits
each. Within each subblock we use C
(n)
Z to correct X errors. The idea of concatenation is to further
encode the n logical qubits of the n subblocks by using the “level-2” code C
(n)
X ; this results in one
level-2 logical qubit. Its logical X operator is XL ⊗ I ⊗ · · · , where the tensor product structure
denotes the n different subblocks. Similarly, its logical Z operator is ZL ⊗ ZL ⊗ ZL ⊗ · · · , i.e., a Z
operator applied to the first qubit in each of the n subblocks. Since the weight of these logical X
and Z operators is n, Shor’s code has distance n and it can correct arbitrary errors on up to ⌊n−12 ⌋
qubits; it is an [[n2, 1, n]] code.
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Chapter 2
The Syntax of Fault-Tolerant
Quantum Computation
2.1 Introduction
In this chapter, I will describe quantum circuit designs that are used in implementing quantum
computation in a way that is resilient to noise—we will say that such circuits are fault-tolerant.
Similar to the case of fault-tolerant classical computation, the design of fault-tolerant quantum
circuits is based on the idea of simulating each quantum operation in an ideal quantum circuit using
operations encoded in an error-correcting code.
The analysis of fault-tolerant quantum circuit simulations has many common features with fault-
tolerant simulations of classical circuits as, e.g., analysed by Von Neumann [45] and by Ga´cs [46,
47]. However, there are two main features in the quantum version of this problem that have no
classical analog. First, quantum error correction needs to deal with phase flip (Z) in addition to
classical bit flip (X) errors, and it must also operate without gaining any information about the
encoded information. And second, the fault-tolerant implementation of a universal set of encoded
(or logical) operations is significantly more challenging in the quantum than in the classical case
and it requires the off-line preparation and verification of special ancillary quantum states known as
quantum software.
For the fault-tolerant methods discussed in this thesis to be effective, there are certain assump-
tions about the experimental setup and the structure of noise that are essential. The following
proposition states them.
Proposition 2. The following assumptions are necessary for our fault-tolerant methods to be effec-
tive and for proving the quantum threshold theorem:
1. Faults that act collectively on many qubits are highly suppressed in probability or in amplitude
depending on the noise model. Furthermore, the noise strength, ε, must be a sufficiently small
constant that is independent of the size of the computation.
25
2. There is an inexhaustible supply of fresh ancillary qubits, or the ability to refresh and reuse
ancillary qubits an indefinite number of times; otherwise, there will be a limit on the amount
of entropy arising from noise that we can flush from the quantum computer [48].
3. It is possible to apply quantum gates in parallel on disjoint sets of qubits; otherwise we will be
unable to fight against noise in memory that afflicts all parts of the computer simultaneously.
This chapter is organized as follows: In §2.2, I define the local noise model that will be consid-
ered throughout this thesis. Then, in §2.3, I will state the key properties fault-tolerant quantum
circuits need to satisfy. These properties will be stated syntactically rather than semantically, i.e.,
as properties of the noisy circuits themselves and independent of the actual quantum state being
processed by the quantum computer. This syntactic approach will prove to be extremely useful in
proving the basic lemma of this chapter that relates the strength of local noise and the accuracy
of the fault-tolerant simulation. We will find that for local noise, fault-tolerant simulations achieve
greater accuracy than the unencoded computation provided the noise strength is below a certain
critical value. In the next chapter, we will use this result to show that the accuracy of fault-tolerant
simulations can be improved to any desired level.
2.2 Local Noise
Consider a quantum circuit computation. Elementary quantum operations in this circuit consist of
single-qubit preparations, quantum gates chosen from a finite universal gate set (including identity
gates that correspond to storage of a qubit in memory), and single-qubit measurements. Let the
term location denote any of these operations since each operation can be viewed as a point in the
space-time quantum circuit diagram; i.e., a location is a label indicating which qubits interact via
what quantum operation at what time step of the computation. Due to noise, elementary operations
may deviate from their ideal realization resulting in what we may call faults during the computation.
Let us start by recalling the non-Markovian noise model we discussed in the introduction. In
this noise model, the actual implementation of every ideal gate is a unitary acting on the support
of the ideal gate and a common “bath” system, where the difference of this unitary from the ideal
gate has small sup norm. The noisy implementation of an ideal gate that applies Uj ⊗ IB to the
qubits on the support of Uj and the bath is the unitary ∆j(Uj ⊗ IB), where ∆j = (I ⊗Vj) +Fj and
the fault Fj acts nontrivially on the support of Uj . In this situation, let us say that the noise has
strength ε if for all gates,
||Fj ||sup ≤ ε . (2.1)
A noisy measurement can be modeled as ∆j followed by an ideal measurement, and a noisy
preparation of a quantum state can be modeled as an ideal preparation followed by ∆j . For gates
26
that are executed in parallel during the same time step, a convention is necessary to specify the
time ordering of the, possibly non-commuting, operators {∆j} acting on the system and the bath;
however, the noise strength does not depend on how the time-ordering ambiguity is resolved.
We also recall the definition of the concept of fault paths: If some ideal quantum circuit applies
the sequence of gates U1⊗ IB, U2⊗ IB, · · · , UL⊗ IB , its noisy implementation will correspond to the
actual unitary ∆L(UL ⊗ IB) · · ·∆1(U1 ⊗ IB) 1. By expanding the {∆j}, we obtain a sum of terms
where, for each term, either I ⊗ Vj or the fault operator, Fj , has been applied at the noisy location
j. Each term in this sum is a fault path and it indicates which locations in the quantum circuit are
implemented ideally and which locations are faulty.
For each fault path, we may consider the corresponding operator acting on the bath. If different
fault paths are labeled by perfectly distinguishable states of the bath, we expect that probabilities
can be associated with faults. More specifically, if for all locations the operators I ⊗ Vj and Fj map
the bath to orthogonal states, then we expect that different fault paths will not interfere so that our
noise model describes faults that are independent and stochastic (in essence, we assume that there
exists a mechanism in the bath that effectively projects onto one of these perfectly distinguishable
states, thus preventing the interference between different fault paths). In this case, the probability
of a fault is at most p = ε2—we may regard Fj as the amplitude weighting a fault, whose norm
square is a probability. If instead {Fj} decompose into a tensor-product form between the system
and the bath, then our noise model describes unitary faults which do not involve the bath. In
general, even if faults involve the bath, it may not be the case that different faults are associated
with perfectly distinguishable states of the bath. In that case we cannot associate a well-defined
probability with faults at different locations and different fault paths will interfere as they can add
coherently. Nevertheless, using the properties (1.17), the sup norm of the sum of all fault paths with
faults at some r specific locations is at most εr [49]. This fact motivates the following definition.
Definition 4 (Local Noise). Consider a noisy quantum circuit realized as a unitary transformation
acting on a system and a bath. We may express this unitary transformation as a sum of fault paths
where, for each fault path, each location is either faulty or ideal. Let Ir denote a set of r specific
locations, and let F (Ir) denote the sum over all fault paths for which all locations in Ir are faulty
(with the fault paths unrestricted outside of Ir). Then, noise is local with strength ε if, for all Ir,
||F (Ir)||sup ≤ εr. (If faults are stochastic, then noise is local with strength p if, for all Ir, the
probability of F (Ir) is at most pr.)
It should be emphasized that the noise model described in the beginning of this section is a
particular example of local noise—there exist other noise models that also satisfy the condition of
definition 4 as, e.g., the noise model in [50]. The defining characteristic of local noise is that there is
1Our operator-ordering convention is that operators on the right act first on the input state.
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an exponential penalty for faults that occur collectively at once on many qubits that do not interact
in the ideal computation.2 However, faults at different locations are allowed to act on a common
bath that can store information about faults for an indefinitely long time. Hence, local noise is in
general non-Markovian and the presence of a common bath allows faults to be correlated both in
time and in space. We will see that these correlations do not prevent fault-tolerant error correction
from being effective, provided the noise strength is sufficiently weak.
From a microscopic perspective, the physics of local noise is most naturally formulated in terms
of a Hamiltonian, H , that describes the joint evolution of the system and the bath. We may generally
express H as
H = HS +HB +HSB , (2.2)
where HS is the time-dependent Hamiltonian of the system that generates the evolution of the
ideal quantum computation, HB is an arbitrary Hamiltonian of the bath, and the time-dependent
Hamiltonian HSB couples the system to the bath. In particular, the local noise model described in
the beginning of this section can be generated by a coupling of the form
HSB =
∑
j
HSB,j , (2.3)
where each term HSB,j describes how the set of qubits on the support of location j interact with
the bath; i.e., at any given time step, different qubits are directly coupled by HSB only if the ideal
computation Hamiltonian, HS , also couples them in the same time step. We emphasize that because
the qubits at every location j are coupled via HSB,j to a common bath, faults may be correlated
both spatially and temporally. In particular, these correlations may be chosen adversarially since
we have not imposed any locality condition on the Hamiltonian of the bath, HB, that is completely
arbitrary.
We can express the time evolution governed by the Hamiltonian H in terms of time-resolved
fault paths [49]: In order to study the evolution for total time T , we divide T into N time intervals
each of width ∆t = T/N , and take the limit N →∞ so that terms of order (∆t)2 can be neglected.
Then, the evolution operator for the total time interval (0, T ) can be Lie-Trotter expanded as
U(0, T ) = lim
N→∞
N∏
i=1
US(∆ti)USB(∆ti)UB(∆ti) , (2.4)
where US(∆ti), UB(∆ti) describe the time evolution during the ith interval in the system and the
bath, respectively3. By taking the coupling Hamiltonian, HSB, as in equation (2.3), USB(∆ti) for
2For example, if I2 labels two qubits that do not interact during some time step in the quantum computation,
then F (I2) ≤ ε2. In contrast, if the same two qubits interact via a cnot at the same time step, then they are both
considered to be part of one location, I1, and F (I1) ≤ ε.
3There is an implicit time ordering in equation (2.4) since the operators acting at different time intervals may not
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the ith interval can be expanded as
USB(∆ti) ≈
∏
j
(ISB − iHSB,j∆t) , (2.5)
where j runs over all locations in the time interval (0, T ) (i.e., if (0, T ) corresponds to one time step
in the computation, j runs over all gates that are executed during that time step). By opening the
parentheses in equation (2.5), we obtain a sum of fault paths: at each time interval labelled by i,
either the identity, ISB , or the micro-fault, −iHSB,j∆t, is inserted at each location j.
Suppose that the maximum time required for implementing an operation in the quantum circuit
is τ , so that each location can be viewed as a coarse graining of N consecutive time intervals of
width at most ∆t = τ/N . We also observe that a specific coarse-grained location, j, is faulty if there
is a micro-fault at any one of the N time intervals it contains. Then, in the time-resolved fault path
expansion at location j, the term
∏N
i=1 US(∆ti)UB(∆ti) corresponds to the ideal implementation,
whereas the sum, Fj , of all other terms corresponds to a faulty implementation.
Let us now calculate an upper bound on ||Fj ||sup. In all terms in the sum Fj , a micro-fault
is inserted in at least one of the N time intervals. Therefore, we can rewrite Fj as a sum of N
terms where a micro-fault is inserted in some time interval, each preceding time interval has been
replaced by ISB and each succeeding time interval has been replaced by the unitary USB(∆ti).
Thus, ||Fj ||sup ≤ limN→∞N || − iHSB,j∆t||sup = τ ||HSB,j ||sup. If we now suppose that at all noisy
locations the system-bath coupling Hamiltonian satisfies
||HSB,j ||sup ≤ λ0 , (2.6)
we can conclude that the norm of a fault acting at a specific coarse-grained location, j, satisfies
||Fj ||sup ≤ λ0τ . This provides a justification in terms of a microscopic Hamiltonian model for the
more phenomenological non-Markovian noise model we described earlier and the assumption (2.1).
Furthermore, if we specify r coarse-grained locations, Ir, and by letting F (Ir) denote the sum over all
time-resolved fault paths with faults at those r coarse-grained locations (with the time-resolved fault
paths unrestricted elsewhere), then we similarly obtain ||F (Ir)||sup ≤
∏
j∈Ir
τ ||HSB,j ||sup ≤ (λ0τ)r
[49]. Hence, the Hamiltonian noise model described by equations (2.2) and (2.3) and the condition
(2.6) is local with strength ε ≡ λ0τ .
2.3 Fault-Tolerant Quantum Circuit Simulations
In the fault-tolerant implementation of some ideal quantum computation, each operation will be
simulated by an encoded operation that acts on the logical qubits of a quantum error-correcting
commute.
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code. Encoded operations are implemented by simulation procedures or, simply, gadgets that are
composite objects and consist of elementary noisy physical operations. Apart from gadgets that
implement encoded operations, there also exist gadgets that implement quantum error correction.
In describing the operation of gadgets, we will speak of the number of faults that are contained in
them; as defined previously, we say that a fault has occurred in a location inside a gadget when the
actual noisy operation at that location deviates from the ideal operation. On the other hand, the
result of faults is to cause errors in the logical state of the code blocks that are processed by the
gadgets.
Roughly speaking, gadgets are designed to prevent errors introduced by faults inside them from
propagating to become many more errors within the same code block. To make this intuitive
description precise, I will first define what is meant by simulation of some ideal operation and also
what property makes a simulation fault-tolerant. Then, I will describe certain key properties that
gadgets realizing such simulations need to satisfy. However, I will postpone the discussion about
how gadgets with these properties are constructed until chapter 5.
For the discussion that follows some notation will be helpful: Elementary physical operations will
be called level-0 gadgets or 0-Gas. Our 0-Gas include the quantum gates of a finite quantum universal
gate set, the preparation of a single qubit in the |0〉 state or 0-preparation, and the measurement
of a single qubit in the computation basis that records the classical outcome or 0-measurement.
Although this set of 0-Gas is sufficient, it will be convenient for our gadget constructions in chapter
5 to add a 0-Ga that prepares a single qubit in the +1 eigenstate of X , |+〉, and another 0-Ga that
measures a single qubit along the eigenbasis of X and records the classical outcome.
For each 0-Ga, there is a gadget implementing the corresponding encoded (or logical) operation;
such gadgets will be called level-1 gadgets or 1-Gas and they act on level-1 code blocks or 1-blocks.
Gadgets that implement quantum error correction will be called level-1 error-correction gadgets or
1-ECs. Here, the term level is used to indicate whether coding has been used: physical operations
are not encoded, whereas gadgets use the encoding of some quantum code.4
To obtain the fault-tolerant simulation, we replace each 0-Ga in the ideal circuit by the corre-
sponding 1-Ga followed by a 1-EC in all output 1-blocks. The exception is measurement 0-Gas that
have no quantum output and which are replaced by the corresponding 1-Gas alone. We call each
1-Ga grouped together with the 1-ECs succeeding it a level-1 rectangle or 1-Rec (measurement 1-Gas
form 1-Recs by themselves). Figure 2.1 shows the replacement rule for a two-qubit 0-Ga.
These replacement rules generate the fault-tolerant simulation of any ideal quantum circuit.
To make precise the notion of simulation, it is helpful to introduce the notion of an ideal decoder
or i-decoder. This device performs ideal (i.e., faultless) error correction on its input 1-block and
subsequently decodes the 1-block to a single qubit tracing over (i.e., discarding) all other output
4In the next chapter, we will also define level-2 gadgets, etc., and the notation anticipates this fact.
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0-Ga =⇒ 1-Ga
1-EC
1-EC
Figure 2.1. A schematic of the replacement rules generating the fault-tolerant simulation applied to
a two-qubit gate. Each 0-Ga in the ideal circuit is replaced by a 1-Rec which consists of the 1-Ga
corresponding to the 0-Ga followed by a 1-EC acting on each 1-block output from the 1-Ga.
ancillary qubits. It should be emphasized that i-decoders are useful as mathematical tools in our
analysis but do not correspond to any physical operation applied during the simulation5. Let the
1-Rec that simulates some ideal 0-Ga be called correct; the following definition explains what is
meant by such a simulation.
Definition 5 (Correctness). A 1-Rec is correct if the 1-Rec followed by i-decoders is equivalent to
the i-decoders followed by the ideal 0-Ga that the 1-Rec simulates. For a single-qubit gate 0-Ga,
correctness means schematically:
correct
1-Rec i-decoder
= i-decoder ideal0-Ga
.
In order words, suppose that an ideal 0-Ga applies the unitary transformation U to r qubits. If the
input to the corresponding 1-Rec is r 1-blocks in, say, the state |ψ〉L, applying i-decoders to each of
the r 1-blocks maps |ψ〉L to |ψ〉. Then, if the 1-Rec is correct, the i-decoders following it map the
output of the 1-Rec to U |ψ〉. In this sense, correctness captures the idea of what it means for the
1-Rec to simulate the corresponding ideal 0-Ga.
Definition 5 applies to 1-Recs simulating gate 0-Gas and requires a minor adaptation for single-
qubit preparation or measurement 1-Recs. For preparation 1-Recs, correctness is meant as the
property that a preparation 1-Rec followed by an i-decoder is equivalent to the ideal preparation
0-Ga—a correct preparation 1-Rec annihilates an i-decoder, or schematically:
correct
prep. 1-Rec i-decoder
= ideal
0-prep.
.
For measurement 1-Recs (which consist of the measurement 1-Gas alone), correctness is meant as the
property that a measurement 1-Rec is equivalent to an i-decoder followed by the ideal measurement
0-Ga—a correct measurement 1-Ga creates an i-decoder, or schematically:
correct
meas. 1-Rec
= i-decoder ideal0-meas.
.
5Although, certainly, noisy decoders can be constructed as physical devices.
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Now that we have translated the idea of gate simulation to the notion of correctness, we are
ready to discuss what it means for a simulation to be fault-tolerant. Intuitively, a simulation is
fault-tolerant if it is robust against faults. More concretely, if we use a quantum error-correcting
code that corrects arbitrary Pauli errors on up to t qubits in a 1-block, we expect that a noisy
simulation will be robust against faults that act nontrivially on no more than t locations.
To make this requirement even more precise, we will need to consider level-1 extended rectangles
or 1-exRecs that are formed by combining each gate 1-Ga with the 1-ECs both preceding and following
it. In the case of preparation 1-Gas, the 1-exRec is the 1-Ga grouped with the 1-ECs following it
since there is no quantum input; for measurement 1-Gas, the 1-exRec is the 1-Ga grouped with
the 1-ECs preceding it since there is no quantum output. According to this definition, we observe
that the 1-exRecs that simulate two successive 0-Gas have at least one 1-EC in common; we will
say that these 1-exRecs overlap. For instance, figure 2.2 shows the 1-exRecs corresponding to the
fault-tolerant simulation of two successive two-qubit gate 0-Gas.
1-EC
1-EC
1-Ga
1-EC
1-EC
1-EC
1-Ga
1-EC
1-EC
Figure 2.2. The two 1-exRecs, indicated by dashed lines, that simulate two succeeding gate 0-Gas
are overlapping since they share a 1-EC which is a trailing 1-EC of the earlier 1-exRec and a leading
1-EC of the later 1-exRec.
The intuitive reason why we need to consider 1-exRecs instead of 1-Recs when considering fault
tolerance is the following: Whether a 1-Rec is correct or not depends not only on the faults that
it contains but also on the state of its input 1-blocks. In turn, the state of these input 1-blocks
depends on the faults inside the 1-ECs preceding the 1-Rec. Although one could imagine that other
faults in the past of the computation are also important, we will show that this is not the case:
The correctness of a 1-Rec only depends on how many faults have occurred inside the 1-exRec that
contains it. We will say that a 1-exRec which does not contain “too many” faults is good; the
following definition explains how many is too many.
Definition 6 (Goodness). Consider a fault-tolerant quantum circuit simulation based on a distance-
d quantum error-correcting code, and let t = ⌊d−12 ⌋. A 1-exRec is good if it contains at most t faults;
if it is not good it is bad.
The main result in this chapter is that the goodness of a 1-exRec implies the correctness of the
1-Rec it contains. The proof of this result relies on the existence of explicit constructions of gadgets
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(i.e., 1-Gas and 1-ECs) with suitable properties. To state these properties, let us introduce the
notion of an ideal s-filter or simply s-filter, where s is an integer between zero and n, the number
of physical qubits in the 1-block. An s-filter is a device that performs an ideal (i.e., faultless)
orthogonal projection onto the subspace spanned by syndromes corresponding to Pauli errors acting
on at most s qubits in the 1-block; i.e., it leaves the 1-block unchanged if a hypothetical ideal syndrome
measurement would always indicate a recovery Pauli operator of weight no more than s—it does not
perform syndrome measurement and does not apply the recovery operator—and rejects the 1-block
(and the whole computation) otherwise. If a 1-block is not rejected by an s-filter, we say that the
1-block passes through the s-filter. Just as i-decoders, s-filters are tools in our analysis and do not
correspond to any physical operation applied during the fault-tolerant simulation. We will use s-
filters as tags we can insert in our quantum circuit diagrams to indicate that the syndrome at some
given point would indicate no more than s Pauli errors assuming faultless syndrome measurement
were performed at that point; we will be careful to insert these tags so that they act as the identity
on the actual computation.
For brevity, let a 1-Ga or 1-EC that contains no more than r faults be called r-good. The key
gadget properties starting with the properties for 1-EC gadgets are as follows.
Properties 1 (1-EC Properties). Let t = ⌊d−12 ⌋. 1-EC gadgets for a distance-d quantum error-
correcting code satisfy:
(a) ∀r ≤ t, the output of an r-good 1-EC passes through an r-filter, or
r-good
1-EC
=
r-good
1-EC
r-filter ,
(b) ∀s, r such that s+ r ≤ t, if a 1-block which passes through an s-filter is input to an r-good 1-EC
followed by an i-decoder, the output is the same as with the r-good 1-EC omitted, or
s-filter
r-good
1-EC
i-decoder = s-filter i-decoder .
Property 1(a) is the statement that on an arbitrary input, a 1-EC which contains at most r
faults produces an output on which ideal syndrome measurement would find at most r Pauli errors.
Property 1(b) states that if the sum of the Pauli errors in the input 1-block and the faults in the
1-EC is no greater than t, then ideal decoding of the output gives the same output as if the 1-EC
were not present (or, since the i-decoder performs ideal error correction itself, if the 1-EC were
present but contained no faults). Both properties reflect the requirement that r ≤ t faults inside a
1-EC gadget must not lead to errors which propagate to more than r qubits in the 1-block.
The properties for 1-Ga gadgets are:
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Properties 2 (1-Ga Properties). Let t = ⌊d−12 ⌋. Consider k 1-blocks which respectively pass through
{s1, s2, · · · , sk}-filters and let them be input to an r-good 1-Ga gadget for a distance-d quantum error-
correcting code simulating a k-qubit gate, where s ≡∑ki=1 si + r ≤ t. Then,
(a) all output 1-blocks pass through s-filters, or
{si}-filters r-good
1-Ga
= {si}-filters r-good
1-Ga
s-filters ,
(b) the r-good 1-Ga followed by i-decoders is equivalent to applying the i-decoders first followed by
the ideal k-qubit 0-Ga, or
{si}-filters r-good
1-Ga
i-decoders = {si}-filters i-decoders ideal0-Ga .
For the properties above, the si-filter is applied to the ith input 1-block and, for property 2(a),
each one of the k s-filters on the right is applied to one of the k output 1-blocks.
Property 2 requires a minor adaptation for preparation and measurement 1-Gas. For 1-preparations
and ∀r ≤ t, property 2(a) becomes:
r-good
1-prep.
=
r-good
1-prep. r-filter
,
and property 2(b) becomes:
r-good
1-prep. i-decoder
= ideal
0-prep.
.
For 1-measurements, which have classical bits as outputs, there is no analog of property 2(a) and,
∀r, s such that r + s ≤ t, property 2(b) becomes:
s-filter
r-good
1-meas.
= s-filter i-decoder ideal0-meas.
,
where the classical processing of the measurement outcomes is either performed in encoded form
using a classical error-correcting code or, if the outcomes are decoded to the level of single classical
bits, the classical gates that perform the decoding are faultless. Otherwise, a single fault in the
final classical decoding step (e.g., a fault in our reading of the final outcome from the display of a
detector) could cause an error in the outcome and the property is not satisfied.
It is now time to state and prove the basic lemma of this chapter.
Lemma 1 (Goodness Implies Correctness). Consider a fault-tolerant quantum circuit simulation
based on a distance-d quantum error-correcting code that is executed using gadgets satisfying prop-
erties 1 and 2. Then, the 1-Rec contained in a good 1-exRec is correct. For a good 1-exRec corre-
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sponding to a single-qubit gate 0-Ga, the lemma means schematically:
1-EC 1-Ga 1-EC i-decoder = 1-EC i-decoder ideal0-Ga
.
Proof. We will only give the proof for single-qubit gate 0-Gas—the argument is essentially the
same for multi-qubit gate, preparation or measurement 0-Gas. By definition, a 1-exRec is good if it
contains no more than t = ⌊d−12 ⌋ faults. Suppose there are s faults in the leading 1-EC, r faults in
the 1-Ga, and s′ faults in the trailing 1-EC, with s + r + s′ ≤ t. Then, we can write the left-hand
side of our equation schematically as:
s-good
1-EC
r-good
1-Ga
s′-good
1-EC
i-decoder .
Using property 1(a), we can insert an s-filter after the leading 1-EC and then, using property 2(a),
we can insert an (s+r)-filter after the 1-Ga to obtain the equivalent circuit:
= s-good
1-EC
s-filter
r-good
1-Ga
(s+r)-
filter
s′-good
1-EC
i-decoder .
Using property 1(b), we can now omit the trailing 1-EC and then, using property 2(a) backwards,
we can omit the (s+r)-filter that follows the 1-Ga to obtain the equivalent circuit:
= s-good
1-EC
s-filter
r-good
1-Ga
i-decoder .
Finally, using property 2(b), we can move the i-decoder to the left thereby converting the 1-Ga to
the ideal 0-Ga it simulates and then, using property 1(a) backwards, we can remove the s-filter that
follows the leading 1-EC. We thus obtain the equivalent circuit:
= s-good
1-EC
i-decoder ideal0-Ga
.
This proves the lemma.

2.4 Accuracy
Lemma 1 implies that if all 1-exRecs are good, the fault-tolerant simulation will produce exactly the
same outcome probability distribution as the ideal simulated circuit: If all measurement 1-exRecs are
good, then we can replace the 1-Recs contained in them by equivalent circuits of i-decoders followed
by the ideal simulated measurement 0-Gas. Next, if all gate 1-exRecs are good, we can propagate
these i-decoders to the left thereby transforming all gate 1-Recs to equivalent circuits applying
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the ideal simulated gate 0-Gas. Finally, if all preparation 1-exRecs are good, we can annihilate
the i-decoders thereby obtaining an equivalent circuit with ideal preparation 0-Gas. Overall, if all
1-exRecs are good, the fault-tolerant simulation is equivalent to the ideal simulated circuit. Put
simply, what happens is that the goodness of all 1-exRecs constrains the faults inside gadgets to be
such that they never cause errors on more than t qubits in any 1-block; hence, errors are always
successfully corrected and the fault-tolerant simulation as a whole is successful.
Stochastic Local Noise
Suppose that we simulate an ideal circuit of size L, and suppose noise is local and stochastic
with strength p. For a fault-tolerant simulation based on a distance-d error-correcting code to be
unsuccessful, at least t+1 faults must have occurred inside one of the L 1-exRecs where t = ⌊d−12 ⌋.
Since the probability of all fault paths with at least t+1 faults in specified locations is at most pt+1,
if we let C denote the number of locations in the largest 1-exRec, the probability that a specified
1-exRec contains at least t + 1 faults is at most
(
C
t+1
)
pt+1. This implies that the error, δ, of the
fault-tolerant simulation can be upper bounded as in equation (1.15) by substituting p→ ( Ct+1)pt+1,
δ ≤ 2L
(
C
t+ 1
)
pt+1 . (2.7)
Hence, the fault-tolerant simulation has an improved accuracy compared to the unencoded compu-
tation provided
(
C
t+1
)
pt+1 < p, or p < pcrit where
pcrit ≡
(
C
t+ 1
)−1/t
. (2.8)
Local Noise
We can arrive at a similar conclusion if we consider local noise that is not stochastic. In this
case, we consider the fault-tolerant simulation as a noisy quantum circuit represented by a unitary
acting between the system qubits and a common bath. By performing a Lie-Trotter expansion of
the Hamiltonian, HSB, that couples the system and the bath, we can express the evolution at some
specific coarse-grained location and the bath as a sum of an operator that acts as the identity on
the coarse-grained location plus a fault operator acting nontrivially on the coarse-grained location.
Repeating for all coarse-grained locations, we obtain a fault-path expansion of the entire fault-
tolerant simulation.
We can now group fault paths in two terms: The first term, Gd(1), is a sum over all good fault
paths; a fault path is good if it applies a fault operator in no more than t coarse-grained locations
within each of the L 1-exRecs. Lemma 1 implies that all good fault paths will give identical outcome
statistics as the ideal computation; hence, their sum Gd(1) will also give the ideal outcome statistics.
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The second term, Bd(1), is a sum over all remaining fault paths which we will call bad. A fault
path is bad if it applies a fault in at least t + 1 coarse-grained locations inside at least one of the
L 1-exRecs. The two terms Gd(1) and Bd(1) play an analogous role to the Gd and Bd operators in
§1.2.4; specifically, the error, δ, of the fault-tolerant simulation can be upper bounded by the sup
norm of the sum over all bad fault paths, δ ≤ 2||Bd(1)||sup.
In the special case when local noise is due to a noise process that satisfies condition (2.1), upper
bounding ||Bd(1)||sup is straightforward: We order the L 1-exRecs in some arbitrary way and we also
consider some ordering of the coarse-grained locations inside each 1-exRec. We now organize Bd(1)
as a sum of L terms where for the ith term the ith 1-exRec is bad, all 1-exRecs preceding it are
good and we put no restriction on the 1-exRecs following it. Then, we express each of these L terms
as a sum of terms where for each term a different set, It+1, of t+ 1 faulty coarse-grained locations
is identified inside the bad 1-exRec, the ideal gates are applied in all coarse-grained locations that
precede the latest of the t+1 faults and are not in It+1 and the unitary coupling described by HSB
is applied between the bath and all coarse-grained locations that are not directly coupled by HSB
to any of the t+ 1 faults and are subsequent to the latest of them. There are at most
(
C
t+1
)
terms
of this form and each has sup norm at most εt+1. Thus, we conclude that
||Bd(1)||sup ≤ L
(
C
t+ 1
)
εt+1 . (2.9)
Therefore, the error of the fault-tolerant simulation is smaller than the error, 2Lε, of the unencoded
computation provided ε < εcrit where
εcrit ≡
(
C
t+ 1
)−1/t
. (2.10)
To obtain an upper bound on Bd(1) for general local noise is more challenging. The essential
difference is that now condition (2.1) does not necessarily hold for every coarse-grained location
irrespective of whether other coarse-grained locations are faulty or ideal. Instead, definition 4 only
allows us to upper bound the sup norm of the sum of all fault paths with faults at some r specific
coarse-grained locations6. In particular, the method we used in the previous paragraph to organize
Bd(1) as a sum of at most L
(
C
t+1
)
terms does not immediately lead to the desired bound: The
problem is that in each such term we have imposed a restriction on some locations outside the set
It+1; namely that the ideal gates are applied in all coarse-grained locations that precede the latest
of the t+1 faults. Hence, each such term is not a sum over all fault paths with faults at the locations
in It+1 (i.e., some fault paths are excluded) and, so, we cannot directly upper bound its sup norm
by εt+1.
6Note that this summation corresponds to considering the unitary coupling described by HSB between the bath
and all other coarse-grained locations not coupled directly with the r specified faulty ones.
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The solution to this problem is based on the idea that we can perform our Lie-Trotter expansion
“in reverse,” i.e., we can reexpress the ideal realization of a given coarse-grained location as the
unitary coupling described by HSB minus a fault operator that acts on this coarse-grained location.
Our motivation for doing this is that in this way we can eliminate the restriction that we imposed
above on some locations outside the set It+1 to be ideal. In the following lemma we develop this
idea and perform the combinatorics.
Lemma 2 (Fault Path Inclusion-Exclusion). Consider a noisy quantum circuit with C locations
which is subject to local noise with strength ε. We express the unitary transformation acting on the
system and the bath as a sum of fault paths where, for each fault path, each location is either faulty
or ideal, and let F (Ir≥s) denote the sum over all fault paths with at least s faults. Then,
||F (Ir≥s)||sup ≤
(
C
s
)
εse(C−s)ε . (2.11)
Proof. Let us choose some arbitrary ordering of the C coarse-grained locations that does not need
to correspond to the actual time ordering of the operations in the quantum circuit—speaking of
earlier or later locations should be understood as referring to this ordering. Then, F (Ir≥s) can be
expressed as a sum of at most
(
C
s
)
terms, where each term corresponds to a sum over all fault paths
such that a particular set, Is, of s faulty coarse-grained locations is identified and the ideal gates
are applied in all coarse-grained locations that precede the latest of the s specified faults and are
not in Is (i.e., the different fault paths in the sum act identically in the s specified locations and the
locations preceding them and may differ on the coarse-grained locations that succeed the latest of
the s specified faults). Let us say that this is the original expansion of F (Ir≥s).
Next, in each term of the original expansion, we consider the ideal gates that have been applied
to locations preceding the latest of the s faults. We proceed to reexpress all of them as the unitary
transformation that couples those locations and the bath minus a fault operator. We thus obtain
the derived expansion which can be expressed as a sum of terms, where each term corresponds to a
sum over all fault paths such that m specific coarse-grained locations are identified as faulty with
s ≤ m ≤ C and without other restrictions. We now need to count how many times a fault path
where m faulty coarse-grained locations have been specified appears in this derived expansion.
Let F (Ir=m) denote the sum over all the
(
C
m
)
different terms in the derived expansion that
identify exactly m faulty coarse-grained locations. Each of these terms may arise from at most(
m−1
s−1
)
terms in the original expansion, since we need to count the number of ways of choosing
which s− 1 of the first m− 1 faulty coarse-grained locations belonged in the original expansion and
the maximum,
(
m−1
s−1
)
, corresponds to the case when each faulty coarse-grained location is coupled
independently with the bath. Therefore, the sup norm of each of these terms is at most
(
m−1
s−1
)
εm,
and so the sup norm of F (Ir=m) can be upper bounded by
(
C
m
)(
m−1
s−1
)
εm (the sign of each term in
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the derived expansion may be +1 or −1, but these signs have no consequence for our bound).
Since our derived expansion expresses F (Ir≥s) as
∑C
m=s F (Ir=m), we conclude that
||F (Ir≥s)||sup ≤
C∑
m=s
(
C
m
)(
m− 1
s− 1
)
εm =
(
C
s
)
εs
C∑
m=s
s
m
(
C − s
m− s
)
εm−s
≤
(
C
s
)
εs
∞∑
m=0
(C − s)m
m!
εm =
(
C
s
)
εse(C−s)ε . (2.12)
This proves the lemma.

We can now use lemma 2 twice to upper bound ||Bd(1)||sup. Recall that Bd(1) is the sum of all
fault paths with at least t+ 1 faults in at least one of the L 1-exRecs. By choosing an ordering of
the L 1-exRecs, our first step is the same as before: we write Bd(1) as a sum of terms where for the
ith term the ith 1-exRec is bad, all 1-exRecs preceding it are good and we put no restriction on the
succeeding 1-exRecs; this is now our original expansion. We next reexpress every good 1-exRec as
a sum of one term where we apply the unitary coupling between the bath and the coarse-grained
locations inside the 1-exRec minus a second term which contains all fault paths that make the 1-
exRec to be bad; this leads to our derived expansion. By using the same argument as in the proof
of lemma 2, we can express Bd(1) as a sum of terms where for each term m specific 1-exRecs are
bad with 1 ≤ m ≤ L and we put no restriction on the other 1-exRecs. It follows that we can upper
bound the sup norm of Bd(1) as in equation (2.11) with C → L, s→ 1, and ε→ ||F (Ir≥s)||sup;
||Bd(1)||sup ≤ L||F (Ir≥t+1)||sup · e(L−1)·||F (Ir≥t+1)||sup , (2.13)
where F (Ir≥t+1) denotes the sum of all fault paths that make a specific 1-exRec bad since all these
fault paths must contain at least t + 1 faults. Assuming ε is sufficiently small so that (L − 1) ·
||F (Ir≥t+1)||sup ≤ 1 and by using lemma 2 again to upper bound ||F (Ir≥t+1)||sup,
||Bd(1)||sup ≤ eLκ
(
C
t+ 1
)
εt+1 , (2.14)
where κ ≥ e(C−t−1)ε. The error, δ, of the fault-tolerant simulation can then be upper bounded by
δ ≤ 2||Bd(1)||sup ≤ 2eLκ
(
C
t+ 1
)
εt+1 , (2.15)
which is smaller than the error, 2Lε · e(L−1)ε ≤ 2eLε assuming (L − 1) ε ≤ 1, of the unencoded
computation provided κ
(
C
t+1
)
εt+1 < ε, or ε < εcrit where
εcrit ≡
(
κ
(
C
t+ 1
))−1/t
, (2.16)
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for any κ ≥ e(C−t−1)εcrit .
In obtaining the derived expansion of Bd(1) above, there is a detail that we have ignored: since
two successive bad 1-exRecs overlap, their badness can be due to sets of faults that are not disjoint.
Although this seems to complicate the analysis, we can in fact modify our definition of goodness in
such a way that any two successive bad 1-exRecs will be designated to be simultaneously bad only
due to sets of faults that are disjoint. With this modified definition which we will give in §3.2, our
calculation above is valid.
2.5 History and Acknowledgements
The basic principles of fault-tolerant quantum circuit simulations and explicit gadget constructions
satisfying properties 1 and 2 (to be discussed in chapter 5) were first given by Shor [51]. In this
and in all subsequent work, the properties of fault-tolerant gadgets were discussed semantically, i.e.,
in terms of an explicit representation of the errors afflicting the quantum state being processed by
these gadgets.
After Gottesman, Preskill and I began thinking about the problem of proving the quantum
threshold theorem for distance-3 codes, it quickly became clear that the criterion for fault tolerance
would involve extended rectangles whose analysis we found to be difficult semantically. In fact,
our definition of goodness had previously been used by Knill, Laflamme and Zurek [52], but their
argument was informal and it was not at all clear how to apply it to recursive fault-tolerant simula-
tions (to be discussed in chapter 3). During and shortly after the QIP 2005 workshop, Gottesman
suggested that we use an insight from [53] to phrase our definition of correctness in terms of ideal
decoding circuits; this syntactic definition led to the formulation of lemma 1.
An analysis of fault-tolerant quantum computation for a coherent noise model was first formulated
in an insightful paper by Terhal and Burkard [49]. Their analysis considered a noise model where
a locality condition is imposed not only on the interaction between the system and the bath, but
also on interactions among the degrees of freedom within the bath. The essential ingredient for
generalizing the proof in [49] was the formulation of lemma 2 for the Hamiltonian noise model
described in §2.2. Lemma 2 for this noise model was proved by Preskill and it was included in [1]
with a simplified proof due to Gottesman. The version of this lemma given here applies to general
local noise; the proof is essentially the same as in [1].
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Chapter 3
Recursive Simulations and the
Quantum Threshold Theorem
3.1 Introduction
In this chapter, I will discuss recursive fault-tolerant quantum circuit simulations and prove the
quantum threshold theorem for local noise. The idea of recursive simulations is intuitive: In the
previous chapter, I described how any ideal quantum circuit can be simulated using gadgets that
perform the computation in an encoded form using some quantum error-correcting code. Further-
more, these simulations are fault-tolerant in the sense that the noisy simulation is more accurate
than the noisy unencoded computation provided the strength of local noise is below some critical
value. But, if for some noise strength the fault-tolerant simulation improves the accuracy of the
unencoded computation, we expect that a fault-tolerant simulation of the fault-tolerant simulation
will improve it even more! And we can continue applying this idea again and again building a
hierarchy of simulations that achieves any desired accuracy. We will then identify the critical noise
strength as the accuracy threshold for quantum computation.
By construction, at any level, k, of a recursive fault-tolerant simulation, the simulation will be
mapped to the corresponding simulation at level k−1 if we replace every 1-Rec inside it by a 0-Ga.
If we replace every 1-Rec inside a simulation at level k−1 by a 0-Ga, the simulaton at level k−1
will be mapped to the corresponding simulation at level k−2, etc. Our analysis of the accuracy of
recursive fault-tolerant simulations will exploit exactly this property: We will show that the fault-
tolerant simulation at level k with noise strength ε is equivalent to another fault-tolerant simulation
at level k−1 with a transformed noise strength, ε(1). Then, by applying the same argument a second
time, the fault-tolerant simulation at level k−1 with noise strength ε(1) is equivalent to another
fault-tolerant simulation at level k−2 with a transformed noise strength, ε(2). After we apply this
argument k times, we will obtain an equivalent simulation at level 0 with noise strength ε(k); but,
a level-0 simulation is an execution of the ideal circuit with noisy physical operations! We conclude
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that the initial fault-tolerant simulation at level k is equivalent to an execution of the ideal quantum
circuit with operations which have noise strength ε(k). Provided the physical noise strength, ε, is
below the accuracy threshold value, ε(k) can be made arbitrarily small, thereby showing that the
level-k simulation can achieve any desired accuracy. This is the outline of our proof of the quantum
threshold theorem.
The remaining of this chapter is organized as follows: In §3.2, I discuss the replacement rules
that give rise to recursive fault-tolerant simulations. Then, in §3.3, I prove the level-reduction lemma
which shows that recursive fault-tolerant simulations subject to local noise can be analysed “one
level at a time.” Finally, in §3.4, I use this lemma to prove the quantum threshold theorem for
local noise. I also discuss a method for obtaining improved rigorous lower bounds on the quantum
accuracy threshold by means of a more detailed combinatorial analysis; such an analysis is performed
explicitly in chapter 5 for a particular code.
3.2 Recursive Fault-Tolerant Simulations
The quantum computation performed by a recursive fault-tolerant simulation is protected by a
concatenated quantum code [54]. The code block of a concatenated code is constructed as a hierarchy
of codes within codes—the code block at any level, k, of this hierarchy is built from logical qubits
encoded at level k − 1 of the hierarchy. And there exists a corresponding hierarchy of gadgets: At
the physical level, which we may call level 0, gadgets are just the noisy physical operations that we
have called 0-Gas. At the next level of this recursion, level 1, each ideal gate is simulated by a 1-Rec
that acts on 1-blocks of some quantum error-correcting code, C, as was discussed in the previous
chapter. One level higher in the recursion, level 2, an ideal gate is simulated by a 2-Rec that acts on
the code blocks of the concatenated quantum code C ◦ C; we will call such code blocks 2-blocks. A
2-Rec is constructed by replacing each 0-Ga inside a 1-Rec by the 1-Rec corresponding to the 0-Ga.
At level k of the recursion, ideal gates are simulated by k-Recs that are constructed by replacing
each 0-Ga inside a (k−1)-Rec by the corresponding 1-Rec; k-Recs act on k-blocks, i.e., code blocks
of a quantum code that is concatenated k times. If k levels of recursion are used in total, then
there will be one k-Rec for each location in the ideal quantum circuit we simulate. We will often
call the computation realized by k-Recs a level-k simulation; in particular, a level-0 simulation is a
direct implementation of some quantum circuit with noisy 0-Gas. Figure 3.1 shows a schematic of
a quantum circuit executing a recursive simulation.
Lemma 1 in the previous chapter established that the 0-Recs inside good 1-exRecs (i.e., 1-exRecs
that contain no more than t = ⌊d−12 ⌋ faults, where d is the distance of the quantum code used) are
correct (i.e., they perform an accurate simulation of the corresponding 0-Ga). This allowed us to
conclude that if all 1-exRecs are good, the level-1 simulation realized by 1-Recs can be replaced by
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Figure 3.1. A recursive simulation. A level-k gadget is built from level-(k−1) gadgets, which are
built from level-(k−2) gadgets, etc.
an equivalent level-0 simulation where all 1-Recs are converted to the ideal 0-Gas they simulate.
Now, we would like to generalize this conclusion. We would like to prove that no matter how
many faults have occurred, the level-1 simulation can always be replaced by an equivalent level-0
simulation where the 1-Rec inside every good 1-exRec has been converted to the ideal simulated
0-Ga, and the 1-Rec inside every bad 1-exRec has been converted to some faulty implementation
of the simulated 0-Ga. But, from the onset, we encounter a problem in identifying bad 1-exRecs
with faulty 0-Gas: Two successive 1-exRecs overlap (i.e., they contain at least one 1-EC gadget in
common) and, for this reason, they can both be bad due to sets of faults that are not disjoint.
Suppose, e.g., that we use a distance-3 code and that two successive 1-exRecs are both bad due to
one fault in the shared 1-EC, one fault in the 1-Ga of the earlier 1-exRec and one fault in the trailing
1-EC of the later 1-exRec (Fig. 3.2). These two overlapping 1-exRecs simulate two successive 0-Gas.
Ordinarily, we would think of the earlier of the two 1-Recs as the gadget that simulates the earlier
of the two 0-Gas. But, in this case, we may instead remove the shared 1-EC from the earlier 1-Rec
and regard the 1-Ga contained in the earlier 1-Rec as the gadget that simulates the earlier 0-Ga; we
will say that the earlier 1-exRec has been truncated. Because the truncated earlier 1-exRec contains
only one fault, we expect that it simulates the earlier 0-Ga accurately. The shared 1-EC which we
removed from the earlier 1-exRec will be added to the later 1-Rec; so, we will regard the entire later
1-exRec—rather than the 1-Rec it contains—as the gadget that simulates the later 0-Ga; and it is
only this later simulation that is inaccurate. Thus, our intuition is that the two overlapping bad
1-exRecs in figure 3.2 are really no worse than a single bad 1-exRec.
More generally, we wish to regard the badness of different 1-exRecs as arising due to disjoint
sets of faults. We will say that two bad 1-exRecs are independent if they are bad due to a disjoint
set of faults; when this is not the case, we will say that they are non-independent. As indicated by
the example above, our criterion for when two overlapping bad 1-exRecs are independent is that
the earlier bad 1-exRec must remain bad when all shared 1-EC gadgets are removed. To reflect this
requirement, we revise definition 6 as follows.
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1-EC 1-Ga
×
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×
1-Ga 1-EC
×
Figure 3.2. Two non-independent successive bad 1-exRecs, indicated by dashed lines, with fault
locations indicated by ×. Because one of the three faults is contained in the shared 1-EC, the bad
1-exRecs are not independent events. In this situation, we may regard the earlier 1-Ga as a gadget
that simulates the corresponding ideal 0-Ga accurately, and the later 1-exRec rather than the later
1-Rec as a gadget that simulates the corresponding ideal 0-Ga inaccurately.
Definition 7 (Goodness (revised)). Consider a fault-tolerant quantum circuit simulation based on
a distance-d quantum error-correcting code, and let t = ⌊d−12 ⌋. A 1-exRec is good if it contains at
most t faults; if it is not good it is bad. Two bad 1-exRecs are independent if they are nonoverlapping
or if they overlap and the earlier 1-exRec is still bad when the shared 1-ECs are removed.
The fact that two non-independent bad 1-exRecs can be viewed as simulating just one rather
than two faulty 0-Gas will be proven rigorously in §3.3.1. But before giving more details about
treating non-independent bad 1-exRecs, let us first use this fact to prove the basic level-reduction
lemma.
3.3 The Level-Reduction Lemma
Our goal is to assess the error, δ, of the level-k simulation as a function of the level k of recursion.
We will imagine that local noise of strength ε is acting on all elementary physical operations or,
simply, locations realizing this level-k simulation; then the question is how δ is related to ε and k.
We will answer this question indirectly: We will first show that the level-k simulation is equivalent
to a level-(k−1) simulation that is subject to local noise of transformed strength, ε(1). The following
lemma makes this statement precise.
Lemma 3 (Level Reduction). Consider a recursive fault-tolerant simulation that is generated by the
self-similar replacement rules described above on gadgets satisfying properties 1 and 2 for a distance-
d quantum error-correcting code, and let t = ⌊d−12 ⌋ and C be the number of locations in the largest
1-exRec. Let the level-k simulation (k ≥ 1) be subject to local noise of strength ε (or p if noise is
stochastic). Then, there exists a level-(k−1) simulation that produces the same output probability
distribution and is subject to local noise of strength
ε(1) ≤ κ
(
C
t+ 1
)
εt+1 ,
where κ ≥ e(C−t−1)ε (or p(1) ≤ ( Ct+1)pt+1 if noise is stochastic).
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Proof. We start by considering all measurement 1-exRecs. Using lemma 1, we replace the 1-Rec
inside every good measurement 1-exRec by an i-decoder followed by the ideal simulated measurement
0-Ga. We then continue by moving the i-decoders to the left of the 1-Rec inside every good gate 1-
exRec, thereby replacing the gate 1-Recs by the ideal simulated gate 0-Gas. Finally, we annihilate all
i-decoders inside good preparation 1-exRecs, thereby replacing the preparation 1-Recs by the ideal
simulated preparation 0-Gas. In addition, every time i-decoders are stuck to the right of a bad gate
1-exRec, the i-decoders can be moved to the left of the entire bad 1-exRec which is replaced by some
faulty implementation of the simulated gate 0-Ga; and similarly for bad measurement or preparation
1-exRecs (see §3.3.1). Overall, by means of this “wave” of i-decoders moving from the right to the
left of all level-1 gadgets, we convert every 1-Rec to either an ideal or a faulty implementation of
the 0-Ga it simulates. Hence, one level of coding has been removed and the initial level-k simulation
has been converted to a level-(k−1) simulation that produces exactly the same output.
It remains to consider the effective noise afflicting this level-(k−1) simulation. Consider a set,
I(1)r , of r locations in the level-(k−1) simulation and let F (I(1)r ) denote the sum of all fault paths with
faults at all locations in I(1)r . Each location in the level-(k−1) simulation arises from a 1-Rec in the
initial level-k simulation and, furthermore, r specific locations are faulty only if the corresponding
1-exRecs in the initial level-k simulation were all independently bad. Recall that each independent
bad 1-exRec contains at least t+ 1 faults. For local stochastic noise, the sum of all fault paths with
t+1 faults at specified locations in each of the r bad 1-exRecs has probability at most
(
pt+1
)r
and,
so, the probability of F (I(1)r ) is at most
(
p(1)
)r
where
p(1) ≤
(
C
t+ 1
)
pt+1 . (3.1)
Hence, we conclude that the equivalent level-(k−1) simulation that results after level reduction is
afflicted by local stochastic noise of strength p(1).
For local noise that is not stochastic, we can follow the argument in proving lemma 2 to obtain
the derived expansion of F (I(1)r ). Let Fi(Ir=mi) denote the sum of all fault paths such that the ith
of the r specified bad 1-exRecs contains mi faults with t+ 1 ≤ mi ≤ C (see §3.3.2 for dealing with
overlapping bad 1-exRecs), and also let m =
∑
imi. Then, F (I(1)r ) can be expanded as
F (I(1)r ) =
C∑
m1=t+1
· · ·
C∑
mr=t+1
F1(Ir=m1) . . . Fr(Ir=mr) , (3.2)
so that, by performing a similar combinatorial analysis as in the proof of lemma 2,
||F (I(1)r )||sup ≤
C∑
m1=t+1
(
m1 − 1
t
)(
C
m1
)
· · ·
C∑
mr=t+1
(
mr − 1
t
)(
C
mr
)
εm . (3.3)
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Similar to equation (2.12), we conclude that ||F (I(1)r )||sup ≤
(
ε(1)
)r
where
ε(1) ≤
(
C
t+ 1
)
εt+1e(C−t−1)ε . (3.4)
Therefore, the level-(k−1) simulation that results after level reduction is afflicted by local noise of
strength ε(1), as desired.
This proves the lemma.

3.3.1 Independent Bad Rectangles as Simulated Faults
If all 1-exRecs are good, then we can apply lemma 1 in succession to convert all of them to the ideal
0-Gas they simulate. But in the proof of the level-reduction lemma, we also need to consider the
case of bad 1-exRecs and, in this case, lemma 1 does not apply. What we would like to achieve is
an equivalence allowing us to convert the 1-Rec inside a bad 1-exRec that is followed by i-decoders
to a circuit where i-decoders appear first and they are followed by some faulty implementation of
the corresponding simulated 0-Ga. However, this is in general not possible: the 1-Rec inside a bad
1-exRec is not simulating a well-defined faulty 0-Ga independent of the input to the 1-Rec. Indeed,
if we attempt to move the i-decoders from the right of the 1-Rec inside a bad 1-exRec to in front
of it and thereby transform the 1-Rec to a faulty 0-Ga, the particular faulty 0-Ga we obtain may
depend on the syndrome that the i-decoders find. For instance, faults in the 1-Rec might combine
differently with a fault which has previously acted on the first qubit in an input 1-block than with a
fault which has previously acted on the second qubit in the same input 1-block; then, even though
applying an i-decoder to the input 1-block yields the same state in both cases, applying i-decoders
to the output of the 1-Rec in these two cases might yield different output states.
This observation tells us what direction we should take: we should look for an equivalence
to faulty 0-Gas that do depend on the syndrome i-decoders find. To make the dependence on the
syndrome information explicit, we will introduce a new version of i-decoders that we will call coherent
i-decoders, or D’s. Whereas i-decoders trace over all output ancillary qubits, coherent i-decoders
do not; they maintain the coherence between the syndrome that ideal error-correction finds and the
state of the decoded qubit. More specifically, let |ψ〉L denote some logical single-qubit state, and let
{Ei} denote the set of correctable Pauli errors of an [[n, k, d]] stabilizer code; then the action of the
coherent i-decoder is
D : Ei|ψ〉L 7→ |ψ〉 ⊗ |ei〉 , (3.5)
where |ψ〉 is the decoded single-qubit state carried, e.g., by the first output qubit, and |ei〉 denotes
the state of remaining n−1 qubits that records the syndrome.
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If the states {Ei|ψ〉L} are a complete basis (i.e., if the code is perfect), then equation (3.5)
completely characterizes the action of the coherent i-decoder. Otherwise, since the action in equation
(3.5) is inner-product preserving, we may always choose some unitary extension of D. Then, its
inverse, D−1, is a coherent i-encoder that takes a qubit in the input state |ψ〉 and n−1 qubits in
the state |ei〉 and encodes them in the state |ψ〉L with Pauli error Ei. Of course, an i-decoder is
just a coherent i-decoder that discards the n−1 output qubits carrying the syndrome information,
or schematically:
i-decoder = D
×
.
This implies that lemma 1 in the previous chapter holds if i-decoders are replaced by coherent i-
decoders: Indeed, lemma 1 is precisely the statement that the 1-Rec inside a good 1-exRec is correct
independent of what syndrome the i-decoders find (since, otherwise, if there was a dependence on
the syndrome, lemma 1 would not always hold independent of the syndrome that the i-decoders
discard). For a 1-Rec simulating a single-qubit 0-Ga, lemma 1 now takes the form of the equality
1-EC 1-Rec D = 1-EC D ideal
0-Ga
Osyndr
,
where Osyndr is some operation acting on the syndrome.
Since coherent i-decoders are unitary, we are free to create pairs of coherent i-decoders and i-
encoders (or simply, decoder-encoder pairs) via the identity I = D · D−1 which we can insert at any
point during the quantum computation. In particular, we can insert decoder-encoder pairs preceding
a bad 1-exRec in order to convert it to a faulty 0-Ga that depends on the syndrome that is processed
by the coherent i-decoders. For a 1-exRec corresponding to a single-qubit 0-Ga, we can illustrate
this as
bad
1-exRec D = D
faulty
0-Ga
,
where the faulty 0-Ga is defined as the operation
faulty
0-Ga
= D−1 bad1-exRec D .
It is important that decoder-encoder pairs are inserted on every 1-block preceding the entire
bad 1-exRec because, in the next step, the coherent i-decoders will move to the left of the preceding
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1-exRecs. We only want to consider these preceding 1-exRecs as bad if they are bad independently of
the current 1-exRec. Thus, we insert our decoder-encoder pairs so that we truncate these preceding
1-exRecs from all 1-EC gadgets they share with the current bad 1-exRec. If the preceding truncated
1-exRecs are indeed bad independently of the current 1-exRec then, in the next step, we insert
decoder-encoder pairs preceding them as well. And we repeat the same trick every time coherent
i-decoders encounter a bad 1-exRec, thereby converting every independent bad 1-exRec to a faulty
0-Ga that is correlated with the syndrome.
On the other hand, every non-independent bad 1-exRec will, after truncation of the 1-EC gadgets
it shares with its succeeding 1-exRecs, become good. Good truncated 1-exRecs are correct as can
be easily seen as follows: First, assume i-decoders (instead of coherent i-decoders) are placed to the
right of a truncated good 1-exRec. We can restore all truncated 1-ECs by pulling out ideal (i.e.,
faultless) 1-ECs from the i-decoders, since clearly
i-decoder = ideal1-EC i-decoder
.
Now, the good truncated 1-exRecs have become equivalent to full good 1-exRecs and lemma 1
applies. But, lemma 1 being true when phrased in terms of i-decoders implies that the correctness
of good truncated 1-exRecs does not depend on the syndrome that the i-decoders find; hence, the
lemma will also apply if coherent i-decoders are used instead. This shows that, in general, coherent
i-decoders can be propagated to the left of the 1-Rec inside every good 1-exRec (truncated or not),
thereby converting the 1-Rec to the ideal simulated 0-Ga applied on the decoded qubit(s) and some
operation applied on the syndrome.
In effect, the syndrome acts as a common bath with which qubits at all faulty 0-Gas interact
after level reduction: Consider a sequence of 1-exRecs that contains r independent bad 1-exRecs.
By creating i-decoders, moving them to the left and finally annihilating them transforms the 1-
exRecs to an equivalent circuit of 0-Gas with r faults; and these faults can be correlated since they
correspond to the operation simulated by the bad 1-exRecs that depends on the syndrome. For
instance, two bad 1-exRecs separated by a sequence of good intermediate 1-exRecs can be converted
to two correlated faulty 0-Gas that are separated by ideal 0-Gas, or schematically:
bad
1-exRec
good
1-exRecs
bad
1-exRec D = D
faulty
0-Ga
Osyndr
ideal
0-Gas
faulty
0-Ga
.
It follows that even if noise is uncorrelated at the physical level, effective correlations between
faults will arise as one considers the different coding levels in a recursive fault-tolerant simulation.
Local noise has the property that it includes the possibility of such correlations and, for this reason,
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local noise acting in the level-k simulation remains local in the equivalent level-(k−1) simulation
after level reduction and only the noise strength is transformed. In this sense, we may say that local
noise is “stable” under level reduction.
3.3.2 The Combinatorics for Overlapping Rectangles
Finally, we need to justify why the bound (3.4) is valid even though some of the r specified bad
1-exRecs in the level-k simulation may overlap. We wish to express F (I(1)r ) as a sum of terms where
for each term, each one of the r specified bad 1-exRecs contains from t + 1 up to some maximum
number of faults and it is bad independently from all other bad 1-exRecs. Because of the requirement
for independence, the maximum number of faults in each of the r specified bad 1-exRecs can be
either the number of locations in the full 1-exRec (if none of the 1-exRecs immediately following
are bad), or the number of locations in the truncated 1-exRec (if one of the 1-exRecs immediately
following is one of the other r specified bad 1-exRecs).
Nevertheless, for any specified fault path, whether each bad 1-exRec is truncated or not is
unambiguously determined and, in order for a 1-exRec to be bad independently, it must contain
at least t + 1 faults. Therefore, we can still apply the bound (3.3) with the only change that for
each fault path in the sum some 1-exRecs may be truncated, and which 1-exRecs are truncated
varies from fault path to fault path so that the upper limits of each summation may vary. Since a
truncated 1-exRec contains fewer locations than the full 1-exRec, the bound (3.3) applies in general
independent of whether some of the r specified bad 1-exRecs overlap.
3.4 The Quantum Threshold Theorem for Local Noise
The virtue of the level-reduction lemma is that it is composable. We can apply it k times in succession
to convert a level-k simulation to a level-0 simulation that produces the same output statistics; the
level-0 simulation is directly implementing the desired quantum circuit but with a transformed noise
strength. Consider first local stochastic noise of strength p acting on the initial level-k simulation.
Then, by iterating k times the recursion equation p(j) ≤ ( Ct+1) (p(j−1))t+1 with p(0) ≡ p, the noise
strength in the equivalent level-0 simulation is
p(k) ≤ pthr
(
p
pthr
)(t+1)k
, where pthr ≡
(
C
t+ 1
)−1/t
. (3.6)
Hence, pthr is the threshold noise strength, i.e., for p < pthr the effective noise that acts on the
level-k simulation has strength that decreases doubly-exponentially with k as shown by equation
(3.6). Using equation (1.15) with p → p(k), we conclude that the error, δ, of the level-k simulation
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is
δ ≤ 2Lpthr
(
p
pthr
)(t+1)k
. (3.7)
Therefore, any desired accuracy, 1− δ0, can be achieved by choosing k such that
(t+ 1)k ≥ log (2Lpthr/δ0)
log (pthr/p)
. (3.8)
If c is the size (i.e., number of locations) of the largest 1-Rec and if d if the largest depth (i.e.,
number of time steps) in any 1-Rec then, because of the self-similarity of recursive simulations, all
k-Recs will have size at most ck =
(
(t+ 1)k
)logt+1 c and depth at most dk = ((t+ 1)k)logt+1 d.
Similarly, for local noise that is not stochastic, if noise of strength ε acts on the initial level-k
simulation, then the equivalent level-0 simulation is afflicted by local noise of strength
ε(k) ≤ εthr
(
ε
εthr
)(t+1)k
, where εthr ≡
(
κ
(
C
t+ 1
))−1/t
, (3.9)
for κ ≥ e(C−t−1)εthr provided ε < εthr; thus, εthr is the threshold noise strength. Similar to equation
(2.15), the error, δ, of the level-k simulation can then be upper bounded by
δ ≤ 2eLε(k) ≤ 2eLεthr
(
ε
εthr
)(t+1)k
. (3.10)
Therefore, we arrive at a similar conclusion as for local stochastic noise, i.e., any desired accuracy,
1− δ0, can be achieved provided k is chosen so that
(t+ 1)k ≥ log (2eL εthr/δ0)
log (εthr/ε)
. (3.11)
With the help of the level-reduction lemma, we have thus proved the quantum threshold theorem
for local noise that is stated next.
Theorem 4 (Quantum Accuracy Threshold for Local Noise). Suppose gadgets can be constructed
such that they satisfy properties 1 and 2 for a distance-d quantum error-correcting code, and let
t = ⌊d−12 ⌋. Let c be the largest size and d be the largest depth in any 1-Rec, and let C be the size of
the largest 1-exRec. Suppose that noisy quantum circuits are afflicted by local noise of strength
ε < εthr ≡
(
κ
(
C
t+ 1
))−1/t
,
where κ ≥ e(C−t−1)εthr (or p < pthr ≡
(
C
t+1
)−1/t
if noise is stochastic). Then, for any fixed δ0 > 0,
any ideal quantum circuit of size L and depth D can be simulated with error δ0 by a noisy circuit of
size O
(
L(logL)logt+1 c
)
and depth O
(
D(logL)logt+1 d
)
.
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As was mentioned in the statement of properties 2, an assumption in our construction of gadgets
simulating measurements is that either classical processing is performed in encoded form using a
classical error-correcting code or, if classical information is decoded to single classical bits, the
classical gates that manipulate these bits are faultless. There is still a quantum accuracy threshold
if the classical processing is noisy with noise strength pcl, but the error, δ0, is limited to be of order
pcl in this case: one can perform fault-tolerant quantum error correction either by measuring the
syndrome and doing the classical processing using a classical error-correcting code, or by performing
the error recovery coherently using quantum operations and without quantum measurement. Then,
the only obstacle is decoding the final outcome of the computation to the level of single classical
bits, and the error of this decoding will be limited to be of order pcl due to the noisy classical gates.
3.4.1 Improving the Threshold Estimate
In theorem 4, we estimated the quantum accuracy threshold by considering all possible ways,
(
C
t+1
)
,
of placing t+ 1 faults in the largest 1-exRec. This estimate is however pessimistic since for some of
these configurations of faults, the 1-Rec contained inside the 1-exRec will still be correct. Let us now
discuss how this observation can help us obtain improved rigorous lower bounds on the quantum
accuracy threshold.
Let us say that a set of locations inside a 1-exRec is benign if the 1-Rec contained in the 1-exRec is
correct for arbitrary fault operators acting on all locations in the set. Naturally, if a set of locations
is not benign, we will say it is malignant. Then, in this language, lemma 1 says that all sets of
locations with cardinality at most t are benign; but we expect that many sets of locations with more
than t faults will also be benign. We can generalize definition 7 accordingly.
Definition 8 (Goodness (revised and generalized)). Consider a fault-tolerant quantum circuit sim-
ulation based on a distance-d quantum error-correcting code, and let t = ⌊d−12 ⌋. A 1-exRec is bad
if it contains faults at a malignant set of locations; if it is not bad it is good. Two bad 1-exRecs are
independent if they are nonoverlapping or if they overlap and the earlier 1-exRec is still bad when
the shared 1-ECs are removed.
Then, lemma 1 is true by definition. Furthermore, with this generalized definition of goodness, lemma
3 will yield an improved estimate on the strength of noise that acts on the equivalent simulation
that results after level reduction: Let us denote by A the number of malignant sets of t+1 locations
and let us pessimistically consider that all sets of at least t + 2 locations are malignant. Then, for
local stochastic noise, the bound (3.1) can be replaced by the improved estimate
p(1) ≤ Apt+1 +Bpt+2 , (3.12)
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where B ≡ ( Ct+2) is the number of sets of t+ 2 locations in the largest 1-exRec. Equivalently,
p(1) ≤ A′pt+1 , (3.13)
which indicates an accuracy threshold, pthr ≡ (A′)−1/t. Here, A′ is obtained by solving the equation
A+Bpthr = A
′, or
A+B(A′)−1/t = A′ . (3.14)
For instance, for t = 1, we obtain A′ = 12A
(
1 +
√
1 + 4B/A2
)
.
For local noise that is not stochastic, the sum of all fault paths with at least t+ 2 faults can be
expressed as in lemma 2 with s = t+2. We need to add to this an additional contribution due to the
sum of all fault paths with faults at exactly t+ 1 malignant coarse-grained locations; let us denote
this term as F (Mt+1). For each specified set of t + 1 malignant coarse-grained locations, we place
a fault operator at each of the locations in the set, and we place the ideal operations at all other
locations inside the 1-exRec. Then, as in the proof of lemma 2, we expand each ideal operation as
the unitary coupling with the bath minus a fault operator. In this derived expansion, each term
with faults at m specific coarse-grained locations appears at most
(
m
t+1
)
times (if every subset of
t + 1 out of the m coarse-grained locations is malignant) and may appear as few as zero times (if
no subset of t+ 1 out of the m coarse-grained locations is malignant). On the other hand, each set
of m faulty coarse-grained locations occurs at most
(
m−1
t+1
)
times in the derived expansion arising
from the original expansion of all fault paths with at least t + 2 faults. Furthermore, these terms
are opposite in sign to the terms that arise from the malignant sets of t+1 coarse-grained locations
(the signs are (−1)m−t−1 and (−1)m−1−t−1 in the two cases). Therefore, after combining the two
expansions, each fault path with m specific faults appears a number of times which is at most the
larger of
(
m−1
t+1
)
and
(
m
t+1
)− (m−1t+1 ) = (m−1t ). Since, ∀m ≥ t+2, (m−1t ) ≤ (t+1)(m−1t+1 ), we can upper
bound the sum over all fault paths with faults in all malignant sets of t+1 coarse-grained locations
or faults in at least t+ 2 coarse-grained locations similar to equation (2.12):
ε(1) ≤ ||F (Mt+1) + F (Ir≥t+2)||sup ≤ Aεt+1 +Bεt+2 , (3.15)
where A is again the number of malignant sets of t+1 coarse-grained locations, and B ≡ (t+1)κ( Ct+2)
with κ ≥ e(C−t−2)ε. As before, we can write
ε(1) ≤ A′εt+1 , (3.16)
which implies εthr ≡ (A′)−1/t (A′ is again defined by equation (3.14)).
Overall, using the concept of malignant sets of locations, we have proved the following theorem.
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Theorem 5 (Quantum Accuracy Threshold for Local Noise (revised)). Suppose gadgets can be
constructed such that they satisfy properties 1 and 2 for a distance-d quantum error-correcting code,
and let t = ⌊d−12 ⌋. Let c be the largest size and d be the largest depth in any 1-Rec, and let C be
the size of the largest 1-exRec. Suppose that noisy quantum circuits are afflicted by local noise of
strength
ε < εthr ≡ (A′)−1/t ,
(or p < pthr ≡ (A′)−1/t if noise is stochastic) with A′ as in equation (3.14) where A is the largest
number of malignant sets of t + 1 locations in any 1-exRec and B ≥ (t + 1)e(C−t−2)εthr( Ct+2) (or
B =
(
C
t+2
)
if noise is stochastic). Then, for any fixed δ0 > 0, any ideal quantum circuit of size L
and depth D can be simulated with error δ0 by a noisy circuit of size O
(
L(logL)logt+1 c
)
and depth
O
(
D(logL)logt+1 d
)
.
It is clear that we can obtain a further improvement in our estimate of the quantum accuracy
threshold by resolving the sets of t+ 2 or more coarse-grained locations into malignant and benign;
but we will not discuss such extensions here.
3.5 History and Acknowledgements
The analysis of recursive simulations and proofs of the quantum threshold theorem for indepen-
dent stochastic noise were first given by Aharonov and Ben-Or [55], by Kitaev [30], and by Knill,
Laflamme, and Zurek [52]; similar discussions were also given in [56] and [42]. All these proofs, with
the exception of the discussion in [52] which is given without proof, applied to computation that
is encoded using a code of distance at least 5. At the same time, most estimates for the quantum
accuracy threshold were derived using the distance-3 Steane code [37]; this created an unsatisfactory
situation since the formal proofs did not apply to this code.
Knill, Laflamme and Zurek in [52] sketched a method of analysis of fault-tolerant quantum
computation based on a distance-3 code, but their argument only applied to level-1 simulations; in
particular, it was not clear how to extend that argument to higher levels of a recursive simulation as
is necessary for deriving an accuracy threshold condition. Starting in the spring of 2004, Gottesman,
Preskill and I considered extending the argument in [52] to obtain a rigorous proof. Thinking in
terms of the notions of goodness and correctness proved to be extremely beneficial in deriving the
proof in [1] which is simple and, I think, elegant. The proof in [1] follows the tradition set by [55]
and analyzes the accuracy of level-k gadgets using induction on k; in [1] the inductive step was taken
via a procedure we called threshold dance and which was suggested by Preskill. Shortly after [1],
Reichardt also proved a quantum threshold theorem for distance-3 codes for the case of independent
stochastic Pauli noise [57].
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Encouraged by our success with distance-3 codes, Gottesman, Preskill and I subsequently started
thinking about distance-2 codes motivated by the scheme of postselected quantum computation and
the exciting numerical results of Knill [58, 59]. It was by thinking about the proof of the threshold
theorem for postselected quantum computation that I understood how to obtain the proof of the
quantum threshold theorem using a level-reduction procedure. In retrospect, Knill, Laflamme, and
Zurek had the right intuition in [52] to considered level-1 simulations only: level reduction shows
that recursive simulation can really be analysed one level at a time and so, in a certain sense, level
1 is all that matters!
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Chapter 4
Further Applications of Level
Reduction
4.1 Introduction
The proof of the quantum threshold theorem in the previous chapter was based on the level-reduction
lemma. In essence, this lemma told us that recursive simulations can be analysed by considering how
physical noise translates into an effective noise that acts on the encoded operations. Put differently,
the concept of level reduction tells us that there are two questions to be addressed in order to
prove the quantum threshold theorem: (i) Is our noise model general enough so that its structure
is preserved under level reduction? And, if yes (as for local noise), (ii) how are the parameters
characterizing this noise model (i.e., the noise strength for local noise) transformed under level
reduction? The answer to the first question will tell us whether the quantum threshold theorem can
be proved for a given noise model; the answer to the second question will tell us what the accuracy
threshold condition is.
In this chapter, I will discuss how this intuition for the analysis of recursive simulations can be
used to prove the quantum threshold theorem in two new settings. First, in §4.2, I will extend the
proof to apply to local leakage noise; i.e., our noise model will include the possibility that a qubit
may become inaccessible to our control operations by leaking to additional degrees of freedom beyond
the two-dimensional Hilbert space ideally characterizing it. The proof will proceed by constructing
gadgets that under a leakage-reduction procedure, transform local leakage noise to regular local noise
for which the level-reduction lemma applies. Second, in §4.3, I will extend the proof to measurement-
based models of quantum computation where elementary quantum gates are themselves simulated by
gadgets. In this case again, the proof will proceed by showing that under a suitable model-conversion
procedure, noisy measurement-based quantum computation is equivalent to noisy quantum circuit
computation for which the level-reduction lemma applies.
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4.2 Leakage Noise
In many physical implementations, a qubit is a two-dimensional subspace of a higher-dimensional
Hilbert space. Most usually this happens when a qubit is simply two low-lying levels in a many-level
physical system; examples include an ion-trap qubit, an optical qubit which is the dual-rail subspace
of two photonic modes [60], a Josephson-junction qubit which is formed by the lowest energy states
in a double well potential [61], and a quantum-dot qubit which is encoded in electron-spin states
[62, 63]. For such qubits, leakage faults transfer amplitude in and out of the two-dimensional subspace
defining the qubit and are likely to be an important source of errors. In this section, I will refer to
the two-dimensional qubit space as the system space, and to its complement—i.e., the space occupied
by qubits that have leaked out of the system space—as the leakage space.
The first protection against leakage faults is the use of low-decoherence qubit encodings and
dynamical decoupling methods (as analyzed, e.g., in [64] and [65]). After these methods are applied
to reduce the occurrence of leakage, quantum error correction will need to be used to protect against
the remaining rare leakage faults. However, the problem is that standard quantum error-correcting
codes are not designed to correct errors due to leakage faults directly since the correctable error
operators are typically only Pauli operators with support on the system space. Thus, before quantum
error correction is applied, we first need to convert errors due to leakage faults to regular errors that
occur in the system space.
Converting qubits that have leaked out of the system space to erroneous qubits in the system
space can be achieved in two ways: One way is to detect leakage and replace any leaked qubits
by new qubits in the system space. For instance, in optical schemes for quantum computation,
parity measurements of the photon occupation number in different modes can be performed that
will indicate whether photon loss has occurred [60]. Another example is the indirect detection of
leakage for ion-trap qubits by observing the emittion of photons from a cavity [66]. Some leakage
detection is also possible in solid-state schemes where qubits are encoded in two electron-spin states
of a double quantum dot [63]. More generally, leakage can be detected by running each qubit through
an appropriate leakage-detection circuit whose construction depends on the nature of the leakage
space and the implementation of quantum gates. For instance, in implementations where the cnot
gate acts trivially if its control qubit is not in the system space, leakage detection can be achieved
by the circuit in figure 4.1 [42, 67].
Let us refer to any procedure for detecting leakage as a leakage-detection unit, or LDU. If leakage
detection specifically points to one qubit, we can simply replace the qubit by a new qubit initialized
in some fixed state. But, in general, LDUs may act on multiple qubits and may not give us specific
information about which qubit has leaked (e.g., in ion-trap schemes, detecting a photon escaping
from the cavity indicates that one of the qubits inside the trap leaked but not which one). If leakage
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Figure 4.1. A circuit for detecting leakage in implementations where the cnot gate acts trivially
if its control qubit is in the leakage space. To test a qubit for leakage, we use an ancillary qubit
initialized in the state |0〉 and a sequence of two cnot and two bit-flip, X , gates. If the qubit is
in the system space, then its state is preserved but the state of the ancillary qubit is flipped to the
state |1〉; hence, the measurement gives outcome −1. Otherwise, the ancillary qubit remains in the
state |0〉 if leakage has occurred and the measurement gives outcome +1.
is detected on ancillary qubits, we can throw away all qubits and repeat the ancilla preparation
circuit anew some fixed number of times. Otherwise, if leakage is detected on data qubits, we can
use quantum teleportation to transfer the state of each qubit to a new qubit in the system space.
Alternatively to using leakage detection, we can constantly refresh qubits so that any leaked
ones will be quickly replaced by erroneous qubits in the system space without us detecting whether
leakage occurred; let us refer to such a procedure as a leakage-reduction unit, or LRU. The quantum
teleportation circuit in figure 1.2 is a natural implementation of an LRU [68]. Indeed, if no leakage
fault occurs during the execution of the teleportation circuit, the state of the third output qubit
will always be in the system space independent of whether the first input qubit had leaked out of
its system space or not. Hence, quantum teleportation offers a general solution to leakage reduction
for cases when leakage detection, which depends on the specific implementation and the nature of
the leakage space, is either limited or difficult to implement.
The remaining of this section is organized as follows: First, in §4.2.1, I describe a Hamiltonian
local leakage noise model that generalizes the Hamiltonian noise model discussed in §2.2. In §4.2.2, I
describe how quantum circuits need to be modified to protect against leakage faults and I prove the
central result of this analysis, the leakage-reduction lemma. In §4.2.3, I use the leakage-reduction
lemma together with the level-reduction lemma from the previous chapter to prove the quantum
threshold theorem for local leakage noise. Finally, in §4.2.4, I discuss conditions for where LRUs
must be placed inside a quantum circuit and where they can be omitted.
4.2.1 The Local Leakage Noise Model
Let HS be the system Hilbert space of all qubits, with HS[i] the Hilbert space of qubit i. There
is an extension of each HS[i], HSext[i] = HS[i] ⊕ HL[i], so that HL[i] is the leakage space of qubit
i. Furthermore, we will assume that HL = ⊗iHL[i], i.e., the leakage spaces of different qubits are
disjoint; this condition is fulfilled in most physical systems. Similar to §2.2, we will assume the
following Hamiltonian
H = HS +HB +HSB +Hleak , (4.1)
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where the additional leakage part of the Hamiltonian is of the form
Hleak(t) = HSL(B)(t) +HL(t) . (4.2)
Here, HL describes the arbitrary evolution in the leakage spaces and any coupling of the leakage
spaces to the bath, and the time-dependent HSL(B) is a linear combination of operators coupling
the leakage and system spaces and, potentially, the bath, B. An example of leakage that includes a
coupling to a bath is a trapped ion in a cavity where transitions into or out of the two-level subspace
can create or annihilate photons in the cavity. We will take HSL(B) to be of the form
HSL(B)(t) =
∑
j
HSL(B),j , (4.3)
where HSL(B),j only couples the system and leakage spaces of the set of qubits on the support of
location j in the ideal quantum computation.
This noise model can be analysed using time-resolved fault paths as in §2.2. Let us assume that
for all noisy locations the system-bath coupling for regular faults has the form of equation (2.3) and
satisfies condition (2.6), and let us also make a similar assumption for the coupling between the
system and leakage spaces, ||HSL(B),j||sup ≤ λ1. Then, we can conclude that the sum of all fault
paths with faults at r specific coarse-grained locations, Ir, has sup norm ||F (Ir)||sup ≤ ((λ0+λ1)τ)r .
Hence, our leakage noise model is local with strength ε ≡ (λ0 + λ1)τ .
4.2.2 The Leakage-Reduction Lemma
Before proceeding further, at this point it will be helpful to pause and discuss in more detail why
leakage faults require a separate fault tolerance analysis. What distinguishes leakage faults from
regular qubit faults is that once a qubit has leaked, its subsequent self-evolution or interaction with
other qubits will depend on the details of the leakage space which vary in different implementations.
In particular, if one of the input qubits to a multi-qubit quantum gate has leaked, the gate will in
principle operate on the extended space of all its input qubits even if it is executed ideally. Therefore,
leakage errors cannot be propagated in a simple way through ideal gates since this propagation
depends on the particular gate implementation, i.e., the specification of how gates operate on the
extended space. Since the design of fault-tolerant quantum circuits is guided by the particular ways
in which errors propagate through ideal gates, a circuit designed to be robust again regular qubit
faults will not, in general, be effective in maintaining fault tolerance against leakage.
To ensure that all faultless 0-Gas in a quantum circuit act in the system space of their inputs,
we will consider inserting an LRU before every gate 0-Ga. We need not place LRUs preceding
measurement 0-Gas which have only classical output or preceding qubit-preparation 0-Gas which
58
have no quantum input. When an LRU is executed without a fault, it guarantees that (i) if its input
is in the system space then the identity operation is applied, and (ii) if its input is in the leakage space
then the output qubit state is in the system space. As discussed above, the quantum teleportation
circuit in figure 1.2 is a natural way to satisfy these two requirements. If leakage detection per qubit
is possible, we can alternatively place an LDU before every gate 0-Ga. An LDU outputs a classical
bit indicating whether leakage has occurred, in which case the leaked qubit can be replaced by a
new qubit in some fixed state in the system space. In the discussion that follows, we will assume
LRUs precede gate 0-Gas, but the idea is essentially the same if LDUs are used instead.
Given a quantum circuit with LRUs before every gate 0-Ga, it is clear that if the LRUs are
faultless, this circuit subjected to leakage faults is equivalent to the circuit without LRUs subjected
to regular qubit faults. This is because LRUs replace any leaked input with a state in the system
space before the next 0-Ga is applied. However an LRU can fail. It can fail due to a regular
qubit fault, but it can also fail due to a leakage fault; e.g., if LRUs are implemented by quantum
teleportation, there can be a leakage fault acting on the outgoing qubit. The essential insight for
analyzing leakage is that an LRU implements leakage correction at the physical level, level 0, just
as a k-EC gadget performs regular error correction at level k of a recursive simulation. The leakage-
reduction lemma that follows formalizes this intuition: This lemma allows us to transform a quantum
circuit where level-0 leakage correction is performed by LRUs to a quantum circuit where LRUs are
removed and the effective noise only includes regular qubit faults.
But we first need some additional definitions; let us start by defining level-0 rectangles, or 0-Recs.
For quantum circuits without LRUs this would be trivial: a 0-Rec is just a 0-Ga and it is bad (and
incorrect) when it is faulty. When LRUs are inserted in a quantum circuit, for every gate 0-Ga we
define a 0-Rec as the 0-Ga preceded by LRUs on all its inputs (Fig. 4.2); for a qubit-preparation or
measurement 0-Ga, the 0-Rec coincides with the 0-Ga. We will also say that a 0-Rec simulates the
0-Ga that remains after the LRUs are removed.
0-Ga =⇒
LRU
LRU
0-Ga
Figure 4.2. To combat leakage faults, we insert LRUs on the inputs of every gate 0-Ga. The
combination of a 0-Ga with its preceding LRUs we call a 0-Rec.
Similar to definition 5, we would like to define what it means for 0-Recs to be correct. In this new
definition, the role of an ideal decoder will now be played by an ideal LRU, or i-LRU. This device
can be thought of as an ideal (i.e., faultless) execution of quantum teleportation where the classical
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bits are discarded after any Pauli correction operators are applied; just as i-decoders, i-LRUs are
tools for our analysis and do not represent physical operations applied during the computation. The
definition of correctness and goodness for 0-Recs is as follows.
Definition 9 (Correctness for 0-Recs). A 0-Rec is correct if the 0-Rec followed by i-LRUs is equiv-
alent to i-LRUs followed by the ideal 0-Ga that the 0-Rec simulates.
Definition 10 (Goodness for 0-Recs). A 0-Rec is good if it contains no leakage or regular faults,
otherwise it is bad.
Since a good 0-Rec contains no faults, its LRUs operate ideally; hence, the following lemma
holds.
Lemma 4. A good 0-Rec is correct.
Definition 10 also applies to preparation and measurement 0-Recs which do not contain any
LRUs: these 0-Recs are also good when they are faultless. Moreover, the correctness of a good
measurement 0-Rec implies that it can be replaced by an i-LRU followed by the corresponding ideal
measurement 0-Ga providing a means to create i-LRUs (see §4.2.2.1). Similarly, correctness implies
that a good preparation 0-Rec followed by an i-LRU can be replaced by the corresponding ideal
preparation 0-Ga alone, thus annihilating the i-LRU.
We can now state our basic lemma.
Lemma 5 (Leakage Reduction). Consider any quantum circuit where LRUs have been inserted
preceding every gate 0-Ga, and let Cleak be the maximum number of locations in any 0-Rec. Then,
if this circuit is subject to local leakage noise of strength ε, there is a quantum circuit with the LRUs
removed that produces the same output probability distribution and is subject to regular local noise
with strength
ε˜ ≤ Cleak ε .
Proof. The proof is similar to the proof of the level-reduction lemma. We imagine first creating
i-LRUs out of measurement 0-Recs thereby transforming them to measurement 0-Gas. Next, we
imagine propagating these i-LRUs to the left through gate 0-Recs thereby transforming them to gate
0-Gas. Finally, we imagine annihilating the i-LRUs inside preparation 0-Recs thereby transforming
them to preparation 0-Gas. By lemma 4, every good 0-Rec will be thus replaced by the ideal
simulated 0-Ga; in §4.2.2.1, we will also show that every bad 0-Rec can be transformed to a faulty
0-Ga that operates on the system space. Hence, with this maneuver which we can visualize as an
“i-LRU wave” propagating from the right to the left of the quantum circuit which includes LRUs,
we will obtain a circuit with the LRUs removed that realizes exactly the same computation, and
this circuit is subject to regular qubit faults alone.
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Consider some set, I(0)r , of r specific locations in this equivalent circuit. In order for these
locations to be faulty, the corresponding 0-Recs in the initial circuit must all be bad, i.e., they must
each contain at least one fault. Then, by using a similar counting argument as in the proof of the
level-reduction lemma, we can upper bound the sup norm of the sum of all fault paths with faults
at all 0-Recs corresponding to the locations in I(0)r by
||F (I(0)r )||sup ≤ (κ0Cleakε)r , (4.4)
where κ0 ≥ e(Cleak−1)ε. In fact, it is sufficient to take κ0 = 1 as can be seen by repeating the
analysis of time-resolved fault paths in §2.2 and considering each 0-Rec as one operation that takes
time Cleak τ . We conclude that the noise acting on the equivalent circuit is local with strength
ε˜ ≤ Cleak ε.
This proves the lemma.

There is a corresponding threshold condition for the case when local leakage noise is stochastic.
However, it is important to emphasize that in most physical settings, leakage is an inherently non-
Markovian process, in particular when it does not involve interactions with a bath which can induce
decoherence between different fault paths. In cases when leakage faults can be assigned a probability,
p, the same analysis holds where now the noise strength afflicting the equivalent circuit will be
p˜ ≤ Cleak p.
4.2.2.1 Bad Level-0 Rectangles As Simulated Faults
It remains to explain how i-LRUs can be moved to the left of bad 0-Recs thereby transforming them
to faulty 0-Gas that act on the system space. The idea for accomplishing this is essentially the same
as for converting bad 1-exRecs to simulated faulty 0-Gas as discussed in §3.3.1.
The first step is to consider the coherent version of an i-LRU. Like i-decoders, i-LRUs generate
a syndrome; taking i-LRUs to be ideal quantum teleportation circuits, the syndrome consists of the
measurement bits. We can then define a coherent invertible teleportation in which one, instead of
measuring, performs cnot and cphase gates on the output qubit (Fig. 4.3). Furthermore, it is
possible to define the cnot and cphase gates in this i-LRU circuit to act trivially on their target
qubits when their control qubits are in the leakage space. Then, the output qubit will always be in
the system space independent of whether the input qubit has leaked or not; leakage will be confined
to the syndrome qubits, i.e., the first two output qubits in figure 4.3. Let us denote a coherent i-LRU
as LRU , so that its inverse is denoted as LRU−1. Hence, for our analysis, we can create LRU pairs,
LRU−1 · LRU = I, and insert them at any point during the quantum computation.
Consider first those qubits in a quantum circuit that are measured. A measurement can be
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Figure 4.3. A coherent version of quantum teleportation that can, e.g., by used to construct our
coherent i-LRUs. Instead of measuring the first two qubits, we apply the Pauli corrections coherently
via a Hadamard rotation followed by a cnot and a cphase gate. If we define the cnot and cphase
gates in this circuit to act trivially if their control qubits are in the leakage space, then independent
of the state of the input qubit, the third qubit is always in some state in the system space.
viewed as an LRU followed by another measurement whose input is always in the system space:
We can insert an LRU pair before every measurement 0-Ga, M, and identify M′ =M· LRU−1 as
a measurement 0-Ga that always acts on the system space (and depends on the syndrome qubits
input to the LRU−1). We can next propagate the LRUs of each LRU pair to the left through good
0-Recs transforming them to the ideal simulated 0-Gas. Indeed, since lemma 4 applies to i-LRUs
that measure the syndrome qubits and finally discard the syndrome information, the same is also
true for coherent i-LRUs and do not measure the syndrome qubits. When we encounter a bad 0-Rec,
we insert an LRU pair preceding it in all its inputs. The leading LRU in each LRU pair can then be
moved further to the left through the remaining 0-Recs until we encounter another bad 0-Rec and
repeat by inserting new LRU pairs preceding it.
Furthermore, a bad 0-Rec grouped together with the LRU−1 or LRU−1s preceding it and the
LRU or LRUs succeeding it can be interpreted as a faulty 0-Ga that acts in the system space. For
example, consider a 0-Rec simulating a single-qubit 0-Ga. The input to the LRU−1 is a qubit always
in the system space and some input syndrome qubits. Similarly, the LRU outputs a qubit always in
the system space and some syndrome qubits. Hence, the combined operation LRU· 0-Rec ·LRU−1
can be viewed as some 0-Ga supported in the system space alone. For a good 0-Rec, this 0-Ga is
exactly the 0-Ga simulated by the 0-Rec—this is our correctness property. What we have shown is
that even bad 0-Recs can be viewed as simulating some faulty 0-Ga that is supported on the system
space; and different faulty 0-Gas may be correlated as they depend on the syndrome processed by
the LRU pairs.
4.2.3 The Quantum Threshold Theorem for Local Leakage Noise
The leakage-reduction lemma states that local leakage noise is effectively transformed to regular
local noise if we insert LRUs preceding every gate 0-Ga in a quantum circuit. We will now consider
inserting LRUs preceding every gate 0-Ga in a quantum circuit, Crec, that realizes a recursive fault-
tolerant simulation designed to be robust against regular local noise as described in chapter 3; let
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the resulting quantum circuit be denoted as CLRUrec . Then, the leakage-reduction lemma tells us that
local leakage noise of strength ε acting on CLRUrec is equivalent to regular local noise of strength at
most Cleakε acting on Crec. Applying theorem 5 to Crec completes the proof of the quantum threshold
theorem for local leakage noise which is stated next.
Theorem 6 (Quantum Accuracy Threshold for Local Leakage Noise). Suppose gadgets can be
constructed such that they satisfy properties 1 and 2 for a distance-d quantum error-correcting code,
and let t = ⌊d−12 ⌋. Let c be the largest size and d be the largest depth in any 1-Rec. Let C be the
size of the largest 1-exRec, and Cleak be the size of the largest 0-Rec. Suppose that noisy quantum
circuits are afflicted by local leakage noise of strength
ε < εthr ≡ (A′)−1/t /Cleak ,
(or p < pthr ≡ (A′)−1/t/Cleak if noise is stochastic) with A′ as in equation (3.14) where A is the
largest number of malignant sets of t+ 1 faults in any 1-exRec and B ≥ (t+ 1)e(C−t−2)εthr( Ct+2) (or
B =
(
C
t+2
)
if noise is stochastic). Then, for any fixed δ0 > 0, any ideal quantum circuit of size L
and depth D can be simulated with error δ0 by a noisy circuit of size O
(
L(logL)logt+1 c
)
and depth
O
(
D(logL)logt+1 d
)
.
The value of Cleak depends on our method for realizing LRUs. If r is the number of elementary
operations in an LRU, then Cleak ≤ 2r + 1 since we can restrict to 0-Recs simulating two-qubit
0-Gas and such 0-Recs contain two LRUs. In particular, if LRUs are implemented by the quantum
teleportation circuit in figure 1.2, then r = 7 and the accuracy threshold for local leakage noise is
diminished by at most an order of magnitude compared to the accuracy threshold for regular local
noise. However, this conclusion is overly pessimistic since it is based on our assumption that LRUs
are inserted preceding every gate 0-Ga. Although this assumption is helpful for proving theorem 6,
it is not necessary. In the next section, we will discuss conditions for when LRUs can be omitted
while still maintaining protection against leakage.
4.2.4 Contracting Level-0 Rectangles
Our motivation for omitting LRUs between successive 0-Gas is twofold: First, eliminating unneces-
sary LRUs will make the fault-tolerant circuits more efficient. And, second, we expect that this will
help increase the accuracy threshold for leakage noise bringing it closer to the threshold for regu-
lar noise. The idea of omitting LRUs also inspires a similar modification in fault-tolerant circuits
designed to protect against regular qubit errors. In that case, it may be similarly advantageous to
omit error-correction gadgets; we will return to this point in the next chapter.
Consider the union of two or more consecutive 0-Recs with any intermediate LRUs omitted. We
will call such an object a contracted level-0 rectangle or 0-conRec; an example is shown in figure 4.4.
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If this 0-conRec contains no faults, then the initial LRUs will operate ideally and the 0-conRec will
be correct. In this case, the omission of the intermediate LRU has no consequence. However, assume
instead that a leakage fault occurred in the first 0-Ga inside the 0-conRec only. Then we cannot
interpret the second 0-Ga as an ideal 0-Ga even though it is executed without fault. This is because
if the input to a 0-Ga is not in the system space, then the action of the 0-Ga can in principle be
arbitrary in the extended space of all its inputs. This shows that in general, if the first 0-Ga inside
a 0-conRec fails, all subsequent 0-Gas inside the 0-conRec will fail as well.
LRU
LRU
0-Ga
LRU
0-Ga
LRU
LRU
Figure 4.4. An example of a 0-conRec obtained by contracting two successive 0-Recs that simulate
two two-qubit 0-Gas.
In general, lemma 4 applies also to 0-conRecs; i.e., a 0-conRec without faults followed by i-LRUs
is equivalent to i-LRUs followed by the ideal sequence of 0-Gas the 0-conRec simulates. On the other
hand, if a 0-conRec is bad, it can be viewed as implementing the same sequence of 0-Gas but with
all 0-Gas potentially faulty1.
Consider finally a recursive simulation where LRUs have been inserted preceding every gate 0-
Ga to protect against leakage. Let us imagine we have contracted r successive 0-Recs to form a
0-conRec, and also let I(0)r be the set of locations that are simulated by this 0-conRec. Then, this
0-Rec contraction is allowed if no subset of I(0)r forms a malignant set inside any 1-exRec. For
instance, a case where contracting 0-Recs is allowed is in a sequence of 0-Recs simulating single-
qubit gate or memory 0-Gas: in this case, it suffices to keep the LRU at the beginning and omit all
others, since any sequence of single-qubit faulty 0-Gas is no worse than just one fault in any of these
0-Gas. Another example is a 0-Rec simulating a preparation 0-Ga followed by a 0-Rec simulating a
two-qubit gate 0-Ga, where again the intermediate LRU can be omitted2.
4.3 Measurement-Based Quantum Computation
In this section, I will discuss fault-tolerant quantum computation in cases where every gate in an
ideal quantum circuit is simulated by a sequence of quantum measurements on an larger Hilbert space
that includes ancillary qubits. I will refer to such schemes where the basic primitive is quantum
1This can be achieved by inserting LRU pairs inside the bad 0-conRec as in §4.2.2.1.
2Then, note that the resulting 0-conRec will contain no LRUs.
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measurement as models of measurement-based quantum computation. Although several such models
were initially proposed [69, 70, 71, 72], it has become clear that they are all related to one another
[73, 74, 75, 76] and, moreover, they can all be understood in terms of a simple computation primitive
which is known as gate teleportation.
The concept of gate teleportation was developed to address the problem of constructing a quan-
tum universal set of gate gadgets satisfying properties 2 [51, 42, 32, 77]. On the other hand, the
interest in measurement-based quantum computation stems primarily from questions relating to
physical implementations. In particular, computation in measurement-based models proceeds by
preparing suitable ancillary states off-line, i.e., separate to the main computation and, after prepa-
ration is complete, performing a joint quantum measurement on the ancillary qubits and some data
qubits that is equivalent to applying a quantum gate on the latter. Thus, since some of the complexity
of performing quantum gates is moved to the off-line preparation of ancillary states, measurement-
based models are beneficial in those experimental situations where the direct implementation of
quantum gates is problematic (see, e.g., [78]).
The rest of this section is structured as follows: In §4.3.1, I discuss the concept of gate telepor-
tation and how it relates to measurement-based quantum computation. Then, in §4.3.2, I will prove
the model-conversion lemma which shows that noisy measurement-based quantum computation can
be analyzed in terms of an equivalent noisy quantum-circuit computation. This will then naturally
lead to a proof of the threshold theorem for local noise for measurement-based quantum computation
which I give in §4.3.3.
4.3.1 Gate Teleportation and Quantum Computation by Measurements
Quantum teleportation can be thought of as the answer to the question: Can we transfer the state of
one qubit to another qubit?3 The answer is affirmative [27] as illustrated by the circuit in figure 1.2:
It suffices to prepare two ancillary qubits in a Bell state, |Φ0〉 ∝ |00〉+|11〉, perform a cnot gate from
our first qubit to one of the two ancillary qubits and measure both our first qubit and this ancilla.
The second ancillary qubit then acquires the state of the first qubit, |ψ〉, up to Pauli operators
that depend on the outcomes of the two measurements. The entangled state |Φ0〉 is necessary if
the qubits carrying the unknown state |ψ〉 in the beginning and in the end cannot interact directly.
Else, simpler quantum teleportation circuits exist [77] as, e.g., the one in figure 4.5.
This circuit can alternatively be viewed as implementing a teleportation of the Hadamard gate.
That is, instead of looking at this circuit as transferring the state |ψ〉 from the first to the second
qubit, we can instead consider the Hadamard gate as being teleported. In general, the term gate
teleportation denotes any procedure that achieves the simulation of some quantum gate using ancil-
3We demand that we do not know the state to be transferred because, if we did, then the protocol is trivial: we
could just prepare a second qubit in that exact state.
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|ψ〉 •
>=

X
|+〉 • X
Figure 4.5. The output of the circuit is H |ψ〉; i.e., the input state has been teleported to the second
qubit up to the application of a Hadamard gate. Recall that |+〉 ∝ |0〉+ |1〉 is the +1 eigenstate of
the Pauli operator X .
|ψ〉 T • >= X
|+〉 • X
=
|ψ〉 •
>=

A
|+〉 • X
Figure 4.6. On the left, the T gate is first applied and, then, the circuit in figure 4.5 is executed;
hence, the output is HT |ψ〉. On the right, an equivalent circuit where the T gate has been removed
and the measurement is now performed along the eigenbasis of the operator A ≡ T †XT [71, 72];
again, the output is HT |ψ〉, i.e., the circuit teleports the gate HT .
lary states and gates which are, depending on the context, easier to implement [51, 42, 32, 77]. In
chapter 5, we will discuss how the idea of gate teleportation is used to obtain a universal set of gate
gadgets satisfying properties 2; in this context, the gates that are easy to implement belong to the
Clifford group. In measurement-based models [70, 69, 72], the set of easy to implement operations
includes some fixed entangling gate (e.g., the cnot or cphase gate), the initialization of qubits in
fixed Pauli eigenstates (e.g, the +1 eigenstates of Z or X , |0〉 and |+〉 respectively) and single-qubit
or two-qubit measurements along arbitrary orthonormal bases.
More specifically, consider the graph-state model of quantum computation [79] where the set, O,
of available operations is O = {cphase,P|+〉,MA}; here, P|+〉 denotes the preparation of a qubit in
the state |+〉, and MA denotes the measurement of a qubit along the eigenbasis of any single-qubit
observable A. To show that O is universal for quantum computation, it suffices to show that any
gate from the universal set G = {cnot, H, T } can be simulated (see proposition 1 in chapter 1).
Indeed, the circuit in figure 4.5 shows how to simulate the Hadamard gate and, then, the cnot can
be simulated as cnot= (I ⊗H)cphase (I ⊗H). It remains to simulate the T = exp (−iπ8Z) gate.
The circuit in figure 4.6 shows how to implement the simulation of HT using a measurement of the
observable T †XT ; then, T can be simulated as H ·HT = T .
Since the only unitary interactions available in measurement-based models are entangling gates
such as the cphase gate, the Pauli operators that are conditioned on the measurement outcomes
within each gate simulation cannot be directly applied; we then say that each gate is simulated up
to known Pauli corrections. This is not a problem for the quantum computation as a whole, since
we can easily propagate Pauli operators through subsequent gates—e.g., the cphase gate belongs
in the Clifford group and, so, conjugates Pauli operators to Pauli operators—and we can eventually
absorb the Pauli corrections inside subsequent measurements similar to the trick in figure 4.6. In
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this way, our knowledge of the Pauli corrections allows us to adapt some of the bases of subsequent
measurements in order for the desired overall simulation to be executed.
4.3.2 The Model-Conversion Lemma
At first, it seems that the analysis of noisy measurement-based quantum computation is complicated
by the fact that the measurement bases within each gate simulation depend on the outcomes of
previous measurements. For example, if one measurement outcome is erroneous, then this will lead
to adapting incorrectly some future measurement bases; hence, one fault can cause a series of other
correlated faults. In order to obtain a proof of the quantum threshold theorem for measurement-
based models, we will therefore need to show that such correlated faults are not an obstacle to
executing fault-tolerant quantum computation.
Before proceeding further, it is helpful to develop a formalism of describing individual gate sim-
ulations in measurement-based models and how simulations compose together. For every simulated
gate, let us define a level-0 simulator, or 0-Sim, as the union of operations required for simulating
this gate. For example, the 0-Sim corresponding to the Hadamard gate consists of the preparation
of an ancillary qubit in the state |+〉, a cphase gate and a measurement along the eigenbasis of X
(Fig. 4.5)—note that the conditional gate X is not contained in the 0-Sim since Pauli corrections
are never directly applied.
As discussed previously, every gate simulation in measurement-based models is achieved up to
known Pauli corrections that are recorded in a classical memory and are used to adapt future
measurement bases. To make the role of Pauli corrections more transparent, we will define an ideal
Pauli corrector, or i-corrector. An i-corrector is an ideal (i.e., faultless) device that conditioned on
the classical record of the Pauli correction of a given qubit, applies this Pauli correction operator and
discards the classical record. Like i-decoders and i-LRUs, i-correctors will be tools for our analysis
and do not correspond to physical operations applied during a measurement-based computation. If
we use a double line to denote the classical bits carrying the information about the Pauli correction
of some qubit, then the i-corrector acting on this qubit is the operation
i-corrector =
•
P
,
where P denotes the Pauli correction operator that the classical record indicates.
We can now state what it means for a 0-Sim to correctly simulate some 0-Ga.
Definition 11 (Correctness for 0-Sims). A 0-Sim is correct if the 0-Sim followed by i-correctors is
equivalent to i-correctors followed by the ideal 0-Ga that the 0-Sim simulates. For a single-qubit gate
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0-Ga, correctness means schematically:
correct
0-Sim i-corrector
= i-corrector
ideal
0-Ga
.
We will also say that
Definition 12 (Goodness for 0-Sims). A 0-Sim is good if it contains no faults, otherwise it is bad.
Since a good 0-Sim contains no faults, it operates ideally; hence, the following lemma holds.
Lemma 6 (0-Sim-Correct). A good 0-Sim is correct.
It is sufficient to construct 0-Sims for every gate 0-Ga in a finite universal gate set; e.g., such
constructions for the graph-state model were discussed in the previous section. Definitions 11 and
12 also hold for 0-Sims simulating qubit preparation or measurement 0-Gas. The correctness of good
measurement 0-Sims allows us to replace them by i-correctors followed by the corresponding ideal
measurement 0-Gas, thereby creating i-correctors. Similarly, the correctness of good preparation
0-Sims allows us to annihilate i-correctors together with preparation 0-Sims, thereby obtaining the
ideal preparation 0-Gas alone. We can now state our basic lemma.
Lemma 7 (Model Conversion). Consider the measurement-based simulation of operations in a finite
quantum universal set, G, and let Csim be the maximum number of locations in any 0-Sim. Then,
if the measurement-based simulation of a quantum circuit expressed in terms of operations in G is
subject to local noise of strength ε, there is a quantum circuit with operations in G which produces
the same output probability distribution and is subject to local noise with strength
εˆ ≤ Csim ε
(or pˆ ≤ Csim p if noise is stochastic).
The proof of this lemma is essentially the same as the proof of the leakage-reduction lemma and
will not be discussed in detail. Similar to coherent i-LRUs and their inverses, we can consider the
coherent version of an i-corrector which retains the classical record of Pauli corrections. We can
insert pairs of coherent i-correctors and their inverses preceding every bad 0-Sim in order to convert
them to the simulation of some faulty operations (which may be correlated since they depend on the
classical record of the Pauli corrections). Overall, by creating i-correctors out of 0-Sims simulating
measurements, moving them to the left of 0-Sims simulating quantum gates, and annihilating them
inside 0-Sims simulating qubit preparations, we can convert any noisy measurement-based simulation
of an ideal quantum circuit to a direct noisy implementation of the quantum circuit. Then, local
68
noise afflicting the measurement-based simulation will be equivalent to local noise acting on the
equivalent quantum circuit, and the transformation of the noise strength can be estimated as in the
proof of lemma 5.
4.3.3 The Threshold Theorem for Quantum Computation by Measure-
ments
The model-conversion lemma tells us that noisy measurement-based quantum computation can
be analysed in terms of an equivalent noisy quantum-circuit computation. In particular, if we
consider the measurement-based simulation of a fault-tolerant quantum circuit, we expect that this
simulation will also be fault tolerant. To prove the existence of an accuracy threshold for such a
noisy measurement-based simulation, we can first use the model-conversion lemma to convert it
to an equivalent noisy quantum circuit computation that implements the fault-tolerant quantum
computation. Then, we can apply theorem 5 to complete the proof. We can thus prove the following
theorem.
Theorem 7 (Accuracy Threshold for Measurement-Based Quantum Computation). Suppose gad-
gets can be constructed such that they satisfy properties 1 and 2 for a distance-d quantum error-
correcting code, and let t = ⌊d−12 ⌋. Let c be the largest size and d be the largest depth in any 1-Rec,
and let C be the size of the largest 1-exRec. Consider the measurement-based simulation of all oper-
ations in our finite quantum universal set, G, and let Csim be the maximum number of locations in
any 0-Sim. Suppose that elementary operations are afflicted by local noise of strength
ε < εthr ≡ (A′)−1/t /Csim ,
(or p < pthr ≡ (A′)−1/t/Csim if noise is stochastic) with A′ as in equation (3.14) where A is the
largest number of malignant sets of t+1 faults in any 1-exRec and B ≥ (t + 1)e(C−t−2)εthr( Ct+2) (or
B =
(
C
t+2
)
if noise is stochastic). Then, for any fixed δ0 > 0, any ideal quantum circuit of size L
and depth D can be simulated with error δ0 by a noisy measurement-based quantum computation of
size O
(
L(logL)logt+1 c
)
and depth O
(
D(logL)logt+1 d
)
.
The value of Csim depends on both our universal set and the particular construction of 0-Sims.
For example, in the graph-state model, the simulation of the Hadamard gate requires 3 elementary
operations (one qubit preparation, one cphase gate and one measurement as in figure 4.5), the
simulation of the cnot gate requires 2×3+1 = 7 elementary operations (two Hadamard simulations
and one cphase gate) and the simulation of the T gate requires 2 × 3 = 6 elementary operations
(the three operations in figure 4.5 and one Hadamard simulation). Hence, if G = {cnot, H, T }, then
Csim = 7 and the accuracy threshold for measurement-based quantum computation is at most an
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order of magnitude lower than for quantum-circuit computation. This conclusion is however overly
pessimistic since the construction of 0-Sims can be optimized by carefully choosing our gate set;
e.g., [80] gives Monte-Carlo estimates of the accuracy threshold for measurement-based quantum
computation which are very close to similar threshold estimates for quantum-circuit computation.
4.4 History and Acknowledgements
A discussion about leakage noise was informally given first in [52] and [67]. However, these discussions
were not rigourous since physical leakage noise cannot be accurately captured by the stochastic noise
models considered in all proofs of the quantum threshold theorem prior to the results in [49] and
[1]. In fact, Terhal started thinking about proving the quantum threshold theorem for leakage noise
shortly after the publication of [49], but she found it hard to adapt the proof in [55] to a setting where
leakage faults occur. By using the new proof in [1] which was much more transparent, Terhal and
I analyzed the problem of fault-tolerant quantum computation subject to local leakage noise in [2].
Later, and with the help of the idea of level reduction, I simplified the proof via the leakage-reduction
lemma that was given here.
The problem of fault-tolerant measurement-based quantum computation was first analyzed by
Raussendorf in his thesis [81] which discussed cluster-state computation afflicted by a certain type of
stochastic noise. A proof of a threshold theorem for measurement-based quantum computation for
a more general noise model was later given by Nielsen and Dawson [82]; this proof was based on the
proof in [49] for quantum-circuit computation that applies to coherent noise. In fact, Nielsen and
Dawson emphasized in [82] that noisy measurement-based simulations of quantum circuits induce
effective noise correlations between the simulated quantum gates so that even if physical noise is in-
dependent and stochastic, a quantum threshold theorem that applies to coherent faults is necessary.
Later, Leung and I gave a simpler proof [83] by showing that noisy measurement-based quantum
computation can be viewed as an equivalent noisy quantum-circuit computation where the quantum
state is encoded in a random basis that corresponds to the Pauli correction operators—it is correla-
tions due to this coding that Nielsen and Dawson were observing in [82], but the argument in [83]
shows that such correlations are no different than the correlations that are induced due to coding in
an error-correcting code as explained in §3.3.1. The proof given here is similar to the proof in [83],
but it is phrased syntactically via the notion of correctness that is analogous to the semantic notion
of composable simulations [75] used in [83].
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Chapter 5
Lower Bounds on the Quantum
Accuracy Threshold
5.1 Introduction
In this chapter, I will present explicit gadgets satisfying properties 1 and 2 and I will use them to
establish lower bounds on the quantum accuracy threshold. First, in §5.2, I will describe general
gadget constructions that apply to any stabilizer code. Then, in §5.3, I will present specific gadgets
for fault-tolerant quantum computation based on the Bacon-Shor code.
In the gadget constructions that I will present, some additional assumptions to those in proposi-
tion 2 will be made. Although these assumptions are not essential for proving the quantum threshold
theorem, they simplify the presentation and improve our accuracy threshold lower bounds. These
assumptions are listed in the following proposition.
Proposition 3. For our gadget constructions and for deriving our lower bounds on the quantum
accuracy threshold, we will make the following additional assumptions to those in proposition 2:
1. We can perform quantum measurements during the computation and apply quantum gates
conditioned on the measurement outcomes. Furthermore, the speed of quantum measurement
is of the same order as the speed of quantum gates.
2. The classical processing of measurement outcomes can be done instantaneously and flawlessly.
3. Multi-qubit quantum gates can be applied on any subset of qubits irrespective of their physical
separation.
4. There are no leakage faults.
As shown in [84], the assumptions about the speed of measurement and the speed of classical
processing can be lifted without a significant effect on our accuracy threshold lower bounds. If
classical processing is not flawless then, as noted in §3.2, the quantum threshold theorem can still be
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proved but the overall accuracy cannot be made arbitrarily small; instead, it will be limited by the
accuracy of the gates implementing the classical processing. The quantum threshold theorem can
also be proved if geometric constraints are imposed so that multi-qubit gates can only be applied
on qubits that are geometrically local [85]; for a two-dimensional square lattice architecture with
only nearest-neighbor gates, [86] shows that the accuracy threshold is decreased by a small factor
(certainly less than an order of magnitude) compared to the case where no geometric constraints are
imposed. Finally, as discussed in §4.2, leakage faults can be dealt with by inserting leakage-reduction
units in the quantum circuits preceding every gate. The accuracy threshold in this case decreases
by at most an order to magnitude compared to the case when there is no leakage; however, using
contracted 0-Recs, it is expected that the accuracy thresholds with and without leakage faults can
be brought to be closer.
5.2 Gadget Constructions
5.2.1 Fault-Tolerant Quantum Error Correction
Let us first discuss how to construct 1-EC gadgets satisfying properties 1. The key property guiding
the construction is property 1(b) for s = 0 and r ≤ t; i.e., we must assure that when a 1-EC with at
most t faults has an input code block that is in the code space, it produces the same output after
ideal decoding as if there were no faults inside the 1-EC.
Our 1-EC gadgets will consist of a syndrome measurement procedure which will be possibly
followed by the application of some recovery operator. In fact, if the subsequent gates belong in the
Clifford group, the recovery operators need not be explicitly applied but they can be kept in a classical
memory similar to Pauli corrections in measurement-based quantum computation. Hence, our goal
is to construct a quantum circuit that performs syndrome measurement and satisfies properties 1.
We will restrict our discussion to stabilizer codes as they are well-suited for fault-tolerant quantum
computation; then the code generators are tensor products of Pauli operators.
5.2.1.1 Syndrome Measurement with Cat States
We first note that the code generators commute, so it is sufficient to measure each one separately in
order to obtain the syndrome. A method for performing this measurement, which is due to Shor [51],
is based on the circuit in figure 5.1 that measures a unitary operator U with eigenvalues ±1—since
the eigenvalues of the code generators are ±1, they can be measured using this circuit. For instance,
consider a code generator, Ga, of weight w; if we view a as a length-2n binary vector,
Ga =
n⊗
j=1
(
ia[j]·a[j+n] Xa[j]Za[j+n]
)
. (5.1)
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Figure 5.1. A measurement of U using one ancillary qubit. If the measurement outcome is +1
(respectively, −1), the data qubits are projected in the +1 (respectively, −1) eigenspace of U . The
controlled-U gate applies U on the data block if the state of the ancillary qubit is |1〉, and applies
the identity if the state of the ancillary qubit is |0〉.
Then, the circuit for measuring Ga will consist of an ancillary qubit, a sequence of w two-qubit
gates (we apply w controlled-
(
ia[j]·a[j+n]Xa[j]Za[j+n]
)
gates with control the ancillary qubit and
target qubit j in the data block), and a final measurement of the ancillary qubit.
This circuit does not yet satisfy properties 1 because the ancillary qubit interacts with multiple
qubits in the data block. This is a problem because a single fault acting on the ancillary qubit
can give rise to an error that propagates to cause errors on several qubits in the data block; e.g.,
if the error acting on the ancillary qubit is X , then it propagates to become an X error on any
qubits in the data block that interact with this ancillary qubit via cnot gates subsequent to the
fault.1 To prevent such propagation of errors to multiple qubits in the code block, we can replace
the one ancillary qubit in figure 5.1 by multiple ancillary qubits. In particular, we can prepare w
ancillary qubits in the cat state, |+〉rep ∝ |0〉⊗w + |1〉⊗w, i.e., the logical |+〉 state of the w-qubit
quantum repetition code [51, 87]. Now, the interaction of ancillary and data qubits is bitwise or
transversal: the jth ancillary qubit interacts via a controlled-
(
ia[j]·a[j+n]Xa[j]Za[j+n]
)
gate with the
jth qubit in the data block. The benefit of transversal interactions is that faults acting on, say,
r qubits in the cat state can cause errors on at most r qubits in the data block, thus solving the
problem of propagation of errors. The measurement in figure 5.1 needs now to be replaced by a
measurement on all w ancillary qubits. This measurement can also be performed transversally by
separately measuring each of the w ancillary qubits along the eigenbasis of X ; then we can calculate
the eigenvalue of Ga by computing the parity of the transversal measurement outcomes. However,
in general this eigenvalue cannot immediately be trusted: Since even a single fault might flip one
of the tranversal measurements causing an error in the computation of the parity of the outcomes,
each code generator must be measured repeatedly sufficiently many times depending on the distance
of the code; the eigenvalue of Ga will then be obtained by taking a majority vote.
1It is important to note how X and Z errors are propagated by cnot gates. A cnot propagates an X error in its
control qubit to X errors in both control and target qubits; it also propagates a Z error in its target qubit to Z errors
in both control and target qubits.
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Figure 5.2. Example of syndrome measurement with cat states. In this case, the code generatorX⊗4
is measured. A four-qubit cat state is prepared and verified, and then it controls the application of
the Pauli operator to the data block. Finally, all ancillary qubits are measured along the eigenbasis
of X , and the parity of the measurement outcomes equals the measured eigenvalue of X⊗4.
To finish the construction of the 1-EC gadget, it remains to specify how to prepare the cat state.
Constructing an encoding circuit for |+〉rep is straightforward: e.g., we may start with the state
|+〉 ⊗ |0〉⊗(w−1) and perform cnot gates with control the first qubit and target every other qubit.
To deal with the problem of the propagation of errors inside the encoding circuit, we may next verify
the cat state [51]. Verification can be performed by preparing extra ancillary qubits and using them
to measure operators in the stabilizer of the cat state in order to check for undesired fault patterns
inside the encoding circuit—of concern are multiple X errors since any pair of Z errors acts trivially
on |+〉rep. For instance, figure 5.2 shows the complete circuit for measuring the weight-4 operator
X⊗4. The verification step is a measurement of the operator Z ⊗ I ⊗ I ⊗ Z which belongs in the
cat-state stabilizer. If the outcome of the verification measurement is −1, then a fault might have
occurred in one of the two later cnot gates during cat-state encoding which might have caused
X errors on two qubits of the cat state; in this case, the cat state is discarded and the encoding is
repeated anew. If the outcome of the verification measurement is +1, at least two faults are required
to introduce two X errors in the cat state, which can therefore be accepted. It is staightforward to
adapt the principles underlying the construction of this circuit to measure code generators of higher
weight for any stabilizer code.
Due to the transversal interaction between the verified cat state and the data block, property
1(b) is satisfied: Indeed, if the input data block passes through an s-filter, then its state can be
expanded as a sum of terms where, in each term, Pauli errors on at most s qubits act on some state
in the code space. Also, the r faults inside the 1-EC gadget cannot cause errors acting on more than
r qubits in the data block output from 1-EC. Overall, the state of the data block that is output
from 1-EC can be expanded as a sum of terms where, in each term, Pauli errors on at most s + r
qubits act on some state in the code space. Since s+ r ≤ t, all these Pauli errors can be corrected,
which implies that their linear sum will also be corrected. In §5.2.1.4, we will discuss why property
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1(a) is also satisfied. Finally, let us note that cat-state verification is not necessary for obtaining a
1-EC gadget satisfying properties 1; [84] discusses a more efficient procedure in which verification is
avoided and, instead, the cat state is decoded after interacting with the data.
5.2.1.2 Syndrome Measurement with Encoded Pauli Eigenstates
A more efficient 1-EC gadget can be constructed for CSS codes [43, 44] for which, as discussed in
§1.3.3, each code generator can be chosen to be either X-type or Z-type. This 1-EC construction,
which is due to Steane [88], is based on the circuits
|ψ〉L 
|0〉L • >= X
;
|ψ〉L •
|+〉L  >= Z
,
where |ψ〉L is the state of the data block and |0〉L, |+〉L denote ancillary blocks encoded in the
corresponding logical states in the same code as the data. For CSS codes with k = 1 logical qubit,
the logical cnot gate can be implemented transversally, i.e., by performing bitwise a cnot from each
qubit in the control block to each qubit in the corresponding position in the target block [51, 89].
The cnot gates in the figure above denote such transversal cnot gates acting between the data
and ancillary blocks, and the measurements are understood as also being performed transversally,
i.e., separately on each qubit in the ancillary block.
Evidently, as we would expect for error-correction circuitry, these circuits act trivially on the
logical state, |ψ〉L. However, their non-trivial content is that the outcomes of the transversal mea-
surements reveal the parity of the code syndromes in the data and the ancillary blocks. Indeed, the
transversal cnot gates propagate any Pauli errors in the data block to the two ancillary blocks.
Then, the X-type syndrome can be extracted by applying a classical parity check matrix to the
measurement outcomes of those ancillary qubits measured along the eigenbasis of X . Specifically,
for the X-type generator Xa ≡ ⊗nj=1 Xa[j], if the outcomes of the transversal measurements of X
are x = (x1, x2, . . . , xn), then the measured eigenvalue of Xa is a ·x (mod 2). The Z-type syndrome
can be extracted similarly from the transversal measurements of Z.
As for syndrome measurement with cat states, the logical |0〉 and |+〉 ancillary states need to
be verified after encoding. Again, verification can be performed by using additional ancillary qubits
and measuring suitable check operators. As an alternative to verification, a purification procedure
can be used in which multiple copies of the logical states are encoded independently and, then, they
interact pairwise in order to detect errors during encoding. For instance, one way to purify the |0〉L
state against X errors is to prepare another verifier |0〉L block, and perform a logical cnot with
the first block as control and the verifier block as target. Finally, each qubit in the verifier block
is measured in the computation basis, and a parity check is applied to the measurement outcomes
(Fig. 5.3). In this case, not just the Z-type stabilizer generators are extracted for the first block, but
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also, after performing classical error-correction on the measurement outcomes, the eigenvalue of the
logical Z operator (also a Z-type Pauli operator) can be calculated. The first ancillary block is then
discarded if either the syndrome is nontrivial or the eigenvalue of ZL is −1. Purification against Z
errors can be conducted similarly by reversing the direction of the logical cnot gate and measuring
the verifier qubits in the eigenbasis of X . And, such purification schemes can be iterated if necessary
by using the output copies from one purification round as the inputs to a following round. The |+〉L
ancillary blocks can be purified similarly.
|0〉L •
|0〉L  >= Z
Figure 5.3. A purification procedure against X errors for logical |0〉 blocks encoded in some CSS
code. Two blocks are encoded separately (the encoding circuits are not shown) and, then, they
interact via a logical cnot followed by measuring all qubits in the second block in the computation
basis. Classical parity checks on the measurement outcomes allows to detect X errors and also
calculate the eigenvalue of the logical Z operator on the first block. If no errors are detected and
the eigenvalue of ZL is +1, then the first block is accepted; otherwise it is rejected.
Because of the transversal interaction between the data and ancillary blocks, this 1-EC gadget
satisfies property 1(b); we will discuss why property 1(a) is also satisfied in §5.2.1.4. Finally, we
note that the purification procedure describe above, like the verification procedure for cat states, is
nondeterministic: there are probabilistic fluctuations in the number of ancillary blocks that must
be prepared before the first ancillary block is accepted. However, both methods can be adapted to
become deterministic by increasing the measured check operators in verification procedures, or the
number of verifier blocks in purification procedures. Alternatively, as for cat-state verification, the
purification of |0〉L and |+〉L blocks can be avoided altogether and replaced by a suitable decoding
step after the ancillary blocks interact with the data block [84].
5.2.1.3 Syndrome Measurement via Logical Teleportation
A third method for syndrome measurement that applies to any stabilizer code can be based on
quantum teleportation. In this construction, which is due to Knill [59], the 1-EC gadget implements
the logical teleportation of the state of the input data block while at the same time extracting the
code syndrome. Figure 5.4 shows a schematic of Knill’s 1-EC gadget: Two ancillary blocks are
prepared in a logical Bell state, |Φ0〉L ∝ |0〉L|0〉L + |1〉L|1〉L, and then the data and one ancillary
block interact via transversal cnot gates followed by transversal measurements on all their qubits.
Finally, a logical Pauli operator is applied on the second ancillary block in order to complete the
logical teleportation of the state of the data block.
The outcomes of the transversal measurements reveal the parity of the code syndromes in the
data and ancillary blocks. First, this syndrome information allows us to perform classical error
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correction on the measurement outcomes. Then, we can compute parities on the, now corrected,
measurement outcomes in order to obtain the eigenvalues of the logical X ⊗X and Z ⊗Z operators
acting on the first two blocks whose qubits were measured. Finally, by knowing the eigenvalues for
these two logical operators, we can complete the logical teleportation of the state of the data block
to the second ancillary block up to some appropriate logical Pauli correction operator. As in the
previous two methods for syndrome measurement, the two ancillary blocks for this method need
to be verified or purified before they are used. Overall, after a suitable verification or purification
procedure is applied, the 1-EC gadget in figure 5.4 satisfies property 1(b); again, property 1(a) will
be discussed separately in §5.2.1.4.
⊗n|ψ〉L • >= X
|+〉L •  >= Z
|0〉L 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Figure 5.4. A schematic of Knill’s 1-EC gadget for a code with n physical qubits in the block.
Two ancillary blocks are prepared in a logical Bell state and, then, transversal cnot gates and
measurements are performed. The measurement outcomes are constrained by parities which enable
classical error correction. The corrected measurement outcomes allow us to determine the logical
Pauli operator, PL, necessary to complete the logical teleportation of the input data state, |ψ〉L.
A remarkable feature of this 1-EC gadget is that faults in the transversal cnot gates and the
subsequent transversal measurements—which combined can be viewed as performing transversal
Bell measurements, i.e., measurements along the two-qubit basis {(Zj1Xj2 ⊗ I)|Φ0〉 | j1, j2 = 0, 1}—
can only result in an error in the logical Pauli correction operator. In other words, as long as the
two ancillary blocks are prepared (and verified) without faults, the output code block is always in
the code space independent of whether faults occurred in the transversal Bell measurements. The
value of this observation comes when performing an analysis of malignant set of locations inside a
1-exRec where such 1-EC gadgets are used: Consider the leading 1-EC gadgets inside the 1-exRec
and let faults occur in the transversal Bell measurements inside them (while more faults may have
occurred elsewhere in the 1-exRec). Then, since these faults cannot take the output code block
outside the code space, these faulty locations cannot belong to malignant sets of locations for the
1-exRec. Therefore, for the purposes of an analysis of malignant sets of locations, the transversal
Bell measurements in the leading 1-EC gadgets in all 1-exRecs can be taken to be effectively ideal!
5.2.1.4 Satisfying Property 1(a)
Property 1(a) is the statement that independent of the state of the input block, a 1-EC with at
most r faults outputs a block which always passes through an r-filter for 0 ≤ r ≤ t. In particular,
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applying the property for r = 0 requires that a 1-EC gadget without faults takes any input block to
an output block which is in the code space. If each possible value of the syndrome corresponds to
a correctable error (in which case the code is called perfect), then clearly the output of a faultless
1-EC will be in the code space after applying the necessary recovery operator. But, even if the code
is not perfect, we may always assign to every syndrome that does not correspond to a correctable
error some Pauli operator (chosen by convention) that returns the subspace labeled by the syndrome
to the code space (see the last comment in §1.3.2).
At this point, it is convenient to include some reference system, R, that purifies the state of the
input data block. This state can then be written as a sum of terms where, for each term, the state
of the code block is a vector, Ea|ψa〉L, and the state of the reference system is |a〉R. Here {Ea} are
Pauli operators that label the orthogonal subspaces corresponding to all possible syndromes, {|ψa〉L}
are some states in the code space (that may depend on a), and {|a〉R} need not be normalized nor
mutually orthogonal. In this language, a faultless 1-EC realizes an isometry that acts on the data
block and an ancillary system, A, that is initialized in the state |e0〉A as
∑
a
Ea|ψa〉L ⊗ |a〉R ⊗ |e0〉A
faultless
EC−→
∑
a
Oa|ψa〉L ⊗ |a〉R ⊗ |ea〉A , (5.2)
where {Oa} are logical operators, i.e., they have support only on the code space, and {|ea〉A} are
also not assumed to be normalized nor mutually orthogonal. Thus, as desired, after tracing over the
reference and ancillary systems, a faultless 1-EC gadget produces an output which is, in general,
some density matrix in the code space.
We can now show property 1(a) is satisfied even if 0 < r ≤ t faults occur inside the 1-EC
gadget. By construction, in all 1-EC gadgets we have considered, the data and ancillary blocks
interact via transversal gates. Moreover, the preparation and verification (or purification) of the
ancillary blocks is done in a way that prevents 0 < r′ ≤ t faults in this part of the 1-EC gadget
from acting nontrivially on more than r′ qubits in an accepted ancillary block. Overall, each of the
r faults inside a 1-EC gadget can only act nontrivially on the same r qubit positions in the data
and ancillary blocks.
Let Ir denote this set of at most r qubit positions in the data or ancillary blocks that may
have errors due to the r faults inside the 1-EC gadget. Consider one term in the expansion of the
state of the input data block,
∑
aEa|ψ〉L ⊗ |a〉R, where the input data block has Pauli error Ea.
Also, expand the r fault operators in terms of Pauli operators and pick one term in this expansion
where the Pauli operator E
(Ir)
b acts on the data block and E
(Ir)
c acts on the ancillary blocks. (Here,
our notation is that E
(Ir)
∗ is a tensor product of Pauli operators with support on the qubits in Ir
alone.) For this particular term, the syndrome will correspond to the error operator E
(Ir)
c Ea, so
that E†recE
(Ir)
c Ea ≡ L where E†rec is the recovery operator and L is some logical operator. Then,
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after the recovery, E†rec, is applied to the data block that is in the state E
(Ir)
b Ea|ψ〉L ⊗ |a〉R, the
combined operator that acts on |ψ〉L ⊗ |a〉R is
E†recE
(Ir)
b Ea = LE†a
(
E(Ir)c
)†
E
(Ir)
b Ea = LE(Ir)d , (5.3)
where the crucial observation is that E
(Ir)
d is only supported on the qubits in Ir. We conclude that,
for each term in our expansion, the output of an r-good 1-EC deviates from the code space by the
action of Pauli operators acting on at most r qubits in the code block. Hence, since every term
in our expansion passes through an r-filter, by linearity, the linear sum of all terms will also pass
through an r-filter.
This completes our general discussion of how 1-EC gadgets satisfying properties 1 can be con-
structed.
5.2.2 Encoded Quantum Universality
Let us now discuss how to construct a universal set of 1-Ga gadgets satisfying properties 2. This
construction is guided by the Ck gate hierachy in definition 2. We have already discussed that the
Clifford group, C2, is not dense in SU(2
n). In fact, the Gottesman-Knill theorem [90] shows that
quantum computation using qubits initialized in eigenstates of Pauli operators, Clifford-group gates,
and measurements of Pauli operators can be simulated efficiently with a classical computer—let us
call this set of operations stabilizer operations or Gstab. But, by adding any one non-Clifford gate
to Gstab is sufficient to give a new set of operations which is dense in SU(2n) [33] and, hence, is
quantum universal; examples of such gate sets were given in proposition 1.
5.2.2.1 Encoded Clifford-Group Operations
Although 1-Ga gadget constructions are known that apply to any stabilizer code [89], of practical
interest are codes for which these constructions are efficient and give high accuracy thresholds. In
fact, for some codes the construction of 1-Gas for the gates {H,S,cnot} that generate the Clifford
group is particularly simple. Let us call a 1-Ga transversal if it can be realized by 0-Gas that act
bitwise on the qubits in the code block (for a 1-Ga simulating a single-qubit gate), or bitwise between
qubits at corresponding positions across different code blocks (for a 1-Ga simulating a multi-qubit
gate). By construction, it is clear that transversal 1-Gas satisfy properties 2.
CSS codes provide a family of codes with such useful transversality properties [51, 89]: For any
CSS code with k = 1 logical qubit, the logical cnot can be implemented by bitwise cnot gates.
Moreover, if the CSS code is constructed from a self-dual classical code (i.e., if the quantum check
matrix in equation (1.32) can be written so that H = H ′), then the logical Hadamard gate can be
implemented by bitwise Hadamard gates. If, in addition, this self-dual classical code is doubly even
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(i.e., if all its code words have Hamming weight multiple of 4), then the logical S gate is transversal
so that the logical Clifford group can be generated by 1-Gas which are transversal. An example of
a code with these properties is Steane’s [[7, 1, 3]] code [37] discussed in §1.3.4.
5.2.2.2 Quantum Software and Encoded Non-Clifford Gates
To complete our construction of 1-Gas satisfying properties 2 for a universal set of gates, it remains
to construct a 1-Ga for a non-Clifford gate. This construction can be based on preparing a suitable
ancillary state and then using a gate teleportation circuit [51, 42, 32, 77].
Consider the circuit shown in figure 5.5: To realize the single-qubit rotation by angle θ around
the z-axis, Uz(θ) = exp
(−i θ2Z), we first prepare an ancillary qubit in the state |Aθ〉 ≡ Uz(θ)|+〉
and, then, we perform a cnot gate with the data qubit as control and the ancillary qubit as target.
Finally, we measure the ancillary qubit in the computation basis. If the +1 eigenvalue is obtained,
then we have successfully teleported the gate Uz(θ); otherwise, when the outcome is −1, Uz(−θ) has
been teleported instead and the correction operator Uz(2θ) needs to be applied.
|ψ〉 • Uz(2θ)
|Aθ〉  >= Z
Figure 5.5. A circuit that teleports the gate Uz(θ). An ancillary qubit is prepared in the state
|Aθ〉 ≡ Uz(θ)|+〉, and then a cnot gate is executed as shown. Finally, the ancillary qubit is
measured in the computation basis and the correction gate Uz(2θ) is applied if the measurement
outcome is −1.
We observe that for θ = π/4, the teleported gate is T ≡ Uz
(
π
4
) 6∈ C2. Furthermore, in this case
the correction gate is S ≡ Uz
(
π
2
) ∈ C2, and, so, a 1-Ga for simulating it can easily be constructed.
It remains to construct a procedure for preparing the logical |Aπ/4〉 state such that the 1-Ga for the
T gate satisfies properties 2. Since the logical |Aπ/4〉 is just an ancillary state, its preparation can be
done separate to the main computation; we can then view this quantum state as a form of “software”
that we prepare and consume in order to implement fault-tolerant quantum computation.
The logical |Aπ/4〉 state is the +1 eigenstate of the logical Clifford-group operator TXT † =
T 2X = SX . Since we can construct a 1-Ga for the gate SX , we can also measure this operator
using cat states: That is, we can measure the logical SX by preparing a cat state, controlling each
gate in the 1-Ga for SX from a different cat-state qubit and, finally, measuring all qubits of the
cat state along the eigenbasis of X and computing the parity of the measurement outcomes. Since
a single fault in this measurement can cause an error in the eigenvalue of the logical SX operator
that is measured, the measurement needs to be repeated sufficiently many times using different cat
states with error-correction steps inserted between every two successive measurements.
With this procedure which applies to any stabilizer code, we can therefore construct a 1-Ga for
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the non-Clifford gate T that satisfies properties 2. An alternative construction for the non-Clifford
Toffoli gate will be given in §5.3.4. Together with the 1-Ga constructions for Clifford-group gates
discussed in the previous section, we have constructed 1-Gas satisfying properties 2 for a quantum
universal set of gates.
5.2.3 Fault-Tolerant Preparation and Measurement
Finally, let us briefly discuss how 1-Ga gadgets for preparation of Pauli eigenstates and measure-
ments in the eigenbases of Pauli operators can be constructed. As with Clifford-group gate 1-Ga
constructions, efficient preparation and measurement 1-Gas can be constructed in the special case
of CSS codes. Indeed, for CSS codes, the 1-Ga for the measurement of Z consists of measurements
of all qubits along the eigenbasis of Z, followed by classical postprocessing of the measurement out-
comes. This postprocessing consists of classical error correction on the measurement outcomes (here,
it is important that for CSS codes the stabilizer generators are only X- and Z-type), followed by
computing the parity of the corrected outcomes to obtain the eigenvalue of the logical Z. A similar
procedure can be used to construct a 1-Ga for measuring the operator X . Also, for CSS codes, there
are efficient preparation 1-Gas for Pauli eigenstates. The construction of these 1-Gas can be based
on a purification procedure in which multiple copies of the same logical state are encoded separately,
and then they interact pairwise in order to detect errors similar to figure 5.3.
For general stabilizer codes, preparation and measurement 1-Gas are more complex. First, 1-Gas
for measuring Pauli operators can be constructed by repeated measurements of the corresponding
logical Pauli operator using cat states. Then, the majority of the different measurement outcomes
gives the eigenvalue of the Pauli operator that is measured by the 1-Ga. Similarly, 1-Gas for preparing
Pauli eigenstates implement measurements of the code generators in order to transform any arbitrary
initial state to a state in the code space, followed by a sufficient number of repeated measurements
of the logical Pauli operator whose eigenstate we want to prepare. (For both preparation and
measurement 1-Gas, error-correction steps need to be inserted between the repeated measurements
in order to satisfy properties 2.)
This completes our discussion of constructing preparation and measurement 1-Gas. At this
point, we have shown how to obtain 1-Gas satisfying properties 2 for a universal set of operations
(preparation of Pauli eigenstates, a quantum universal set of gates, and measurement of Pauli
operators).
5.3 Quantum Fault Tolerance with the Bacon-Shor Code
At last, it has come time to establish a numerical lower bound on the value of the quantum accuracy
threshold. For simplicity, in the remaining discussion we will only consider stochastic local noise.
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Similar techniques can be used to give lower bounds of the same order for local noise that is not
stochastic; however, the calculations are easier to perform and present in terms of probabilities
instead of quantum amplitudes.
The fault-tolerant quantum circuits we will consider will be encoded using a subsystem code
described by Bacon in [91]—because of the close relation of this code with Shor’s code [36], we will
refer to it as the Bacon-Shor code. There is a different Bacon-Shor code for every integer n > 1;
for fixed n, the corresponding code, C(n)BS , is a distance-n stabilizer CSS code encoding one protected
logical qubit into a code block of n2 physical qubits.
It is convenient to imagine placing the n2 qubits in the C(n)BS block on the vertices of an n×n
square lattice (Fig. 5.6). Then, the code’s stabilizer group is
S = 〈Xj,∗Xj+1,∗ ; Z∗,jZ∗,j+1 | j ∈ Zn−1〉 , (5.4)
where Oj,∗, O∗,j denote operators that act nontrivially as a tensor product of O operators on all
qubits in row or column j, respectively. Throughout this section, Zm is understood to indicate the
set {1, 2, . . . ,m}.
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Figure 5.6. Qubits in the C(n)BS block are placed on the vertices of an n×n square lattice. An element
of the code stabilizer, the operator X2,∗X3,∗ applies X on all qubits shown in blue.
The code syndrome, e, induces a decomposition of the Hilbert space, H, of the n2 qubits in the
code block into subspaces encoding n2− 2(n−1) = (n−1)2+1 logical qubits. Therefore, within each
subspace with fixed syndrome—and, in particular, within the code space corresponding to the trivial
syndrome—we can define a subsystem decomposition
H =
⊕
e
(HL ⊗HT) , (5.5)
where we associate HL with the one logical qubit protected by the full distance, n, of the code. The
logical Pauli operators for this logical qubit can be defined as XL = X1,∗ (i.e., a tensor product of X
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operators applied on all qubits in the first row) and ZL = Z∗,1 (i.e., a tensor product of Z operators
applied on all qubits in the first column). The remaining (n−1)2 logical qubits live in HT and their
logical Pauli operators can be chosen from the non-abelian group
T = 〈 Xj,iXj+1,i ;Zi,jZi,j+1 | i ∈ Zn ; j ∈ Zn−1 〉 , (5.6)
where Oi,j denotes an operator O acting on the qubit with coordinates (i, j). Indeed, the operators
in T commute with every operator in the code stabilizer, they commute with the logical operators
XL and ZL and, furthermore, they can be grouped into (n−1)2 independent pairs of anticommuting
operators with operators in different pairs commuting.
Given some nontrivial syndrome value, error recovery for the logical qubit encoded inHL proceeds
in a similar manner as in the classical repetition code: The eigenvalues of the stabilizer generators
{Xj,∗Xj+1,∗} can be used to correct Z errors on up to ⌊n/2⌋ rows. Moreover, only the parity of Z
errors in each row is relevant: an operator acting as Z on a pair of qubits at the same row is an
operator in T and, therefore, has no effect on the protected information in HL. Error recovery for
X errors proceeds similarly along the columns. Further intuition on the Bacon-Shor code can be
obtained by considering its derivation from other subspace codes; see chapter A in the appendix.
Since the logical Pauli operators for the logical qubits encoded in HT act nontrivially on only
two qubits in the code block, if we take into consideration all (n−1)2+1 logical qubits then C(n)BS has
distance 2 and it is an error-detecting code. However, if we only consider the logical qubit encoded
in HL, we effectively obtain a distance-n code and errors with support on up to ⌊n/2⌋ qubits in
the code block can be corrected—we will call this logical qubit the protected qubit. In fact, error
recovery for the protected qubit may unavoidably result in applying at the same time nontrivial
logical operations with support in HT . This is not a problem as long as we never encode useful
information in HT . We can think of the (n−1)2 logical qubits encoded in HT as gauge qubits since
they correspond to degrees of freedom for the logical information encoded in HL. In some cases it
will be sufficient to completely disregard the state of the gauge qubits. More interestingly, we will
next discuss how fault-tolerant error correction for the protected qubit can be simplified by taking
advantage of the presence of gauge qubits.
5.3.1 Syndrome Measurement using the Gauge Qubits
Let us first explain how we can extract the code syndrome indirectly by manipulating the state of
the gauge qubits. Our first observation is that we can express the stabilizer generators as
Xj,∗Xj+1,∗ =
n⊗
k=1
(Xj,kXj+1,k) ; and Z∗,jZ∗,j+1 =
n⊗
k=1
(Zk,j Zk,j+1) . (5.7)
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What is remarkable about this decomposition is that the operators in parentheses are supported on
HT ; hence, they commute with all stabilizer generators and also commute with the logical operators
for the protected qubit. Because of this, we can measure each of them separately and then equation
(5.7) implies that the code syndrome can be computed by taking the appropriate parities of the
measurement outcomes. Moreover, since these operators act nontrivially on only two qubits in the
code block, measuring each one of them is especially easy; e.g., figure 5.7 shows simple circuits for
measuring Xj,kXj+1,k and Zk,jZk,j+1.
(a) (b)j, k 
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Figure 5.7. (a) A circuit for measuring the operator Xj,kXj+1,k using one ancillary qubit. (b) A
similar circuit for measuring Zk,jZk,j+1.
Let us now check that these circuits can be used to construct a 1-EC gadget that satisfies
properties 1. Consider the circuit in figure 5.7(a); similar observations apply to the other circuit.
A fault in the preparation of the |+〉 state can only cause a Z error that will propagate to flip the
measurement outcome but which cannot harm the data. Consider now faults in the cnot gates.
We might worry that there is a problem if the first cnot is faulty because an X error can result in
both data qubits. But we soon realize that Xj,kXj+1,k is not an error—it is exactly the operator we
are trying to measure and so acts trivially after the measurement has taken place. Finally, we note
that a single fault may cause one X and one Z error in different qubits in the data block which,
therefore, will not pass through a 1-filter. However, as we will discuss in §5.3.3, the only extended
rectangles that appear at the lowest levels of the fault-tolerant recursive simulation correspond to
the logical cnot and Hadamard operations. In this case, we may define the 1-filter in these levels
as treating X and Z errors separately, and then our 1-EC gadgets satisfy properties 1 2. Because of
this observation, we will henceforth concentrate our discussion on the number of errors of the same
“type” (i.e., either X or Z) that faults may produce within the same code block. We should finally
note that the measurement outcomes from the circuits in figure 5.7 cannot, in general, be trusted
unless some of the measurements are repeated some number of times depending on the distance of
the code. This redundancy is necessary since a single fault can cause errors in both the data block
and the measurement outcomes. We will return to this point in §5.3.3 by giving specific examples.
The benefit of this syndrome-measurement method is that it significantly reduces the qubit over-
head for fault-tolerant error correction: Unlike in the standard 1-EC gadget constructions discussed
in §5.2.1, this method does not require preparing and verifying entangled ancillary states—ancillary
2Here it is important that cnot gates do not mix X and Z errors upon conjugation and Hadamard gates transform
X errors to Z errors and vice versa.
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qubits initialized in the |0〉 or |+〉 state are sufficient as in figure 5.7. For maximum qubit efficiency
but at a cost of extra memory error, even a single ancillary qubit would suffice to sequentially mea-
sure all weight-two gauge-qubit operators necessary to extract the code syndrome. Furthermore,
the specific gauge-qubit operators to be measured can be chosen to have support on neighboring
physical qubits when qubits in the code block are arranged on a two-dimensional square lattice. For
this reason, this method for syndrome measurement may prove to be especially advantageous for
geometrically local quantum computing architectures such as, e.g., those envisioned for ion-trap or
solid-state implementations.
5.3.2 Standard Syndrome Measurement Procedures
In settings without geometric locality constraints for the interaction of qubits or when qubit move-
ment is much less noisy than quantum gates, syndrome measurement procedures that use encoded
ancillary states and transversal interactions between the data and ancillary blocks will give the best
accuracy thresholds. Since C(n)BS is a CSS code, Steane’s 1-EC gadget presented in §5.2.1.2 can be used
to extract the syndrome provided we can prepare and verify logical |0〉 (|0〉L) and logical |+〉 (|+〉L)
states for the protected qubit. Alternatively, Knill’s 1-EC gadget in §5.2.1.3 requires preparing and
verifying a logical Bell state (|Φ0〉L ∝ |0〉L|0〉L + |1〉L|1〉L).
As is evident from the decomposition (5.5), the distinctive feature of subsystem codes is that
logical states in HL are not uniquely encoded: after having specified a logical state in HL, the state
in HT can still be arbitrary. This freedom in choosing the state of the gauge qubits can be used
to our advantage in the design of encoding circuits of logical states for the protected qubit. In
particular, we will next discuss how, by exploiting this freedom, we can design remarkably simple
encoding circuits for the logical ancillary states required for Steane’s and Knill’s 1-EC gadgets, thus
also reducing the overhead associated with the post-encoding verification of these states.
For concreteness, consider designing an encoding circuit for |0〉L, i.e., a state in the code space
which is the +1 eigenstate of ZL. With the state in HL specified, we can choose the state in HT
to be the +1 eigenstate of the gauge-qubit operators {Xi,jXi+1,j}. In order words, our encoding
circuit prepares the +1 eigenstate of the operators in the following stabilizer group:
S(|0〉L) = 〈Xi,jXi+1,j ;Z∗,j | i ∈ Zn−1; j ∈ Zn〉 . (5.8)
We recognize the state described by equation (5.8) as a tensor product of n cat states in the
Hadamard-rotated basis, each one lying across a column in figure 5.6. In other words, our |0〉L
is the state
|0〉L =
n⊗
j=1
( |++ · · ·+〉col:j + | − − · · ·−〉col:j√
2
)
, (5.9)
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where inside the parenthesis we have the state of the n qubits in column j.
We can obtain the state |+〉L by applying a logical Hadamard transformation to the state |0〉L.
We observe that applying Hadamard gates bitwise has the same effect as a logical Hadamard gate up
to a 90-degree rotation of the square lattice in figure 5.6 (and, also, up to a nontrivial operation acting
on the gauge qubits). We can therefore obtain |+〉L by first preparing |0〉L, applying Hadamard gates
bitwise and, finally, rotating the lattice by 90 degrees. The bitwise Hadamard gates will transform
the Hadamard-rotated cat states to become usual cat states in the computation basis. And then,
rotating the lattice by 90 degrees will align the n cat states each to lie across a row. Hence, our
|+〉L state is
|+〉L =
n⊗
i=1
( |00 · · · 0〉row:i + |11 · · ·1〉row:i√
2
)
. (5.10)
Finally, logical Bell states to be used in Knill’s 1-EC gadget can be constructed by interacting
two blocks encoded in the states |+〉L and |0〉L via a logical cnot gate. Since the logical cnot gate
can be implemented by transversal cnot gates, this construction is also especially simple. Specific
examples of Steane’s and Knill’s 1-EC gadgets will be given in §5.3.3.
5.3.3 Accuracy Threshold Lower Bounds
We can now discuss how to construct 1-Gas for the Bacon-Shor code. As mentioned above, the logical
cnot and Hadamard gates have simple transversal implementations. Let us call CSS operations the
operations in the set
GCSS = {CNOT, H,P|0〉,P|+〉,MX ,MZ} , (5.11)
where P|φ〉 denotes the preparation of the single-qubit state |φ〉 and MA denotes the measurement
of the single-qubit operator A. Together with the operations in GCSS, the phase gate S is sufficient
to generate the Clifford group and further adding, e.g., the Toffoli gate gives a quantum universal
set of operations. To obtain a lower bound on the accuracy threshold for CSS operations, we will
perform an analysis of malignant sets of locations in the cnot 1-exRec. We note that we need not
analyse the Hadamard 1-exRec since it contains fewer locations than the cnot 1-exRec. The same
observation is true for the preparation and measurement 1-exRecs.
The reason why the accuracy threshold for CSS operations can be analysed separately is that
error correction for the Bacon-Shor code (and, more generally, for all CSS codes) can be implemented
using CSS operations alone. Therefore, the extended rectangles corresponding to the logical phase
and Toffoli gates need not appear at the lower levels of the recursive fault-tolerant simulation. It
follows that if the physical noise strength is below the accuracy threshold for CSS operations, a
recursive simulation of CSS operations can achieve any desired accuracy so that, effectively, CSS
operations can be viewed as being nearly ideal at the highest levels of the recursion. Given highly
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reliable CSS operations, our next step will be to show that we can distill highly reliable quantum
software (see §5.2.2.2) that will enable the simulation of the logical phase and Toffoli gates that
complete quantum universality. Overall, our strategy is to first determine the threshold for CSS
operations which, by being significantly lower than the threshold for the distillation of quantum
software, will set the accuracy threshold for all operations in our quantum universal operation set.
In the remaining of this section, I will first discuss the accuracy threshold for CSS operations for
recursive simulations based on the Bacon-Shor code. Then, in §5.3.4, I will give more details on the
simulation of the logical phase and Toffoli gates which complete quantum universality.
5.3.3.1 The 9-Qubit Bacon-Shor Code
The 1-EC Gadgets
Syndrome measurements using the gauge qubits for the 9-qubit Bacon-Shor code, C(3)BS , can be
done with the circuits in figure 5.8. For this code, the measurement of one extra operator is necessary
in order to satisfy properties 1; in figure 5.8 we have chosen to measure the extra operator X1,jX3,j .
This additional measurement provides the necessary redundancy in order to avoid the occurrence of
more than one error in the data block due to a single fault3.
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Figure 5.8. A fragment of the 1-EC gadget for C(3)BS where the syndrome is measured using the gauge
qubits. (a) Measuring operators in T along column j. (b) Measuring operators in T along row i.
Identical circuits are run in parallel in all rows and columns. In both circuits, the third measurement
is used to provide an extra redundancy bit that is needed to satisfy properties 1.
Alternatively, Steane’s 1-EC gadget requires preparing a logical |0〉 state for extracting the syn-
drome for Z errors. Since our logical |0〉 state consists of three Hadamard-rotated cat states aligned
across the three columns, the preparation circuit for column j can be as in figure 5.9(a). To obtain
the syndrome for X errors, we need to also prepare a logical |+〉 state which consists of cat states
along the three rows; for row i, the preparation circuit is shown in figure 5.9(b). We observe that the
3We are concerned with the case where, e.g., a Z error occurs on both qubits on the support of the second cnot
operating on qubit (2, j)—this error will flip the eigenvalue of the measured operator X1,jX2,j , and it will also create
a Z2,j error in the data. An error in the eigenvalue of X1,jX2,j will lead us to incorrectly infer an error Z1,j in the
data if we do not perform the extra measurement of X1,jX3,j . Combining Z1,j with Z2,j leads to an uncorrectable
error in the data that is caused by a single faulty cnot.
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Figure 5.9. A fragment of Steane’s 1-EC gadget for C(3)BS . (a) Collecting the syndrome for Z errors.
The circuit in column j is shown. (b) Collecting the syndrome for X errors. Here, the circuit for
row i is shown. Identical circuits are run in parallel in all rows and columns.
1-EC gadget constructed with these circuits has the remarkable feature that it satisfies properties 1
without the need to verify the ancillary states. Indeed, consider a faulty cnot inside the encoding
circuit for these cat states. An X error on both qubits on the support of this gate is either (i)
an operator in the cat-state stabilizer or, (ii) is equivalent to a single X error on the other qubit.
Similarly for a Z error acting on both qubits. Otherwise, an X error acting on one qubit and a Z
error on the other cannot lead to more than one X or one Z error propagating from the cat state to
the data block. Knill’s 1-EC gadget for this code has the same feature as well; again, properties 1
are satisfied without the need to verify the ancillary logical Bell state which is prepared by encoding
three-qubit cat states and then applying transversal cnot gates.
Accuracy Threshold Lower Bounds
A lower bound on the accuracy threshold can be obtained from theorem 4 by counting the
total number of pairs of locations inside the cnot 1-exRec since it is the largest among all 1-
exRecs corresponding to CSS operations. Both Steane’s and Knill’s 1-EC gadgets contain 72 qubit-
preparation, measurement, gate or memory locations. Therefore, the cnot 1-exRec contains 4 ×
72 + 9 = 297 locations, which implies pthr ≥
(
297
2
)−1 ≥ 2.2× 10−5.
We can refine this lower bound by using the notion of malignant sets of locations described in
§3.4.1. Let us denote by pi the noise strength for location type i, where locations are labeled as (1)
memory, (2) |0〉 preparation, (3) |+〉 preparation, (4) measurement of X , (5) measurement of Z and
(6) cnot. Assuming all sets of locations with at least three faults are malignant, analyzing all pairs
of locations inside the cnot 1-exRec gives for the effective noise strength at level k of the recursive
simulation:
p
(k)
6 ≤
6∑
j≤i=1
αij p
(k−1)
i p
(k−1)
j +B6 (p
(k−1)
max )
3 , (5.12)
where p
(k−1)
max = maxi{p(k−1)i } (with our chosen set of CSS operations, p(k−1)max = p(k−1)6 ). Third- or
higher-order events contribute B6 ≡
(
297
3
) ≤ 4.33× 106 and the coefficients αij when Steane’s 1-EC
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is used were found to be [3]:
α =


52
174 138
174 0 138
234 0 378 216
234 378 0 0 216
1154 1281 1281 1566 1556 3733


. (5.13)
Thus, by pessimistically taking all noise strengths equal, we obtain A6 = 12913 malignant pairs, or
p
(k)
6 ≤ A′6
(
p
(k−1)
6
)2
, (5.14)
where A′6 =
A6
2
(
1 +
√
1 + 4B6
A26
)
≤ 13241. This indicates 7.55× 10−5 as an improved lower bound
on pthr.
This lower bound can be improved further if we use the idea of contracting rectangles discussed in
§4.2.4. In particular, we can contract state-preparation 1-exRecs and join them with the succeeding
cnot 1-exRecs and, similarly, we can contract measurement 1-exRecs to join them with the preced-
ing cnot 1-exRecs. That is, for all levels k ≥ 2 of the recursive simulation, we need not consider
separate preparation or measurement exRecs at level k−1. Instead, we can consider level-(k−1)
contracted exRecs or, simply, conexRecs that contain level-(k−1) preparation (respectively, mea-
surement) joined with the succeeding (respectively, preceding) level-(k−1) cnot operations and the
intermediate level-(k−1) EC gadgets omitted. We observe that the effective noise strength acting on
such conexRecs will be no worse than the effective noise strength acting on cnot exRecs because (i)
error correction following state preparation is superfluous as long as the preparation circuit satisfies
properties 2, and (ii) the measurement of logical Pauli operators for CSS codes can be performed
transversally on each qubit in the code block and, so, classical error correction on the measurement
outcomes can replace quantum error correction preceding the measurements.
Thus, for levels k ≥ 2 of the recursive simulation, we can effectively set those coefficients in the
matrix (5.13) that involve preparation or measurement locations to zero. Then, for levels k ≥ 2,
we compute A6,str = 4939, B6,str =
(
153
3
) ≤ 5.86 × 105 and, so, A′6,str ≤ 5055. Thus, we obtain the
recursion equations
p
(1)
6 ≤ A′6 (p6)2 ,
p
(k)
6 ≤ A′6,str
(
p
(k−1)
6
)2
, for k > 1 ,
(5.15)
which imply the condition p
(1)
6 < 1.97× 10−4 and p6 < 1.22× 10−4. Hence, 1.22× 10−4 is our new
lower bound on pthr.
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If we use Knill’s 1-EC gadget instead, the analogous coefficients, αij , of equation (5.12) are [3]:
α =


60
60 30
60 0 30
180 0 180 270
180 180 0 0 270
1104 552 552 1656 1656 4164


. (5.16)
Taking again all noise strengths equal, A6 = 11184 and we find A
′
6 ≤ 11559. For levels k ≥ 2 of the
recursive simulation, we can again use conexRecs; we then compute A6,str = 5328. Furthermore, by
using our observation in §5.2.1.3, we can take the transversal Bell measurements in the leading Knill’s
1-EC gadgets inside the cnot exRec to be ideal. This reduces the effective number of locations in
this exRec from 297 to 297 − 2 × 27 = 243 at level 1, and from 153 to 153 − 2 × 9 = 135 at levels
k ≥ 2. The analogous recursion equations to equation (5.15) give 1.26 × 10−4 as our lower bound
on pthr in this case.
5.3.3.2 The 25-Qubit Bacon-Shor Code
The 1-EC Gadgets
Syndrome measurements using the gauge qubits for the 25-qubit Bacon-Shor code, C(5)BS , can be
implemented with the circuits in figure 5.10; for this code as well, some additional measurements
to those shown must be performed in order to satisfy properties 1. If instead we use Steane’s 1-EC
gadget, we need to prepare five-qubit cat states as is, e.g., shown in figure 5.11. This time the cat
states need verification to prevent a single fault from causing more than one X or Z error that will
propagate to the subsequent transversal measurements. Alternatively, verification can be replaced
by repeated syndrome extraction.
Accuracy Threshold Lower Bounds
Now t = 2 and, to lowest nontrivial order, we need to perform an analysis of malignant triples of
locations inside the cnot 1-exRec. Because of the size of this 1-exRec, the combinatorial analysis
is significantly more time demanding than for C(3)BS. The analysis in [3] was performed by using
a computer program running on a cluster of 20 Pentium III processors for approximately three
months. The cnot 1-exRec we analysed used Steane’s 1-EC gadget, with cat-state verification as
in figure 5.11. Because this verification is nondeterministic, there is a statistical fluctuation in the
number of cat-state preparation attempts that will need to be made before each cat state is accepted.
For stochastic local noise, we can account for this nondeterminism in our estimate of the accuracy
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Figure 5.10. A fragment of the 1-EC gadget for C(5)BS where the syndrome is measured using the
gauge qubits. (a) Measuring operators in T along column j. (b) Measuring operators in T along
row i. Identical circuits are run in parallel in all rows and columns. Some additional measurements
(not shown) are necessary in order to satisfy properties 1; e.g., the syndrome extraction could be
repeated.
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Figure 5.11. (a) A five-qubit cat state in the Hadamard-rotated basis with verification against Z
errors. (b) A five-qubit cat state with verification against X errors.
threshold by considering the probability of failure at level k of the recursive simulation conditioned
on having accepted all cat states inside all error-correction gadgets at all levels of the recursion.
The effective noise strength at the level-k cnot exRec if all of the verification tests contained
inside this exRec are successful is
p
(k)
6,joint ≤
6∑
ℓ≤j≤i=1
αijℓp
(k−1)
i p
(k−1)
j p
(k−1)
ℓ +B6(p
(k−1)
max )
4 , (5.17)
where B6 =
(
1185
4
)
gives the number of combinations of four locations inside the cnot 1-exRec which
contains 1185 locations in total. We now need to renormalize this noise strength to account for the
fact that verification may fail. The probability of accepting all cat states inside Steane’s 1-EC is
P
(k)
accept ≥
(
1− p(k−1)max
)C0
, (5.18)
where C0 = 190 is the total number of locations in the encoding and verification circuit for all
cat states contained in this 1-EC gadget. Taking the noise strengths for all locations to be equal,
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the effective noise strength at the level-k cnot exRec conditioned on the successful outcome in all
verification tests contained inside it can be upper bounded by
p(k) ≤
(
1− p(k−1)
)−4C0
(A6 +B6p
(k−1))(p(k−1))3 , (5.19)
where from our combinatorial analysis [3], A6 = 16625488 is the number of malignant triples, and
we have used the fact that the cnot 1-exRec contains four 1-EC gadgets. Finally, as for C(3)BS , for
all levels k ≥ 2 of the recursive simulation, we can consider contracted extended rectangles. Then,
for levels k ≥ 2 we only keep the coefficients αijℓ that do not involve preparation or measurement
locations. Since α111 = 287460, α116 = 1899918, α166 = 3911460, and α666 = 2554190, we have
A6,str = 8653028. Also, B6,str =
(
705
4
)
and C0,str = 120. Thus, by solving for the fixed point of our
recursion equations, we obtain 1.94× 10−4 as our lower bound on pthr.
5.3.3.3 Summary of Results
Table 5.1 summarizes our results [3]. As already discussed, we carried out the combinatorial analysis
for the concatenated C(3)BS using both Steane’s and Knill’s 1-EC gadget and for the concatenated C(5)BS
using Steane’s 1-EC gadget. Our best lower bound on the accuracy threshold for stochastic local
noise is 1.94 × 10−4 and it was obtained with the concatenated C(5)BS ; this lower bound improves
by nearly an order of magnitude the 2.73×10−5 rigorous lower bound established in [1] with the
concatenated Steane [[7,1,3]] code.
Code Parameters 1-EC gadg. exRec locs. pthr (×10−4) pMCthr (×10−4)
Steane [[7,1,3]] Steane 575 0.27
C(3)BS [[9,1,3]] Steane 297 1.21 1.21± 0.06
Knill 297 1.26 1.26± 0.05
C(5)BS [[25,1,5]] Steane 1,185 1.94 1.92± 0.02
Knill 1,185 2.07± 0.03
Golay [[23,1,7]] Steane 7,551 ≈ 1
C(7)BS [[49,1,7]] Steane 2,681 1.74± 0.01
Knill 2,681 1.91± 0.01
Table 5.1. Rigorous lower bounds on the accuracy threshold, pthr, for stochastic local noise with
the concatenated Bacon-Shor code of varying block size and comparison with prior rigorous lower
bounds using the concatenated Steane [[7,1,3]] code [1] and Golay [[23,1,7]] code [92]. The fourth
column gives the number of locations in the cnot 1-exRec. The fifth column gives our lower bounds
on pthr. The last column gives Monte-Carlo estimates for pthr with 1σ uncertainties. Bold fonts
indicate the best results in each column.
Analyzing codes of larger block size than C(5)BS proved to be computationally difficult in this exact
setting. In these cases, we may use a Monte-Carlo method and uniformly sample the set of fault
paths with a fixed number of faulty locations inside an extended rectangle. By estimating what
92
fraction, fˆ , of these sets is malignant, we obtain an estimate of the exact combinatorial coefficients
with a standard error that can be determined by using σfˆ =
√
fˆ(1− fˆ)/N where N is the sample
size. We have also applied this Monte-Carlo method to the cases where we could extract the exact
combinatorics in order to provide evidence that the Monte-Carlo estimates are accurate. Indeed, as
can be seen in table 5.1, the exact lower bounds in those cases lie within 1σ of the estimated lower
bounds.
5.3.4 Universal Quantum Computation
It remains to discuss the fault-tolerant simulation of non-CSS operations that are required for quan-
tum universality. We will see that as long as the physical noise strength is below the threshold
for CSS operations, it will be possible to obtain arbitrarily reliable simulations of these additional
operations as well. Therefore, the lower bounds presented in the previous section do indeed apply
to universal quantum computation.
Our first step will be to add to the set of CSS operations the phase gate, S, that allows us
to generate the Clifford group. Next, to complete quantum universality, we will further add the
non-Clifford Toffoli gate. Both the logical phase and Toffoli gates will be simulated by using CSS
operations and by consuming special “quantum software” ancillary states; §5.3.4.1 discusses the
simulation of the logical phase gate and §5.3.4.2 the simulation of the logical Toffoli gate. In both
these sections, we will assume we are able to prepare these ancillary states with a fault probability
that is upper bounded by some constant, panc, and we will discuss how arbitrarily accurate copies can
be distilled from them if panc is below some distillation threshold value. We will postpone until the
final section, §5.3.4.3, the discussion about how ancillary states with accuracy below this distillation
threshold can be prepared for the 9- and 25-qubit Bacon-Shor codes.
5.3.4.1 The Logical Phase Gate
We first note that since the logical cnot and Hadamard gates are transversal, the logical cphase
is also transversal; it can be implemented by doing a logical Hadamard on the target, followed by a
logical cnot, followed by another logical Hadamard on the target.
A destructive measurement of the logical X (respectively, Z) operator can be performed by
transversally measuring the operator X (respectively, Z) on each qubit in the code block. (With
the logical cnot and cphase transversal, we can also measure non-destructively the logical X or
the logical Z operator by using as control an ancilla prepared in the logical |+〉 state.) If we were
also able to easily measure the logical Y , YL = iXLZL, we would be able to implement the logical
phase gate by using, e.g., the circuit in figure 5.12.
Although YL = ⊗n2i=1Y (i) when n is odd, measuring transversally the operators Y (i) does not
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 Z S|ψ〉
Figure 5.12. Circuit simulation of the phase gate, S, by using a measurement of Y . Contrary to the
standard notation, here the correction operator Z is applied when the measurement outcome is +1
and no correction is applied when the outcome is −1.
|ψ〉 • • eiπ/4S|ψ〉
|+i〉  • |+i〉
Figure 5.13. Circuit simulation of the phase gate S using the ancillary state |+i〉.
give a measurement 1-Ga which satisfies property 2(b). This is because the Bacon-Shor code has
no stabilizer operators that can be written as tensor products of Y operators alone. Therefore, the
problem is that we cannot perform error correction on the transversal measurement outcomes and,
so, the eigenvalue we would deduce for the logical Y could be erroneous even if a single one of the
transversal measurements failed.
We could instead measure the logical Y operator nondestructively using cat states similar to our
discussion in §5.2.1.1. Implementing this measurement would require controlled-Y gates, which at
the next level of the recursive simulation would have to be implemented in an encoded form. But
then, the problem is that the controlled-Y gate is complex and all the transversal operations we
have discussed so far (cnot, cphase and Hadamard) are real. Therefore, we do not have a direct
transversal method for implementing the logical controlled-Y gate.
Fortunately, there is a method for simulating the logical S gate by using only logical cnot
and cphase gates provided we can prepare a certain logical ancillary state: Consider the states
|±i〉 ∝ |0〉 ± i|1〉 which are the ±1 eigenstates of Y . Given the state |+i〉, we can simulate S (up to
an irrelevant phase) with the circuit in figure 5.13. Hence, the problem of constructing a 1-Ga for
the logical phase gate reduces to the problem of preparing the logical ancillary state |+i〉.
Simulating S and S∗ in Superposition
Based on the circuit in figure 5.13, we will now first describe a simple procedure by which the
simulation of the logical S gate is still possible even if the logical ancillary state |+i〉 is replaced
by another logical ancillary state which is easier to prepare [93]. This procedure makes use the
following two observations: (i) the S gate is the only complex gate in our universal gate set, and (ii)
if the state |−i〉 is used instead in the the circuit in figure 5.13, then the operation S† = S∗ will be
simulated.
The idea is to use some standard state, say the state |0〉, instead of |+i〉 in the circuit in figure
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5.13. We can expand |0〉 ∝ |+i〉+ |−i〉 and, for each of the two terms, we can consider the two paths
of the subsequent computation which are executed in superposition. In one path S is simulated
and in the other S∗. Thus, if every time we want to simulate S in our circuit we use the same
ancillary |0〉 state and because S is the only complex gate in our gate set, the final state of the
computation will be a linear superposition of one term where the desired computation unitary, U ,
has been implemented and a second term where U∗ has been implemented instead. In other words,
if the initial computation state is |ψinitial〉, then the final computation state will be
|ψfinal〉 = |+i〉 ⊗ U |ψinitial〉+ |−i〉 ⊗ U
∗|ψinitial〉√
2
. (5.20)
In the end of the computation some operator A will be measured which we can take to be real
(and so, due to hermiticity, AT = A). We now want to see that the expectation value for A will be
the same as if the desired U had been simulated all along. Indeed, we compute
〈A〉 = 〈ψinitial|U
†AU + (U∗)†AU∗
2
|ψinitial〉 = 〈ψinitial|U †AU |ψinitial〉 , (5.21)
since, ∀|ψ〉, 〈ψ|(U∗)†AU∗|ψ〉 = 〈ψ|U †ATU |ψ〉 = 〈ψ|U †AU |ψ〉.
We can use this procedure at the logical level as well. The only penalty we pay for simulating
the logical S gate in this way is that we need to swap around the ancillary logical |0〉 block we
use for the simulation if we are constrained to use only local interactions; but this will only give
us a linear penalty in the size of the computation. Of course, we should emphasize that this trick
works because the S gate is not used in implementing error correction. As a consequence, we only
need to implement logical S gates at the highest level of the recursive fault-tolerant simulation and,
moreover, it is not necessary that we execute different logical S gates in parallel anywhere in our
computation. Therefore, provided the physical noise strength is below the accuracy threshold for
CSS operations, we may obtain any desired accuracy in the simulation of the logical S gates at the
highest level of our recursive simulation by choosing this highest level appropriately.
Noisy |+i〉 Distillation
In cases when S is not the only complex gate in our gate set, there is also a straightforward
procedure for fault-tolerantly preparing the required ancillary “quantum software:” We can begin
by preparing many noisy logical |+i〉 states and use them to progressively distill less and less noisy
copies. A possible distillation circuit is shown in figure 5.14.
The measurement outcome in this circuit is ideally +1, and an error on one of the two |+i〉
states can be detected. We note that because Y stabilizes the state |+i〉, we need only worry about
Z errors—we can write X = iZY which is, up to the irrelevant phase i, equivalent to Z when it
acts on |+i〉. Postselecting on the +1 measurement outcome, the fidelity of the output |+i〉 state is
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Figure 5.14. Circuit for the nondeterministic distillation of the state |+i〉. Postselecting on the +1
measurement outcome, the output |+i〉 state has quadratically improved fidelity.
increased quadratically relative to the fidelity of the input state since it takes errors in both input
|+i〉 states for an error in the output state to go undetected.
To be concrete, assume noise is local and stochastic and let panc denote the probability that some
fault has occurred during the preparation of one of the initial copies of the distillation protocol. Then
by “twirling,” i.e., by applying at random with probability 1/2 a Y operator (and by doing nothing
with probability 1/2), we may describe the initial copies as having a Z error with probability at
most panc. If the CSS operations of the protocol are executed ideally, then the probability of a Z
error on the output copy conditioned on getting the +1 measurement outcome and accepting the
state is
p(1)anc ≤
p2anc
p2anc + (1− panc)2
≤ 2p2anc , (5.22)
since both input copies must have a Z error in order for an erroneous output state to be accepted.4
If we repeat the distillation protocol l ≥ 2 times and since the input copies for each round
are prepared independently at the previous round, we find p
(l)
anc ≤ 12 (2panc)2
l
which indicates a
distillation threshold, p
dist,|+i〉
thr = 1/2.
5.3.4.2 The Logical Toffoli Gate
The simulation of the logical Toffoli gate uses the logical ancillary state
|Toffoli〉≡Λ2(X) ( |+〉⊗|+〉⊗|0〉 )
as an input to the circuit in figure 5.15 [51, 67]. Depending on the ±1 measurement outcomes, the
post-measurement Clifford-group corrections are Sk11 S
k2
2 S
k3
3 where ki = 0 if ji = +1 and ki = 1 if
ji = −1; here,
S1 = X
(1) ⊗ CNOT2→3 , S2 = X(2) ⊗ CNOT1→3 , and S3 = CPHASE1,2 ⊗ Z(3) ,
and let us note that these operators are mutually commuting and |Toffoli〉 is their simultaneous +1
eigenvector. Therefore, the problem of constructing a 1-Ga for the logical Toffoli gate reduces to
preparing a logical ancillary state, the logical |Toffoli〉.
4Here, we used the inequality, ∀η1, η2 ≤ 1/2, η1η2 + (1 − η1)(1 − η2) ≥ 1/2, which also implies that the bound
(5.22) is valid even if the error probabilities on the two input copies are not exactly equal.
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Figure 5.15. Circuit simulation of the Toffoli gate using the ancilla |Toffoli〉 shown in a box. Depend-
ing on the measurement outcomes, Clifford-group corrections (not shown) may need to be applied
to the output qubits. To see that the circuit teleports the Toffoli gate, note that the Toffoli gate
inside the box can be commuted to the right of the circuit thereby leaving behind three teleportation
circuits for each of the three input qubits.
Recursive |Toffoli〉 Preparation
Let us consider starting with the state |+〉⊗3 which is clearly a +1 eigenstate of both S1 and
S2; then, to obtain the state |Toffoli〉, it remains to perform a measurement of the operator S3, e.g.,
with the circuit in figure 5.16 [67].
|+〉 •
|+〉 •
|+〉 •
|+〉 • •
>=

X
__



__
Figure 5.16. A circuit that projects the input state |+〉⊗3 onto the +1 eigenstate of the operator S3
depending on the measurement outcome. For outcome +1 the output state is |Toffoli〉.
When this circuit is realized in an encoded form, the first three qubits become three code blocks
each encoded in the logical |+〉 state and the fourth qubit is replaced by nc qubits in a cat state,
where nc is the number of qubits in the code block. Since the measurement outcome can be erroneous
due to even a single fault acting on the cat-state qubits, the measurement of the logical S3 must
be repeated several times to ensure properties 2 are satisfied. If the code has distance d = 2t+ 1,
d repetitions are sufficient since then the majority vote is guaranteed to give the correct outcome
if no more than t of the individual measurement outcomes are erroneous, thereby reducing the
probability of failure to order t+1. Furthermore, in order to correct faults in the noisy Toffoli gates,
error-correction steps must be inserted on each one of the three code blocks between successive
measurements.
Let us also comment on the second gate in figure 5.16. Since the logical cphase is transversal,
applying the logical cphase gate on the first two code blocks with a control by the cat-state qubits
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can be implemented as follows: We may first rotate the qubits in, say, the first code block by 90
degrees; next, we apply controlled-cphase gates bitwise with control the cat state and target the
first two code blocks; finally, we rotate back by 90 degrees the qubits in the first code block. By
conjugating with bitwise Hadamard gates the cat-state qubits, the controlled-cphase gates become
Toffoli gates so that the entire preparation circuit for the |Toffoli〉 state uses only CSS operations and
Toffoli gates. This is important because it allows us to apply this simulation procedure recursively.
That is, we may start with “level-0” |Toffoli〉 states that enable the simulation of noisy “level-0”
Toffoli gates and, next, we may use these gates to prepare “level-1” |Toffoli〉 states that will allow
us to simulate less noisy “level-1” Toffoli gates, etc., until we eventually quickly reach our desired
accuracy.
To be more concrete, let panc be the probability that a fault has occurred during the preparation
of a “level-0” |Toffoli〉 state, maximized over all our copies of such states. If we assume all CSS
operations in the circuit in figure 5.16 are executed ideally, the noise strength on the output “level-
1” |Toffoli〉 state is
p(1)anc ≤ d
(
nc
t+ 1
)
pt+1anc +
(
d
t+ 1
)
(nc panc)
t+1
. (5.23)
Here, the first term is due to the fact that at least t+1 faults must have occurred in at least one of
the d sequential executions of the circuit in figure 5.16 in order for a logical error to be created—any
number of faults less than t+1 will be corrected by the intermediate error-correction steps that are
executed ideally since they only contain CSS operations. The second term is due to the possibility
of having at least t + 1 of the d measurements of the logical S3 give erroneous outcomes—for each
individual measurement of S3, an error can be produced due to a fault in any one of the nc Toffoli
gates inside the measurement circuit.
By repeating this simulation procedure recursively, we may achieve any desired accuracy for the
simulation of the logical Toffoli gate as long as the noise strength acting on the initial “level-0”
|Toffoli〉 state is below a threshold value; equation (5.23) implies that this threshold value is
p
dist,|Toffoli〉
thr,determ =
(
d
(
nc
t+ 1
)
+
(
d
t+ 1
)
nt+1c
)−1/t
. (5.24)
For the [[nc = 9, k = 1, d = 3]] Bacon-Shor code we find a threshold of at least .28%; for the
[[nc = 25, k = 1, d = 5]] Bacon-Shor code, .24%.
Noisy |Toffoli〉 Distillation
Alternatively, we can consider preparing several copies of the logical |Toffoli〉 state and using
them to distill less noisy output copies [94, 24]. Let us first construct a circuit that takes as an input
some number of copies of the |Toffoli〉 state and outputs one |Toffoli〉 state of improved fidelity.
Consider the circuit in figure 5.17(a). We start with one copy of the state |Toffoli〉 and we measure
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Figure 5.17. (a) A circuit that implements a measurement of S1 on the input |Toffoli〉 state shown in
a box. The measurement outcome is ideally +1 since |Toffoli〉 is an eigenstate of S1. Note that the
gates acting on the last two qubits operate trivially. (b) The same circuit after a pair of cancelling
Toffoli gates has been inserted.
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Figure 5.18. Commutation relations of cnot and Toffoli.
the operator S1 using one ancillary qubit initialized in the state |+〉. Since the state |Toffoli〉 is an
eigenstate of this operator, the effect of the measurement is trivial: the first three qubits remain in
the state |Toffoli〉 and the measurement on the ancilla always ideally gives outcome +1. The circuit
in figure 5.17 includes two extra ancillary qubits. These qubits are useful because we now want to
insert two cancelling Toffoli gates to obtain the equivalent circuit in figure 5.17(b). Our motivation
for inserting the two Toffoli gates is to create two copies of the |Toffoli〉 state in the input. Thus,
we next commute the leftmost of the two Toffoli gates to the left by using repeatedly the circuit
identities in figure 5.18. After the dust settles, the result is the circuit shown in figure 5.19(a).
This circuit includes, except for the two input |Toffoli〉 states, additional Toffoli gates acting
between these two states that we now want to eliminate—recall that our goal is to design a distillation
circuit for the |Toffoli〉 state that uses exclusively CSS operations. We observe that if we measure the
last two qubits as shown in figure 5.19(b), we can apply corrections depending on the measurement
outcomes that will restore the state of the first three qubits to be the |Toffoli〉 state. Furthermore,
if we subsequently measure the fourth qubit, the eigenvalue will correspond to the product of the
eigenvalues of S1 acting on the two input |Toffoli〉 states5. Ideally this product is +1 because both
input |Toffoli〉 states are eigenstates of S1. On the other hand, if the measured product is −1,
we know that one of the input |Toffoli〉 states had an error. Hence, if we postselect on the +1
5To see this, note that in figure 5.17 the measurement gives the eigenvalue of S1 ⊗X where S1 acts on the first
three qubits and X on the fourth qubit. By commuting X to the right of the Toffoli gate inside the preparation circuit
of the second |Toffoli〉 copy, we see that we equivalently implement a measurement of the operator S1⊗S1 on the two
input |Toffoli〉 states.
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Figure 5.19. (a) An equivalent circuit to those in figure 5.17. We identify the input to be two
copies of the state |Toffoli〉 shown in boxes. (b) After measuring the last two qubits and applying
the appropriate corrections, the first three qubits are left in the state |Toffoli〉. The fourth qubit is
then measured and the outcome gives the product of the eigenvalues of S1 acting in the two input
|Toffoli〉 states.
measurement outcome, we expect the fidelity of the output |Toffoli〉 state to improve quadratically.
In more detail, the 23 eigenstates of the three commuting operators S1, S2 and S3 form an
orthonormal basis in the three-qubit Hilbert space. We can label the basis states by |Toffoli〉a,b,c
depending on their eigenvalues, a, b, c = ±1, with respect to the operators S1, S2 and S3. Then,
|Toffoli〉 ≡ |Toffoli〉+1,+1,+1 and we note that
|Toffoli〉a,b,c = Z a¯ ⊗ Z b¯ ⊗X c¯|Toffoli〉, (5.25)
where a¯ = 0 if a = +1 and a¯ = 1 if a = −1, and similarly for b¯ and c¯. Let us assume that panc is
an upper bound on the probability of a fault during the preparation of a |Toffoli〉 state that is input
to the distillation protocol. Then, by flipping three coins and applying with probability 1/2 each of
S1, S2, and S3 (and doing nothing otherwise in each of the three cases), we may assume that the
input copies to the protocol are mixtures of the basis states {|Toffoli〉a,b,c} where the probability of
the state |Toffoli〉 in the mixture is at least 1 − panc; we may also say that the “errors” Z ⊗ I ⊗ I,
I ⊗ Z ⊗ I, and I ⊗ I ⊗X appear with probabilities pa, pb, and pc such that pa, pb, pc ≤ panc.
Let us know consider the circuit in figure 5.19(b) and let the two input states to the distillation
be the states |Toffoli〉a,b,c and |Toffoli〉a′,b′,c′ . In such a case the first three qubits at the output are in
the state |Toffoli〉a,b·b′,c·c′ and, moreover, the measurement outcome on the fourth qubit corresponds
to a · a′, i.e., it equals the product of the eigenvalues of S1 of the two input copies. Therefore,
postselecting on the +1 measurement outcome, we achieve a quadratic improvement of the error
probability pa in the surviving state |Toffoli〉a,b·b′,c·c′ ,
pa → p′a ≤
p2a
p2a + (1− pa)2
≤ 2p2a . (5.26)
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On the other hand, conditioned on accepting the output state, the output probabilities pb and pc
get worse since if any one of the input copies was a −1 eigenstate of S2 or S3, the surviving copy
will also be such a −1 eigenstate. In particular,
pb → p′b ≤
2pb(1 − pb)
p2a + (1− pa)2
≤ 4pb , (5.27)
pc → p′c ≤
2pc(1− pc)
p2a + (1− pa)2
≤ 4pc . (5.28)
Because the error probabilities with respect to the parameters b and c only get worse by a linear
factor, if we repeat the distillation protocol using a different circuit that purifies with respect to b
and also with a third circuit that purifies with respect to c, we will eventually achieve a quadratic
improvement in all three probabilities pa, pb, and pc [94, 24]
6. Overall, after these three distillation
subprotocols, the error probabilities evolve as (pa, pb, pc) → (32p2a, 128p2b, 512p2c), thus indicating a
threshold value of at least 1/512 ≥ .19%.
In fact, we can improve this value if we note that provided the error parameters never ex-
ceed 12%, we may use the bound p2i + (1 − pi)2 ≥ .75 to replace equations (5.26) to (5.28) by
(pa, pb, pc)→ (βp2a, γpb, γpc) where β = 43 and γ = 83 . After the three distillation subprotocols, the
error probabilities evolve as
(pa, pb, pc)→
(
βγ2p2a , βγ
3p2b , βγ
4p2c
)
, (5.29)
indicating a distillation threshold,7 p
dist,|Toffoli〉
thr ≥
(
βγ4
)−1 ≥ 1.45%.
5.3.4.3 Bounds on the Accuracy of Quantum Software
Let us finally discuss how we can prepare copies of the |+i〉 and |Toffoli〉 states that are used as
inputs to the distillation protocols described in the previous two sections. There are two issues
to be addressed: The first one is related to the fact that our distillation procedures assumed that
CSS operations were executed without faults. Although this assumption is never exactly satisfied,
our idea was that we can simulate CSS operations to any desired accuracy provided the physical
noise strength is below the accuracy threshold for CSS operations. Therefore our assumption about
noiseless CSS operations is justified if we simulate the distillation protocols at a sufficiently high
level, say k, of a recursive fault-tolerant simulation; this then implies that the input ancillary states
to the distillation protocols must also be encoded in a level-k code block. The second issue relates
to the accuracy of these level-k ancillary states: Not only must we show how such states can be
6Such circuits can be easily constructed using a similar trick as the one we used here to derive the circuit in figure
5.19(b) from that in figure 5.17.
7We may check for consistency that pc after the second subprotocol remains below our 12% upper bound; indeed,
γ2 × 1.45% < 12%.
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prepared, but we must also be able to execute this preparation in such a way that the probability
of a fault during preparation is below the distillation threshold.
Perhaps the simplest method for preparing a level-k code block in a desired single-qubit state,
|ψ〉, is to use quantum teleportation: We prepare a single qubit in the state |ψ〉 and some ancillary
qubits in the state |0〉|0〉L+|1〉|1〉L where, e.g., |0〉|0〉L denotes the |0〉 state on the first ancillary qubit
and the level-k logical |0〉 state on the remaining ancillary qubits. By performing a measurement
along the Bell basis between the qubit in the state |ψ〉 and the first ancillary qubit, we teleport the
level-k |ψ〉 state to the remaining ancillary qubits. In chapter B in the appendix we give more details
on this procedure and we also derive the following upper bound on the accuracy of the level-k code
block,
panc ≤ 3p(k) +D
k−1∑
j=0
p(j) + 4p , (5.30)
where p(k) is the noise strength for CSS operations at level k of the recursion (p(0) = p is the physical
noise strength) and D is the number of locations in a decoding circuit that performs a canonical
mapping of the state of a level-1 code block to the state of one qubit8. For the three-qubit |Toffoli〉
state, we can similarly teleport the state of each qubit to a different code block. Then, we can upper
bound the probability of a fault that is supported on a specific one of the three level-k code blocks
as in equation (5.30) with 4p replaced by 7p.
To show that our accuracy thresholds for CSS operations in §5.3.3.3 do indeed apply to universal
quantum computation, it remains to evaluate the upper bound in equation (5.30) for our “quantum
software” ancillary states and show that it is below the distillation thresholds.
The 9-Qubit Bacon-Shor Code
We first note that the first term in equation (5.30) can be ignored since it can become arbitrarily
small by choosing k sufficiently large provided p is below the accuracy threshold for CSS operations.
To upper bound the second term, we recall the recursion equations (5.15) that relate the accuracy
of the level-k simulation to the accuracy at level k−1. We have
D
k−1∑
j=0
p(j) ≤ D

p+A′6p2 +
∞∑
j=2
1
A′6,str
(
A′6,str
(
A′6p
2
))2j−1

 . (5.31)
To determine the value of D we need an explicit construction of a decoding circuit such as the one
shown in figure 5.20; for this decoder, D = 16.
We can now obtain a numerical upper bound on panc by explicitly calculating the first, say, 100
terms of the sum in equation (5.31) and upper bounding the contribution of the remaining terms
8Here we assume that the same code is used at all levels of the recursive simulation; otherwise, D would need to
be maximized over all codes used at different levels.
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Figure 5.20. A decoding circuit for the 9-qubit Bacon-Shor code. The qubits in the code block are
arranged starting with the qubit on the top left corner in the lattice in figure 5.6 and moving from
left to right across successive rows.
using
∞∑
j=102
p(j) ≤ 1
A′6,str
∞∑
j=0
(
A′6,strp
(102)
)2j
≤ 1
A′6,str
1
1− (A′6,strp(102))2
, (5.32)
where we used the bound
∞∑
j=0
x2
j ≤
∞∑
j=0
(
x2
)j ≤ (1 − x2)−1. Using Knill’s 1-EC gadget and by
substituting the values for A′6 and A
′
6,str and setting p = pthr = 1.26× 10−4, we find for single-qubit
states, panc < 2.15%, which is safely below the 50% |+i〉 distillation threshold. Similarly, for three-
qubit ancillary states, we find that the probability of a fault that is supported on a specific one of
the three code blocks is below 2.18%. Since 2.18% is above our 1.45% |Toffoli〉 distillation threshold,
we seem to need to revise our bound on pthr in table 5.1. In fact, decreasing our bound by 10
−5 to
pthr = 1.16 × 10−4 makes panc drop to 1.25% for single-qubit states and to 1.29% for three-qubit
states which is now below the 1.45% |Toffoli〉 distillation threshold.
However, it is not necessary that we revise our bound on pthr. The reason why we chose to describe
the distillation of |Toffoli〉 states in §5.3.4.2 is because the distillation procedure was conceptually
simple and the distillation threshold condition was easy to derive; however, much higher distillation
thresholds are possible if we use more complex protocols for distilling certain “magic” single-qubit
states as explained in [97]. In particular, the distillation threshold for the |H〉 magic state is at least
14% [97] which is significantly above 2.15% showing that if p is below 1.26×10−4 universal quantum
computation is still possible.
The 25-Qubit Bacon-Shor Code
We may repeat the same calculation by using the recursion equations (5.19) and also9 D = 48.
9A decoding circuit can easily be constructed similar to that in figure 5.20: We connect with cnot gates all qubits
in the first four rows to the qubits in the fifth row (4 × 5 = 20 gates) and, then, we connect with cnot gates the
last qubit in the fifth row to every other qubit in the same row (another 4 gates). Finally, we add 24 single-qubit
measurements.
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Instead of equation (5.32) we now have
∞∑
j=102
p(j) ≤ 1
Γ
∞∑
j=0
(
Γp(102)
)3j
≤ 1
Γ
1
1− (Γp(102))3 , (5.33)
where
Γ ≡ A6,str +B6,strp
(102)(
1− p(102))4C0,str . (5.34)
For Steane’s 1-EC gadget and by substuituting the values for A6, A6,str, B6, B6,str, C0 and C0,str
and setting p = pthr = 1.94× 10−4, we find for single-qubit states, panc < 8.49%, which is below the
50% |+i〉 distillation threshold. For three-qubit states, the probability of a fault that is supported
on a specific one of the three blocks is below 8.55%. Again, 8.55% is above our 1.45% |Toffoli〉
distillation threshold but safely below the 14% |H〉 distillation threshold. Hence, universal quantum
computation is possible if p is below 1.94× 10−4.
Finally, we should note that the sum D
∑k−1
j=0 p
(j) in equation (5.30) diverges as k → ∞ when
p = pthr since pthr is defined as the fixed point of our recursion equations (i.e., by definition, if we
start with p = pthr then ∀j, p(j) = p). However, the lower bounds we give in table 5.1 are slightly
below this fixed point so that in fact the sum is convergent when we set p = pthr.
5.4 History and Acknowledgements
I first heard Bacon talk about the Bacon-Shor code at the QIP 2005 workshop, but it did not occur
to me that this code could be useful for fault-tolerant quantum computation until after I read [91]
and I understood the relation to Shor’s code (which, perhaps surprisingly, is not mentioned in [91]).
The analysis of malignant sets of locations for C(3)BS and C(5)BS was done by Cross and the results
appear in [3].
The idea that the accuracy threshold for stabilizer operations (and CSS operations, in particular)
sets the overall threshold for universal quantum computation has appeared in the work of Knill
[58, 59] and has also been discussed by Bravyi and Kitaev [97] and by Reichardt [57, 98].
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Chapter 6
Epilogue
The most valuable intuitions are the last to be attained; the
most valuable of all are those which determine methods.
—Nietzsche, Antichrist.
Level reduction is such a simple idea that it now appears to us to be completely natural. But as
all valuable intuitions, the insights leading to a syntactic analysis of fault-tolerant simulations and
the concept of level reduction have become possible based on a large body of work in the theory of
fault-tolerant quantum computation during the last ten years.
The value of level reduction is that it provides a simple methodology for analyzing recursive fault-
tolerant simulations. In this thesis, this methodology was used to derive rigorous lower bounds on
the accuracy threshold and to extend the proof of the quantum threshold theorem to new directions
such as computation in the presence of coherent and leakage noise and measurement-based models
of quantum computation. Level reduction is also used in a proof of the threshold theorem for
postselected quantum computation [95].
Although the family of noise models I have called local includes models which are significantly
more realistic than any of those considered in previous proofs, there is still a long road toward
understanding and limiting the effect of physical noise on future quantum computers. In particular,
it would be important to obtain new formulations of the quantum threshold theorem in terms of
quantities such as spectral densities and correlation functions of the environment which are more
easily accessible experimentally.
Let us hope that level reduction will become a new helpful tool among the many that will be
needed to realize a formidable quantum computer.
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Appendix A
Deriving the Bacon-Shor code
A.1 Starting from Shor’s Code
One natural way to derive the distance-n Bacon-Shor code, C(n)BS , is by starting with Shor’s distance-n
code, C(n)Shor, as was done for the special case n = 3 in [96].
If we place the n2 qubits in the C(n)Shor block on the vertices of the n×n square lattice in figure
5.6, then the code’s stabilizer group is
S(C(n)Shor) = 〈Xj,∗Xj+1,∗ ; Zi,jZi,j+1 | i ∈ Zn; j ∈ Zn−1〉 . (A.1)
Also, recall that the logical Pauli X and Z operators are X1,∗ and Z∗,1, respectively.
By its construction, Shor’s code treats X and Z errors asymmetrically: In each of the n rows,
up to ⌊n/2⌋ X errors can be corrected because of the underlying classical repetition code. The code
can also correct up to ⌊n/2⌋ Z errors on different rows—pairs of Z operators in the same row act
trivially; the code is degenerate. However, we observe that pairs of X operators in the same column
commute with the logical Z operator. It would therefore be sufficient for successful error correction
if we could restore zero parity for X errors in each given column instead of correcting X errors in
each row separately.
Since only the parity of X errors in each column is relevant, we can replace the n stabilizer
generators Zi,jZi,j+1 for i ∈ Zn and fixed j by their tensor-product, Z∗,jZ∗,j+1. Repeating for all
j ∈ Zn−1, we reduce the stabilizer group of C(n)Shor in equation (A.1) to the stabilizer group of C(n)BS
in equation (5.4).
A.2 Starting from Bravyi and Kitaev’s Surface Code
We will also give an alternative derivation of C(n)BS starting from Bravyi and Kitaev’s distance-n
surface code, C(n)BK [99]. If we place the n2+(n−1)2 qubits in the C(n)BK block on the edges of a square
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lattice as shown in figure A.1, the code’s stabilizer group is generated by X operators acting on
all qubits neighboring a vertex (site operators) and Z operators acting on all qubits neighboring a
vertex of the dual lattice (plaquette operators). The logical Pauli X and Z operators are XL = X1,∗
and ZL = Z∗,1, respectively. It can easily be verified that if all qubits with half-integer coordinates
are measured in the computation basis, the remaining qubits are left in a +1 eigenstate of the
stabilizer generators in equation (5.4). Moreover, the logical X and Z operators have no support
on the measured qubits and match the logical Pauli operators for C(n)BS . This implies that the same
logical state that was encoded in the C(n)BK block is, after the measurements, encoded in the protected
qubit of C(n)BS .
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Figure A.1. Qubits in the C(n)BK block sit on the edges of a square lattice with different boundary
conditions at top-bottom (rough edges) and left-right (smooth edges). Two elements of the code sta-
bilizer are shown: X is applied on qubits shown in blue (site operator); Z is applied on qubits shown
in red (plaquette operator). If all qubits shown as empty circles are measured in the computation
basis, the remaining qubits will be encoded in C(n)BS .
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Appendix B
Teleporting into Code Blocks
A general method for preparing a code block in the logical state |ψ〉 starting from a single-qubit state
|ψ〉 is to teleport into the code block [59]; figure B.1 shows the circuit. First, a logical Bell state is
prepared by using logical |+〉 and |0〉 ancilla blocks and interacting them using a logical cnot gate.
Then, one of the two ancilla blocks is decoded by using the decoding circuit, D. Finally, the qubit
output from the decoder interacts with a single input qubit prepared in the state |ψ〉 via a cnot
and both qubits are measured as shown in the figure. The logical Pauli correction operator, PL, of
the teleportation protocol restores the state of the output code block to be the logical state |ψ〉 as
desired.
|ψ〉 •
>=

X
•
|+〉L • D  >= Z •
|0〉L  PL |ψ〉L
Figure B.1. Teleporting the single-qubit state |ψ〉 into the code block. First, two ancillary blocks
are prepared in a logical Bell state and, then, one of the two blocks is decoded using the decoder,
D. Finally, a measurement along the Bell basis {(Zj1Xj2 ⊗ I)|Φ0〉 | j1, j2 = 0, 1} is performed on an
input qubit prepared in the state |ψ〉 and the qubit output from the decoder. After the logical Pauli
correction P is applied, the state of the output code block is |ψ〉L as desired.
We can use this method to prepare the logical |+i〉 or |Toffoli〉 states that are input to the
distillation protocols described in §5.3.4. Consider the case where a single-qubit state |ψ〉 such as
|+i〉 is teleported into the code block at level, say, k of a recursive simulation. If noise is local and
stochastic, the probability of a fault during the teleportation of the state into the code block can be
upper bounded by
panc ≤ 3p(k) + p(k)dec + 4p . (B.1)
Here 3p(k) is an upper bound on the probability of a fault in the level-k logical Bell state (since it is
prepared by using three level-k operations), p
(k)
dec is the fault probability for decoding one half of the
logical Bell state, and 4p is an upper bound on the probability of a fault in the preparation of the
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input state |ψ〉 and in the three operations in the measurement along the Bell basis. In general, if a
m-qubit state is teleported at level k of a recursive simulation, we can upper bound the probability
of a fault with support on a specific one of the m level-k code blocks by replacing the last term, 4p,
in equation (B.1) by (3 + s)p where s is the number of locations in the preparation circuit of the
state to be teleported (e.g., for the |Toffoli〉 state, m = 3 and s = 4).
We can upper bound p
(k)
dec by decoding the level-k block recursively starting from the highest
coding level. That is, the decoding circuit, D, first simulates the code decoder at level k using logical
operations at level k−1; this results in an output level-(k−1) decoded block. Next, D simulates the
code decoder at level k−1 using logical operations at level k−2 resulting in a output level-(k−2)
decoded block, etc., until the state is decoded to a single qubit. By this procedure and letting D be
the number of locations in the decoder,
p
(k)
dec ≤ D
k−1∑
j=0
p(j) , (B.2)
where p(0) ≡ p. As long as the strength of stochastic local noise, p, is below the accuracy thresh-
old, p(j) decreases doubly exponentially with j and, thus, our upper bound on p
(k)
dec approaches an
asymptotic value of order p.
Actually, there is a detail regarding the presence of D in equation (B.2) that we need to discuss.
The problem is that, at first, it seems that we need to define a level-1 extended rectangle for the
decoding operation that includes a 1-EC followed by a noisy decoder. If this were indeed the case,
the probability that this 1-exRec is bad is certainly higher than Dp since we also need to consider
the possible occurrence of faults in the leading 1-EC. However, it is easy to see that we do not really
need to consider separate extended rectangles for the decoding operation. Instead, by following
the intuition about contracting extrended rectangles discussed in §4.2.4, we may have the decoder
replace the trailing 1-EC of the preceding cnot 1-exRec, thus creating a 1-conexRec. For example,
to be more concrete, this means that in the second logical step in preparing, e.g., a level-1 logical
Bell state as in figure B.1, we may consider a single 1-conexRec formed by (i) two leading 1-EC steps,
(ii) a cnot 1-Ga, (iii) the decoder acting on the first output block, and (iv) a 1-EC acting on the
second output block. We then observe that the probability of badness of this 1-conexRec is upper
bounded by p(1) +Dp since if the decoder is executed without faults it is equivalent to a faultless
1-EC followed by a faultless decoder. Indeed, we can obtain this upper bound by considering all fault
paths for which the 1-conexRec is bad and the decoder is executed without faults (this probability
is at most p(1)) plus the probability of having even a single fault inside the decoder (this probability
is at most Dp). Doing the same contraction of level-k decoders with the preceding cnot level-k
extended rectangles for all k ≥ 2 implies that the upper bound we obtain by combining equations
(B.1) and (B.2) is valid.
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