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VOLUME GROWTH, SPECTRUM AND STOCHASTIC
COMPLETENESS OF INFINITE GRAPHS
MATTHIAS KELLER, DANIEL LENZ, AND RADOS LAW K. WOJCIECHOWSKI
Abstract. We study the connections between volume growth, spectral prop-
erties and stochastic completeness of locally finite weighted graphs. For a class
of graphs with a very weak spherical symmetry we give a condition which im-
plies both stochastic incompleteness and discreteness of the spectrum. We
then use these graphs to give some comparison results for both stochastic
completeness and estimates on the bottom of the spectrum for general locally
finite weighted graphs.
1. Introduction
The aim of this paper is to investigate the connections between volume growth,
uniqueness of bounded solutions for the heat equation, and spectral properties for
infinite weighted graphs. To do so, we proceed in two steps. We first establish these
connections on a class of graphs with a very weak spherical symmetry. We then
give some comparison results for general graphs by using a notion of curvature.
A very general framework for studying operators on discrete measure spaces was
recently established in [37]. We use this set up throughout with the additional
assumption that the underlying weighted graphs are locally finite.
We first introduce the class of weakly spherically symmetric graphs which, com-
pared with spherically symmetric graphs, can have very little symmetry. Still, these
graphs turn out to be accessible to a detailed analysis much as those with a full
spherical symmetry. More precisely, we can characterize them by the fact that:
• Their heat kernels are spherically symmetric (Theorem 1 in Section 3).
Moreover, for operators arising on these graphs we prove:
• An explicit estimate for the bottom of their spectrum and a criterion for the
discreteness of the spectrum in terms of volume growth and the boundary
of balls (Theorem 3 in Section 4).
• A characterization of stochastic completeness in terms of volume growth
and the boundary of balls (Theorem 5 in Section 5).
Both the estimate for the bottom of the spectrum and the condition for stochastic
completeness involve the ratio of a generalized volume of a ball to its weighted
boundary. In this sense, our estimates complement the classic lower bound on
the bottom of the spectrum of the ordinary graph Laplacian in terms of Cheeger’s
constant given by Dodziuk in [15] in the case of unbounded geometry.
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These results give rise to examples of graphs of polynomial volume growth which
have positive bottom of the spectrum and are stochastically incomplete. There-
fore, as a surprising consequence, in the standard graph metric there are no direct
analogues to the theorems of Grigor′yan, relating volume growth and stochastic
completeness [25], and of Brooks, relating volume growth and the bottom of the
essential spectrum [9], from the manifold setting. For stochastic completeness this
was already observed in [57]. These examples are studied at the end of the paper,
in Section 6.
We now turn to the second step of our investigation, i.e., the comparison of
general weighted graphs to weakly spherically symmetric ones. In this context, we
provide:
• heat kernel comparisons (Theorem 2 in Section 3)
• comparisons for the bottom of the spectrum (Theorem 4 in Section 4)
• comparisons for stochastic completeness (Theorem 6 in Section 5).
The heat kernel comparison, Theorem 2, is given in the spirit of results of Cheeger
and Yau [12]. However, in contrast to other works done for graphs in this area,
e.g. [51, 56], as we use weakly spherically symmetric graphs, we require very little
symmetry for our comparison spaces. The comparisons are then done with respect
to a certain curvature (and, in the case of stochastic completeness, also to potential)
growth. We combine these inequalities with an analogue to a theorem of Li [41],
which was recently proven in our setting in [28, 39], to obtain comparisons for the
bottom of the spectrum, Theorem 4. The spectral comparisons give some analogues
to results of Cheng [13] and extend inequalities found for graphs in [10,52,58]. The
comparison results for stochastic completeness, Theorem 6, are inspired by work of
Ichihara [34] and are found in Section 5.
The article is organized as follows: in the next section we introduce the set
up. This is followed by the heat kernel theorems, Theorem 1 and Theorem 2, in
Section 3, the spectral estimates, Theorem 3 and Theorem 4, in Section 4 and
the considerations about stochastic completeness, Theorem 5 and Theorem 6, in
Section 5. The proofs are given within each section. In Section 6, we discuss the
applications to unweighted graph Laplacians and give the examples of polynomial
volume growth announced above. Finally, in Appendix A, we prove some general
facts concerning commuting operators which are used in the proof of Theorem 1.
2. The set up and basic facts
Our basic set up, which is included in [37,38], is as follows: let V be a countably
infinite set and m : V → (0,∞) be a measure of full support. Extending m to
all subsets of V by countable additivity, (V,m) is then a measure space. The map
b : V × V → [0,∞), which characterizes the edges, is symmetric and has zero
diagonal. If b(x, y) > 0, then we say that x and y are neighbors, writing x ∼ y,
and think of b(x, y) as the weight of the edge connecting x and y. Moreover, let
c : V → [0,∞) be a map which we call the potential or killing term. If c(x) > 0,
then we think of x as being connected to an imaginary vertex at infinity with
weight c(x). We call the quadruple (V, b, c,m) a weighted graph. Whenever c ≡ 0,
we denote the weighted graph (V, b, 0,m) as the triple (V, b,m). If, furthermore,
b : V × V → {0, 1}, then we speak of (V, b,m) as an unweighted graph.
We say that a weighted graph is connected if, for any two vertices x and y, there
exists a sequence of vertices (xi)
n
i=0 such that x0 = x, xn = y and xi ∼ xi+1 for
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i = 0, 1, . . . , n− 1. We say that a weighted graph is locally finite if every x ∈ V has
only finitely many neighbors, i.e., b(x, y) vanishes for all but finitely many y ∈ V .
Throughout the paper we assume that all weighted graphs (V, b, c,m) in ques-
tion are connected and locally finite.
In this setting, weighted graph Laplacians and Dirichlet forms on discrete mea-
sure spaces were recently studied in [37], whose notation we closely follow (see also
the seminal work [6] on finite graphs and [24] for background on general Dirichlet
forms). Let C(V ) denote the set of all functions from V to R and let
`2(V,m) = {f ∈ C(V ) |
∑
x∈V
f2(x)m(x) <∞}
denote the Hilbert space of functions square summable with respect to m with inner
product given by
〈f, g〉 =
∑
x∈V
f(x)g(x)m(x).
We then define the form Q with domain of definition
D(Q) = Cc(V )
〈·,·〉Q ,
where Cc(V ) denotes the space of finitely supported functions, the closure is taken
with respect to 〈·, ·〉Q := 〈·, ·〉+Q(·, ·) in `2(V,m), and Q acts by
Q(f, g) =
1
2
∑
x,y∈V
b(x, y)
(
f(x)− f(y))(g(x)− g(y))+ ∑
x∈V
c(x)f(x)g(x).
Such forms are regular Dirichlet forms on the measure space (V,m), see [37].
By general theory (see, for instance, [24]) there is a selfadjoint positive operator
L with domain D(L) ⊆ `2(V,m) such that Q(f, g) = 〈Lf, g〉 for f ∈ D(L) and
g ∈ D(Q). By [37, Theorem 9] we know that L is a restriction of the formal
Laplacian L˜ which acts as
L˜f(x) =
1
m(x)
∑
y∈V
b(x, y)
(
f(x)− f(y))+ c(x)
m(x)
f(x)
and, as (V, b, c,m) is locally finite, is defined for all functions in C(V ). Alternatively,
as shown in [37] as well, one can consider L to be an extension - the so-called
Friedrichs extension - of the operator L0 defined on Cc(V ) by
L0g = L˜g.
Two very prominent examples from the unweighted setting are the graph Lapla-
cian ∆ given by the additional assumptions that b : V × V → {0, 1}, c ≡ 0, and
m ≡ 1 so that
∆f(x) =
∑
y∼x
(
f(x)− f(y))
and the normalized graph Laplacian ∆̂ given by the additional assumptions that
b : V × V → {0, 1}, c ≡ 0, and m ≡ deg so that
∆̂f(x) =
1
deg(x)
∑
y∼x
(
f(x)− f(y)).
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Here, deg(x) = |{y | y ∼ x}| for x ∈ V , where |{·}| denotes the cardinality of a set,
is finite for all x ∈ V by the local finiteness assumption.
In the following sections, we will compare our results to those for ∆ and ∆̂
found in the literature. Furthermore, we will illustrate some of our results for the
operator ∆ at the end of the paper in Section 6. We note that ∆ is bounded on
`2(V ) := `2(V, 1) if and only if deg is bounded, while ∆̂ is always bounded on
`2(V,deg).
We will often fix a vertex x0 and consider spheres and balls
Sr = Sr(x0) = {x | d(x, x0) = r} and Br = Br(x0) =
r⋃
i=0
Si(x0)
around x0 of radius r. Here, d(x, y) is the usual combinatorial metric on graphs,
that is, the number of edges in the shortest path connecting x and y.
Definition 2.1. The outer and inner curvatures κ± : V → [0,∞) are given by
κ±(x) =
1
m(x)
∑
y∈Sr±1
b(x, y) for x ∈ Sr.
Remark. We refer to these quantities as curvatures as, for c ≡ 0, L˜d(x0, ·) =
κ−(·) − κ+(·) is often referred to as a curvature-type quantity for graphs, see [17,
33,54]. Moreover, in light of our Theorem 1 and [12, Proposition 2.2], as well as our
comparison results, Theorems 2, 4, and 6, and their counterparts in the manifold
setting which can be found in [12,13,34], it seems reasonable to relate κ± to a type
of curvature on a manifold.
Several other notions of curvature have been introduced for planar graphs [4, 5,
31], cell complexes [21], and general metric measure spaces [8, 43, 45, 49, 50]. See
also the recent work on Ricci curvature of graphs [3,35,42]. It is not presently clear
how these different notions of curvature are related.
Definition 2.2. We call a function f : V → R spherically symmetric if its values
depend only on the distance to x0, i.e., if f(x) = g(r) for x ∈ Sr(x0) for some
function g defined on N0 = {0, 1, 2, . . .}. In this case, we will often write f(r) for
f(x) whenever x ∈ Sr(x0) and set, for convenience, f(−1) = 0.
Let A˜ be the operator on C(V ) that averages a function over a sphere around
x0, i.e.,
(A˜f)(x) =
1
m(Sr)
∑
y∈Sr
f(y)m(y)
for f : V → R and x ∈ Sr. This operator is a projection whose range is the
spherically symmetric functions. In particular, a function f is spherically symmetric
if and only if A˜f = f . Moreover, the restriction A of A˜ to `2(V,m) is bounded and
symmetric. Therefore, A is an orthogonal projection.
Definition 2.3. Let the normalized potential q : V → [0,∞) be given by
q =
c
m
.
We call a weighted graph (V, b, c,m) weakly spherically symmetric if it contains a
vertex x0 such that κ± and q are spherically symmetric functions.
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We call the vertex x0 in the definition above the root of (V, b, c,m).
Remark. We will often suppress the dependence on the vertex x0. Mostly, we will
denote weakly spherically symmetric graphs by (V sym, bsym, csym,msym) although
bsym, csym and msym might not have any obvious symmetries at all. Furthermore,
we will denote, as needed, the corresponding curvatures and potential by κsym± and
qsym and the Laplacian on such a graph by Lsym.
For a weakly spherically symmetric graph the operator L˜ acts on a spherically
symmetric function f by
L˜f(r) = κ+(r)(f(r)− f(r + 1)) + κ−(r)(f(r)− f(r − 1)) + q(r)f(r).
Moreover, a straightforward calculation yields that
(2.1) κ+(r)m(Sr) = κ−(r + 1)m(Sr+1) for all r ∈ N0.
Let us give some examples to illustrate the definition of weakly spherically sym-
metric graphs.
Example. (a) We call a weighted graph (V, b, c,m) spherically symmetric with
respect to x0 if for each x, y ∈ Sr(x0), r ∈ N0, there exists a weighted graph
automorphism which leaves x0 invariant and maps x to y. In this case, the weighted
graph is weakly spherically symmetric.
(b) If the functions k± := κ±m, the potential c and the measure m are all spheri-
cally symmetric functions, then the weighted graph is weakly spherically symmetric.
On the other hand, given that the measurem is spherically symmetric and the graph
is weakly spherically symmetric, then k± and c must be spherically symmetric.
Figure 1. The first two unweighted graphs are only weakly spher-
ically symmetric while the third one is spherically symmetric.
Remark. The second example shows that there are very little assumptions on the
symmetry of the geometry in the weakly spherically symmetric case. The difference
is illustrated in Figure 1. There, unweighted graphs, that is, with c ≡ 0 and
b : V × V → {0, 1}, and constant measure are plotted up to the third sphere. The
first and second graphs are only weakly spherically symmetric, while the third one
is spherically symmetric. However, given the lack of assumptions on connections
within a sphere and the structure of connections between the spheres, the freedom
in the weakly spherically symmetric case is even much greater than illustrated in
the figure. Indeed, we do not have any assumptions on the vertex degree as long
as the outer and inner curvatures are constant on each sphere.
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3. Heat Kernel Comparisons
3.1. Notations and definitions. Let a weighted graph (V, b, c,m) be given. For
the operator L acting on D(L) ⊆ `2(V,m) we know, by the discreteness of the
underlying space, that there exists a map
p : [0,∞)× V × V → R,
which we call the heat kernel associated to L, with
e−tLf(x) =
∑
y∈V
pt(x, y)f(y)m(y)
for all f ∈ `2(V,m). Here, e−tL is the operator semigroup of L which is defined via
the spectral theorem. By direct computation, one sees that pt(x, y) = e
−tLδy(x),
for x, y ∈ V and t ≥ 0, where δy is a `1-normalized delta function, i.e., δy(x) = 1m(y)
if x = y and zero otherwise.
Definition 3.1. We say that the heat kernel p of an operator L is spherically
symmetric if there is a vertex x0 such that the averaging operator A and the
semigroup e−tL commute for all t ≥ 0.
In particular, in this case, the function pt(x0, ·) is spherically symmetric for each
t and, whenever this is the case, we write
psymt (r) = pt(x0, x)
for x ∈ Sr and r ∈ N0.
In order to compare a general weighted graph with a weakly spherically sym-
metric one, we introduce the following terminology.
Definition 3.2. A weighted graph (V, b, c,m) has stronger (respectively, weaker)
curvature growth with respect to x0 ∈ V than a weakly spherically symmetric graph
(V sym, bsym, csym,msym) with root o if, m(x0) = m
sym(o) and if, for all r ∈ N0 and
x ∈ Sr ⊂ V ,
κ+(x) ≥ κsym+ (r) and κ−(x) ≤ κsym− (r)
(respectively, κ+(x) ≤ κsym+ (r) and κ−(x) ≥ κsym− (r)).
Remark. The assumption m(x0) = m
sym(o) is a normalization condition, necessary
for our comparison theorems below, which states that the same amount of heat
enters both graphs at the root. This follows since, in general, p0(x, y) =
1
m(x) if
x = y and 0 otherwise.
3.2. Theorems and remarks. There are two main results about heat kernels
which are proven in this section. The first one, which is an analogue for Proposition
2.2 in [12] from the manifold setting, is that weakly spherically symmetric graphs
can be characterized by the symmetry of the heat kernel.
Theorem 1. (Spherical symmetry of heat kernels) A weighted graph (V, b, c,m) is
weakly spherically symmetric if and only if the heat kernel is spherically symmetric.
Remark. It is clear that the heat kernel on a spherically symmetric graph is spheri-
cally symmetric. However, the theorem also implies that the heat kernels of all the
graphs illustrated in Figure 1 are spherically symmetric.
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The second main result of this section is a heat kernel comparison between weakly
spherically symmetric graphs and general weighted graphs. These comparisons
were originally inspired by [12] and can be found in [56] for the unweighted graph
Laplacian and trees. See also [51] for related results in the case of the unweighted
graph Laplacian, regular trees, and heat kernels with a discrete time parameter.
Theorem 2. (Heat kernel comparison with weakly spherically symmetric graphs)
If a weighted graph (V, b,m) with heat kernel p has stronger (respectively, weaker)
curvature growth than a weakly spherically symmetric graph (V sym, bsym,msym) with
heat kernel psym, then for x ∈ Sr(x0) ⊂ V , r ∈ N0, and t ≥ 0,
psymt (r) ≥ pt(x0, x) (respectively, psymt (r) ≤ pt(x0, x)) .
3.3. Proofs of Theorems 1 and 2. We start by developing the ideas necessary
for the proof of Theorem 1. We first characterize the class of weakly spherically
symmetric graphs using A˜, the averaging operator, in the following way.
Lemma 3.3. Let (V, b, c,m) be a weighted graph and x0 ∈ V . Let A˜ be the averaging
operator associated to x0. Then, the following assertions are equivalent:
(i) (V, b, c,m) is weakly spherically symmetric, i.e., κ± and q are spherically
symmetric functions.
(ii) L˜ commutes with A˜, i.e., A˜L˜f = L˜A˜f for all f ∈ C(V ).
(iii) L0 commutes with A on Cc(V ), i.e., AL0g = L0Ag for all g ∈ Cc(V ).
Proof. The direction (i)=⇒(ii) follows by straightforward computation using the
formulas κ+(r)m(Sr) = κ−(r + 1)m(Sr+1), see (2.1).
As A and L are restrictions of A˜ and L˜, their matrix elements agree. This gives
the direction (ii)=⇒(iii).
We finally turn to (iii)=⇒(i). The function 1Sr , which is one on Sr and zero
elsewhere, satisfies
L0A1Sr (x) = L01Sr (x) =
 κ+(x) + κ−(x) + q(x) if x ∈ Sr−κ∓(x) if x ∈ Sr±1
0 otherwise
and
AL01Sr (x) =

1
m(Sr)
∑
y∈Sr (κ+(y) + κ−(y) + q(y))m(y) if x ∈ Sr
− 1m(Sr±1)
∑
y∈Sr±1 κ∓(y)m(y) if x ∈ Sr±1
0 otherwise.
By (iii), these two expressions must be equal which yields that κ± and q must be
spherically symmetric functions which is (i). 
From Corollary A.8 in Appendix A with H = `2(V,m) and D0 = Cc(V ) we can
now infer the following statement. Recall that A is the restriction of A˜ to `2(V,m)
which is an orthogonal projection onto the subspace of spherically symmetric func-
tions.
Lemma 3.4. Let (V, b, c,m) be a weighted graph. Then, the following assertions
are equivalent:
(i) AL0f = L0Af for all f ∈ Cc(V ).
(ii) A maps D(L) into D(L) and ALf = LAf for all f ∈ D(L).
(iii) e−tL commutes with A for all t ≥ 0.
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Remark. A proof of the implication (i)=⇒(ii) in Lemma 3.4 could also be based on
Proposition A.4 from the appendix and the approximation of the heat kernel p by
the reduced kernels pi on Hi := `2(Bi,mi) discussed below.
Proof of Theorem 1. To prove Theorem 1 simply combine Lemmas 3.3 and 3.4. 
The following construction of the heat kernel, first presented in the continuous
setting in [14] and carried over to our set-up in [37], will be crucial. Let x0 ∈ V
and Bi = Bi(x0) denote the corresponding distance balls. By the connectedness of
the graph, V =
⋃∞
i=0Bi and, as Bi ⊆ Bi+1, the balls are an increasing exhaustion
sequence of the graph (V, b, c,m). For i ∈ N0, let mi be the restriction of m to Bi
and consider the restriction L
(D)
i of the Laplacian L to the finite dimensional space
`2(Bi,mi) with Dirichlet boundary conditions. This operator can be defined by
restricting the form Q to Cc(Bi) and taking the closure in `
2(Bi,mi) with respect
to 〈·, ·〉Q. It turns out, (see [37]), that
L
(D)
i f(x) = L˜f(x) for f ∈ `2(Bi,mi) and x ∈ Bi.
This just means that L
(D)
i = piiL˜ιi for the canonical injection ιi : `
2(Bi,mi) −→
`2(V,m) acting as extension by zero and pii, the adjoint of ιi.
We let pi denote the heat kernel of L
(D)
i which is extended to V × V by zero.
That is,
pit(x, y) =
{
e−tL
(D)
i δy(x) if x, y ∈ Bi, t ≥ 0
0 otherwise.
Here, δy(x) is the `
1-normalized delta function as before. We call pi the restricted
heat kernels and note that each pi satisfies(
L˜+ ddt
)
pit(x, y) = 0 for all x, y ∈ Bi, t ≥ 0.
Furthermore, by [37, Proposition 2.6],
lim
i→∞
pit(x, y) = pt(x, y) for all x, y ∈ V .
Therefore, to prove a property of the heat kernel it often suffices to prove the
corresponding property for the reduced heat kernels and then pass to the limit.
This is used repeatedly below.
In order to prove Theorem 2, we need a version of the minimum principle for
the heat equation in our setting. For U ⊆ V we let U c = V \ U .
Lemma 3.5. (Minimum principle for the heat equation) Let (V, b, c,m) be a weighted
graph, U ⊂ V a connected proper subset and u : V × [0, T ]→ R such that u(x, ·) is
continuously differentiable for every x ∈ U . Suppose that
(a) (L˜+ ddt )u ≥ 0 on U × [0, T ],
(b) the negative part u− := min{u, 0} of u attains its minimum on U × [0, T ],
(c) u ≥ 0 on (U c × [0, T ]) ∪ (U × {0}).
Then, u ≥ 0 on U × [0, T ].
Proof. Let (x, t) be the minimum of u− on U × [0, T ]. If u(x, t) ≥ 0, then we are
done. Furthermore, by (c), we may assume that t > 0. Therefore, suppose that
u(x, t) < 0 where t > 0. As (x, t) is a minimum for u, we have that ( ddtu)(x, t) = 0
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if t ∈ (0, T ) and ( ddtu)(x, t) ≤ 0 if t = T . Since (x, t) is also a minimum with respect
to x it follows that(
L˜+ ddt
)
u(x, t) ≤ L˜u(x, t) = 1
m(x)
∑
y∈V
b(x, y)
(
u(x, t)− u(y, t))+ c(x)
m(x)
u(x, t) ≤ 0.
Therefore, by (a), L˜u(x, t) = 0 so that u(x, t) = u(y, t) < 0 for all y ∼ x. Repeating
the argument we eventually reach some y 6∈ U contradicting (c). 
We also need the following extension of Lemma 3.10 from [56] which states that
the heat kernel on a weakly spherically symmetric graph decays with respect to r.
The proof can be carried over directly to our situation so we omit it here.
Lemma 3.6. (Heat kernel decay, [56, Lemma 3.10]) Let (V, b,m) be a weighted
graph, p be the heat kernel and pi be the restricted kernels of Bi. Assume that
pit(x0, ·) is a spherically symmetric function for all t ≥ 0 with respect to some
vertex x0. Then, given 0 ≤ r ≤ i, we have for all t > 0
pit(r) > p
i
t(r + 1)
and, in general, for all r ∈ N0 and t ≥ 0
pt(r) ≥ pt(r + 1).
With these preparations, we can now prove the second main theorem as follows:
Proof of Theorem 2. Let psym,i be the restricted heat kernels of the weakly spher-
ically symmetric graph (V sym, bsym,msym) given in the statement of the theorem.
On the general weighted graph (V, b,m), we define the functions ρit : V → R, t ≥ 0,
by
ρit(x) := p
sym,i
t (r) for x ∈ Sr(x0), 0 ≤ r ≤ i
and ρit(x) := 0 otherwise.
Under the assumptions of stronger curvature growth and using the heat kernel
decay, Lemma 3.6, it follows from the action of L˜ on spherically symmetric functions
given after Definition 2.3 that, for all 0 ≤ r ≤ i and x ∈ Sr(x0) ⊂ V ,
L˜ρit(x) =κ+(x)(p
sym,i
t (r)− psym,it (r + 1)) + κ−(x)(psym,it (r)− psym,it (r − 1))
≥κsym+ (r)(psym,it (r)− psym,it (r + 1)) + κsym− (r)(psym,it (r)− psym,it (r − 1))
=L˜sympsym,it (r).
Hence, (L˜+ ddt )ρ
i
t(x) ≥ (L˜sym + ddt )psym,it (r) = 0.
Let pi be the restricted heat kernels of the general weighted graph (V, b,m) so
that (L˜ + ddt )p
i
t(x0, ·) = 0 on Bi ⊂ V and let u(·, t) = ρit(·) − pit(x0, ·). It follows
that (
L˜+ ddt
)
u(x, t) ≥ 0
on Bi × [0, T ]. By compactness, the negative part of u(x, t) attains its minimum
on Bi × [0, T ]. Furthermore, as ρit = 0 on Bci by definition, we have u(x, t) = 0 on
Bci and ρ
i
0(·) = pi0(x0, ·) which is 1m(x0) = 1msym(o) for x0 and 0 otherwise. Hence,
by the minimum principle, Lemma 3.5, we get that
psym,it (r) = ρ
i
t(x) ≥ pit(x0, x) for x ∈ Bi.
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The desired result now follows by letting i → ∞. The inequality in the case of
weaker curvature growth is proven analogously. 
4. Spectral estimates
In this section we give an estimate for the bottom of the spectrum and a criterion
for discreteness of the spectrum in the weakly spherically symmetric case. We then
use the heat kernel comparisons obtained above to give estimates on the bottom of
the spectrum for general weighted graphs.
4.1. Notations and definitions. Let a weighted graph (V, b,m) be given. Let
σ(L) denote the spectrum of L and
λ0 := λ0(L) := inf σ(L).
We call λ0 the bottom of the spectrum or the ground state energy. The ground state
energy can be obtained by the Rayleigh-Ritz quotient (see, for instance, [47]) as
follows:
λ0 = inf
f∈D(Q)
Q(f, f)
〈f, f〉 = inff∈Cc(V )
〈Lf, f〉
〈f, f〉
where the last equality follows since Cc(V ) is dense in D(Q) with respect to 〈·, ·〉Q =
〈·, ·〉+Q(·, ·) as discussed in Section 2. Furthermore, the spectrum of an operator
may be decomposed as a disjoint union as follows:
σ(L) = σdisc(L) ∪˙ σess(L)
where σdisc(L) denotes the discrete spectrum of L, defined as the set of isolated
eigenvalues of finite multiplicity, and σess(L) denotes the essential spectrum, given
by σess(L) = σ(L) \σdisc(L). We will use the notation λess0 (L) to denote the bottom
of the essential spectrum of L.
Fix a vertex x0 and let Sr = Sr(x0) and Br = Br(x0).
Definition 4.1. For f : V → R and r ∈ N0, we define the weighted volume of a
ball by
Vf (r) =
∑
x∈Br
f(x)m(x).
In particular, V1(r) = m(Br). Moreover, for r ∈ N0, we let
∂B(r) =
∑
x∈Sr
κ+(x)m(x)
be the measure of the boundary of a ball which is the weight of the edges leaving the
ball. Note that, in the weakly spherically symmetric case, ∂B(r) = κsym+ (r)m
sym(Sr).
4.2. Theorems and remarks. The first main result of this section is an estimate
on the bottom of the spectrum and a criterion for discreteness of the spectrum in
terms of volume and boundary growth for weakly spherically symmetric graphs.
Theorem 3. (Volume and spectrum) Let (V sym, bsym,msym) be a weakly spherically
symmetric graph. If
∞∑
r=0
V1(r)
∂B(r)
= a <∞,
then
λ0(L
sym) ≥ 1
a
and σ(Lsym) = σdisc(L
sym).
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The second main result of this section is a comparison of the bottom of the
spectrum of a general weighted graph and a weakly spherically symmetric one.
Theorem 4. (Spectral comparison) If a weighted graph (V, b,m) has stronger (re-
spectively, weaker) curvature growth than a weakly spherically symmetric graph
(V sym, bsym,msym), then
λ0(L) ≥ λ0(Lsym) (respectively, λ0(L) ≤ λ0(Lsym)).
If (V sym, bsym,msym) satisfies
∑∞
r=0
V1(r)
∂B(r) = a < ∞ and (V, b,m) has stronger
curvature growth, then
λ0(L) ≥ 1
a
and σ(L) = σdisc(L).
Remarks. Let us discuss these results in light of the present literature:
(a) In Section 6, we give examples of unweighted graphs with m ≡ 1 of polyno-
mial volume growth satisfying the summability criterion above. For such graphs,
it follows that ∆ has positive bottom of the spectrum as well as discrete spectrum.
This stands in clear contrast to the celebrated theorem of Brooks for Riemann-
ian manifolds [9] and results for ∆̂ [22, 32] since, for these, subexponential volume
growth always implies that the bottom of the essential spectrum is zero.
(b) For statements analogous to Theorem 3 for the Laplacian on spherically
symmetric Riemannian manifolds see [2, 29].
(c) There are many examples of estimates for the bottom of the spectrum for the
graph Laplacian ∆ and normalized graph Laplacian ∆̂, see, for example, [7, 15–19,
40, 44, 52, 53]. In particular, from the analogue of the Cheeger inequality found in
[15] it follows that λ0(∆) = 0 if
V1(r)
∂B(r) → 0 as r →∞. Our Theorem 3 complements
these results by giving a lower bound for λ0(∆) in the case of unbounded vertex
degree. For ∆̂, our result is not applicable as m(x) = deg(x) implies that V1(r) ≥
∂B(r).
(d) Discreteness of the spectrum of the graph Laplacians was studied in [23,
36, 52, 56]. In our context, a characterization for weighted graphs with positive
Cheeger’s constant at infinity to have discrete spectrum was recently given in [38].
In Section 6, we discuss how our results complement these and are not implied by
any of them, see Corollaries 6.6 and 6.7.
(e) With regards to Theorem 4, it was shown in [10] that the bottom of the
spectrum of the graph Laplacian ∆ on a k-regular graph is smaller than that on a
k-regular tree. This was generalized from k-regular to arbitrary graphs with degree
bounded by k in [52], which also contains a corresponding lower bound. Analogous
statements for ∆̂ were proven by different means in [58].
4.3. Proofs of Theorems 3 and 4. The proofs of the first statement in Theorem 3
and the second statement in Theorem 4 are based on the following characterization
for the bottom of the spectrum, which is sometimes referred to as a Allegretto-
Piepenbrink type of theorem. We refer to [27, Theorem 3.1] for a proof and further
discussion of earlier results of this kind.
Proposition 4.2. (Characterization of the bottom of the spectrum, [27, Theo-
rem 3.1]) Let (V, b, c,m) be a weighted graph. For α ∈ R the following statements
are equivalent:
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(i) There exists a non-trivial v : V → [0,∞) such that (L˜+ α)v ≥ 0.
(ii) There exists v : V → (0,∞) such that (L˜+ α)v = 0.
(iii) −α ≤ λ0(L).
Therefore, to prove a lower bound on the bottom of the spectrum, it is sufficient
to demonstrate a positive (super-)solution to the difference equation above. In the
weakly spherically symmetric case, we will look for spherically symmetric solutions.
We now state and prove the following lemma which generalizes a result of [57]
and gives the existence of solutions for any initial condition. Note that we allow
for a non-negative potential as we will also use this statement in the next section
on stochastic completeness.
Lemma 4.3. (Recursion formula for solutions) Let (V sym, bsym, csym,msym) be a
weakly spherically symmetric graph and α ∈ R. A spherically symmetric function
v is a solution to (L˜sym + α)v(r) = 0 if and only if
v(r + 1)− v(r) = 1
∂B(r)
r∑
j=0
Cq+α(j)v(j)
where Cq+α(j) = (q
sym(j) + α)msym(Sj). In particular, v is uniquely determined
by the choice of v(0). Consequently, if v(0) > 0 and α > 0, then v is a strictly
positive, monotonously increasing solution.
Proof. The proof is by induction. For r = 0, (L˜sym + α)v(0) = 0 gives
(L˜sym + α)v(0) = κsym+ (0)
(
v(0)− v(1))+ (qsym(0) + α) v(0) = 0
which yields the assertion.
Assume now that the recursion formula holds for r − 1 where r ≥ 1. Then,
(L˜sym + α)v(r) = 0 reads as
κsym+ (r)
(
v(r)− v(r + 1))+ κsym− (r)(v(r)− v(r − 1))+ (qsym(r) + α) v(r) = 0.
Therefore,
v(r + 1)− v(r) = κ
sym
− (r)
κsym+ (r)
(
v(r)− v(r − 1))+ 1
κsym+ (r)
(
qsym(r) + α
)
v(r)
=
κsym− (r)
κsym+ (r)
 1
κsym+ (r − 1)msym(Sr−1)
r−1∑
j=0
Cq+α(j)v(j)

+
1
κsym+ (r)
(
qsym(r) + α
)
v(r)
=
1
∂B(r)
r∑
j=0
Cq+α(j)v(j)
by κsym+ (r − 1)msym(Sr−1) = κsym− (r)msym(Sr) as noted in (2.1).
Whenever α > 0, the right hand side of the recursion formula is positive from
the assumption that v(0) > 0 which gives the monotonicity statement. 
In order to prove the statements of Theorems 3 and 4 concerning the essential
spectrum, we need to restrict our operator L to the complements of balls. For
i ∈ N0, let Bci = V \Bi and mci be the restriction of m to Bci . We restrict the form
Q to Cc(B
c
i ) and take the closure in `
2(Bci ,m
c
i ) with respect to 〈·, ·〉Q. By standard
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theory, we obtain an operator on `2(Bci ,m
c
i ) which we call the restriction of L with
Dirichlet boundary conditions and which we denote by L
(D)
i . Note that, in contrast
to the previous section, these operators are now defined on the complement of balls
and hence on infinite dimensional spaces.
Lemma 4.4. (Existence of strictly positive solutions) Let (V sym, bsym,msym) be a
weakly spherically symmetric graph. Suppose that a =
∑∞
r=0
V1(r)
∂B(r) < ∞. Then,
there exists a strictly positive, strictly monotone decreasing spherically symmetric
solution v on V sym to (L˜sym − 1a )v = 0 which satisfies
v(r + 1) ≥ 1− 1
a
r∑
j=0
V1(j)
∂B(j)
for all r ∈ N0.
Moreover, for all i ∈ N0, there exists a strictly positive, strictly monotone decreasing
function vi on B
c
i solving (L˜
(D)
i − 1ai )vi = κ
sym
− (i+ 1)1Si+1 which satisfies
vi(r + 1) ≥ 1− 1
ai
r∑
j=i+1
V i1 (j)
∂B(j)
for all r ≥ i+ 1,
where 1Si+1(x) is 1 for x ∈ Si+1 and 0 otherwise, ai =
∑∞
j=i+1
V1(j)
∂B(j) and V
i
1 (j) =
msym(Bj \Bi).
Proof. For α = − 1a and csym ≡ 0 the recursion formula of Lemma 4.3 reads as
v(r + 1)− v(r) = − 1
a∂B(r)
r∑
j=0
C1(j)v(j),
where C1(j) = m
sym(Sj). Hence, there exists a solution v of the equation for
v(0) > 0. In order to prove our assertion, we show by induction that for all r ∈ N0,
(i) v(r + 1) < v(r)
(ii) v(r + 1) ≥
(
1− 1a
∑r
j=0
V1(j)
∂B(j)
)
v(0)
(iii) v(r + 1) > 0.
For r = 0, we get from the recursion formula above that
v(1)− v(0) = − 1
a∂B(0)
msym(0)v(0) < 0
which gives (i). Furthermore,
v(1) =
(
1− V1(0)
a∂B(0)
)
v(0)
which gives (ii) and (iii) follows by the choice of a.
Now, suppose that (i), (ii), and (iii) hold for r > 0. Then, since v(j) > 0 for
j = 0, 1, . . . , r, the recursion formula above yields that v(r + 1) − v(r) < 0 which
gives (i). Furthermore,
v(r + 1) = v(r)− 1
a∂B(r)
r∑
j=0
C1(j)v(j) > v(r)− V1(r)
a∂B(r)
v(0)
≥
1− 1
a
r−1∑
j=0
V1(j)
∂B(j)
 v(0)− V1(r)
a∂B(r)
v(0) =
1− 1
a
r∑
j=0
V1(j)
∂B(j)
 v(0)
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which yields (ii) and (iii) follows by the choice of a.
For the second statement, we define the function vi on B
c
i by vi(i+ 1) = 1 and
vi(r) = vi(r − 1)− 1
ai∂B(r − 1)
r−1∑
j=i+1
C1(j)vi(j) for r > i+ 1.
By a direct calculation one checks that (L
(D)
i − 1ai )vi(i + 1) = κ−(i + 1) ≥ 0 and,
as in the proof of Lemma 4.3, that (L
(D)
i − 1ai )vi(r) = 0 for r > i + 1. Now, by
the same arguments as above, one shows that vi is strictly monotone decreasing,
satisfies vi(r) ≥ 1− 1ai
∑r−1
j=i+1
V i1 (j)
∂B(j) and is strictly positive. 
Proof of Theorem 3. By Lemma 4.4, there is a strictly positive solution to (L˜sym−
1
a )v = 0 where a =
∑∞
r=0
V1(r)
∂B(r) . This proves that λ0(L
sym) ≥ 1a by the characteri-
zation of the bottom of the spectrum, Proposition 4.2.
We now show that σ(Lsym) = σdisc(L
sym). By standard theory (see, for example,
Proposition 18 in [38]) if follows that
λess0 (L
sym) = lim
i→∞
λ0(L
(D)
i ).
By Proposition 4.2 and the second part of Lemma 4.4, we have that λ0(L
(D)
i ) ≥
1
ai
. Since ai → 0 as i → ∞, it follows that λ0(L(D)i ) → ∞ as i → ∞ so that
σess(L
sym) = ∅, that is, σ(Lsym) = σdisc(Lsym). 
In order to prove the spectral comparison, Theorem 4, we need an analogue of
the well-known theorem of Li which links large time heat kernel behavior and the
ground state energy [11,41,46]. It was recently proven for our setting in [28,39].
Proposition 4.5. (Heat kernel convergence to ground state energy, [28, 39]) Let
(V, b, c,m) be a weighted graph. For all vertices x and y,
lim
t→∞
ln pt(x, y)
t
= −λ0(L).
Theorem 4 now follows directly:
Proof of Theorem 4. The first statement follows by combining Theorem 2 and Propo-
sition 4.5. For the second statement, we first derive λ0(L) ≥ 1a from the first
statement and Theorem 3. Now, let vi be the strictly positive monotone de-
creasing functions which solve (L˜(D) − 1ai )vi = κ
sym
− (i + 1)1Si+1 on B
c
i ⊆ V sym
with ai =
∑∞
j=i+1
V1(j)
∂B(j) which exist according to Lemma 4.4 for all i ≥ 0. We
choose vi to be normalized by letting vi(i + 1) = 1. We define wi on B
c
i ⊆ V via
wi(x) = vi(r) for x ∈ Sr, r ≥ i + 1. Clearly, by the stronger curvature growth,
(L˜
(D)
i − 1ai )wi(x) ≥ (L˜
sym,(D)
i − 1ai )vi(r) for x ∈ Sr, r > i+ 1. On the other hand,
for r = i+ 1 and x ∈ Sr we have, again by the stronger curvature growth, that
(L˜
(D)
i − 1ai )wi(x) ≥ (L˜
sym,(D)
i − 1ai )vi(i+ 1) + (κ−(x)− κ
sym
− (i+ 1)) = κ−(x) ≥ 0
since vi(i + 1) = 1. Hence, (L˜
(D)
i − 1ai )wi ≥ 0 with wi strictly positive and we
conclude that λ0(L
(D)
i ) ≥ 1ai by Proposition 4.2. As ai → 0, we get, as in the proof
of Theorem 3, that σess(L) = ∅ and, therefore, σ(L) = σdisc(L). 
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5. Stochastic completeness
5.1. Notations and definitions. The study of the uniqueness of bounded solu-
tions for the heat equation has a long history in both the discrete, see, for example,
[20,48], and the continuous, see [25] and references therein, settings. In recent years,
there has been interest in finding geometric conditions for infinite graphs implying
this uniqueness, see, for example, [16,19,26,33,37,38,54–57]. In the general setting
of [37] it is shown that this uniqueness is equivalent to several other properties as
we discuss below.
Let a weighted graph (V, b, c,m) be given. We let u0 : V → R be bounded and
call u : V × [0,∞)→ R a solution of the heat equation with initial condition u0 if,
for all x ∈ V , u(x, ·) is continuous on [0,∞), differentiable on (0,∞) and satisfies{ (
L˜+ ddt
)
u(x, t) = 0 for x ∈ V, t > 0,
u(x, 0) = u0(x) for x ∈ V.
The question of the uniqueness of bounded solutions for the heat equation on
(V, b, c,m) is then reduced to having u ≡ 0 be the only bounded solution for the
heat equation with initial condition u0 ≡ 0.
In order to study this question, the following function which was introduced in
[37] turns out to be essential. Let
Mt(x) = e
−tL1(x) +
∫ t
0
e−sLq(x)ds,
where q = cm is the normalized potential, 1 denotes the function whose value is 1 on
all vertices and e−tL is the operator semigroup extended to the space of bounded
functions on V . The function e−sLq is defined as the pointwise limit along the
net of functions g ∈ Cc(V ) such that 0 ≤ g ≤ q, where the net is considered with
respect to the natural ordering g ≺ h whenever g ≤ h. As shown in [37], this limit
always exists and 0 ≤Mt(x) ≤ 1 for all x ∈ V .
The function Mt consists of two parts which can be interpreted as follows: the
first term, e−tL1(x), is the heat which is still in the graph at time t. The integral
denotes the heat which was killed by the potential up to time t. Thus, 1−Mt can
be interpreted as the heat which is transported to the boundary of the graph.
In this setting, Theorem 1 of [37] (see also Proposition 28 of [38]) states the
following:
Proposition 5.1. (Characterization of stochastic completeness, [37, Theorem 1])
Let (V, b, c,m) be a weighted graph. The following statements are equivalent:
(i) There exists v : V → [0,∞) non-zero, bounded such that (L˜ + α)v ≤ 0 for
some (equivalently, all) α > 0.
(ii) There exists v : V → (0,∞) bounded such that (L˜ + α)v = 0 for some
(equivalently, all) α > 0.
(iii) Mt(x) < 1 for some (equivalently, all) x ∈ V and t > 0.
(iv) There exists a non-trivial, bounded solution to the heat equation with initial
condition u0 ≡ 0.
Such weighted graphs are called stochastically incomplete at infinity. Otherwise,
a weighted graph is called stochastically complete at infinity. This extends the usual
notion of stochastic completeness for the Laplacian to the case where a potential
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is present. Clearly, as already discussed in [37], when the potential is zero, a
stochastically complete weighted graph is also stochastically complete at infinity.
In order to formulate our stochastic completeness comparison theorems, we need
to compare the potentials of two weighted graphs, continuing Definition 3.2.
Definition 5.2. We say that a weighted graph (V, b, c,m) has stronger (respec-
tively, weaker) potential with respect to x0 ∈ V than a weakly spherically symmet-
ric graph (V sym, bsym, csym,msym) if, for all x ∈ Sr(x0) ⊂ V and r ∈ N0,
q(x) ≥ qsym(r) (respectively, q(x) ≤ qsym(r)) .
5.2. Theorems and remarks. It is desirable to have conditions which imply sto-
chastic completeness or incompleteness at infinity and this is our goal. We start
with a characterization of stochastic completeness at infinity for weakly spherically
symmetric graphs whose proof will be given at the end of the section. It generalizes
a result for the graph Laplacian ∆ on spherically symmetric graphs found in [57].
Theorem 5. (Geometric characterization of stochastic completeness) A weakly
spherically symmetric graph (V sym, bsym, csym,msym) is stochastically complete at
infinity if and only if
∞∑
r=0
Vq+1(r)
∂B(r)
=∞
where
Vq+1(r) =
∑
x∈Br
(qsym(x) + 1)msym(x) and ∂B(r) = κsym+ (r)m
sym(Sr).
Combining this with Theorem 3 we get an immediate corollary, which is an
analogue to theorems found in [2,29] for the Laplacian on a Riemannian manifold.
The proof is given right after the proof of Theorem 5.
Corollary 5.3. If a weakly spherically symmetric graph (V sym, bsym, csym,msym)
is stochastically incomplete at infinity, then
λ0(L
sym) > 0 and σ(Lsym) = σdisc(L
sym).
Remarks. (a) The converse statements do not hold. For example, in the unweighted
case, both ∆ and ∆̂ on regular trees of degree greater than 2 have positive bottom of
the spectrum but govern stochastically complete processes. Furthermore, as shown
in [36, 52], for a tree one has σ(∆) = σdisc(∆) whenever the vertex degree goes
to infinity along any sequence of vertices which eventually leaves every finite set,
while stochastic incompleteness requires that the vertex degree goes to infinity at
a certain rate as shown in [56] (see also Section 6).
(b) The statements of the corollary do not hold for general weighted graphs.
This can be seen from stability results for stochastic incompleteness at infinity
proven in [33, 37, 56] which state that attaching any graph to a graph which is
stochastically incomplete at infinity at a single vertex does not change the stochastic
incompleteness. Therefore, starting with a stochastically incomplete spherically
symmetric tree, attachment of a single path to infinity can drive the bottom of the
spectrum down to zero and add essential spectrum (as follows by general principles)
without effecting the stochastic incompleteness.
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(c) The two statements of the corollary are not completely independent: if a
Laplacian on a graph has purely discrete spectrum and the constant function 1
does not belong to `2(V,m) or c 6≡ 0, then the lowest eigenvalue cannot be zero.
Our second main result of this section is a comparison theorem for stochastic
completeness in the spirit of [34].
Theorem 6. (Stochastic completeness at infinity comparison) If a weighted graph
(V, b, c,m) has stronger curvature growth and weaker potential (respectively, weaker
curvature growth and stronger potential) than a weakly spherically symmetric graph
(V sym, bsym, csym,msym) which is stochastically incomplete (respectively, complete)
at infinity, then (V, b, c,m) is stochastically incomplete (respectively, complete) at
infinity.
Remarks. (a) Note that a stronger potential can make a stochastically incomplete
graph stochastically complete at infinity (compare with Theorem 2 in [37]). This is
due to the definition of Mt. Specifically, the potential kills heat in the graph and,
as such, prevents it from being transported to infinity.
(b) For the results above to hold, it suffices that the comparisons hold outside of
a finite set. This is due to the fact that stochastic (in)completeness is stable under
finite dimensional perturbations, compare [33,37,56].
5.3. Proofs of Theorems 5 and 6. We begin with an observation concerning the
solutions to the difference equation on weakly spherically symmetric graphs which
we have encountered before.
Lemma 5.4. (Boundedness of spherically symmetric solutions) Let a weakly spher-
ically symmetric graph (V sym, bsym, csym,msym) be given. Let α > 0 and v : V sym →
(0,∞) be a spherically symmetric function such that (L˜sym + α)v = 0. Then, v is
unbounded if and only if
∞∑
r=0
Vq+1(r)
∂B(r)
=∞.
Proof. We will use the obvious fact that
∑∞
r=0
Vq+1(r)
∂B(r) =∞ if and only if
∑∞
r=0
Vq+α(r)
∂B(r) =
∞ for some (equivalently, all) α > 0.
By the recursion formula of Lemma 4.3, the function v satisfies
v(r + 1)− v(r) = 1
∂B(r)
r∑
i=0
Cq+α(i)v(i)
where Cq+α(r) = (q
sym(r)+α)msym(Sr) and consequently is monotonously increas-
ing as v(0) > 0. Hence, it satisfies
v(r + 1)− v(r) ≥ Vq+α(r)
∂B(r)
v(0)
where Vq+α(r) =
∑
x∈Br (q
sym(x) + α)msym(x) =
∑r
i=0 Cq+α(i). Therefore, if∑∞
r=0
Vq+1(r)
∂B(r) =∞, then v(r) =
∑r−1
i=0 (v(i+ 1)− v(i))→∞ as r →∞. Hence, v is
unbounded in this case.
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On the other hand, the recursion formula and monotonicity imply that
v(r + 1) ≤
(
1 +
Vq+α(r)
∂B(r)
)
v(r) ≤
r∏
i=0
(
1 +
Vq+α(i)
∂B(i)
)
v(0).
Therefore, if
∑∞
r=0
Vq+1(r)
∂B(r) <∞, then
∏∞
r=0
(
1 +
Vq+α(r)
∂B(r)
)
<∞ so that v is bounded.

We combine the lemma above with the characterizations of Proposition 5.1 in
order to prove stochastic incompleteness at infinity of weakly spherically symmetric
graphs. For the other direction, we will need the following criterion for stochastic
completeness at infinity which is an analogue for a criterion of Has′minski˘ı from the
continuous setting [30]. Recently, Huang [33] has proven a slightly stronger version
in the case c ≡ 0. For v : V → R, we write
v(x)→∞ as x→∞
whenever for every C ≥ 0 there is a finite set K such that v|V \K ≥ C.
Proposition 5.5. (Condition for stochastic completeness) If on a weighted graph
(V, b, c,m) there exists v such that (L˜ + α)v ≥ 0 and v(x) → ∞ as x → ∞, then
(V, b, c,m) is stochastically complete at infinity.
Proof. Suppose there is a function 0 ≤ w ≤ 1 that solves (L˜+ α)w = 0. For given
C > 0 let K ⊂ V be a finite set such that v|V \K ≥ C. Then u = v − Cw satisfies
(L˜+α)u ≥ 0 on V and u ≥ 0 on V \K. As K is finite, the negative part of u attains
its minimum on K. Therefore, by a minimum principle, see [37, Theorem 8], u ≥ 0
on K. Hence, v ≥ Cw for all C > 0. This implies that w ≡ 0. By Proposition 5.1,
stochastic completeness at infinity follows. 
Proof of Theorem 5. By Lemma 4.3, there is always a strictly positive, spherically
symmetric solution to (L˜sym + α)v = 0 for α > 0. By Lemma 5.4, this solution is
bounded if and only if the sum in the statement of Theorem 5 converges. In the case
of convergence, we conclude stochastic incompleteness at infinity by Proposition 5.1.
On the other hand, if the sum diverges, the solution is unbounded and satisfies the
assumptions of Proposition 5.5 (by the spherical symmetry). Hence, the graph is
stochastically complete at infinity. 
Proof of Corollary 5.3. If the graph (V sym, bsym, csym,msym) is stochastically in-
complete at infinity, then the sum of Theorem 5 converges. As a consequence, the
sum of Theorem 3 converges which implies positive bottom of the spectrum and
discreteness of the spectrum of the graph (V sym, bsym,msym). Now, a non-negative
potential only lifts the bottom of the spectrum (as can be seen from the Rayleigh-
Ritz quotient) which gives the statement. 
Proof of Theorem 6. Let (V sym, bsym, csym,msym) be a weakly spherically symmet-
ric graph. Let v be the spherically symmetric solution with v(0) = 1 given by
Lemma 4.3 for α > 0. Then, v is strictly positive and monotonously increasing.
Define w : V → (0,∞) on the weighted graph (V, b, c,m) by w(x) = v(r) for
x ∈ Sr(x0) ⊂ V .
First, assume the stochastic incompleteness at infinity of (V sym, bsym, csym,msym).
Then, by Lemma 5.4 combined with Theorem 5, the function v, and thus w, is
bounded. Under the assumptions that (V, b, c,m) has stronger curvature growth
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and weaker potential than (V sym, bsym, csym,msym) and, as v is monotonously in-
creasing by Lemma 4.3, the function w satisfies for x ∈ Sr, r ∈ N,(
L˜+ α
)
w(x)
= κ+(x)
(
v(r)− v(r + 1))+ κ−(x)(v(r)− v(r − 1))+ (q(x) + α) v(r)
≤ (L˜sym + α)v(r) = 0.
Hence, the graph (V, b, c,m) is stochastically incomplete at infinity, by Proposi-
tion 5.1.
Assume now that (V sym, bsym, csym,msym) is stochastically complete at infinity.
Then, again by Proposition 5.1, the function v and, thus w, is unbounded. As
above, under the assumptions of weaker curvature growth and stronger potential,
one checks that (
L˜+ α
)
w(x) ≥ (L˜sym + α)v(r) = 0
for all x ∈ Sr ⊂ V , r ∈ N0. Since w is unbounded, w(x)→∞ as x→∞, therefore,
the weighted graph (V, b, c,m) is stochastically complete at infinity by the condition
for stochastic completeness, Proposition 5.5. 
6. Applications to graph Laplacians
In this section we discuss the results of this paper for unweighted graphs. Thus,
we consider the situation b : V × V → {0, 1} and c ≡ 0. Chosing m ≡ 1 and
m ≡ deg we obtain the two graph Laplacians, that is, ∆ on `2(V ) = `2(V, 1) and
∆̂ on `2(V,deg).
Note that, in the setting for ∆, the curvatures κ± : V → N denote the number
of edges connecting a vertex x, which lies in the sphere of radius r = d(x, x0), to
vertices in the spheres of radius r ± 1. Therefore, we can think of κ− and κ+ as
the inner and outer vertex degrees, respectively. On the other hand, for ∆̂, the
curvatures κ̂± : V → Q are inner and outer vertex degree divided by the degree.
In this situation, we have the following corollaries of Theorem 1 for the heat
kernels.
Corollary 6.1. The operator ∆ has a spherically symmetric heat kernel if and only
if the inner and outer vertex degrees are spherically symmetric.
Corollary 6.2. The operator ∆̂ has a spherically symmetric heat kernel if and only
if the ratio of inner and outer vertex degrees and the vertex degree are spherically
symmetric.
Note that, in order to have a spherically symmetric heat kernel for ∆̂, even less
symmetry than the graphs of Figure 1 possess is needed.
Next, we fix m ≡ 1 to focus on ∆ and give examples of weakly spherically
symmetric graphs which satisfy our summability condition. We start with the
case of unweighted spherically symmetric trees. Here, κ−(r) = 1 and, if V (r) :=
V1(r), the summability criterion of Theorems 3 and 5 concerns the convergence or
divergence of
∞∑
r=0
V (r)
∂B(r)
=
∞∑
r=0
|Br|
|Sr+1|
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which can be seen to be equivalent to the convergence or divergence of
∑∞
r=0
1
κ+(r)
,
see [57].
Using this, it follows easily, as was already shown in [56], that the threshold for
the volume growth for stochastic completeness of spherically symmetric trees lies at
r! ∼ er log r. This already stands in contrast to the result of Grigor′yan which puts
the threshold for stochastic completeness of manifolds at er
2
[25]. However, this
is still in line with the result of Brooks which yields that subexponential growth
implies absence of a spectral gap for manifolds [9].
We now come to the family of spherically symmetric graphs, here called antitrees,
which yield our surprising examples.
Definition 6.3. An unweighted weakly spherically symmetric graph with m ≡ 1
is called an antitree if κ+(r) = |Sr+1| for all r ∈ N0.
As opposed to trees, which are connected graphs with as few connections as
possible between spheres, antitrees have the maximal number of connections. The
contrast is illustrated in Figure 2. Such graphs have already been used as examples
in [17,54,57].
Figure 2. A tree and an antitree
In the case of antitrees, the summability criterion concerns the convergence or
divergence of
∞∑
r=0
V (r)
∂B(r)
=
∞∑
r=0
|Br|
|Sr||Sr+1| .
For functions f, g : N0 → R we write f ∼ g provided that there exist constants
c and C such that cg(r) ≤ f(r) ≤ Cg(r) for all r ∈ N0. We can then relate the
summability criterion above to volume growth through the following lemma whose
proof is immediate.
Lemma 6.4. (Volume growth of antitrees) Let β > 0. An antitree with κ+(r) ∼ rβ
for r ∈ N0 satisfies V (r) ∼ rβ+1. Furthermore, if β > 2 (respectively, β ≤ 2), then
∞∑
r=0
V (r)
∂B(r)
<∞
(
respectively,
∞∑
r=0
V (r)
∂B(r)
=∞
)
.
Combining this lemma with Theorem 5 immediately gives the following corollary.
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Corollary 6.5. (Polynomial growth and stochastic incompleteness) Let β > 0. An
antitree with κ+(r) ∼ rβ satisfies V (r) ∼ rβ+1 and is stochastically complete if and
only if β ≤ 2.
This phenomenon was already observed in [57] and it gives an even sharper
contrast to Grigor′yan’s threshold for manifolds as the volume growth does not
even have to be exponential for the antitree to become stochastically incomplete.
Furthermore, in [26, Theorem 1.4], it is shown that any graph whose volume growth
is less than cubic is stochastically complete. Thus, our examples are, in some sense,
the stochastically incomplete graphs with the smallest volume growth.
It should also be mentioned that it was recently shown by Huang [33], using
ideas found in [1], that the condition
∑∞
r=0
V (r)
∂B(r) = ∞ which implies stochastic
completeness of weakly spherically symmetric graphs does not imply stochastic
completeness for general graphs.
Let us now turn to a discussion of the spectral consequences. Combining the vol-
ume growth of antitrees, Lemma 6.4, with Theorem 3 gives the following immediate
corollary.
Corollary 6.6. (Polynomial growth and positive bottom of the spectrum) Let
β > 2. An antitree with κ+(r) ∼ rβ satisfies V (r) ∼ rβ+1 with
λ0(∆) > 0 and σ(∆) = σdisc(∆).
This corollary shows that, for ∆, there are no direct analogues to Brook’s theorem
which states, in particular, that subexponential volume growth of manifolds implies
that the bottom of the essential spectrum is zero. On the other hand, there is a
result by Fujiwara [22] (which was later generalized in [32]) for the normalized
Laplacian ∆̂ acting on `2(V,deg), which states that
λess0 (∆̂) ≤ 1−
2e
µ
2
1 + eµ
.
Here, the exponential volume growth is given by µ = lim supr→∞
1
r log V̂1(r) where
V̂1 (r) =
∑
x∈Br deg(x). Therefore, if a graph has subexponential volume growth
with respect to the measure deg, it follows that λ0(∆̂) ≤ λess0 (∆̂) = 0.
Let us also discuss how our Theorem 3 complements some of the results found
in [36, 38]. There it is shown that, for graphs with positive Cheeger constant at
infinity, α∞ > 0, rapid branching is equivalent to discreteness of the spectrum of
the Laplacian. The constant α∞ is defined as the limit over the net of finite sets
K of the quantities
αK = inf
∂W
m(W )
where ∂W is the number of edges leaving W and the infimum is taken over all
finite sets W ⊆ V \K, see [23, 36, 38]. Now, subexponential volume growth, that
is, µ = 0 implies α∞ = 0 by 1−
√
1− α2∞ ≤ λess0 (∆̂), shown in [23], combined with
the estimate for λess0 (∆̂) given above. Corollary 6.6 gives examples of graphs with
µ = 0 and thus α∞ = 0 but for which ∆ has no essential spectrum.
Another interesting consequence of Theorem 2 and Theorem 4 for ∆ is the fol-
lowing:
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Corollary 6.7. Let ∆G and ∆G′ be the graph Laplacians of two unweighted weakly
spherically symmetric graphs which have the same curvature growth. Then, λ0(∆G) =
λ0(∆G′).
This means, in particular, that the Laplacians ∆ on all graphs in Figure 1 have
the same bottom of the spectrum. Note that this is not at all true for the normalized
graph Laplacian ∆̂ as it operates on `2(V,m) = `2(V,deg) and the presence of edges
connecting vertices on the same sphere clearly effects the degree measure.
To illustrate this contrast, note that on a k-regular tree Tk the bottom of the
spectrum is known to be λ0(∆̂Tk) =
1
k (k − 2
√
k − 1) for all k. On the other
hand, if one connects all vertices in each sphere one obtains a graph Gk such that
λ0(∆̂Gk) = 0 as shown in [36, Theorem 6]. However, from Corollary 6.7 above,
λ0(∆Tk) = λ0(∆Gk) = k−2
√
k − 1 which is also new compared to [36, Theorem 6],
where only λ0(∆Gk) ≤ k is shown. In particular, we have another example where
the ground state energies of ∆ and ∆̂ differ.
Appendix A. Reducing subspaces and commuting operators
We study symmetries of selfadjoint operators. These symmetries are given in
terms of bounded operators commuting with the selfadjoint operator in question.
We present a general characterization in Theorem A.1. With Lemma A.5, we then
turn to the question of how symmetries of a symmetric non-negative operator carry
over to its Friedrichs extension. Finally, we specialize to the situation in which the
bounded operator is a projection onto a closed subspace. The main result of this
appendix, Corollary A.8, characterizes when a selfadjoint operator commutes with
such a projection.
While these results are certainly known in one form or another, we have not
found all of them in the literature in the form discussed below. In the main body of
the paper they will be applied to Laplacians on graphs. However, they are general
enough to be applied to Laplace-Beltrami operators on manifolds as well.
A subspace U of a Hilbert space is said to be invariant under the bounded
operator A if A maps U into U .
Theorem A.1. Let L be a selfadjoint non-negative operator on the Hilbert space
H and A a bounded operator on H. Then, the following assertions are equivalent:
(i) D(L) is invariant under A and LAx = ALx for all x ∈ D(L).
(ii) D(L1/2) is invariant under A and L1/2Ax = AL1/2x for all x ∈ D(L1/2).
(iii) 1[0,t](L)A = A1[0,t](L) for all t ≥ 0.
(iv) e−tLA = Ae−tL for all t ≥ 0.
(v) (L+ α)−1A = A(L+ α)−1 for all α > 0.
(vi) g(L)A = Ag(L) for all bounded measurable g : [0,∞) −→ C.
Proof. This is essentially standard. We sketch a proof for the convenience of the
reader. We first show that (iii), (iv), (v) and (vi) are all equivalent:
(iii)=⇒(iv): This follows by a simple approximation argument.
(iv)=⇒(v): This follows immediately from (L + α)−1 = ∫∞
0
e−tαe−tLdt (which,
in turn, is a direct consequence of the spectral calculus).
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(v)=⇒(vi): The assumption (v) together with a Stone/Weierstrass-type argu-
ment shows that g(L)A = Ag(L) for all continuous g : [0,∞) −→ C with g(x)→ 0
for x→∞. Now, it is not hard to see that the set
{f : [0,∞) −→ C | f measurable and bounded with f(L)A = Af(L)}
is closed under pointwise convergence of uniformly bounded sequences. This gives
the desired statement (vi).
(vi)=⇒(iii): This is obvious.
We now show (ii)=⇒(i)=⇒(v) and (vi)=⇒(ii).
(ii)=⇒(i): This is clear as L = L1/2L1/2.
(i)=⇒(v): Obviously, (i) implies A(L + α)x = (L + α)Ax for all α ∈ R and
x ∈ D(L). As (L+ α) is injective for α > 0 we infer for all such α that
(L+ α)−1A = A(L+ α)−1.
(vi)=⇒(ii): For every natural number n the operator L1/21[0,n](L) = (id1/21[0,n])(L)
is a bounded operator commuting with A by (vi). Let x ∈ D(L1/2) be given and
set xn := 1[0,n](L)x. Then, xn belongs to D(L
1/2). Moreover, as 1[0,n](L) is a
projection, we obtain by (vi) that
Axn = A1[0,n](L)x = 1[0,n](L)A1[0,n](L)x = 1[0,n](L)Axn.
In particular, Axn belongs to D(L
1/2) as well. This gives, by (vi) again, that
L1/2Axn = L
1/21[0,n](L)Axn = AL
1/21[0,n](L)x.
As x belongs to D(L1/2), we infer that L1/21[0,n](L)x converges to L
1/2x. Moreover,
Axn obviously converges to Ax. As L
1/2 is closed, we obtain that Ax belongs to
D(L1/2) as well and L1/2Ax = L1/2Ax holds. 
Remark. (a) The method to prove (v)=⇒(vi) can be strengthened as follows: Let L
be a selfadjoint operator with spectrum Σ. Let B(Σ) be the algebra of all bounded
measurable functions on Σ. A sequence (fn) in B(Σ) is said to converge to f ∈ B(Σ)
in the sense of (♣) if the (fn) are uniformly bounded and converge pointwise to
f . Let F be a subset of B such that f(L)A = Af(L) holds for all f ∈ F . If the
smallest subalgebra of B which contains F and is closed under convergence with
respect to (♣) is B, then g(L)A = Ag(L) for all g ∈ B.
(b) If L is an arbitrary selfadjoint operator then the equivalence of (i), (iii) and
(vi) is still true and the semigroup in (iv) can be replaced by the unitary group and
the resolvents in (v) can be replaced by resolvents for α ∈ C \ R (as can easily be
seen using (a) of this remark).
Definition A.2. Let L be a selfadjoint non-negative operator on a Hilbert space
H and A a bounded operator on H. Then, A is said to commute with L if one of
the equivalent statements of the theorem holds.
Corollary A.3. Let L be a selfadjoint non-negative operator on a Hilbert space
H and A a bounded operator on H. Then, A commutes with L if and only if its
adjoint A∗ commutes with L.
Proof. Take adjoints in (iii) of the previous theorem. 
A simple situation in which the previous theorem can be applied is given next.
24 MATTHIAS KELLER, DANIEL LENZ, AND RADOS LAW K. WOJCIECHOWSKI
Proposition A.4. Let L be a selfadjoint non-negative operator on the Hilbert space
H and let A be a bounded operator on H. Let, for each natural number n, a closed
subspace Hn of H be given with AHn ⊂ Hn and ∪nHn = H. If, for each n, there
exists a selfadjoint non-negative operator Ln from Hn to Hn with ALn = LnA and
(Ln+k + α)
−1x→ (L+ α)−1x, k →∞,
for all natural numbers n, x ∈ Hn and α > 0, then AL = LA holds. A correspond-
ing statement holds with resolvents replaced by the semigroup.
Proof. By assumption we have A(L + α)−1x = (L + α)−1Ax for all x from the
dense set ∪nHn. By boundedness of the respective operators we infer A(L+α)−1 =
(L+ α)−1A and the statement follows from the previous theorem. 
The previous theorem deals with symmetries of a selfadjoint operator L. Often,
the selfadjoint operator arises as the Friedrichs extension of a symmetric operator.
We next study how symmetries of a symmetric operator carry over to its Friedrichs
extension. Specifically, we consider the following situation:
(∗) Let H be a Hilbert space with inner product 〈·, ·〉. Let L0 be a symmetric
operator on H with domain D0. Let Q0 be the associated form, i.e., Q0
is defined on D0 × D0 via Q0(u, v) := 〈L0u, v〉. Assume that Q0 is non-
negative, i.e., Q0(u, u) ≥ 0 for all u ∈ D0. Then, Q0 is closable. Let Q be
the closure of Q0, D(Q) the domain of Q and L the Friedrichs extension of
L0, i.e., L is the selfadjoint operator associated to Q.
Lemma A.5. Assume (∗). Let A be a bounded operator on H with D0 invariant
under A and A∗, AL0x = L0Ax and A∗L0x = L0A∗x for all x ∈ D0. Then, the
following assertions are equivalent:
(i) D(L) is invariant under A and ALx = LAx for all x ∈ D(L).
(ii) D(Q) is invariant under A and A∗ and Q(Ax, y) = Q(x,A∗y) for all x, y ∈
D(Q).
(iii) There exists a C ≥ 0 with both Q0(Ax,Ax) ≤ CQ0(x, x) and Q0(A∗x,A∗x) ≤
CQ0(x, x) for all x ∈ D0.
Proof. (iii)=⇒(ii): By AL0x = L0Ax for all x ∈ D0 we infer that Q0(Ax, y) =
Q0(x,A
∗y) for all x, y ∈ D0. As Q is the closure of Q0, it now suffices to show
that both (Aun) and (A
∗un) are a Cauchy sequences with respect to the Q-norm,
whenever (un) is a Cauchy sequence with respect to the Q-norm in D0. This follows
directly from (iii).
(ii)=⇒(i): Let x ∈ D(L) be given. Then, x belongs to D(Q) and, by (ii), Ax
belongs to D(Q) as well. Thus, we can calculate for all y ∈ D(Q)
Q(Ax, y) = Q(x,A∗y) = 〈Lx,A∗y〉 = 〈ALx, y〉.
This implies that Ax ∈ D(L) and LAx = ALx. Hence, we obtain (i).
(i)=⇒(iii): From Theorem A.1 and (i) we infer that L1/2Ax = AL1/2x for all
x ∈ D(L1/2). Now, for x ∈ D0 it holds that
Q0(x, x) = 〈L0x, x〉 = 〈L1/2x, L1/2x〉 = ‖L1/2x‖2.
By Ax ∈ D0 for x ∈ D0 a direct calculation gives
Q0(Ax,Ax) = ‖L1/2Ax‖2 = ‖AL1/2x‖2 ≤ ‖A‖2‖L1/2x‖2 = ‖A‖2Q0(x, x).
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A similar argument shows Q0(A
∗x,A∗x) ≤ ‖A∗‖2Q0(x, x). This finishes the proof.

We now turn to the special situation that A is the projection onto a closed
subspace. In this case, some further strengthening of the above result is possible.
We first provide an appropriate definition.
Definition A.6. Let H be a Hilbert space and S a symmetric operator on H with
domain D(S). A closed subspace U of H with associated orthogonal projection P
is called a reducing subspace for S if D(S) is invariant under P and SPx = PSPx
for all x ∈ D(S).
The previous definition is just a commutation condition in the form discussed
above as shown in the next lemma.
Lemma A.7. Let S be a symmetric operator on the Hilbert space H and P be the
orthogonal projection onto a closed subspace U of H. Then, the following assertions
are equivalent:
(i) U is a reducing subspace for S.
(ii) D(S) is invariant under P and SPx = PSx holds for all x ∈ D(S).
Proof. The implication (ii)=⇒(i) is obvious. It remains to show (i)=⇒(ii): We first
show PSy = 0 for all y ∈ D(S) with Py = 0 (i.e., y ⊥ U): Choose x ∈ D(S)
arbitrarily. Then, as Px ∈ D(S) ⊂ D(S∗) we obtain
〈PSy, x〉 = 〈Sy, Px〉 = 〈y, S∗Px〉 = 〈y, SPx〉 = 〈y, PSPx〉 = 〈Py, SPx〉 = 0.
As D(S) is dense, we infer PSy = 0. Let now x ∈ D(S) be arbitrary. Then,
x = Px + (1 − P )x and both Px and (1 − P )x belong to D(S). Thus, we can
calculate
PSx = PSPx+ PS(1− P )x = PSPx = SPx.
This finishes the proof. 
We now come to the main result of the appendix dealing with symmetries of
symmetric operators in terms of reducing subspaces.
Corollary A.8. Assume (∗). Let U be a closed subspace of H and A the orthogonal
projection onto U . Assume that D0 is invariant under A. Then, the following
assertions are equivalent:
(i) U is a reducing subspace for L0, i.e., L0Ax = AL0x for all x ∈ D0.
(ii) Q0(Ax,Ay) = Q0(Ax, y) = Q0(x,Ay) for all x, y ∈ D0.
(iii) D(Q) is invariant under A and Q(Ax,Ay) = Q(Ax, y) = Q(x,Ay) for all
x, y ∈ D(Q).
(iv) U is a reducing subspace for L.
(v) A commutes with e−tL for every t ≥ 0.
(vi) A commutes with (L+ α)−1 for any α > 0.
Proof. Obviously, (i) and (ii) are equivalent. The equivalence of (iii) and (iv) follows
from the equivalence of (i) and (ii) in Lemma A.5. The equivalence between (iv),
(v) and (vi) follows immediately from Theorem A.1. The implication (iii)=⇒(ii) is
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clear (as AD0 ⊆ D0). It remains to show (ii)=⇒(iii): A direct calculation using (ii)
gives for all x ∈ D0 that
Q0(x, x) = Q0((A+ (1−A))x, x)
= Q0(Ax, x) +Q0((1−A)x, x)
= Q0(Ax,Ax) +Q0((1−A)x, (1−A)x).
This shows
Q0(Ax,Ax) ≤ Q0(x, x)
for all x ∈ D0. Now, the implication (iii)=⇒(ii) from Lemma A.5 gives (iii). 
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