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SPECTRAL THEORY OF ONE-CHANNEL OPERATORS AND
APPLICATION TO ABSOLUTELY CONTINUOUS SPECTRUM FOR
ANDERSON TYPE MODELS
CHRISTIAN SADEL
Abstract. A one-channel operator is a self-adjoint operator on `2(G) for some count-
able set G with a rank 1 transition structure along the sets of a quasi-spherical partition of
G. Jacobi operators are a very special case. In essence, there is only one channel through
which waves can travel across the shells to infinity. This channel can be described with
transfer matrices which include scattering terms within the shells and connections to
neighboring shells. Not all of the transfer matrices are defined for some countable set
of energies. Still, many theorems from the world of Jacobi operators are translated to
this setup. The results are then used to show absolutely continuous spectrum for the
Anderson model on certain finite dimensional graphs with a one-channel structure. This
result generalizes some previously obtained results on antitrees.
1. Introduction and Results
The main purpose of this paper is to discuss the probably most general frame work of
Hermitian operators which allow a description through 2 × 2 transfer matrices. We will
call these ’one-channel operators’. In terms of classifying discrete Hermitian operators and
their spectral theory we find this an interesting class. Despite the one-channel structure,
the underlying graph-structures can have any kind of growth and are not necessarily one-
dimensional. The work is inspired from [Sa3], but the considered operators are more
general. Part of the motivation for this work comes from the theory of random disordered
systems as considered in the Mathematical Physics community. There has quite been some
interest in discrete (random) Schro¨dinger operators associated to certain discrete graph
structures, e.g. [ASW, AW, FHS, FHS2, KLW, KLW2, Kl, KS, MZ]. In one-dimensional
systems (Jacobi operators) transfer matrices are the main tool to study such operators and
their behaviour can be connected to the spectrum and the spectral type in various ways
[CL, KP, KiLS, LS]. Due to transfer matrices, a local solution to the eigenvalue equation
imposes a (formal) global one and a local analysis can lead to a full understanding of the
spectral properties. Here we generalize some of these methods to a more general class.
For general Schro¨dinger type operators on general graphs, the situation is typically
much more difficult. This is part of the reason that the type of the bulk spectrum of the
Anderson model in Zd at small disorder is not understood. It is a main open conjecture
that for d = 2 it should be pure point and for d ≥ 3 there should be some absolutely
continuous spectrum (almost surely). Schro¨dinger operators associated to locally finite
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2 CHRISTIAN SADEL
graph structures with hopping only along edges can always be brought into a block tri-
diagonal matrix form by spherical-type partitions of the graph, cf. [FHS]. However, the
block sizes vary and typically grow. One still has resolvent identities, but generally the
analysis can get very complicated.
As an application of this work we obtain absolutely continuous spectrum for Anderson
models on families of graphs of finite dimensional growth rate with dimension d > 2. We
call these graphs partial antitrees as they partially have the structure as the antitrees
in [Sa3]. This is a first step of improving the ac-spectrum result in [Sa3] towards more
general classes of graphs with finite dimensional growth.
Previously to the work in [Sa3] absolutely continuous spectrum for Anderson models
with independent identically distributed potential had only been shown on infinite dimen-
sional trees and tree-like graph structures [Kl, ASW, FHS2, KS, KLW, AW, Sa1, Sa2]. All
these graph structures significantly simplify the general local Green’s function relations
as in [FHS] and one has some simple local transfer mechanism to study them. There has
also been some work to approach the expected localization in two dimensions by certain
graphs which in some sense are in between one and two dimensions [MZ, Sa3].
It is our agenda to further study certain hybrid graphs of lattice structures and antitrees
and analyze what is happening with the absolutely continuous part of the spectrum for the
Anderson models on these graphs. We hope that this study can help to eventually make
some progress in analyzing the important Zd-Anderson model towards showing existence
of absolutely continuous spectrum.
Readers from the Mathematical Physics community should be aware that we will use a
more mathematics-like notation in this paper: for instance λ will be used as the spectral
parameter (not E), and σ will be a parameter describing the disorder strength (like σ2 for
variance). But the results are actually non-perturbative in nature.
1.1. One-channel operators. Let G be some countably infinite set and H a Hermitian
operator on `2(G) with locally finite hopping, i.e. for all x ∈ G the set y ∈ G such
that ⟨δx;Hδy⟩ ≠ 0 is finite. Here, ⟨⋅, ⋅⟩ denotes the standard scalar product with the
convention that it is anti-linear in the first and linear in the second component, i.e. ⟨ψ,φ⟩ =∑x∈G ψ¯(x)φ(x). With δx we denote the canonical basis vector with δx(x) = 1 and δx(y) = 0
for x ≠ y.
Definition 1. Let S = (Sn)n∈N or S = (Sn)n∈Z be a partition of G in finite sets, i.e.
G = ⊔n Sn and 0 < #(Sn) <∞. The partition S is called quasi-spherical for H if⟨δx ,H δy⟩ = 0 whenever x ∈ Sm, y ∈ Sn and ∣n −m∣ ≥ 2 .
In other words, H connects Sn only to Sn−1, Sn and Sn+1.
Let us explain this notion and construct such a partition for operators with locally finite
hopping. For x ≠ y we draw an edge between x and y if and only if ⟨δx,Hδy⟩ ≠ 0, then G is a
locally finite graph and H is associated to this graph structure. Let d(x, y) ∈N denote the
graph distance, i.e. the shortest path along edges connecting x and y, d(x, y) =∞ if they
are on different edge-connected components. Take some set S1 which has at least one point
of each connected component ofG and take Sn ∶= {x ∈ G ∶ d(x,S1) = miny∈S1 d(x, y) = n−1},
then Sn is some kind of sphere around S1 and S = (Sn)n∈N is such a quasi-spherical
partition.
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Now, let such a partition be given (not necessarily the above constructed one) and define
sn = #(Sn) to be the number of elements in Sn. We can identify `2(G) = ⊕n `2(Sn) ≅⊕nCsn which gives `2(G) a fibered structure. The direct sum is either running over n ∈ Z
or n ∈N depending on the partition (an indexing over Z of this type is not always possible).
Vectors in Cs will typically be understood as column vectors and the standard physics
inner product can be written as ⟨α,β⟩Cs = α∗β where α∗ is the transpose and complex
conjugate of α ∈ Cs as a row vector. We let Pn be the canonical isometric injection from
`2(Sn) into `2(G), then P ∗n is the canonical projection, i.e.
Pn ∶ Csn ≅ `2(Sn)↪ `2(G), P ∗n ∶ `2(G)→ `2(Sn) ≅ Csn
and for Ψ ∈ `2(G) we define
Ψn ∶= P ∗nΨ ∈ `2(Sn) ≅ Csn .
Hence, for ϕn ∈ `2(Sn) and Ψ ∈ `2(G) one has
Pnϕn =⊕
k<n0sk ⊕ ϕn ⊕⊕k>n0sk and Ψ = ⊕n P ∗nΨ = ⊕n Ψn .
Let us define
Vn ∶= P ∗nHPn ∈ Her(sn) and Dn ∶= P ∗nHPn−1 ∈ Csn×sn−1
where Her(sn) denotes the set of Hermitian sn×sn matrices and Cs×s′ is the set of complex
s × s′ matrices. We find the tri-diagonal block structure of H as(HΨ)n = D∗n+1Ψn+1 + DnΨn−1 + VnΨn (1.1)
In the case where the partition is indexed over N one sets ψ0 = 0 and we may say that G
is partitioned as a ’half-space’. The set Sn ⊂ G may be referred to as the n-th shell of G.
Definition 2. A self-adjoint operator H represented in the form (1.1) using a quasi-
spherical partition S is called a one-channel operator with a channel across the partition
S if for all n one has rankDn = 1. Analogously, we call it an r-channel operator if for
all n one has rankDn = r.
Note, that if rank(Dnk) = 1 for a sequence nk → ±∞ with k → ±∞, then one can get the
one-channel property by grouping and taking (S′k)k with S′k = ⋃nk−1<n≤nk Sn as the new
partition. For people familiar with Dirac notations, for ϕn ∈ `2(Sn) the sn × sm matrix
ϕnϕ
∗
m mapping from `
2(Sm) to `2(Sn) simply represents the operator ∣ϕn⟩⟨ϕm∣. As an
operator on `2(G), ∣ϕn⟩⟨ϕm∣ can be represented as Ψ↦ (ϕ∗mΨm)Pnϕn or Pnϕnϕ∗mP ∗m. In
this work we will keep to the notations of matrix products of row with column vectors like
ϕnϕ
∗
m and we will not use the Dirac notations.
We assume now that H is a one-channel operator. We will show that its spectral proper-
ties can be described by transfer matrices. Using a polar (Hilbert-Schmidt) decomposition
of the sn × sn−1 matrices Dn we may write Dn = −anΥnΦ∗n−1 where Φn , Υn ∈ `2(Sn) ≅ Csn
are unit vectors and 0 ≠ an ∈ R. Then, we obtain(HΨ)n = −an+1 ΦnΥ∗n+1Ψn+1 − anΥnΦ∗n−1Ψn−1 + VnΨn , (1.2)
The minus sign is some convention to fit with notations of 1D-Schro¨dinger operators
consisting of the negative Laplacian on Z plus a potential. This makes later calculations
more similar to [CL]. If one does not like this convention one might always substitute
an = −aˆn.
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The direction of Φn is the forward going mode in the n-th shell Sn, connecting to
Sn+1. Similarly, the direction Υn is the backward going mode in the n-th shell. If
Υn = cnΦn for some number cn ≠ 0, then it is a propagating mode through the n-th shell
(cf. [Sa3]).
In the half-space case we take Dirichlet type boundary conditions at 0, i.e. formally
Ψ0 = Φ0 = 0. In [Sa3] we considered the special case when Φn = Υn for all n and calledH an operator with one propagating channel. Here, we do not assume this propagating
property anymore. In the future, the half-space case will be included by considering the
restriction of H to the half spaces, and we will assume that n runs through all Z. Thus,
we define
G+ = ∞⊔
n=1Sn , G− = 0⊔n=−∞Sn , H+ ∶= P ∗+HP+, H− ∶= P ∗−HP− (1.3)
where P± are the canonical injections from `2(G±) into `2(G), i.e. H± are the restrictions
of H to `2(G±) with Dirichlet boundary conditions.
Let us give some examples with this structure. Let Vn be the adjacency matrix of
some graph with vertex set Sn, let Φn = δxn , xn ∈ Sn and for some subset S′n ⊂ Sn let
anΥn = −∑y∈S′n δy. Then, H is simply the adjacency operator of a graph consisting of the
graphs Sn glued together by connecting xn with every point in S
′
n+1 ⊂ Sn.
The ordinary graph Laplacian with some potential on the Sierpienski lattice as studied
in [MZ] can be represented as a 2-channel operator.
Remark. In principle one may want to allow the shells Sn to contain infinitely many
points. However, in this case many parts of the analysis in this paper only work to some
extend. If #(Sn) =∞ then Vn is an Hermitian operator on an infinite dimensional Hilbert
space. In intervals I ⊂ R where the spectrum of all the Vn is discrete (no essential spectrum)
all the techniques and theorems of this paper would work just fine, but in the cases of
continuous or dense point spectrum of some of the Vn many calculations would have to be
adjusted. This will be dealt with elsewhere.
1.2. A sufficient condition for unique self adjointness. Let us get to the question of
self-adjointness. Recall that H+ is the operator H restricted to `2(G+) =⊕∞n=1 `2(Sn) and
similarly, H− is H restricted to `2(G−) =⊕0n=−∞ `2(Sn). By H±min we denote the operatorH± with minimal domain
D♭min ∶= {Ψ =⊕
n
Ψn ∈ `2(G♭) ∶ Ψn = 0 for all but finitely many n } .
where ♭ either symbolizes + or − or no index at all.
Definition 3. We say that H♭ is uniquely self-adjoint, if H♭min with domain D♭min is essen-
tially self-adjoint.
In this case, D♭min is a core and the self-adjoint closure has the maximal possible domainD♭max ∶= {Ψ ∈ `2(G♭) ∶ H♭ Ψ ∈ `2(G) } ,
We denote H♭ with domain D♭max by H+max. It is a simple calculation that one always
has (H♭min)∗ = H♭max. The question of self-adjointness will be considered in more detail
in Section 5.2. It seems though that the famous limit-point criterion does not translate
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completely to this more general situation. For now let us give some simple sufficient
criterion.
Proposition 1.1. We find:
(i) If ∑∞n=2 ∣an∣−1 =∞, then H+ is uniquely self-adjoint.
(ii) If ∑∞n=0 ∣a−n∣−1 =∞, then H− is uniquely self-adjoint.
(iii) If both conditions, (i) and (ii) hold, then H is uniquely self-adjoint.
1.3. Transfer matrices. The main tool for the fine spectral properties will be the transfer
matrices which in this general setup are more complicated than in the Jacobian case.
Consider the difference equation HΨ = zΨ for any complex parameter z. Defining
xn = xn(Ψ) ∶= Υ∗nΨn , x˜n = x˜n(Ψ) ∶= Φ∗nΨn (1.4)
we find after some trivial algebra that(HΨ)n = zΨn ⇔ Ψn = (Vn − z)−1 (Φnan+1xn+1 + Υnanx˜n−1) (1.5)
Next let us define
Υz,n ∶= (Vn − z)−1Υn and Φz,n ∶= (Vn − z)−1Φn (1.6)
as well as
αz,n ∶= Υ∗nΥz,n , βz,n ∶= Υ∗nΦz,n , γz,n ∶= Φ∗nΥz,n , δz,n ∶= Φ∗nΦz,n (1.7)
and
gz,n ∶= (αz,n βz,nγz,n δz,n) = (Υ∗nΦ∗n)(Vn − z)−1 (Υn Φn) . (1.8)
Then we get from (1.5) that
(xn
x˜n
) = (βz,n αz,n
δz,n γz,n
)(an+1 xn+1
anx˜n−1 ) = gz,n ( anx˜n−1an+1 xn+1) . (1.9)
For Im(z) > 0 the matrix gz,n is invertible unless Φn and Υn are co-linear. If βz,n is
invertible, then one can rearrange these equations to get xn+1 and x˜n in terms of xn and
x˜n−1 as some kind of transfer equation:
an+1xn+1 = β−1z,n(xn − αz,nanx˜n−1)
x˜n = δz,nβ−1z,n(xn − αz,nanx˜n−1) − γz,nanx˜n−1
Therefore, we make the following definition.
Definition 4. We say that the channel is broken at the n-th shell Sn if the function
z ↦ βz,n = Υ∗n(Vn − z)−1Φn is identically zero. In this case the operator H can be splitted
into a direct sum of two operators through the n-th shell Sn.
We will now consider the case of a non broken channel, note that given the channel(Φn,Υn+1)n this is a condition on (Vn)n. Then for energies where βz,n ≠ 0 the equations
above can be written as
(an+1xn+1
x˜n
) = Tz,n (anxnx˜n−1) where Tz,n ∶= ( a−1n β−1z,n −anβ−1z,nαz,na−1n δz,nβ−1z,n an(γz,n − δz,nβ−1z,nαz,n)) .
(1.10)
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For real values z = λ ∈ R it is not hard to see that γλ,n = β¯λ,n and αλ,n and δλ,n are
real. In particular, all entries of βλ,nTλ,n are real and
βλ,n∣βλ,n∣ Tλ,n ∈ SL(2,R) and hence1
Tλ,n ∈ exp(iR)SL(2,R).
Note that in the special case Φn = Υn we obtain αz,n = βz,n = γz,n = δz,n and
Tz,n = (a−1n (Φ∗n(Vn − z)−1Φn)−1 −an
a−1n 0 )
The matrix Tz,n is called the transfer matrix at level n and spectral parameter z. The
function z ↦ βz,nTz,n is well defined for z in the upper half plane and hence Tz,n is defined
for Im(z) > 0 except for possibly finitely many values of z where βz,n = 0. Moreover, for
these values, Tz,n is invertible except for the finitely many values where γz,n = β¯z¯,n = 0. We
also define Tz,n for real energies z = λ ∈ spec(Vn) where z ↦ Tz,n extends in a holomorphic
way.
Definition 5. Let us define some important subspaces of `2(Sn) ≅ Csn for further analysis:● LetWn be the smallest subspace of `2(Sn) which is invariant under Vn and contains
Υn.● Let W˜n be the smallest Vn-invariant subspace of `2(Sn) containing Φn.● Let Vn =Wn + W˜n as vector space sum, i.e. Vn is the linear span of Wn and W˜n.
The following is a simple observation.
Proposition 1.2. H and H+ leave the spaces Pn(V⊥n) ≅ V⊥n invariant where n ∈ Z or n ∈N,
respectively. Moreover, H+ leaves P1(W˜⊥1) invariant2 Hence, H leaves also V ∶=⊕∞n=−∞Vn
and H+ leaves V+ ∶= W˜1 ⊕⊕∞n=2Vn invariant and we haveH ≅ H ∣V ⊕ ∞⊕
n=−∞Vn ∣V⊥n ,H+ ≅ H+ ∣V+ ⊕ V1 ∣W˜1 ⊕ ∞⊕n=2Vn ∣V⊥n .
The right hand sides denote an orthogonal direct sum of self-adjoint operators and Vn∣V⊥n
are ordinary matrices. Therefore, it is sufficient to study the spectral properties of H∣V orH+∣V+ and one may assume Vn = Csn.
Let us now classify those eigenvalues of Vn∣Vn for which one can still define the transfer
matrix Tz,n. The multiplicity of an eigenvalue of Vn∣Vn is at most 2 (cyclic space from 2
vectors). For defining Tz,n the eigenvalues of multiplicity 2 are problematic as well as those
of multiplicity one which are not eigenvalues of Vn∣(Wn∩W˜n). Together, these problematic
eigenvalues are exactly the eigenvlaues on the quotient, spec(Vn∣Vn / (Wn ∩ W˜n)). Note
that in the particular case where Wn = W˜n this set is empty.
The non-problematic eigenvalues of Vn∣V are those of multiplicity one with eigenvector
in Wn ∩ W˜n, in other words, exactly the eigenvalues of spec(Vn∣Wn ∩ W˜n).
Proposition 1.3. Tz,n is not defined if βz,n = 0 or if z = λ ∈ spec(Vn∣Vn / (Wn ∩ W˜n)).
Tz,n is not invertible if γz,n = 0. In all other cases, in particular if λ ∈ spec(Vn∣Wn ∩ W˜n),
the transfer matrix Tλ,n is well defined (by holomorphic extension) and invertible. In these
1exp(iR)SL(2,R) denotes the set of 2× 2 matrices T which can be written as T = eirT ′ with r ∈ R and
T ′ ∈ SL(2,R).
2H+ does not depend on Υ1.
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cases also the vector Ψxλ,n (as defined in (1.14) below) associated to a solution (x, x˜) of
the transfer matrix equation is well defined.
After these extensions we let
An ∶= {z ∈ C ∶ Tz,n or T−1z,n is not defined } . (1.11)
Thus An = {z ∶ βz,nγz,n = 0} ∪ spec(Vn∣Vn / (Wn ∩ W˜n)).
Bl,m ∶= ⋃
l≤n≤mAn , B∞ ∶= B−∞,∞ = ∞⋃n=−∞An (1.12)
where we allow l = −∞ or m =∞. Furthermore, for l ≤m; l,m ∈ Z, z /∈ Bl+1,m we define
Tz,l,m ∶= Tz,mTz,m−1 ⋯ Tz,l+1, Tz,l,l ∶= 1 and Tz,m,l ∶= (Tz,l,m)−1 . (1.13)
One should think of Ð→x n ∶= ( an+1xn+1x˜n ) for a solution as the n-th vector and Tz,l,m mapsÐ→x l to Ð→xm and we have the special one-step transfer matrices Tz,n = Tz,n−1,n. If we do
not have a broken channel, then except for countably many energies, all transfer matrices
are defined and invertible. At each n, Tz,n is not defined for only finitely many energies.
More precisely, det(Vn − z)βz,n = 0 leads to a polynomial equation of degree n− 1 so it has
n − 1 solutions in z counted with multiplicity. Also, γz¯,n = β¯z,n so the energies where Tz,n
is not invertible relate to complex conjugate energies where Tz,n is not defined. The used
indices and induced index shifts can be sometimes confusing, therefore it is good to keep
the following schematic picture in mind:
Any pair of sequences (xn+1, x˜n)n solving the above equation (1.10) for some interval
n ∈ [m, l]∩Z will be called a solution of the transfer matrix equation at z. Such a solution
will simply be abbreviated by (x, x˜) or simply by x. Note that the sequence xn actually
also defines the sequence x˜n by (1.10). For any such solution we let
Φxz,n ∶= an+1xn+1 Φz,n , Υxz,n ∶= anx˜n−1 Υz,n , Ψxz,n ∶= Φxz,n + Υxz,n (1.14)
so that ⊕nΨxz,n is the (formal) solution of the eigenvalue equation.
We will work with some special solutions and let (uz, u˜z) and (wz, w˜z) be the solutions
at z with uz,1 = 1 = w˜z,0a1 and u˜z,0 = 0 = wz,1. Then
Tz,0,n = (an+1uz,n+1/a1 an+1wz,n+1a1u˜z,n/a1 w˜z,na1 ) = (an+1uz,n+1 an+1wz,n+1u˜z,n w˜z,n )(a−11 a1) (1.15)
and we will use Φuz,n, Υ
u
z,n, Ψ
u
z,n instead of Φ
uz
z,n, Υ
uz
z,n, Ψ
uz
z,n, respectively. This particular
choice of solutions mimics the explicit dependence of the transfer matrices on a1 for n ≥ 1.
Since H+ does not depend on a1 this choice makes sense for considering H+.
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1.4. Spectral Theory. From now we will always assume that H and hence also H± are
uniquely self-adjoint.
Besides the eigenfunctions of Vn∣V⊥n, let us first classify all further eigenfunctions with
finite support. Such eigenfunctions can be created on shells between non-existent transfer
matrices. First, if for a real value λ ∈ R the transfer matrix Tλ,n does not exist, then we
associate ’boundary conditions’ on the left and right of Sn (cf. Lemma 4.1). Therefore,
we define for λ ∈ An ∩RÐ→x (−)λ,n ∶= (a2n+1αλ,n1 ) or Ð→x (−)λ,n ∶= (10) if ∣αλ,n∣ =∞ (1.16)
and Ð→x (+)λ,n ∶= ( 1δλ,n) or Ð→x (+)λ,n ∶= (01) if ∣δλ,n∣ =∞. (1.17)
In these definitions, αλ,n = Υ∗n(Vn −λ)−1Υn exists if the restriction Vn −λ∣Wn is invertible,
otherwise ∣αλ,n∣ =∞. Similarly, δλ,n exists if and only if Vn − λ∣W˜n is invertible, otherwise∣δλ,n∣ =∞.
Theorem 1. Let λ ∈ R and let the channel not be broken somewhere. Then, we have the
following:
(i) Suppose l ≤m, λ /∈ Bl+1,m, λ ∈ Al∩Am+1 and Tλ,l,mÐ→x (+)λ,l = CÐ→x (−)λ,m+1 for some constant
C ∈ C. Then, H∣V has precisely one eigenfunction (up to scalars) with eigenvalue λ
which is supported on ⋃m+1n=l−1 Sn. For l > 0 this is also an eigenfunction of H+.
(ii) Suppose Tλ,n exists for 1 ≤ n ≤ m and not for n = m + 1 and Tλ,0,m ( 10 ) = CÐ→x (−)λ,m+1.
Then, H+∣V+ has precisely one eigenfunction (up to scalars) with eigenvalue λ which
is supported on ⋃m+1n=1 Sn.
(iii) Any eigenfunction of H∣V or H+∣V+ with compact support is a finite sum of such
eigenvectors as in (i) or (ii).
(iv) Let λ ∈ Al, λ /∈ An for all n > l and let ( an+1xn+1x˜n ) = Tλ,l,nÐ→x (+)λ,l , be the corresponding
solution for l < n. Then, for some specific ψl ∈ `2(Sl) the vector ψl ⊕⊕n>l Ψxλ,n is a
formal solution of HΨ = λΨ. If it is in `2(G), then it is the unique eigenfunction
(up to scalars) of H∣V (and H+∣V+ if l > 0) with eigenvalue λ which is supported on⊔∞n=l Sn.
(v) Let λ ∈ Am+1, λ /∈ An for all n ≤ m and let ( an+1xn+1x˜n ) = Tλ,m,nÐ→x (−)λ,m+1, be the
corresponding solution for n <m. Then, for some specific ψm+1 ∈ `2(Sm+1) the vector⊕n≤mΨxλ,n ⊕ ψm+1 is a formal solution of HΨ = λΨ. If it is in `2(G), then it is the
unique eigenfunction (up to scalars) of H∣V (and H+∣V+ if l > 0) with eigenvalue λ
which is supported on ⊔m+1n=−∞ Sn.
Remark. In case (ii), the special limiting case where m = 0 and Tλ,1 is not defined withÐ→x (−)λ,1 = ( 10 ), i.e. Φ∗1(V1 − λ)−1Φ1 = 0 leads to an eigenvector ϕ of W1 ∩ W˜⊥1 which is for-
mally already included in Proposition 1.2. The existence of Tλ,1 depends on the Υ1 but
changing this vector does not change the operator H+, it however changes the space V1. If
an eigenvector of H+ for λ lies in V⊺1 it does not affect existence of Tλ,1, but if it lies in
V1 ∖ W˜1, then Tλ,1 does not exist.
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Thus, real values were certain transfer matrices do not exist can lead to compactly
supported eigenfunctions. Complex energies where certain transfer matrices do not exist
could be seen as some form of resonances but it might be interesting to classify these
further.
Let us now define the spectral measures µΨ and µ
±
Ψ by⟨Ψ; f(H♭)Ψ⟩ = ∫
R
f(λ)µ♭Ψ(dλ) (1.18)
where ♭ either denotes +, − or no upper index. For simplicity we may write µ♭Υn and µ♭Φn
instead of the formally correct notation µ♭PnΥn or µ♭PnΦn .
Theorem 2. Let H and hence also H+ be uniquely self-adjoint and let the channel not be
broken.
(i) There is some pure point measure ν+ supported on B1,∞ ∩ R and induced by the
eigenvectors as in Theorem 1, such that
a21 dµ
+
Υ1(λ) = dν+(λ) + limn→∞pi−1 ∥Tλ,0,n ( 10 )∥−2 dλ (1.19)
where dλ denotes the ordinary Lebesgue measure along R and the limit is a weak
limit of measures.
(ii) For ϕ ∈ Vn ⊂ `2(Sn), n ∈ N we find that µ+Pnϕ is absolutely continuous with respect
to µ+Υ1 on R ∖B1,n and in the sense of an µΥ1-almost sure defined Radon Nikodym
derivative,
dµ+Pnϕ(λ)
dµ+Υ1(λ) = ∣ϕ∗Ψuλ,n∣2 , λ ∈ R ∖B1,n . (1.20)
(iii) There is some positive pure point measure ν supported on B∞ ∩ R and induced by
the eigenvectors as in Theorem 1, such that for any sequence of real unit vectorsÐ→xm ∈ R2 we have
d (a21µΥ1 + µΦ0 − ν) (λ) =
= lim
m,n→∞ dλpi
∥Tλ,−m,0Ð→xm∥2∥Tλ,−m,nÐ→xm∥2 = limm,n→∞ dλpi ∥Tλ,0,n Tλ,−m,0
Ð→xm∥Tλ,−m,0Ð→xm∥∥
−2
(1.21)
= lim
m,n→∞ dλpi2 ∫ pi0 dθ {∥Tλ,0,−m ( cos(θ)sin(θ) )∥−2 ∥Tλ,0,n ( cos(θ)sin(θ) )∥−2 } . (1.22)
where dλ denotes the ordinary Lebesgue measure along R. The double limits m,n→∞ are weak limits of measures and can be taken along any sequence nk,mk.
(iv) For ϕ ∈ Vn ⊂ `2(Sn), n ∈ Z we find that µPnϕ is absolutely continuous with respect to
µΦ0 + µΥ1 on R ∖B∞ and for the Radon-Nikodym derivative we find
dµPnϕ(λ)
d(µΥ1 + a21µΦ0)(λ) ≤ ∣ϕ∗Ψuλ,n∣2 + ∣ϕ∗Ψwλ,n∣2 (1.23)
Remark. (i) Note that H+ does not depend on Υ1 and a1, but Tz,1, Tz,0,n, ν+(dλ) and
also A1, B1,n do. Particularly, this means that one can take any Υ /∈ W˜⊥0 (no broken
channel) and apart from the eigenvalues as classified in Theorem 1, the measure µ+Υ
gives the spectral type of H+∣V+. For some choices of Υ1 = Υ the measure ν+ has
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additional support on some points coming from eigenfunctions of H+ supported in
S1.
(ii) The measure µΦ0 + µΥ1 gives the spectral type of H∣V apart from the possible eigen-
values in B∞ with eigenfunctions as described in Theorem 1.
An immediate consequence is the following criteria for pure absolutely continuous spec-
trum which is well known in the Jacobi operator case [CL, LS]. It follows directly from
the above Theorem with essentially the same proof as in [LS, Theorem 1.3]
Theorem 3. Assume that for some p > 2 and some interval (a, b) one has
lim inf
n→∞ ∫ ba ∥Tλ,0,n∥p dλ < ∞ .
Then, the interval [a, b] is in the spectrum of H+∣V+ and of H∣V. Furthermore, the spec-
trum of H+∣V+ is purely absolutely continuous in (a, b)∖B1,∞ and the spectrum of H∣V is
purely absolutely continuous in (a, b) ∖B∞. Moreover, the density of µ+Υ1 and µΥ1 + µΦ0
restricted to (a, b) ∖B∞ with respect to the Lebesgue measure is in Lp/2((a, b)). Possible
eigenfunctions with eigenvalues in (a, b) ∩B∞ are of the form as described in Theorem 1.
2. Application to random operators
One may choose the data Ξn ∶= (Vn, an, ,Φn, Υn) as random variables depending on
some element ω in an abstract probability space Ω. If we make sure to almost surely fulfill
some unique self-adjointness criterion then we create a random family of Hermitian one-
channel operators Hω (and H+ω in the half space), with respect to a fixed (non-random)
partition S.
In this case, αz,n, βz,n, γz,n, δz,n are random variables. Moreover, the sets An and hence
B1,∞,= B1,∞(ω), B∞ = B∞(ω) are random as well as the spaces V = Vω and V+ = V+ω. If
one chooses (Ξn(ω))n to be stochastically independent (with respect to n), then for any
fixed z, the vectors transfer matrices will be stochastically independent in n as well.
In order to make the statement a bit easier let us give the following definition.
Definition 6. Let (Xn)n∈N be some sequence of real or complex valued random variables
and let (tn)n∈N, tn > 0 be some sequence of positive numbers with tn → 0 for n →∞. We
say that Xn is well-balanced order O(tn) close to X ∈ C up to K moments, iff there are
constants Ck, k = 0,1, . . .K such that
E(∣Xn −X ∣k) ≤ Ck tkn and ∣E(Xn) −X ∣ < C0t2n
for all n ∈ Z+ and all k = 1, . . . ,K. Here and below, E will always denote the expectation
value of a random variable. Symbolically we will write
Xn
O(tn)ÐÐÐ→
K
X and Xn
O(tn)ÐÐÐ→X
if it holds for every K ∈ N. While ∣Xn −X ∣ can fluctuate on the order of tn, the second,
well-balanced condition states that the expectation E(Xn) only fluctuates to the order of
t2n around X.
A family (Xn(λ))n depending on an additional parameter λ ∈ I is uniformly well-balancedO(tn) close to X(λ) up to K moments if one can choose the constants Ck(λ) as above
to be uniformly bounded in λ ∈ I. Finally we make the same definition for sequences of
vector valued random variables by considering each component individually.
SPECTRAL THEORY OF ONE-CHANNEL OPERATORS 11
Theorem 4. Let Hω be some random family of Hermitian one-channel operators (with
respect to a fixed partition S) such that the transfer matrices (Tλ,n)n are stochastically
independent in n. Let I ⊂ R be some open set and for λ ∈ I let3 T (λ) ∈ exp(iR)SL(2,R)
be some continuous function and (tn)n some sequence such that∞∑
n=1 t2n <∞ and ∣Tr(T (λ))∣ < 2 and Tλ,n O(tn)ÐÐÐ→4 T (λ)
uniformly on compact intervals λ ∈ [a, b] ⊂ I.
Then, the spectrum of Hω ∣Vω in I ∖B∞ and the spectrum of H+ω ∣V+ω in I ∖B1,∞ is almost
surely purely absolutely continuous.
Now as an application we will consider the Anderson model on certain graphs which
generalize the antitrees as considered in [Sa3]. For this we will focus on ’half-space’ cases,
this means that the index n will now only go through N and the random operator Hω
corresponds to H+ above.
2.1. Partial antitrees. A partial antitree is a graph G of the following structure: As a
point set, the graph is the disjoint union of finite sets,
G = ∞⊔
n=1Rn, where rn ∶= #(Rn) <∞
denotes the number of vertices in Rn and we assume that
r3n−2 > 0, r3n−1 ≥ 0, r3n > 0 for n ∈N .
So in particular we allow that some of the sets R3n−1 for some n ∈ N are empty, but the
sets R3n and R3n+1 are never empty. Between the points R3n and R3n+1 we draw every
edge, i.e. every vertex of R3n is connected to each vertex of R3n+1 and the edge weights
will be re-normalized. These are the antitree-type connections as in [Sa3]. In order to
describe them later let us define the unit vector
ϕn ∶= 1√
rn
⎛⎜⎝
1⋮
1
⎞⎟⎠ ∈ `2(Rn) ≅ Crn .
For the connections within a group
Sn ∶= R3n−2 ⊔R3n−1 ⊔R3n, n ≥ 1
we just want Sn to be a connected graph for a most general partial antitree.
The partition S = (Sn)n∈N is a quasi-spherical partition. The #(Sn) × #(Sn) matrix
An shall describe the edges and weights of connections within Sn, i.e. (Sn)ij = 0 if there
is no edge between i, j ∈ Sn and (Sn)ij = (Sn)ji ∈ R denotes the weight of an edge between
i, j ∈ Sn if there is one. Then letting
Υn = ⎛⎜⎝
ϕ3n−2
0
0
⎞⎟⎠ Φn =
⎛⎜⎝
0
0
ϕ3n
⎞⎟⎠ , an = −1 and Vn = An
3exp(iR)SL(2,R) denotes the set of 2 × 2 matrices which are given by the product of a unit element
times a real matrix with determinant 1. For real λ all transfer matrices Tλ,n which exist are of this form.
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the adjacency operator A of the partial antitree corresponds to H+ as in (1.2) and (1.3)4.
We call this part of the adjacency operator An as for the Anderson model later we will
change to Vn and add an additional random diagonal potential.
Remark 2.1. Note that if we set R3n−1 = ∅ for all n, hence, Sn = R3n−2 ⊔R3n, and connect
each vertex of R3n−2 with each one of R3n and normalize the weights by 1/√r3n−2r3n then(G,A) corresponds to an antitree with normalized edge weights as defined in [Sa3] and
An = ( 0 ϕ3n−2ϕ∗3nϕ3nϕ∗3n−2 0 ).
Here we will work with some examples with additional homogeneity structures and
consider the following partial antitrees:
Example 1: The stretched antitree Ss associated to the sequence s = (sn)n, sn ∈N: Here,
r3n−1 = 0, i.e. R3n−1 = ∅ for all n ∈ N, and r3n−2 = r3n = sn and An = ( 0 11 0 ) where each
entry is an sn × sn block. See Figure 1
Example 2: A partial antitree with homogeneous connecting modes: Let k1, k2, k3 be
positive integers5 and k = k1+k2+k3. We assume that rn = #(Rn) is divisible by ki for n ≡ j
mod 3, (j = 1,2,3) and we split Rn = ⊔kji=1Rn,i into sets of equal size, i.e. #(Rn,i) = rn/kj .
We either assume r3n−1 > 0 for all n in which case k2 > 0, or r3n−1 = 0 for n in which case we
set k2 = 0. Then let O ∈ O(k) be an orthogonal6, k × k matrix and let a = diag(a1, . . . , ak)
be a real diagonal matrix. Then we let On be a (r3n−2+r3n−1+r3n)×k = #(Sn)×k matrix
as operator from Ck to `2(Sn) defined by
(On)im = ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
√
kj/r3n−2 O`m, if i ∈ R3n−2,`, ` = 1, . . . , k1;√
kj/r3n−1 O`+k1,m, if i ∈ R3n−1,`, ` = 1, . . . , k2;√
kj/r3n O`+k1+k2,m, if i ∈ R3n−2,`, ` = 1, . . . , k3;
Note that On ∶ Ck → `2(Sn) is an isometry, O∗nOn = 1. Then we let An ∶= OnaO∗n. We
denote this partial antitree by G = Ar(k⃗,O,a) or short Ar, where r = (rn)n symbolizes the
sequence rn and k⃗ = (k1, k2, k3) the vector k.
The vectors in O represent shapes of spherical waves. For knowing the graph structure
and weighs it is sufficient to know OaO∗. Some special example below are the graphs Âr
with k1 = k2 = k3 = 2 and OaO∗ = ( 0 1 01 0 1
0 1 0
) where each entry is a 2 × 2 matrix and OaO∗ is
a 6 × 6 matrix. Some example is given in Figure 2.
2.2. Anderson type models. The Anderson type model on these graph structures is
then an operator given by the sum of the adjacency operator and a random independent
identically distributed potential. The distribution of a single potential will be called ν.
Assumption. The single site distribution ν is a probability distribution on R which is
compactly supported. Moreover, by [σ−, σ+] we denote the convex hull of the support of ν
so that in particular
suppν ⊂ [σ−, σ+] .
4One may note that the choice of Υ1, a1 does not change the operator H+
5we allow k2 = 0 iff r3n−1 = 0 for all n, otherwise k2 > 0, we always will have k1 > 0, k3 > 0
6i.e. O∗ = O⊺ = O−1
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Figure 1. example Ss
Figure 2. example for Âr, with
Rn,1 above and Rn,2 below
Then, to construct the random potential we let (Ω,A,P) = ([σ−, σ+],B, ν)⊗G be the
product space with product measure (B denotes the Borel sigma-algebra), where either
G = Ss in the stretched antitree example or G = Ar. Then the random potential Vω is a
multiplication operator on `2(G) given byVωψ(x) = ωxψ(x) where ω = (ωx)x∈G ∈ [σ−, σ+]G . (2.1)
The Anderson model is then given by the random operatorHω = A + Vω . (2.2)
Now we will describe the region in which we find absolutely continuous spectrum forHω under a certain growth condition. For Example 1 we first define
I− ∶= {λ ∈ R ∶ ∣λ−x∣ < 1 for all x ∈ suppν} , I+ ∶= {λ ∈ R ∶ ∣λ−x∣ > 1 for all x ∈ suppν} (2.3)
and for λ ∈ I− ∪ I+ we can then define
αSλ = ∫ x′ − λ(x′ − λ)(x − λ) − 1dν(x)dν(x′) (2.4)
βSλ = ∫ 1(x′ − λ)(x − λ) − 1dν(x)dν(x′) (2.5)
and let
IS,ν ∶= {λ ∈ I+ ∪ I− ∶ ∣βSλ + [1 − (αSλ)2]/βSλ∣ < 2} . (2.6)
For Example 2 let us first define the following unit vectors Υ, Φ ∈ Ck by
Υj = ⎧⎪⎪⎨⎪⎪⎩1/
√
k1 if j ≤ k1
0 if k1 < j ≤ k , Φj =
⎧⎪⎪⎨⎪⎪⎩0 if j ≤ k1 + k21/√k3 if k1 + k2 < j ≤ k . (2.7)
Moreover, we let D be the set of diagonal k × k matrices with σ− ≤ D ≤ σ+ and take I0 to
be the set of λ /∈ [σ−, σ+] where D +OaO∗ is invertible and Υ∗(D +OaO∗)−1Φ ≠ 0 for all
D ∈ D, i.e.
I0 = {λ ∈ R ∶ λ /∈ [σ−, σ+] and Υ∗(D − λ +OaO∗)−1Φ ≠ 0, ∀D ∈ D } .
Now, for λ /∈ [σ−, σ+] let us define the harmonic average
hλ = (∫ (x − λ)−1 dν(x))−1 , (2.8)
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and for λ ∈ I0 let (αAλ βAλ
βAλ δ
A
λ
) = (Υ∗
Φ∗)(hλ1 +OaO∗)−1 (Υ Φ) . (2.9)
Finally, define
IA,ν = {λ ∈ I0 ∶ ∣βAλ + [1 − αAλδAλ ]/βAλ ∣ < 2} . (2.10)
Theorem 5. Let Hω be the Anderson model on `2(G) fulfilling the assumptions above
with either G = Ss or G = Ar as described in Examples 1 and 2 as above.
(i) For Example 1, assume that ∑∞n=1 s−1n < ∞, then IS,ν ⊂ spec(Hω) almost surely and
the spectrum of Hω in IS,ν is almost surely purely absolutely continuous.
(ii) For Example 2, in case r3n−1 = 0 for all n, assume that ∑∞n=1(min(r3n−2, r3n))−1 <∞,
and for the case rn > 0 for all n let ∑∞n=1(min(r3n−2, r3n−1, r3n))−1 <∞.
In these cases, IA,ν ⊂ spec(Hω) almost surely and the spectrum of Hω is almost surely
purely absolutely continuous in IA,ν
Remark. (i) In all cases we would like to note that the conditions for obtaining abso-
lutely continuous spectra are fulfilled if rn ∼ nd (i.e. sn ∼ nd in Example 1) and d > 2
in which case the underlying graphs have a d-dimensional growth rate for dimension
d > 2.
(ii) Let us note that for small σ± the set IS,ν is an order σ = max{∣σ−∣, ∣σ+∣} perturbation7
of I = (−2,−1) ∪ (−1,1) ∪ (1,2) and not empty for small σ.
(iii) For the example Ar = Âr as above we find
IA,ν = {λ ∶ ∣hλ∣ < 2, ∣hλ∣ ≠ 1} ∩ {λ ∈ R ∶ ∀ε ∈ [σ−, σ+] ∶ ε − λ /∈ {−√2,0,√2}}
which for small σ± is an order σ perturbation of
Iˆ = (−2,−√2) ∪ (−√2,−1) ∪ (−1,0) ∪ (0,1) ∪ (1,√2) ∪√2,2) .
3. Proof of Proposition 1.3
Here we prove Proposition 1.3. Recall that Wn and W˜n are the cyclic spaces with
respect to Vn generated by Υn and Φn, respectively. Moreover, Vn =Wn + W˜n.
As each eigenvalue in Wn, W˜n has maximum multiplicity 1, λ ∈ spec(Vn∣Wn ∩ W˜n)
means that Wn and W˜n contain the same normalized eigenvector ζ and the multiplicity
of λ in Vn is also just one. Moreover, let a ∶= ζ∗Υn ≠ 0 and b ∶= ζ∗Φn ≠ 0. We have to
show that the formal appearing order (λ − z)−1 terms in the definition of Tz,n cancel in
the limit z → λ and Tλ,n is well-defined. With meromorphic functions αˆz, βˆz , γˆz and δˆz
all being equal to 1 at z = λ we find
αz,n = ∣a∣2
λ − z αˆz , βz,n = a¯bλ − z βˆz , γz,n = b¯aλ − z γˆz , δz,n = ∣b∣2λ − z δˆz ,
which leads to
Tz,n = (a−1n (λ − z)βˆ−1z 1a¯b −an ab αˆzβˆ−1z
a−1n b¯a¯ δˆzβˆ−1z an ab¯λ−z [γˆz − δˆzβˆ−1z αˆz]) .
7an order σ perturbation of a union of m intervals is a union of m similar intervals where the boundary
values of each interval change of order σ.
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Noting that γˆz − δˆzβˆ−1z αˆz = 0 at z = λ and as it is meromorphic, we find the limit
Tλ,n = ( 0 −an ab−1a−1n b¯a¯−1 an ab¯ ddz [δˆλβˆ−1λ αˆλ − γˆλ])
where in the lower right entry we take the derivative of z ↦ [δˆzβˆ−1z αˆz − γˆz] at z = λ. We
also have
Υz,n = a
λ − z ζ + Υˆz , Φz,n = bλ − z ζ + Φˆz ,
where Υˆz and Φˆz are holomorphic at z = λ. We therefore obtain
anx˜n−1Υz,n = anx˜n−1 ( a
λ − z ζ + Υˆz)
and
an+1xn+1Φz,n = ((λ − z)xn
βˆz a¯ b
− anx˜n−1αˆzβˆ−1z ab) ( bλ − z ζ + Φˆz) .
Adding these terms leads to
Ψxz,n = anx˜n−1 (a − aαˆzβˆ−1zλ − z ) ζ + Ψˆxz,n
where Ψˆxz,n is holomorphic at z = λ. As αˆzβˆz is holomorphic and equal to 1 at z = λ we
see that the limit Ψxλ,n exists.
In the case where λ is a simple eigenvalue of Wn but not of W˜n we find b = ζ∗Φn = 0
causing the problem that βz,n /→∞ for z → λ, but αz,n →∞ for z → λ, hence αz,nβ−1z,n has
infinite limit. Vice versa, if λ ∈ spec(W˜n) but λ /∈ spec(Wn) we get a blow up of δz,nβ−1z,n
Finally, if λ ∈ spec(Vn∣Vn) is a double eigenvalue, then we should replace a and b by
vectors a, b being the projections of Υn and Φn onto this two dimensional eigenspace.
Note that this means a ∈Wn and b ∈ W˜n and a and b are not zero and not co-linear. If a
and b are orthogonal, then βz,n stays bounded while αz,n, δz,n →∞ for z → λ and we have
the same problem as before. If they are not orthogonal, then the products a¯b and b¯a are
replaced by a∗b and b∗a in the relations above for βz,n and γz,n and we obtain
γz,n − δz,nβ−1z,nαz,n = ∣b∗a∣2γˆz − ∣a∣2 ∣b∣2 δˆzβˆ−1z αˆz(λ − z)a∗b .
For z → λ the numerator converges to ∣b∗a∣2 − ∣a∣2 ∣b∣2 which is negative and not zero by
Cauchy-Schwarz as a and b are not co-linear. Hence the expression converges to ∞ for
z → λ and the matrix Tλ,n is not defined.
4. Eigenfunctions with finite support
Here we want to classify the eigenfunctions of finite support other than the ones sup-
ported in one shell coming from Vn∣V⊥n. Thus, we may assume Vn = `2(Sn) and each
eigenvector of Vn overlaps with Φn or Υn.
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Lemma 4.1. Assume HΨ = λΨ, λ ∈ R and as above, let xn = Υ∗nΨn and x˜n = Φ∗nΨn.
Assume that Tλ,n is not defined, i.e. λ ∈ An ∩ R. Then, one has the following local
’boundary conditions’ at n: At the left to the shell Sn one finds ( anxnx˜n−1 ) = CÐ→x (−)λ,n, i.e.
(anxn
x˜n−1) = C ⋅ (b2nΥ∗n(Vn − λ)−1Υn1 ) or x˜n−1 = 0
depending on whether Υ∗n(Vn −λ)−1Υn exists or not. At the right to the shell Sn one finds( an+1xn+1x˜n ) = CÐ→x (+)λ,n, i.e.
(an+1xn+1
x˜n
) = C ⋅ ( 1
Φ∗n(Vn − λ)−1Φn) or xn+1 = 0
depending on whether Φ∗n(Vn − λ)−1Φn exists or not.
Note, that formally the equations x˜n−1 = 0 or xn+1 = 0 can be included in the other
equations with ∣Υ∗n(Vn −λ)−1Υn∣ =∞ or ∣Φ∗n(Vn −λ)−1Φn∣ =∞, respectively, interpreted as
an equation on projective space.
Proof. Start with the equation
0 = (Vn − λ)Ψn = an+1Φn xn+1 + anΥn x˜n−1 (4.1)
which follows from HΨ = λΨ. There are four cases where Tλ,n is not defined.
Case 1: λ /∈ spec(Vn∣Vn), βλ,n = 0 = γλn , i.e. Φ∗n(V − λ)−1Υn = 0 = Υ∗n(V − λ)−1Φn.
Multiplying (4.1) with Φ∗n(Vn−λ)−1 or Υ∗n(Vn−λ)−1 leads directly to the claimed equations.
Case 2: There exist a,b ∈ ker(Vn − λ) with a∗Υn ≠ 0,a∗Φn = 0 = b∗Φn,b∗Φn ≠ 0. In this
case, neither Υ∗n(Vn − λ)−1Υn nor Φ∗n(Vn − λ)−1Φn exist. Multiplying (4.1) with a∗ from
the left, one immediately gets u˜n−1 = 0. Multiplying with b∗ from the left gives un+1 = 0.
Case 3: Vn − λ∣W˜n is invertible, and there exists a ∈ ker(Vn − λ) with a∗Υn ≠ 0,a∗Φn = 0.
In this case Φ∗n(Vn −λ)−1Φn exists (calculated by restriction to W˜n). Multiplying (4.1) by
a∗ from the left first gives u˜n−1 = 0. Plugging this back in (4.1) one obtains an equation
within the vector space W˜n. Multiplying by Φ∗n(Vn − λ)−1 from the left then gives the
corresponding condition at the right of Sn.
Case 4: Vn −λ∣Wn is invertible, and there exists b ∈ ker(Vn −λ) with b∗Φn ≠ 0,b∗Υn = 0.
Here, Υ∗n(Vn − λ)−1Υn exists. This case is symmetric to case 3 and everything follows
analogously. 
Now we have the ingredients to classify the compactly supported eigenvectors of H∣V
or H+∣V+.
Proof of Theorem 1. In part (i) we have λ ∈ R ∩ Al ∩ Am+1 and λ /∈ Bl+1,m. By the
assumptions, there exists a (unique) solution (xn+1, x˜n)mn=l of the transfer matrix equation
with ( al+1xl+1xl ) = Ð→x (+)λ,l and ( am+1xm+1xm ) = CÐ→x (−)λ,m. For l < m ≤ n let Ψn ∶= an+1xn+1Φλ,n +
anx˜n−1Υλλ, cf. (1.14). Moreover, using the case classification in the proof of Lemma 4.1
we let
Ψl ∶= al+1ul+1(Vl − λ)−1Φl ∈ W˜l in Case 1 and 3
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(which are the cases where Vl − λ∣W˜l is invertible) and
Ψl ∈ W˜l such that VnΨl = λΨl and Φ∗l Ψl = ul in Case 2 and 4.
Note that also in the Cases 2 and 4, Ψl is uniquely defined and a multiple of the vector b
as in the proof of Lemma 4.1. Similarly, we let
Ψm+1 ∶= amu˜m (Vm+1 − λ)−1Υm in Case 1 and 4
(which are the cases where Vm − λ∣Wm+1 is invertible) and
Ψm+1 ∈Wm+1 such that Vm+1Ψm+1 = λΨm+1 and Υ∗m+1ψm+1 = um+1
in Case 2 and 3. Moreover, let Ψn = 0 for n < l or n > m + 1. Then, it is easy to check
that HΨ = λΨ for Ψ =⊕nΨn. Any other eigenfunction Θ ∈ V for the eigenvalue λ, which
is supported on ⊔m+1n=l Sn satisfies Υ∗n+1Θn+1 = Cun+1 and Φ∗nΘn = Cu˜n for l ≤ n ≤ m and
some fixed C by Lemma 4.1. Let ψ = CΨ −Θ, from (1.5) it follows that ψn = 0 except for
n = l and n = m + 1, and one has Φ∗l ψl = 0 = Υ∗m+1ψm+1 = 0. This leads to Vlψl = λψl and
Vm+1ψm+1 = λψm+1. The equation at l − 1 or m + 2 also reveals Υ∗l ψl = 0 = Φ∗m+1ψm+1. All
together we find ψl ∈ V⊥l and ψm+1 ∈ V⊥m+1. As ψ ∈ V this gives ψ = 0 and thus Θ = CΨ
which finishes the proof of part (i). Part (ii) works with the same construction.
For part (iii), let us focus again on the operator H, the calculations for H+ are analogue.
Assume HΘ = λΘ, Θ ∈ V, Θl ≠ 0,Θm ≠ 0, and Θn = 0 for n < l and n > m. Moreover, let
un = Υ∗nΘn and u˜n = Φ∗nΘn. Then, the eigenvalue equation (1.5) at n = l − 1 gives ul = 0
and of course we have u˜l−1 = 0. Similarly, we find u˜m = 0 = um+1.
Claim: Neither Tλ,l nor Tλ,m are defined.
If Tλ,l were well defined, then ( al+1ul+1u˜l ) = Tλ,l0 = 0 and by similar considerations as above
we get VlΘl = λΘl and Θl ∈ V⊥l , hence Θl = 0, which contradicts our assumptions. Thus
Tλ,l is not defined. A similar argument gives that Tλ,m is not defined.
Now, if Tλ,n is well defined for all l < n <m, then part (i) shows Θ = CΨ for some Ψ as
constructed above. Otherwise, let l <m′ <m be the smallest number such that Tλ,m′ is not
defined. Lemma 4.1 and similar arguments as above give some eigenfunction Ψ supported
on ⋃m′n=l Sn as in (i) and a constant C such that Θ−CΨ is supported on ⋃mn=m′ Sn. Iterating
the process shows that Θ is a linear combination of vectors Ψ as constructed in part (i).
Parts (iv) and (v) are very analogue to (i). 
5. Basic Green’s function identities
5.1. Finite cut off operators. Let HN,c be the restriction of H+ to ⊕nk=1 `2(Sk) =⊕nk=1Csk with boundary conditions Ψ0 = 0 and aN+1Υ∗N+1ΨN+1 = cΦ∗NΨN . Then, HN,0
has Dirichlet boundary conditions andHN,c =HN,0 − cPNΦNΦ∗NP ∗N
is a self-adjoint matrix for real c. For c ∈ R, z /∈ spec(Hn,c) we define
mN,c(z) ∶= ⟨P1Υ1; (HN,c − z)−1P1Υ1⟩ = Υ∗1P ∗1 (HN,c − z)−1P1Υ1 (5.1)
and
m˜N,c(z) ∶= ⟨P1Φ1; (HN,c − z)−1P1Φ1⟩ = Φ∗1P ∗1 (HN,c − z)−1P1Φ1 (5.2)
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Furthermore, let (x(N,c)z , x˜(N,c)z ) be the solution at the spectral parameter z with the
right boundary condition
aN+1 x(N,c)z,N+1 = c , x˜(N,c)z,N = 1 .
One should note that formally changing a1 does not change the operator HN,c, it does also
not change uz,n, u˜z,n, wz,n, w˜z,n, xz,n, x˜z,n for positive n ≥ 1. However, x˜z,0 is proportional
to 1/a1, thus the products a1x˜z,0 and det(Tz,0,n) are independent of the choice of a1.
Lemma 5.1. We have
uz,n+1
uz¯,n+1 = wz,n+1wz¯,n+1 = u˜z,nu˜z¯,n = w˜z,nw˜z¯,n = det(Tz,0,n) ,
an+1 (uz¯,n+1 w˜z,n − wz,n+1 u˜z¯,n) = 1
and
x
(N,c)
z¯,n+1 = x(N,c)z,n+1 det(Tz,n,N) , x˜(N,c)z¯,n = x˜(N,c)z,n det(Tz,n,N) .
Proof. Note that T¯z¯,n = Tz,nβz,nγ−1z,n = Tz,n/det(Tz,n) and uz,1, u˜z,0,wz,1, w˜z,0, x(N,c)z,N+1 and
x˜
(N,c)
z,N are all real, e.g. in R. With (1.15) this immediately gives the identities above. 
For complex z and real c the solutions (x(N,c)z , x˜(N,c)z ) and (uz, u˜z) can not be co-linear,
otherwise z would be an eigenvalue of HN,c. Hence, x˜(N,c)z,0 ≠ 0. Note that for an operator G
on `2(G) or⊕k∈I `2(Sk) with m,n ∈ I the operator P ∗mGPn makes sense as a sm×sn matrix.
Our aim is now to get expressions for the resolvent, in particular P ∗m(HN,c − z)−1Pn.
We have to solve (HN,c − z)Ψ = Pnϕ, where 1 ≤ n ≤ N, ϕ ∈ `2(Sn). Furthermore, for the
unique solution (Ψ1, . . . ,ΨN) we let xn ∶= Υ∗nΨn and x˜n = Φ∗nΨn. For simpler notation we
will use xz,n and x˜z,n instead of x
(N,c)
z,n and x˜
(N,c)
z,n .
Using the right and left boundary conditions and the fact that ((H − z)Ψ)m = 0 for
m ≠ n, we obtain:
Ψm = Φz,m am+1xm+1 +Υz,mamx˜m−1 for m ≠ n (5.3)
and
xm = ⎧⎪⎪⎨⎪⎪⎩c1uz,m for m ≤ nc2xz,m for m > n and x˜m =
⎧⎪⎪⎨⎪⎪⎩c1u˜z,m for m < nc2x˜z,m for m ≥ n (5.4)
for some (z and ϕn-dependent) constants c1, c2. The identity (HN,c − z)Ψ)n = ϕ gives
Ψn = Φz,n an+1xn+1 +Υz,nanx˜n−1 + (Vn − z)−1ϕ
leading to
xn = βz,nan+1xn+1 + αz,nanx˜n−1 +Υ∗¯z,nϕ
and
x˜n = δz,nan+1xn+1 + γz,nanx˜n−1 +Φ∗¯z,nϕ .
Note that Υ∗¯z,nϕn = Υ∗n[(Vn− z¯)∗]−1ϕn = Υ∗n(Vn−z)−1ϕ. Similar calculations as above lead
to (an+1xn+1
x˜n
) = Tz,n (anxnx˜n−1) − ( β−1z,nΥ∗¯z,nϕ(β−1z,nδz,nΥ∗¯z,n −Φ∗¯z,n)ϕ)
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implying that
c2 (an+1xz,n+1x˜z,n ) = c1 (an+1uz,n+1u˜z,n ) − ( β−1z,nΥ∗¯z,nϕ(β−1z,nδz,nΥ∗¯z,n −Φ∗¯z,n)ϕ) .
For Im(z) > 0 and c ∈ R the vectors (an+1uz,n+1 , u˜z,n) and (an+1xz,n+1, x˜z,n) can not be
co-linear, otherwise (1.5) would give an eigenvector (Ψ1, . . . ,ΨN) of HN with eigenvalue
z. Therefore, one can uniquely solve for c1, c2 and we find
c1 = x˜z,nβ−1z,nΥ∗¯z,nϕ − an+1xz,n+1(β−1z,nδz,nΥ∗¯z,n −Φ∗¯z,n)ϕ
an+1(uz,n+1x˜z,n − xz,n+1u˜z,n) (5.5)
c2 = u˜z,nβ−1z,nΥ∗¯z,nϕ − an+1uz,n+1(β−1z,nδz,nΥ∗¯z,n −Φ∗¯z,n)ϕ
an+1(uz,n+1x˜z,n − xz,n+1u˜z,n) . (5.6)
Note that the denominator equals
det(an+1uz,n+1 an+1xz,n+1
u˜z,n x˜z,n
) = det(Tz,0,n (a1 a1xz,10 x˜0,z )) .
As (xz, x˜z) solve the transfer matrix equation, we find x˜z,n − an+1xz,n+1δz,n = γz,nanx˜z,n−1
and a similar equation replacing (xz, x˜z) by (uz, u˜z). This leads to
c1 = (β−1z,nγz,nanx˜z,n−1Υ∗¯z,n + an+1xz,n+1Φ∗¯z,n)ϕ
det(Tz,0,n)a1x˜z,0 = (Ψ
x
z¯,n)∗ϕ
a1 x˜z¯,0
(5.7)
c2 = (β−1z,nγz,nanu˜z,n−1Υ∗¯z,n + an+1uz,n+1Φ∗¯z,n)ϕ
det(Tz,0,n)a1x˜z,0 = (Ψ
u
z¯,n)∗ϕ
a1 x˜z,0
(5.8)
for the last equations we used Lemma 5.1 and (1.14). We have two special cases,
c1 = 1
det(Tz,0,n)a1x˜z,0 ⋅
⎧⎪⎪⎨⎪⎪⎩β
−1
z,nγz,nxz,n if ϕn = Υn
x˜z,n if ϕn = Φn
and a similar equation holds when replacing c1 by c2 and (w, w˜) by (u, u˜). These identities
lead to the following important equations:
⟨PmΥm ; (HN,c − z)−1PnΥn⟩ = β−1z,nγz,n
det(Tz,0,n)a1x˜(N,c)z,0 ⋅
⎧⎪⎪⎨⎪⎪⎩uz,mx
(N,c)
z,n if m ≤ n
x
(N,c)
z,m uz,n if m ≥ n (5.9)
⟨PmΥm ; (HN,c − z)−1PnΦn⟩ = 1
det(Tz,0,n)a1x˜(N,c)z,0 ⋅
⎧⎪⎪⎨⎪⎪⎩uz,mx˜
(N,c)
z,n if m ≤ n
x
(N,c)
z,m u˜z,n if m > n (5.10)
⟨PmΦm ; (HN,c − z)−1PnΥn⟩ = β−1z,nγz,n
det(Tz,0,n)a1x˜(N,c)z,0 ⋅
⎧⎪⎪⎨⎪⎪⎩u˜z,mx
(N,c)
z,n if m < n
x˜
(N,c)
z,m uz,n if m ≥ n (5.11)
⟨PmΦm ; (HN,c − z)−1PnΦn⟩ = 1
det(Tz,0,n)a1x˜(N,c)z,0 ⋅
⎧⎪⎪⎨⎪⎪⎩u˜z,mx˜
(N,c)
z,n if m ≤ n
x˜
(N,c)
z,m u˜z,n if m ≥ n (5.12)
In particular, we find the following expressions
mN,c(z) = x(N,c)z,1
a1x˜
(N,c)
z,0
, m˜N,c(z) = δz,1x˜(N,c)z,1
γz,1a1 x˜
(N,c)
z,0
= u˜z,1x˜(N,c)z,1
β−1z,1γz,1a1x˜(N,c)z,0 . (5.13)
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The first equation leads to
x
(N,c)
z,n
a1x˜
(N,c)
z,0
= mN,c(z)uz,n +wz,n , x˜(N,c)z,n
a1x˜
(N,c)
z,0
= mN,cu˜z,n + w˜z,n . (5.14)
One only needs to check the first equation for the case n = 1 and the second one for n = 0.
The general case follows then by linearity from the transfer matrix equation. In particular,
we obtain
Ψx
(N,c)
z,n / (a1x˜(N,c)z,0 ) = mN,c(z)Ψuz,n + Ψwz,n =∶ Ψ(N,c)z,n . (5.15)
where the latter equation is the definition of Ψ
(N,c)
z,n .
Using the vector solutions Ψuz,n and Ψ
(N,c)
z,n , we find some simple expressions for the part
of the resolvents:
Proposition 5.2. Let m < n ≤ N . Then,
P ∗m(HN,c − z)−1Pn = Ψuz,m (Ψ(N,c)z¯,n )∗ (5.16)
P ∗n (HN,c − z)−1Pm = Ψ(N,c)z,n (Ψuz¯,n)∗ (5.17)
where the products of the type Ψ′Ψ∗ have to be considered as matrix product of a column
vector with a row vector giving a matrix. In the case m = n we find
P ∗n (HN,c − z)−1Pn =mN,c(z) Ψuz,n(Ψuz¯,n)∗ + (Vn − z)−1+ Φwz,n (Ψuz¯,n)∗ + Υuz,n (Ψwz¯,n)∗ (5.18)
Particularly, we have
((HN,c − z)−1 P1Υ1)n = Ψx(N,c)z,n / (a1x˜z,0) = Ψ(N,c)z,n (5.19)
for n = 1, . . . ,N .
Proof. For m < n we find Ψm = c1Ψuz,m and for m > n we have Ψm = c2Ψxz,m which together
with (5.3), (5.7) and (5.8) shows (5.16) and (5.17).
The expression for Ψn gives
Ψn = (Vn − z)−1ϕ + Φxz,n(Ψuz,n)∗
a1 x˜z¯,0
+ Υuz,n(Ψxz,n)∗
a1 x˜z,0
and using (5.14) we find
1
a1x˜0,z
Φxz,n = mN,c(z)Φuz,n + Φwz,n
and the analogue equation holds for Ψxz,n. Noting that m¯N,c(z¯) =mN,c(z) we finally obtain
Ψn = ((Vn − z)−1 + mN,c(z) Ψuz,n(Ψuz¯,n)∗ + Φwz,n (Ψuz¯,n)∗ + Υuz,n (Ψwz¯,n)∗) ϕ
This proves (5.18).
In the case of n = 1 and ϕ = Υ1 we find (Ψuz¯,1)∗Υ1 = u¯z,1 = 1 and (Ψwz¯,1)∗Υ1 = w¯z,1 = 0
giving Ψm = Ψxz,m / (a1x˜z,0) = Ψ(N,c)z,m for all m ≥ 1. 
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5.2. Unique self-adjointness and limit point. The main criterion for essential self-
adjointness or existence of self-adjoint extensions are the so called deficiency indices. So
let us consider the operators H♭min, ♭ symbolizing +, − or no index at all. The deficiency
indices are the dimensions of the kernels of (H♭min)∗ ± i =H♭max ± i, i.e. let us define
d♭+ = dim ker(H♭max − i) and d♭− = dim ker(H♭max − (−i) ).
By general theory, the dimension of the kernels H♭max − z are constant for z varying in
the upper and lower half planes C± = {z ∈ C ∶ ± Im(z) > 0}. We also have d± = d+± + d−±.
Moreover, H♭max is the unique self-adjoint closure of H♭min if and only if both deficiency
indices are zero.
We start with the following identity.
Lemma 5.3. Let (w, w˜) be any solution of the transfer matrix equation at z and let Ψxz
the corresponding solution vector as in (1.14). Then one finds
Im(z) n∑
k=m ∥Ψxz,n∥2 = Im (an+1 xn+1 x˜n − am xm x˜m−1) .
Proof. Using Φ∗nΨxz,n = x˜n and Υ∗nΨxz,n = xn one has
zΨxz,n = (HΨxz)n = −an+1xn+1Φn − anx˜n−1Υn + VnΨz,n .
Multiplying with (Ψxz,n)∗ from the left gives
z ∥Ψxz,n∥2 = −an+1xn+1 x˜n − an xn x˜n−1 + (Ψxz,n)∗ VnΨxz,n .
Taking imaginary parts and summing up proves the lemma. 
The following proposition corresponds to Proposition 1.1 (i). Part (ii) follows analo-
gously and part (iii) follows from part (i) and (ii).
Proposition 5.4. If ∑∞n=2 ∣a−1n ∣ =∞ then H+ is uniquely self-adjoint.
Proof. We have to show that both deficiency indices are zero. Because of the left boundary
condition, the only possible candidate for the kernel of H+max − z is ⊕nΨuz,n which is an
eigenvector if and only if ∑∞n=1 ∥Ψuz,n∥2 < ∞. Hence, for the deficiency indices we have
d+± = 0 ⇔ ∞∑
n=1 ∥Ψuz,n∥2 = ∞ for ± Im(z) > 0 .
So let us assume ∑∞n=1 ∥Ψuz,n∥2 < ∞ for some non-real z. Note that∣uz,n∣2 = ∣Υ∗nΨuz,n∣2 ≤ ∥Ψuz,n∥2 and ∣u˜z,n∣2 = ∣Φ∗nΨuz,n∣2 ≤ ∥Ψuz,n∥2 .
Using Lemma 5.3 this means for n ≥ 1,∣an+1∣ ∣uz,n+1 u˜z,n∣∣ Im(z)∣ ≥ ∣ Im(an+1 uz,n+1 u˜z,n)∣ Im(z)∣ ≥ ∥Ψuz,1∥2 ≥ ∣uz,1∣2 = 1 .
Hence,∣ Im(z)∣∣an+1∣ ≤ ∣uz,n+1 u˜z,n∣ ⇒ ∞∑n=2 1∣an∣ ≤ 12∣ Im(z)∣
∞∑
n=1 (∥Ψuz,n∥2 + ∥Ψuz,n−1∥2) < ∞ .
Therefore, if ∑∞n=1 ∣a−1n ∣ =∞, then ∑∞n=1 ∥Ψuz,n∥2 = ∞ for any z /∈ R and H+min is essentially
self-adjoint. 
22 CHRISTIAN SADEL
Next, let us see how the ’limit point criterion’ translates here and have a look at the
Weyl circles. For fixed z /∈ (B∞ ∪R) and c varying in the real lines, the values mn,c(z)
and m˜n,c(z) form a circle in the upper or lower half plane depending on the sign of Im(z).
Increasing n, the radius of these circles shrink and one either has a limit point or a limit
circle. Whether it is limit point or limit circle does not depend on z or the choice of m or
m˜. Correspondingly, we say that H+ is either in the limit point or limit circle case. For
Jacobi operators it is well known that the deficiency indices d♭+ and d♭− are always equal
and this dichotomy also classifies unique self-adjointness. Here, one needs some additional
assumption.
Assumption. (A1) For some non-real z /∈ B∞ the absolute values ∣det(Tz,0,±n)∣ are
uniformly bounded away from zero and infinity, i.e. for some constants 0 < c < C <∞ and all n we have c < det(Tz,0,n) < C.
(A2) All Υn, Φn are real valued vectors and all Vn are real symmetric matrices.
(A3) For all n, Υn and Φn are co-linear, i.e. Φn = eiθnΥn for some real phases θn.
In fact, (A1) is the key assumption, (A2) and (A3) are special cases which imply (A1).
Proposition 5.5. (i) The operator H+ is in the limit point case if and only if one of
the deficiency indices d+± is zero. Similarly H− is in the limit point case if and only
if one of the deficiency indices d−± is zero.
(ii) Assume that one of the assumptions (A1) or (A2) or (A3) listed above hold. Then,
d++ = d+−, d−+ = d−− and d+ = d−. The operator H±min is essentially self-adjoint if and
only if H± is in the limit point case, Hmin is essentially self-adjoint if and only if
both operators H± are in the limit point case.
One may note that (A3) is particularly always satisfied for Jacobi operators. From now
on we assume that Hmin is essentially self-adjoint.
Proof. Let ( a bc d ) ⋅ x = ax+bcx+d denote the Mo¨bius action. From the equations (5.13) and
definition of x
(n,c)
z , x˜
(n,c)
z we get Tz,0,n ⋅ (a21mn,c(z)) = c. Hence, using (1.15) we get
mn,c(z) = 1
a21
T−1z,0,n ⋅ c = w˜z,nc − an+1wz,n+1an+1uz,n+1 − u˜z,nc . (5.20)
Taking c ∈ R and z /∈ R forms a circle in the upper (for Im(z) > 0) or lower (for Im(z) < 0)
half-plane. Moreover, for taking Im(c) > 0 for Im(z) > 0 (or Im(c) < 0 for Im(z) < 0) the
Mo¨bius action gives a point inside the circle. In particular, as
T−1z,0,n+1 ⋅ c = T−1z,0,n ⋅ (T−1z,n+1 ⋅ c)
the n + 1st circle lies strictly inside the n-th circle and the radius rz,n of the n-th circle is
decreasing. Depending on whether the radius converges to zero or not, we either have a
limit point or a limit circle. The radius of the n-th circle satisfies
2 rz,n = sup
c∈R ∣ w˜z,nc − an+1wz,n+1an+1uz,n+1 − u˜z,nc + wz,n+1uz,n+1 ∣ = supc∈R ∣ det(Tz,0,n) c/an+1(an+1uz,n+1 − u˜z,nc)uz,n+1 ∣
= sup
c′∈R
∣det(Tz,0,n)∣∣ an+1 (∣uz,n+1∣2c′ − uz,n+1u˜z,n ) ∣ = ∣ det(Tz,0,n)Im(an+1uz,n+1u˜z,n)∣
In the last line it is not hard to see that the supremum is indeed achieved in the case
where the denominator is purely imaginary as the imaginary part stays fixed whereas the
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real part varies through the whole of R. Using Lemma 5.1 one can deduce that rz,n = rz¯,n
which also follows from mn,c(z¯) = mn,c(z) for real c.
2 rz,n = ∣det(Tz,0,n)∣∣ Im(z)∣∑nk=1 ∥Ψuz,k∥2 = ∣det(Tz¯,0,n)∣∣ Im(z)∣∑nk=1 ∥Ψuz¯,k∥2 = 2 rz¯,n . (5.21)
Using the identities in Lemma 5.1 we get ∣det(Tz,0,n) det(Tz¯,0,n) ∣ = 1 and hence
4 ∣ Im(z)∣2 r2z,n = 1[∑nk=1 ∥Ψuz,k∥2] [∑nk=1 ∥Ψuz¯,k∥2] (5.22)
and hence we are in the limit point case if and only if [∑∞k=1 ∥Ψuz,k∥2] [∑∞k=1 ∥Ψuz¯,k∥2] = ∞
which is equivalent to one of the sums approaching infinity. By the above arguments this
is also equivalent to one of the deficiency indices d+± being zero, showing part (i).
If for some z the determinant det(Tz,0,n) is uniformly bounded away from 0 and ∞,
then the above relations show that ∑∞n=1 ∥Ψuz,n∥2 = ∞⇔ ∑∞n=1 ∥Ψuz¯,n∥2 = ∞ and therefore,
d++ = d+−. This shows part (ii) under additional assumption (A1).
If (A2) is true, i.e. Υn,Φn, Vn are all real valued, then
βz,n = Υ∗n(Vn − z)−1Φn = Υ⊺n(Vn − z)−1Φn = Φ⊺n(V ⊺n − z)−1Υn = Φ∗n(Vn − z)−1Υn = γz,n.
Hence, det(Tz,n) = 1 and det(Tz,0,n) = 1 for any z and any n. Therefore, assumption (A1)
is correct.
In case of (A3), Υn = eiθnΦn we find γz,n = e−2iθnβz,n and det(Tz,n) = e2iθn . Thus, we
get ∣det(Tz,0,n)∣ = 1 for any z and any n giving again (A1). 
5.3. Spectral measures. In this section we assume that H (and hence also H+ and H−)
are uniquely self-adjoint, in particular, we have the limit point case and we find uniformly
for any sequence (an)n of real numbers and fixed z /∈ R that
m+(z) ∶= ⟨P1Υ1; (H+ − z)−1P1Υ1⟩ = lim
n→∞mn,an(z) (5.23)
Indeed, since D+min is a core, andHn,anΨ→H+Ψ for any Ψ ∈ D+min, we have strong resolvent
convergence, i.e. (Hn,an − z)−1 → (H+ − z)−1 for z /∈ spec(H+), strongly. Thus, the above
equation holds for all z not in the spectrum.
The uniformity of the convergence (independent of the sequence an) follows from the
shrinking Weyl circle for fixed z /∈ (R ∪B1,∞). In fact, one can replace mn,an(z) by any
value inside the Weyl circle and formally take an in the upper half plane (Im(an) > 0)
using (5.20) to define mn,an(z) in this case. Such a choice of an corresponds to a spectral
average in the sense of Herglotz functions. This means, introducing the spectral probability
measures µ+Υ1 and µ(n,c)Υ1 of the operators H+ and Hn,c at the vector P1Υ1 one has
mn,c(z) = ∫
R
(x − z)−1 µ(n,c)Υ1 (dx) , m+(z) = ∫R(x − z)−1 µ+Υ1(dx) .
Then, the measures µ
(n,c)
Υ1
for c in the upper half plane are averages over the µ
(n,c)
Υ1
for c
along the real line. Thus, they define holomorphic functions for Im(z) ≠ 0 (even though
(5.20) formally only can be used as a definition for z /∈ B1,n). Using the uniform bounds∣m(z)∣ ≤ 1∣ Im(z)∣ for all these m-functions implying local equi-continuity, it is clear that the
convergence (5.23) still holds for all z /∈ R and any sequence an in the upper half plane
and the convergence is locally uniform in z.
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Proof of Theorem 2. For simplicity we will use notations µn,c for µ
(n,c)
Υ1
and µ+ for µ+Υ1 .
Averaging µn,c over the standard Cauchy distribution leads to the choice c = i, µn,i. As
the corresponding Herglotz functions converge in the upper half plane, the sequence µn,i
converges weakly to the spectral measure µ+. Taking a real value z = λ ∈ R, λ /∈ B1,n and
using (5.20) and the identities of Lemma 5.1 we find
mn,i(λ) = i − w˜λ,nu˜λ,n − a2n+1wλ,n+1u¯λ,n+1
a2n+1∣uλ,n+1∣2 + ∣u˜λ,n∣2 .
In particular, for λ /∈ B1,n, mn,i(z) extends holomorphically to λ and the corresponding
measure µn,i is absolutely continuous on R ∖ B1,n. Now, note that for real energies all
entries of the transfer matrix Tλ,n have the same complex phase as βλ,nTλ,n is real valued.
Hence, also all entries of the products Tλ,0,n have the same phase. By the representation
(1.15) this means that w˜λ,nu˜λ,n and wλ,n+1u¯λ,n+1 are real. Hence,
Im(mn,i(λ)) = 1
a2n+1∣uλ,n+1∣2 + ∣u˜λ,n∣2 = ∥Tλ,0,n (a10 )∥
−2
and by general theory of Stielties transforms of measures,
µn,i(dλ) = pi−1 ∥Tλ,0,n ( a10 )∥−2 dλ + νn(dλ)
where dλ denotes the Lebesgue measure on the real line and νn(dλ) is a positive point
measure supported on the finite set B1,n ∩R. Clearly, this measure corresponds to values
λ which are eigenvalues of Hn,c for c ∈ I where I ⊂ R has positive measure. By rank one
perturbation arguments at φn, this must correspond to some eigenfunction orthogonal to
Pnφn which in fact is an eigenfunction Ψ of Hn,c for all c satisfying Φ∗nΨn = 0 = Υ∗nΨn and
it leads to a compactly supported eigenfunction of H+ as classified in Theorem 1. Vice
versa, it is easy to see that any fixed compactly supported eigenfunction Ψ of H+ there
exists n0 (upper bound of support) such that Ψ is an eigenfunction of Hn,c for all c ∈ R if
and only if n > n0.
Therefore, the positive point measures νn(dλ) are increasing in n and upper bounded
(total mass is bounded by one) and hence converge weakly to a point measure ν+ supported
on the countable set B1,∞. This proves part (i).
Let us now generally define m+Ψ(z) ∶= ⟨Ψ; (H+−z)−1Ψ⟩. From Proposition 5.2 and strong
resolvent convergence we find for ϕ ∈ Vn ⊂ `2(Sn) and z /∈ B1,n ∪R that
m+Pnϕ(z) = m+(z)ϕ∗Ψuz,n(Ψuz¯,n)∗ϕ + ϕ∗(Vn − z)−1ϕ+
ϕ∗Φvz,n(Ψuz¯,n)∗ϕ + ϕ∗Υuz,n(Ψwz¯,n)∗ϕ . (5.24)
As all entries of Tλ,n have the same complex phase for real λ ∈ R∖B1,n we find wλ,n+1u¯λ,n+1 ∈
R and w˜λ,nu˜λ,n ∈ R. Using the definition (1.14) this leads to
Im (ϕ∗Φvλ,n(Ψuλ,n)∗ϕ + ϕ∗Υuλ,n(Ψwλ,n)∗ϕ) = 0
for λ ∈ R ∖ (B1,n ∪ spec(Vn∣Vn)). Now, the values λ ∈ spec(Vn∣Vn) where Tλ,n is defined
are simple eigenvalues with eigenvector a ∈ Vn which has overlap to Υn and Φn. A simple
calculation shows that the singularities of
ϕ∗(Vn − z)−1ϕ + ϕ∗Φvz,n(Ψuz¯,n)∗ϕ + ϕ∗Υuz,n(Ψwz¯,n)∗ϕ
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cancel at such z = λ. Thus, for z → λ with λ ∈ R ∖B1,n and Im(z) > 0 we find
Im (m+Pnϕ(z)) − Im (m+(z)ϕ∗Ψuz,n(Ψuz¯,n)∗ϕ) → 0 .
Similar arguments as in [Sa3, Lemma A.2 (ii)] therefore give part (ii).
Before considering the full operator, we want to have a look at some identities again. But
this time we add a right boundary condition and let Hb,N,c =HN,c−b a21 P1Υ1Υ∗1P ∗1 . Fixing
b this would amount to the boundary condition ba1Υ
∗
1Ψ1 = Φ∗0Ψ0 or x˜0 = ba1x1. Hence,
the base solution (uz, u˜z) has to be replaced by (uz + ba21wz, u˜z + ba21wz) which by (1.15)
amounts to replacing Tz,n,0 by Tz,n,0 ( 1 0b 1 ). Alternatively, redefining V1 to V1 − ba21Υ1Υ∗1
and resolvent identities also give the change Tz,1 → Tz,1 ( 1 0b 1 ). Therefore, fixing b and
spectral averaging over c as above8 for Hb,N,c leads to the measures µ(b,N)ψ . Similar as
above, we then have
a21 µ
(b,N)
Υ1
(dλ) = 1
pi
∥Tλ,0,n ( 1 0b 1 ) ( 10 ) ∥−2 dλ + νb,N(dλ) (5.25)
and for λ /∈ B1,N , ϕ ∈ Vk
µ
(b,N)
Pkϕ
(dλ) = ∣ϕ∗ψxλ,k∣2 µ(b,N)Υ1 (dλ) (5.26)
where ψxλ,k belongs to the solution (xz, x˜z) to the transfer matrix equation with xz,1 = 1
and x˜z,0 = ba1, i.e. xz = uz + ba21wz, ψxz,n = ψuz,n + ba21ψwz,n. In particular, we find for λ /∈ B∞.
x, y ∈ R (x2µ(b,N)Υl+1 + y2µ(b,N)Φl ) (dλ) = ∥( xa−1l+1 y )Tλ,0,l ( a1ba1 )∥2 µ(b,N)Υ1 (dλ) (5.27)
Let us now shift the indices and consider H[m,n], i.e. H restricted to ⊕nk=m+1 `2(Sk) with
left and right boundary conditions (b, c) as for the operator Hb,N,c. The corresponding
spectral averages over the right boundary are denoted by µ
b,(m,n)
ψ . Then, shifting the
indices we get from (5.25) and (5.27) that for m < 0 < n,
(a21µb,(m,n)Υ1 + µb,(m,n)Φ0 − ν(m,n)) (dλ) = dλpi ∥Tλ,m,0 ( 1b ) ∥2∥Tλ,0,nTλ,m,0 ( 1b ) ∥2 . (5.28)
The positive point measure ν(m,n)(dλ) is supported on Bm,n ∩ R and induced by the
boundary-condition-independent eigenfunctions as in Theorem 1. Averaging over the left
boundary leads to
∫
R
db
pi(1 + b2) ∥Tλ,m,0 ( 1b ) ∥2∥Tλ,0,nTλ,m,0 ( 1b ) ∥2 = ∫R dbpi(1 + b2) ∥ (
1
b ) ∥4∥Tλ,0,n ( 1b ) ∥2∥T−1λ,m,0 ( 1b ) ∥2 (5.29)= ∫ pi
0
dθ ∥Tλ,0,n ( cos(θ)sin(θ) )∥−2 ∥T−1λ,m,0 ( cos(θ)sin(θ) )∥−2 (5.30)
The equations come from changes of variables, Tλ,m,0 ( 1b ) = C ( 1b′ ) = C ( 1tan(θ) ). Here
one should note that for real energies z = λ ∈ R the complex phases of all entries of the
transfer matrix Tλ,m,0 are the same. Hence, Tλ,m,0 acts naturally on the real projective
space identifying ( ab ) with ab ∈ R∪{∞}. Using resolvent convergence, m→ −∞ and n→∞
gives (1.22) proving part (iii).
8cf. taking c = i in the Mo¨bius transform for the m-function
26 CHRISTIAN SADEL
For the analogue of (5.26) we need to take the solutions (xz, x˜z) with xz,m+1 = 1 and
x˜z,m = bam+1. Then, ( a1xz,1x˜z,0 ) = Tz,m,0 ( am+1bam+1 ) and xz = xz,1uz + x˜z,0a1wz, implying
ϕ∗ψwz,k = Ð→v ∗ϕ,z,k (a−11 a1)Tz,m,0 ( am+1bam+1) with Ð→v ϕ,z,k ∶= ((Ψuz,k)∗ϕ(Ψwz,k)∗ϕ)
Thus, (5.26) and (5.27) applied to this situation give for ϕ ∈ Vk ⊂ `2(Sk), λ ∈ R ∖Bm,n,
m < 0 < n, m < k < n, the Radon-Nikodym derivative
dµ
b,(m,n)
Pkϕ
(λ)
d(µb,(m,n)Υ1 + a21µb,(m,n)Φ0 )(λ) =
∣Ð→v ∗ϕ,λ,k ( a−11 a1 )Tλ,m,0 ( 1b )∣2∥( a−11 a1 )Tλ,m,0 ( 1b )∥2 ≤ ∥
Ð→v ϕ,λ,k∥2 .
Taking m→ −∞ and n→∞ shows part (iv). 
6. Application to random operators
6.1. Proof of Theorem 4. We start with the folowing important lemma following the
arguments of [KiLS].
Lemma 6.1. Let T ∈ exp(iR)SL(2,R) with ∣Tr(T ) < 2∣ and let Wn ∈ Mat(2,C) be a
sequence of independent random matrices such that∞∑
n=1 ( ∥E(Wn)∥ + E(∥Wn∥2 + ∥Wn∥4) ) = C < ∞,
then,
sup
n∈N E
⎛⎝∥ n∏k=1(T +Wk) ∥
4⎞⎠ < (2f(T ))4 exp(8f(T )C) < ∞
where f(T ) is some continuous function in T on the set {T ∈ SL(2,R) ∶ ∣Tr(T )∣ < 2}.
Here, we define products to the left, i.e. ∏nk=1 Tk = TnTn−1⋯T1, but for the validity of
the lemma this would not be important.
Proof. Such T ∈ exp(iR)SL(2,R) with ∣Tr(T ) < 2∣ is equivalent to a unitary matrix,
i.e. there is B ∈ GL(2,R) such that B−1TB = U ∈ U(2). Locally, B can be chosen
to depend continuously on T and therefore we find some continuous function f(T ) with
f(T ) ≥ ∥B∥∥B−1∥. So conjugations by B or B−1 increases the norm at most by a factor
f(T ) and we may assume T = U , i.e. T ∗T = 1, and f(T ) = 1.
For any fixed unit vector v ∈ C2 let
rn(v) = ∥( n∏
k=1T +Wk)v∥ .
Then, there is a unit vector w such that
r2n(v) = r2n−1(v)w∗(T +Wn)∗(T +Wn)w = r2n−1 (1 + 2 Re(w∗T ∗Wnw) + ∥Wnw∥2)
implying
r4n(v) =≤ r4n−1(v) (1 + 4 Re(w∗T ∗Wnw) + 6∥Wn∥2 + 4∥Wn∥3 + ∥Wn∥4)
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where we use ∣Re(w∗T ∗Wnw)∣ ≤ ∥Wn∥. Now, ∥E(W ∗nT + T ∗Wn)∥ ≤ 2∥E(T ∗Wn)∥ =
2∥E(Wn)∥ and 2E(∥Wn∥3) ≤ E(∥Wn∥2 + ∥Wn∥4), hence
E(r4n(v)) ≤ E(r4n−1(v)) (1 + 4∥E(Wn)∥ +E(8∥Wn∥2 + 3∥Wn∥4))
Here we use that rn−1 is independent of Wn as Wn is independent of W1, W2, . . . ,Wn−1.
This implies
E(r4n(v)) ≤ n∏
k=1 exp (8(∥E(Wn)∥ + E(∥Wn∥2 + ∥Wn∥4))) ≤ exp(8C)
for any n and any unit vector v.
If v1,v2 is a basis of C
2, then ∥M∥ ≤ ∥Mv1∥ + ∥Mv2∥ and therefore,
E
⎛⎝∥ n∏k=1(T +Wk) ∥
4⎞⎠ ≤ 24 exp(8C) .
Which proves the special case T = U unitary. The general case follows by basis change as
argued above. 
Now we can prove Theorem 4:
Proof of Theorem 4. Under the assumptions we have Tλ,n = T (λ) +Wλ,n with T (λ) and
Wλ,n satisfying the conditions of Lemma 6.1. Moreover, the bounds for this condition are
uniform in λ ∈ [a, b] ⊂ I for any compact intervals [a, b] ∈ I. Thus, Lemma 6.1 gives a
bound on E(∥Tλ,0,n∥4) uniformly in n ∈N and λ ∈ [a, b] ⊂ I in compact intervals [a, b] ⊂ I.
Therefore, by Fatou’s Lemma and Fubini,
E lim inf
n→∞ ∫ ba ∥Tλ,0,n∥4 dλ ≤ lim infn→∞ ∫ ba E ∥Tλ,0,n∥4 dλ < ∞ .
Hence,
lim inf
n→∞ ∫ ba ∥Tλ,0,n∥4 dλ < ∞
with probability one and the spectrum of Hω is absolutely continuous in (a, b) with prob-
ability one and [a, b] is in the spectrum with probability one by Theorem 3. The open set
I can be written as a countable union of intervals (a, b) such that [a, b] ⊂ I. 
6.2. Application to partial antitrees. For the concrete examples we will show that
the assumptions of Theorem 4 are satisfied in specific intervals. The main point will be
to treat the random variables αλ,n, δλ,n and
9 βλ,n = γλ,n. We have to find almost sure
limiting expressions and bound variances up to sufficient order. To get these bounds we
will use the following lemmata.
Lemma 6.2. For any λ ∈ I let be given a real random variable Xλ with E∣Xλ∣2K < C
uniformly in λ ∈ I, K ∈N. Let (Xλ,j,n)j,n be independent, identically distributed copies of
Xλ let (sn)n be some sequence with sn →∞ for n→∞. Then we find
1
sn
sn∑
j=1Xλ,j,n
O(s−1/2n )ÐÐÐÐÐ→
2K
E(Xλ) uniformly for λ ∈ I .
9βλ,n = γλ,n follows as we consider real valued random operators and λ ∈ R
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Proof. Without loss of generality we may assume E(Xλ) = 0. Furthermore we ignore the
dependence on λ and let Xj be independent identically distributed random variables with
E(Xj) = 0, E∣X ∣K < C. Uniformity in λ is established by the explicit dependence of the
bounds on C. Let Y = 1m ∑mj=1Xj . Then E(Y ) = 0 and letting ck,l denote the number of
partitions of {1, . . . ,2k} into l sets where each of the sets has at lest two elements, then
we have for k ≤K,
E(Y 2k) = 1
m2k
m∑
i1,...,i2k=1E(Xi1Xi2⋯Xi2k)
≤ k∑
l=1
ck,lm
l
m2k
E∣X1∣2k ≤ 1
mk
(1 +C) k∑
l=1 ck,l .
The first inequality we used that E(Xi1⋯Xi2k) = 0 if one of the indices does not appear
twice and E∣Xi1⋯Xi2k ∣ ≤ E(∑ ∣Xij ∣/k)k ≤ E∣X1∣2k following from the geometric - arithmetic
mean inequality and convexity of x↦ xk. Note that this implies E∣Y ∣2k ≤ Ckm−k with Ck
only depending on k and the constant C. Furthermore E∣Y ∣2k−1 ≤ √E∣Y ∣2k−2√E∣Y ∣2k ≤√
Ck−1Ckm−k+1/2. Using m = sn yields the claim. 
Lemma 6.3. Let (tn)n∈N be some sequence of positive elements with tn → 0 for n → ∞.
Let X
(j)
λ,n be families of real random variables with X
(j)
λ,n
O(tn)ÐÐÐ→
2K
X
(j)
λ uniformly in λ ∈ I,
j = 1, . . . , k, with K ≥ 1. Then, the following hold:
(i) X
(1)
λ,n +X(2)λ,n O(tn)ÐÐÐ→2K X(1)λ +X(2)λ uniformly in λ
(ii) If the support of the distribution of the random variables X
(1)
λ,n is uniformly bounded
away from zero in λ and n, then 1/X(1)λ,n O(tn)ÐÐÐ→2K 1/X(1)λ uniformly in λ.
(iii) Let f ∈ C2(Rk,R) and assume that ∇f(X(1)λ , . . . ,X(k)λ ) and the Hessian of f are
uniformly bounded, then
f(X(1)λ,n,X(2)λ,n, . . . ,X(k)λ,n) O(tn)ÐÐÐ→K f(X(1)λ ,X(2)λ , . . . ,X(k)λ )
uniformly in λ.
In particular, if X
(j)
λ are uniformly bounded then X
(1)
λ,nX
(2)
λ,n
O(tn)ÐÐÐ→
K
X
(1)
λ X
(2)
λ uni-
formly in λ.
Proof. For the proof we may neglect the dependence on λ. The uniformity part is settled
by getting the new bounds as concrete expressions from the old ones. Thus, let X
(j)
n be
random variables and X(j) ∈ R such that∥E(X⃗n) − X⃗∥ < C0t2n , E∥X⃗n − X⃗∥k < Cktkn
for k = 1, . . . ,2K, where X⃗ = (X(1), . . . ,X(k)) Then∣E(X(1)n +X(2)n ) − (X(1) +X(2))∣ < 2C0t2n
and
E∣(X(1)n +X(2)n −X(1) −X(2))∣k ≤ k∑
j=0(kj)∣X(1)n −X(1)∣j ∣X(2)n −X(2)∣k−j <
k∑
j=0(kj)Ck−jCj tkn
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for any k = 1, . . . ,2K.
For (ii) let us use the notationXn =X(1)n andX =X(1) and note that with infn supp(∣Xn∣) =
c > 0 we find
E(∣ 1
Xn
− 1
X
∣k) = E(∣X −Xn∣k∣XnX ∣k ) ≤ c−2k E(∣X −Xn∣k) ≤ c−2kCktkn
for k = 1, . . . ,2K. To get the well-balanced property, note that
∣E( 1
Xn
− 1
X
) ∣ ≤ ∣E(X −Xn)∣∣X ∣2 + ∣E((X −Xn)2X2Xn )∣ ≤ (c−2C0 + c−3C2)t2n .
Finally for (iii) note that a Taylor expansion with remainder term yields
f(X⃗n) − f(X⃗) = ∇f(X⃗) ⋅ (X⃗n − X⃗) + (X⃗n − X⃗) ⋅ A(X⃗n) (X⃗n − X⃗)
where ∥A(X⃗n)∥ < C is uniformly bounded. Hence,∣E [(X⃗n − X⃗) ⋅ A(X⃗n) (X⃗n − X⃗)]∣ ≤ CE∥X⃗n − X⃗∥2 ≤ CC2t2n
and
E ∣(X⃗n − X⃗) ⋅ A(X⃗n) (X⃗n − X⃗)∣k ≤ Ck E∥X⃗n − X⃗∥2k ≤ CC2kt2kn .
for k = 1, . . .K. This implies (X⃗n−X⃗) ⋅A(X⃗n) (X⃗n−X⃗) O(tn)ÐÐÐ→
K
0. Clearly, ∇f(X⃗)⋅X⃗n O(tn)ÐÐÐ→
2K∇f(X⃗) ⋅ X⃗ with constants ∥f(X⃗)∥Ck. Using part (i) now gives the result. 
In our specific models we always have an = −1 and the entries of Tλ,n consist of the
real10 random variables β−1λ,n, β−1λ,nαλ,n, β−1λ,nδλ,n, γλ,n = βλ,n and αλ,nδλ,nβ−1λ,n.
To get the bounds up to 4 moments for Tλ,n we will show the well-balanced closeness
up to any moments of αλ,n, βλ,n and δλ,n to αλ, βλ and δλ, respectively. Furthermore, by
their definition within the considered regions for λ the distribution of βλ,n is uniformly (in
n and on compact sets for λ) bounded away from zero.
Proof of Theorem 5 part (i), stretched antitree Ss. Let us consider the terms αλ,n, βλ,n
and δλ,n in more detail. Recall, we defined the unit vectors ϕn = r−1/2n (1,1, . . . ,1)⊺ ∈ Crn ≅
`2(Rn). We have Sn = R3n−2 ⊔ R3n (recall that R3n−1 = ∅ in this case) and #(R3n−2) =
#(R3n) = sn are sets of the same size and we find that Hω is an operator as in (1.2) with
Υn = (ϕ3n−20 ) , Φn = ( 0ϕ3n) , Vn = (v3n−2 11 v3n) .
Here, vn = vn(ω) = diag((ωx)x∈Rn) are random diagonal matrices, ωx for x ∈ G is the
random i.i.d. potential on Ss.
It is easy to see that δλ,n and αλ,n have the same distribution. For the formulas we
will order the points in Rn and use the notations v3n−2 = diag(ωn,1, . . . , ωn,sn) and v3n =
10in these examples all matrices are real for λ ∈ R
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diag(ω′n,1, . . . , ω′n,sn). Standard Schur complement formulas give
αλ,n = ϕ∗2n−1(v2n−1 − λ − (v2n − λ)−1)−1ϕ2n−1 = 1sn sn∑j=1 ω
′
n,j − λ(ωn,j − λ)(ω′n,j − λ) − 1 (6.1)
βλ,n = ϕ∗2n−1((v2n − λ)(v2n−1 − λ) − 1)−1ϕ2n = 1sn sn∑j=1 1(ωn,j − λ)(ω′n,j − λ) − 1 (6.2)
Using Lemma 6.2 we find
αλ,n
O(s−1/2n )ÐÐÐÐÐ→ αSλ, βλ,n O(s−1/2n )ÐÐÐÐÐ→ βSλ
uniform for λ in compact subsets of IS,ν . Using Lemma 6.3 it follows
Tλ,n
O(s−1/2n )ÐÐÐÐÐ→ Tλ = −((βSλ)−1 −αSλ/βSλαSλ/βSλ βSλ − (αSλ)2/βSλ)
uniform for λ in compact subsets of IS,ν . We see that for λ ∈ IS,ν we have ∣TrTλ∣ < 2.
Hence, by Theorem 4 it follows that with probability one IS,ν ⊂ spec(Hω) and that the
spectrum of Hω is purely absolutely continuous in IS,ν if ∑∞n=1 s−1n <∞. 
Proof of Theorem 5 part (ii), graph Ar(k⃗,O,a). In this case we have
Υn = ⎛⎜⎝
ϕ3n−2
0
0
⎞⎟⎠ , Φn =
⎛⎜⎝
0
0
ϕ3n
⎞⎟⎠ , Vn = OnaO∗n + Vn
where Vn = diag(ωx)x∈Sn , where Sn = R3n−2 ⊔R3n−1 ⊔R3n. To simplify notation let
Sn,i = R3n−2,i ; Sn,j+k1 = R3n−1,j , Sn,l+k1+k2 = R3n,l
for i = 1, . . . , k1; j = 1, . . . , k2, l = 1, . . . k3. For λ ∈ I0 let us define the diagonal k×k matrixVˆλ by
Vˆ−1λ,n = diag⎛⎝ 1#(Sn,j) ∑x∈Sn,j 1ωx − λ⎞⎠
k
j=1
For calculating the transfer matrix entries we use the following identity(Vn − λ)−1 = (Vn − λ +OnaO∗n)−1= (Vn − λ)−1 (1 −On[a−1 +O∗n(Vn − λ)−1On]−1O∗n(Vn − λ)−1) (6.3)
One may note that the inverse within the bracket [a−1 +O∗n(Vn − λ)−1On]−1 is an inverse
of k × k matrices, rather than #(Sn)×#(Sn) matrices. By the setup and definition of On
we find
O∗n(Vn − λ)−1On = O∗Vˆλ,nO, Υ∗n(Vn − λ)−1On = Υ∗Vˆ−1λ,nO
Φ∗(Vn − λ)−1On = Φ∗Vˆ−1λ,n and Υ∗n(Vn − λ)−1Φn = Υ∗Vˆ−1λ,nΦ .
Using this with (6.3) we see that for calculating αλ,n, βλ,n, γλ,n on the right hand side of
(6.3) we can replace Υn,Φn,On, (Vn − λ) by Υ,Φ,O and Vˆλ,n. Using the same expansion
as in (6.3) this finally gives
(αλ,n βλ,n
βλ,n δλ,n
) = (Υ∗
Φ∗)(Vˆλ,n +OaO∗)−1 (Υ Φ)
SPECTRAL THEORY OF ONE-CHANNEL OPERATORS 31
Now let t2n = max(r−13n, r−13n−1, r−13n−2) if r3n−1 > 0 for all n and t2n = max(r−13n, r−13n−2) in the
case where r3n−1 = 0 for all n. We find Vˆλ,n O(tn)ÐÐÐ→ [E(ωx − λ)−1]−11 = hλ1 by Lemma 6.2
where hλ is the harmonic mean as in (2.8). By Lemma 6.3 we therefore obtain for λ ∈ IA,ν
that (αλ,n, βλ,n, β−1λ,n, δλ,n) O(tn)ÐÐÐ→ (αAλ , βAλ , (βAλ )−1, δAλ ) .
Under the assumptions we have ∑∞n=1 t2n <∞ and we can use Theorem 4 to see that in IS,ν
there is almost surely spectrum for Hω and it is almost surely absolutely continuous. 
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