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Abstract: In the present paper, a class of non-weight modules over the super-BMS3 algebras S
ǫ
(ǫ = 0 or 1
2
) are constructed. These modules when regarded as S0-modules and further restricted
as modules over the Cartan subalgebra h are free of rank 1, while when regarded as S
1
2 -modules
and further restricted as modules over the Cartan subalgebra H are free of rank 2. We determine
the necessary and sufficient conditions for these modules being simple, as well as determining the
necessary and sufficient conditions for two Sǫ-modules being isomorphic. At last, we present that
these modules constitute a complete classification of free U(h)-modules of rank 1 over S0, and also
constitute a complete classification of free U(H)-modules of rank 2 over S
1
2 .
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1 Introduction
Throughout this paper, we denote by C,C∗,Z,Z+ and N the sets of complex numbers,
nonzero complex numbers, integers, nonnegative integers and positive integers, respectively.
All vector superspaces (resp. superalgebras, supermodules) and spaces (resp. algebras,
modules) are considered to be over the field of complex numbers.
The super BMS3 algebra S
ǫ (ǫ = 0 or 1
2
) is defined as an infinite-dimensional Lie superal-
gebra over C with basis {Lm,Wm, Gr, C1, C2 | m ∈ Z, r ∈ ǫ+Z} and satisfying the following
non-trivial relations
[Lm, Ln] = (n−m)Lm+n + m
3 −m
12
δm+n,0C1,
[Lm,Wn] = (n−m)Wm+n + m
3 −m
12
δm+n,0C2,
[Lm, Gr] = (r − m
2
)Gm+r,
[Gr, Gs] = 2Wr+s +
1
6
r2δr+s,0C2,
(1.1)
where m,n ∈ Z, ǫ = 0, 1
2
, r, s ∈ ǫ + Z and C1 and C2 are central elements. Clearly, the
Z2-graded of S
ǫ is defined by Sǫ = S0¯ ⊕ Sǫ1¯, where S0¯ = {Lm,Wm, C1, C2 | m ∈ Z} and
Sǫ
1¯
= {Gr | r ∈ ǫ + Z}. Notice that the subspace spanned by {Lm, C1 | m ∈ Z} is the
Virasoro algebra, which is closely related to the quantum physics, conformal field theory,
vertex algebras, and so on (see, e.g., [7, 8, 10]). The even part S0¯ is exact the W-algebra
W (2, 2)W, which was introduced in [18] for the study of the classification of vertex operator
algebras generated by weight 2 vectors. The super-BMS3 algebras are a class of important
algebras in both mathematics and physics (see, e.g., [1–3]). To illustrate the difference, S0
1
and S
1
2 are respectively called Ramond type super-BMS3 algebra and Neveu-Schwarz type
super-BMS3 algebra. It is clear that S
1
2 is isomorphic to the subalgebra of S0 spanned by
{Lm,Wm | m ∈ 2Z} ∪ {Gr | r ∈ 2Z+ 1} ∪ {C1, C2}. The Cartan subalgebras of S0 and S 12
are h = CL0 ⊕ CW0 ⊕ CG0 and H = CL0 ⊕ CW0, respectively.
As an important part of representation theory, non-weight module has drawn a lot of
attention worldwide. In recent years, a class of non-weight modules on which the Cartan
subalgebra acts freely were constructed and studied. This kind of non-weight modules are
called free U(h)-modules by many authors, where U(h) is the universal enveloping algebra
of the Cartan subalgebra h. It is worth mentioning that the free U(h)-modules were first
constructed in [12] for the complex matrices algebra sln+1. In addition, these modules were
introduced by a very different approach in [15]. From then on, this kind of non-weight
modules were widely investigated, such as the finite-dimensional simple Lie algebras [13],
the Virasoro algebra [11,14], the Heisenberg-Virasoro algebra [4,5], the algebra V ir(a, b) [9].
Another interesting thing is that this kind of non-weight modules are considered on Lie
superalgebras. In [6], U(h)-modules over the basic Lie superalgebras were investigated, which
shows that osp(1|2n) is the only basic Lie superalgebra that admits such modules. In [16],
the free U(h)-modules of rank 1 over the Ramond N = 1 algebra and free U(h)-modules of
rank 2 over the Neveu-Schwarz N = 1 algebra were respectively classified. Recently, a family
of non-weight modules over the untwisted N = 2 superconformal algebras were constructed
in [17], which regarded as modules over the Cartan subalgebra are free of rank 2. In this
paper, we aim to study free U(h)-modules and U(H)-modules respectively over the Ramond
type and Neveu-Schwarz type of super-BMS3 algebras.
The rest of this paper is organized as follows. In section 2, we construct a class of
non-weight modules over the super-BMS3 algebras of Ramond type S
0 and Neveu-Schwarz
type S
1
2 . Then the simplicity and isomorphism classes of these modules are determined. In
Section 3, the free U(h)-modules of rank 1 over the Ramond algebra S0 are classified. These
modules can also be regarded as free U(CL0 ⊕ CW0)-modules of rank 2. In Section 4, we
classify the free U(H)-modules of rank 2 over the Neveu-Schwarz algebra S
1
2 . Furthermore,
we show that the category of free U(h)-modules of rank 1 over the Ramond type S0 is
equivalent to the category of free U(H)-modules of rank 2 over the Neveu-Schwarz type S
1
2 .
2 Non-weight modules over Sǫ
In this section, we first recall some basic definitions and results. Then we define a class of
non-weight modules over Sǫ which related to Cartan subalgebras.
Let V = V0¯ ⊕ V1¯ be any Z2-graded vector space. Then any element v ∈ V0¯ is said to be
even and any element v ∈ V1¯ is said to be odd. Define |v| = 0 if v is even and |v| = 1 if v is
odd. Elements in V0¯ or V1¯ are called homogeneous. Throughout this paper, all elements in
2
superalgebras and modules are homogenous unless specified.
Assume that G is a Lie superalgebra, a G-module is a Z2-graded vector space V together
with a bilinear map G × V → V , denoted (x, v) 7→ xv such that
x(yv)− (−1)|x||y|y(xv) = [x, y]v
and
Gi¯Vj¯ ⊆ Vi¯+j¯
for all x, y ∈ G, v ∈ V . Thus there is a parity-change functor Π on the category of G-modules
to itself. In other words, for any module V = V0¯ ⊕ V1¯, we have a new module Π(V ) with
the same underlining space with the parity exchanged, i.e., Π(V0¯) = V1¯ and Π(V1¯) = V0¯.
We use U(G) to denote the universal enveloping algebra. All modules for Lie superalgebras
considered in this paper are Z2-graded and all irreducible modules are nontrivial.
Fix any λ ∈ C∗, α ∈ C and h(t) ∈ C[t]. For any m ∈ Z, we define
hm(t) = mh(t)−m(m− 1)αh(t)− h(α)
t− α .
Then we have
nhn(t)−mhm(t) + n(t− nα) ∂
∂t
(hm(t))−m(t−mα) ∂
∂t
(hn(t))
= (n−m)hm+n(t) (2.1)
for any m,n ∈ Z. Let ΩW(λ, α, h) = C[t, s] as a vector space and define the action of W as
follows:
Lm(f(t, s)) = λ
m(s+ hm(t))f(t, s−m)−mλm(t−mα) ∂
∂t
(f(t, s−m)),
Wm(f(t, s)) = λ
m(t−mα)f(t, s−m), C1(f(t, s)) = C2(f(t, s)) = 0,
where m,n ∈ Z, α ∈ C, h(t) ∈ C[t].
The following results on ΩW(λ, α, h) were given in [4].
Lemma 2.1. For λ ∈ C∗, α ∈ C, h(t) ∈ C[t], then
(1) ΩW(λ, α, h) is a W-module;
(2) ΩW(λ, α, h) is simple if and only if α 6= 0.
Let V = C[t2, s] ⊕ tC[t2, s]. Then V is a Z2-graded vector space with V0¯ = C[t2, s] and
V1¯ = tC[t
2, s]. A precise construction of an S0-module structure on V will be given.
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Proposition 2.2. For λ ∈ C∗, α ∈ C, h(t) ∈ C[t], f(t2, s) ∈ C[t2, s] and tf(t2, s) ∈ tC[t2, s],
we define the action of Ramond type super-BMS3 algebra S
0 on V as follows
Lmf(t
2, s) = λm(s+ hm(t
2))f(t2, s−m)
−mλm(t2 −mα) ∂
∂t2
(f(t2, s−m)), (2.2)
Lmtf(t
2, s) = λm(s− m
2
+ hm(t
2))tf(t2, s−m)
−mλm(t2 −mα)t ∂
∂t2
f(t2, s−m), (2.3)
Wmf(t
2, s) = λm(t2 −mα)f(t2, s−m), (2.4)
Wmtf(t
2, s) = λm(t2 −mα)tf(t2, s−m), (2.5)
Gmf(t
2, s) = λmtf(t2, s−m), (2.6)
Gmtf(t
2, s) = λm(t2 − 2mα)f(t2, s−m), (2.7)
Ci(f(t
2, s)) = Ci(tf(t
2, s)) = 0 (2.8)
for m ∈ Z, i = 1, 2. Then V is an S0-module under the action of (2.2)-(2.8), which is a free
of rank 1 as a module over U(CL0 ⊕ CW0 ⊕ CG0) and denoted by ΩS0(λ, α, h).
Proof. By the trivial relation of (2.8), we omit the central elements in the following. From
Lemma 2.1 (1), we obtain
[Lm, Ln]f(t
2, s) = LmLnf(t
2, s)− LnLmf(t2, s),
[Lm,Wn]f(t
2, s) = LmWnf(t
2, s)−WnLmf(t2, s),
0 = (WmWn −WnWm)f(t2, s),
where m,n ∈ Z. For any m,n ∈ Z, it follows from (2.3) and (2.5) that we have
LmLntf(t
2, s) = Lm
(
λn(s− n
2
+ hn(t
2))tf(t2, s− n)
−nλn(t2 − nα)t ∂
∂t2
f(t2, s− n)
)
= λm+n
(
s− m
2
+ hm(t
2)
)
t
(
s−m− n
2
+ hn(t
2)
)
f(t2, s−m− n)
−mλm+n(t2 −mα)tf(t2, s−m− n) ∂
∂t2
hn(t
2)
−mλm+n(t2 −mα)t(s−m− n
2
+ hn(t
2)
) ∂
∂t2
f(t2, s−m− n)
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−nλm+n
(
s− m
2
+ hm(t
2)
)
t(t2 − nα) ∂
∂t2
f(t2, s−m− n)
+mnλm+n(t2 −mα)t ∂
∂t2
f(t2, s−m− n)
+mnλm+n(t2 −mα)t(t2 − nα) ∂
2
∂2(t2)
f(t2, s−m− n), (2.9)
LmWntf(t
2, s) = Lm
(
λn(t2 − nα)tf(t2, s− n)
)
= λm+n(s− m
2
+ hm(t
2))t(t2 − nα)f(t2, s−m− n)
−mλm+n(t2 −mα)tf(t2, s−m− n)
−mλm+n(t2 −mα)t(t2 − nα) ∂
∂t2
f(t2, s−m− n) (2.10)
and
WnLmtf(t
2, s) = Wn
(
λm(s− m
2
+ hm(t
2))tf(t2, s−m)
−mλm(t2 −mα)t ∂
∂t2
f(t2, s−m)
)
= λm+n(t2 − nα)(s− n− m
2
+ hm(t
2))tf(t2, s−m− n)
−mλm+n(t2 − nα)(t2 −mα)t ∂
∂t2
f(t2, s−m− n). (2.11)
Then for any m,n ∈ Z, by (2.1) and (2.9), we compute that
[Lm, Ln]tf(t
2, s)
= λm+n
(
s− m
2
+ hm(t
2)
)
t
(
s−m− n
2
+ hn(t
2)
)
f(t2, s−m− n)
−mλm+n(t2 −mα)tf(t2, s−m− n) ∂
∂t2
hn(t
2)
−mλm+n(t2 −mα)t(s−m− n
2
+ hn(t
2)
) ∂
∂t2
f(t2, s−m− n)
−nλm+n
(
s− m
2
+ hm(t
2)
)
t(t2 − nα) ∂
∂t2
f(t2, s−m− n)
+mnλm+n(t2 −mα)t ∂
∂t2
f(t2, s−m− n)
+mnλm+n(t2 −mα)t(t2 − nα) ∂
2
∂2(t2)
f(t2, s−m− n)
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−λm+n
(
s− n
2
+ hn(t
2)
)
t
(
s− n− m
2
+ hm(t
2)
)
f(t2, s−m− n)
+nλm+n(t2 − nα)tf(t2, s−m− n) ∂
∂t2
hm(t
2)
+nλm+n(t2 − nα)t(s− n− m
2
+ hm(t
2)
) ∂
∂t2
f(t2, s−m− n)
+mλm+n
(
s− n
2
+ hn(t
2)
)
t(t2 −mα) ∂
∂t2
f(t2, s−m− n)
−mnλm+n(t2 − nα)t ∂
∂t2
f(t2, s−m− n)
−mnλm+n(t2 − nα)t(t2 −mα) ∂
2
∂2(t2)
f(t2, s−m− n),
= λm+ntf(t2, s−m− n)
(
n(s− n
2
)−m(s− m
2
) + nhn(t
2)−mhm(t2)
)
+λm+ntf(t2, s−m− n)
(
n(t2 − nα) ∂
∂t2
hm(t
2)−m(t2 −mα) ∂
∂t2
hn(t
2)
)
+m2λm+n(t2 −mα)t ∂
∂t2
f(t2, s−m− n)
−n2λm+n(t2 − nα)t ∂
∂t2
f(t2, s−m− n)
+mnλm+n(n−m)αt ∂
∂t2
f(t2, s−m− n)
= (n−m)λm+n(s− m+ n
2
+ hm+n(t
2))tf(t2, s−m− n)
−(n−m)(m+ n)λm+n(t2 − (m+ n)α)t ∂
∂t2
f(t2, s−m− n)
= (n−m)Lm+ntf(t2, s).
For any m,n ∈ Z, from (2.10) and (2.11), one can check that
[Lm,Wn]tf(t
2, s) = (n−m)λm+n(t2 − (m+ n)α)tf(t2, s−m− n)
= (n−m)Wm+ntf(t2, s).
For any m,n ∈ Z, by the similar computation, we conclude that
[Lm, Gn]f(t
2, s)
= (n− m
2
)λm+ntf(t2, s−m− n)
= (n− m
2
)Gm+nf(t
2, s),
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[Lm, Gn]tf(t
2, s)
= (n− m
2
)λm+r(t2 − 2(m+ n)α)f(t2, s−m− n)
= (n− m
2
)Gm+ntf(t
2, s),
[Gm, Gn]f(t
2, s)
= λm+n(t2 − 2mα)tf(t2, s−m− n) + λm+n(t2 − 2nα)tf(t2, s−m− n)
= 2Wm+nf(t
2, s),
[Gm, Gn]tf(t
2, s)
= λm+n(t2 − 2nα)tf(t2, s−m− n) + λm+n(t2 − 2mα)tf(t2, s−m− n)
= 2Wm+ntf(t
2, s).
Finally, for any m,n ∈ Z, it is easy to get that
[Wm, Gn]f(t
2, s) = [Wm, Gn]tf(t
2, s) = 0.
This completes the proof.
Theorem 2.3. Let λ ∈ C∗, α ∈ C, h(t) ∈ C[t]. Then we have ΩS0(λ, α, h) is simple if and
only if α 6= 0.
Proof. To prove this, we consider two cases in the following.
Case 1. α = 0.
For any i ∈ Z+, denote πi := (t2)iC[t2, s]⊕ tC[t2, s]. It is clear that for any i ∈ Z+, πi is
a submodule of ΩS0(λ, 0, h) for λ ∈ C∗ and h(t) ∈ C[t].
Case 2. α 6= 0.
Let P = P0¯ ⊕ P1¯ be a nonzero submodule of ΩS0(λ, α, h). It follows from Lemma 2.1
(2) that we have ΩS0(λ, α, h)0¯ is a simple S0¯-module. Then one can check that P1¯ =
ΩS0(λ, α, h)1¯ by (2.6). Consequently, P = ΩS0(λ, α, h), which implies that ΩS0(λ, α, h) is a
simple S0-module.
Remark 2.4. For i ∈ Z+, the quotient module
π¯i := (t
2)iC[t2, s]⊕ tC[t2, s]/(t2)i+1C[t2, s]⊕ tC[t2, s]
is simple if and only if i 6= h(0). In fact, for any nonzero (t2)ig(s) ∈ π¯i, we haveWm((t2)ig(s)) =
0 and
Lm((t
2)ig(s)) ≡ λm(s+mh(0))(t2)ig(s−m)− λmmi(t2)ig(s−m)
≡ λm(s+m(h(0)− i))(t2)ig(s−m) mod (t2)i+1C[t2, s]⊕ tC[t2, s].
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Theorem 2.5. Let λ, µ ∈ C∗, α, β ∈ C, h(t), g(t) ∈ C[t]. Then ΩS0(λ, α, h) ∼= ΩS0(µ, β, g) if
and only if λ = µ, α = β and h = g.
Proof. The sufficiency is obvious. Suppose ΩS0(λ, α, h) ∼= ΩS0(µ, β, g) as S0-module. Then
ΩS0(λ, α, h)0¯ ∼= ΩS0(µ, β, g)0¯ as S0¯-modules. By Theorem 3.2 in [4], we have λ = µ, α = β
and h = g.
Let M = C[t, s] ⊕ C[y, x]. Then M is a Z2-graded vector space with M0¯ = C[t, s] and
M1¯ = C[y, x]. The following result will present a precise construction of an S
1
2 -module
structure on M .
Proposition 2.6. For λ ∈ C∗, α ∈ C, h(t) ∈ C[t], h(y) ∈ C[y], f(t, s) ∈ C[t, s] and k(y, x) ∈
C[y, x], we define the action of Neveu-Schwarz type super-BMS3 algebra S
1
2 on M as follows
Lmf(t, s) = λ
m(s+ hm(t))f(t, s−m)
−mλm(t−mα) ∂
∂t
(f(t, s−m)), (2.12)
Lmk(y, x) = λ
m(x− m
2
+ hm(y))k(y, x−m)
−mλm(y −mα) ∂
∂y
k(y, x−m), (2.13)
Wmf(t, s) = λ
m(t−mα)f(t, s−m), (2.14)
Wmk(y, x) = λ
m(y −mα)k(y, x−m), (2.15)
Grf(t, s) = λ
r− 1
2f(y, x− r), (2.16)
Grk(y, x) = λ
r+ 1
2 (t− 2rα)k(t, s− r), (2.17)
Ci(f(t, s)) = Ci(k(y, x)) = 0, (2.18)
where m ∈ Z, i = 1, 2, r ∈ 1
2
+Z. Then M is an S
1
2 -module under the action of (2.12)-(2.18),
which is a free of rank 2 as a module over U(CL0 ⊕ CW0) and denoted by Ω
S
1
2
(λ, α, h).
Proof. From Lemma 2.1 (1) and Proposition 2.2, we have
[Lm, Ln]f(t, s) = LmLnf(t, s)− LnLmf(t, s),
[Lm, Ln]k(y, x) = LmLnk(y, x)− LnLmk(y, x),
[Lm,Wn]f(t, s) = LmWnf(t, s)−WnLmf(t, s),
[Lm,Wn]k(y, x) = LmWnk(y, x)−WnLmk(y, x),
(WmWn −WnWm)f(t, s) = (WmWn −WnWm)k(y, x) = 0,
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where m,n ∈ Z. For any m ∈ Z, r ∈ 1
2
+ Z, we deduce that
[Lm, Gr]f(t, s)
= Lm
(
λr−
1
2f(y, x− r)
)
−Gr
(
λm(s+ hm(t))f(t, s−m)−mλm(t−mα) ∂
∂t
(f(t, s−m))
)
= (r − m
2
)λm+r−
1
2 f(y, x−m− r)
= (r − m
2
)Gm+rf(t, s).
Similarly, for any m ∈ Z, r, q ∈ 1
2
+ Z, we obtain that
[Lm, Gr]k(y, x)
= (r − m
2
)λm+r+
1
2 (t− 2(m+ r)α)f(t, s−m− r)
= (r − m
2
)Gm+rk(y, x),
[Gr, Gp]f(t, s)
= 2λr+p(t− (r + p)α)f(t, s− r − p)
= 2Wr+pf(t, s),
[Gr, Gp]k(y, x)
= 2λr+p(y − (r + p)α)k(y, x− r − p)
= 2Wr+pk(y, x).
At last, for any m ∈ Z, r ∈ 1
2
+ Z, it is easy to get
[Wm, Gr]f(t, s) = [Wm, Gr]k(y, x) = 0.
This proposition holds.
Assume that σ : S
1
2 → S0 is a linear map defined by
Lm 7→ 1
2
L2m,
Wm 7→ 1
2
W2m,
Gr 7→ 1√
2
G2r,
Ci 7→ Ci
9
for i = 1, 2, m ∈ Z, r ∈ 1
2
+ Z. It is straightforward to verify that σ is an injective Lie
superalgebra homomorphism. Clearly, S
1
2 can be regarded as a subalgebra of S0. Then
ΩS0(λ, α, h) also can be regarded as an S
1
2 -module.
Proposition 2.7. ΩS0(λ, α, h) is a simple S
1
2 -module if and only if it is a simple S0-module.
Proof. We only prove sufficiency. From
σ(Lm)f(t
2, s) =
1
2
λ2m(s+ h2m(t
2))f(t2, s− 2m)−mλ2m(t2 − 2mα) ∂
∂t2
(f(t2, s− 2m)),
σ(Wm)f(t
2, s) =
1
2
λ2m(t2 − 2mα)f(t2, s− 2m)
and α 6= 0, we see that ΩS0(λ, α, h)0¯ is a simple σ(W)-module. Then by σ(Gr)f(t2, s) =
1√
2
λ2rtf(t2, s − 2r), one has t1 ∈ ΩS0(λ, α, h)1¯, which yields that ΩS0(λ, α, h) is a simple
S
1
2 -module.
Proposition 2.8. Let λ ∈ C∗, α ∈ C and g(t), h(t) ∈ C[t]. Assume that for any m ∈ Z
gm(
1
2
t) = 1
2
h2m(t). Then as S
1
2 -modules, we have Ω
S
1
2
(λ, α, g) ∼= ΩS0(
√
λ, α, h).
Proof. Let
Ψ : Ω
S
1
2
(λ, α, g) −→ ΩS0(
√
λ, α, h)
f(t, s) 7−→ f(1
2
t2,
1
2
s)
k(y, x) 7−→
√
λ
2
tk(
1
2
t2,
1
2
s)
be the linear map from Ω
S
1
2
(λ, α, g) to ΩS0(
√
λ, α, h). Clearly, Ψ is bijective. Now we show
that it is an S
1
2 -module isomorphism.
For any m ∈ Z, r ∈ 1
2
+ Z, g(t), h(t) ∈ C[t], f(t, s) ∈ C[t, s], k(y, x) ∈ C[y, x], we check
that
Ψ(Lmf(t, s))
= Ψ
(
λm(s+ gm(t))f(t, s−m)
−mλm(t−mα) ∂
∂t
(f(t, s−m))
)
= λm(
s
2
+ gm(
1
2
t2))f(
1
2
t2,
1
2
s−m)
−mλm(1
2
t2 −mα) ∂
∂(1
2
t2)
(f(
1
2
t2,
1
2
s−m)),
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Ψ(Lmk(y, x))
= Ψ
(
λm(x− m
2
+ gm(y))k(y, x−m)
−mλm(y −mα) ∂
∂y
k(y, x−m)
)
=
√
λ
2
λm(
1
2
s− m
2
+ gm(
1
2
t2))tk(
1
2
t2,
1
2
s−m)
−m
√
λ
2
λm(
1
2
t2 −mα)t ∂
∂(1
2
t2)
k(
1
2
t2,
1
2
s−m),
Ψ(Wmf(t, s))
= Ψ
(
λm(t−mα)f(t, s−m)
)
= λm(
1
2
t2 −mα)f(1
2
t2,
1
2
s−m),
Ψ(Wmk(y, x))
= λm(y −mα)k(y, x−m)
)
=
√
λ
2
λm(
1
2
t2 −mα)tk(1
2
t2,
1
2
s−m),
Ψ(Grf(t, s))
= Ψ
(
λr−
1
2f(y, x− r)
)
=
λr√
2
tf(
1
2
t2,
1
2
s− r),
Ψ(Grk(y, x))
= Ψ
(
λr+
1
2 (t− 2rα)k(t, s− r)
)
= λr+
1
2 (
1
2
t2 − 2rα)k(1
2
t2,
1
2
s− r),
Ψ(Ci(f(t, s))) = Ψ(Ci(k(y, x))) = 0
for i = 1, 2. Then by the following calculation
σ(Lm)Ψ(f(t, s)) =
1
2
L2mf(
1
2
t2,
1
2
s)
=
1
2
λm(s+ h2m(t
2))f(
1
2
t2,
1
2
(s− 2m))
−mλm(t2 − 2mα) ∂
∂(t2)
(f(
1
2
t2,
1
2
(s− 2m))),
σ(Lm)Ψ(k(y, x)) =
1
2
L2m
√
λ
2
tk(
1
2
t2,
1
2
s)
=
√
λ
2
λm(
s
2
− m
2
+
1
2
h2m(t
2))tk(
1
2
t2,
1
2
s−m)
−m
√
λ
2
λm(
1
2
t2 −mα)t ∂
∂(1
2
t2)
k(
1
2
t2,
1
2
s−m),
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σ(Wm)Ψ(f(t, s)) =
1
2
W2mf(
1
2
t2,
1
2
s)
= λm(
1
2
t2 −mα)f(1
2
t2,
s
2
−m),
σ(Wm)Ψ(k(y, x)) =
1
2
W2m
√
λ
2
tk(
1
2
t2,
1
2
s)
=
√
λ
2
λm(
1
2
t2 −mα)tk(1
2
t2,
s
2
−m),
σ(Gr)Ψ(f(t, s)) =
1√
2
G2rf(
1
2
t2,
1
2
s)
=
1√
2
λrf(
1
2
t2,
1
2
s− r),
σ(Gr)Ψ(k(y, x)) =
1√
2
G2r
√
λ
2
tk(
1
2
t2,
1
2
s)
= λr+
1
2 (
1
2
t2 − 2rα)k(1
2
t2,
1
2
s− r),
σ(Ci(f(t, s))) = σ(Ci(k(y, x))) = 0,
one has
Ψ(Lmf(t, s)) = σ(Lm)Ψ(f(t, s)),Ψ(Lmk(y, x)) = σ(Lm)Ψ(k(y, x)),
Ψ(Wmf(t, s)) = σ(Wm)Ψ(f(t, s)),Ψ(Wmk(y, x)) = σ(Wm)Ψ(k(y, x)),
Ψ(Grf(t, s)) = σ(Gr)Ψ(f(t, s)),Ψ(Grk(y, x)) = σ(Gr)Ψ(k(y, x)),
Ψ(Ci(f(t, s))) = σ(Ci(f(t, s))) = Ψ(Ci(k(y, x))) = σ(Ci(k(y, x))) = 0
for i = 1, 2. Thus, we conclude that Ψ is an S
1
2 -module isomorphism. This proposition
holds.
According to Proposition 2.7, Proposition 2.8 and Theorem 2.3, we see that the following
results.
Corollary 2.9. Let λ ∈ C∗, α ∈ C, h(t) ∈ C[t]. Then Ω
S
1
2
(λ, α, h) is simple if and only if
α 6= 0.
By the similar arguments in the proof of Theorem 2.5, it yields the result as follows.
Theorem 2.10. Let λ, µ ∈ C∗, α, β ∈ C, h(t), g(t) ∈ C[t]. Then Ω
S
1
2
(λ, α, h) ∼= Ω
S
1
2
(µ, β, g)
if and only if λ = µ, α = β and h = g.
12
3 Classification of free U(h)-modules of rank 1 over
S0
Assume that V = V0¯ ⊕ V1¯ is an S0-module such that it is free of rank 1 as a U(h)-module,
where h = CL0 ⊕ CW0 ⊕ CG0. It follows from the algebra structure of S0 in (1.1) that we
have
L0W0 = W0L0, L0G0 = G0L0,W0G0 = G0W0 and G
2
0 = W0.
Thus U(h) = C[L0,W0]⊕G0C[L0,W0]. Choose a homogeneous basis element 1 in V . Without
loss of generality, up to a parity, we may assume 1 ∈ V0¯ and
V = U(h)1 = C[L0,W0]1⊕G0C[L0,W0]1
with V0¯ = C[L0,W0]1 and V1¯ = G0C[L0,W0]1. Then we can suppose that L01 = s1,W01 =
t21, G01 = t1. In the following, V = V0¯⊕V1¯ is equal to C[t2, s]1⊕tC[t2, s]1 with V0¯ = C[t2, s]1
and V1¯ = tC[t
2, s]1.
Remark 3.1. The free U(h)-module V of rank 1 can be viewed as a free C[L0,W0]-module
of rank 2.
According to S0¯ ∼= W, it is clear that V0¯ can be regarded as a W-module which is free
of rank 1 as a C[L0,W0]-module. From Lemma 2.1, for any m ∈ Z, f(t2, s) ∈ C[t2, s], there
exist λ ∈ C∗, α ∈ C, h(t) ∈ C[t] such that
Lm(f(t
2, s)) = λm(s+ hm(t
2))f(t2, s−m)−mλm(t2 −mα) ∂
∂t2
(f(t2, s−m)), (3.1)
Wm(f(t
2, s)) = λm(t2 −mα)f(t2, s−m), C1(f(t2, s)) = C2(f(t2, s)) = 0. (3.2)
Firstly, we give the following results.
Lemma 3.2. For m ∈ Z, f(t2, s) ∈ C[t2, s], tf(t2, s) ∈ tC[t2, s], we obtain
(i) Gmtf(t
2, s)1 = f(t2, s−m)Gmt1;
(ii) Gmf(t
2, s)1 = f(t2, s−m)Gm1;
(iii) Citf(t
2, s)1 = 0 for i = 1, 2.
Proof. (i) It is easy to get that GmL0t1 = (L0−m)Gmt1 by the relations of S0. Recursively,
we conclude that GmL
n
0 t1 = (L0 −m)nGmt1 for n ∈ Z+. Hence, Gmtf(t2, s)1 = f(t2, s −
m)Gmt1 for m ∈ Z. Similarly, we obtain (ii).
(iii) By (3.2), we know that Cif(t
2, s)1 = 0, which gives Ci1 = 0 for i = 1, 2. Then for
Citf(t
2, s)1 = tf(t2, s)Ci1 = 0 for i = 1, 2.
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Lemma 3.3. For m ∈ Z, we get Gm1 = λmt1.
Proof. To prove this, we suppose
Gm1 = tfm(t
2, s)1 ∈ tC[t2, s]1 (3.3)
for m ∈ Z. Since G01 = t1, it holds for m = 0. Choosing m = 1 in (3.3), one see that
G0G11 = G0tf1(t
2, s)1 = t2f1(t
2, s)1. Then it follows from (3.2), (3.3) and [G0, G1] = 2W1
that
G1t1 = G1G01 = 2W11−G0G11 = 2λ(t2 − α)1− t2f1(t2, s)1. (3.4)
Choosing m = 1 in part (i) of Lemma 3.2 and using (3.4), we check that
G1tf1(t
2, s)1 = f1(t
2, s− 1)G1t1 = f1(t2, s− 1)(2λ(t2 − α)− t2f1(t2, s))1.
On the other side, we deduce that
G1tf1(t
2, s)1 = G211 = W21 = λ
2(t2 − 2α)1,
which yields
f1(t
2, s− 1)(2λ(t2 − α)− t2f1(t2, s)) = λ2(t2 − 2α). (3.5)
Comparing the degrees of t2 in (3.5), we have f1(t
2, s) = λ. Thus, we get
G11 = λt1.
It follows this result that
L1t1 = L1G01
= (G0L1 − 1
2
G1)1
= G0
(
λ(s+ h1(t
2))
)
1− 1
2
λt1
= λ(s− 1
2
+ h1(t
2))t1.
Assume that Gm1 = λ
mt1 holds for m = k ≥ 1. By inductive method, we only prove
Gk+11 = λ
k+1t1. Then
(k − 1
2
)Gk+11 = L1Gk1−GkL11
= λkL1t1−GkL11
= λk+1(s− 1
2
+ h1(t
2))t1− λGk(s+ h1(t2))1
= λk+1(s− 1
2
+ h1(t
2))t1− λk+1(s− k + h1(t2))t1
= λk+1(k − 1
2
)t1,
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which implies that Gm1 = λ
mt1 holds for all m ∈ N.
Similarly, we can deduce that Gm1 = λ
mt1 for m < 0, m ∈ Z.
Now we present the main result of this section, which gives a complete classification of
free U(h)-modules of rank 1 over S0.
Theorem 3.4. Assume that V is an S0-module such that the restriction of V as a U(h)-
module is free of rank 1. Then up to a parity, V ∼= ΩS0(λ, α, h) for λ ∈ C∗, α ∈ C, h(t) ∈ C[t]
with the S0-module structure defined as in (2.2)-(2.8).
Proof. For any f(t2, s) ∈ C[t2, s], by Lemma 3.2 (ii) and Lemma 3.3, we obtain
Gmf(t
2, s)1 = f(t2, s−m)Gm1 = λmf(t2, s−m)t1. (3.6)
Moreover, we have
Lmtf(t
2, s)1
= LmG0f(t
2, s)1
= G0Lmf(t
2, s)1− m
2
Gmf(t
2, s)1
= λm(s− m
2
+ hm(t
2))f(t2, s−m)t1−mλm(t2 −mα) ∂
∂t2
(f(t2, s−m))t1
and
Wmtf(t
2, s)1 =WmG0f(t
2, s)1 = G0Wmf(t
2, s)1 = λm(t2 −mα)f(t2, s−m)t1.
Assume that Gmt1 = gm(t
2, s)1 ∈ C[t2, s]1 for m ∈ Z. From GmGmt1 = W2mt1, it is easy
to check that gm(t
2, s) = λm(t2 − 2mα). It is clear that Gmt1 = λm(t2 − 2mα)1 for m ∈ Z.
Then by Lemma 3.2 (i), one has
Gmtf(t
2, s)1 = λm(t2 − 2mα)f(t2, s−m)t1.
4 Classification of free U(H)-modules of rank 2 over
S
1
2
By the definition of Neveu-Schwarz super-BMS3 algebraS
1
2 , we see that it has a 2-dimensional
Cartan subalgebra H = CL0 ⊕ CW0. Then we have U(H) = C[L0,W0]. At the same time,
we see that {Wm | m ∈ Z} can be generated by odd elements G 1
2
+r for r ∈ Z. Then the
pure even or pure odd non-trivial S
1
2 -modules are isomorphic to Virasoro modules, namely,
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the free U(H)-modules of rank 1 are isomorphic to Virasoro modules. Hence, we will classify
the free U(H)-modules of rank 2 over the S
1
2 in the following.
Assume that M = M0¯ ⊕M1¯ is an S 12 -module such that it is free of rank 2 as a U(H)-
module with two homogeneous basis elements v and w. If the parities of v and w are the
same, then G± 1
2
v = G± 1
2
w = 0. Therefore,
W0v =
1
2
[G 1
2
, G− 1
2
]v = 0,W0w =
1
2
[G 1
2
, G− 1
2
]w = 0,
which gives a contradiction. Then we conclude that v and w have different parities. Set
v = 10¯ ∈M0¯ and w = 11¯ ∈M1¯. As a vector space, we getM0¯ = C[t, s]10¯ andM1¯ = C[y, x]11¯.
By S0¯ ∼=W, we know thatM0¯ andM1¯ are both can be viewed asW-modules. According
to Lemma 2.1, there exist λ, µ ∈ C∗, α, β ∈ C, h(t) ∈ C[t] and h(y) ∈ C[y] such that
Lmf(t, s) = λ
m(s+ hm(t))f(t, s−m)
−mλm(t−mα) ∂
∂t
(f(t, s−m)), (4.1)
Wmf(t, s) = λ
m(t−mα)f(t, s−m), Ci(f(t, s)) = 0 (4.2)
for i = 1, 2, f(t, s) ∈ C[t, s] and
Lmf(y, x) = µ
m(x− m
2
+ hm(y))f(y, x−m)
−mµm(y −mβ) ∂
∂y
(f(y, x−m)), (4.3)
Wmf(y, x) = µ
m(y −mβ)f(y, x−m), Ci(f(y, x)) = 0 (4.4)
for i = 1, 2, f(y, x) ∈ C[y, x].
Now we give the following two preliminary results for later use.
Lemma 4.1. Let λ, µ ∈ C∗, α, β ∈ C, f(t, s) ∈ C[t, s], k(y, x) ∈ C[y, x]. Then λ = µ, α = β
and there exists c ∈ C∗ such that one of the following two cases occurs.
(i) G 1
2
10¯ = c11¯, G 1
2
11¯ =
1
c
λ(t− α)10¯;
(ii) G 1
2
10¯ =
1
c
λ(y − α)11¯, G 1
2
11¯ = c10¯.
Proof. Assume that G 1
2
10¯ = f(y, x)11¯ and G 1
2
11¯ = g(t, s)10¯. According to [G 1
2
, G 1
2
]10¯ =
2W110¯, we get
G21
2
10¯ = f(W0, L0 − 1
2
)G 1
2
11¯ = f(t, s− 1
2
)g(t, s)10¯
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and G21
2
10¯ =W110¯ = λ(t− α), which imply f(t, s− 12)g(t, s) = λ(t− α). Therefore,
f(t, s− 1
2
) = c, g(t, s) =
1
c
λ(t− α) or f(t, s− 1
2
) =
1
c
λ(t− α), g(t, s) = c (4.5)
for c ∈ C∗. Similarly, by G21
2
11¯ = W111¯, we see that g(y, x− 12)f(y, x) = µ(y − β). Then by
(4.5), we always obtain g(y, x− 1
2
)f(y, x) = λ(y − α), which gives λ = µ, α = β.
Due to Lemma 4.1, up to a parity, we can assume λ = µ, α = β,G 1
2
10¯ = 11¯ and
G 1
2
11¯ = λ(t− α)10¯ without loss of generality.
Lemma 4.2. For any r ∈ 1
2
+ Z, f(t, s) ∈ C[t, s], f(y, x) ∈ C[y, x], we have
(i) Grf(t, s)10¯ = λ
r− 1
2 f(y, x− r)11¯,
(ii) Grf(y, x)11¯ = λ
r+ 1
2 (t− 2rα)f(t, s− r)10¯.
Proof. Now we prove that part (i) and part (ii) hold for r = 1
2
. According to G 1
2
L0 =
(L0 − 12)G 12 and Lemma 4.1, we obtain that
G 1
2
f(t, s)10¯ = G 1
2
f(W0, L0)11¯ = f(W0, L0 −
1
2
)G 1
2
10¯ = f(y, x−
1
2
)11¯,
G 1
2
f(y, x)11¯ = G 1
2
f(W0, L0)11¯ = f(W0, L0 −
1
2
)G 1
2
11¯ = λ(t− α)f(t, s−
1
2
)10¯.
Then for r ∈ 1
2
+ Z and r 6= 3
2
, by Lemma 4.5, we get
(
3
4
− 1
2
r)Grf(t, s)10¯
= [Lr− 1
2
, G 1
2
]f(t, s)10¯
= Lr− 1
2
G 1
2
f(t, s)10¯ −G 1
2
Lr− 1
2
f(t, s)10¯
= Lr− 1
2
f(y, x− 1
2
)G 1
2
10¯
−G 1
2
(
λr−
1
2 (s+ hr− 1
2
(t))f(t, s− r + 1
2
)
−(r − 1
2
)λr−
1
2 (t− (r − 1
2
)α)
∂
∂t
(f(t, s− r + 1
2
))
)
10¯
= λr−
1
2
(3
4
− 1
2
r
)
f(y, x− r)11¯
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and
(
3
4
− 1
2
r)Grf(y, x)11¯
= [Lr− 1
2
, G 1
2
]f(y, x)11¯
= Lr− 1
2
G 1
2
f(y, x)11¯ −G 1
2
Lr− 1
2
f(y, x)11¯
= Lr− 1
2
f(t, s− 1
2
)G 1
2
11¯
−G 1
2
(
λr−
1
2 (x− (r
2
− 1
4
) + hr− 1
2
(y))f(y, x− r + 1
2
)
−(r − 1
2
)λr−
1
2 (y − (r − 1
2
)α)
∂
∂y
(f(y, x− r + 1
2
))
)
11¯
= λr+
1
2
(3
4
− 1
2
r
)
(t− 2rα)f(t, s− r)10¯.
Thus, part (i) and part (ii) hold for any r ∈ 1
2
+ Z and r 6= 3
2
. Moreover, we check that
−3
2
G 3
2
f(t, s)10¯
= [L2, G− 1
2
]f(t, s)10¯
= L2G− 1
2
f(t, s)10¯ −G− 1
2
L2f(t, s)10¯
= −3
2
λf(y, x− 3
2
)11¯
and
−3
2
G 3
2
f(y, x)11¯
= [L2, G− 1
2
]f(y, x)11¯
= L2G− 1
2
f(y, x)11¯ −G− 1
2
L2f(y, x)11¯
= −3
2
λ2(t− 3α)f(t, s− 3
2
)10¯.
Hence, part (i) and part (ii) also hold for r = 3
2
. The lemma clears.
We present the main result of this section, which gives a complete classification of free
U(H)-modules of rank 2 over S
1
2 .
From (4.1), (4.2), (4.3), (4.4) and Lemmas 4.1, 4.2, we conclude that the results as follows.
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Theorem 4.3. Assume that M is an S
1
2 -module such that the restriction of M as a U(H)-
module is free of rank 2. Then up to a parity, we have M ∼= Ω
S
1
2
(λ, α, h) for λ ∈ C∗, α ∈
C, h(t) ∈ C[t] with the S 12 -module structure defined as in (2.12)-(2.18).
As a direct consequence of Proposition 2.7, Theorem 3.4 and Theorem 4.3, we have
Corollary 4.4. The category of free U(h)-modules of rank 1 over S0 is equivalent to the
category of free U(H)-modules of rank 2 over S
1
2 .
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