Abstract: This paper introduces a method for synthesizing reduced-order nonlinear model-based predictive controllers that have support in an arbitrary open subset, for semilinear parabolic equations. The predictive control law is computed based on reduced-order, nonlinear multi-step-ahead finiteelement predictors, identified directly from experimental input-output data. An advantage of this approach is that it does not require knowledge of the partial differential equation (PDE) model of the process. The proposed approach is computationally efficient and suitable for real-time implementation as it does not involve solving a complex nonlinear programming problem. The design method can deal effectively with load disturbances and noise in a similar manner to that adopted in the classical Generalized Predictive Control framework. The method is used to design and evaluate numerically a nonlinear predictive controller for a one-dimensional nonlinear parabolic equation.
INTRODUCTION
Consider the following semilinear parabolic equation (2) Assuming that f satisfies
), 1 ) 1 )((log ( ) ( | equation (1) is null controllable for any y 0 L 2 () (see for example Barbu (2002) and the references within). Note also that this result can be extended to steady-state solutions y e to equation (1).
Typical controller design methodologies for nonlinear PDE's are based on finite-dimensional approximations of the original infinite-dimensional system -see for example Chapman and Pritchard (1983) , Balas (1991) .
In recent years, significant efforts have been made to develop low-order robust nonlinear controllers, acting only on open bounded subsets of the domain of evolution or on the boundary. The existing general frameworks for the synthesis of low-order internal controllers for parabolic systems exploit the concept of inertial manifolds (Christofides, 2001) or are based on the linearized PDE equation (Barbu,2003; Barbu and Wang, 2006a,b; Barbu et al, 2005) .
One limitation of these approaches is that they do not address the issue of state or input constraints. In this context, the generalized predictive control (GPC) framework (Clarke et al., 1987) has the capability to directly handle equality and inequality constraints and to deal effectively with unforeseen disturbances. While linear model predictive control is a mature technology, nonlinear predictive control is not been perceived as a practicable control strategy (Qin and Badgwell, 2001; Morari and Lee, 1999) , particularly for large scale systems. The main obstacle to the practical application of nonlinear model predictive control (NMPC) to distributed parameter systems is that of solving the resulting optimal control problems in real-time (Diehl et al.,2001) . As a consequence, few results are available on the model predictive control of distributed parameter systems. These include internal, boundary and distributed stabilization approaches for linear parabolic equations (Dubljevic et al., 2005 (Dubljevic et al., ,2006 Dubljevic and Christofides, 2006a,b) linear and quasi-linear hyperbolic equations (Choi and Lee, 20015; Shang et al., 2004) and fluid flow problems (Smaoui et al., 2006) . Typically, the above controller design approaches assume that the partial differential equations describing the system dynamics are known. However, deriving accurate equations for a distributed parameter system when there is lack of process knowledge is a challenging task. Moreover, for the purpose of designing predictive controllers, accurate reducedorder nonlinear models are necessary (rather than PDEs) to simplify the control problem and facilitate the real-time implementation.
A popular approach to construct approximate low-order models from data typically relies on the Karhunen-Loeve (K-L) decomposition, also known as the Proper Orthogonal Decomposition (POD) (Holmes et al., 1996) . The K-L decomposition is used to find a basis to approximate the uncontrolled solution in an optimal way. Whilst the K-L decomposition may lead to less complex models than those obtained via the finite-element method, the K-L basis functions are intrinsic to the uncontrolled dynamics (Smaoui et al., 2006) . Hence changes to the dynamics as a result of control actions require the re-estimation of the empirical basis functions in order for the model to remain valid (Prabhu et al., 2001 ) and this may significantly increase the computational burden. This paper introduces a nonlinear model predictive controller design approach based on reduced order multi-step-ahead predictors. The controllers, with support in an arbitrary open subset, are derived based on nonlinear multi-step-ahead finite-element predictors, identified directly from experimental input-output data. The reduced order models can capture efficiently the dynamics of the system over a wide operating range. The controller design method (Bai and Coca, 2007) can deal effectively with load disturbances and noise in a similar manner to that adopted in the classical generalized MPC framework (Clarke et al., 1987) . Furthermore, the computation effort of the proposed control scheme is comparable with that involved in the linear MPC approach.
IDENTIFICATION OF REDUCED-ORDER, FINITE-ELEMENT MODELS
A system identification framework for deriving reducedorder fully discrete finite-element approximations of distributed parameter systems directly from measurements was introduced by Coca and Billings (2002) . The approach does not assume any prior knowledge of the PDEs governing the infinite dimensional system. Moreover, it was shown that the finite dimensional model estimated from data provides a better and more parsimonious approximation of the dynamics in the chosen subspace, than a standard Galerkin approximation derived from PDEs equations (Coca and Billings, 2002; Billings and Coca, 2002) .
The identification approach is implemented in two stages. In the first stage, distributed input/output measurements are used to construct finite-element approximations of the solution and the forcing function, which belong to a finite element subspace V n . This involves computing the input and output coordinate vectors relative to the finite element basis.
The input is assumed to be persistently exciting both in amplitude and frequency over the operating range of interest.
The second stage involves identifying a nonlinear discretetime Multi-Input-Multi-Output (MIMO) model which approximates the finite-dimensional input/output behavior.
Finite Dimensional Approximation
In general, measurements of the state y in (1) 
obtained by sampling uniformly the state and input variables of the system of interest over an uniform grid in (0,T)u (t i =iT/N and x j =j/m), the approximation of y and u in V n is given by
To reduce computational effort, the dimension of the approximation subspace V n should be as low as possible. Here n is chosen such that , V m-2 until the approximation error exceeds the given error tolerance.
Nonlinear System Identification
The resulting coordinates vectors u n (t) and y n (t) are treated as the inputs and outputs of a finite dimensional dynamical system, which can be represented by a NARMAX model 
In equation (8) f (.) is an unknown nonlinear function that has to be determined from data, e(t) is a vector of stochastic disturbances and n y, n u , n e denote the maximum output, input and noise lags. In practice f(.) may approximated in terms of polynomial and rational functions, wavelets or radial basis functions. The polynomial NARMAX representation was adopted in this work because is particularly suited for the implementation of the proposed predictive control strategy. The methodology for identifying NARMAX models is well established, (see for example Coca and Billings, 2002) and will not be covered in this paper.
THE NONLINEAR PREDICTIVE CONTROL FRAMEWORK
This section summarizes the nonlinear predictive control approach introduced in (Bai and Coca, 2007) which forms the basis for the internal control implementation presented in this paper.
Derivation of the multi-step-ahead predictors
In the linear generalised predictive control (GPC) framework, the j-step ahead predictors were obtained by solving a set of Diophantine equations. This is not possible when the prediction model is nonlinear.
Here the nonlinear multi-step ahead predictors are obtained directly from data using system identification. In particular, the j-step ahead nonlinear predictor is given by 
for j=1,…,N 2 where f j (.) is a vector-valued polynomial function and N 2 is the maximum prediction horizon. In (9), e(t) denotes a vector of uncorrelated zero mean white noise sequences which are estimated recursively during identification. The NARMAX predictor in (9) is estimated directly in terms of future control increments 'u n (t), …, ' u n (t+j-1) to simplify the derivation of the control law, making it possible for the whole design process to be implemented without further analytical manipulations of the equations.
Equation (9) gives the nonlinear j-step ahead predictor for the dynamics of the distributed parameter system restricted to the subspace V n . Computing the optimal future control sequence based on (9) would involve solving a computationally demanding nonlinear programming problem. Real-time implementation of the algorithms is not feasible for large scale models, with dimensions sometimes exceeding 10 4 , of distributed parameter systems with fast dynamics. To address this issue, a computationally efficient, sub-optimal algorithm based on approximate predictors derived from (9) is proposed here.
The approximate predictors are obtained by setting to zero in (9) all coefficients corresponding to polynomial terms which are nonlinear with respect to future control increments 'u n (t), …, 'u n (t+N u -1) and the polynomial terms include future control 'u n (t), …, 'u n (t+ N u -1) and noise variables e(t+j-1), …, e(t-n e +1). Here N u denotes the control horizon. The resulting stochastic nonlinear predictors have the following form: . In practice the estimated T can be replaced by a user defined noise model. After further manipulations, (see Bai and Coca, (2007) for more details) the final optimal (minimum variance) predictors can be written as follows: , 
Control Law
The set of future control actions is obtained by minimizing the following objective function ¦ is a reference trajectory and y n is given in (11). This is a convex optimization (constrained least squares) problem for which fast and efficient algorithms are available. Essentially, the computational overhead associated with solving the optimization problem is the same as for a linear system. In the absence of constraints, minimizing J with respect to 
3. NUMERICAL SIMULATIONS
To evaluate the proposed control approach, a numerical simulation of equation (1) In order to determine the minimum number of basis functions n, the high dimensional data y N,m ( N=63,m=500) was projected successively onto coarser finite element subspaces.
In this example, the nonlinear predictors were derived based on the approximation in V For reasons of space the complete set of predictors are not given here. For illustration, Fig. 3 shows the model prediction errors for the five-step-ahead predictor. The model predicted output was generated by iterating the predictor using a single set of initial conditions. case) are selected so that the resulting closed-loop system is controllable (this reduces to checking a rank condition).
In this example, K=1 so the following internal control function The objective here is to stabilize the unstable steady-state solution y(x,t)=0 of the system (1) subject to the input constraints min max
The control increments 4,2 () ut '
were computed by solving the constrained least squares optimization problem (13) using a standard algorithm in Matlab (u min =-100;u max =100). The internal control 4 44 , 2 4 , 2 2 (, ) () ( 1 ) ( ) ut x u t u t x I ' was resampled and used to simulate the fine-mesh approximation of equation (1).
Figs. 5 and 6 show the controlled solution and Fig. 7 shows the control input, given the reference Z(x,t)=0 and initial condition y(x,0)= 1. 
