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a b s t r a c t
The Ostrovsky equation describes gravity waves under the influence of Coriolis force. It is
known that solutions of this equation conserve the L2 norm and an energy function that is
determined non-locally. In this paper we propose four conservative numerical schemes for
this equation: a finite difference scheme and a pseudospectral scheme that conserve the
norm, and the same types of schemes that conserve the energy. A numerical comparison
of these schemes is also provided, which indicates that the energy conservative schemes
perform better than the norm conservative schemes.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
In this paper we consider numerical methods for the Ostrovsky equation [1]
ut + αuux − βuxxx = γ ∂−1x u, (1)
where α, β , γ are real parameters, under the periodic boundary condition of length L
u(t, x) = u(t, x+ L). (2)
Usually solutions are assumed to have zero mean:∫ L
0 u(t, x)dx = 0. (3)
The operator ∂−1x is defined as
∂−1x u = ∂−1FD u :=
∫ x
0
u(t, y)dy− 1
L
∫ L
0
∫ y
0
u(t, z)dzdy (4)
or
∂−1x u = ∂−1PS u :=
∑
−∞<k<∞,k6=0
L
2piki
uˆ(k)e2pikix/L, i = √−1, uˆ(k) = 1
L
∫ L
0
u(x)e−2pikix/Ldx. (5)
The definition (4) is employed in [2], and (5) is a natural modification of the definition on R by the Fourier transformation
(e.g. [3])
∂−1x u := F −1
( 1
iξ
u˜(ξ)
)
, u˜(ξ) = F u
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to [0, L] by the Fourier series. The operator F denotes the Fourier transformation with respect to x. The subscripts FD and
PS on ∂−1FD and ∂
−1
PS are added because we approximate ∂
−1
FD by a finite-difference-type scheme and ∂
−1
PS by a pseudospectral
scheme later.
The Ostrovsky equation describes gravity waves under the influence of Coriolis force. The parameter β measures the
dispersion effects and γ measures the effect of the rotation. The well-posedness for this equation has been discussed and,
depending on the parameters β and γ , local or global well-posedness was shown [4,5]. Additionally, although this equation
is a modification of the KdV equation, the nonintegrability of this equation is reported [6,2]. For further properties of this
equation, see the bibliography in [7].
The Ostrovsky equation has three first integrals [6]:∫ L
0 udx = const. = 0, (6)∫ L
0 u
2dx = const., (7)∫ L
0
(
α
6 u
3 + β2 u2x + γ2 (∂−1x u)2
)
dx = const. (8)
(7) is the square of the L2 norm and (8) plays the role of Hamiltonian [6]. For convenience we call (7) the norm and (8) the
energy in this paper, although (7) is not the normprecisely. Recently numerical schemes that inherit conservation properties
have received much attention [8–12]. For numerical schemes for the Ostrovsky equation, Hunter [2] used a finite difference
scheme, whose detail, however, was not described, to investigate solutions under both positive and negative dispersion
effects. In [7,13] Fourier-pseudospectral and Fourier–Galerkin schemes are used to examine the evolutions of soliton-like
solutions. However, to the best of the authors’ knowledge, no conservative scheme has been developed.
In this paper we propose four conservative numerical schemes: a finite difference scheme and a pseudospectral scheme
that conserve the norm (7) and the same types of schemes that conserve the energy (8). These properties are advantageous
because conservation of the norm should contribute to stability and conservation of the energy indicates that these schemes
inherit the physical background and should yield better solutions in a physical point of view.
This paper is organized as follows. In Section 2 notations and lemmas that are often used in later sections are introduced.
In particular we establish summation-by-parts-like calculations for discrete operators that approximate ∂−1x , which are the
key tools to design conservative schemes for the Ostrovsky equation. In Sections 3 and 4 the norm preserving schemes and
the energy preserving schemes are proposed respectively. In Section 5 some numerical results are provided.
2. Preliminaries
2.1. Notations and discrete symbols
First we prepare notations and lemmas that are used in this paper. The interval [0, L] is discretized by uniform grids with
1x = L/N , where N is the number of grids. The approximated value of u(n1t, j1x) is denoted by U (n)j . We assume that the
initial condition is given so as to satisfy
1x
N∑
k=1
U (0)k = 0 (9)
corresponding to (6).
The standard central difference operators that approximate ∂x, ∂2x , ∂
3
x are denoted by δ
(1), δ(2), δ(3) respectively:
δ(1)U (n)j =
U (n)j+1 − U (n)j−1
21x
, δ(2)U (n)j =
U (n)j+1 − 2U (n)j + U (n)j−1
(1x)2
, δ(3)U (n)j =
U (n)j+2 − 2U (n)j+1 + 2U (n)j−1 − U (n)j−2
2(1x)3
.
In finite difference schemes we approximate the operator ∂−1FD by a summation operator
δ−1FD U
(n)
j := 1x
(
U (n)1
2
+
j−1∑
k=2
U (n)k +
U (n)j
2
)
− (1x)
2
L
N∑
k=1
(
U (n)1
2
+
k−1∑
l=2
U (n)l +
U (n)k
2
)
.
In pseudospectral schemes the Fourier-spectral difference operator δPS is employed and the Fourier-spectral summation
operator δ−1PS is used to approximate ∂
−1
PS [14]. We assume for simplicity that N is odd in this case. δPSU
(n)
j is defined as the
derivative of the trigonometric interpolating polynomial and δ−1PS is the Moore–Penrose pseudoinverse of δPS:
δPSU
(n)
j =
1√
N
∑
− N−12 ≤k≤ N−12
2piki
L
e
2pikij
N U˜ (n)k , δ
−1
PS U
(n)
j =
1√
N
∑
− N−12 ≤k≤ N−12 , k6=0
L
2piki
e
2pikij
N U˜ (n)k ,
U˜ (n)k =
1√
N
N∑
j=1
e−
2pi ikj
N U (n)j .
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We denote the corresponding Fourier-pseudospectral differentiation matrix and the Fourier-pseudospectral integration
matrix by DPS and IPS. These matrices are skew-symmetric D>PS = −DPS, I>PS = −IPS. We also introduce two N
dimensional vectors U (n) :=
(
U (n)1 U
(n)
2 · · ·U (n)N
)>
and 1 := (1 · · · 1)>.
2.2. Properties of the differential and the integral operators
Wemake a brief note of properties of the differential and the integral operators that are important for the conservation
properties. First, the integral operator ∂−1x maps a function with zero mean to another function with the same property:
Lemma 1. For any L-periodic function v(x) that satisfies
∫ L
0 v(x)dx = 0,∫ L
0
(∂−1FD v)(x)dx =
∫ L
0
(∂−1PS v)(x)dx = 0,
and hence ∂−1FD v and ∂
−1
PS v are L-periodic.
Proof. From the definition of ∂−1FD , we have∫ L
0
(∂−1FD v)(x)dx =
∫ L
0
(∫ x
0
v(y)dy− 1
L
∫ L
0
∫ y
0
v(z)dzdy
)
dx =
∫ L
0
∫ x
0
v(y)dydx−
∫ L
0
∫ y
0
v(z)dzdy = 0.
For ∂−1PS , changing order of the integration and the summation, we get∫ L
0
(∂−1PS v)(x)dx =
∫ L
0
∑
−∞<k<∞,k6=0
L
2piki
vˆ(k)e2pikix/Ldx =
∑
−∞<k<∞,k6=0
L
2piki
vˆ(k)
∫ L
0
e2pikix/Ldx = 0. 
The conservation properties of the Ostrovsky equation owe much to the skew-symmetry of the differential and the
integral operators, that is, the well-known integration by parts and its relative:
Lemma 2. For any L-periodic functions v(x) andw(x),∫ L
0
(
∂v
∂x
(x)
)
w(x)dx+
∫ L
0
v(x)
(
∂w
∂x
(x)
)
dx =
∫ L
0
(
∂3v
∂x3
(x)
)
w(x)dx+
∫ L
0
v(x)
(
∂3w
∂x3
(x)
)
dx = 0.
In particular∫ L
0
∂v
∂x
(x)dx =
∫ L
0
∂3v
∂x3
(x)dx =
∫ L
0
v(x)
(
∂v
∂x
(x)
)
dx =
∫ L
0
v(x)
(
∂3v
∂x3
(x)
)
dx = 0.
Lemma 3. For any L-periodic functions v(x) andw(x) that satisfy
∫ L
0 v(x)dx =
∫ L
0 w(x)dx = 0,∫ L
0
(
∂−1FD v(x)
)
w(x)dx+
∫ L
0
v(x)
(
∂−1FD w(x)
)
dx =
∫ L
0
(
∂−1PS v(x)
)
w(x)dx+
∫ L
0
v(x)
(
∂−1PS w(x)
)
dx = 0.
In particular∫ L
0
v(x)
(
∂−1FD v
)
(x)dx =
∫ L
0
v(x)
(
∂−1PS v
)
(x)dx = 0.
2.3. Properties of the difference and the summation operators
In this sectionwe showdiscrete counterparts of Lemmas 1–3. First, δ−1FD and δ
−1
PS preserve Lemma 1 in the following sense:
Lemma 4. For any N-periodic sequence Vj that satisfies
∑N
k=1 Vk = 0,
1x
N∑
j=1
δ−1FD Vj = 1x
N∑
j=1
δ−1PS Vj = 0,
and hence δ−1FD Vj and δ
−1
PS Vj are N-periodic.
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Proof. This is clear for δ−1PS . For δ
−1
FD , because L = N1x, we have
1x
N∑
j=1
δ−1FD Vj =
N∑
j=1
(
(1x)2
(
V1
2
+
j−1∑
k=2
Vk + Vj2
)
− (1x)
3
L
N∑
k=1
(
V1
2
+
k−1∑
l=2
Vl + Vk2
))
= (1x)2
N∑
j=1
(
V1
2
+
j−1∑
k=2
Vk + Vj2
)
− (1x)2
N∑
k=1
(
V1
2
+
k−1∑
l=2
Vl + Vk2
)
= 0. 
Second, after the discretization Lemma 2 becomes the well-known summation by parts (e.g. [9,12]):
Lemma 5. For any two N-periodic sequences Vj and Wj,
N∑
k=1
Vkδ(1)Wk +
N∑
k=1
Wkδ(1)Vk =
N∑
k=1
Vkδ(3)Wk +
N∑
k=1
Wkδ(3)Vk
=
N∑
k=1
VkδPSWk +
N∑
k=1
WkδPSVk =
N∑
k=1
Vk(δPS)3Wk +
N∑
k=1
Wk(δPS)3Vk = 0.
In particular
N∑
k=1
δ(1)Vk =
N∑
k=1
δ(3)Vk =
N∑
k=1
δPSVk =
N∑
k=1
(δPS)
3Vk
=
N∑
k=1
Vkδ(1)Vk =
N∑
k=1
Vkδ(3)Vk =
N∑
k=1
VkδPSVk =
N∑
k=1
Vk(δPS)3Vk = 0.
Proof. The latter part is obtained from the former part by settingWj = 1 andWj = Vj. For the former part, it is enough to
prove for δ(1) and δPS, because
N∑
k=1
Vkδ(3)Wk +
N∑
k=1
Wkδ(3)Vk =
N∑
k=1
Vkδ(1)
(
δ(2)Wk
)+ N∑
k=1
Wkδ(1)
(
δ(2)Vk
)
,
N∑
k=1
Vk(δPS)3Wk +
N∑
k=1
Wk(δPS)3Vk =
N∑
k=1
VkδPS
(
(δPS)
2Wk
)+ N∑
k=1
WkδPS
(
(δPS)
2Vk
)
and δ(2)Vk, δ(2)Wk, (δPS)2Vk and (δPS)2Wk are N-periodic. For δ(1) and δPS these are immediately obtained from the skew-
symmetry of the difference matricesDFD andDPS:
N∑
k=1
Vkδ(1)Wk = V>DFDW = WD>FDV> = −WDFDV> = −
N∑
k=1
Wkδ(1)Vk,
N∑
k=1
VkδPSWk = V>DPSW = WD>PSV> = −WDPSV> = −
N∑
k=1
WkδPSVk
where V = (v1, . . . , vN)> andW = (w1, . . . , wN)>. 
As with the relation between Lemmas 2 and 3, similar calculations are allowed for δ−1FD and δ
−1
PS :
Lemma 6. For any two N-periodic sequences Vj and Wj that satisfy
∑N
k=1 Vk =
∑N
k=1Wk = 0,
N∑
k=1
Vkδ−1FDWk +
N∑
k=1
Wkδ−1FD Vk =
N∑
k=1
Vkδ−1PS Wk +
N∑
k=1
Wkδ−1PS Vk = 0.
In particular
N∑
k=1
Vkδ−1FD Vk =
N∑
k=1
Vkδ−1PS Vk = 0.
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Proof. These are immediately obtained for δ−1PS by the skew-symmetry of IPS. For δ
−1
FD , first we note
δ−1FD Vj =
1x
2
j−1∑
k=1
Vk − 1x2
N∑
k=j+1
Vk − (1x)
2
L
N∑
k=1
(
1
2
k−1∑
l=1
Vl − 12
N∑
l=k+1
Vl
)
, (10)
which follows from
δ−1FD Vj = 1x
(
V1
2
+
j−1∑
k=2
Vk + Vj2
)
− (1x)
2
L
N∑
k=1
(
V1
2
+
k−1∑
l=2
Vl + Vk2
)
= 1x
(
V1
2
+
j−1∑
k=2
Vk + Vj2
)
+1xV1
2
−1xV1
2
− (1x)
2
L
N∑
k=1
(
V1
2
+
k−1∑
l=2
Vl + Vk2
)
= 1x
( j−1∑
k=1
Vk + Vj2
)
− (1x)
2
L
N∑
k=1
( k−1∑
l=1
Vl + Vk2
)
and
j−1∑
k=1
Vk + Vj2 =
j−1∑
k=1
Vk + Vj2 −
1
2
N∑
k=1
Vk = 12
j−1∑
k=1
Vk − 12
N∑
k=j+1
Vk.
For convenience of notation we introduce an N × N skew-symmetric matrix IN corresponding to (10):
IN = 1x

0 −1/2 · · · · · · −1/2
1/2 0 −1/2 · · · −1/2
...
. . .
. . .
. . .
...
1/2 · · · 1/2 0 −1/2
1/2 · · · · · · 1/2 0
 .
By using V>1 = W>1 = 0 and (10), we have
N∑
k=1
Vkδ−1FDWk = V>
(
IN − 1xL 11
>IN
)
W
= V>INW
= −W>INV
= −W>
(
IN − 1xL 11
>IN
)
V = −
N∑
k=1
Wkδ−1FD Vk. 
3. The norm conservative schemes
In this section we propose a finite difference scheme and a pseudospectral scheme that conserve the norm (7).
3.1. Finite difference approach
Scheme 1 (The Norm Conservative Finite Difference Scheme).
U (n+1)j − U (n)j
1t
+ α
3
(
δ(1)
(U (n)j + U (n+1)j
2
)2
+ U
(n)
j + U (n+1)j
2
δ(1)
(U (n)j + U (n+1)j
2
))
−βδ(3)
(U (n)j + U (n+1)j
2
)
= γ δ−1FD
(U (n)j + U (n+1)j
2
)
. (11)
Scheme 1 is motivated by a semi-discrete scheme for the KdV equation:
dUj
dt
+ α
3
(
δ(1)U2j + Ujδ(1)Uj
)− βδ(3)Uj = 0. (12)
(δ(1)U2j +Ujδ(1)Uj)/3 approximates uux because uux = ((u2)x+ uux)/3. It iswidely known [8] that the scheme (12) conserves
the total mass
∑
k Uk and the norm
∑
k(Uk)
2 under the periodic boundary condition and the midpoint discretization of (12)
conserves them after discretization. Scheme 1 also enjoys the same properties:
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Theorem 7 (Conservation of the Total Mass). Under the periodic boundary condition the numerical solutions by Scheme 1
conserve the total mass:
1
1t
(
1x
N∑
k=1
U (n+1)k −1x
N∑
k=1
U (n)k
)
= 0.
In particular, when the initial condition satisfies (9), the numerical solutions have zero mean:
1x
N∑
k=1
U (n)k = 0.
Proof. Theorem 7 is immediately obtained by Lemmas 4 and 5. 
Theorem 8 (Conservation of the Norm). Suppose that the initial condition satisfies (9). Then under the periodic boundary
condition the numerical solutions by Scheme 1 conserve the norm:
1
1t
(
1x
N∑
k=1
(
U (n+1)k
)2 −1x N∑
k=1
(
U (n)k
)2) = 0.
Proof. We have
1
1t
(
1x
N∑
k=1
(U (n+1)k )
2 −1x
N∑
k=1
(U (n)k )
2
)
= 1x
1t
(
N∑
k=1
(
U (n+1)k + U (n)k
) (
U (n+1)k − U (n)k
))
= 1x
N∑
k=1
{
−α
3
(
(U (n+1)k + U (n)k )δ(1)
(
U (n)k + U (n+1)k
2
)2
+ 1
2
(U (n)k + U (n+1)k )2δ(1)
(
U (n)k + U (n+1)k
2
))
+β(U (n+1)k + U (n)k )δ(3)
(
U (n)k + U (n+1)k
2
)
+ γ (U (n+1)k + U (n)k )δ−1FD
(
U (n)k + U (n+1)k
2
)}
= 0.
The last equality holds by Lemmas 5 and 6. We can apply Lemma 6 to U (n)k here by the assumption on the initial condition
and Theorem 7. 
3.2. Pseudospectral approach
The norm conservative pseudospectral scheme is derived in a similar manner as the finite difference scheme.
Scheme 2 (The Norm Conservative Pseudospectral Scheme).
U (n+1)j − U (n)j
1t
+ α
3
(
δPS
(U (n)j + U (n+1)j
2
)2
+ U
(n)
j + U (n+1)j
2
δPS
(U (n)j + U (n+1)j
2
))
−βδ3PS
(U (n)j + U (n+1)j
2
)
= γ δ−1PS
(U (n)j + U (n+1)j
2
)
. (13)
Following theorems are obtained in the same way as Scheme 1.
Theorem 9 (Conservation of the Total Mass). Under the periodic boundary condition the numerical solutions by Scheme 2
conserve the total mass:
1
1t
(
1x
N∑
k=1
U (n+1)k −1x
N∑
k=1
U (n)k
)
= 0.
In particular when the initial condition satisfies (9), the numerical solutions have zero mean:
1x
N∑
k=1
U (n)k = 0.
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Theorem 10 (Conservation of the Norm). Suppose that the initial condition satisfies (9). Then under the periodic boundary
condition the numerical solutions by Scheme 2 conserve the norm:
1
1t
(
1x
N∑
k=1
(
U (n+1)k
)2 −1x N∑
k=1
(
U (n)k
)2) = 0.
4. The energy conservative schemes
In this section we propose the energy conservative schemes. The conservation of (8) is from the variational structure of
the Ostrovsky equation. Indeed, (1) is equivalent to
ut = − ∂
∂x
δG
δu
(14)
where
G(u, ux, ∂−1x u) =
α
6
u3 + β
2
u2x +
γ
2
(∂−1x u)
2. (15)
δG/δu is the variational derivative, which is defined as
δG
δu
= ∂G
∂u
− ∂
∂x
∂G
∂ux
− ∂−1x
∂G
∂(∂−1x u)
.
The variational derivative plays the key role in the proof of (8). Indeed, following Furihata [9], we can prove the energy
conservation property of the Ostrovsky equation by using the variational derivative:
Proof of the energy conservation property (8). A straightforward calculation yields
d
dt
∫ L
0
Gdx =
∫ L
0
ut
δG
δu
dx+
[
ut
(
∂G
∂ux
+ ∂G
∂(∂−1x u)
)]L
0
. (16)
By the periodic boundary condition, the boundary term is 0. Hence we have
(R.H.S. of (16)) =
∫ L
0
ut
δG
δu
dx
= −
∫ L
0
(
∂
∂x
δG
δu
)
δG
δu
dx
=
∫ L
0
δG
δu
(
∂
∂x
δG
δu
)
dx−
[(
δG
δu
)2]L
0
=
∫ L
0
δG
δu
(
∂
∂x
δG
δu
)
dx, (17)
and therefore ddt
∫ L
0 Gdx = 0. 
For the equations of the form (14) with the energy function G that depends on u, ux, uxx, . . . , there exists a unified
approach to derive energy conservative finite difference schemes and pseudospectral schemes: the discrete variational
derivative method [9,11,12]. In the discrete variational derivative method, conservative schemes are automatically derived
by designing schemes so as to reconstruct the proof of the conservation of the energy after discretization. However, in the
previous works the energy function is assumed to depend on u and its spatial derivatives, and the existence of the nonlocal
operator ∂−1x has not been considered. Therefore the Ostrovsky equation has been out of the scope of this method. In this
section, following the idea of the discrete variational derivative method, we derive energy conservative schemes for the
Ostrovsky equation.
4.1. Finite difference approach
We define the local discrete energy function that approximates (15) as
(GFD)
(n)
j :=
α
6
(
U (n)j
)3 + β
4
(
(δ+U (n)j )
2 + (δ−U (n)j )2
)
+ γ
2
(
δ−1FD U
(n)
j
)2
, (18)
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where δ+ and δ− are the forward and the backward difference operators
δ+U (n)j :=
U (n)j+1 − U (n)j
1x
, δ−U (n)j :=
U (n)j − U (n)j−1
1x
.
Following the idea of the discrete variational derivativemethod, first we define the discrete variational derivative of (18).
Definition 11. Define the discrete variational derivative of (18) as(
δGFD
δ
(
U (n),U (n+1)
))(n)
j
:= α
6
((
U (n+1)j
)2 + U (n+1)j U (n)j + (U (n)j )2)− β2 δ(2) (U (n+1)j + U (n)j )
− γ
2
(
δ−1FD
)2
(U (n+1)j + U (n)j ). (19)
To approximate (14) we define the scheme by using the discrete variational derivative:
Scheme 3 (Energy Conservative Finite Difference Scheme).
U (n+1)j − U (n)j
1t
= −δ(1)
(
δGFD
δ
(
U (n),U (n+1)
))(n)
j
. (20)
By Lemma 5, we immediately obtain the mass conservation for this scheme:
Theorem 12 (Conservation of the Total Mass). Under the periodic boundary condition the numerical solutions by Scheme 3
conserve the total mass:
1
1t
(
1x
N∑
k=1
U (n+1)k −1x
N∑
k=1
U (n)k
)
= 0.
In particular when the initial condition satisfies (9), the numerical solutions have zero mean:
1x
N∑
k=1
U (n)k = 0.
Furthermore this scheme conserves the discrete energy:
Theorem 13 (Conservation of the Total Energy). Suppose that the initial condition satisfies (9). Then under the periodic boundary
condition the numerical solutions by Scheme 3 conserve the total energy:
1
1t
(
1x
N∑
k=1
(GFD)
(n+1)
k −1x
N∑
k=1
(GFD)
(n)
k
)
= 0.
As is usual in the discrete variational derivative method, Theorem 13 is proved in a way that mimics the proof for the
continuous equation. First we prove a useful property of our discrete variational derivative that corresponds to the first
equality in (17):
Lemma 14. Suppose that the initial condition satisfies (9). Then under the periodic boundary condition the discrete variational
derivative in Definition 11 satisfies
1
1t
(
1x
N∑
k=1
(GFD)
(n+1)
k −1x
N∑
k=1
(GFD)
(n)
k
)
= 1x
N∑
k=1
(
U (n+1)k − U (n)k
1t
)(
δGFD
δ
(
U (n),U (n+1)
))(n)
k
. (21)
Proof. Because the first two terms in (18) are the discrete energy function for the KdV equation and the first two terms in
(19) are the discrete variational derivative for them, they satisfy [9]
1x
1t
N∑
k=1
{(
α
6
(
U (n+1)k
)3 + β
4
(
(δ+U (n+1)k )
2 + (δ−U (n+1)k )2
))
−
(
α
6
(
U (n)k
)3 + β
4
(
(δ+U (n)k )
2 + (δ−U (n)k )2
))}
= 1x
N∑
k=1
(
U (n+1)k − U (n)k
1t
)(
α
6
((
U (n+1)k
)2 + U (n+1)k U (n)k + (U (n)k )2)− β2 δ(2) (U (n+1)k + U (n)k )
)
. (22)
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Next we show
1x
1t
N∑
k=1
((
δ−1FD U
(n+1)
k
)2 − (δ−1FD U (n)k )2) = −1x N∑
k=1
(U (n+1)k − U (n)k
1t
) (
(δ−1FD )
2(U (n+1)k + U (n)k )
)
. (23)
By Theorem 12 and Lemma 4,
(
U (n+1)j − U (n)j
)
and δ−1FD
(
U (n+1)j + U (n)j
)
have zero mean. Therefore, applying Lemma 6, we
have
1x
1t
N∑
k=1
((
δ−1FD U
(n+1)
k
)2 − (δ−1FD U (n)k )2) = 1x1t
N∑
k=1
(
δ−1FD
(
U (n+1)k − U (n)k
)) (
δ−1FD
(
U (n+1)k + U (n)k
))
= −1x
N∑
k=1
(U (n+1)k − U (n)k
1t
) (
(δ−1FD )
2
(
U (n+1)k + U (n)k
))
.
Combination of (22) and (23) gives (21). 
Proof of Theorem 13. Substituting (20) into (21) we have
1
1t
(
1x
N∑
k=1
(GFD)
(n+1)
k −1x
N∑
k=1
(GFD)
(n)
k
)
= 1x
N∑
k=1
(
U (n+1)k − U (n)k
1t
)(
δGFD
δ
(
U (n),U (n+1)
))(n)
k
= −1x
N∑
k=1
(
δ(1)
(
δGFD
δ
(
U (n),U (n+1)
))(n)
k
)(
δGFD
δ
(
U (n),U (n+1)
))(n)
k
.
This is equal to 0 by Lemma 5. 
4.2. Pseudospectral approach
We first define the discrete energy function in this case:
(GPS)
(n)
j :=
α
6
(
U (n)j
)3 + β
2
(
δPSU
(n)
j
)2 + γ
2
(
δ−1PS U
(n)
j
)2
. (24)
For this discrete energy function we define the discrete variational derivative:
Definition 15. Define the discrete variational derivative of (24) as(
δGPS
δ
(
U (n),U (n+1)
))(n)
j
:= α
6
((
U (n+1)j
)2 + U (n+1)j U (n)j + (U (n)j )2)− β2 δ2PS (U (n+1)j + U (n)j )
− γ
2
(
δ−1PS
)2
(U (n+1)j + U (n)j ). (25)
By using this discrete variational derivative we propose the following Fourier-pseudospectral scheme.
Scheme 4 (Energy Conservative Pseudospectral Scheme).
U (n+1)j − U (n)j
1t
= −δPS
(
δGPS
δ
(
U (n),U (n+1)
))(n)
j
. (26)
In the similar manner as the previous schemes we have the mass conservation:
Theorem 16 (Conservation of the Total Mass). Under the periodic boundary condition the numerical solutions by Scheme 4
conserve the total mass:
1
1t
(
1x
N∑
k=1
U (n+1)k −1x
N∑
k=1
U (n)k
)
= 0.
In particular when the initial condition satisfies (9), the numerical solutions have zero mean:
1x
N∑
k=1
U (n)k = 0.
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Theorem 17 (Conservation of the Total Energy). Suppose that the initial condition satisfies (9). Then under the periodic boundary
condition the numerical solutions by Scheme 4 conserve the total energy:
1
1t
(
1x
N∑
k=1
(GPS)
(n+1)
k −1x
N∑
k=1
(GPS)
(n)
k
)
= 0.
Theorem 17 is proved in a similar way as that of Scheme 3. First we prove the property that corresponds to the first
equality in (17):
Lemma 18. Suppose that the initial condition satisfies (9). Then under the periodic boundary condition the discrete variational
derivative in Definition 15 satisfies
1
1t
(
1x
N∑
k=1
(GPS)
(n+1)
k −1x
N∑
k=1
(GPS)
(n)
k
)
= 1x
N∑
k=1
(
U (n+1)k − U (n)k
1t
)(
δGPS
δ
(
U (n),U (n+1)
))(n)
k
. (27)
Proof. Similar to the case for the finite difference method, what we must show is
1x
1t
N∑
k=1
((
δ−1PS U
(n+1)
k
)2 − (δ−1PS U (n)k )2) = −1x N∑
k=1
(
U (n+1)k − U (n)k
1t
)(
(δ−1PS )
2(U (n+1)k + U (n)k )
)
,
but this is obtained by Lemma 6:
1x
1t
N∑
k=1
((
δ−1PS U
(n+1)
k
)2 − (δ−1PS U (n)k )2) = 1x1t
N∑
k=1
(
δ−1PS
(
U (n+1)k − U (n)k
)) (
δ−1PS
(
U (n+1)k + U (n)k
))
= −1x
N∑
k=1
(
U (n+1)k − U (n)k
1t
)(
(δ−1PS )
2
(
U (n+1)k + U (n)k
))
. 
Proof of Theorem 17. Substituting (26) into (27) we have
1
1t
(
1x
N∑
k=1
(GPS)
(n+1)
k −1x
N∑
k=1
(GPS)
(n)
k
)
= 1x
N∑
k=1
(
U (n+1)k − U (n)k
1t
)(
δGPS
δ
(
U (n),U (n+1)
))(n)
k
= −1x
N∑
k=1
(
δPS
(
δGPS
δ
(
U (n),U (n+1)
))(n)
k
)(
δGPS
δ
(
U (n),U (n+1)
))(n)
k
= 0.
The last equality is from Lemma 5. 
5. Numerical examples
We compare the proposed schemes numerically. Parameters were set to α = 1, β = −0.01, γ = −1. The length of
the spatial period was set to L = 2pi . The initial condition was given as u(0, x) = sin(x). These parameters are employed
in [2]. Hunter reported that an oscillation was observed in this setting. We used a rather coarse mesh, where1t and N were
set to1t = 0.1 and N = 101. Since the schemes are implicit, we used the quasi Newton method in MINPACK to solve the
nonlinear systems. The tolerance in the Newton method was set to 10−10. All computations were done in double precision.
The evolutions of the norms and the energies are shown in Figs. 1 and 2. As shown in the theorems in the previous
sections, Scheme 1 and Scheme 2 conserve the norms, and Scheme 3 and Scheme 4 the energies. The numerical solutions
are shown in Figs. 3–6 respectively. Each figure shows the oscillation that Hunter reported. There exist small differences
in the qualities of these solutions. The results by the energy conservative schemes (Figs. 5 and 6) are smoother, especially
in t > 2, than those by the norm conservative schemes (Figs. 3 and 4), as is particularly apparent for the finite difference
methods. To confirm which results are better, we solved the same problem by the conservative finite difference schemes
on a finer mesh with N = 201. The results are shown in Figs. 7 and 8, in which the disturbances observed in Figs. 3 and
5 are strongly suppressed. This indicates that the smoother solutions are better, and hence conservation of the variational
structure, which is a physically meaningful structure, is more important than that of the norm. Similarly the results by the
pseudospectral methods (Figs. 4 and 6) are smoother than those by the finite difference methods (Figs. 3 and 5). This is
reasonable from the standpoint of accuracy.
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Fig. 1. Evolution of the norm for each scheme.
Fig. 2. Evolution of the total energy for each scheme.
Fig. 3. The numerical solution obtained by Scheme 1 (the norm conservative finite difference scheme) with N = 101 and1t = 0.1.
6. Concluding remarks
We have proposed conservative schemes for the Ostrovsky equation. These schemes are finite difference methods and
pseudospectral methods that conserve either the norm or the energy exactly. The key tool to design the conservative
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Fig. 4. The numerical solution obtained by Scheme 2 (the norm conservative pseudospectral scheme) with N = 101 and1t = 0.1.
Fig. 5. The numerical solution obtained by Scheme 3 (the energy conservative finite difference scheme) with N = 101 and1t = 0.1.
Fig. 6. The numerical solution obtained by Scheme 4 (the energy conservative pseudospectral scheme) with N = 101 and1t = 0.1.
schemes is the skew-symmetry of the summation operators that approximate ∂−1x . The proposed schemes were applied
to the problem by Hunter and an oscillation, which was reported by Hunter, was observed again. The numerical results
indicated that the energy conservative schemes give better solutions than the norm conservative schemes.
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Fig. 7. The numerical solution obtained by Scheme 1 (the norm conservative finite difference scheme) on a fine mesh with N = 201 and1t = 0.1.
Fig. 8. The numerical solution obtained by Scheme 3 (the energy conservative finite difference scheme) on a fine mesh with N = 201 and1t = 0.1.
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