Parametric statistical models that are implicitly defined in terms of a stochastic data generating process are used in a wide range of scientific disciplines because they enable accurate modeling. However, learning the parameters from observed data is generally very difficult because their likelihood function is typically intractable. Likelihoodfree Bayesian inference methods have been proposed which include the frameworks of approximate Bayesian computation (ABC), synthetic likelihood, and its recent generalization that performs likelihood-free inference by ratio estimation (LFIRE). A major difficulty in all these methods is choosing summary statistics that reduce the dimensionality of the data to facilitate inference. While several methods for choosing summary statistics have been proposed for ABC, the literature for synthetic likelihood and LFIRE is very thin to date. We here address this gap in the literature, focusing on the important special case of time-series models. We show that convolutional neural networks trained to predict the input parameters from the data provide suitable summary statistics for LFIRE. On a wide range of time-series models, a single neural network architecture produced equally or more accurate posteriors than alternative methods.
Introduction
We consider the task of estimating the posterior density p(θ | x o ) of parameters θ given observed data x o when the statistical model p(x | θ) is implicitly specified in terms of a stochastic computer program that takes the model parameters θ as input and generates samples x from p(x | θ) as output. Such models enable accurate modeling of possibly nonlinear stochastic phenomena and are widely used in scientific disciplines as diverse as genetics (Tavaré et While the computer program enables us to generate samples from p(x | θ), it does not provide us with a direct way of evaluating p(x | θ) -the models are thus said to be implicitly defined (Diggle and Gratton 1984) . Moreover, numerical evaluation of p(x | θ) for all but the simplest implicit models is prohibitively expensive, which means that the likelihood function L(θ) = p(x o | θ) is not available either and estimating the posterior becomes very difficult.
Several likelihood-free Bayesian inference methods to estimate the posterior exist when only sampling from the model is possible. The methods include approximate Bayesian computation (ABC, Tavaré et al. 1997 ; Pritchard et al. 1999 ), synthetic likelihood (Wood 2010 ; Price et al. 2017 ) and its generalizations (Dutta et al. 2016; Fasiolo et al. 2018 ); for recent reviews, see e.g. (Lintusaari et al. 2017 ; Sisson et al. 2018 ). The methods rely on summary statistics Ψ that reduce the dimensionality of the data. ABC uses the summary statistics to assess the similarity between the simulated and observed data (by typically computing the Euclidean distance between them), while the synthetic likelihood approach models the summary statistics as a Gaussian distribution for each parameter value; its generalizations relax the Gaussianity assumption.
The summary statistics thus crucially affect the estimated posterior. In ABC, there has been considerable work on learning or selecting suitable summaries using dimensionality reduction methods and methods from To evaluate the synthetic likelihood pointwise at a value of θ, we have to estimate and invert the covariance matrix of the summary statistics, which can pose numerical challenges. Robust methods have been proposed that can be considered to correspond to some form of summary statistics selection or transformation: Wood (2010) proposes preconditioning and reweighing of the summary statistics, Ong et al. (2017) uses shrinkage estimation of the covariance matrix and the graphical lasso to obtain sparse estimates of its inverse. In the generalization of the synthetic likelihood by Dutta et al. (2016) , named likelihood-free inference by ratio estimation (LFIRE), the authors use their method to automatically select and combine relevant summary statistics from a larger pool of candidates. But much like the aforementioned approaches for the synthetic likelihood, it is assumed that the list of candidate summary statistics contains suitable ones in the first place.
The aim of this article is to lift this burden on the user and to enhance LFIRE with a practical method that automatically learns suitable summary statistics from the raw data x. We propose that predicted parameter values, computed directly from the raw data, provide summaries that are well suited for LFIRE. Focusing on the special but important case of time-series data and stochastic dynamical models, we show that convolutional neural networks are particularly apt to learn such summary statistics for LFIRE.
The rest of the article is structured as follows. Section 2 explains the proposed approach and Section 3 validates the method on models where the posterior can be accurately computed. In Section 4, we apply it to complex models with intractable likelihoods, and Section 5 concludes the paper.
Learning summary statistics for LFIRE on time-series data
We first review LFIRE and discuss which summary statistics are suitable for this likelihood-free inference framework. We then propose to learn them for timeseries data by using convolutional neural networks and then present the proposed method.
Summary statistics for LFIRE
The LFIRE approach of Dutta et al. (2016) formulates the problem of posterior density estimation as a problem of estimating the ratio r(θ, x) between the data generating distribution p(x | θ) and the marginal p(x) = p(x | θ)π(θ) dθ, where π(θ) is the prior over θ. 1 After the ratio is estimated, the posterior follows directly from Bayes' theorem,
For models specified by a data generating process, we cannot evaluate p(x | θ) and p(x) but we can sample from the two distributions. 2 This is exploited by Dutta et al. (2016) who estimate the ratio r(θ, x) by training a logistic regression model to learn to classify between data sampled from p(x | θ) and p(x) (other methods to estimate the ratio can also be used, see Gutmann and Hirayama 2011; Sugiyama et al. 2012 ).
In more detail, let X θ = {x
m } a set of n m samples from p(x), and h β (x) a parametric model for log r(θ, x) for any given value of θ. Dutta et al. (2016) learn the value of the log ratio at θ by minimizing the logistic loss
with respect to β, where Ω(β) is a regularizing penalty term.
3 While other parametrizations of h β (x) are possible, for their empirical results, Dutta et al. (2016) worked with
where Ψ(x) is a fixed vector-valued nonlinear transformation of the raw data x. They are the features in the classification problem and correspond to summary statistics in likelihood-free inference. Dutta et al. (2016) selected and combined the relevant ones by using the L 1 penalty Ω(β) = λ i |β i | together with cross-validation to choose the penalty strength λ.
The issue of choosing summary statistics in likelihoodfree inference manifests itself in the LFIRE framework in the question of how to model log r(θ, x), or equivalently, which features to choose for classification. Ideally, we would like to have features for which classification can be performed with a simple decision boundary in the feature space. Our approach to generate We propose to use predictorsθ(x) to define the summary statistics for LFIRE. For x ∼ p(x | θ), here θ = (0.3, 0.7), the predictions are concentrated around θ (blue) while for x ∼ p(x), the predictions are spread out in the parameter space (red). An elliptic decision boundary can be used to classify the two data clouds and hence to learn the ratio r(θ, x) in (1).
summary statistics for LFIRE thus consists in learning features for which the decision boundary has a particularly simple form.
The main idea is that features (summary statistics) that are suitable for LFIRE can be learned by inverting the data process, that is, by learning to predict the value of θ from the data x. The learned predictorsθ(x) then define the desired summary statistics for LFIRE. Indeed, if the learning is done well, the predictions based on x ∼ p(x | θ) will cluster around θ while the predictions based on x ∼ p(x) are spread out over the domain of the prior so that a simple elliptical decision boundary can be used to perform the classification. This means that we can work with a parametric model h β (x) as in (3) where Ψ(x) is given by the predicted parameter valuesθ i (x) as well as all their squares and unique pair-wise combinations and a constant, i.e. for a d-dimensional parameter space
where we suppressed the dependency on x. Figure 1 illustrates this idea for the ARCH model (see below).
Learning summary statistics for time-series data
The predictorsθ(x) can be learned from parameterdata pairs (θ, x) with x ∼ p(x | θ) by (nonlinear) regression, and neural networks provide a very flexible function class among which to search for the predictors. Importantly, however, no single network architecture and training method will work for all kinds of data. 
Proposed method
In line with the above, the proposed method to enhance LFIRE with summary statistics for time-series data separates into two distinct stages. The first is to train a convolutional neural network to predict θ from x. The second is to run LFIRE with the model h β (x) for the log-ratio in (3) and summary statistics defined by the learned predictorsθ(x) as in (4).
The training data (θ i , x i ), i = 1, . . . , m, for the first stage is obtained by sampling θ i from the prior π(θ) and time-series data x i from the implicitly defined p(x | θ i ). Throughout all experiments in this paper, m = 100, 000 and the data were split into 80, 000 training and 20, 000 validation examples.
In all simulations, we used the same training procedure and architecture for the convolutional neural network (called the "DireNet" -"dire" to indicated that we perform likelihood-free inference for dynamical models). The neural network consisted of two convolutional layers, the first followed by a max-pooling layer, and then a fully connected layer to capture long-range dependencies. We used rectified linear units (ReLu) as activation functions for these layers. ReLu activation functions are preferred over sigmoidal or hyperbolic tangent activation functions since they are less susceptible to vanishing gradients when training the neural network (e.g. Hochreiter 1998). For d dimensional model parameters θ, the output layer consisted of d output units, where we used the linear activation func-tion. The detailed neural network architecture and training procedure is presented in the supplementary material.
The LFIRE objective in (2) was minimized using the R package glmnet (Friedman et al. 2010 ) as done before by Dutta et al. (2016) . We also used the same settings as them: We used 1, 000 data points from p(x) and p(x | θ), and 10-fold cross-validation to select the L 1 regularization strength λ.
LFIRE yields a surrogate posterior over the parameters θ (Dutta et al. 2016 ). If needed, samples from the posterior can be obtained by using it as the target distribution in any sampler. In this paper, however, sampling from the posterior was not necessary. The parameters θ are low-dimensional (as often the case in likelihood-free inference problems) so that posterior expectations were simply computed by taking weighted sums over a grid.
Inference for toy models
We illustrate and validate the proposed method on two toy models, and compare it to LFIRE with expert (manual) summary statistics and summary statistics defined by the deep network of Jiang et al. (2018).
Models
The first model considered is the autoregressive conditional heteroscedasticity (ARCH) model defined by
with t = 1, . . . , 100, x (0) = 0, α = 0.2, and where ζ (t) and e 0 are independent standard normal random variables. The parameters of interest are θ = (θ 1 , θ 2 ) for which we assume a uniform prior on [−1, 1] × [0, 1]. By forward simulating the above equations, we can easily sample time-series data x = (x (1) , . . . , x (100) ) from the model. The exact posterior can be computed numerically to high accuracy (see e.g. Gutmann et al.
2018, Supplementary Material 1.2.4).
The second model considered is the moving average model of order two (MA2) which is described by
where t = 1, . . . , 100 and the e (t) are independent standard normal variables. The parameters of interest are θ = (θ 1 , θ 2 ). We used as prior the uniform distribution on the triangle defined by θ 1 ∈ [−2, 2], θ 1 + θ 2 > −1, and θ 1 − θ 2 < 1 as Marin et al. (2012) . We can again generate time-series data x = (x (1) , . . . , x (100) ) from the model and the exact posterior can be computed numerically to high accuracy (see supplementary material). 
Results
We first assess how well the DireNet can reconstruct the parameters θ from the raw data x, that is how good the learned predictorsθ(x) are. We compare the reconstruction results with those for the deep neural network by Jiang et al. (2018) in terms of the mean-squared error and the coefficient of determination (R 2 ),
where θ i ∼ π(θ) and x i ∼ p(x | θ i ). Table 1 shows that the proposed DireNet obtains a higher R 2 value and a lower MSE on both the training and the test set, the latter of which indicating better generalization performance. It also shows that the gap between the training and the test performance is smaller for the DireNet, which indicates less overfitting. The reduction in overfitting is to be expected given the reduced number of parameters in the DireNet (8, 422 vs. 30, 502) , but the better generalization and training performance indicates that using convolutional layers is beneficial for the time-series data. 2018) are shown in the supplementary material. In the DireNet figures, the reconstructions for x ∼ p(x | θ) are clustered around θ (in blue) while the reconstructions for x ∼ p(x) (in red) are spread out over the domain of the prior as desired. We note that perfect reconstructions are not strictly necessary for LFIRE to work. This is because training of the classifier in LFIRE can accommodate systematic biases or distortions in the predictionsθ(x); for LFIRE to work, we only need that (sets of) predictionsθ(x) for different θ are distinguishable from one another (see supplementary material).
We next compare the accuracy of the inferred posteriors when using the DireNet, the deep network by Jiang et al. (2018), and manual expert summary statistics in For both models, we sampled 500 parameters from the prior π(θ) and generated for each an observed data set x o , for which we then inferred the posterior p(θ | x o ). Since the exact posterior can be computed for both models (see above), we assessed the accuracy of the learned posterior by the Kullback-Leibler (KL) divergence between them. For its computation, we used a 20 × 20 rectangular grid spanning the support of the prior. 4 The results are summarized in Table 2 . For both models, we see a significant improvement when using the DireNet as compared to both other approaches. Furthermore, in this case, the manually chosen statistics lead to better performance than the deep network when used in LFIRE. Example posteriors for the ARCH model are shown in Figure 2 . Further examples are provided in the supplementary material.
Inference for complex models
We here apply our method to real-world models with intractable likelihoods and compare its performance to alternative methods.
Lotka-Volterra model
The Lotka-Volterra model is a continuous-time Markov chain that can be used to model predatorprey dynamics in ecology and chemical reactions (Boys et al. 2008 ). The generative process for the case of two
where
The model has three parameters θ = (θ 1 , θ 2 , θ 3 ) and for each we assume a uniform prior: Gillespie (1977) , see also Fearnhead and Prangle (2012) , and in our simulations, we use timeseries x = ( (x
) ) of length fifty.
We compared the performance of the DireNet to LFIRE with manual summary statistics. The manual summary statistics were the x 5 For the comparison, we generated 500 observed data sets by sampling "true" data generating parameters θ from the prior π(θ) and then solved the 500 inference problems. Since the likelihood is intractable, we assessed the performance by the relative error between the estimated posterior means and the true data generating parameters as done in previous work (Dutta et al. 2016 ). We compute the relative error for each dimension i of θ, i.e.
The expectation was approximated by a weighted sum over a 20×20×20 rectangular grid covering the support of the prior.
Using the same observed data sets for both the DireNet and the manual summary statistics allowed us to perform a point-wise comparison between the two methods. Following Dutta et al. (2016), we used the 500 relative errors of both methods to estimate the distribution of their difference ∆ rel i ,
If the distribution is skewed to the left, the proposed approach performs better and vice-versa. Similarly, negative expected values of ∆ (bootstrap) 95% confidence intervals for the means are on the negative axis too. Together they indicate that the DireNet performs better than the manual statistics at estimating the parameters. The numerical values of the confidence intervals and further results are provided in the supplementary material.
Ricker model
The Ricker model (Ricker 1954 ) describes the observed size of an animal population over time. The dynamics of the population size is modeled as log N (t+1) = log r + log
where the e t are independent standard normal random variables. We assume that we cannot observe the true population size but only a noisy measurement modeled as a sample from a Poisson distribution with mean λ t = φN t at time-steps t = 1, . . . , T (Wood 2010), with T = 50. The noisy observations are our data x o and we would like to infer the log growth rate log (r), the noise standard deviation σ, and the scaling parameter φ of the observation model. As in previous work (Wood 2010), we assume uniform priors: log (r) ∈ [3, 5] , σ ∈ [0, 0.6] and φ ∈ [5, 15] .
We compared our results with two other (non-LFIRE) inference methods -synthetic likelihood with the summary statistics by Wood (2010) and semiautomatic ABC by Fearnhead and Prangle (2012) . The comparison is done in the same way as before for the Lotka-Volterra model (using again 500 inference tasks).
For the synthetic likelihood, we used the summary statistics and code provided by Wood (2010). Wood (2010) used fourteen summary statistics that included the coefficients of the autocorrelation function and the coefficients of fitted nonlinear autoregressive models (see the supplementary material of Wood 2010). For the computation of the mean and covariance matrix that is needed in the synthetic likelihood approach, we used 1, 000 model simulations. The posterior was then obtained by Markov Chain Monte Carlo using the same setup as Wood (2010) with the exception that we reduced the variances of the proposal distribution to 0.02, 0.01 and 0.05 for log (r), log (σ) and log (φ), respectively, following who observed better mixing with those values.
For the semi-automatic approach by Fearnhead and Prangle (2012), we used the code kindly provided by the authors. In brief, this approach transforms the summary statistics by Wood (2010) as well additional ones specified by the authors (the set "E2") and then performs ABC by Markov chain Monte Carlo using the transformed summary statistics.
For the proposed method with LFIRE, we computed the posterior mean using a weighted sum over a 20 × 20 × 20 grid covering the prior while for the synthetic likelihood and semi-automatic ABC, it was computed by averaging the posterior samples. Figure 4 shows the distributions of the difference in the relative errors comparing our approach to synthetic likelihood and semi-automatic ABC in the same way as in Figure 3 . As before, distributions skewed to the left and negative expected values indicate better performance of the proposed method. We can see that for log r and φ, LFIRE with DireNet summary statistics leads to more accurate parameter estimates (posterior means) than the other two approaches. For σ, the results are not conclusive: The most likely outcome (mode of the distribution) is that the proposed method yields a more accurate estimate but bootstrap 95% confidence intervals on the mean include zero in case of the comparison to semi-automatic and are on the positive axis in case of the comparison to synthetic likelihood. On the other hand, the 95% confidence intervals for the median are on the negative axis (see supplementary material). All in all, the differences for σ are not clear-cut, which may not be surprising given that σ is a difficult parameter to estimate (see e.g. the supplementary material).
Lorenz model
The Lorenz model of Wilks (2005) is a stochastic fortydimensional time-series model for weather variables x (t) k , k = 1 . . . 40. These follow a system of coupled stochastic differential equations:
where F is a constant set to 10 and η We used exactly the same DireNet as in all the other inference tasks before, thus taking only temporal convolutions. Since the time series is forty-dimensional, one could also also have used spatio-temporal convolutions rather than just temporal ones further reducing the number of neural network parameters.
We compared the performance of the proposed method to LFIRE with the six manual summary statistics from Dutta et al. (2016) , which were the mean; variance and auto-covariance with lag one of the x There is a massive improvement over the manual summary statistics for both parameters. Indeed our approach outperforms here the manual summary statistics by the biggest margin, which may be due to the fact that time and experience of the research community has not yet optimized the manual summary statistics for this model in contrast to the Lotka-Volterra and Ricker model.
Conclusions
We considered the problem of learning summary statistics for likelihood-free inference by ratio estimation (LFIRE, Dutta et al. 2016) , an approach that generalizes the synthetic likelihood method by Wood (2010); Price et al. (2017) . We proposed to use parameter values predicted from raw data as summary statistics for LFIRE. Focusing on the important case of dynamical models and time-series data, we showed that convolutional neural networks are well suited to learn such summary statistics. On a wide range of different models, a single generic neural network architecture produced posterior estimates that are equally good or better than alternative, typically more customized, inference methods.
While we focused on time-series models, neural networks will likely provide suitable summary statistics for other large model classes too. For example, convolutional networks should be useful for data with spatial or spatio-temporal structure. Moreover, since LFIRE generalizes synthetic likelihood, our findings should also be useful for that approach.
The convolutional network only needs to be trained once per model and can then be deployed in arbitrarily many inference tasks (amortized inference). However, LFIRE requires solving an optimization problem for each parameter value for which we evaluate the posterior. While the outcome of the optimization can be stored and re-used for inference with different observed data sets, the repeated optimization is computationally costly. Importantly, however, this is an issue related to the current state of LFIRE and is not related to the method proposed in this paper. Techniques discussed and proposed in (Dutta et al. 2016) and (Cranmer et al. 2015) can be used to amend or alleviate this shortcoming, e.g. via transfer learning and Bayesian optimization , and the proposed method can seamlessly be combined with these kinds of improvements.
Overall our results suggest that modern techniques for training neural networks are promising for likelihoodfree Bayesian inference, and we expect that further drawing upon techniques from artificial intelligence will lead to further advances in this challenging area of statistics. 
Supplementary Material A Neural networks
In total, we performed simulations with three different neural networks. In addition to the convolutional DireNet and the deep network by Jiang et al. (42) mentioned in the main text, we also performed simulations with a deep network similar to the one by Jiang et al. (42) but trained with modern techniques including Batch Normalization (26) and Dropout (24) . This was done to have an additional baseline for comparison to the DireNet. In the following section we explore in more detail the effects of using each of those networks.
The three networks are shown in Figure 6 . The output layers have either 2 or 3 neurons, depending on the model in question. For instance, for the ARCH model, we have two output parameters θ = (θ 1 , θ 2 ) and hence 2 neurons in the final layer. Excluding the output layer, the convolutional DireNet has 8, 220 parameters, the deep network by Jiang et al. (42) 30, 300, and the additional deep network 21, 125 parameters. For the case of two outputs, the total number of parameters for the three networks become 8, 422; 30, 502; and 21, 227.
Convolutional architectures have several hyperparameters per layer. For the convolutional layers, the kernel parameter is the size of the convolutional kernel, the stride parameter specifies how many units the kernel is shifted after each computation. We also have a number of these kernels, specified by the parameter filter. After the convolutional layers we have a Flatten layer that re-arranges the outputs so that fully-connected or Dense layers can accept them.
Throughout the paper we used 80, 000 samples for training and 20, 000 samples for validation. We trained the networks with the Adam optimizer (27) for 100 epochs using a batch size of 256 and early stopping with a patience of 30 epochs (20) . The deep network uses batch normalization (26) and dropout for the hidden layers with standard dropout rate 0.5 (24) . For DireNet, we used L 2 regularization on the output layer with penalty strength set to the same value that Jiang et al. (42) The data generated by the model is a time-series x 1:T = (x (1) , . . . , x (T ) ), which is defined as follows:
The t are standard normal variables. If we consider the (column) vector = ( 0 , . . . , t ) of all such variables, then x = B , where:
We then know that ∼ N (0, I) by definition above, where I denotes the identity matrix. Hence:
However, we do not observe x (0) . Therefore we define the matrix M, which the matrix BB with the first row and column removed. We thus know that: (42), the additional deep network that we considered has rectified linear activations and was trained with batch normalization and dropout. We also reduced the number of parameters by having less neurons in each hidden layer.
By using the definition of conditional probability, we obtain the posterior distribution of θ,
where π(θ) denotes the prior of θ.
C Supplementary results

C.1 ARCH model
For the ARCH model, we computed parameter predictions (reconstructions)θ(x) and posterior distributions for the three different neural network architectures mentioned above and for observed data generated with different values of θ. Figure 7 shows the predictions for the DireNet. As in Figure 1 in the main text, the whole parameter space is well covered by the predictions forθ(x) sampled from the marginal p(x) (in red) while the predictions for x sampled from p(x | θ) are clustered around the particular value of θ (in blue). Figure 8 shows the predictions for the deep network of Jiang et al. (42) in the same way. Comparing the two figures, we see that in Figure 8 , the red points are less spread out and the blue points less concentrated than for the DireNet in Figure 7 . Intuition suggests that the data clouds generated by the DireNet are more easily classifiable and hence the corresponding LFIRE posteriors also more accurate. This is intuition is supported by the Kullback-Leibler divergences reported in the main text and the additional ones reported in Table 3 . Figure 12 shows the predictions with the additional deep network that we considered. We can here see that the predictions are poorer than for the two other neural networks. This is possibly due to the reduced flexibility (fewer neurons) of the network. The predictions are generally more concentrated (less spread-out), both for x ∼ p(x) and x ∼ p(x | θ), than for the proposed DireNet. Table 3 shows that the corresponding posteriors are typically less accurate than those for the DireNet in line with our intuition. However, it also show that, while less accurate than for the proposed DireNet, the posteriors are typically more accurate than those for the deep network by Jiang et al. (42) . This is possibly due to all predictions being compressed into a smaller volume of the parameter space, and the subsequent training of the classifier in LFIRE being able to accommodate this systematic distortion as pointed out in the main text. Traiko Dinev, Michael U. Gutmann
C.2 Lotka-Volterra model
The lower and upper limit of the 95% confidence interval for the mean of ∆ rel i computed via bootstrapping, as well as the average of the bootstrap distribution of the mean is shown in Table 4 . The results are based on 200 bootstrapped data sets (of size 500). The bootstrap confidence intervals are on the negative axis which indicates better performance of the proposed method (see main text). Figure 13 plots true parameter values versus the posterior means for the 500 inference problems, when using the DireNet and the manual summary statistics in LFIRE. We see that the posterior means when using manual summary statistics are more over-or underestimated as compared to the case of the DireNet.
Parameter Lower Limit Upper Limit Average 
C.3 Ricker model
We show in Tables 5 and 6 the bootstrap results for the comparison between LFIRE with the DireNet summary statistics and the synthetic likelihood with original summary statistics by Wood (13) . For σ, the bootstrap confidence intervals for the mean of ∆ rel i is on the positive axis while for the median on the negative axis (see main text). Tables 7 and 8 shows the corresponding bootstrap results for the comparison to semi-automatic ABC (18) . Here, the confidence interval for the median of ∆ rel i for log r just includes zero while the corresponding interval for the mean is negative, which indicates a small difference in performance. C.4 Lorenz model Table 9 shows the bootstrap results for the mean of ∆ rel i , and Figure 16 shows scatter plots of the true parameter value versus the posterior means. As mentioned in the main text, we see here a large improvement over the manual summary statistics. Given the large improvement, we also show in Figure 17 example posterior distributions. Previous work (28) showed the posterior for θ = (2.0, 0.1) and our posterior with manual summary statistics matches their result well. Importantly, we see that when using DireNet, the posteriors are much tighter and centered close to true data generating parameter. 
