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COMPACT LINEAR RELATIONS AND THEIR SPECTRAL
PROPERTIES
KESHAV RAJ ACHARYA AND MATT MCBRIDE
Abstract. In this paper we study compact linear relations and establish that the spectrum
of injective compact linear relations is a discrete set.
1. Introduction
Linear relations is a generalization to linear operators. The main difference is that linear
operators is a map between two linear spaces but is single-valued while a linear relation is
a map between two linear spaces that can be multi-valued. The study of linear relations
started by Arens in [2], Since then, there have been tremendous studies on the theory of
linear relations [5, 6, 8, 10, 11, 12] and has been very useful tools in many applications [13].
These linear relations are also termed as linear subspaces and multivalued linear operators.
There are several papers in the literature, see the monograph [7] as an example and citation
there in, which deal with the theory of multivalued linear operators. The generalization of the
theories from linear operators to linear relations have been an interest of several researchers.
For example, in [14], the authors study the boundedness and closedness of linear relations
and show the Closed Graph Theorem for linear relations in Banach spaces and in [15], the
author have proved von Newmann’s theorem for linear relations on Hilbert spaces.
The goal of this paper is to discuss compact linear relations, obtain some of their properties,
and generalize the spectral theorem for compact linear relation. Some of the studies on
spectral theory of linear relations can be found in [1, 3, 4, 9]. We extend the theory for
compact linear relations. In particular, we show that the spectrum of injective compact
linear relations is a discrete set by generalizing the Fredholm Alternative.
The paper is organized as follows: Section 2 has all of the preliminary information con-
taining definitions and basic results on linear relations and bounded linear relations. Section
3 defines compact linear relations and contains properties that these relations enjoy. Finally
the same section contains the main results: namely the Fredholm Alternative and Spectral
Theorem for injective compact linear relations.
2. Preliminaries
Let X , Y and Z be linear spaces over the set of complex numbers C. A linear relation T
from X to Y is a subspace
T = {(x, y) : x ∈ X, y ∈ Y }
of the product space X × Y . The set of all linear relations from X to Y is denoted by
LR(X, Y ). The domain and the range of T are denoted respectively as
D(T ) = {x ∈ X : (x, y) ∈ T} and R(T ) = {y ∈ Y : (x, y) ∈ T} .
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We denote the image of x ∈ X under T by
T (x) = {y ∈ Y : (x, y) ∈ T} ,
the kernel of T by
N(T ) = {x ∈ X : (x, 0) ∈ T} ,
and the inverse of T , provided it exists, by
T−1 = {(y, x) : (x, y) ∈ T} .
The image of M ⊆ X under T is defined to be the set
T (M) =
⋃
x∈M
T (x) .
A relation T is injective if N(T ) = {0} and surjective if for every y ∈ Y there is a x ∈ X
such that (x, y) ∈ T . Note that a relation T is an operator if T (0) = {0} and T−1 is an
operator if T is injective. A relation T is called closed relation if it is a closed subspace of
X × Y .
Suppose T, T1, T2 ∈ LR(X, Y ) and S ∈ LR(Y, Z) and a a scalar, we denote
aT = {(x, ay) : (x, y) ∈ T}
T1 + T2 = {(x, y1 + y2) : (x, y1) ∈ T1, (x, y2) ∈ T2}
ST = {(x, z) : (x, y) ∈ T, (y, z) ∈ S} .
Let X,A be two linear spaces over C. We call (X,A) a dual pair if there exists a mapping
〈·, ·〉 : X × A→ C such that
〈x, λa〉 = λ¯〈x, a〉
for all x ∈ X , a ∈ A and scalars λ. Let (X,A) and (Y,B) be two dual pairs over C and
T ∈ LR(X, Y ) then (X × Y,A× B) is a dual pair with
〈(x, y), (a, b)〉 = 〈x, a〉+ 〈y, b〉 .
The adjoint of T is a relation T ∗ ∈ LR(B,A) given by
T ∗ = {(b, a) : 〈x, a〉 = 〈y, b〉, for all (x, y) ∈ T} .
The following proposition is combination of propositions, lemmas and theorems due to
Arens. The proofs can be found in [2].
Proposition 2.1. Let T : X → Y be a linear relation. (1) T ⊆ T ∗∗. (2) If S ⊆ T , then
T ∗ ⊆ S∗. (3) (λT )∗ = λ¯T ∗. (4) (T−1)∗ = (T ∗)−1 provided T−1 exists. (5) N(T ∗) = R(T )⊥.
(6) T ∗ is single valued if and only if D(T ) is dense. (7) T ∗ is closed. (8) If S : X → Y is
also a linear relation then (S + T )∗ ⊇ S∗ + T ∗ and if D(S∗) = B and D(S) ⊇ D(T ) then
(S + T )∗ = S∗ + T ∗. (9) If T ∈ LR(X, Y ) and S ∈ LR(Y, Z) and (Z,C) is a dual pair then
(ST )∗ = T ∗S∗ provided that D(S∗) = C or R(T ∗) = A.
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3. Main Results
For T ∈ LR(X, Y ), notice that T (x) = {y} + T (0) with x ∈ X where T (0) is a multi-
valued part. To obtain an operator from T consider a quotient space Y/T (0). If Y is a
normed space, then so is the quotient space Y/T (0) with the norm defined by
‖[y]‖ = inf{‖y − u‖ : u ∈ T (0)} .
The quotient map QT : Y → Y/T (0) is defined by QT (y) = [y]. Define the map Ts,
Ts : D(T )→ Y/T (0)
by Ts = QTT so that Ts(x) = [y] for all (x, y) ∈ T . Then Ts is an operator on D(T ) to
Y/T (0). The norm of T (x) for x ∈ D(T ) and the norm of T are defined by respectively
‖T (x)‖ = ‖Ts(x)‖ and ‖T‖ = ‖Ts‖. A relation T ∈ LR(X, Y ) is bounded if ‖T‖ ≤ M for
some M > 0. The set of all bounded linear relations from X to Y is denoted by BR(X, Y ).
Proposition 3.1. If T ∈ BR(X, Y ), then T ∗ ∈ BR(Y ∗, X∗) where (X × Y,X∗ × Y ∗) is a
dual pair.
Proof. It follows from the norm relation ‖Ts‖ = ‖T
∗
s ‖. 
Definition 3.1. Let X and Y be normed spaces. A linear relation T : X → Y is called a
compact if for every bounded subset M of X , the image T (M) is relatively compact, that is,
T (M) is a compact subset of Y .
We denote the set of all compact linear relations by KR(X, Y ). The goal of the following
propositions is to extend some of the classical functional analytic results about compact
operators to compact linear relations.
Proposition 3.2. A linear relation T ∈ LR(X, Y ) is compact if and only if every sequence
(xn, yn) ∈ T , with ‖xn‖ < 1 has a subsequence (xnk , ynk) ∈ T for which ynk converges in Y .
Proof. Clear from the definition. 
Proposition 3.3. If T ∈ KR(X, Y ) then T ∗ ∈ KR(Y ∗, X∗).
Proof. Let T ∈ KR(X, Y ), BX be the unit ball in X and BY ∗ be the unit ball in the dual
space of Y , Y ∗. Then
‖T ∗f‖ = sup
x∈BX
x∈D(T )
‖T ∗s f(x)‖ = sup
x∈BX
x∈D(T )
‖f(Ts(x))‖ = sup
y∈T (BX )
‖f(y)‖ .
Define A = T ∗(BY ∗) and embed A ⊂ X
∗, with X∗ the dual space to X , into C(T (BX)) via
u : A→ C(T (BX)), u(T
∗f) = f |T (BX)
for f ∈ BY ∗ . Thus ‖T
∗f‖X∗ = ‖f |T (BX)‖C(T (BX )), for all f ∈ Y
∗.
By Proposition 3.1, if T is bounded then T ∗ is bounded and ‖T‖ = ‖T ∗‖ so that
‖T ∗‖ ≤ ‖T ∗‖‖f‖Y ∗ ≤ ‖T‖ .
Therefore, u(A) is uniformly bounded in C(T (BX)). Given y1, y2 ∈ T (BX), f ∈ BY ∗ , we
have
|f |
T (BX)
(y1)− f |T (BX)(y2)| ≤ |f(y1 − y2)| ≤ ‖f‖Y ∗‖y1 − y2‖ ≤ ‖y1 − y2‖ .
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Thus, u is equicontinuous and hence by Arzela and Ascoli A is precompact. This completes
the proof. 
Proposition 3.4. Let T ∈ KR(X, Y ) and S ∈ BR(Y, Z) be such that TS and ST are
well-defined compositions. Then, TS ∈ BR(X, Y ) and ST ∈ KR(X,Z).
Proof. Let U be a bounded subset of X . Since S ∈ BR(X, Y ), we have S(U) is a bounded
set. Therefore (TS)(U) = T (S(U)) which is a precompact set since T ∈ KR(X, Y ). The
argument for ST follows in a similar fashion. 
This says that KR(X, Y ) behaves like an ideal in B(X, Y ).
Proposition 3.5. Let X be a Banach space and T ∈ KR(X,X). For any λ ∈ C, N(λI−T )
and R(λI − T ) are closed subspaces of X.
Proof. Let x ∈ N(λI − T ). Then there exists xn ∈ N(λI − T ) such that xn converges to
x. Since xn ∈ N(λI − T ), we have (xn, 0) ∈ λI − T , and thus (xn, λxn) ∈ T . Since xn
converges to x, it follows that (xn, λxn) converges to (x, λx). By assumption T is a compact
subspace, thus it is closed and hence (x, λx) ∈ T . It follows that (x, 0) ∈ λI − T and hence
x ∈ N(λI − T ). Therefore N(λI − T ) is a closed subspace of X .
To show R(λI −T ) is closed, consider y ∈ R(λI − T ). Then, there exists yn ∈ R(λI −T ),
such that yn converges to y. For each n ∈ N, yn = λxn − vn for some (xn, vn) ∈ T . For each
n ∈ N, let rn be the distance from the point xn to the subspace N(λI − T ), that is
rn = dist (xn, N(λI − T )) .
For every n, there exists zn ∈ N(λI − T ) such that
rn ≤ ‖xn − zn‖ < rn +
1
n
.
Notice that zn ∈ N(λI − T ) if and only if (zn, λzn) ∈ T. Let x˜n = xn − zn. Then
(x˜n, vn − λzn) ∈ T .
Similarly let y˜n = vn − λzn. Observe that
lim
n→∞
(λx˜n − y˜n) = lim
n→∞
(λxn − λzn − vn + λzn) = lim
n→∞
(λxn − vn) = lim
n→∞
yn = y .
There are two cases to consider, the case in which rn is bounded and the case in which rn is
unbounded. First, consider the case that {rn} is bounded. Then x˜n is bounded. Since T is
compact and (x˜n, y˜n) ∈ T , there is a subsequence y˜nl that converges to y˜ in X . Then
x˜nl =
1
λ
(λx˜nl − y˜nl + y˜nl)→
1
λ
(y + y˜) = x ∈ X .
It follows that (x˜nl , y˜nl) ∈ T and (x˜nl, y˜nl) converges to (x, y˜) ∈ T . Since y = λx − y˜ and
(x, y˜) ∈ T , we have y ∈ R(λI − T ).
Now consider the case where {rn} is not bounded. With out loss of generality we may as-
sume that limn→∞ rn =∞. The sequence un = x˜n/‖x˜n‖ is bounded and for z˜n = y˜n/‖x˜n‖, we
have (un, z˜n) ∈ T . The compactness of T implies that there is a subsequence z˜nl converging
to z˜ in X .
COMPACT LINEAR RELATIONS AND THEIR SPECTRAL PROPERTIES 5
A computation yields,
lim
l→∞
(λunl − z˜nl) = lim
l→∞
λx˜nl − y˜nl
‖x˜nl‖
=
y
limn→∞ ‖x˜n‖
= 0 .
Similarly we have,
lim
l→∞
unl = lim
l→∞
1
λ
(
λx˜nl
x˜nl
−
y˜nl
x˜nl
+
y˜nl
x˜nl
)
=
z˜
λ
.
Therefore, the subsequence (unl, z˜nl) converges to (z˜/λ, z˜) ∈ T . Hence, (z˜/λ, 0) ∈ λI − T .
Thus, z˜/λ ∈ N(λI − T ). But this is a contradiction since un = x˜n/‖x˜n‖ can not converge to
a point in N(λI − T ). 
Lemma 3.6 (F. Riesz Lemma). Let X be a Banach space and Y a proper closed subspace
of X. For any 0 < α < 1, there exist a unit vector x ∈ X \ Y such that dist(x, Y ) > α.
Proof. Since Y is a proper closed subspace of X , there is u ∈ X \ Y , with
a := dist(u, Y ) = inf
y∈Y
‖u− y‖ > 0 .
Fix δ > 0 so that
a
a+ δ
> α .
By definition of infimum, there exists v ∈ Y such that a ≤ ‖u− v‖ < a+ δ. Set
x =
u− v
‖u− v‖
.
Clearly, x ∈ X and x /∈ Y with ‖x‖ = 1. Given y ∈ Y , we have z = v + ‖u− v‖y ∈ Y and
‖x− y‖ =
∥∥∥∥ u− v‖u− v‖ +
z − v
‖u− v‖
∥∥∥∥ = 1‖u− v‖‖u− z‖ >
a
a+ δ
> α .
This completes the proof. 
Definition 3.2. Let T be a closed relation on a complex normed space X with D(T ) ⊂ X .
Define the resolvent set, ρ(T ) ⊆ C, of T to be
ρ(T ) = {λ ∈ C : (T − λI)−1 ∈ B(X)} .
Similarly, define the spectrum, σ(T ), of T to be σ(T ) = C \ ρ(T ).
A complex number λ ∈ C is called an eigenvalue of a relation T if there exists a nonzero
x ∈ X such that (x, λx) ∈ T . The set of all eigenvalues of T is called the point spectrum,
denoted by σp(T ). It follows from the definition of the spectrum that σp(T ) ⊆ σ(T ).
We are now ready to state and prove the first main result of this paper, namely the
Fredholm alternative.
Theorem 3.7 (The Fredholm Alternative). Let X be a Banach space and T a compact
linear relation on X with D(T ) = X. If λ is a nonzero complex number, then either λ is an
eigenvalue of T or λ ∈ ρ(T ).
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Proof. Suppose λ is not an eigenvalue of T . That is there is no nonzero x ∈ X such that
(x, λx) ∈ T . It follows that N(λI − T ) = {0} and hence λI − T is injective.
We claim that R(λI−T ) = X . Indeed, if not, let X1 = (λI−T )(X). Then X1 is a proper
closed subspace of X and the restriction of T on X1 is compact. If X2 = (λI −T )(X1), then
X2 is a proper closed subspace of X1. Otherwise,
(λI − T )(X1) = (λI − T )(X)
implies that for each x ∈ X \X1 there exists x
′ ∈ X1 such that
(λI − T )(x′) ∩ (λI − T )(x) 6= ∅ ,
contradicting the fact that λI−T is injective. Continuing this way we generate a sequence of
subspaces {Xn}n∈N with Xn+1 = (λI − T )(Xn) and Xn+1 is a proper closed subspace of Xn.
By lemma 3.6, for each n, there is a unit vector xn ∈ Xn \Xn+1 such that dist(xn, Xn+1) >
1/2. If n > m, for (xn, yn), (xm, ym) ∈ T we have
(λxm − ym) ∈ (λI − T )(Xm−1) .
Notice that
ym − yn = λ(xm − x˜m)
where
x˜m =
1
λ
(λxm − ym + yn) ∈ Xm+1 .
Then
‖ym − yn‖ = |λ|‖xm − x˜m‖ >
|λ|
2
for all n > m. This shows that the {yn} does not contain any convergent subsequence
contradicting the compactness of T . This shows the claim and henec λI − T is a bijection.
Lastly we show that (λI − T )−1 is bounded. Suppose (λI − T )−1 is not bounded. Then
there exists a sequence {zn} ⊆ X of unit vectors such that (zn, xn) ∈ (λI − T )
−1 and
limn→∞ ‖xn‖ =∞. Let
vn =
zn
‖xn‖
and un =
xn
‖xn‖
.
Then, (un, vn) ∈ (λI − T ). Therefore, there exists (un, yn) ∈ T such that vn = λun − yn.
The fact that (un, yn) ∈ T , ‖un‖ = 1 and T is a compact operator implies that there exists
a subsequence {ynk} of {yn} for which ynk converges to y. We have
lim
k→∞
unk = lim
k→∞
1
λ
(λunk − ynk + ynk) = lim
k→∞
1
λ
(vnk + ynk) =
y
λ
.
It follows that (unk , ynk) converges to (
1
λ
y, y) ∈ T implying that (y, λy) ∈ T . This shows
that λ is an eigenvalue of T contradicting the assumption. This completes the proof. 
Proposition 3.8. Let T be an injective linear relation on a linear space X. Then the set of
eigenvectors of T are linearly independent.
Proof. Let {xk}k∈N be a set of eigenvectors corresponding to eigenvalues {λk}k∈N. Suppose
{x1, x2, . . . , xn} be any finite collection of eigenvectors corresponding to distinct nonzero
eigenvalues λ1, λ2, . . . , λn. That is (xj , λjxj) ∈ T , for j = 1, 2, . . . , n. Suppose xm is the first
vector which is a linear combination of preceding vectors {x1, . . . , xm−1}, that is
xm = α1x1 + α2x2 + . . .+ αm−1xm−1 (3.1)
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for some scalars αj , j = 1, . . .m − 1. Since (xj, λjxj) ∈ T , it follows that T
−1(λjxj) = xj
which implies
T−1(xj) =
1
λj
xj .
Multiply both sides of equation (3.1) by λm and apply the operator T
−1 to both sides to
obtain
T−1(λmxm) = α1
λm
λ1
x1 + α2
λm
λ2
x2 + . . . · · ·+ αm−1
λm
λm−1
xm−1 .
Since T (xm) = λmxm, we get
xm = α1
λm
λ1
x1 + α2
λm
λ2
x2 + . . .+ αm−1
λm
λm−1
xm−1 . (3.2)
Subtracting equation (3.1) from equation (3.2) we have
α1
(
λm
λ1
− 1
)
x1 + α2
(
λm
λ2
− 1
)
x2 + . . .+
(
αm−1
λm
λm−1
− 1
)
xm−1 = 0 .
Since {x1, x2, . . . , xm−1} is a linearly independent set and λm 6= λj for j = 1, . . . , m− 1 and
λj 6= 0 for all j, we must have α1 = α2 = . . . = αm−1 = 0. This implies xm = 0 contradicting
that xm is an eigenvector for T . 
Theorem 3.9. Assume that T is a closed and bijective linear relation on a Banach space X
with ‖λT−1‖ < 1 for |λ| > 1. Then λ ∈ ρ(T ) and
(T − λ)−1 =
∞∑
n=0
λn(T−1)n+1 ,
where the series converges in operator norm.
Proof. Claim: (T −λI) is a bijection. Suppose (x, 0) ∈ (T −λ). Then (x, λx) ∈ T and hence
(λx, x) ∈ T−1. We have the following estimate:
‖T−1(λx)‖ ≤ ‖T−1‖‖x‖ <
1
λ
‖x‖ .
Hence
‖x‖ <
1
λ
‖x‖ .
Since |λ| > 0, we must have x = 0. Therefore, (T − λI) is injective. Next we show that
R(T − λI) = X . Indeed, suppose there is a v ∈ X , we must show that there is (x, y) ∈ T
such that v = y−λx. To ensure the existence of such a pair (x, y), define a map L : X → X
by
L(y) = v + λx = v + λT−1y
for every (x, y) ∈ T . Notice L is well-defined and linear. We have the following estimate:
‖L(y)− L(y˜)‖ = ‖λT−1y − λT−1y˜‖ ≤ ‖λT−1‖‖y − y˜‖ .
Since ‖λT−1‖ < 1, L is a contraction mapping on X . Thus by Banach contraction mapping
theorem, there exists y such that L(y) = y, that is y = v + λT−1x. So v = y − λx. Next we
compute the von Neumann series for (T − λ)−1. Factoring out T on the right of T − λI we
have
(T − λI) = (I − λT−1)T ,
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and thus
(T − λI)−1 = T−1(I − λT−1)−1 .
Since λT−1 is a bounded linear operator, (I − λT−1)−1 has a von Neumann series, namely
(I − λT−1)−1 =
∞∑
n=0
(λT−1)n =
∞∑
n=0
λn(T−1)n .
Therefore,
(T − λI)−1 =
∞∑
n=0
λn(T−1)n+1 .
It follows that (T − λI)−1 is a bounded linear operator and hence λ ∈ ρ(T ) completing the
proof. 
Theorem 3.10 (The Spectral Theorem). Let T be a compact linear relation on a Banach
space X. Then
σ(T ) = σp(T ) ∪ {0} .
Moreover if T is also injective then the set of eigenvalues is countable and only the possible
point of accumulation is λ = 0.
Proof. First notice that 0 ∈ σ(T ). Otherwise T is invertible and its inverse is bounded.
Therefore by Proposition 3.4, I = T−1T ∈ KR(X,X) which is impossible. Thus by the the
Fredholm alternative we must have
σ(T ) = σp(T ) ∪ {0} .
Therefore it suffices to show that for every k > 0, the set of all λ ∈ σp(T ) such that |λ| ≥ k
is finite. Suppose on the contrary that for some k0, there is a sequence {λn}n∈N of infinitely
many distinct eigenvalues such that |λn| ≥ k0 and (xn, λnxn) ∈ T for xn 6= 0. By Proposition
3.8, {xn}n∈N is a linearly independent set. For a given n ∈ N, let Mn = span{x1, . . . , xn}.
Then for every x ∈Mn, there exists numbers α1, α2 . . . , αn such that
x = α1x1 + α2x2 + . . .+ αnxn .
Multiplying the above equation by λ yields
λnx = α1λnx1 + α2λnx2 + . . .+ αnλnxn .
Since (xj , λjxj) ∈ T we have (αjxj , αjλjxj) ∈ T for j = 1, 2, . . . , n and hence
(x, α1λ1x1 + α2λ2x2 + . . .+ αnλnxn.) ∈ T .
Moreover (y, λny) ∈ λnI for any y ∈ X , implies that
(x, α1(λ1 − λn)x1 + α2(λ2 − λn)x2 + . . .+ (λn−1 − λn)xn) ∈ T − λnI .
The subspaces Mn are closed as they are only finite dimensional. Therefore by the Riesz
Lemma, there is a sequence {zn} such that zn ∈ Mn with ‖zn‖ = 1, and ‖zn − x‖ ≥ 1/2 for
all x ∈Mn−1. Since zn ∈Mn there exists numbers β1, β2, . . . , βn such that
zn = β1x1 + . . .+ βnxn .
However
(β1x1 + . . .+ βnxn, β1λ1x1 + . . .+ βnλ1xn) ∈ T .
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Let vn = β1λ1x1 + · · ·+ βnλnxn. We show that {vn} has no convergent subsequence contra-
dicting the compactness of T .
Claim:
‖vn − vm‖ ≥
1
2
k0
for a fixed k0, and n > m. A calculation yields
vn − vm = λnzn − (λnzn − vn + vm) = λnzn − x˜ . (3.3)
Let m < n, we show that x˜ ∈ Mn−1. Since m ≤ n − 1, it follows that vm ∈ Mm ⊆ Mn−1.
Since
λnzn − vn = λnzn − β1λ1x1 + . . .+ βnλ1xn ∈ Mn−1 ,
we have that
x˜ = λnzn − vn + vm ∈ Mn−1 .
So x = λ−1n x˜ ∈ Mn−1. By equation (3.3) we estimate the norm of vn − vm. We have
‖vn − vm‖ = ‖λnzn − x˜‖ = ‖λnzn − λnx‖ = |λn|‖zn − x‖ >
1
2
|λn| ≥
1
2
k0 .
Thus {vn} has no convergent subsequence contradicting the compactness of T and thus
completing the proof. 
It should be noted that the injectivity condition is not really necessary. However if one
drops that condition, the statement of the theorem and proof will change slightly. In fact,
the statement will have the additional consequence that each eigenvalue, λn of T has finite
multiplicity, that is dim N(T − λnI) is finite. The only change in the proof is that we
assume there is an k0 > 0 and there are infinitely many linear independent eigenvectors
corresponding to λn such that |λn| > k0. This will eliminate the use of Proposition 3.8 and
the rest of the proof will remain the same.
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