Abstract With newer complex multi-core systems, it is important to understand an application's runtime behavior to be able to debug its execution, detect possible problems and bottlenecks and finally identify potential root causes. Execution traces usually contain precise data about an application execution. Their analysis and abstraction at multiple levels can provide valuable information and insights about an application's runtime behavior. However, with multiple abstraction levels, it becomes increasingly difficult to find the exact location of detected performance or security problems. Tracing tools provide various analysis views to help users to understand their application problems. However, these pre-defined views are often not sufficient to reveal all analysis aspects of the underlying application. A declarative approach that enables users to specify and build their own custom analysis and views based on their knowledge, requirements and problems can be more useful and effective. In this paper, we propose a generic declarative trace analysis framework to analyze, comprehend and visualize execution traces. This enhanced framework builds custom analyses based on a specified modeled state, extracted from a system execution trace and stored in a special purpose database. The proposed solution enables users to first define their different analysis models based on their application and requirements, then visualize these models in many alternate representations (Gantt chart, XY chart, etc.), and finally filter the data to get some highlights or detect some potential patterns. Several sample applications with different operating systems are shown, using trace events gathered from Linux and Windows, at the kernel and user-space levels.
Introduction
Debugging applications in distributed and multi-core environments and finding their performance bottlenecks and runtime problems are difficult and almost impossible using only the static data (e.g., source code, documents and other software artifacts). Instead, dynamic analysis is mostly used to debug complex applications, through the help of execution traces to provide highly detailed data.
The principle behind execution tracing is to insert trace points or probes at specific locations, in the source code or binary file, of an application. When encountered during program execution, those trace points are executed and trace events/logs are generated. The LTTng tracer (Linux Trace Toolkit Next Generation) Dagenais 2006, 2008) , DTrace (Cantrill et al. 2004) and SystemTap (Eigler and Hat 2006) are some of the modern Linux operating system tracers which are referred or used in this research.
Although tracing tools generate useful and precise data about the runtime behavior of a program, the collected data may become very large and difficult to follow, when a system with several nodes and multiple cores is traced. Therefore, it is essential to have efficient analysis and filtering tools in order to highlight the important portions of the execution, extract useful information, detect problems and identify their possible root causes.
There are several tools, e.g., Linux Tracing Toolkit Viewer (LTTV) (Deschênes et al. 2008) , Jumpshot (Zaki et al. 1999) , Triva (Schnorr et al. 2009 ) and Trace Compass, 1 available to analyze trace events and display a graphical representations of different runtime aspects. However, a limitation of these tools is that they are only available for a particular trace type generated by a specific tracer. Another limitation is that they only cover the most typical contexts, reducing flexibility and forcing users to only use the available shipped analysis, views and features.
Nevertheless, as problems are often complex and unique, it is most likely that these default analyses do not sufficiently help targeting the important issues. We propose in this paper a tool architecture to allow users to easily extend the available analysis tools according to the application's custom characteristics and needs. This approach is datadriven and potentially results in different analysis models and views each time a new declarative specification is chosen.
Using this approach, users can declaratively define how to deal with the input trace events, the type and quantity of aggregated information they want to track, and also how to display the results. In comparison with the previous approaches and tools, the proposed solution:
• increases usability of the existing tools by making it easier to create new analysis and views for custom user problems, • increases expressiveness by replacing the current hard-coded analysis and views by high-level declarative analysis and views, • increases flexibility of the existing tools by supporting different trace types and formats, and different levels including kernel, hypervisor and user space, • increases maintainability of the existing tools, by replacing some parts of the tools (analysis modules) by declarative modules, therefore reducing the amount of code to maintain, • and preserves and improves the performance of the tools by compiling the declarative models to low-level code and executing this code at runtime (as will be explained in later sections).
The remainder of the paper is organized as follows: after reviewing related work and the existing infrastructure, we present the specification of the proposed declarative language and detail the implementation. Then, we discuss several possible analyses and visualization views using an enhanced state model and validate the flexibility and performance of this solution. Finally, we conclude and outline possible future work.
Related work
In the proposed solution of this paper, we use a stateful approach to model the system and give the user a comprehensive image of the application runtime behavior. For example, the state of a process may change over time between states start, running, waiting and stopped. These changing states of a process are stored in an ''attribute'' named status of the process. The approach to index and retrieve the system state history has been used previously (Cohen et al. 2004 (Cohen et al. , 2005 . The states selected to model the system are very important and depend on the system and the problem we want to investigate. To study a performance degradation, for example, we should track states of important resources (e.g., what are the CPU usage, the currently running thread, the files being accessed, or the network usage). Such metrics can help administrators understand the problem and possibly find a way to eliminate the underlying cause.
An approach to model the state from a system trace has already been studied ) and implemented in the Eclipse Tracing and Monitoring Framework, Trace Compass (See footnote 1). It is based on a state manager and a special purpose database, State History Tree (SHT), used to efficiently store, navigate and display the state in the trace analysis software.
State History Tree (SHT)
With the huge trace data size, a special purpose database was designed to store all produced state intervals on hard disk . The general idea of the approach is to incrementally extract and store the information of each relevant trace event and create different interval values in a custom-designed database called State History Tree (SHT). This SHT allows the state system to make fast queries for any system parameter and attribute, at any time during the trace. Furthermore, all state intervals are inserted by sorted end time. The SHT uses this property to optimize its layout for fast access on a rotational disk. This property obviates the need for re-balancing the tree, but preserves the property of logarithmic search. As a result, this data structure is well optimized to be used with trace files as large as 1TB.
Trace analysis tools
Several tools exist to analyze and visualize execution traces. Viewers like LTTV (Deschênes et al. 2008) , Jumpshot (Zaki et al. 1999) or Triva (Schnorr et al. 2009 ) display different analysis metrics of the underlying system execution (CPU usage, memory consumption, critical path analysis, etc.). Trace Compass (See footnote 1) is another tool used to perform different trace analysis on traces collected from different sources (e.g., LTTng Traces, Network packet traces or custom defined traces, etc). Trace Compass supports the aforementioned SHT, to manage the states of the system parameters. It provides various views like Statistics, Gantt charts and Histograms. You can see in Fig. 1 the data Software Qual J (2017) 25:201-229 203 representation for Linux kernel traces: CPU usage, threads activities, statistics for the number of events, etc. However, a limitation of these tools is that it is only available for a particular trace type generated by a specific tracer. Moreover, they only offer some specific views forcing users to use only a specific set of analysis. Users are not able to define their own custom analysis based on their data and their specific requirements. However, in the new proposed architecture, the event-to-trace conversion (state provider), underlying state model and the display views are completely generic, and easily definable and customizable.
Descriptive languages
There are many types of languages dedicated to system analysis. Interesting reviews of trace analysis systems are available from Matni and Dagenais (2009) and Waly (2011) . Declarative languages for patterns in network traces and logs are used by SNORT (Roesch 1999) or SECnology.
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SNORT is an open-source Network Intrusion Detection System based on a collection of rules. This software provides a simple declarative syntax for defining intrusions in network connection packet traces. Nonetheless, by looking at each packet in isolation, this technique alone is not very efficient for defining complex analysis such as those in State Providers.
Imperative languages like RUle-baSed Sequence Evaluation Language (RUSSEL) (Habra et al. 1992 ) offer better expressiveness. Rules can trigger other rules. If rules are viewed as procedures, it is similar to procedural languages.
Another language is the D language, designed by DTrace (Cantrill et al. 2004 ) to dynamically define the instrumentation probes. However, this is more of a generic imperative language. SystemTap (Eigler and Hat 2006) , another Linux kernel tracer, also provides a similar imperative scripting language, triggered by kernel-level events. Automata-based languages are closer to the requirements of defining state transitions from events. This kind of language uses a finite state machine to describe the problem, with states, transitions and actions. State Transition Analysis Technique Language (STATL) (Eckmann et al. 2002 ) is a good example of a generic state machine diagram language that is extensible and usable by different applications in the intrusion detection field. However, STATL is not completely declarative because the users should detail the transitions and how they are performed.
Program Query Language (PQL) (Martin et al. 2005) and Program Trace Query Language (PTQL) (Goldsmith et al. 2005) are languages based on relational queries over runtime program traces (and program source codes) to answer declarative queries about JAVA program behavior. Although they are somehow similar to our work in that they enable users to query declaratively the underlying system behavior, our work is different, because it is completely flexible and generic and not just for JAVA programs. Our modeling language can be used to extract and populate user-defined models from incoming execution traces (in any relevant formats, including traces extracted from JAVA programs) and perform declarative queries over their data. As will be shown shortly, our method does not relate to only one trace type and can work with any trace formats that obey the given generic format, from kernel-level traces to hypervisor and user-space and program-level traces.
In recon (Lee et al. 2011) , which is a replay-based method, users can extract specific information from the input log data using SQL like queries. Recon replays (the parts of) a distributed system to check its runtime behavior and reproduce a bug or a problem. However, saving and replaying the whole traces for a large system might be expensive. In our work, we do not store every events, and instead, extract and store a model from the given trace data and use this model to find the problems and bugs in the analysis phase.
In general, the above tools and languages are not necessarily adapted to use with a backend data model like a state model, which is closer to a database. They are also designed for specific domains, not for tracing data. On the other hand, query languages like SQL are limited to only tabular data rather than unstructured/semi-structured trace data. What we actually propose in this paper is a generic trace-specific language to define and populate a user-specified custom model from the trace data. This model is used to analyze and display the desired output, in system performance analysis as well as in attack and intrusion detection systems.
Architecture
As mentioned earlier, our proposed solution is generic and flexible, supporting different trace formats. This section presents the architecture of the declarative solution used in this paper, its different modules and the way each modules works. The overview of the architecture is shown in Figs. 2 and 3 and will be explained in detail in the following section. We first define the general trace format that our solution can support.
An execution trace is defined as a sequence of time-stamped events e 1 ; e 2 ; . . .; e i ; . . .; e n , in which each event e i t i ; r 1 ; . . .; r n ; v 1 ; . . .; v m is composed of a time stamp t i , a set of system resources r 1 to r n (i.e., machine, CPU, process, file and function name) and a set of values v 1 to v m (i.e., count, return value, output, etc.). Each trace event is in fact the lowest observable log unit to depict the system behavior at a specific time point (t i the time stamp of the event). Therefore, a trace (i.e., a set of events) represents the underlying system behavior during its time duration: [t 1 (time stamp of the first event), t n (the time stamp of the last event)].
As long as the input trace obeys the above general format, our system can read, parse and analyze that. For the completely new trace formats, however, a parser is required to extract the information from the raw trace data. The trace reader of the Trace Compass tool (the tool that we use to evaluate our solution) assumes that all input traces are in the Command Trace Format (CTF) 3 format. CTF is a self-defining and easy to write file format, for which there are many convertors for various existing trace types. The parser of the new traces can be defined and imported (to CTF) through regular expressions, using a Trace Compass built-in event converter tool. Once the input trace is converted to the above-supported format, the rest analysis phases will become easily available to use. Using the declarative language and expressions to define the input trace format, the analysis of the trace events and their visualizations give our method maximum flexibility so that our solution, as will be shown soon, can be used in different operating systems from Linux to Windows and at different levels, from operating system (kernel) to hypervisor and userspace levels.
In general, our approach, as is also common with the most trace analysis methods, is to gather trace events from different distributed machines, parsing, analyzing and then aggregating them into some high-level models, e.g., state , synthetic events (Ezzati-Jivan and Dagenais 2012) and compound events (Hamou-Lhadj et al. 2013) , as shown in Fig. 2 . These high-level models are then fed, in turn, to the visualization process to display the analysis results to users. The difference, however, lies in the ways of taking those analysis steps (parsing, analyzing, aggregating, etc.) .
These two steps (trace -[ models and models -[ views) are typically hard-coded in most previous work. The main reason can be that the trace type/format is known in advance as well as the analysis models, views and also the type of problems to support (e.g., a tool is customized to show and analyze only CPU usages and is not able to display other aspects of the system, like input output throughputs, memory usages, file system usages, etc.). However, a declarative approach, like the one we propose in this architecture, can give more flexibility in sporting various input trace formats and various (unpredictable) analysis, views and solvable problems. A view of the proposed architecture is shown in Fig. 3 and will be detailed in the following sections.
In the architecture shown in Fig. 3 , both analysis steps (trace -[models and models -[ views) are user definable, in which users can specify how to handle their trace events, to extract the high-level notions and models and to visualize and display the models. This approach provides more flexibility. Finding the relevant sequence of events associated with a complex problem, among billions of events, is extremely difficult, and user-defined custom analyses, based on the application's needs and requirements, can greatly help. In the following, we explain the different parts of the above architecture.
Data model
Since we aim to propose a generic solution without forcing users to use a specific trace format or pre-defined analysis, the analysis model should be as generic as possible. In other words, users should be able to define their own trace analysis probably customized for a particular problem and tuned to focus on exactly what they are looking for. To do so, we define the notion of a generic ''model container'' to enable users to construct their own custom ''state model.'' In this system, users can define their own analysis models with any number of objects, parameters and in any desired details without worrying about the limits that the model container may force.
Each ''state model'' can model the underlying system (or a component of that) and keep track the status of its various interesting parameters and attributes within the execution duration. The ''state model'' can be seen, in turn, as a ''state'' container. Each ''state'' refers to a ''key,'' a set of ''state values'' and a time duration (a start time and an end time). The key, named ''attribute,'' indicates an entity for which the values will be tracked. An attribute can be any system resource, any metric or any custom user-defined entities for which users aim to store data in the model. ''State values'' in turn refer to different possible values assigned to the referred system elements (i.e., attributes) at different time points during the execution of the system.
For example, if a user wants to analyze the functionality of CPUs, she can define a ''state model'' composed of different CPU ''states,'' in which each state includes an attribute called ''CPU state,'' and different ''state values'' to display the different possible status (i.e., busy or idle) of that CPU during the system execution. Another example is defining the state for a process (i.e., attribute), whether it is running, blocked, waiting for CPU or waiting for IO (i.e., different state values). The definitions are not limited to the system resources. Users can define states to keep track of the status of any conceptual entity, for instance the status of a network connection, or to store the different values of some pre-defined metrics like the number of functions calls, number of connections to a particular Web site and number of bytes read or written.
State provider: extract states from events
Once the logical state model is defined and constructed at a high level, the next step is to read the input trace events and extract the required information and populate the state model (Fig. 3) . State provider, which contains a mapping between events and states, is responsible to build the state model. Trace events are passed chronologically through this state provider and determine what changes to the model are caused by each event. In a simple case, each event may change only a few states in the model, so a simple mapping table between events and states can be used. For instance, a ''file open'' event changes the state of a file to ''opened.'' In other cases, a series of events following each other in a particular order may be Software Qual J (2017) 25:201-229 207 required to make a change in the model. For instance, a group of socket/network events with a particular order may be required to change the state of a network connection to ''halfopened'' connection. In the latter case, a pattern of events might be required. In summary, a state provider uses a simple or complex state change pattern to extract the state values from the input trace events. In the proposed language, there is a section called ''State Provider'' which includes user-defined state providers (event-state mapping) to convert the input trace events to different states of the overall ''state model.'' Within a state provider, a set of logical or arithmetic operations might be used to check the value/type of the events or to aggregate the event values to make a bigger a unit.
In the runtime, events are passed through these state providers and possibly converted to various state values (within general state models). Please note that user can logically categorize the different state values into different state models and store all of the models in the model container (as defined earlier). The constructed state models can then be used to populate the visualization displays and views. For example, a user may define a state model to keep track of the different CPU and thread states, while another state model to investigate about the network connections. An example of event-to-state conversion is shown in Fig. 4 .
Visualization: populate views from the state model
The above-explained concepts fulfill the first step of the trace analysis which is converting the input raw and unstructured/semi-structured data to user-defined models. The second step, using the above-constructed models to analyze the underlying system behavior, is also supported in our system: Users can specify declarative how to visualize and use the constructed conceptual data models.
To do so, users can define visualization views to display (some or all parts of the) models. They can also define triggers to perform a specific action (emit an alert or highlight a part of view) when a pre-defined entity is happen. The proposed language allows users to query the state models and obtain an aggregated view of the underlying trace. It also allows users to define various data-driven views and display the outputs of the data analysis processes or the user-supplied queries. In this system, two generic Gantt chart, XY chart graphs and a hybrid view (a combination of Gantt chart and XY chart) are defined and users can populate these graphs dynamically from their models using data-driven specifications.
It is important to note that the above analysis steps (events to models and models to views) are performing in once pass of trace reading. At the same time that events are converted to the models, the views are populated and the outputs are generated. So the model can be used to analysis the system while it is constructed. However, after building the whole system (the models and views) user can easily go through the different parts of the execution, query the system and extract the information for any parts of the trace. The proposed views also support vertical analysis of the data (at different granularity levels) 
Model container
We use the SHT data structure proposed in our previous work ) to store the proposed data model. SHT is a special purpose disk-based database designed to store a huge amount of intervals for incrementally arriving trace data . This data structure is optimized for fast accesses on rotational disks, allowing fast search queries (with logarithmic time) on the stored interval for any given time value .
Since SHT stores the data in interval format, it can be used as a generic model container to store the user-defined models, as long as the included data elements can be stored in interval format. In the proposed state model, each state value between two consecutive state changes is modeled as an interval and can be stored in the SHT container. Figure 5 shows an example of how to store two consecutive state changes as an interval value.
As shown in Fig. 5 , Event e1 (t1) makes a ''state change'' of the attribute atr1 from S0 to S1. At a later time, e2 (t2) changes the value of the same attribute Atr1 to S2. Since the state value for the Atr1 between t1 and t2 is S1, it can be stored as an interval [Atr1, S1, t1,t2]. This interval in fact indicates that the value for atr1 between t1, and t2 is S1. Figure 5 also shows the other intervals [Atr1, S0, 0, t1) and [Atr1, S2, t2, T) for the other time ranges of the graph.
In addition to the interval tree to store the data intervals, SHT uses another tree structure called ''attribute tree'' to organize the attributes. In this abstract data structure, attributes are accessible through their own specific path, like in a file system (for example ''/CPUs/ CPU0/ Current Thread''). This allows the analysis to easily access the attributes. An example of an attribute tree is shown in Fig. 6 .
Please note that using the SHT interval container as the data store for our model does not force any modification in the high-level models. Users define their own logical state model, and the conversion between events and states, without having to worry about the underlying container. The conversion from state changes to internal intervals is a low-level task performed by the module, not the users.
Language specification
As mentioned earlier, the proposed architecture lets users define their own custom models for specifying the behavior of an application or operating system. In this section, the detailed specification of the proposed language is provided.
To facilitate future functionality extensions of the language, it was decided to use XML with an XSD schema for the syntax definition. XML is extensible, widely used and capable of being easily integrated with other tools. A graphical user interface might be needed later to aid users in creating the models, for example using high-level graphical elements and generating XML specifications from these graphical models.
The proposed descriptive language is able to create states from the input events and store them in the state model and provide new analysis in a specific context.
Basic definitions
In this section, we define the preliminary language operations necessary to define an analysis model. To clarify the definitions, the trace format and events from the LTTng kernel tracer are used.
Access to attribute values
In order to access to a particular attribute, we use a path such as the following:
=Threads=100=Status ð1Þ In Expression 1 The number 100 is in fact the thread identifier and the whole path specifies the status of that thread. Here, we only define the logical path of the attribute and do not discuss its possible values (which can be RUNNING, CRITICAL, WAITING, etc.). The possible values will be defined later in the state provider section. Sometimes, in the actual path of an attribute, it might be required to make a query and refer to another attribute. For example to call the current running thread of a specific CPU, we may write a path as shown in Expression 2.
=Threads=$f=CPUs=1=CurrentThreadg=Status ð2Þ
Expression ${} is therefore used as a path component to query another attribute and replace the expression by the result, as shown in Expression 2. The final result, after replacing the ${} query, will be a path like the one shown in Expression 1.
In addition to query for another attribute, it is also possible to use an input event field as a part of an attribute path, using the syntax event/.... An example is shown in Expression 3 in which event/cpu_id is used to access the cpu_id field of the input event, in the context of kernel traces.
=Threads=$f=CPUs=$fevent=cpu idg=:::
In practice, for kernel traces, some information such as the thread id is not available in all events. It is thus necessary to use the context switch events to extract this information and store it in the state model of each CPU core, for later accesses. It is then possible to extract the current thread of each event by simply knowing its CPU's number and making a query to the state model. Expression 3 indicates in fact the path to the status of the current running thread of the event's CPU (i.e., current thread' status).
Assignment
Another possible operation is the assignment of a value to an attribute. This operation changes the value of an attribute, ending the previous state interval and starting a new one with the new value (remember the example shown in Fig. 5 ).
CPUs=$fevent=cpu idg=Status ¼ :::
The value can be a constant, as in Expression 4, a reference to another path in the model, or an event field, as in Expression 5.
=Threads=$fevent=tidg=Exec name ¼ :::
:::=event=exec name ð5Þ
Condition
Sometimes, we want to change a state value if a certain condition is met. Thus, for a complex model, it is required to define conditional statements. A basic condition is based on the event type to specify the changes each event can make to the model. This condition type is somehow necessary to sort the different state changes by event type, allowing the user to easily correlate the changes with a trace event, in the state provider declarations. Conditions can also be based on a field of an event or another state value of the model. To do so, the same syntax to access the variables is used, with classical Boolean operators Software Qual J (2017) 25:201-229 211 AND, OR, and NOT for conditions. The condition shown in Expression 6 checks if the status of a specific file (event/fd) is OPEN and the filename is ''.passwd''.
=File=$fevent=fdg=Status ¼¼ OPENand:::
:::=event=filename ¼¼ }:passwd} ð6Þ
It then becomes possible to choose the conditions, based on either the information contained in an event or the information already contained in the state model.
State provider
As mentioned earlier, the state provider is the part that defines how to extract state values from the input events. To be generic enough, a reference to the trace type, the name of the state model and some other informations are included in the header of the state provider.
Locations, constant values and variables
To identify the possible state values which correctly describe the model, users can define constant and variable values and use them later in the language. Example 7 shows two constant-value definitions. Values can be abstract values, e.g., OPEN, CLOSED, RUN-NING, STOPPED, or a string that contains a payload, e.g., the executable name of a process.
The Location element is used to define a shortcut name for a frequently used path of the attribute tree. Although not mandatory, these shortcuts may be used in state change declarations for conciseness and clarity purposes. Code 1 shows an example of the Location element. It actually corresponds to the logical attribute path of Expression 8.
In most cases, the user wants to store a list of indexed properties, like the status of all CPUs, all running threads, or all opened files. To do so, we use a path with a wildcard, like /Thread/*/Status, where each possible value represented by * is a unique index. Here, the tid index is obtained from the input event field.
Event handler
While the event type could have been yet another field subject to conditions, it was decided to have an explicit event handler, a top-level structure that defines a namespace for each event type. This choice simplifies the addition of rules for new trace events as well as helps to quickly specify what types of events are needed for an analysis. It may also give a feedback to the tracer to only collect data about some particular trace event type. Event Handler is a container for state changes, as shown in Listing 2:
In this example, the sched_switch event causes two changes. It first updates the status of the current thread to ''running'' and then changes the status of the previous thread to stopped.
State change
The last part of the state provider is the transcription of the state changes, for which an example was shown previously. This construction contains a path and a value, possibly with a condition. For example: =Threads=$fevent=tidg=exec name ¼ :::
A condition can also be added, which will be shown as a complete example in the following section.
Example
Here is a simple example with traces generated from LTTng-UST (user space) instrumentation (Blunck et al. 2009 ). The objective is to debug an application to know when it Software Qual J (2017) 25:201-229 213 works and is active. We add two trace points: one at the beginning called application:start, and one at the end called application:end. In our state model, we define two states: RUNNING and STOPPED. We know in advance that there will be several instances of the application. Therefore we define the attribute Application/*/Status path to access the state values.
The Gantt Chart view is used to display the analysis output, which is shown in Fig. 7 . You can see in green the active duration of processes and in gray the stopped ones.
Filtering
For managing a large volume of data in the state model, filtering may be used to highlight the most interesting part of the data. Filtering can be used to only display the important data that obey the data-driven filtering criteria. It actually works by minimizing the volume of analysis by discarding the irrelevant information and retrieving only the desired data.
The proposed language supports filtering elements to help users to navigate easily the constructed system model as well as to specify triggers to debug the applications, or to detect the potential performance or security attacks. In addition, filtering can be used to add bookmarks in the trace, helping the user to navigate directly where an interesting behavior occurred (e.g., to bookmark the point where a problem is detected). Since the filtering patterns are similar to the patterns used to convert the events to states, the same pattern syntax and processing engine is used for filtering.
These filters create in fact new virtual states which help to explain the state intervals defined by the state provider. We don't use a persistent storage to store the filtering results, so the filters must be reexecuted and recalculated at every new execution of the viewer.
The following example shows a filtering pattern to find when a specific application is preempted waiting for a CPU, because all the CPUs are busy with other processes. The new virtual state BLOCKED can be then used to highlight the interesting portion of the trace. Since the virtual states have the same characteristics as state intervals, we can use the same views to display them. 
Views
As mentioned previously, the proposed architecture supports two declarative visualization views to display the analysis results: Gantt charts and XY charts. The Gantt chart can be used to visualize activities along the execution time, for example CPUs or Threads activities at different time points. XY charts can be used to display the statistics about the underlying system. Several useful metrics are extracted from the state model (Ezzati-Jivan and Dagenais 2013), for instance to measure the time spent by a process in state ''wait for a CPU'' or the amount of memory a specific process or a group of processes consume during a particular time period or during the the whole trace.
In the specification scripts, users can identify which parameters and which part of the state model can be used to display which graphical elements of the view. The colors and tool-tips are specifiable through the script as well. The following script (Listing 6) illustrates how to specify a Gantt chart view. An example of the result view was previously shown in Fig. 7 .
Language limitation
The proposed language allows some operations to access and assign the memory of the state model. It is also possible to define conditions in the views. However, it does not include unrestricted conditional or unconditional branching. This prevents looping and accordingly infinite loops, insuring that the processing time is finite. This only allows a finite number of state changes for each event. Because of this limitation, our descriptive language is not Turing complete.
Applications and performance analysis
In this section, we will examine applications that have been achieved with the proposed tool. The proposed tool, with the declarative language and generic use of the state model and views, is implemented in Trace Compass, a free publicly available software project. 4 The tests to validate the performance of the implemented tools have been performed under Ubuntu Linux 12.04, on a dual quad-core Intel Xeon E5405 2Ghz with 8GiB of RAM. In this project, LTTng kernel and user-space tracer ) is used to generate trace events for the Linux applications. This tracer, available for Linux (kernel and user space), is optimized for low overhead and collects kernel and user-space events.
Performance analysis
In this section, we will show how much time requires to process the input traces with our language and compare it with a hard-coded equivalent version (written IN JAVA), to see whether it takes longer or shorter. We were able to compare the conciseness in addition to the performance between the declarative and hardcoded Java versions. Since the Linux kernel model was our starting point, it was expected that the required expressiveness would be provided. Both the traces and XML expressions to process the input traces of this experiment are available on our public web page. 
Processing time
In this benchmark, we evaluate whether there is a performance degradation between a hard-coded Java implementation version and a version using the proposed declarative XML syntax. For this test, we used two kernel traces: a 13.4 MiB trace available as a CTF sample in LTTng website 6 and a 100 MiB kernel trace. The tests were repeated 25 times to get an average value and standard deviation. The results are shown in Tables 1 and 2 . Constriction time here means the time required to open the trace, process its content, and construct the desired state model. There is a case shown by READ in the tables that refers to only reading the trace without performing any processing. it might be useful to get an idea of how much time requires to process the input traces. It is also important to note that the construction time for the JAVA and XML cases are the time required to process the trace as well as the time required to write the output data model to the disk.
The results in Tables 1 and 2 show that the XML version is just slightly slower. However, the difference is smaller than the standard deviation between the different tests. Variations between instances are mainly associated with the garbage collection of the necessary objects to create and store state intervals. The main reason for the similarity of the results is that, in the proposed model, the declarative language is compiled and converted to internal JAVA modules and the trace events are processed by these internal modules. Therefore, the time differences can be attributed in large part to the time required to parse, compile and convert the input specification (written in XML language) to the internal JAVA modules.
Generic kernel model
We mentioned that this work is generic and can be used for any trace format. This is because the language does not force any limitation on the format and type of the events that users can define. The only important point is that the users should specify in the language how the system should deal with each input event and how this event should be converted to states and stored in the state model. To demonstrate the flexibility of our approach, we have tested our model with trace events coming from different tracers running in different operating systems (i.e., Linux and Windows kernel tracers).
For Linux, we were able to easily represent the Linux kernel model with our XML syntax. More impressive is the fact that the new declarative language is also used to process Event Tracing for Windows (ETW) kernel traces. Therefore, the method also supports Windows operating system kernel traces with the same level of details as Linux kernel traces. An example of both trace analyses will be provided in the coming sections. The support of both Linux and Windows trace formats was added to Trace Compass and is publicly available.
An illustrative example: Linux and Windows comparison
Representing an operating system execution with a Gantt chart view, to describe threads activities, is fairly common. However the strength of our model is that it can be easily interfaced to all platforms with different tracers.
By studying the ETW tracer on Microsoft Windows, we noticed that this tracer has equivalent events (thread creation, scheduling and deletion...) and can be used to model the system in the same way. It was then possible, with a simple revision of the XML file, to get the same views, already available for Linux, for the Microsoft Windows kernel. This actually shows the flexibility of the approach, being able to interface to significantly different operating systems.
This independence from the input trace data is a big gain and allows to use the same trace analysis tool for the different traces, and for different analyses with different purposes. In addition, it simplifies the comparison between different executions on different operating systems and different applications. For example, the tool can be used to compare the differences in how the same (or different) application behaves in different execution environments (e.g., different operating systems or different loads). For instance, it has been used to compare executions of the Chrome browser under Linux and Windows.
We have designed a simple test to compare the behavior of the two operating systems: Windows and Linux. In this example, at every second we start a new process running CPUburn. The objective is to see how these increasingly numerous CPU hogging threads are distributed on a single computer with 4 CPUs. The result is shown in Figs. 8 and 9 . The interesting point is that both of these views are defined and generated declaratively without writing even one line of JAVA code. These views can also be used to compare other aspects of the two operating systems (e.g., how the different scheduling algorithms behave in both environmental, etc.). The XML specification for parsing and processing ETW events are accessible from our Github page.
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This example clearly shows the flexibility, genericness and usefulness of the method. Users can easily write a few XML lines to read, process, analyze, and compare the models of different environments (e.g., Linux and Windows threading model). She may also zoom in the views (control flow or the XY chart) to get more insight and compare the smaller parts of the views or the parts that seem more interesting (e.g., where there is a spike in the XY chart). In general, the proposed method makes the experimentation of different applications behavior analysis (problems, issues, etc.) easy and accessible. 
Multi-level tracing
A second scenario for the proposed tool was to define more complex models based on the generic kernel model. To evaluate this objective, we have tried the same application but running in different levels (kernel and user space) to integrate different sources of trace events and enable a multi-level analysis of the given application.
Kernel and user-space traces
We chose an already instrumented application, Google Chromium (Trace event profiling) (See footnote 2), whose architecture behavior is only visible with both user-space and kernel traces. Indeed, it uses both numerous system-level threads and user-level task queues. The UST (User Space Trace) model of Chromium had already been defined and is used by the Chrome internal tracer. 8 This model uses two event types to show the beginning and end of a code portion. Not all functions are instrumented, but only the key functions of the application. The problem with the built-in Chromium tracer, although it is a great tool, is that it only shows the function level of the execution and lacks information about how a function is executing in the kernel or what system calls, interrupts, file/disk blocks, etc. are used to fulfill that function. However, these low-level information can be very useful to detect the root cause of when a performance degradation occurs in the system. In our experiment, by combining the kernel and UST data, we can see what functions are running on each thread, as well as when threads are blocked/preempted or what system calls are executed for each function. To do so, we used the Begin event to push the function name on the stack, and the End event to pop it from stack. In Fig. 10 , we see the current stack in the ''State System Explorer'' view, a view to debug the state model and see the values of different states at different time points.
For the example shown in Fig. 10 , we see that the stack depth is 4, and the top is OnDispatchMessage, for the dashed line area. The name of this function is also shown as a label in the green portion in the Gantt chart view.
This integration is really helpful, when a user analyze the kernel traces. In the most kernel trace viewers, users can see that a thread is running in user-space mode (e.g., the green areas in Figs. 8 and 10) but they do not have a clue of what is really happening or what user-level function is currently running. In the opposite way also, when in the userspace views, users see (but not expected) a function running for a long time, they really do not know what system calls or kernel operations, running at that moment, make that function execution so slow. Having kernel and user-space-level information, integrated in the same view, can be very useful and promising in a multi-level analysis of the kernel traces as well as user-space tracing. It enables users to navigate through the different levels, find and track spikes and performance bottlenecks and possibly detect their root causes. We will show an example of a bug detection using this method in the next section.
Virtual machines monitoring
Another application is the instrumentation of a physical server which is hosting some virtual machines. The host and virtual machines are computers that can be traced independently with separate tracers. However, there is a potential gain of information by grouping together the different traces, which is possible in our framework and shown in this experiment.
A simple example is to add the information of the CPU resources of the host in the virtual machine. We can then see whether the virtual machine is running or preempted in the host machine. This information is then added to the model of the virtual machine. In this case, we see whether the threads, thought to be running on the virtual CPUs, are really running on the physical CPUs, or whether they are in fact preempted.
An example of virtual machines monitoring is displayed in Fig. 11 (this application is described in more details in Gebai et al. 2014) . It shows the CPU status of two virtual machines hosted in the same physical machine. There are three general states in this figure: when the first virtual CPU is active while the second one is preempted, when the first virtual CPU is preempted while the second one is active, and finally when both virtual CPUs are preempted. The first two cases show that there is a competition between the virtual CPUs to acquire the main CPU (the shared resource) in order to execute their load. The last case, however, indicates the fact that there is possibly another thread competing with these two virtual machines for that shared resource (the physical CPU).
Creating such analysis from the different sets of trace events (gathered from Linux, Windows or even mobile devices) is made possible using the declarative expressions in our proposed framework, without needing to explicitly program and pre-define such analysis in the trace tool.
Anomaly detection
As mentioned earlier, it is possible to use the proposed method to detect system problems that cannot be detected (easily) with the existing tools. Here we provide an example of how our method was used to find a bug in the Google Chromium application. Multi-level trace analysis is one of the advantages of our work as compared to the existing tools (including the Chromium built-in tracer). For instance, in comparison with the Chromium built-in tracer, our tool can use the operating system kernel events (e.g., information about system calls, CPU scheduling and disk blocks), in addition to what the Chromium tracer can provide for the analysis.
The Chromium architecture is highly parallel, with more than a dozen parallel tasks executed by each process. However, from the operating system-level point of view, there is at most one execution thread per processor. Kernel traces can help us to see the active threads as well as to see whether a particular thread is preempted by other processes at any moment during the trace.
This information is not available at the application level. For example, if only using the Chromium trace events, one will not be able to see what is really happening between the start and end points of a function, like possible preemption, which may prevent detecting some design or execution problems.
To illustrate this, we traced a virtual machine with two virtual processors. There will therefore be two active simultaneous executions at each time (i.e., one for each CPU). A central strategy in Chromium is to never block the browser because of disk IO tasks (reading/writing system calls). To achieve this goal, the main thread, crRenderMain, calls the ChildIOThread to perform the input/output requests (Fig. 12 ). This IO thread is executing with a lower priority than the main execution thread. This example is shown in Fig. 12 , in which green and blue show the active states of the threads, while the yellow is waiting and orange is the preempted state.
In this representation, the main execution thread has a higher priority than the thread managing the input/output. The latter may be executed only when the other is idle, otherwise it is preempted. However, under certain conditions, the behavior of Chromium is not the expected one. Figure 13 shows an execution in which the main execution thread is preempted by the IO maintainer thread each time it sends a message to start a task. This type of behavior is catastrophic for maintaining the interactivity of the user interface. Although it may have no impact on the overall completion time, this behavior slows the display and negatively affects the perception of the UI fluidity. It is easy to automatically detect such problems by creating a filter that queries the state model content in our system. In this case, the condition would be: if CrRenderMain = Preempted and Chrome_ChildIOThread = Current Active Thread.
A design challenge
Combining multiple kernel traces together presents a new challenge for the state model. Indeed, the number of attributes increases very rapidly with the number of virtual machines. Moreover, there query time cost in performance increases linearly with the number of attributes, as shown in Fig. 14. This is why it is necessary to consider how to split the model into several separate internal structures. Please note that this splitting operation is a low-level task performed by the tool and is hidden from the high-level users.
The attribute tree is divided into groups of attributes (e.g., CPUs, Threads and Files). In the case of virtual machines monitoring, we use the name of the computer node as the first level (see Fig. 15 ). Then, each group may be stored in a separate SHT tree to divide the problem size. A strategy to define folders as mount points, like in POSIX filesystems, could easily be added in the XML state provider header. This would allow the user to choose the backend used for each subfolder in the state model.
Query optimization
Another interesting performance challenge is with queries for the views. In order to have a good performance level, it is essential to minimize the number of queries in the system. Several query types are supported, and the performance depends on the amount of information that a view displays. We detail a few use cases in this section.
Complete query
The most expensive case is when we try to put bookmarks in places where we have detected an anomaly. Since it is necessary to check all state values for an attribute, possibly scanning the whole state model, these queries can be long and time-consuming, especially if an attribute often changes its state. For example, CPUs may change scheduling state many times within a single second in a kernel trace. Initially, we do not have much information on the nature of the filter, so we cannot easily predict the time needed to get the query information. However, if users can predict in advance the filters they will need (which is the case in some applications), it would be possible to integrate the filter into the state model construction and pre-construct the required model. Then, the filter results will be stored in the SHT and available quickly in the user interface.
Resolution query
Another optimization is the strategy implemented to quickly populate the Gantt chart view. The Gantt chart is generally rendered by reading the whole state values stored for an attribute along the time axis. Reading all the information for an attribute (like a ''CPU state'' attribute that changes frequently) may be time-consuming.
However, we can in fact avoid reading all the state information of an attribute. This is achieved by using the notion of resolution. The size of the visible screen (the whole displaying time duration), or the number of available pixels for the displayed interval of a trace, can play a key role to decide how to query the underlying model. Suppose that the screen is used to display only 5 seconds of execution, the amount and depth of information that is queried and displayed is completely different from the case where the same screen is assigned to display 5 hours of execution. In the former case, a pixel of screen is assigned to a small range of trace data, while in the latter case it is assigned for a very larger trace duration. Therefore, the same querying and rendering algorithms should not be used for both cases, otherwise the performance of the view will be degraded for the large execution duration.
To solve this problem and achieve almost the same query time, independently of the trace duration and display size, we bring the notion of resolution. With this optimization, the algorithm only queries a constant number of values for each pixel (e.g., the starting state of the pixel) and displays the color associated with the queried state. If the queried values are valid for the whole pixel duration, the correct and complete information was displayed. Otherwise, some information was ignored (the remaining state changes within the pixel interval), and a black dot is put in the view, above the state color, to indicate that the detailed information could not be displayed at this moment. This black dot notifies users that they can zoom in on this pixel to get more information. This strategy is used to have a quick overview of the trace at high level without querying the whole state model.
While the precision is inherently limited by the number of pixels, it would be possible to look at all the state intervals within a pixel and either choose the color of the dominant state or even perform a weighted sum of the colors of the different states present. However, just using the initial state only reduces very slightly the precision of the view, but brings a considerable speed advantage for rendering the view. This strategy can be especially useful for displaying quickly an overview of the underlying model and can guide users to the problematic or interesting points of the execution very efficiently.
As an example, suppose that we use the state model to store and render some statistics about our application of interest. By defining resolution values, it is not necessary to query all the underlying state intervals to display the values. The resolution value in fact defines a sampling ratio to estimate the characteristics of the whole interval. For instance, to display a bar chart about the statistics of a thread execution (whether the thread execution time is consumed in user space or in kernel mode, or if the thread is in the Blocked or Waiting states), we can query a fixed number of state intervals (based on the pre-defined resolution value) instead of querying all stored values within the state model and define a confidence interval for this metric.
This optimization gives a logarithmic performance gain for the query time, depending on the maximum number of intervals we want to query in total. It is a logarithmic gain because at each step, only a fixed number (i.e., the number of pixels) of state values are queried and fetched, instead of reading all state values (It is similar to reading from a treebased data structure by a depth traversal, traversing from the root to its leaves only). The resolution provides information for every iteration step. However, if the state interval is longer than the iteration step, we do not make a query for each step. This way, on average, we have a logarithmic gain, as shown in Fig. 16 .
Partial query with a time range
The last case is when the user wants to display the results of a filter (virtual states) in the Gantt chart view to highlight certain sections. A possible optimization is to calculate and query only the filtered time ranges. This technique is very responsive and is already used to populate the Gantt chart view when zooming. However, this is only possible for a filter with a finite state machine which does not need to be initialized, otherwise the calculation must start from the beginning of the trace and will look like the full-view rendering (like the resolution query).
This query type is useful to reduce the query time. We have a linear improvement of the query time performance, see Table 3 and Fig. 17 . In addition, it is also possible to combine this optimization with the resolution optimization. There is a tremendous amount of data available in execution traces and logs. However, it remains difficult for the developer or the system administrator to extract the right information to find the causes of his problems. Trace analysis software and trace viewers help to have meaningful analysis and graphical representations, but these analysis and representations are often designed for specific purposes, and are not very adaptable to other usages and contexts. In this paper, we presented a new architecture based on a generic declarative specification. This framework allows the developer to put his knowledge of the product directly inside a model that can be used by the viewer to display synthetic information. The framework proposes a generic analysis way, enabling users to define their input trace events, their custom model, the effect of each event in their model and finally the way of displaying the analysis outputs.
We showed in this paper a few successful use cases of the proposed architecture. This work has generalized the way to model the state information of a system. It is now possible to obtain a detailed view of the operating system/application internals and compare them with different systems of completely unrelated origin, like Linux and Windows. In addition, we demonstrated the use of this approach to model more complex systems with multilevel traces, by combining user-space tracing and kernel tracing, or kernel tracing of several virtual and physical machines.
However, the possibilities are even greater. This declarative specification describes generic models and events. We can use it to create models with network events, telephony servers, financial records, etc. Moreover, the XML syntax is extensible. Thereby, the next step is to add more features, like critical path analysis and more visual view types. Another possibility for future work is to optimize the framework by applying a parallel way of event parsing and construction of the user-defined models.
