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In most realistic models for quantum chaotic systems, the Hamiltonian matrices in unperturbed
bases have a sparse structure. We study correlations in eigenfunctions of such systems and derive
explicit expressions for some of the correlation functions with respect to energy. The analytical
results are tested in several models by numerical simulations. An application is given for a relation
between transition probabilities.
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I. INTRODUCTION
Statistical properties of energy eigenfunctions (EFs) of
quantum chaotic systems have been studied extensively
in the past years [1–26]. They are of interest in various
fields of physics and have many applications, e.g., in sta-
tistical and transport properties in chaotic quantum dots
[27, 28], in wave functions in optical, elastomechanical,
and microwave resonators [29–35], and in the decay and
fluctuations of heavy nuclei [36–38]. In particular, they
play an important role in the understanding of thermal-
ization [39–42, 47].
Due to the remarkable success of the random-matrix
theory (RMT) in the description of statistical properties
of energy levels of quantum chaotic systems [1–3, 49],
it would be natural to expect that the RMT may be
useful in the description of statistical properties of EFs
in these systems. Indeed, this expectation has led to
some successful applications (see, e.g., reviews given in
Refs.[3, 50]). In fact, restricted to main bodies of EFs
[5], or to the so-called nonperturbative regions of the EFs
[51, 52], numerical simulations show that the distribution
of the components of the EFs has a Gaussian shape, as
predicted by the RMT. But, deviation from the Gaussian
distribution has been observed, when the tail regions of
EFs are taken into account [6].
Consistently, for EFs in the configuration space,
Berry’s conjecture assumes uncorrelated phases for their
components in the momentum representation [4]. Based
on Berry’s conjecture and semiclassical analyses, it has
been found that neighboring EFs in many-body systems
predict similar results for local observables [40]. This
property, which has also been found in a RMT study
[39], is of relevance to thermalization and, in a broader
situation, is nowadays referred to as eigenstates thermal-
ization hypothesis (ETH) [41]. Furthermore, when spe-
cific dynamics, e.g., periodic orbits and long-range cor-
relations are taken into account, modifications should be
introduced to Berry’s conjecture [10–14].
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In fact, for EFs in chaotic many-body quantum sys-
tems, correlations more than that predicted by the orig-
inal RMT have been found and modified versions of the
RMT have been investigated [43–46]. For example, con-
trary to the vanishing correlation function predicted by
the RMT, in a many-body system with a sparse Hamilto-
nian matrix, non-vanishing four-point correlations have
been observed, which are of relevance to important phys-
ical quantities such as transition probabilities [8]. More-
over, correlations have been studied for operators at dif-
ferent times in a two dimensional kicked quantum Ising
model [48].
In this paper, we study correlations among compo-
nents of EFs, particularly the phase correlations, in quan-
tum chaotic systems whose Hamiltonian matrices have a
sparse structure in unperturbed bases. Such a sparse
structure is commonplace in realistic models. Under this
structure, each unperturbed state is coupled to a small
fraction of other unperturbed states. As a result, it is rea-
sonable to expect certain correlations among components
of the EFs, as shown in the example mentioned above in
Ref.[8]. We’ll derive explicit expressions for some of the
correlation functions and test the results by numerical
simulations. We also discuss an application of the re-
sults.
The paper is organized as follows. In Sec.II, we dis-
cuss the models to be employed. Section III is devoted
to generic discussions for the type of correlation functions
to be studied. Then, some specific correlation functions
are discussed in Sec.IV, for the case in which the per-
turbation matrix has elements with a homogeneous sign.
The case with nonhomogeneous signs of the matrix ele-
ments is discussed in Sec.V. An application is given in
Sec.VI for a relation between some transition probabili-
ties. Finally, conclusions are given in Sec. VII.
II. MODELS EMPLOYED
We consider quantum chaotic systems, for each of
which the Hamiltonian is written as H = H0 + V , where
H0 is an unperturbed Hamiltonian and V indicates a
perturbation. We’ll employ four models in our numerical
2simulations. Parameters in the four models are set, such
that they are in the quantum chaotic regime, in which
the distribution of the nearest-level spacings is close to
the prediction of the RMT.
The first model we consider is a three-orbital LMG
model[54]. This model is composed of Ω particles, occu-
pying three energy levels labeled by r = 0, 1, 2, each with
Ω-degeneracy. Here, we are interested in the collective
motion of this model. We use ǫr to denote the energy
of the r-th level and, for brevity, we set ǫ0 = 0. The
Hamiltonian of the model is written as
H = H0 + V, (1)
where H0 and V are the unperturbed Hamiltonian and
the perturbation, respectively,
H0 = ǫ1K11 + ǫ2K22, V =
4∑
t=1
µtV
(t). (2)
Here,Krr represents the particle number operator for the
level r and
V (1) = K10K10 +K01K01, V
(2) = K20K20 +K02K02,
V (3) = K21K20 +K02K12, V
(4) = K12K10 +K01K21, (3)
where Krs with r 6= s indicate particle raising and lower-
ing operators. In our numerical simulations, the particle
number is set Ω = 40, as a result, the Hilbert space has
a dimension 861. Other parameters are ǫ1 = 1.10, ǫ2 =
1.61, µ1 = 0.031, µ2 = 0.035, µ3 = 0.038, and µ4 = 0.033.
In the computation of the correlation functions, averages
were taken over 50 perturbed eigenstates |Eα〉 in the mid-
dle energy region.
The second model is a single-mode Dicke model[55, 56],
which describes the interaction between a single bosonic
mode and a collection of N two-level atoms. The system
can be described in terms of the collective operator Jˆ for
the N atoms, with
Jˆz ≡
N∑
i=1
sˆ(i)z , Jˆ± ≡
N∑
i=1
sˆ
(i)
± , (4)
where sˆ
(i)
x(y,z) are Pauli matrices divided by 2 for the i-th
atom. The Dicke Hamiltonian is written as [56]
H = ω0Jz + ωa
†a+
λ√
N
(a† + a)(J+ + J−). (5)
In the resonance condition, ω0 = ω. The operators J
obey the usual commutation rules for the angular mo-
mentum,
[Jz, J±] = ±J±, [J+, J−] = 2Jz. (6)
We write the Hamiltonian in the form H = H0 + V ,
with H0 = ω0Jz + ωa
†a. In numerical simulations, we
take N = 40 and λ = 1, and the particle number of the
bosonic field is truncated at n = 40.
The third model is a modified XXZ model, called a
defect XXZ model[57], in which two additional magnetic
fields are applied to two of the N spins in the XXZ model,
H = µ1σ
1
z + µ4σ
4
z
+
N−1∑
i=1
[J(σixσ
i+1
x + σ
i
yσ
i+1
y ) + µσ
i
zσ
i+1
z ]. (7)
Without the additional magnetic fields, the system is in-
tegrable. We also write H = H0 + V , where
H0 = µ1σ
1
z + µ4σ
4
z +
N−1∑
i=1
µσizσ
i+1
z . (8)
The total Hamiltonian H is commutable with Sz, the
z-component of the total spin, and we use the subspace
with Sz = −2 in our numerical study. Parameters used
in this model are N = 12, µ1 = µ4 = 1.11, µ = 0.5, and
J = 1.4.
The last model we employ is a modified 1D-Ising chain
in transverse field, called a defect Ising model[58], with
the Hamiltonian
H = µ1σ
1
z + µ4σ
4
z +
N∑
i
Jzσ
i
zσ
i+1
z + λ
N−1∑
i=1
σix. (9)
In the form of H = H0 + V ,
H0 = µ1σ
1
z + µ4σ
4
z +
N∑
i
Jzσ
i
zσ
i+1
z . (10)
Parameters used in this model are N = 10, µ1 = µ4 =
1.11, Jz = 1, µz = 0.3, and λ = 0.45.
III. GENERIC DISCUSSIONS ABOUT
CORRELATION FUNCTION
In this section, we discuss the type of correlation func-
tion to be studied in this paper. We use |Eα〉 and |E0i 〉 to
denote eigenstates of the perturbed Hamiltonian H and
of the unperturbed one H0, respectively,
H |Eα〉 = Eα|Eα〉, H0|E0i 〉 = E0i |E0i 〉, (11)
with eigenenergies in increasing order, and use Vij to de-
note elements of the perturbation, Vij = 〈E0i |V |E0j 〉. We
assume that the perturbation V has a sparse structure
in the eigenbasis of H0, that is, Vij = 0 for most of the
pairs (i, j). (All the four models discussed in the previ-
ous section have this property.) We also assume that the
perturbation has vanishing diagonal elements, Vii = 0
[53]. The expansion of |Eα〉 in |E0i 〉 is written as
|Eα〉 =
∑
i
Cαi|E0i 〉, (12)
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FIG. 1: (Color online) Averaged shape of EFs in the four
models as functions of the energy difference ε, in the logarith-
mic scale. The average was taken over 50 EFs in the middle
energy region in each model. Vertical straight lines indicate
the edges of the (smallest) non-perturbative regions discussed
in Refs.[22, 59].
where the components Cαi = 〈E0i |Eα〉 give the EF. For
the sake of simplicity in discussion, we assume that the
system has the time-reversal symmetry and the elements
Vij , as well as the components Cαi are real.
Physically, the following transition amplitude is of in-
terest,
Fij(t) = 〈E0j |U(t)|E0i 〉, (13)
where U(t) = e−iHt. Straightforward derivation shows
that
Fij(t) =
∑
α
e−iEαtCαjCαi. (14)
When the time t is not long, neighboring levels Eα give
similar contributions to the phase of e−iEαt. Suppose
that the average of CαjCαi over neighboring levels can
be approximately treated as a smooth function of the
energyEα, denoted by C(Eα), which approximately holds
for most EFs in quantum chaotic systems. Then,
Fij(t) ≈
∑
α
e−iEαtC(Eα)→
∫
dEe−iEtC(E)ρ(E),
where ρ(E) indicates the density of states. Therefore,
knowledge about the function C(E), which is in fact a
correlation function, is useful in the study of physical
quantities such as transition probabilities.
For the above-discussed reason, we study correlation
functions as an average of CαjCαi with respect to the
energy. It is known that, usually, the EF of |Eα〉 is ap-
proximately centered at Eα (see Fig.1 for examples of
the averaged shapes of EFs). Therefore, it is convenient
to consider correlations as functions of the energy differ-
ence between perturbed and unperturbed states, namely,
as functions of εαl ≡ E0l −Eα. The average, which is used
in the computation of the correlation functions, is taken
over the perturbed energy Eα for a fixed value of ε. De-
termination of the label l will be specified below, when
discussing specific correlation functions.
We find that correlation functions behave differently
for labels i and j coupled in different ways. Therefore,
we study correlation functions according to the ways of
coupling. Specifically, we use Sn to denote the set of
those pairs (i, j), for each of which the two unperturbed
states |E0i 〉 and |E0j 〉 have an “n-step” coupling, that is,
Sn = {(i, j) : (V n)ij 6= 0, (V m)ij = 0 for 0 < m < n }.
(15)
We call a correlation function, which is computed for
pairs (i, j) belonging to a given set Sn, an nth-order cor-
relation function.
For example, the first-order correlation function is de-
fined by
C1(ε) = 〈CαiCαj〉/Π(ε) for (i, j) ∈ S1, (16)
where Π(ε) indicates the averaged shape of the EFs,
Π(ε) = 〈|Cαi|2〉. Here and hereafter, for an average indi-
cated by 〈 〉, we take |E0l 〉 = |E0i 〉 for εαl discussed above.
The second-order correlation function is defined by
C2(ε) = 〈CαiCαj〉′/Π(ε) for (i, j) ∈ S2, (17)
where the prime in 〈 〉′ indicates an average for which the
labels l in εαl satisfy VilVlj 6= 0.
IV. CORRELATION FUNCTIONS FOR Vij
WITH HOMOGENEOUS SIGN
In this section, we discuss correlation functions for per-
turbations V , whose nonzero elements have a homoge-
neous sign.
A. The first-order correlation function
To find an expression for the correlation function
C1(ε), let us write the stationary Schro¨dinger equation,
H |Eα〉 = Eα|Eα〉, in the form,
Cαi = − 1
εαi
∑
j∈gi
VijCαj , (18)
where gi indicates the set of those labels j for which Vij
are nonzero, namely,
gi = {j : Vij 6= 0}. (19)
Multiplying both sides of Eq.(18) by Cαi, then, taking
the average 〈 〉 one gets
〈|Cαi|2〉 = −1
ε
N〈VijCαiCαj〉, (20)
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FIG. 2: (Color online) The first-order correlation function C1
in Eq.(16) for (i, j) ∈ S1, as a function of the energy difference
ε, in four models. Solid curves indicate predictions of Eq.(22).
(See Fig.1 for the meaning of the vertical dashed lines.)
where N = 〈∑j∈gi 1〉 is the average number of coupling
to one unperturbed state. For quantum chaotic systems,
when the fluctuations of nonzero Vij are not very strong,
the average over VijCαiCαj can be taken separately for
Vij and CαiCαj , giving
〈VijCαiCαj〉 ≃ V 〈CαiCαj〉, (21)
where V = 〈Vij〉 for Vij 6= 0. Then, Eq.(20) gives
C1(ε) ≃ − ε
V N
. (22)
An interesting feature can be seen from Eq.(22), that
is, in the case that V and N change slowly with ε, the
first-order correlation function C1 is almost linear in ε.
Thus, at ε close to 0, the two components Cαi and Cαj
have almost uncorrelated signs, while, for |ε| not small,
|C1| can be obviously larger than zero and CαiCαj tend
to have the same sign as (−εsign(Vij)).
Numerical simulations have been performed in the
four models discussed previously to check the predictions
given above. In all the four models, nonzero Vij have the
positive sign. In the two defect spin models, nonzero el-
ements Vij share the same value, and good agreement
between direct numerical simulations and the prediction
of Eq.(22) has been observed in the whole regime of ε
(Fig.2).
In the two models of LMG and Dicke, nonzero elements
Vij have fluctuations, being stronger in the LMG model.
In these two models, the agreement between numerical
simulations and analytical predictions is good in the cen-
tral region of the EFs, but, is not so good in the long-tail
regions with large |ε|. For comparison, we have also com-
puted the correlation function for the set composed of all
the pairs (i, j) and found that it is close to zero as pre-
dicted by the RMT, except in the long-tail regions of the
EFs in which a perturbation theory is valid [22].
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FIG. 3: (Color online) Similar to Fig.2, but for the correla-
tion function C2 in Eq.(17) with predictions given by Eq.(25).
The averaged shape of the EFs, namely, Π(ε), are plot-
ted in Fig.1. In both the LMG and the Dicke mod-
els, Π(ε) has a platform in the central region, with long
tails decaying exponentially. While, it is approximately
exponentially-localized in the defect Ising model and is
partially so in the defect XXZ model. This difference
is related to the fact that the Hamiltonian matrices in
the two former models have a clear band structure, but
those in the two latter models do not. In all the four mod-
els, main bodies of the EFs lie within the so-called non-
perturbative regions predicted by a generalized Brillouin-
Wigner perturbation theory [22, 51, 59], which are indi-
cated by vertical dashed lines in the figures. Making use
of components inside the non-perturbative region of an
EF, components outside it can be expanded in a conver-
gent perturbative expansion.
B. The second-order correlation function
To find an expression for the second-order correlation
function, let us consider a label k, for which VikVkj 6= 0.
Making use of Eq.(18), one gets
|Cαk|2 = 1
ε2αk
∑
i
|Vki|2|Cαi|2 + 1
ε2αk
∑
i6=j
VkiVkjCαiCαj .
(23)
Taking the average 〈 〉′ on both sides of Eq.(23) and fol-
lowing arguments similar to those leading to Eq.(22), one
gets
Π(ε) ≃ V
2
ε2
Πd(ε)N +
W
ε2
N(N − 1)〈CαiCαj〉′, (24)
where V 2 = 〈V 2ij〉, W = 〈VkiVkj〉′, and Πd(ε) ≡ 〈|Cαi|2〉′.
Note that Πd(ε) is not exactly the same as Π(ε).
Writing Πd(ε) = ηΠ(ε), we get the following expression
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FIG. 4: (Color online) Similar to Fig.2, but for the corre-
lation functions C±1 in Eq.(26) and C˜1 in Eq.(28) in modified
versions of the four models, in which 30% of the nonzero Vij
are negative. The solid curves are given by the theoretical
prediction on the right hand side of Eq.(29).
of C2,
C2(ε) ≃ ε
2 − V 2Nη
W N(N − 1) , (25)
showing a quadratic dependence on ε. According to
Eq.(25), the two components Cαi and Cαj of (i, j) ∈ S2
have a sign correlation different from that for (i, j) in the
set S1 discussed above. For example, for ε around 0, the
average of CαiCαj of (i, j) ∈ S2 has a minus sign.
Numerical tests for the prediction in Eq.(25) are shown
in Fig.3. Similar to the case of first-order correlation dis-
cussed above, in the two defect spin models, good agree-
ment has been observed in the whole regime of ε. In the
two models of LMG and Dicke, the agreement is rela-
tively good in the central region of the EFs, but, is not
good in the long-tail regions with large |ε| where a per-
turbative treatment is valid.
V. CORRELATION FUNCTIONS FOR Vij WITH
NONHOMOGENEOUS SIGNS
In this section, we discuss the case that nonzero el-
ements Vij have both positive and negative signs. In
this case, nonzero Vij have quite strong fluctuations, such
that Eq.(22) does not hold.
We find that sign-correlation still exists among Cαi and
Cαj , for those unperturbed states that are coupled by the
perturbation V . To see this point, let us divide the set S1
into two subsets according to the sign of Vij , denoted by
S±1 , respectively. We use C±1 to denote the corresponding
(first-order) correlation functions, defined by
C±1 = 〈CαiCαj〉±/Π(ε) for (i, j) ∈ S±1 . (26)
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FIG. 5: Sign correlation between directly coupled compo-
nents of the EFs, Csign defined in Eq.(32).
Following arguments similar to those leading to Eq.(22),
one gets
V +N+C+1 + V −N−C−1 ≃ −ε, (27)
where V ± and N± are defined in a way similar to V and
N discussed previously, but with respect to the sets S±1 ,
respectively.
Let us define a correlation function weighted by the
sign of Vij , denoted by C˜1,
C˜1 = 〈sign(Vij)CαiCαj〉/Π(ε), (i, j) ∈ S1, (28)
Similar to Eq.(22), it is found that
C˜1(ε) ≃ −ε
(
|V |N
)−1
, (29)
where |V | = 〈|Vij |〉.
For the simplicity in discussion, let us consider the spe-
cific case that V + = −V − = |V |. Then, Eqs.(29) and
(27) give
N C˜1 ≃ N+C+1 −N−C−1 . (30)
Noting that N+ +N− = N , it would be reasonable to
expect that
C˜1 ≃ C+1 ≃ −C−1 . (31)
This suggests that, for pairs (i, j) in the set S1, CαiCαj
tend to have the same sign as (−εsign(Vij)). Note
that this phenomenon has also been observed in the
homogeneous-sign case discussed in the previous section
[see Eq.(22)].
To test whether the expectation in Eq.(31) is correct,
we have studied modified versions of the four models
discussed above, changing the signs of a percentage of
randomly-chosen nonzero elements Vij to the negative
one. For brevity, we call the models thus obtained the
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random LMG model, and so on. Our numerical sim-
ulations confirm the validity of Eq.(31) in all the four
modified models and show that Eq.(29) works well ex-
cept in the tail regions of the EFs in the LMG and the
Dicke models (Fig.4) [60]. The sign correlation between
Cαi and Cαj has been observed in a direct computation
of the following quantity,
Csign = 〈sign(CαiCαj) · sign(Vij)〉ε for (i, j) ∈ S1.
(32)
As seen in Fig.5, the sign correlation increases with in-
creasing |ε|.
VI. AN APPLICATION
As an application of the above results, let us consider
the transition probability from an initial state |E0i 〉 to
final states |E0j 〉 with direct coupling (Vij 6= 0), which we
denote by Fi(t),
Fi(t) =
∑
j∈gi
|Fij(t)|2. (33)
For simplicity in discussion, we consider cases satisfy-
ing the following requirements: nonzero elements Vij
are close to each other, the values of |Cαj | do not have
large fluctuations with respect to the label j, and the
ε-dependence of V and N can be neglected.
Let us first discuss variation of Fij with j. To this end,
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using Eα = E
0
i − εαi, we write it as
Fij =
(∑
α
CαiCαje
iεαit
)
e−iE
0
i
t. (34)
According to Eq.(22), CαiCαj are on average propor-
tional to −εΠ(ε), hence, the main contribution to Fij
should come from those perturbed states |Eα〉 for which
|εαiΠ(εαi)| are large. For these perturbed states, as dis-
cussed previously, CαiCαj tend to have the same sign as
(−εαiVij). Noting the homogeneousness of the sign of
nonzero Vij and the smallness of the fluctuation of |Cαj |
with j, it is seen that, on average, Fij do not have large
fluctuation with j for j ∈ gi.
Then, we get the following approximation for these
labels j,
Fij(t) ≃ 1
N
∑
j′∈gi
Fij′ , (35)
and, as a result, the following expression of Fi(t),
Fi(t) ≃ N
∣∣∣∣∣∣ 1N
∑
j′∈gi
Fij
∣∣∣∣∣∣
2
=
1
N
∣∣∣∣∣∣
∑
α
∑
j∈gi
CαiCαje
iεαit
∣∣∣∣∣∣
2
,
(36)
Further, due to the assumed small fluctuation of nonzero
Vij , one has Fi(t) ≃ 1N
∣∣∣ 1
V
∑
α
∑
j∈gi
VijCαjCαie
iεαit
∣∣∣2.
Finally, making use of Eq.(18), one gets the following
7expression,
Fi(t) ≃ 1
N
∣∣∣∣∣ 1V ∑
α
εαi|Cαi|2eiεαit
∣∣∣∣∣
2
≃ 1
N(V )2
∣∣∣∣∂si(t)∂t
∣∣∣∣2 , (37)
where
si(t) = 〈E0i |e−i(H−E
0
i
)t|E0i 〉. (38)
It is easy to see that, apart from a phase factor, si(t) gives
the survival probability amplitude for the initial state.
To test numerically the prediction of Eq.(37), we con-
sider the Dicke model and the defect XXZ model. (The
LMG model and the defect Ising model do not meet the
requirements discussed above.) Numerical simulations
show that Eq.(37) works well in the Dicke model and
works approximately in the defect XXZ model (see Fig.6
for two examples). Examples for the survival probabili-
ties in these two models are shown in Fig.7
VII. CONCLUSIONS
In summary, in this paper, we have studied correlation
functions with respect to the energy difference between
perturbed and unperturbed states, in quantum chaotic
systems whose Hamiltonian matrices have a sparse struc-
ture in the unperturbed bases. Analytical expressions
have been derived for some correlation functions and have
been tested in numerical simulations performed in four
models. An application is given to a property of a tran-
sition probability. It should be reasonable to expect that
more applications may be found in future investigations.
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