Let K be a field, char K = 0. We study the polynomial identities satisfied by Z 2 -graded tensor products of T-prime algebras. Regev and Seeman proved that in a series of cases such tensor products are PI equivalent to T-prime algebras; they conjectured that this is always the case. We deal here with the remaining cases and thus confirm Regev and Seeman's conjecture. For some "small" algebras we can remove the restriction on the characteristic of the base field, and we show that the behaviour of the corresponding graded tensor products is quite similar to that for the usual (ungraded) tensor products. Finally we consider β-graded tensor products (also called commutation factors) and their identities. We show that Regev's A ⊗ B theorem holds for β-graded tensor products whenever the gradings are by finite abelian groups. Furthermore we study the PI equivalence of β-graded tensor products of T-prime algebras.
Introduction
All algebras and vector spaces considered in this paper are over a fixed infinite field K , char K = 2. Let G be an additive abelian group. The algebra A is G-graded if A = g∈G A g is a direct sum of the vector subspaces A g such that A g A h ⊆ A gh for all g, h ∈ G. We give here a couple of important examples of graded algebras. Let V be a vector space, dim V = ∞ and assume e 1 , e 2 , . . . is a basis of V . The Grassmann algebra E = E(V ) is the vector space with basis ε = {e i 1 e i 2 . . . e i k | k 0} where i 1 < i 2 < · · · < i k ; if k = 0 we denote the corresponding element by 1. The multiplication in V is induced by e i e j = −e j e i for all i and j. Set E i the span of all elements in ε with k ≡ i (mod 2) . Then the tensor product by the graded one. They introduced a powerful tool for studying the graded tensor product, the so-called regular decomposition, see for details [14] . Using this decomposition they studied the PI equivalence of graded tensor products, and conjectured that the graded tensor product of two T-prime algebras is PI equivalent to another T-prime algebra in characteristic 0. They proved several cases of such equivalences.
In this paper we deal with the remaining cases and thus confirm Regev and Seeman's conjecture. Moreover we show that in positive characteristic one cannot expect such a behaviour from the graded tensor product as in characteristic 0. More precisely we prove that whenever char K = 0 one has T (M k,l⊗ E) = T (M k+l (E)) and T (M k,l⊗ M r,s ) = T (M p,q ) where p = kr + ls, q = ks + lr, exactly the same behaviour as in the case of ungraded tensor products. If char K = p > 2 we prove that T (M 2 (E)) ⊂ T (M 1,1⊗ E), a proper inclusion. All these results are obtained by means of studying the graded identities satisfied by the corresponding algebras. When char K = 0 we apply several results from [9, 10] .
The Z 2 -graded tensor product can be generalised to the β-tensor product, also called tensor product with commutation factors. Let G be a finite additive abelian group, and let β : G × G → K * be a skewsymmetric bicharacter:
for every g, h, k ∈ G. It follows β(g, 0) = β(0, h) = 1, and β(g, g) = ±1 for every g, h ∈ G. Skewsymmetric bicharacters are most commonly used in the theory of colour Lie (super)algebras, see for example [5] . In [18] a description of the nondegenerate skew-symmetric bicharacters on a finite abelian group was given. The G-graded algebra A is β-commutative if a g a h = (−1) β(g,h) a h a g for every a g ∈ A g , a h ∈ A h . If we impose this condition on the free G-graded algebra K (X) we get the free β-commutative algebra. In [18] it was obtained a description of the T-prime algebras (in characteristic 0) that are PI equivalent to a free β-commutative algebra.
If A and B are G-graded algebras, and β is a skew-symmetric bicharacter on G we define the β-tensor product A ⊗ β B of A and B to be the vector space A ⊗ B equipped with the multiplication
This tensor product is well defined and associative, see [8] . If we set
Identities in associative algebras with skew-symmetric bicharacter were considered by Zolotykh [18] , and very recently by Berele [7] .
In this paper we prove an analog of Regev's A ⊗ B theorem when one substitutes ⊗ by ⊗ β . In order to do that we first deduce an upper bound for the codimension sequence of A ⊗ β B in terms of the codimensions of A and B. Moreover we prove that
is equipped with a fine Z n × Z n -grading and E is Z 2 -graded as above. Recall that a grading on A by the group G is fine if dim A g 1 for all g ∈ G.
The identities of M k,l (E)⊗ E and M k+l (E)
Here we assume that char K = 0. The algebra A = M k,l is Z 2 -graded as follows:
we have the graded tensor product M k,l⊗ E.
identities for this grading were described in [16] .
In order to simplify the notation we denote the elements a ∈ ε λ by a λ , λ ∈ Z 2 . If an algebra is Ggraded and its element a is homogeneous of G-degree (t, λ), we shall write ∂(a) = (t, λ). 
t ∈ Z n , and let I be the ideal of G-graded identities in K (X) generated by I.
Proof. Since all polynomials in I are multilinear it suffices to show that these vanish under standard substitutions. But any standard substitution of degree 3 is of the form A 1 = a 
We observe that again by Lemma 2 it holds 
Lemma 8. If S is a standard substitution such that m
σ | S = cm| S = 0 for some c ∈ {−1, 1} then m σ ≡ cm (x 2 , . . . , x r ) (mod I).
ideal of G-graded identities T G (M k,l⊗ E). In other words I = T G (M k,l⊗ E).
Proof. Proposition 4 gives us one of the inclusions. So it suffices to show that every multilinear graded identity for M k,l⊗ E lies in I .
Suppose on the contrary that
and nonzero scalars d σ s ∈ K , s = 1, . . . , t. Among all f with these properties take one with the least possible t. Notice that by Remark 6 we must have t 2. Moreover there is a standard sub- One of the central results, Theorem 4.1, in [10] is the following.
Theorem 11. The set I generates the ideal of G-graded identities for M n (E).
Since two G-graded algebras satisfying the same G-graded identities are PI equivalent, we obtain one of the cases of the graded tensor product theorem.
The identities of M p,q⊗ M r,s
The algebras M p,q and M r,s are Z 2 -graded as in the preceding section. Thus we have the graded tensor product M p,q⊗ M r,s with respect to these gradings.
If m = p + q and n = r + s we define the functions α : {1, . . . ,m} → Z 2 and β : {1, . . . ,n} → Z 2 as follows. Set α(x) = 0 whenever 1 x p and α(x) = 1 otherwise; also β(x) = 0 if 1 x r, and β(x) = 1 otherwise. Let G be an abelian group and let R be a G-graded algebra, R = g∈G R g . Assume that B is a K -basis of R and that the elements of B are G-homogeneous. As in [9] we call B a standard basis of R if for every a, b ∈ B such that ab = 0 there exists ρ ∈ K such that ρab ∈ B.
Here we modify the definition of a standard substitution as follows. Let S : K (X) → R be a homomorphism of G-graded algebras such that S(x i ) = a i ∈ B for every x i ∈ X . Then S is a standard substitution. If f ∈ K (X) is a multilinear polynomial we denote by f | S the image of f under S.
The natural basis ε of the Grassmann algebra E is standard with ρ = ±1. It was shown in [9, Section 2] that the following set is a basis of M p,q ⊗ M r,s
The basis B is G-homogeneous; it is standard, see [9] . Hence the G-graded algebra M p,q ⊗ M r,s has a standard basis, namely B.
The 
mod I). Then the set N ∪ (M ∩ T G (R)) generates T G (R).
We fix the algebra R = M p,q⊗ M r,s graded by the group G = Z mn × Z 2 as described above. Let
We denote by N the following collection of graded multilinear polynomials:
Lemma 15. N ⊆ T G (R).
Proof. If w is a G-homogeneous element of a G-graded algebra we denote by γ (w) ∈ Z mn and δ(w) ∈ Z 2 its Z mn and Z 2 -degrees, respectively. The following equalities hold: (1) and u 1 = u σ (1) .
If σ −1 (1) = 1 we apply the induction. Thus suppose σ −1 (1) > 1 and denote 1) ; now consider the two possibilities: l = 1 and l > 1. The case l = 1 yields
Since S vanishes neither m
σ ) = 0, since were it on the contrary the monomials would have been graded identities for R due to R (0,1) = 0.
Since
and m [h,k] σ starts with x 1 .
When l > 1 we obtain similarly γ (m
begins with x 1 .
In both cases above we obtain that c x 1 m (x 2 , . . . , x d ) ≡ m (mod I), thus c x 1 m (x 2 , . . . , x d ) 
Theorem 17. T G (M p,q⊗ M r,s ) is generated by N ∪ (M ∩ T G (R)), that is by the polynomials
x 1 x 2 − x 2 x 1 with ∂ G (x 1 ) = ∂ G (x 2 ) = (0, 0), x 1 x 2 x 3 − x 3 x 2 x 1 with ∂ G (x 1 ) = ∂ G (x 3 ) = −∂ G (x 2 ) = (t, 0), x 1 x 2 x 3 + x 3 x 2 x 1 with ∂ G (x 1 ) = ∂ G (x 3 ) = −∂ G (x 2 ) = (t, 1),
and by all multilinear monomials that are graded identities for M p,q⊗ M r,s .
Now we have one more case of the graded tensor product theorem. 
M 1,1⊗ E and M 2 (E) in characteristic p: a negative result
We fix an infinite field K , char (1) The matrices B (1) , B (2) , . . . , generate a subalgebra of M 2 (Ω) that is relatively free in var M 2 (E). ( 2) The matrices C (1) , C (2) , . . . , generate a subalgebra of M 2 (Ω) that is relatively free in var M 1,1 .
where u i , w i ∈ Ω 0 and t i , v i ∈ Ω 1 . Take another copy SC of the free supercommutative algebra and suppose SC freely generated by the even variables {y i } and by the odd ones {z i }. If r, s ∈ Z 2 we define C (r,s) i ∈ M 2 (Ω)⊗ SC as follows:
, r, s ∈ Z 2 , i 1, generate an algebra F . This algebra is G-graded in a natural way.
Let ψ : K (X) → F be the algebra homomorphism defined by 1⊗ E) . We consider P = M 1,1⊗ E with the G-grading defined at the beginning of Section 1. Namely if M 1,1 = M 0 ⊕ M 1 is the usual 2-grading on M 1,1 then
Denote by S the following collection of graded identities.
where t ∈ Z 2 . Let I be the ideal of G-graded identities generated by S and by all monomials in T G (P ).
The next couple of statements are proved exactly in the same way as their counterparts in [3] .
Lemma 20. I ⊆ T G (P ).
Denote by F the algebra generated by the matrices A (i) and 
We proceed in a way similar to that of [3, Section 5] . Let c(x 1 , . . . , x p ) = x 1 x 2 x 1 x 3 x 1 . . . x 1 x p x 1 where α(x i ) = 1 for each i and β(x 1 ) = 0. Denote by I 1 the ideal of G-graded identities generated by I and c(x 1 , . . . , x p ) .
Proof. It suffices to show that c( (p) , and similar expressions for v σ , w σ . Thus c(a 1 , . . . , a p 
The case r > p is reduced to the previous ones by taking subsets of p elements each. 2 Remark 25. As it was done in [3] we see that c(
Lemma 26.
(1) If f ∈ K (X) is a monomial, and x ∈ X is such that β(x) = 1 and α(x) = α( f ) then xf x ∈ I 1 .
(2) Let α(x) = 0. As above we may consider α( (α(x 1 ), β(x 1 ) ) of x 1 . Thus f (a, b 1 , . . . , b m f (a, b 2 , . . . , b m ⊗ e 4 γ j e 1 . Thus we arrive at
1−e 2 e 3 0 0 e 2 e 3 −1 ⊗ e 4 = 0.
We first consider α( f i ) = 1 for every i 2. If d p we obtain f ∈ I 1 by the identity c(x 1 , . . . , x p ). Thus d < p, and by using x 1 x 2 x 3 = x 3 x 2 x 1 we arrive at f (a
So let α( f i ) = 0 for some i 2. Let t be the number of the j, 2 j d such that α( f j x 1 f j+1 x 1 . . . 
Consider the n! coefficients γ σ as variables in the following linear system:
Since the value of β(h j , g i ) depends only on the G-degrees of a i and b j we will have at most |G| 2 possibilities for β(h j , g i ). Moreover deg g(x 1 , . . . , x n ) = n hence we will have at most (|G| 2 )
Thus there will be at most |G| 2n α n δ n equations in our system. Proof. According to [13] , there exist constants P and Q such that α n < P n and δ n < Q n for every n.
(If A satisfies an identity of degree d then one may take
2 , see for example [11, p. 111] .) Therefore c n (A ⊗ β B) < R n for some constant R, and for all sufficiently large n one has c n (A ⊗ β B) < n!.
Hence the above system admits nontrivial solutions for all sufficiently large n. But each such solution yields a polynomial identity for A ⊗ β B. 2
M n (K ) ⊗ β E and M n (E)
Assume that A and B are K -algebras, A is G-graded and B is H -graded for some additive abelian
One defines a skew-symmetric bicharacter β :
Let G = Z n × Z n and let ε be a primitive nth root of the unity. Set 
form a basis of the G-graded identities for M n (K ).
Denote by β 2 the skew symmetric bicharacter on Z 2 defined as β 2 (i, j) = (−1) ij , then β = β 1 β 2 is a skew symmetric bicharacter on G × Z 2 .
Lemma 33. In the notation introduced above the algebra M n (K ) ⊗ β E is β-commutative. Furthermore no nonzero monomial of the type x (g 1 ,i 1 ) . . . x (g n ,i n ) , g j ∈ G, i j ∈ Z 2 , is a graded identity for M n (K ) ⊗ β E.
Proof. For the first assertion it suffices to prove that [x (g 1 ,i) , x (g 2 , j) ] β = 0 is an identity for M n (K ) ⊗ β E. This consists of a direct verification and we omit it. The second is also obvious. Combining Corollaries 34 and 35 one has the result about the graded identities. The PI equivalence of these two algebras hence follows.
Note added in proof
We learned that O.M. Di Vincenzo and V. Nardozza had proved a result similar to our Theorems 13 and 18. Their paper, "On a Regev-Seeman conjecture about Z 2 -graded tensor products" has recently been accepted in Israel Journal of Mathematics.
