Abstract. We describe relations between maximal subfields in a division ring and in its rational extensions. More precisely, we prove that properties such as being Galois or purely inseparable over the centre generically carry over from one to another. We provide an application to enveloping skewfields in positive characteristics. Namely, there always exist two maximal subfields of the enveloping skewfield of a solvable Lie algebra, such that one is Galois and the second purely inseparable of exponent 1 over the centre. This extends results of Schue in the restricted case [6] . Along the way we provide a description of the enveloping algebra of the p-envelope of a Lie algebra as a polynomial extension of the smaller enveloping algebra.
Introduction
Let D be a division ring which is finitely generated over its centre Z, and let K be a subfield of D. . For more details about maximal subfields in the division rings one is referred to [2, 9] .
A natural question is whether any central simple algebra affords a maximal subfield which is Galois over the centre (equivalently, whether such an algebra is a crossed product). The answer to this question is negative in general, see [9, Thm. 7.1.30] . In some special cases the answer may be positive. In [6] , J. Schue showed that this is the case for the division ring of fractions of the enveloping algebra of a solvable Lie p-algebra over a field F of characteristic p > 2. In addition, in [6] was also shown the existence of a maximal subfield which is purely inseparable of exponent one over the centre.
The present paper is concerned with the compared structures of maximal subfields in a division ring D and in the division ring of rational functions D(X) (see Section 1.2.2 for a formal definition). Maximal subfields of D(X) can be interpreted as parametrised families of subfields in D. The main result of this paper is a transfer theorem showing in what way properties of an extension K : Z (such as being Galois or purely inseparable) pass from the corresponding properties for maximal subfields of D(X) (Theorem 1.2.4).
The paper is organised as follows. In Section 1.1, we assume that D is a p-division algebra, ie. the dimension [D : Z] is a power of p = char(Z). In that situation, we provide a link between the notions of tori in D, and Galois extensions of Z inside D whose Galois groups are p-elementary abelian (Theorem 1.1.4). In Section 1.2, we use a specialization technique to establish our main result. For example, we prove that maximal subfields of D(X) "generically" specialise to maximal subfields of D, and properties such as being Galois or purely inseparable over the centre also carry over generically (Theorem 1.2.5).
Applications are given in Section 2. Let L be any solvable Lie algebra, or a Zassenhaus algebra (see 2.2.1 for the definition). It is proved that the enveloping skewfield of L in characteristic p > 2 contains maximal subfields which are Galois (resp. purely inseparable of exponent 1) over the centre (Theorems 2.1.5 and 2.2.2). A crucial ingredient for the proof in the solvable case is the following. We prove that the enveloping field of a p-envelope of L is isomorphic to a ring of rational functions over the enveloping skewfield of L (Proposition 2.1.4). In view of the previous results, this allows us to reduce to the case of restrictable Lie algebras, which is known by results of J. Schue [6] .
As a consequence of these theorems, we also show that the enveloping skewfield of L defines an element of order p in the Brauer group of its centre, when L is solvable and non-abelian, or a Zassenhaus algebra. This suggests the following conjecture:
Conjecture. Let L be a non-abelian Lie algebra over a fields of characteristic p > 2, and let K(L) be the enveloping skewfield. Then, K(L) defines an element of order p in the Brauer group of its centre.
A reduction principle for division rings
In what follows, we denote by [V : D] := dim D (V ) for a left vector space V over a division ring D. For an algebra A, we denote Z(A) the centre of A. For a prime number p, we denote by Z p the cyclic group with p elements and F p the field with p elements; we use this notation to emphasise the field structure.
1.1. Preliminaries: tori in p-division algebras.
1.1.1. Before we deal with the reduction principle, we need some results on commutative subfields and tori in p-division algebras. Let D be a p-division algebra, that is to say, a division ring of characteristic p > 0, of dimension some power of p over its centre. We are interested in linking the notion of a torus in D with some class of subfields of D, which are Galois extensions of the centre Z. Recall that an element t ∈ D is toral if t p − t ∈ Z. Alternatively, this means that the inner derivation ad(t) is a toral element in the restricted Lie algebra Der Z (D) [8, p. 79] . A torus is a commutative Z-subspace T ⊆ D which is spanned by toral elements. In particular, ad(T ) is a torus in Der Z (L) [8, p.86] . We define the rank of T to be [ad(T ) : Z].
Clearly, the unit element 1 is toral, and if T 0 is a torus, then Z + T 0 is a torus as well, of same rank. Since we are concerned with the adjoint action of tori on the division ring D, we will henceforth only consider tori containing 1.
1.1.2. We recall some standard facts related to actions of a torus. Let T be a torus, then there is a weight space decomposition
where Λ ⊆ T * = Hom Z (T, Z) is the set of weights (of T in D). By definition,
and Λ is the set of linear forms λ such that
It is easily seen that each D λ is a D 0 -vector space (on the left and on the right), of dimension 1. Furthermore, one readily checks that Λ is an additive subgroup of T * , and the decomposition (1.1) is a Λ-grading of D. Proof.
(1) We may assume that T contains 1. Let {t 0 . . . , t d } be a toral basis of T , with t 0 = 1.
, which will prove our first assertion.
First we show that Λ p ⊆ T * p . For each i ∈ {1, . . . , d}, we have (ad t i ) p − (ad t i ) = 0. Let λ ∈ Λ; since each λ(t i ) is an eigenvalue of ad t i , we obtain λ(t i ) ∈ F p as we wanted. For the reverse inclusion, we consider the natural non-degenerate pairing
(2) For all i ∈ {1, . . . , d}, we have t
Furthermore, since each t i is separable over Z, it follows that Z(T ) is separable over Z. In particular it admits a primitive element, say α ∈ Z(T ).
Let P (X) ∈ Z[X] be the minimal polynomial of α over Z, so that deg(P ) = [Z(T ) : Z]. It is known that the cardinality |Aut Z Z(T )| is the number of roots of P (X) in Z(T ), whence
. Thus, to show that Z(T ) is normal (and hence Galois) over Z it suffices to prove that
For all λ ∈ Λ, choose a non-zero element x λ ∈ D λ . For all t ∈ T , it is easily seen that
, so that the inner automorphism defined by x λ induces an automorphism σ λ ∈ Aut Z Z(T ). One readily checks that the assignment λ ∈ Λ → σ λ ∈ Aut Z Z(T ) is a group homomorphism. It is also injective, because σ λ = id if and
Hence, equality holds everywhere. This shows that Z(T ) is Galois over Z, with Gal(Z(T )/Z) ≃ Λ.
The following are equivalent:
Proof. (i) ⇒ (ii) follows from Lemma 1.1.3, as well as the equality of ranks.
For
where the trivial group occurs on the i-th slot.
Zt i is a torus such that K = Z(T ). 
1.2. The reduction principle.
The evaluation maps provide an identification of X with the affine space A q (Z) = Z q . Namely, an element (λ 1 , . . . , λ q ) ∈ A q (Z) is identified with the evaluation morphism
A property dependent on a parametre λ ∈ X is said to hold generically, or for almost all λ ∈ X, if it holds on a non-empty open subset with respect to the Zariski topology of X ≡ A q (Z). A typical example for an open subset is 1.2.3. Any element λ ∈ X defines an algebra homomorphism π λ = id⊗λ :
over Z(X), and any λ ∈ X, we define
We will need the following simple lemma:
Proof.
(1) Let B = {β 1 , . . . , β N } be a basis of D over Z, so that it is also a basis of
. Since {a 1 , . . . , a n } is linearly independent over Z(X), there is an n × n submatrix A ′ such that the minor det(A ′ ) ∈ Z[X] {0}. Now note that for all i, π λ (a i ) = j λ(f ij )β j , so that the matrix A λ := [λ(f ij )] represents the vectors {π λ (a 1 ), . . . , π λ (a n )} in the basis B. Then, the n × n minor det (A ′ ) λ = λ(det A ′ ), which is non-zero for almost all λ ∈ X. Hence, the matrix A λ has full rank for almost all λ, in which case the family {π λ (a 1 ), . . . , π λ (a n )} is linearly independent over Z. 1.2.4. Now we are ready to prove the reduction principle. We keep the previous notations.
Theorem. Let K ⊆ D(X) be an extension field of Z(X), and λ ∈ X.
(1) The specialization K λ ⊆ D is an extension field of Z, and for generic λ ∈ Z we have
If char(Z) = p > 0, we have in addition: (3) If K is purely inseparable of exponent r over Z(X), then K λ is purely inseparable over Z, of exponent ≤ r. Equality holds for generic λ ∈ X. (4) If K is Galois over Z(X), with Galois group Z r p , then for generic λ ∈ X, K λ is Galois over Z, with Gal(K λ /Z) ≃ Z r p .
(1) By construction, K λ is a finite-dimensional commutative domain over Z, so it is a field. Now, if
, and hence K λ is a maximal subfield of D.
(2) Choose an element α ∈ K which is primitive over Z(X). After multiplying by a suitable element of Z[X] we may assume that α ∈ D[X]. Let P (T ) = n i=0 c i T i ∈ Z(X)[T ] be the minimal polynomial of α over Z(X). Since K is Galois over Z(X), this polynomial splits into linear factors
For almost all λ ∈ X, the element λ(c) = 0. Then π λ (α) is a root of
Indeed, since α ∈ D[X] we can write π λ (cα) = λ(c)π λ (α), and hence (T − α) | P λ (T ). Now note that {cα 1 , . . . , cα n } is a Z(X)-basis of K. By Lemma 1.2.3, {π λ (cα 1 ), . . . , π λ (cα n )} is a Z-basis of K λ for almost all λ ∈ X. In that case, P λ (T ) is a separable polynomial, and K λ = Z π λ (cα 1 ), . . . , π λ (cα n ) is the splitting field of P λ (T ). This proves that K λ is a Galois extension of Z.
(3) Let x ∈ K λ , and choose an element a ∈ K ∩ D[X] with π λ (a) = x. Since K is purely inseparable over Z(X), of exponent r, we have a p r ∈ Z[X], hence, x p r = π λ (a p r ) ∈ Z.
We check that the inseparability exponents coincide for almost all λ ∈ X. There exists a ∈ K such that {1, a, a p . . . , a p r−1 } is linearly independent over Z(X). We may assume that a ∈ D[X]. By Lemma 1.2.3, for almost all λ ∈ X the family {1, π λ (a), . . . , π λ (a) p r−1 } is linearly independent over Z: in that case, the inseparability exponent of K λ over Z is > r − 1.
(4) Recall that being Galois with a p-elementary abelian Galois group is equivalent to being generated by toral elements (Theorem 1.1.4) . So we can write K = Z(X)(t 1 , . . . , t n ), where the t i are toral and {1, t 1 , . . . , t n } are Z(X)-linearly independent. It suffices to show that for almost all λ ∈ X, there exist toral elements τ 1 , . . . , τ n ∈ K λ such that {1, τ 1 , . . . , τ n } are Zlinearly independent. Indeed, under these assumptions, we also know that [K :
There
. For almost all λ ∈ Z, the family {π λ (c), π λ (ct 1 ), . . . , π λ (ct n )} is linearly independent over Z. In particular π λ (c) = 0. A straightforward computation shows that each element (ct
And by choice of λ, the family {1, τ 1 , . . . , τ n } is Z-linearly independent.
1.2.5. Transfer theorems. Let D be a finite-dimensional division algebra over its centre Z, and D(X) be a division ring of rational functions in several variables over D. Recall that the exponent of a central simple algebra R, denoted by Exp(R), is the order of R in the Brauer group of its centre Z [9, p. 214]. In other words, this is the smallest integer n ≥ 1 such that the n-th tensor power R ⊗n is isomorphic to some matrix algebra M N (Z) over Z. 
We obtain inductively that D(X) ⊗n ≃ D ⊗n ⊗ Z Z(X), where the tensor power on the left is taken over Z(X) and the one on the right over Z. If D ⊗n is trivial in the Brauer group Br(Z), then D(X) ⊗n is trivial in Br Z(X) , so Exp D(X) | Exp(D). Conversely, assume that D ⊗n ⊗ Z Z(X) ≃ M q Z(X) , for some q ≥ 1. We know that D ⊗n ≃ M N (∆), for some central division Z-algebra ∆ and some integer N ≥ 1; so we have
This implies that ∆(X) ≃ Z(X). In particular, ∆ is commutative, whence ∆ = Z. Thus, the algebra D ⊗n is trivial in the Brauer group Br(Z). Therefore Exp(D) | Exp D(X) as we wanted to show. 2.1.1. In this section, F denotes an algebraically closed field of characteristic p > 0. Let L be a finite dimensional Lie algebra over F. Let U (L) be its enveloping algebra with centre Z(L), and K(L) = Frac U (L) be the division ring of fractions of U (L). We denote by C(L) the centre of K(L). The main result here is to show that when L is solvable, there always exist maximal subfields of K(L) which are Galois or purely inseparable of exponent one over C(L).
Recall that a Lie algebra is restrictable if there exists a map
If L is restrictable, one can choose this map with some additional properties which mimick the properties of associative p-th powers in an associative algebra. In that case, the map is called a p-mapping, and the pair (L, [p] ) is called a restricted Lie algebra. We don't write down explicitly these properties here, as they are quite technical and irrelevant in our situation; see [8, Chap. 2] for a comprehensive account.
Finally, in the enveloping algebra of a restricted Lie algebra, the subalgebra
is contained in the centre of U (L), and called the p-centre of U (L). In the sequel, we will abuse terminology by referring to "a p-envelope" of a Lie algebra L. By this we will always mean the p-envelope of L in some unspecified larger finite-dimensional restricted Lie algebra. Since L is finite-dimensional, it always affords finite-dimensional p-envelopes Lemma. Let L be a finite dimensional Lie algebra over F, and let
. By construction these subspaces satisfy the desired conditions. And it is easy to see that they are ideals, cf. Proposition. Let L be a finite dimensional Lie algebra over F, and
) is isomorphic to a ring of rational functions over K(L). 2.1.6. As a consequence of Theorem 2.1.5, we obtain the following result. For a solvable Lie algebra in characteristic p > 2, there always exists a torus T ⊆ K(L) which is "maximal" in the sense that C K(L) (T ) is commutative. Alternatively, by Proposition 1.1.5, this means T has rank n, where [K(L) : C(L)] = p 2n . If L is restricted then it follows from Schue's results [6] . 
