Abstract: The present work proposes hybridization of Expectation-Maximization (EM) and K-
Introduction
The Expectation Maximization (EM) algorithm is a model-based clustering technique, which attempts to optimize the fit between the given data and some mathematical model. Such methods are often based on the assumption that the data are generated by a mixture of underlying probability distributions [1] .
The EM is an effective, popular technique for estimating mixture model parameters (like cluster weights and means) [7] , [8] , [9] . When compared to other clustering algorithms, the EM algorithm demands more computational efforts though it produces exceptionally good results [20] , [21] , [22] . Many researchers experimented on some variants (like generalized EM (GEM), Expectation Conditional Maximization (ECM), Sparse EM (SpEM), Lazy EM (LEM), Expectation-Conditional Maximization Either (ECME) algorithm and the Space Alternating Generalized EM (SAGE) algorithms) in order to reduce the execution time of EM algorithm [17] , [18] . In [19] , the use of Winograd's algorithm is proposed to reduce the computational efforts of E-step and M-step of the standard EM algorithm. In [15] , the use of multi-criteria models is proposed to design clusters with the aim of improved clustering performance. All their experiments aimed at the speed-up of the EM algorithm by yielding the same results as the Standard EM algorithm or the better results without sacrificing its simplicity and stability.
As an attempt to speed-up the clustering process, the present work proposes the hybridization of EM and K-Means algorithms. The K-Means algorithm is a very popular algorithm for data clustering, which aims at the local minimum of the distortion [2] , [23] . EM is a model based approach, which aims at finding clusters such that maximum likelihood of each cluster's parameters is obtained. In EM, each observation belongs to each cluster with a certain probability [2] . The K-means algorithm is the 2 nd dominantly used data mining algorithm and the EM algorithm is the 5 th dominantly used data mining algorithm [3] , [4] , [24] . Though both KMeans and EM techniques look into different areas [2] , [23] , K-means can be viewed as an approximate way to obtain maximum likelihood estimates for the means, which is the goal of density estimation in EM [23] , [24] .
In the present work, along with the proposed algorithm for hybridization of EM and KMeans techniques, experiments are carried out with the standard EM algorithm. In all the experiments, it is observed that the proposed algorithm for hybridization of EM and K-Means techniques is consistently taking less execution time to produce the clustering results with acceptable clustering fitness value and less SSE as compared to the standard EM algorithm. The proposed algorithm is also observed to produce clustering results with better performance than the Cluster Package of Purdue University [26].
The Standard EM (StEM) algorithm
The Expectation-Maximization (EM) algorithm partitions the given data by calculating the maximum a posteriori principle using the conditional probabilities [17] . Given a guess for the parameter values, the EM algorithm calculates the probability that each point belongs to each distribution and then uses these probabilities to compute a new estimate for the parameter. The EM algorithm iteratively refines initial mixture model parameter estimates to better fit the data and terminates at a locally optimal solution.
The standard EM [10] , [11] for Gaussian Mixture Models (GMM) assumes that the algorithm will estimate k class distributions C j , j=1, …, k. For each of the input vectors X i , i =1, …, N, the algorithm calculates the probability P(C j |X i ). The highest probability will point to the vector's class.
The EM algorithm works iteratively by applying two steps: the Expectation step (E-step) and the Maximization step (M-step). Formally,
Given a dataset of N, d-dimensional vectors, the EM algorithm has to cluster them into k groups.
The multi-dimensional Gaussian distribution for the cluster C j is parameterized by the ddimensional mean column vector  j and d x d covariance matrix  j is given as follows [10] :
where X i is a sample column vector, the superscript T indicates transpose of a column vector, | j | is the determinant of  j and ( j ) -1 is its matrix inverse of covariance matrix  j . The mixture model probability density function [10] is
where W l is the weight of cluster C l .
Termination condition
As the termination condition, percentage change is computed using the following formula:
where  t is the number of vectors assigned to new clusters in t th iteration and  t+1 is the number of vectors assigned to new clusters in (t+1) th iteration. The symbol * indicates multiplication. The algorithm terminates when the percentage change < 3.
The EM algorithm for Gaussian Mixture Model [10] proceeds as follows:
1. Initialize mixture model parameters: set the current iteration t=0; set initial weights, W, to 1/k for all k clusters; select k vectors randomly from the dataset as the initial cluster means, ; compute global covariance matrix for the dataset and set it to be the initial covariance matrix, ∑, for all clusters.
2. E-step: Estimate the probability of each class C j (j=1, 2, …, k), given a certain vector X i (i=1, 2, …, N) for current iteration t using the following formula and assign X i to the cluster with the maximum probability.
Each of the k clusters has its mean ( j ) and covariance ( j ); j = 1, 2, …, k. W j is the weight of j th cluster. 3. M-step: Here, for j th cluster, update the parameter estimation for the iteration t+1 as follows:
Compute percentage change using (3). 5 . Stop the process if the percentage change is < 3. Otherwise, set t=t+1 and repeat the steps 2 to 4 with the updated parameters.
Hybridization of EM and EM (HbEMKM) algorithms
Though an effectively used algorithm, the EM suffers from slow convergence as it requires heavy computational efforts involving in repeated computation of the many parameters like covariance matrices, means and weights of the clusters and repeated computation of the inverses of covariance matrices of the clusters [3] , [5] , [24] , [25] . On the other hand, the K-Means algorithm can be used to simplify the computation and accelerate convergence as it requires only one parameter to compute, i.e., cluster means [23] , [24] . While assigning points to the clusters, the EM maximizes the likelihood and the K-means minimizes the distortion with respect to the clusters [23] .
The algorithm for conventional K-means is given below [12] .
Algorithm KMeans
Select k vectors randomly from the dataset as the initial cluster means, . Set the current iteration t=0. Repeat Assign each vector X i from the dataset to its closest cluster mean using Euclidean distance.
where X i is the i th vector in the dataset,  j is the mean of the cluster j and d is the number of dimensions of a data point. Re-compute the cluster means and set t=t+1. Compute percentage change using (3). Until percentage change is < 3.
End of KMeans
The present work, as an attempt to speed-up the clustering process, experiments with the hybridization of EM and K-Means algorithms (HbEMKM). Though both EM and K-Means techniques look into different areas [2] , [23] , K-means can be viewed as an approximate way to obtain maximum likelihood estimates for the means, which is the goal of density estimation in EM [23] , [24] . Furthermore, K-Means is formally equivalent to EM as K-Means is a limiting case of fitting data by a mixture of k Gaussians with identical, isotropic covariance matrices ( =  2 I), when the soft assignments of data points to mixture components are hardened to allocate each data point solely to the most likely component [3] , [23] . A random space is isotropic if its covariance function depends on distance alone [25] . In practice, there is often some conflation of the two algorithms that K-means is sometimes used in density estimation applications due to its more rapid convergence [23] .
Also that selection of initial values is critical for EM, since it most likely converges to local maxima around the initial values as EM uses maximum likelihood [2] . It may be a good practice, if the results of K-Means are used as initial parameter values for a subsequent execution of EM for the more exact computations [23] , [24] . The present work also experiments on running the EM algorithm on the results of K-Means algorithm (KMEM).
Along with the proposed algorithm for hybridization of EM and K-Means techniques, experiments are carried out with the standard EM algorithm and finally performance comparison is made among the results of all experiments. In all the experiments same termination condition, discussed section 2.1, is used.
The pseudo code for the algorithm is given below. This algorithm performs clustering using Expectation-Maximization and K-Means techniques in the alternative iterations till termination. As part of maximization step for EM, cluster weights, means and covariance matrices are calculated using the results of K-Means step. Compute cluster means  j for j = 1, …, k, using (5). K-Means Step: Assign each data vector X i to the closest cluster with mean,  j using Euclidean distance in the formula (8 As a measure of clustering performance, the Clustering Fitness [13] is computed. The calculation of Clustering Fitness involves intra-cluster similarity, inter-cluster similarity, and the experiential knowledge, . The main objective of any clustering algorithm is to generate clusters with higher intra-cluster similarity and lower inter-cluster similarity [16] . So both the measures are taken into consideration for computing Clustering Fitness. The computation of Clustering Fitness results in higher value when the inter-cluster similarity is low and results in lower value for when the intercluster similarity is high. To make the computation of Clustering Fitness unbiased, the value of  is taken as 0.5 [13] .
Algorithm HbEMKM

Intracluster similarity for the cluster C j
It can be quantified via some function of the reciprocals of intracluster radii within each of the resulting clusters. The intracluster similarity of a cluster C j (1 = j = k), denoted as S tra (C j ), is defined by
Here, n j is the number of items in cluster C j , 1 = l = n j , I l is the l th item in cluster C l , and dist(I l , Centroid) calculates the distance between I l and the centroid of C j , which is the intracluster radius of C j . To smooth the value of S tra (C j ) and allow for possible singleton clusters 1 is added to the denominator and numerator.
Intracluster similarity for one clustering result C
Denoted as S tra (C), Intracluster similarity for one clustering result C is defined by
Here, k is the number of resulting clusters in C.
Intercluster similarity
It can be quantified via some function of the reciprocals of intercluster radii of the clustering centroids. The intercluster similarity for one of the possible clustering results C, denoted as S ter (C) , is defined by
Here, k is the number of resulting clusters in C, 1 =j= k, Centroid j is the centroid of the j th cluster in C, Centroid 2 is the centroid of all centroids of clusters in C. We compute intercluster radius of Centroid j by calculating dist(Centroid j , Centroid 2 ), which is distance between Centroid j , and Centroid 2 . To smooth the value of S ter (C) and allow for possible all-inclusive clustering result, 1 is added to the denominator and the numerator.
Clustering fitness
The Clustering Fitness for one of the possible clustering results C, denoted as CF, is defined by (12) 
Sum of Squared Errors
In the present work, Sum of Squared Errors (SSE) is also computed for all the clustering results to measure the clustering performance [6] . The clustering performance is considered to be good if the corresponding SSE is less when compared to the other clustering techniques. The SSE is computed using the following formula.
Here, X i is a vector from the dataset,  j is the means of the cluster C j , k is the number of clusters and N is the number of vectors in the dataset. |X i - j | denotes the distance between X i and  j . The objective of clustering is to minimize the within-cluster sum of squared errors. The lesser the SSE, the better the goodness of fit is.
Experiment and results
Experiments are carried out on the system with Intel(R) Core i7-3770K with 3.50GHz processor speed, 8GB RAM with 1666FSB, Windows 7 OS and using JDK1.7.0_45. Separate modules are written for each algorithm to observe the CPU time for clustering any dataset by keeping the cluster seeds same for all methods. I/O operations are eliminated and time observed is strictly for clustering of the data.
Magic Gamma, Poker Hand, and Letter Recognition datasets are used for the present work from UCI ML dataset repository [14] . An important issue in evaluating data analysis algorithms is the availability of representative data. When real-life data are hard to obtain or when their properties are hard to modify for testing various algorithms, synthetic data becomes an appealing alternative. The present work also uses three synthetic datasets that are generated by an algorithm for generating multivariate normal random variables [27] . First synthetic dataset is generated assuming all clusters having different means and different covariance matrices. The second synthetic dataset is generated assuming some clusters having the same mean but different covariance matrices. The third synthetic dataset is generated assuming some clusters having same covariance matrix but different means. All the algorithms are studied by executing on each dataset by varying number of clusters (i.e., k=10, 11, 12, 13, 14, 15) . The details of execution time, clustering fitness and SSE of each algorithm are separately given in the tables below for each dataset.
Observations on Letter Recognition Dataset
The tables 1, 2 and 3 consist of the execution time, the cluster fitness and Sum of Squared Error (SSE), respectively, of algorithms discussed in sections 2 and 3 and the Cluster Package of Purdue University performed on Letter Recognition dataset. The observations are also shown in the Figures 1, 2 and 3 . 
Conclusion
The proposed algorithm for Hybridization of EM and K-Means is consistently taking less computational time with all the tested datasets. The algorithm also takes less computational time when compared to the Cluster-3.6.7 package of Purdue University. The proposed algorithm also produces the results with higher clustering fitness values than the other algorithms including Cluster-3.6.7. It is also observed that the proposed algorithm produces the clustering results with lesser SSE values than the other algorithms including the Cluster-3.6.7 package. Therefore, the present work proposes Hybridization of EM and K-Means algorithms as a faster clustering technique with improved performance.
