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The rate of photon absorption in warm dense matter (WDM) induced by free-free electron-ion collisions is
derived from Sommerfeld’s cross-section for non-relativistic bremsstrahlung emission, making use of detailed
balance relations. Warm dense matter is treated as a metal-like state in the approximation of a uniform
degenerate electron gas and a uniform ion background. Total absorption rates are averaged over the electron
Fermi distribution. A closed expression is obtained for the absorption rate, depending on temperature, density,
and photon energy, that scales with ion charge Z. It is evaluated numerically for the full parameter space,
which requires different representations of the hypergeometric functions involved. The results are valid for
photon frequencies larger than the plasma frequency of the medium. They are compared with approximate
formulas in various asymptotic regions.
I. INTRODUCTION
Recent achievements in generating ultra-short high-
power photon and particle pulses allow to produce small
uniform volumes of warm dense matter (WDM), a metal-
like plasma state of high density and temperature in the
range of the Fermi temperature. These plasma states
play an important role in high-energy density physics re-
lated to inertial confinement fusion1 and novel radiation
sources2. They are also of fundamental interest, because
they fill the gap in the phase diagram between classi-
cal high-temperature plasma and solid matter. Photon
absorption by target electrons is the basic process when
generating WDM with pulses from the x-ray free elec-
tron lasers (XFEL), e.g. now available at Stanford3 and
DESY4. The XFEL beams are used for both generating
and probing WDM. Also laser-generated beams of high
laser harmonics have been used to probe free-free ab-
sorption in solid aluminum5; the comb of high harmonics
allows to measure absorption at different frequencies in
a single shot.
The present paper is devoted to collisional absorption
of soft X-rays in WDM, which is the free-free part of the
total absorption. Though absorption by bound-free and
bound-bound transitions (in case they are admitted) of-
ten dominates the total rate, here we restrict ourselves
to the contribution of free electrons and consider, in par-
ticular, the case of fully ionized plasmas.
The central idea of the present paper is to derive
the rate of photon absorption from the cross-section for
bremsstrahlung, making use of detailed balance rela-
tions. The differential cross-section of bremsstrahlung
emitted during Coulomb scattering of electrons by ions
was first derived quantum-mechanically by Sommerfeld6.
It is valid not only in the limit of fast electrons, where
Ze2/~v≪ 1 and the Born approximation apply, but also
covers slow electrons in the region Ze2/~v ≈ 1, which
is relevant for WDM and where Coulomb scattering is
strongly modified. Here Ze is the ion charge, ~ = h/(2π)
Planck’s constant, and v the electron velocity. The rate
of spontaneous photon absorption is then corrected for
stimulated emission and averaged over the Fermi dis-
tribution, describing the degenerate electrons in WDM.
This provides the coefficient for total free-free photon ab-
sorption. It depends on three parameters: temperature
and density of electrons as well as photon energy.
The procedure makes use of the Drude-Sommerfeld
model; for a modern presentation, see the book of
Ashcroft and Mermin on solid state physics7. It describes
electrons as a Fermi gas of independent particles that col-
lide with ions. The collision frequency ν was used as a
parameter and adjusted to experiments. In the present
approach, however, we consider inverse bremsstrahlung
collisions explicitly to describe photon absorption. The
asumption of a uniform Fermi gas is certainly a rough ap-
proximation for WDM, in particular when approaching
zero temperature and high densities above solid density.
For these regions, we cannot expect that the present ap-
proach leads to quantitative agreement with experiments.
However, it allows us to obtain closed formulas and scal-
ing relations covering a wide region of the parameter
space. This is a major objective of the present paper. It
may serve as a general reference when using more sophis-
ticated theory. Making use of the quantum-statistical ap-
proach to WDM, optical properties have been treated in
a number of papers (see e.g. Ref. 8 and papers quoted
therein). Recently, density functional theory has been
successfully applied to absorption measurements in solid
aluminum at low temperatures and frequencies below the
L-shell edge, where only valence electrons contribute5.
Also in order to account for effects at high density, the
temperature-dependent Thomas-Fermi model has been
used9.
In the present paper, we restrict ourselves to frequen-
cies above the plasma frequency, ω > ωp, where radi-
ant collisions occur close to the ions at distances ∼ v/ω
smaller than the Debye length and collective plasma ef-
fects like screening of the Coulomb potential or ion-ion
correlations play a minor role. Here v is a typical electron
2velocity such as the Fermi velocity, ωp =
√
4πe2n/m is
the plasma frequency, n the electron number density, and
m the electron mass. Under the present assumptions, we
make use of linear plasma theory. The photon absorption
coefficient α is then related to the collision frequency by
α =
ν
cnR
ω2p
ω2
, (1)
where nR = (1−ω2p/ω2)1/2 is the index of refraction and
c is the velocity of light1. For dilute high-temperature
plasma, the Spitzer collision frequency10
νSpitzer =
4
√
2π
3
Zne4√
m(kT )3/2
ln
2
√
3kT
~ωp
(2)
is typically used to describe electron-ion collisions. It di-
verges for kT → 0 and does not apply to WDM. The
present approach reproduces the Spitzer formula as an
upper limit for high temperatures and ω → ωp. It also
naturally describes the transition kT → 0 without in-
troducing any ad hoc cut-offs. The results will be pre-
sented in terms of an effective dynamic collision frequency
νeff(ω). Finite values of νeff are not only due to Fermi
degeneracy, but also due to a smooth transition from
’fast’ to ’slow’ electron scattering, implicit in the fully
quantum-mechanical treatment.
The paper is organized as follows: In Sec. II, the cen-
tral formula for the effective collision frequency νeff(ω) in
warm dense matter is derived. Sec. III is devoted to the
numerical evaluation and a discussion of νeff . Sec. IV
provides formulas for various asymptotic regions. Ap-
pendix A describes how the hypergeometric function is
evaluated in various parameter regions. In Appendix B
approximate formulas are derived for different asymp-
totic regions. Appendix C deals with numerical integra-
tion.
Only in the final stages of preparing this manuscript,
we became aware of parallel work in the astrophysical
literature, concerned with radiative energy transport in
stellar interiors as well as interstellar matter. Following
the pioneering work of Kramers in 192311 and Gaunt in
193012, it has become common practice in astrophysics
to describe radiative Coulomb collisions by Kramers’s
quasi-classical cross-section times a quantum-mechanical
correction, the so-called Gaunt factor. As is turns out,
Sommerfeld’s cross-section, on which the present work is
based, can also be represented in this way, thus providing
a general expression for the free-free Gaunt factor. Fol-
lowing the seminal paper by Karzas & Latter13, recent
papers14–16 have been devoted to an accurate numerical
determination of the free-free Gaunt factor. They present
results similar to ours. An important difference is that
thermal averages are discussed only for Maxwell distri-
butions, adequate for the envisioned astrophysical appli-
cations, while the present focus is on degenerate plasmas
which requires averages over Fermi distributions. Also
we discuss in detail the asymptotic limits. We expect
that a careful comparison with the astrophysical work,
not yet given here, will lead to fruitful extensions of the
present work.
II. DERIVATION OF THE COLLISIONAL PHOTON
ABSORPTION RATE
A. The cross-section for bremsstrahlung
We start from Sommerfeld’s quantum-mechanical re-
sult for the differential cross-section of spontaneous
bremsstrahlung emission6. It describes the scattering of a
non-relativistic electron with momentum p on an ion with
charge Ze under emission of a photon with frequency ω,
averaged over emission angles and polarizations of the
photon. In the main part of this paper, we shall use the
notation p± =
√
p2 ± 2m~ω for the momentum of the
scattered electron, depending on whether the photon is
absorbed or emitted. This notation is also used for the
variables η = Zαfmc/p and η± = Zαfmc/p±, character-
izing Coulomb wave functions. With the fine-structure
constant αf = e
2/~c and Bohr’s radius aB = ~
2/(me2)
the cross-section is given by
dσ
dω
(p→ p−, ω) = 64π
2
3
Z2α5fa
2
B
ω
(
mc
p
)2
· ξ
4
d|F (iη−, iη; 1; ξ)|2/dξ
(1− e−2πη−)(e2πη − 1) ; (3)
here F (iη−, iη; 1; ξ) denotes the complete hypergeometric
function and ξ = −4ηη−/(η − η−)2.
In passing, we mention already here that Eq. (3) re-
duces to Kramers’s cross-section11(
dσ(p→ p−, ω)
dω
)
Kram
=
16π
3
√
3
Z2α5fa
2
B
ω
(
mc
p
)2
(4)
in quasi-classical approximation, i.e. for small electron
momenta such that η ≫ 1 and (η− − η) ≫ 1. Small
electron momenta in the range of the Fermi momentum
play a dominant role in WDM; asymptotic approxima-
tions of Eq. (3) will be discussed in detail further below.
We notice that Eq. (3) can be written as
dσ
dω
(p→ p−, ω) =
(
dσ(p→ p−, ω)
dω
)
Kram
gff , (5)
3where
gff = 4π
√
3 · ξ
4
d|F (iη−, iη; 1; ξ)|2/dξ
(1− e−2πη−)(e2πη − 1) (6)
is the so-called free-free Gaunt factor, used in the astro-
physical literature to describe quantum-mechanical cor-
rections to Kramers’s quasi-classical cross-section.
B. Detailed balance between photon absorption and photon
emission
The central point of this paper is now to derive the
rate of collisional photon absorption Rabs(p, ω → p+); it
gives the number of photons with energy ~ω absorbed
per unit of time by an electron with momentum p that is
boosted to momentum p+ =
√
p2 + 2m~ω, while scatter-
ing on an ion with charge Ze. This process is inverse to
bremsstrahlung emission and is therefore also called ab-
sorption by inverse bremsstrahlung. The corresponding
rate of bremsstrahlung emission can be calculated from
Sommerfeld’s cross-section; it is given by
Rem(p+ → p, ω) = p+
m
ni
dσ(p+ → p, ω)
dω
∆ω (7)
and determines the number of photons with frequency
between ω and ω + ∆ω emitted per unit of time when
an electron with momentum p+ passes matter having ion
density ni.
The rates for absorption and emission are related by
the principle of detailed balance, which is discussed in
many textbooks on statistical mechanics (see e.g. Ref.
17). It was used by Einstein in the context of optical
transitions to discover stimulated emission18, the corner-
stone of laser physics. Detailed balance relations are de-
rived for systems in statistical equilibrium, but they are
valid under much more general conditions. On a micro-
scopic level, detailed balance is related to time reversal
symmetry. A brief discussion for practical use is given
in Ref. 1. For the ratio of the rates for absorption and
emission, one obtains
Rabs(p, ω → p+)
Rem(p+ → p, ω) =
dZ(ε+)/dε+
dZ(ε)/dε · Zph ; (8)
it depends only on the number of quantum states avail-
able for an electron and/or a photon in the final states of
the two processes. For an electron of energy ε = p2/2m
(and ε+ = p
2
+/2m, respectively), one finds
dZ(ε)/dε = (2/h3)Ve4πp
2dp/dε = (8πmVe/h
3)p, (9)
where 2/h3 is the density of quantum states available
in phase space for electrons with 2 spin directions and
Ve = 1/n is the volume available for one electron. The
number of quantum states Zph available for a photon in
the final state, having a frequency between ω and ω+∆ω,
is
Zph = (2/h
3)Vph4π(~ω/c)
2(~∆ω/c) = (ω2∆ω)/(π2c3)Vph,
(10)
where the photon volume Vph = ((E
2
0/8π)/~ω)
−1 is the
inverse of the photon number density and E0 is the am-
plitude of the electric field of the light wave. Actually,
Zph is the inverse of the photon number per quantum
state
nph =
1
Zph
=
π2c3
ω2∆ω
· E
2
0/8π
~ω
, (11)
a quantity needed in the following to describe stimulated
emission. From Eqs. (8 - 11) we obtain the important
result
Rabs(p, ω → p+) = p+
p
nphRem(p+ → p, ω). (12)
C. The photon absorption density in WDM
We now turn to warm dense matter and show how to
apply the relations derived above to a dense degenerate
electron gas. First the absorption rate has to be averaged
over the Fermi distribution function for the electrons
f(p) =
1
1 + exp
(
(p2/2m− µ)/kT ) , (13)
where kT is the electron temperature and the chemical
potential µ is determined implicitly by electron density
n =
∫ ∞
0
(2/h3)4πp2dpf(p). (14)
The integrated absorption rate per volume then is
Aabs =
∫ ∞
0
2
h3
Rabs(p, ω → p+)f(p)
(
1− f(p+)
)
4πp2dp;
(15)
here we account for the case that the final electron state
with momentum p+ is partly occupied in the Fermi gas.
Let us also account for stimulated emission of photons
with frequency ω, which lowers the electron momentum
from p to p− =
√
p2 − 2me~ω; it occurs at a rate
Rstimem (p→ p−, ω) = nphRem(p→ p−, ω). (16)
This stimulated emission reduces overall absorption. The
total absorption rate per volume is therefore obtained as
Atotabs =
∫ ∞
0
2
h3
Rabs(p, ω → p+)f(p)(1− f(p+))4πp2dp
−
∫ ∞
pmin
2
h3
Rstimem (p→ p−, ω)f(p)(1− f(p−))4πp2dp
(17)
with pmin =
√
2m~ω. Now making use of Eq. (12) and
Eq. (16) and changing integration variables appropri-
ately, we can combine the two integrals and find
Atotabs =
8π
h3
nph
∫ ∞
0
p+Rem(p+ → p, ω)
(
f(p)−f(p+)
)
pdp.
(18)
4D. The effective collision frequency for warm dense matter
Finally, we relate Atotabs to the photon absorption coeffi-
cient α introduced in Eq. (1) and to an effective dynamic
collision frequency νeff(ω). For this, we notice that A
tot
abs
can be expressed also as
Atotabs = Φphα = Φph
(
νeff
cnR
)
ω2p
ω2
, (19)
where Φph = (E
2
0/(8π~ω))cnR denotes the flux of pho-
tons, which is given by the photon density E20/(8π~ω)
times the group velocity cnR of the light pulse close to
the scattering ion. This allows us to define the effective
collision frequency
νeff(ω) =
ω2
ω2p
~ω
E20/8π
Atotabs. (20)
As it turns out, νeff(ω) is a convenient quantity to express
the results of this paper. Making use of Eqs. (7), (11),
and (18), we are led to the central result of the present
paper:
νeff(ω) =
nic
3
~3ω2pm
∫ ∞
0
p2+
dσ(p+ → p, ω)
dω
(
f(p)−f(p+)
)
pdp
(21)
This closed expression allows us to calculate the ef-
fective dynamic collision frequency for photon absorp-
tion in warm dense matter from the cross-section for
bremsstrahlung given in Eq. (3). By means of Eq. (1), it
provides also the collisional absorption coefficient α and
the free-free opacity κ = α/ρ, where ρ is the mass density
of the absorbing medium.
For further discussion, let us rewrite the cross-section
Eq. (3)
dσ
dω
(p+ → p, ω) = 64π
2
3
Z2α5fa
2
B
ω
(
mc
p+
)2
·G(εˆ, ωˆ), (22)
in terms of the dimensionless function
G(εˆ, ωˆ) =
ξ
4
d|F (iη, iη+; 1; ξ)|2/dξ
(1− e−2πη)(e2πη+ − 1) , (23)
where the coordinates are related to each other by
εˆ =
ε
Z2Ea
=
p2
2mZ2Ea
=
1
2η2
, (24)
ωˆ =
~ω
Z2Ea
, (25)
εˆ+ ωˆ =
ε+ ~ω
Z2Ea
=
p2+
2mZ2Ea
=
1
2η2+
. (26)
In terms of function G(ǫˆ, ωˆ), the effective collision fre-
quency can be written in particularly transparent form:
νeff(ω) =
16π
3
Zν0
∫ ∞
0
G
(
ε
Z2Ea
,
~ω
Z2Ea
)[
f
(
ε− µ
kT
)
− f
(
ε+ ~ω − µ
kT
)]
dε
~ω
, (27)
showing explicitly the dependence on ion charge Z, tem-
perature kT , and chemical potential µ, which is re-
lated implicitly to the electron density n. Here the
Fermi function is given by f(x) = 1/(1 + ex), ν0 =
Ea/~ = 4.14× 1016s−1 is the atomic frequency unit, and
Ea = α
2
fmc
2 = me4/~2 = 27.2 eV the atomic energy
unit. The key quantity is the kernel function G(ǫˆ, ωˆ),
depending on electron energy and photon energy, both
normalized to Z2Ea. The kernel G(ǫˆ, ωˆ) describes radia-
tive Coulomb collisions in the full non-relativistic region.
It is equivalent to the Gaunt factor defined in Eq. (6).
III. NUMERICAL EVALUATION
The numerical evaluation of Eq. (27) is not straightfor-
ward. This is because G(εˆ, ωˆ) involves the hypergeomet-
ric function. We develop the required representations for
the different parameter regions in Appendix A, based on
the Handbook for Mathematical Functions19,20. Asymp-
totic approximations are found in Refs. 6, 21–23, and
corresponding expressions are derived in Appendix B.
A. The kernel G(εˆ, ωˆ).
Results of the numerical evaluation of G(εˆ, ωˆ) are de-
picted in Fig. 1. One observes that the solution curves
become straight equidistant lines in the corner regions of
Fig. 1. These regions correspond to approximate asymp-
totic formulas of logarithmic type in the upper tableau
(linear-logarithmic scales for G > 0.1) and of power-law
type in the lower tableau (log-log scales for G < 0.1).
There are 5 distinct regions, indicated by Roman num-
bers in Fig. 1. Their location in the εˆ, ωˆ plane is shown
in Fig. 2. The corresponding asymptotic expressions are
given in Table 1; they will be derived in Appendix B.
The approximate expression, most relevant in the con-
text of this paper, is found for (εˆ + ωˆ) ≫ 1, be it for
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FIG. 1. Function G(εˆ, ωˆ) plotted versus εˆ for fixed values of ωˆ,
given as labels in steps of factor 10. Notice that the ordinate
scale is logarithmic for G ≤ 0.1 and linear for G ≥ 0.1. The
Roman numerals identify parameter regions in which G(εˆ, ωˆ)
allows for simple asymptotic formulas.
TABLE I. Asymptotic expressions of G(εˆ, ωˆ) for the five re-
gions marked in Fig. 1; γ = 0.577 is the Euler number.
I εˆ≪ 1, ωˆ ≫ 1 G(εˆ, ωˆ) = 1
π
√
2ωˆ
II εˆ≫ 1, ωˆ ≫ εˆ G(εˆ, ωˆ) = 1
2π2
√
εˆ
ωˆ
III εˆ≫ 1, ωˆ ≪ εˆ G(εˆ, ωˆ) = 1
4π2
ln
4εˆ
ωˆ
IV εˆ≪ 1, ωˆ ≪ εˆ3/2 G(εˆ, ωˆ) = 1
4π2
(
ln
4
√
2εˆ3/2
ωˆ
− γ
)
V εˆ3/2 ≪ ωˆ ≪ 1 G(εˆ, ωˆ) = 1
4π
√
3
εˆ≫ 1 or ωˆ ≫ 1 or both:
G(εˆ, ωˆ) ≃ 1
2π
1/
√
2εˆ
1− e−2π/
√
2εˆ
ln
√
εˆ+ ωˆ +
√
εˆ√
εˆ+ ωˆ −
√
εˆ
; (28)
it reduces to the three sublimits for cases I, II, and
III in the appropriate regions. Cases IV and V sat-
isfy (εˆ + ωˆ) ≪ 1 and refer to the quasi-classical region:
case IV leads to Bohr’s classical Coulomb logarithm, and
case V reproduces Kramers’s classical cross-section for
bremsstrahlung (see Eq. (4)). Actually, the whole re-
gion V in Fig. 2 maps into essentially a horizontal line at
G ≈ 1/(4π√3) in Fig. 1. The Gaunt factor defined by
Eq. (6) becomes gff = 1 for case V.
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FIG. 2. The εˆ, ωˆ plane. Roman numerals from I to V mark
the five regions, in which asymptotic limits exist. Black solid
lines refer to the borders between these regions. The gray-
scale lines roughly indicate the parameter region along which
asymptotic formulas are compared with exact results in Fig. 3
(horizontal lines a and b) and in Fig. 4 (vertical lines c and b).
The broken line (ωˆ = εˆ3/4) locates the lower boundaries ωˆp
and εˆF for different densities; see text for more explanation.
For intermediate values, close to εˆ = 1 and ωˆ = 1 and
relevant for WDM and soft X-ray photons, the asymp-
totic regions connect smoothly. These transitional re-
gions require full numerical evaluation. Notice that,
within the present approach, no ad hoc assumptions
about cutting off the logarithmic expressions at certain
values of their arguments are needed. The effective colli-
sion frequencies are obtained by folding G(ǫˆ, ωˆ) with the
Fermi distributions according to Eq. (27). Different re-
gions of G(ǫˆ, ωˆ) are probed when varying temperature,
density, and photon energy. The regions actually probed
are bounded from below by the conditions ω ≥ ωp and
ε ≥ εF and from above by ~ω ≤ mc2 and ε ≤ mc2. Here
εF = (~
2/2m)(3π2n)2/3 is the Fermi energy. Both lower
bounds, ωp and εF , depend on density only; in Fig. 2 they
are located close to the broken line defined by ωˆ = ǫˆ3/4.
B. Temperature and frequency dependence of νeff .
We have chosen hydrogen (Z = 1) at solid density
(ρ0 = 0.086 g/cm
3, n0 = 5.14 × 1022cm−3) as a refer-
ence material. At this density, one has ~ωp = 8.42 eV
and εF = kTF = 5.04 eV. The effective collision fre-
quency νeff has been calculated numerically according
6to Eq. (27) and is plotted in Figs. 3 and 4. In order
to illustrate how the limiting analytic approximations
agree with these exact numerical solutions, we also show
them as broken lines for selected parameters and have la-
belled them with the Roman letters of the corresponding
asymptotic regime. For the comparison, we have cho-
sen the curves for 10 eV and 10 keV photons in Fig. 3,
which probe G(εˆ, ωˆ) along the horizontal lines a and b
in Fig. 2, and in Fig. 4 the 1 eV and 10 keV isotherms,
probing G(εˆ, ωˆ) along the vertical lines c and d, respec-
tively. These lines just provide some guiding for the path
through the εˆ, ωˆ plane, because νeff actually represents an
integral over ε, and we have chosen ε ≈ kT as an average
value for this purpose.
In Fig. 3 the collision frequency is plotted as function
of temperature for different photon energies. The most
prominent feature is that Spitzer’s formula Eq. (2) pro-
vides the upper limit to νeff for sufficiently high tempera-
tures (kT > 10 eV). Spitzer’s result nearly coincides with
the curve for 10 eV photons that is close to the plasmon
energy ~ωp = 8.4 eV. In Fig. 2 it corresponds to line a
in region III. For low temperatures with electron ener-
gies εˆ < 1, the Spitzer formula is not valid any more.
Here the curve for 10 eV photons saturates at a level of
νeff ≈ 2× 1016 s−1, as described by Eq. (53) obtained for
region V. One may notice that line a, before stretching
out to region V, also marginally touches region IV. For
higher photon energies ~ω > 10 eV, νeff quickly drops. At
100 keV photon energy (ωˆ ≈ 4×103), asymptotic regions
I, II, and III (compare line b in Fig. 2) are involved, and
formulas Eq. (44), Eq. (46), and Eq. (47) are seen to
agree with the exact results in the corresponding regions.
In Fig. 4, the collision frequency is given in terms of
isotherms for different photon energies. Here the con-
spicuous feature is the strip of straight-line isotherms
in the temperature range 0 ≤ kT ≤ ~ω, scaling with
frequency ∝ ω−3/2. This behaviour is characteristic
for regions I and II and changes rapidly when crossing
into region III at higher temperatures (compare Fig. 2).
The ω−3/2 scaling leads to the free-free opacity scaling
κ = νeff(ωp/ω)
2/(ρc) ∝ ω−7/2. It is used in astrophysics
(see e.g. Chandrasekhar24) since the pioneering work of
Gaunt in 193012. The present analysis reveals additional
structure, unexplored experimentally so far. More details
on the density scaling are given in the next subsection.
C. Density dependence of νeff(ω)
The effective collision frequency derived from Eq. (27)
depends on plasma density in a nonlinear way. This is
due to the Fermi temperature which scales with density
like kTF = εF ∝ n2/3. This is illustrated in Fig. 5 to-
gether with the density dependence of ωp ∝ n1/2 and the
atomic energy unit Ea. The three straight lines cut each
other at a density of almost 1024cm−3, independently of
Z. This is a factor 20 larger than the electron density n0
ν e
ff
(s 
  )
−
1
n=nsolid
(eV)kT
Z=110 eV
100 eV
1 keV
10 keV
100 keV
Va
III a
III b
IIb
I b
Spitzer
ωh
FIG. 3. The dynamic collision frequency for hydrogen (Z = 1)
at solid density (n0), given as function of temperature kT
for fixed photon energy ~ω, both in units of eV. Thick solid
lines differ by factors 10. For sufficiently high temperature
and small ~ω, the curves approach the Spitzer limit, given
by Eq. (2). It is almost identical with the ~ω = 10 eV curve
and is close to the plasma frequency ~ωp = 8.3 eV, which
represents the lower frequency bound. Actually, the broken
lines give the asymptotic formulas along the horizontal lines
shown in Fig. 2. Line a for ~ω = 10 eV touches regions III
and V (marginally region IV in between), and line b for ~ω =
100 keV touches regions I, II, and III. One observes that the
asymptotic formulas agree with the exact calculations in the
limited temperature regions, given in Sec. IV. All curves are
cut off at kT = mc2 = 511 keV, which is the limit for the
non-relativistic theory.
of solid hydrogen. The three quantities are related by
ωˆ2pZ
Tˆ
3/2
F
=
(~ωp)
2
(kBTF )3/2(EA)1/2
=
8
√
2
3π
. (29)
Laser plasmas generated by optical light are an exam-
ple for densities typically below 1021cm3, where kTF ≪
~ωp ≪ Ea and Fermi degeneracy plays no role. On the
other hand, applications to inertial confinement fusion
require highly compressed hydrogen fuel with densities
up to 1026cm−3, and one has Ea ≪ ~ωp ≪ kTF . Here
the electrons at the Fermi edge have energies of 1 keV,
and photons of 0.5 - 1 keV energy propagate in degen-
erate plasma. This implies that mainly regions II and
III in the right half of Fig. 1 contribute to the integral
Eq. (27). Densities occuring in the interior of the sun are
also depicted in Fig. 5, for comparison; they extend over
the whole density range and are located well above kTF
in the non-degenerate regime.
Full numerical results for a large range of densities are
shown in Fig. 6. The cut-off energy ~ωp for photon propa-
gation (shown by arrows) shifts to the right with increas-
ing density. The strip of isotherms showing ω−3/2 scaling
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decreases in width for increasing n. This is because the
lower boundary scales like νeff ∝ (TF /ω)3/2 ∝ n, while
the upper bound obeys νeff ∝ TF /ω3/2 ∝ n2/3 (compare
Eqs.(45) and (46) in Sec. IV). One may also notice that,
for the low-temperature isotherms, the transition from
ω−3/2 to quasi-classical ω−1 scaling is clearly visible only
for very low densities. At very high densities, a kink is
seen in the uppermost isotherms corresponding to degen-
erate plasma (kT ≪ kTF ). This kink appears when ~ω
falls below kTF ; then only a fraction of target electrons
with energies ε > kTF − ~ω can contribute to photon
absorption.
Let us finally discuss the upper limit of νeff in Fig. 6.
Apparently, it occurs for T → 0 and ω → ωp,
νeff(n, T, ω) ≤ νeff(n, 0, ωp(n)) ≡ νmaxeff (n). (30)
There are two limiting cases, depending on density (see
Fig. 5). For TˆF ≪ ωˆp ≪ 1, corresponding to n ≪
1024cm−3 and asymptotic region V, Eq. (53) sets the
maximum:
νmaxeff (n) ≃
4
3
√
3
Zν0
kTF
~ωp
∝ n1/6. (31)
On the other hand, for 1 ≪ ωˆp ≪ TˆF , corresponding to
n ≫ 1024cm−3 and asymptotic region III, we find from
Eq. (49)
νmaxeff (n) =
4
3π
Zν0 ln
4kTF
~ωp
∝ lnn. (32)
D. Z-scaling of νeff
The dependence of the collision frequency on ion
charge Z is obtained from the hydrogen results
νeff(~ω, kT, n;ZH = 1) by making use of the scaling rela-
tion
νeff(~ω, kT, n;Z) = Zνeff(~ω/Z
2, kT/Z2, n/Z3;ZH = 1).
(33)
This follows directly from Eq. (27): energies scale ∝ Z2,
electron density ∝ Z3 due to Eq. (14), and νeff itself
∝ Z. Of course, this holds only under the assump-
tion that the plasma is fully ionized which requires suf-
ficiently high temperature. With this in mind, one may
apply these results also approximately to partially ion-
ized plasma, replacing Z by an average ion charge Zav to
decribe the free-free component of the total absorption,
and determine bound-free and bound-bound components
separately.
Z-scaling is illustrated in Fig. 7. In double logarithmic
presentation, the plot pattern simply shifts with Z. Of
course, the boundaries of validity vary differently: the
relativistic limit for ~ω < mc2 and kT < mc2 is invari-
ant, and the lower limit on frequency varies according to
~ωp ∝ n1/2 ∝ Z3/2.
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IV. LIMITING REGIONS AND CORRESPONDING
ANALYTICAL FORMULAS
The general formula Eq. (27) for νeff comprises a num-
ber of asymptotic regions, admitting various approximate
formulas. The complexity arises because of the numerous
different combinations of the external parameters: the
photon frequency ω, the temperature T , and the elec-
tron density n. While n is a simple scaling parameter
for non-degenerate high-temperature plasma (the cases
studied in most of the astrophysical literature), the focus
of the present work is on WDM at any degree of Fermi
degeneracy, and therefore n enters through the Fermi
temperature kTF = (~
2/2m)(3π2n)2/3 in a non-linear
way and needs to be considered explicitly. In addition,
we have to distinguish between slow (ε < Z2Ea) and
fast (ε > Z2Ea) electrons, and this leads to the tran-
sitions from quasi-classical to quantum-mechanical be-
haviour seen in Fig. 1. It is important for WDM. In
the following, we discuss some of these cases, in partic-
ular to explain features seen in Figs. 3 and 4. Concern-
ing notation, we shall use both: normalized parameters
εˆ = ε/(Z2Ea), ωˆ = ω/(Z
2Ea), µˆ = µ/(Z
2Ea), Tˆ =
kT/(Z2Ea), TˆF = kTF/(Z
2Ea) = (3π
2na3B)
2/3/(2Z2),
and also the corresponding dimensional ones, when con-
venient.
A. The Fermi degenerate electron gas (kT ≪ kTF ∼ ε)
Concerning the target electron gas, the two tempera-
ture regions kT ≃ 0 and kT →∞ represent limiting sit-
uations. At zero temperature, the Fermi function takes
the shape of the step function
f(p) =
{
1 (p < pF )
0 (p > pF )
(34)
extending at value unity from 0 to Fermi momentum
pF = ~(3π
2n)1/3 (35)
and vanishing elsewhere. The chemical potential then
becomes
µ = εF = kTF =
p2F
2m
=
~
2
2m
(3π2n)2/3, (36)
defining the Fermi energy εF and the Fermi temperature
TF .
For temperatures larger than zero, the density integral
Eq. (14) determining µ has to be inverted. The approxi-
mate solution
µ
kT
≃ −3
2
lnΘ + ln
4
3
√
π
+
P1Θ
−(p0+1) + P2Θ−(p0+1)/2
1 + P1Θ−p0
(37)
was given by Ichimaru26. Here Θ = T/TF , and the pa-
rameters P1 = 0.25054, P2 = 0.072, and p0 = 0.858 have
been adjusted to the exact result. The agreement with
the exact result is better than 0.2%.
9B. The high-temperature classical plasma (kTF ≪ kT ∼ ε)
For temperatures much higher than the Fermi temper-
ature, T ≫ TF , the distribution function approaches the
Maxwellian distribution
f
(
ε− µ
kT
)
=
1
e(ε−µ)/kT + 1
≈ 4
3
√
π
(
TF
T
)3/2
e−ε/kT .
(38)
For T → ∞, the third term on the right-hand side of
Eq. (37) vanishes, while the first two give the result
Eq. (38).
High temperatures imply fast target electrons (εˆ > 1),
and we find from Eq. (28)
G(ǫˆ, ωˆ) ≃ 1
4π2
ln
√
εˆ+ ωˆ +
√
εˆ√
εˆ+ ωˆ −
√
εˆ
. (39)
Inserting Eqs. (38) and (39) into the integral (27), one
obtains
νeff =
16
9π3/2
Zν0
(
TF
T
)3/2
L, (40)
where
L =
(1− e−ζ)
ζ
∫ ∞
0
ln
(√
x+ ζ +
√
x√
x+ ζ −√x
)
e−xdx
=
eζ/2 − e−ζ/2
ζ
K0(ζ/2); (41)
here x = ε/kT , ζ = ~ω/kT , and K0 is the modified
Bessel function of second kind and order zero.
C. Asymptotic limits in region I
Region I refers to ’slow’ target electrons (εˆ ≪ 1) and
high-energy photons (ωˆ ≫ 1). It contributes to νeff
in Eq. (27) only for sufficiently small density such that
TˆF ≪ 1; this is the case e.g. for hydrogen plasma at solid
density. In region I, one has G(εˆ, ωˆ) ≈ (π√2ωˆ)−1 (com-
pare Table I), and the integral Eq. (27) can be solved
analytically. Making use of∫ ∞
0
dx
1 + ex+a
= ln(1 + e−a), (42)
we find
νeff ≃ 16π
3
Zν0
1
π
√
2ωˆ
Tˆ
ωˆ
ln
1 + eµˆ/Tˆ
1 + e(µˆ−ωˆ)/Tˆ
. (43)
Here the denominator (1 + exp ((µˆ − ωˆ)/Tˆ ) under the
logarithm in Eq. (45) approaches unity for ωˆ ≫ 1 so
that we have
νeff ≃ 16
3
√
2
Zν0
Tˆ
ωˆ3/2
ln (1 + exp(µˆ/Tˆ )); (44)
Combined with Eq. (37) for µ, this covers region I for
any value of the degeneracy parameter Θ = T/TF . A
comparison with the full numerical solution is given in
Fig. 3 for 100 keV photons. For T → 0, Eq. (44) becomes
νeff =
16
3
√
2
Zν0
TˆF
ωˆ3/2
(45)
and describes the upper boundary for νeff for sufficiently
high photon energies in Fig. 4.
D. Asymptotic limits in region II
Region II refers to electron energies satisfying 1≪ εˆ≪
ωˆ, where G(εˆ, ωˆ) ≃ (1/2π2)
√
εˆ/ωˆ applies. The integral
in Eq. (27) then reduces essentially to the density integral∫
dεˆ
√
εˆf((εˆ− µˆ)/Tˆ ) = (2/3)Tˆ 3/2F ∝ n (see Eq. (14)), and
we find
νeff ≃ 16
9π
Zν0
(
TˆF
ωˆ
)3/2
. (46)
Notice that νeff becomes independent of temperature.
Such a tendency is clearly observed in Fig. 3 and is re-
sponsible for the clustering at the lower boundary of the
strip of isotherms in Fig. 4. One may also notice that
Eq. (46) holds for both classical plasma in the range
1 ≪ Tˆ ≪ ωˆ and degenerate plasma, occuring at high
densities for 1≪ TˆF ≪ ωˆ.
E. Asymptotic limits in region III
We now turn to temperatures much larger than the
photon energy, such that ωˆ ≪ ǫˆ. In this limit, the integral
Eq. (IVB) becomes L = ln(4/ζ)− γ, where γ = 0.577 is
Euler’s constant, and one obtains
νeff =
4
√
2π
3
Zne4√
m(kT )3/2
(
ln
4kT
~ω
− γ
)
. (47)
Here we have expressed the Fermi temperature Eq. (36)
in Eq. (40) by the elementary quantities to recover
Spitzer’s formula Eq. (2) in its well known form. The
front factor is identical to what is found in standard text
books (see e.g. Ref. 27), and the logarithmic term repro-
duces the quantum Coulomb logarithm of Bethe in the
limit ω → ωp.28 In Fig. 3, Eq. (47) is seen to provide the
upper boundary of νeff for sufficiently high temperature.
At sufficiently high density, the Fermi temperature
kTF becomes larger than the plasmon energy ~ωp, and
light may propagate in degenerate plasma (1 ≪ ωˆp ≤
ωˆ ≪ TˆF and Tˆ ≪ TˆF ). The integral Eq. (27) is then
performed over step-like distribution functions:
νeff ≃ 16π
3
Zν0
1
4π2
[∫ kTF
kTF−~ω
ln
√
ε+ ~ω +
√
ε√
ε+ ~ω −√ε
dε
~ω
]
;
(48)
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here the lower boundary of the integral indicates that
only electrons with energy ε > kTF − ~ω contribute to
absorption due to the Pauli principle, and we find
νeff =
4
3π
Zν0 ln
4TˆF
ωˆ
. (49)
F. Asymptotic limit for region IV
For sufficiently low density (such that TˆF ≪ 1), an ad-
ditional asymptotic regime is found in region IV, where
TˆF ≪ ωˆp ≤ ωˆ ≪ εˆ3/2 < 1 holds. This corresponds to
a non-degenerate plasma with Maxwellian electron dis-
tribution. Using the approximate expression for G(ǫˆ, ωˆ),
valid for region IV (see Table I), Eq. (27) for νeff takes
the form
νeff =
16
9π3/2
Zν0
(
TˆF
Tˆ
)3/2
1− e−ωˆ/Tˆ
ωˆ/Tˆ
×
∫ ∞
0
(
ln
4
√
2εˆ3/2
ωˆ
− γ) exp (− εˆ
Tˆ
)
dεˆ
Tˆ
. (50)
Recalling
∫∞
0 lnxe
−xdx = −γ, one gets
νeff =
4
√
2π
3
Zne4√
m(kT )3/2
(
ln
4
√
2(kT )3/2
Ze2ω
√
m
− 5
2
γ
)
. (51)
This result is similar to Eq. (47), but under the loga-
rithm it shows the parametric combination T 3/2/(Zω)
characteristic for Bohr’s classical Coulomb logarithm
in contrast to Bethe’s quantum-mechanical result ∝
ln(4kT/~ω) (see e.g. Ref. 1). So even the transition be-
tween the classical and quantum Coulomb logarithms is
contained in the present formalism and naturally emerges
under the appropriate limit. For solid-density hydrogen,
region VI is just marginally touched (compare line a in
Fig. 2) and does not clearly show up in Fig. 3.
G. Asymptotic limit in region V
This region is defined by the condition εˆ3/2 ≪ ωˆ ≪ 1.
Here G(εˆ, ωˆ) ≈ 1/(4π√3) (compare Table I) is indepen-
dent of εˆ as in region I, and one obtains
νeff ≃ 4
3
√
3
Zν0
Tˆ
ωˆ
ln
1 + exp (µˆ/Tˆ )
1 + exp ((µˆ− ωˆ)/Tˆ ) . (52)
There exist a number of sublimits here; however, it may
be best to use the full Eq. (52) in combination with
Eq. (37). In the limit Tˆ → 0 and ωˆ → ωˆp ≫ TF ,
νeff ≃ 4
3
√
3
Zν0
TˆF
ωˆp
; (53)
it depends only on density and scales ∝ n1/6. It describes
the maximum value of νeff in Fig. 6 for a given density
well below the solid density.
V. SUMMARY AND OUTLOOK
Collisional free-free photon absorption in dense plasma
has been studied with particular focus on warm dense
matter. A global expression for the effective collision
frequency νeff(T, ~ω, n) has been derived from Sommer-
feld’s cross section for bremsstrahlung. It holds for fre-
quencies above the plasma frequency and in the non-
relativistic regime. Numerical results for fully ionized
hydrogen plasma at solid density are presented over a
wide range of temperatures T and photon energies ~ω.
Also the dependence on density n is obtained over a wide
range, covering any degree of degeneracy. For ions with
charge number Z > 1, the relation for Z-scaling is de-
rived.
We have identified a number of asymptotic regions in
which the numerical results can be represented by simple
analytical formulas. For sufficiently high temperatures
and ~ω ≪ kT , Spitzer’s formula for a classical plasma
is reproduced and appears as an upper bound to νeff .
Concerning scaling with frequency, νeff ∝ ω−3/2 is found
for temperatures kT ≪ ~ω, independent of the degree
of degeneracy; it leads to the free-free opacity scaling
κ ∝ ω−7/2, well-known in astrophysics. For intermediate
regions, relevant to warm dense matter, new asymptotic
relations are found that should be tested experimentally.
The present results are based on the quantum-
mechanical solution of radiant electron collisions with
ions. The most difficult part of the work has been the
numerical evaluation of the hypergeometric functions in-
volved. This problem has been investigated indepen-
dently in the astrophysical literature, calculating the free-
free Gaunt factor. The methods used in the present work
are outlined in the Appendices.
For applications, it is planned, in a companion paper,
to provide a global fit formula, based on the present work
and sufficiently accurate for direct use in numerical codes.
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Appendix A: Numerical evaluation of G(ǫˆ, ωˆ)
The numerical evaluation of the kernel G(ǫˆ, ωˆ) is not
trivial due to the presence of hypergeometric functions.
As such functions are not available in standard libraries
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for all possible combinations of large/small values of the
arguments, numerical techniques taylored for each spe-
cific problem are frequently required29. Here, in order
to be close to literature standards21,23,30, we introduce a
notation slightly different from the one used in the main
text, namely, ν ≡ η+ and ν′ ≡ η. Eq. (23) now takes the
form
G(εˆ, ωˆ) =
ξ
4
d|F (iν′, iν; 1; ξ)|2/dξ
(1− e−2πν′)(e2πν − 1) , (A1)
where
ν =
1√
2(εˆ+ ωˆ)
, ν′ =
1√
2εˆ
, ξ = − 4νν
′
(ν − ν′)2 .
(A2)
The derivative in Eq. (A1) can be expressed as
(Eq. (15.5.1) of Ref. 20)
d
dξ
|F (iν′, iν; 1; ξ)|2 = 2R
[
F ∗(iν′, iν; 1; ξ)
d
dξ
F (iν′, iν; 1; ξ)
]
,
(A3)
d
dξ
F (iν′, iν; 1; ξ) = −νν′F (1 + iν′, 1 + iν; 2; ξ). (A4)
Hypergeometric functions are defined by Gauss series
(Eq. (15.2.1) of Ref. 20)
F (a, b; c; ξ) = 1+
ab
c
ξ
1!
+
a(a+ 1)b(b+ 1)
c(c+ 1)
ξ2
2!
+ . . . (A5)
on the disk |ξ| < 1, and by analytic continuation else-
where. In our case, ξ is always real and negative. For
ξ ≤ −1, one can use the expression (Eq. (15.3.8) of Ref.
19)
F (a, b; c; ξ) =
Γ(c)Γ(b− a)
Γ(b)Γ(c− a) (1 − ξ)
−aF
(
a, c− b; a− b+ 1; 1
1− ξ
)
+
Γ(c)Γ(a− b)
Γ(a)Γ(c− b) (1− ξ)
−bF
(
b, c− a; b− a+ 1; 1
1− ξ
)
,
(A6)
that maps the interval ξ ∈ (−∞,−1) into the interval
(0, 1/2), where the series converge. Gamma functions of
complex arguments have been evaluated by the algorithm
described in Sec. 6.1 of Ref. 31. For −1 ≤ ξ < 0, we use
(Eq. (15.3.4) of Ref. 19)
F (a, b; c; ξ) = (1− ξ)−aF
(
a, c− b; c; ξ
ξ − 1
)
, (A7)
that maps the interval ξ ∈ (−1, 0) into the interval
(0, 1/2), ensuring fast convergence of the series even if
ξ is close to −1. However, severe cancellation errors pre-
vent the use of Eqs. (A) and (A7) for large values of the
parameters (e.g., for ν/ν′ = 1/2 and double precision
arithmetic, Eq. (A) fails for ν′ & 250). To overpass this
difficulty, arbitrary precision floating point arithmethic
was used by van Hoof et al.15. Here, we apply a differ-
ent approach, using the following integral representation
(Eq. (15.6.1) of Ref. 20)
F (a, b; c; ξ) =
Γ(c)
Γ(b)Γ(c− b)
∫ 1
0
tb−1(1− t)c−b−1
(1− ξt)a dt,
Rc > Rb > 0, (A8)
where, a = iν′, b = iν, and c = 1. Defining ρ = ν/ν′ and
using the “reflection formula” Γ(z)Γ(1 − z) = π/sinπz
(Eq. (5.5.3) of Ref. 20), one gets
F (iν′, iρν′; 1, ξ) =
i sinh(πρν′)
π
I, (A9)
where
I =
∫ 1
0
tiρν
′−1(1− t)−iρν′ (1− ξt)−iν′dt (A10)
The requirement Rb > 0 is not satified, but, because
hypergeometric functions are continuous in the parame-
ters, we can evaluate the integral for b = iρν′ + ς (ς real
and positive), and afterwards take the limit ς → 0. The
derivative of F is obtained by taking the derivative of the
integrand of Eq. (A9) with respect to ξ
d
dξ
F (iν′, iρν′; 1; ξ) = −ν
′ sinh(πρν′)
π
IA, (A11)
where
IA =
∫ 1
0
tiρν
′
(1− t)−iρν′ (1− ξt)−iν′−1dt. (A12)
Direct application of these expressions in Eq. (A1) can
cause also cancelation problems for large ν and ν′. These
can be overcome by evaluating
IB = I −
(
2
1− ρ − ξ
)
IA =
∫ 1
0
(
1
t
− 2
1− ρ
)
tiρν
′
(1− t)−iρν′(1− ξt)−iν′−1dt (A13)
instead of I. Finally Eq. (A1) takes the form
G =
ν′|ξ|
16π2
1− e−2πν
1− e−2πν′ |IAI
∗
B − I∗AIB|. (A14)
The methods used to evaluate numerically the integrals
IA and IB are described in Appendix C.
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Appendix B: Asymptotic limits of G(εˆ, ωˆ)
The asymptotic limits of the Sommerfeld cross section
have been widely studied6,21–23,32. However, the deriva-
tions of particular cases are rather scattered through the
literature, frequently using different notations and nor-
malization factors. For this reason, we introduce in this
appendix a systematic derivation of the five asymptotic
limits displayed in table 1. It should be mentioned that
we could not find, in the literature, an asymptotic limit
valid for the full domain III-IV, similar to the one derived
below. As indicated in Appendix A, the hypergeometric
functions that appear in G(εˆ, ωˆ) can be evaluated in three
different ways, namely either using Eq. (A5), Eq. (A), or
Eq. (A9). In one to one correspondence with these three
ways, three asymptotic limits for G(εˆ, ωˆ) have been de-
rived.
1. Regions I and II
If |ξ| < 1 and ν ≪ 1, the power expansion in Eq. (A4)
simplifies to
d
dξ
F (iν′, iν; 1; ξ) =
−νν′F (1 + iν′, 1 + iν; 2; ξ) ≃ −νν′F (1 + iν′, 1; 2; ξ) =
−νν′
(
1 +
(1 + iν′)
2
ξ
1!
+
(1 + iν′)(2 + iν′)
3
ξ2
2!
+ . . .
)
.
(B1)
Notice that if ν′ ∼ ν ≪ 1, the simplified series becomes∑∞
n=0 ξ
n/(1 + n) = − ln(1 − ξ)/ξ. On the other hand,
if ν′ ≫ ν, then |ξ| = 4νν′/(ν − ν′)2 ≃ 4ν/ν′ ≪ 1, and
all ξ power terms in Eq. (B 1) can be neglected, so that
F (1 + iν′, 1; 2; ξ) ≃ 1 = − limξ→0 ln(1− ξ)/ξ. This leads
in both cases to
d
dξ
F (iν′, iν; 1; ξ) ≃ νν′ ln(1− ξ)
ξ
. (B2)
The hypergeometric function itself can be evaluated by
integration
F (iν′, iν; 1; ξ) = F (iν′, iν; 1; 0)+
∫ ξ
0
d
dξ
F (iν′, iν; 1; ξ)dξ ≃
1 + νν′
∫ ξ
0
ln(1− ξ)
ξ
dξ ≃ 1. (B3)
For |ξ| < 1, the integrand is bounded | ln(1 − ξ)/ξ| ≤ 1,
so that the absolute value of the second term in Eq. (B 1)
is less that |νν′ξ| ∼ ν2 ≪ 1 and can be neglected. Using
Eqs. (B 1) and (B 1) in Eq. (A1), one gets
G ≃ 1
2π
ν′
1− e−2πν′ ln
ν′ + ν
ν′ − ν =
1
2π
1/
√
2εˆ
1− e−2π/
√
2εˆ
ln
√
εˆ+ ωˆ +
√
εˆ√
εˆ+ ωˆ −
√
εˆ
. (B4)
In terms of εˆ and ωˆ, the conditions ν ≪ 1 and |ξ| < 1
become εˆ+ ωˆ ≫ 1 and ωˆ > 4(4+3√2)εˆ, respectively. So
Eq. (B 1) is valid deeply inside the joint regions marked
as I and II in Fig. 2.
2. Regions III and IV
For |ξ| > 1, the Taylor series in Eqs. (A5) diverges, and
one must use Eq. (A). In that case, it proves convenient to
introduce the auxiliar variables ǫ = 12 (ν
′−ν), ν¯ = 12 (ν′+
ν). Here, we assume that ǫ ≪ 1 and ǫ ≪ ν¯ (although ν¯
can be arbitrary). With a = i(ν¯ + ǫ), b = i(ν¯ − ǫ), and
c = 1, Eq. (A) takes the form
F (iν′, iν; 1; ξ) =
Γ(−2iǫ)
Γ(i(ν¯ − ǫ))Γ(1 − i(ν¯ + ǫ)) (1− ξ)
−i(ν¯+ǫ)
×F
(
i(ν¯ + ǫ), 1− i(ν¯ − ǫ); 1 + 2iǫ; 1
1− ξ
)
+
Γ(2iǫ)
Γ(i(ν¯ + ǫ))Γ(1− i(ν¯ − ǫ)) (1− ξ)
−i(ν¯−ǫ)
×F
(
i(ν¯ − ǫ), 1− i(ν¯ + ǫ); 1− 2iǫ; 1
1− ξ
)
. (B5)
Due to Γ(0) = ∞, the two terms are singular for ǫ → 0
with opposite sign. Thus, to evaluate this expression for
ǫ≪ 1, it is neccessary to expand each term in powers of
ǫ up to first order. The hypergeometric functions, having
a small argument 1/(1− ξ) = ǫ2/ν¯2, can be expressed as
fast convergent series
F (i(ν¯ ± ǫ), 1− i(ν¯ ∓ ǫ), 1± 2iǫ, ǫ
2
ν¯2
) =
1 +
i(ν¯ ± ǫ)(1− i(ν¯ ∓ ǫ))
1± 2iǫ
ǫ2
ν¯2
+ . . . (B6)
As ǫ≪ min(1, ν¯), the leading term of the series is either
of order ǫ2, if ν¯ ≫ 1, or of order ǫ2/ν¯, if ν¯ ≪ 1. In both
cases, it can be neglected in comparison with terms of
order ǫ, and one may set F = 1 in the right hand side
of Eq. (B 2). The factors containing the gamma func-
tions can be simplified using the identities (Eqs. (5.4.1),
(5.5.1), and (5.5.3) of Ref. 20) Γ(1) = 1, zΓ(z) = Γ(z+1),
Γ(z)Γ(1 − z) = π/ sin(πz), sin(iz) = i sinh(z), and the
Taylor expansion
Γ(z+∆z) = Γ(z)+Γ′(z)∆z+· · · = Γ(z)(1+ψ(z)∆z+. . . ),
(B7)
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where ψ(z) ≡ Γ′(z)/Γ(z) is the psi (digamma) function
(Eq. (5.2.2) of Ref. 20). Retaining terms up to first order
in ǫ;
F (iν′, iν; 1; ξ) ≃ ν¯
ǫ
sinh(πν¯)
2π
(1 − ξ)−iν¯
×
(
− 1 + 2iǫa(ν¯)
ν¯ + ǫ
(1−ξ)−iǫ+ 1− 2iǫa(ν¯)
ν¯ − ǫ (1−ξ)
iǫ
)
, (B8)
where we introduce the function a(ν¯) ≡ −ψ(1) +
1
2 (ψ(iν¯) + ψ(−iν¯)). From this expression, it is straight-
forward to obtain
d|F |2
dξ
≃ sinh
2(πν¯)
π2(ν¯2 − ǫ2) ǫ(4ǫa(ν¯) cos(2ǫ ln(1− ξ))
−(1− 4ǫ2a(ν¯)2) sin(2ǫ ln(1− ξ))), (B9)
and, taking into account that ǫ≪ ν¯ ≃ ν ≃ ν′ and ǫ≪ 1,
d|F |2
dξ
≃ 4 sinh
2(πν′)
π2ξ
(ln
ν′
ǫ
− a(ν′)). (B10)
Finally, using this expression in Eq. (A1), one gets
G ≃ 1
4π2
(ln
2ν′
ν′ − ν − a(ν
′)) ≃ 1
4π2
(ln
4εˆ
ωˆ
− a(1/
√
2εˆ)).
(B11)
Although function a(ν¯) contains the special function
ψ(ν¯), using Eq. (5.7.6) of Ref. 20, it can be transformed
into a form suitable for efficient numerical evaluation
a(ν¯) = ν¯2
∞∑
n=1
1
n(n2 + ν¯2)
≃
ν¯2
N∑
n=1
1
n(n2 + ν¯2)
+
1
2
ln
(
ν¯2
(N + 1/2)2
+ 1
)
. (B12)
For N = 100, a(ν¯) is obtained with a relative error less
than 10−6 for any positive value of ν¯. For small and large
arguments, using Eqs. (5.4.12), (5.11.2), and (25.2.1) of
Ref. 20, one has
a(ν¯) ≃


ζ(3)ν¯2 for ν¯ ≪ 1
γ + ln ν¯ for ν¯ ≫ 1
(B13)
where ζ(3) = 1.20205 . . . is Apéry’s constant (ζ is the
Riemann Zeta function) and γ = 0.57721 . . . is Euler’s
constant. Eq. (B11) has been derived under the assump-
tion ǫ≪ min(1, ν¯), which can be written as
√
εˆ+ ωˆ −
√
εˆ≪ min(
√
εˆ
√
εˆ+ ωˆ,
√
εˆ+ ωˆ +
√
εˆ). (B14)
This is only possible if ωˆ ≪ εˆ. In that case, Eq. (B14) be-
comes ωˆ ≪ min(εˆ, εˆ3/2), and it is satisfied in the regions
marked as III and IV in Fig. 2.
3. Region V
This situation corresponds to the quasi-classical limit
and has been treated in §92 of Ref. 21. Here we obtain
the asymptotic limit from Appendix A. The integrals de-
fined by Eqs. (A12) and (A) can be written as
∫ 1
0
g(t)eiν
′f(t)dt, (B15)
where f(t) and g(t) are real functions: f(t) = ρ ln t −
ρ ln(1− t)− ln(1− ξt) in both integrals. For large values
of ν′, the integrands are strongly oscillating functions of
t. The function f(t) has a “saddle-point” at t = t0 ≡
(1 − ρ)/2, where the first and second derivatives of f
are zero (f ′(t0) = f ′′(t0) = 0). For large values of ν′,
most of the integral value comes from the contribution
in a small region around t0. This allows to consider only
the leading terms in the Taylor’s expansion of f and g
around t0; that is, f(t) ≃ f(t0) + 16f ′′′(t0)(t − t0)3, and
g(t) ≃ g(t0)+g′(t0)(t−t0), so that the integration interval
can be extended from −∞ to ∞. Using Eqs. (5.9.6) and
(5.9.7) of Ref. 20, these integrals become
IA ≃
(
1− ρ
1 + ρ
)1+iν′(1+ρ) (
(1− ρ2)2
16ρν′
)1/3
2π
32/3Γ( 2
3
)
, (B16)
IB ≃ − 4i
(1− ρ)2
(
1− ρ
1 + ρ
)1+iν′(1+ρ) (
(1− ρ2)2
16ρν′
)2/3
31/6Γ( 2
3
).
(B17)
Using these values in Eq. (A14), one obtains
G ≃ 1
4π
√
3
. (B18)
This procedure can be justified only if the neglected
terms in the expansions are small in the region around
the “saddle-point” where ν′(f(t) − f(t0)) ∼ 1. This con-
dition can be written as ν ≫ 1/(1 − ρ) and, in terms of
normalized quatities, as εˆ3/2 ≪ ωˆ ≪ 1. It is satisfied for
region V in Fig. 2.
4. Summary of asymptotic expressions
Summarizing the finding of Appendix B (Eqs. (B 1),
(B11), and (B18)), we have
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G(εˆ, ωˆ) ≃ 1
2π
1/
√
2εˆ
1− e−2π/
√
2εˆ
ln
√
εˆ+ ωˆ +
√
εˆ√
εˆ+ ωˆ −√εˆ ≃


1
π
√
2ωˆ
(Region I : ωˆ ≫ 1≫ εˆ)
1
2π2
√
εˆ
ωˆ
(Region II : ωˆ ≫ εˆ≫ 1)
(B19)
G(εˆ, ωˆ) ≃ 1
4π2
(ln
4εˆ
ωˆ
− a(1/
√
2εˆ)) ≃


1
4π2
ln
4εˆ
ωˆ
(Region III : ωˆ ≪ εˆ, 1≪ εˆ)
1
4π2
ln
4
√
2εˆ3/2
ωˆeγ
(Region IV : ωˆ ≪ εˆ3/2 ≪ 1)
(B20)
G(εˆ, ωˆ) ≃ 1
4π
√
3
(Region V : εˆ3/2 ≪ ωˆ ≪ 1) (B21)
It is noteworthy that the asymptotic expression for re-
gion III, is also contained in Eq. (B 1), despite the fact
that Eq. (B 1) can only be justified in regions I and II.
Therefore Eq. (B 1) applies to regions I, II, and III.
Appendix C: Numerical evaluation of integrals
The integral in Eq. (27) has the form∫ ∞
0
G
(
ε
Z2Ea
,
~ω
Z2Ea
)[
1
1 + e
ε−µ
kT
− 1
1 + e
ε+~ω−µ
kT
]
dε.
(C1)
For fixed ω and Z, the function G is finite for ε = 0, and
grows logarithmically for large ε. The term in square
brackets is maximum for ε = εm ≡ max(0, µ − 12~ω),
and decreases exponentially (∝ e−ε/kT ) for large ε. Con-
sequently, the upper integration limit can be set to
εm+100 kT with negligible numerical error. The integra-
tion is carried out using an adaptive algorithm. The inte-
gration interval is decomposed into subintervals. In each
subinterval, the integral and the numerical error are eval-
uated simultaneously. The subinterval with larger abso-
lute error is halved into two smaller subintervals. This
process is repeated until the global error estimate is below
a given bound (in this work, a relative accuracy of 10−6).
For smooth real functions (like the ones in Eq. (27)), the
subinterval quadrature is done using the composite Simp-
son’s rule with five points (Eq. (3.5.7) of Ref. 20), and
the numerical error is obtained as the difference between
quadratures with five and with three points.
A modified version of the above algorithm has be ap-
plied to evaluate the complex integrals Eqs. (A12) and
(A). Notice that, in both integrals, the integrand is sin-
gular at t = 0 and at t = 1. In the first subinterval
[0, h] (h ≪ 1), the integrand can be approximated using
a truncated Taylor series
(1−t)−iρν′ (1−ξt)−iν′−1 = 1+g1t+g2t2+g3t3+· · ·+gN tN ,
(C2)
and the integration is then carried out term by term.
When this expression is applied to Eq. (A), the first
term in the series gives place to the improper in-
tegral
∫ h
0 t
iρν′−1dt. In that case, as it was ex-
plained in Appendix A, we have to take the limit:
limς→0
∫ h
0
tiρν
′+ς−1dt = hiρν
′
/(iρν′). As an estimate of
the error, one can use the contribution coming from the
last term in Eq. (C2). The same procedure can be ap-
plied to the last subinterval [1− h, 1]. For moderate val-
ues of ν′, Simpson’s quadrature can be used for the rest
of subintervals. However, for large values of ν′, the inte-
grand is a fast oscillatory function of t, and the use of the
Simpson’s quadrature would require a prohibitive large
number of function evaluations. To overcome this limi-
tation, in each internal subinterval [ti, ti+1], the complex
integrand is approximated as
f(t) ≃ f¯(u) ≡ (A+Bu+ Cu2)ei(D+Eu), (C3)
where u is a local variable ranging from zero (at ti) to
one (at ti+1), related to t by
t− ti
ti+1 − ti = (1− F )u+ Fu
2. (C4)
The six real constants A to F are determined by the
condition f¯ = f at points ti,
1
2 (ti + ti+1), and ti+1. The
integral across the subinterval can be evaluated in terms
of elemental integrals∫ ti+1
ti
f(t)dt ≃
∫ ti+1
ti
f¯(u(t))dt = (ti+1 − ti)eiD
×
∫ 1
0
(A+Bu+ Cu2)((1 − F ) + 2Fu)eiEudu. (C5)
Notice that, if E ≫ 1, a large number of oscillations
occurs between ti and ti+1. In each subinterval, the nu-
merical error is evaluated as the difference between direct
application of Eq. (C) and the sum of values obtained by
dividing the subinterval in two halves.
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