Abstract. We study a class of two-stage stochastic integer programs with general integer variables in both stages and finitely many realizations of the uncertain parameters. Based on Benders' method, we propose a decomposition algorithm that utilizes Gomory cuts in both stages. The Gomory cuts for the second-stage scenario subproblems are parameterized by the first-stage decision variables, i.e., they are valid for any feasible first-stage solutions. In addition, we propose an alternative implementation that incorporates Benders' decomposition into a branch-and-cut process in the first stage. We prove the finite convergence of the proposed algorithms. We also report our preliminary computations with a rudimentary implementation of our algorithms to illustrate their effectiveness.
1. Introduction. We investigate a class of two-stage stochastic pure integer programs (SIP) with general integer variables in both stages. We assume that the uncertain data follow a finite discrete distribution, where each realization of the uncertain data is referred to as a scenario. Before the uncertainty is revealed (in the first stage), the decision maker makes strategic decisions. After the uncertain parameters are revealed (in the second stage), the decision maker makes operational decisions in response to the realization of the uncertain parameters to optimize an objective. The typical objective function includes the first-stage cost and the expected second-stage cost. This type of decision-making scheme appears in many applications (see [19] for examples).
Letω be a random vector defined on a probability space (Ω, F, P). Consider the following SIP with the first-stage variablesx := (x 1 , . . . ,x n1 ) ∈ Z n1 + and the second-stage variables y := (y 0 , y 1 , . . . , y n2 ) ∈ Z × Z Here,c ∈ Q n1 ,Ā ∈ Q a×n1 , b ∈ Q a , the technology matrixT (ω) ∈ Q t(ω)×n1 , the recourse matrix W (ω) ∈ Q t(ω)×(n2+1) , and the second-stage right-hand-side vector r(ω) ∈ Q t(ω) for ω ∈ Ω, where a is the number of constraints in the first-stage problem and t(ω) is the number of constraints in the second-stage problem for ω ∈ Ω. Constraints (1.5) include Assumption (A1) is made without loss of generality because we can scale these rational parameters by appropriate multipliers to obtain integers. Assumption (A2) makes sure that there exists at least one feasible solutionx ∈X and the objective function value of the SIP is finite. Assumptions (A3) guarantee a bounded optimal solution. Assumption (A4), known as the relatively complete recourse property, ensures that there exists a feasible solution to the second-stage problems for a feasible first-stage solution. From Assumption (A5), we let ω i denote the i-th realization (scenario) of ω with i = 1, . . . , m. Let p ω := P(ω = ω) ∈ [0, 1] ∩ Q denote the probability for the realizationω = ω ∈ Ω, where ω∈Ω p ω = 1. Therefore a deterministic equivalent formulation (DEF) for the SIP problem is given by: minc x + ω∈Ω p ω y 0 (ω) s.t.Āx ≤ b, T (ω)x + W (ω)y(ω) ≤ r(ω) ω ∈ Ω,
In this paper, we propose a decomposition algorithm based on Benders' [3] and L-shaped methods [18] to solve this very large-scale pure integer program. Our algorithm solves the first-stage problem and the multiple second-stage problems for each scenario as linear programs, and it utilizes Gomory cuts [8] to convexify the firstand second-stage problems. The proposed algorithm has many attractive features, including its applicability to two-stage integer programs with random recourse and technology matrices, and cost and right-hand-side vectors, as well as its use of optimality cuts that are affine in the first-stage general integer variables. We also give an alternative implementation, which solves the first-stage problem using a branch-andcut algorithm. Our preliminary computational experience is encouraging.
1.1. Literature Review. In this section, we give a brief overview of related research in two-stage stochastic mixed-integer programming. For a more detailed survey on various algorithms for stochastic mixed-integer programming, we refer the reader to Sen [13] .
Laporte and Louveaux [11] propose the L-shaped decomposition algorithm for two-stage stochastic programs with binary variables in the first stage and mixedinteger variables in the second stage. This algorithm requires the solution of the second-stage mixed-integer programs to optimality in each iteration. For problems with mixed 0-1 (binary and continuous) variables in both stages, Carøe and Tind [5] propose a method to update the lift-and-project cuts [2] generated from one scenario to be valid for all other scenarios. Sen and Higle [14] develop a decomposition algorithm for the stochastic integer programs with binary variables in the first stage and mixed 0-1 variables in the second-stage. This method involves generating disjunctive cuts to convexify the master problem and scenario subproblems. Sen and Sherali [15] develop an extension of this algorithm that involves branch-and-cut algorithm to solve the second-stage mixed-integer programs. Both of these algorithms utilize the assumption that the recourse matrix is fixed. Sherali and Zhu [16] develop a decomposition-based branch-and-bound algorithm based on a hyperrectangular partitioning process, which relies on the restriction that the second-stage variables are binary or the first-stage variables are extreme points of the hyperrectangular space.
For two-stage stochastic programs with mixed-integer variables in the first stage and general integer variables in the second stage, Carøe and Tind [6] propose a conceptual method that solves the second-stage program for a given first-stage solution to integer optimality by iteratively adding Gomory cuts, and constructs the optimality cuts that are in terms of a series Chvátal functions, which are non-convex [4] . Ahmed et al. [1] develop a finite terminating branch-and-bound method by reformulating this class of problems with the assumption that the technology matrix is fixed. If the technology matrix is dependent on the scenario, then this method needs to branch on the number of scenarios times more variables, which results in exponentially more iterations. In another line of work, Schultz et al. [12] consider the case with continuous variables in the first stage, integer variables in the second stage, and fixed technology and recourse matrices. They propose a method that enumerates all possible optimal solutions, which are contained in a countable set.
With the assumption that the decision variables are pure integers in both stages, Kong et al. [9] propose an equivalent superadditive dual formulation and use a branchand-bound or level-set approach to find the optimal solution. Also, Trapp et al. [17] develop an algorithmic framework based on the characterization of the value function by level-sets. However, both Kong et al. [9] and Trapp et al. [17] assume that either the second-stage cost function or the technology and recourse matrices are fixed, i.e., they are not affected by the random parameters. In contrast, in this paper, we allow all these data to be random.
One of the most relevant work to this paper is Gade et al. [7] , who develop a decomposition algorithm for two-stage stochastic programs with binary first-stage decisions and integer second-stage decisions. They allow the second-stage cost function, technology and recourse matrices to be random. However, because this decomposition method exploits the property that the first-stage variables are binary to derive valid cuts for the second stage, it is not directly extendable to stochastic integer programs with general integer variables in the first stage. To the best of our knowledge, there is no computationally practical algorithm for two-stage stochastic integer programs with only pure integer variables in both stages when all second stage data (costs, right hand sides, recourse and technology matrices) are random. In this paper, we propose decomposition algorithms based on Benders' method with Gomory cuts parameterized by both the first-stage and second-stage decision variables.
2. A Decomposition Algorithm with Parametric Gomory Cuts. In this section, we develop a decomposition algorithm with Gomory cuts to solve the twostage SIP. Our overall approach is to utilize Benders' decomposition algorithm to iteratively add optimality cuts to the first-stage problem to approximate the secondstage value function. In each iteration, Gomory cuts are generated after solving the linear relaxations of the first-stage and second-stage subproblems for each scenario separately.
2.1. Parametric Gomory Cuts. Gomory [8] proposes a class of inequalities and a pure cutting plane algorithm for deterministic pure integer programs. Suppose that the decision variables z ∈ Z n + satisfy a constraint
In solving a pure integer program with Gomory's cutting plane method, we solve its linear relaxation and generate a Gomory cut in each iteration to cut off a fractional solution. Gomory [8] shows that the optimal integer solution can be found using this pure cutting plane method in finitely many iterations, when the linear programs are solved using the lexicographic dual simplex method and the Gomory cut is generated from the fractional variable with the smallest index.
Given a particular first-stage solution,x, the Gomory cut obtained as we solve the linear relaxation of the second-stage subproblem for ω ∈ Ω is not necessarily valid for all other feasible first-stage solutions. Our first goal is to develop a Gomory cut π(ω) y(ω) ≤ π 0 (x, ω) that is valid for the linear relaxation of the DEF, where π(ω) ∈ Z n2+1 and π 0 (x, ω) is an affine function of the first-stage decisionsx.
In the rest of this paper, we redefine matricesĀ,T (ω), and W (ω) to include the slack variables in both stages, which are added for implementing simplex method. For a given optimal solution to the linear relaxation of the first-stage problem, let A B1 = [Ā B1 (1) , . . . ,Ā B1(a) ] denote the corresponding basis matrix for the first-stage problem, in which B 1 (1), . . . , B 1 (a) are the indices of the columns in the basis matrix and B 1 stands for basis for the first-stage problem. Denotex B1 = (x B1(1) , . . . ,x B1(a) ) as the first-stage basic variables. Note thatx B1 =Ā
, ω ∈ Ω be defined similarly. Then we solve the linear re-laxation of the second-stage problem for the givenx, and let W B2 (ω) denote the corresponding basis matrix to the second-stage problem for ω ∈ Ω, where B 2 stands for basis for the second-stage problem. Note that B 2 is dependent onω, but we drop this dependence for notational convenience. Then the second-stage basic variables
Lemma 2.1.
is a feasible basis matrix for DEF.
Proof. First, because the columns of the matricesĀ B1 ,
are linearly independent, clearly the matrix
To show the feasibility of the basis matrix, we also need to prove that
. . .
For given first-stage basis matrixĀ B1 , second-stage basis matrices W B2 (ω), and the submatricesT B1 (ω) for ω ∈ Ω, let
Then the Gomory cuts generated from any row of
are valid for DEF. Such cuts are referred to as parametric Gomory cuts in the rest of this paper, because they are parameterized with respect to the first-stage decision variablesx. We demonstrate these cuts on an instance that is adapted from the test set 1 in Ahmed et al. [1] . Throughout the paper, we let [i, j] := {i, i + 1, . . . , j} for i, j ∈ Z.
Example 1. Consider a two-stage SIP with a = 2, t(ω) = 2 and m = 3, whose DEF is given by
First, we introduce the slack variablesx 3 ,x 4 , {y 5 (ω i )} i∈ [1, 3] , {y 6 (ω i )} i∈ [1, 3] , and {y 7 (ω i )} i∈ [1, 3] to put the problem in standard form. Then, we solve the linear relaxation of the first-stage problem
by lexicographic simplex method. The optimal tableau is Then we solve the linear relaxation of the second-stage subproblem for givenx for the first scenario by lexicographic simplex method. The optimal tableau is 
Therefore, 
The Gomory cut obtained from this row is 6y 1 (ω 1 ) + 3y 2 (ω 1 ) + 5y 3 (ω 1 ) + 5y 4 (ω 1 ) ≤ 38 − 2x 1 − 3x 2 after substituting out the slack variables. This cut is valid for the second-stage problem for ω 1 for any givenx.
If we generate the Gomory cut directly from the source row y 0 (ω 1 ) + 8.71y 1 (ω 1 ) + 5.71y 3 (ω 1 ) + y 5 (ω 1 ) + 4.57y 6 (ω 1 ) + 1.71y 7 (ω 1 ) = 77.71 in the second-stage optimal tableau, then the Gomory cut obtained is (2.14)
after substituting out y 5 (ω 1 ), y 6 (ω 1 ), and y 7 (ω 1 ). However, this inequality is not necessarily valid for otherx ∈X. For example, forx = (0, 0, 5, 5) ∈X, the constraints (2.6)-(2.7) are reduced to 3y 1 (ω 1 ) + 4y 2 (ω 1 ) + 5y 3 (ω 1 ) + 5y 4 (ω 1 ) + y 6 (ω 1 ) = 24 and 7y
),x = (0, 0, 5, 5)} violates inequality (2.14), hence inequality (2.14) is not valid forx = (0, 0, 5, 5).
Next, we develop a decomposition algorithm using parametric Gomory cuts to solve two-stage pure SIPs.
2.2.
A Cutting Plane Based Decomposition Algorithm. We introduce two additional variables x n1+1 and x n1+2 to represent the second-stage value function by
, and A = [Ā 0 a×1 0 a×1 ]. Define the master problem at iteration k as MP k , where
k includes the original constraintsĀx ≤ b, the parametric Gomory cuts generated for the first-stage problem, and the optimality cuts
, and the Gomory cuts generated for the second-stage problem for realization ω in iterations 1 to k − 1. Note that if the second-stage objective function value n2 i=1 g i (ω)y i is not necessarily nonnegative, then we can introduce one more second-stage variable, e.g., y 0 (ω) ∈ R + , to represent the second-stage objective by y 0 (ω) − y 0 (ω). For ease of exposition of the algorithm, in the rest of the paper, we assume that y 0 (ω) = n2 i=1 g i (ω)y i ≥ 0. We scale inequalities (2.16) and (2.17) so that all coefficients are integral.
Let l k be the number of rows in matrix A k , LB and U B be the lower and upper bounds of the optimal objective function value of the DEF. Let q ∈ Z + be the frequency of implementing full Gomory cutting plane method to the master problem. In other words, every q iterations, we implement a pure cutting plane algorithm to solve the master problem to integer optimality. In all other iterations, we solve the linear relaxation of the master problem. (Note that, in these iterations, we could also add one or more violated Gomory cuts.) Initially, we have l 0 = a, LB = −∞, U B = +∞, and solve MP 0 to obtain x 0 . In iteration k, we first solve the subproblems
for every ω ∈ Ω, then we update the upper bound, U B. Otherwise, we generate a parametric Gomory cut from the fractional component in y k (ω) with the smallest index. The matrices T k (ω), W k (ω), and r k (ω) are updated with this parametric Gomory cut. Then we solve the updated subproblem by lexicographic dual simplex method and update the upper bound if the optimal solution y k (ω) ∈ Z n2+1 + for every ω ∈ Ω. We add the optimality cut (2.16) obtained from the subproblems {SP k (x k−1 , ω)} ω∈Ω to the master problem MP k−1 . We solve the resulting master problem MP k with the updated matrix A k and vector b k to obtain the optimal solution x k . If x k ∈ Z n1+2 + and k = 0 mod q, then we construct a Gomory cut corresponding to the fractional component in x k with the smallest index. Then we update the matrix A k with this Gomory cut and solve the updated problem with lexicographic dual simplex method. If
again, then we continue to add Gomory cuts to the master problem, and re-solve it with lexicographic dual simplex method until
. The lower bound is updated by the optimal objective function value of MP k . If U B − LB ≤ , where is a very small nonnegative constant, then we have found an optimal integer solution and we stop. Otherwise, we repeat this process until U B − LB ≤ .
For a given q, the algorithm for solving a SIP problem is given in Algorithm 1, in which Algorithm 2 is for solving the subproblems. Note that if q = 1, then Algorithm 1 becomes a pure Gomory cutting plane algorithm for the master problem, and it stops with an integer first-stage solution. In contrast, we solve at most two linear programs and add at most one Gomory cut for each second stage subproblem at every iteration. Although Gomory cutting plane algorithm is finitely convergent, its convergence may be slow for practical purposes. However, solving the master problem to integer optimality with this algorithm at every iteration is not necessary. A potentially more practical implementation is to solve the master problem to integer optimality at every q > 1 iterations.
Algorithm 1: Algorithm for solving a SIP problem 
Next we illustrate Algorithm 1 on Example 1.
Example 1. (Continued)
. Let q = 1. In the rest of this example, we define x = (x 1 , x 2 , x 3 , x 4 ) := (x 1 ,x 2 , x 3 , x 4 ), where , 3] . We solve MP 0 with lexicographic simplex method and obtain x 0 = (5, 5, 0, 0). 
B2 (ω) be the basis matrix corresponding to y k (ω);
Generate a Gomory cut from the source row
Add the cut to SP to SP 1 (x 0 , ω 1 ), and obtain y 1 (ω 1 ) = (76, 0, 1, 0, 2) ∈ Z 5 + . The optimal solution to SP 1 (x 0 , ω 2 ) is y 1 (ω 2 ) = (76, 0, 4, 0, 0), which is integral. The optimal solution to SP 1 (x 0 , ω 3 ) is y 1 (ω 3 ) = (28.5, 0, 1.5, 0, 0) ∈ Z 5 + , so we add a parametric Gomory cut
The new optimal solution y 1 (ω 3 ) = (28, 0, 0, 0, 1) ∈ Z + , we add a Gomory cut 27x 1 + 46x 2 − x 3 + x 4 ≤ 551 to the master problem and re-solve it using lexicographic dual simplex to obtain x 2 = (0, 5, 0, 321) ∈ Z The optimal solution to the master problem MP 3 is x 3 = (0, 4.5, 0, 344) ∈ Z 4 + . After adding two Gomory cuts 26x 1 +47x 2 −x 3 +x 4 ≤ 555 and 25x 1 +48x 2 −x 3 +x 4 ≤ 559 to the master problem. Re-solving the master problem with lexicographic dual simplex, we obtain an integer solution x 3 = (0, 5, 0, 319). The lower bound is updated as LB = −559 and the upper bound is U B = −559. Therefore, we have found the optimal integer solutionx = (0, 5) and y = ((120, 0, 6, 0, 0), (171, 0, 9, 0, 0), (28, 0, 0, 0, 1)).
3. Finite Convergence. We define
} as the set of integer points in the feasible region of master problem MP k at iteration k.
.. are all bounded, and
Proof. For a givenx ∈X, because of Assumption (A3) that |f (x, ω)| < +∞, there exists an integer Therefore at least one of x n1+1 and x n1+2 is non-basic. Hence,
In addition, X 1 ⊇ X 2 ⊇ · · · ⊇ X k ⊇ · · · is obvious because the master problem MP k includes all the constraints in master problems MP l for 1 ≤ l < k. Hence,
Theorem 3.2. Suppose that assumptions (A1)-(A5) are satisfied, then Algorithm 1 finds an optimal solution to (1.1)-(1.6) in finitely many iterations.
Proof. In iteration k, where k = 0 mod q, we solve the master problem MP k with a Gomory cutting plane algorithm in a finite number of steps to obtain x k ∈ X ⊂ Z n1+2 + . In iteration k + 1, there are three cases to consider.
+ for all ω ∈ Ω, and x k+1 = x k . Then the solution (x k+1 , {y k+1 (ω)} ω∈Ω ) must be the optimal solution to (1.1)-(1.6) because
(ii) Suppose that x k+1 = x k . It is impossible that x k+1 and x k are alternative optimal solutions to MP k+1 because lexicographic dual simplex method ensures that the optimal solution obtained is always the lexicographically smallest one. Therefore, x k must violate the optimality cut generated in iteration k + 1, so x k will not be visited again in a future iteration.
+ for some ω ∈ Ω, and x k+1 = x k . Define X := X 1 , which contains all feasible x. Note that for a given (x, ω) ∈ X × Ω, because of Assumptions (A3) and (A4), there exists an integer K(x, ω) < +∞ such that the optimal solution y(x, ω) ∈ Y (x, ω) can be found by Algorithm 2 in at most K(x, ω) iterations. This is essentially because of the finite convergence of the Gomory cutting plane method [8] . Therefore, it takes at most max ω∈Ω K(x k , ω) iterations to add parametric Gomory cuts to the second-stage subproblems to obtain an integral second-stage solution. Let ∈ [0, max ω∈Ω K(x k , ω)] be the largest number such that y k+2 , . . . , y k+ are all fractional, and x k+2 , . . . , x k+ are all equal to x k . Then in iteration k + + 1,
+ and x k+ +1 = x k , then we have found an optimal solution (the same argument as in case (i));
• if x k+ +1 = x k , then x k will not be visited again in a future iteration (the same argument as in case (ii)); Hence, any x ∈ X will be visited in at most a finite number of consecutive iterations. In every q-th iteration, an integral first-stage solution can be found by Algorithm 1 with finitely many Gomory cuts [8] . Because X is bounded, there are finitely many x ∈ X. Also, Ω is finite as stated in Assumption (A5). Thus, there are finitely many (x, ω) ∈ X × Ω. In the worst case, there exists an integer K = x∈X max ω∈Ω K(x, ω) such that either Algorithm 1 terminates in k < qK iterations or
Then the convergence follows from the convergence of the Benders' decomposition method.
4.
A Branch-and-Cut Based Decomposition Algorithm. Exploiting the finite convergence of the branch-and-bound [10] and branch-and-cut methods, we develop an alternative branch-and-cut based decomposition algorithm with a breadth-first strategy. For ease of exposition, we first describe the branch-and-bound (B&B) implementation. Let FP t denote the master problem at the tth node of the B&B tree. This problem is the same as that defined in Section 2.2, but in which constraints (2.15) include the bounds on the variables introduced during the B&B process, and constraints (2.16) only include the Gomory cuts generated that are valid for node t of the branch-and-bound tree. Let FP 0 = MP 0 . Let L be a collection of FP t problems for all leaf nodes, t, in the B&B process, and LB t and U B t be the corresponding lower and upper bounds, respectively. Initially, L contains problem FP 0 with upper bound U B 0 = +∞ and lower bound LB 0 = −∞. Let T * = −∞ be the objective function value of the incumbent solution. In addition, we denote CP t (x, ω) as the subproblems defined in Section 2.2, but in which constraint (2.17) only includes the parametric Gomory cuts generated that are valid for node t of the branch-and-bound tree. We first solve problem FP 0 to obtain solution x 0 . Let k = 1. In iteration k, if list L = ∅, then let j(k) be the smallest index among the problems in the list L.
• If the lower bound LB j(k) > T * , then we prune node j(k) because it is impossible to obtain a better integer solution branching from this node.
• Otherwise:
-If the solution x j(k) is fractional, then we branch on the first fractional component of x j(k) at node j(k) of the B&B tree to obtain the problems FP 2k−1 and FP 2k . We solve these problems by lexicographic dual simplex method to obtain x 2k−1 and x 2k , respectively. Update LB 2k−1 = c x 2k−1 and LB 2k = c x 2k . Let problems FP 2k−1 and FP 2k substitute problem FP j(k) in the list L. Also let the second-stage problems CP 2k−1 (x, ω) and CP 2k (x, ω) be the same as CP j(k) (x, ω), and
, is fractional, then we add a parametric Gomory cut to problem CP j(k) (x j(k) , ω) and re-solve
. In addition, we add the optimality cut obtained from CP j(k) (x j(k) , ω) to the problem FP j(k) , update problem FP j(k) in list L, and solve problem FP j(k) by lexicographic dual simplex method to obtain a new
Once the list L becomes empty, we output the incumbent solution (x * , {y * (ω)} ω∈Ω ) as the optimal solution and T * as the optimal objective function value. The detailed algorithm is described by Algorithm 3. Note that we can have an alternative implementation, where we add any valid inequalities (Gomory or any other class) when solving the master problem, which we refer to as the branch-and-cut based decompo-sition algorithm.
Algorithm 3: Branch-and-bound based algorithm for solving SIP
2k−1 and FP 2k by lexicographic simplex method to obtain x 2k−1 and x 2k−1 , respectively;
+ , generate a parametric Gomory cut for y
Add the parametric Gomory cut to CP j(k) (x, ω), and solve CP j(k) (x j(k) , ω) by lexicographic dual simplex method to obtain a new y j(k) (ω);
, and update list L with the updated FP j(k) ; Solve FP j(k) by lexicographic dual simplex method to obtain x j(k) ;
Proposition 4.1. Suppose that assumptions (A1)-(A5) are satisfied, then Algorithm 3 finds an optimal solution to (1.1)-(1.6) in finitely many iterations.
Proof. There exists an integer M (x) < +∞ such that the branch-and-bound algorithm takes M (x) iterations to find x. Because there are finitely many x ∈ X, there exists an integer M ≤ x∈X M (x) such that the optimal first-stage solution can be found after M iterations. Suppose that the solution x j to problem FP j is integral. It takes finitely many iterations to find the optimal solution y j (x, ω) ∈ Y (x, ω) for each ω ∈ Ω because of the finite convergence of Benders' method [3] and Gomory cutting plane algorithm. Therefore, Algorithm 3 finds an optimal solution to (1.1)-(1.6) in finitely many iterations.
Note that Proposition 4.1 also holds for the branch-and-cut based decomposition algorithm using any valid inequalities for the master problem. Next we illustrate Algorithm 3 on Example 1. Solving problem FP 3 by lexicographic dual simplex method, we get x 3 = (0, 5, 0, 321) and LB 3 = −561. In addition, CP 3 (x, ω) is the same as CP 1 (x, ω) for ω ∈ Ω, and U B 3 = +∞.
Iteration 3. Note that k = 3. Because j(k) = 2 and x 2 3 ∈ Z + , we branch on node 2 to generate two new leaf nodes with two bounding inequalities x 3 ≤ 0 and x 3 ≥ 1 to obtain the associated master problems FP 5 and FP 6 .
Iteration 4. Note that k = 4. Because j(k) = 3 and x 3 ∈ Z 4 + , we solve CP 3 (ω) for each ω ∈ Ω. The parametric Gomory cut added for CP 3 (x, ω 1 ) is given by inequality (2.23), and the optimality cuts generated for FP 3 is given by (2.24). U B 3 = −559 because y 3 (ω) ∈ Z 5 + for each ω ∈ Ω. Also, because x 3 = (0, 4.96, 0, 321) ∈ Z 4 + , we branch on node 3 to obtain the associated master problems FP 7 and FP 8 . In particular, We illustrated a branch-and-bound based decomposition algorithm in this example. If, instead, Gomory cuts are added while solving the master problem in a branch-and-cut based algorithm, then we obtain the optimal solution in fewer iterations.
Preliminary Computational Results.
To demonstrate the performance of the proposed decomposition algorithms on larger sized instances, we test them on Example 1 with m = 5, 10, 20, 50, 100, and 200. For each m, five random instances are generated, and we report the average performance. The second-stage cost function g(ω), technology matrixT (ω), recourse matrix W (ω), and right-hand-side vector r(ω) are generated using discrete distributions on intervals:
We first solve our instances by Algorithm 1 (denoted by DG) and branch-andcut based decomposition Algorithm 3 (denoted by BCDG). We restrict that at most 50 Gomory cuts can be added to the master problem in each iteration with algorithm DG. In algorithm BCDG, we allow to add at most 10 Gomory cuts when
+ after 20 consecutive iterations, then we call IBM ILOG CPLEX to solve the subproblems as IPs to find an integer solution {y(ω)} ω∈Ω to update the upper bound. For sake of comparison, we solve the deterministic equivalent formulation by branch-and-cut method with Gomory cuts only (denoted by BCG), in which the lexicographic dual simplex method is employed to solve the linear relaxation after a cut is added. We allow at most five Gomory cuts to be added in each iteration of BCG. For these three algorithms, because of the limited flexibility of customizing the solution process in a commercial optimization software, such as CPLEX, we implement lexicographic dual simplex method, branchand-bound process, Gomory cuts generation on our own (with C++ language) instead of calling any external solvers. The only time we use CPLEX is in Algorithm BCDG to obtain upper bound. We run our codes on 1-GHz dual core AMD Opteron(tm) processor 1218 with 2 GB RAM. In addition, we also solve the DEF of these instances by IBM ILOG CPLEX 12.0 with two alternative settings: (i) default CPLEX setting with only Gomory cuts (denoted by CPLEX), (ii) default CPLEX setting (denoted by CPLEX-D). A time limit of 1 hour is imposed.
In Table 5 .1, we summarize the performance of algorithm DG with m = 5, algorithm BCG with m ∈ {5, 10, 20}, and algorithms BCDG, CPLEX, and CPLEX-D with m ∈ {5, 10, 20, 50, 100, 200}. Column D. itrtn reports the number of optimality cuts returned in the decomposition scheme, and column S. itrtn reports the number of times the lexicographic dual simplex method is called. Column Cuts reports the number of Gomory cuts added. For Algorithms DG and BCDG, the first and second numbers in the parenthesis are the numbers of Gomory cuts added to the master problem and subproblems, respectively. Column B-B nodes reports the number of B&B tree nodes explored. Column Gap shows the gap between the best lower bound and the optimal objective function value, and column Time reports the solution time.The number in parenthesis in this column is the number of instances that are solved to optimality within time limit. In addition, in column CPLEX#, we report the number of instances for which CPLEX is called in Algorithm BCDG for solving the subproblems to integer optimality to obtain an upper bound.
From our computational experience summarized in Table 5 .1, we observe that algorithm DG cannot solve the instances with m ≥ 5 effectively. Because of the computer memory limit and numerical issues, algorithm DG is forced to stop before the time limit is reached. In row DG * , only 2 out of 5 instances are solved successfully, so the computational results reported are based on these instances only. Similarly, algorithm BCG cannot solve the instances with m ≥ 20 efficiently. The computational results in row BCG * are based on 2 out of 5 instances.
Comparing Algorithms BCDG with DG and BCG, BCDG takes fewer decomposition iterations and lexicographic dual simplex iterations, explores fewer B&B tree nodes, and solves our test problems more efficiently. Comparing Algorithm BCDG with solving the DEF using default CPLEX, BCDG explores significantly fewer B&B tree nodes and solve the instances a lot faster. Despite the disadvantage of not having utilized the state-of-the-art linear programming solver of CPLEX, our in-house implementation of BCDG already outperforms the branch-and-cut method for the DEF employed by CPLEX default for problems with a moderate number of scenarios. In addition, we observe that the increase in the solution times is linear with respect to the number of scenarios using BCDG, whereas it is exponential using the DEF. We can conclude that the decomposition method significantly reduces the computational burden, and the branch-and-bound and Gomory cuts help expedite the computational process.
6. Conclusion. We study a class of two-stage stochastic pure integer programs with general integer variables in both stages (SIP). We consider a very general class of problems, where the cost function of the second-stage decision variables, technology and recourse matrices, and the right-hand-side of the constraints could be affected by random parameters. We assume that the random parameters have finite support. Instead of solving the large-size deterministic equivalent of the two-stage SIP, we propose a decomposition algorithm based on Benders' method to solve the second-stage problem for each scenario separately, and return an approximation of the second-stage cost function to the first-stage problem. Our method generates Gomory cuts parameterized with respect to the first-stage decision variables, i.e., they are valid for the deterministic equivalent. We also propose an alternative algorithm that implements Benders' decomposition method in the branch-and-bound process. We prove that the optimal solution can be found within finitely many iterations. Our results with a preliminary implementation of our algorithms are very encouraging. As part of our future work, we plan to develop a more robust implementation of our algorithms to solve a larger class of SIPs.
