a network, as well as their frequencies and corresponding rates of change [1] . These devices are usually installed for the monitoring of transmission networks, where they have been a remarkable improvement over older sensors thanks to the availability of absolute phase angle measurements and of time-coordinated and unprecedentedly accurate measurements of the quantities of interest. Recently, with the advent of PMUs designed for distribution systems such as μPMUs [2] , synchrophasor measurements were becoming more useful at distribution level, which is the focus of this paper.
A PMU can be implemented in a stand-alone device or as a software functionality in an intelligent electronic device (IED) [3] , as well as a virtual object in a cloud architecture [4] . The main characteristics of PMUs are the high reporting rate and the availability of an absolute time reference for synchrophasor evaluation. The high reporting rates, compared with the classical measurement devices in supervisory control and data acquisition systems, permit the evaluation of fast phenomena that can occur in the electric grid and an understanding of the dynamics of the relevant signals. The absolute time reference, usually obtained from the global positioning system, provides an available and reliable definition of time to every PMU in a system. This is what is used to evaluate absolute phase angle. Every measurement is time-stamped, allowing for the correlation of all the measurements available in a given time instant from PMUs installed across the nodes of a network.
The data provided by PMUs are collected at phasor data concentrators and forwarded to the control center to be used by the target applications [5] , [6] . These data can be used in different contexts for both online (state estimation [7] [8] [9] and voltage stability assessment) and off-line applications (postmortem and statistical analysis).
PMU measurements can also be used in intelligent systems that perform network model estimation or validation. In this paper, the accuracy of any measurement device is an important prerequisite for the overall accuracy of the estimation results. It is important to mention here, though, that there are many uncertainty sources that cannot be neglected [10] .
It is worth recalling that in most traditional applications, network parameter values have been assumed to be known and equal to nominal values. In many cases, network parameters have been obtained by means of theoretical calculations and off-line measurements, using geometry and conductor properties. Therefore, network parameter values used by the grid 0018-9456 © 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
operators may be significantly incorrect [11] , with differences of up to 25%-30% compared to the actual values [12] . To face this problem, different methods to estimate the network parameters in transmission systems have been suggested in the scientific literature. Lately, there is a growing interest in the possibility of a real-time estimation based on the synchronized measurement provided by the PMUs [13] . In particular, the control center seems to be the ideal context to exploit the coordinated data given by wide area measurement systems for network model estimation.
The use of synchronized phasors to estimate the network parameters in a transmission line and the effect of instrument transformers (ITs) were discussed in [14] but without a robust statistical analysis. In [15] , the network parameters for short transmission lines were estimated using several methods and considering different load conditions. This made use of synchronized phasors and included noise and bias errors as measurement uncertainty. In [16] , a different approach was presented, where bad measurements are identified and removed before performing the estimation, random errors for the PMU measurements are applied, and the ITs are assumed to be calibrated. Recently, an alternative method for estimating the parameters of a transmission network, based on the Kalman filter, was presented in [17] . The methodology takes into account the uncertainty of PMU measurements, but the transducers are considered carefully calibrated. In [18] , a method of identifying the transmission network parameters was presented, in which the measurement model considers the uncertainties of transducers and PMUs as referring to a Gaussian distribution.
Little attention has been paid to parameter estimation in distribution systems. As mentioned above, PMUs specifically designed for distribution systems [2] are now available and the problem has become more topical than ever. In [19] , the feasibility of calculating the impedance of both a transformer and a line from PMU measurements for distribution networks (DNs) is investigated, but measurement device and transducer uncertainties are not included in the model. In [20] , line parameter estimation is performed by means of unsynchronized measurements. Steady-state conditions are assumed, and phase angle errors are neglected. In [21] , an optimization-based procedure is presented to estimate the parameters from voltage and power measurements, but synchronization or measurement issues and systematic errors are not considered.
In this paper, a technique relying on a PMU monitoring system and a least-squares approach was presented in [22] , which sought to estimate line parameters together with the systematic deviations (mainly from ITs). This technique was based on a linear approximation of the measurement functions and errors, and the results for a small portion of a DN were reported.
In this paper, a new iterative weighted least-squares (WLS) method that allows dealing with large line parameter deviations is proposed. It allows the simultaneous estimation of multiple impedances on multiple branches. Systematic errors in the measurement chain are considered in the algorithm, thus allowing them to be estimated as well. Topological and measurement constraints are included, so that all the information available for each portion of the network can be exploited.
A full derivation of the measurement model and a meticulous uncertainty evaluation is introduced along with a strategy to speed up the algorithm based on repeated measurements and uncertainty modeling.
Equations for the evaluation of the estimation uncertainty are introduced thus allowing the definition of estimation bounds.
A detailed investigation of the influence of different constraints, changing network conditions, and measurement accuracies is presented with a model of a real DN, and practical issues with the measurement system are discussed.
II. PROPOSED ESTIMATION ALGORITHM

A. Definition of the Network and Measurement Model
The proposed estimation algorithm relies on a simultaneous estimation of the network line parameters and of systematic errors, assumed to be mainly introduced by transducers as in [22] . A general measurement model can be defined from typical line models. Fig. 1 shows the single-line π-model for three connected branches that represent a small portion of a generic DN. Shunt capacitances at both ends of each line are neglected, as is common in distribution system modeling (see [23] , for a state estimation example).
First, the notation and measurement models will be described in the context of a single branch. Then, the model will be extended to present the general algorithm that operates on multiple branches and can be applied to entire networks. Considering branch (i, j ) of Fig. 1 , the monitoring system includes PMUs that measure the voltage synchrophasors v i (t) and v j (t) and the branch current synchrophasor i i j (t), where t represents the measurement time as reported in the time tags of the data packet sent from the PMUs to the control center. (At least two PMUs or two merging units communicating with suitable IEDs are needed for each branch.) Measurement time stamp will be generally omitted in the following for the sake of brevity and specified only when necessary.
At each time instant, a set of independent measurements is collected from the field. Each phasor can be expressed as a function of its magnitude and phase angle as
The measured phasors are affected by both magnitude and phase angle errors that are introduced both by transducers and the PMUs themselves and can be expressed as functions of the reference quantities (indicated by a superscript "R") as follows: for phase angles). Similar quantities can be defined for all the other measured phasors (e.g., v j ).
Considering two separate contributions allows the highlighting of different behaviors of multiple uncertainty sources. In the following, as in [22] , the main source of systematic errors is associated with the transducers and thus defined by the accuracy class of the IT or divider. Random errors are mainly attributed to PMUs, and thus instrument specifications are used to quantify them. This assumption is adopted to make the presentation simple (the attribute "random" in the error notation will be replaced, in the following, by "PMU"), and the tests of Section III easier to follow, but it does not exclude that random errors might result from ITs too. The model in (2) indeed allows considering both systematic and random errors without the loss of generality.
Since magnitude errors introduced by transducers and PMUs are small (much lower than one), the two error contributions are presented in (2) as additive, neglecting the second-order terms obtained by the cascade of two ratio errors.
The relationship linking all the measurements relating to branch (i, j ) (branch voltage drop equation) can be expressed as
where R 0 i j and X 0 i j are the nominal values of (i, j ) line resistance and reactance. γ i j and β i j are the corresponding relative deviations from the nominal values, which will be described in the following as "correction parameters" for branch (i, j ). Equation (3) is obtained under the same assumption of small ratio errors used in (2) and includes all the measurement and error quantities together with two unknowns that need to be estimated to find the impedance of the branch. This is the first complex equation of the measurement model. From (3), further simplifications can be obtained by assuming small phase angle errors (
, α j , and α PMU j ) and applying the first-order expansion of the exponentials. This is a reasonable approximation, because ITs' phase displacements are small for all the precision classes defined in the standard IEC 61869 [24] , [25] and modern nonconventional transducers can have even lower errors, thus confirming the validity of the assumption. The same holds true for typical phase angle deviations of PMUs (in the order of 10 −3 rad for steady-state signal conditions). Equation (3) can then be rewritten as
and separating its real and imaginary parts, it follows: (5) and (6) represent a nonlinear measurement model
where
T is the state vector to be estimated, including all systematic errors, and
] T is the vector of all random contributions. y i j represents the equivalent measurements and h i j (·) links errors to known terms. (Their definitions can be found in Appendix A.)
The relative differences γ i j and β i j of the actual values of the line parameters with respect to their rated values cannot be generally considered 1 in DNs, where these differences can reach maximum values of few tens in percentage [12] , [26] [27] [28] . Therefore, (7) [detailed in (A.1) and (A.2)] cannot be linearized. It is possible to split the second term in (7) to separate the systematic and random contributions as follows:
where f i j (·) is the measurement function vector and i j represents the equivalent measurement random vector. Details on their elements are given in Appendix A. Equation (8) represents the building block of the estimation, because it defines equivalent measurements for each branch and for each time instant and separates random contributions.
To estimate the branch network parameters together with the systematic errors, multiple PMU measurements of the same quantities are needed. They introduce several equations involving the same unknowns and allow for the definition of an overdetermined system of equations as follows:
. . .
where N t is the number of time stamps under consideration. The multiple PMU measurements corresponding to different time stamps can be classified into two types. Thanks to the high PMU reporting rates, the network evolution appears generally slow with respect to the measurement refresh timescale, and thus it is possible to logically group the measurements into: measurements corresponding to different network conditions (different operation points, referred to as "cases" in the following) and repeated measurements of the same status (repeated measurements). This distinction will be adopted in the following sections to better understand the algorithm behavior.
From a practical viewpoint, this distinction can also be used to speed up the algorithm: subject to a preliminary check of the absence of rapid variations, repeating measurements in rapid succession can allow averaging to introduce equivalent measurements with higher accuracy for each case. It is possible to prove that under the above assumptions on errors, these measurements can be used in the algorithm allowing acceleration without the loss of accuracy.
The proposed estimator is designed to exploit all the available information, since the network parameter estimation process is a hard task that requires a careful definition of the uncertainty model. For this reason, it is important to use also prior information on the unknown parameters. A priori values for the network correction parameters and for the transducer errors can be integrated into the algorithm. The former are zero since nominal values represent the best prior assumption for network parameters if no further information is given.
The latter are also usually zero for similar reasons, because it is only the error ranges of the transducers that are typically known. It is thus possible to add the following constraints:
where 0 is a vector of zeros, I 2M i j is the 2M i j × 2M i j identity matrix, and prior i j is the vector containing prior knowledge about errors. The dimension of x i j , i.e., the number of unknowns, is 2M i j : two for the impedance and two for each measurement voltage and current PMU channel relating to branch (i, j ).
is thus a vector of zero-mean random errors; the uncertainty of which can be derived from prior information on maximum deviations of the unknown parameters.
In the following, we assume that we have determined prior limits on maximum line resistance and reactance errors, as well as maximum ratio and phase displacement errors for transducers. When more accurate information is available, it can be used to redefine the uncertainties in (10) or to redefine parameters in (3).
B. Multiple Branches
The estimation algorithm is designed to estimate the impedances of multiple branches in a single process. All the synchronized measurements from across the network can be aligned and used to define a single estimation model. The following model demonstrates the consideration of a number of different branches: ⎡ ⎢ ⎣ y tot
where f tot i j (x) and tot i j (γ, β, e) indicate, respectively, the vector of measurement functions and the error vectors for branch (i, j ) at all instants in time. They are written as functions of the entire vector of unknowns x k=N br k=1 x i k j k , where N br is the number of involved branches and the union-of-sets symbol stands for a merger of all the variables of each included branch, of all the random measurement errors e k=N br k=1 e tot
The unknown vector x includes the systematic errors of all the voltage and current measurements that are common to adjacent branches. Because the equivalent measurement errors of connected branches involve common measurements, the associated random errors are correlated as discussed in Section II-C.
Besides the voltage drop constraints defined by (11), topological constraints are present when considering a set of branches. Two of them are particularly important for DNs: constraints given by injection (or, equivalently, absorption) nodes and zero-injection constraints.
Looking at Fig. 1 , it can be seen that the additional constraint given by Kirchoff's current law (KCL) at a node j is
where j is the set of nodes adjacent to node j and i j k = −i kj for each branch current. If the injected current phasor i j is measured, additional equations can be added to those of (11) . The details on the derivation of the constraints given by (12) are given in Appendix B (see also [22] ), but the final relationships are
where η j and ψ j are the systematic magnitude and phase angle errors associated with the current injection measurement, similar to other current measurements. The two random errors of the equivalent measurements defined by (13) and (14) are defined as follows:
where the current injection PMU errors have been considered together with those of branch currents. Every node current measurement thus gives two additional constraints with two equivalent measurements that can be added to the global estimation model. Similarly, two additional equivalent measurements are obtained when a zero-injection node is considered. The relationships in (13) , (14) , and (15) are simplified since no injection measurements are involved. Thus, no additional unknowns are present and the equivalent measurements link the real and imaginary current balance at a zero-injection node j to systematic errors present on the branch measurements. New couples of equivalent random errors, indicated by subscript " j −zero," are defined as follows:
When a full set of network branches is involved in the estimation, equations from (13)-(16) can be used to improve the performance. Prior knowledge about transducers and impedances can be inserted as was detailed in the singlebranch case. Since multiple cases and repeated measurements are used, all the constraints have to be defined for each time stamp and there are then multiple equations such as (15) and (16) to augment the system of (11).
C. Iterative WLS Solution
Once the whole measurement model is defined, the proposed algorithm relies on an iterative WLS estimation method, which considers, at each iteration q + 1, the linearization of (11), (13) , and (14) around the state estimated from the previous iteration q. The full system can be expressed as
where y includes all the equivalent measurements (relating to branches, injections, and zero injections), f(·) is the nonlinear measurement functions vector, and represents all the equivalent measurement random errors. The aim of the iterative estimation is to achievex = arg min x y − f(x) (where · indicates the Mahalanobis norm that allows using −1 as a weighting matrix). Thus, at iteration q, the following solution is computed:
r q r q (18) where r q = y − f(x q ) is the qth iteration residual vector and F(x) (df/dx T )| x indicates the Jacobian matrix of f computed at the generic state x. The iterations stop when x q+1 ∞ < δ (for the tests, δ = 10 −7 will be used), that is when the state variations become negligible. The solution of (18) requires the computation of the gain matrix F(x) T −1 r q F(x) and, thus, of F(x q ) and of the covariance matrix.
As detailed in Appendix A for branch constraints and in Appendix B for injection constraints, the Jacobian F(x) can be computed considering the partial derivatives of the functions f i j of (8), f r j and f x j of (13) and (14) and, with similar notation, of f r j −zero and f x j −zero functions, referred to all included constraints. The sub-Jacobians F j and F j −zero due to the couples of injection constraints are constant, since the corresponding functions are linear, while the sub-Jacobian F i, j corresponding to voltage drop constraints is state dependent and thus iteration dependent.
Matrix r q can be obtained by applying the uncertainty propagation law to the equivalent measurement errors expressed as functions of the PMU errors. Excluding the equations due to prior information, the general expression is
where E is the Jacobian matrix of the error functions. In Appendixes A and B, the expressions of the errors for each type of equivalent measurement (voltage drop, injection, and zero injection) are reported along with the corresponding submatrices of E. Once the complete measurement system is defined, sets of measurements relating to different time stamps are considered to be decorrelated when building the covariance matrix and prior information is treated as independent of all other equivalent measurements. When multiple branches are considered, for a single time stamp t, current injection (and zero injection) equations introduce random errors that are correlated with the errors from the voltage drop equations for all the branches connected to the corresponding node because the same PMU current measurements are involved. This can be seen from the submatrices of E in Appendixes A and B.
The vector of unknown parametersx is finally estimated along with its covariance matrix
where prior is the covariance matrix associated with prior information and the gain matrix of the WLS estimation is computed using the estimated values. This algorithm can be applied to collected PMU data either online or offline. The specific implementation depends on distribution system operator needs and the available communication and computation infrastructure.
III. TESTS AND RESULTS
In this section, the impact of different factors on the estimation accuracy and, in particular, on the accuracy of network parameters estimation is thoroughly investigated by means of simulations in the MATLAB 2017 environment. The 102-node ATLANTIDE Italian rural representative network (ATLN in the following) is used for these simulations (see Appendix C and [29] ). It includes (see Fig. 2 ) seven feeders with 102 medium voltage (MV) nodes supplied by one high voltage to MV substation. It is mostly composed of small cross-sectional overhead lines with the total length of about 160 km. The overall nominal load (a mix of agricultural, residential, and small industrial customers) is about 20.21 MVA at the peak. In the following, each branch number is given by the node number of its end node decreased by one.
All the tests described in this section consider a coordinated monitoring infrastructure composed of PMUs (for instance μPMUs) located at each node and measuring all the node voltage and branch current synchrophasors. While this would be prohibitively expensive at present PMU prices, as costs decrease we expect such a setup to become more and more realistic and μPMUs to become widespread for different applications [30] . Currently, different research projects are ongoing to design low-cost PMUs [31] , [32] , and the aim is a pervasive installation in DN [33] . In the tests, every branch is considered to be monitored by only one PMU, as in Section II, and all the measurements are referred to the same timescale, since PMU time tags allow alignment. The method can apply to single branches or to portions of the DN (e.g., the most important sets of branches), as discussed in Section II. Its applicability depends on the available PMUs; unobservable branches (considering also the topology constraints) cannot be included in the estimation process.
For PMU accuracy, the maximum total vector error (TVE) under steady-state conditions is set equal to values typically found in the specifications of commercial PMUs. Voltage and current magnitudes and phase angle random errors have been assumed to be uniform variables (due to the lack of additional a priori information) with maximum deviations corresponding to maximum TVE values. For example, when a maximum TVE of 0.1% is assumed in the following, maximum amplitude errors V = 0.1% and I = 0.1% are used for voltage and current synchrophasor measurements, and maximum phase angle errors are set to φ = 0.1 × 10 −2 rad (0.1 crad) and θ = 0.1 crad. As described above, the variances and the weights are chosen according to the assumed deviations and distributions. (σ = / √ 3 holds for all the considered quantities.)
As discussed in Section II, systematic errors are assumed to be associated with voltage transformers (VTs) and current transformers (CTs). For the following tests, the maximum errors for VTs and CTs are chosen according to the precisionclass definitions in the standards IEC 61869 (part 2 [24] and part 3 [25] ). Specifically, all transducers are considered to be of Class 0.5, and a 0.5% maximum ratio error and 0.6 crad maximum phase displacement are used for VTs. CTs are assumed to have a maximum ratio error of 0.5%, while maximum phase displacement is 0.9 crad (that is the value indicated in [24] for current magnitudes larger than half the rated value). VT and CT maximum errors are assumed to be the maximum absolute values of ξ , α, η, and ψ. The transducer errors are assumed to be uniformly distributed, and thus the standard deviations are √ 3 times lower than the maxima.
A. Multiple Cases
The first factor that plays a key role in the estimation process is the number and variety of network operating conditions included in the estimation framework. The following analysis is performed using the analytical expressions of the estimator uncertainties, given by the formulas of the variance-covariance matrix (20) of the WLS algorithm. Fig. 3 reports the standard deviation, computed from the diagonal elements of (20) , of the estimated correction parameters of the line resistance and reactance (that is, γ i j and β i j ) when a single branch is considered (branch 32 of the ATLN, first branch of the third feeder), and a −10% deviation of line parameters is assumed Fig. 3 .
Standard deviations of the estimated resistance and reactance correction parameters with a varying number of operating conditions. Tables I and II for easier legibility. It is used to show the quality of the estimation because it can be used to define the expanded uncertainty intervals around the estimated values.
Increasing the number of cases considered, which, as indicated in Section II-A, correspond to different network conditions obtained by randomly varying the loads by a maximum of 50%, allows an improved impedance estimation, but uncertainty, after a few tens of cases, cannot be significantly reduced without acting at different levels (e.g., choosing instruments with higher accuracy).
Following a similar approach, the results can be obtained with a fixed number of network conditions by changing the load variability level among different cases. In Fig. 4 , the standard deviations of γ i j and β i j for the same branch are reported when 10 cases are considered, and it is clear how larger load variations lead to improved estimations. Another test, using the same number of cases, involved changing the overall network load by proportionally changing all the nominal loads in a given range (in Fig. 5 , the range 60%-200% is considered), while keeping constant the load variability level among the cases. As might be expected, heavier loading conditions lead to larger variability of node and branch power flows, allowing for operating conditions that are more distinct among cases.
In summary, the accuracy of the estimator strongly depends on the variety of the cases involved, since (as described in Section II-A), they add a set of constraints on the unknowns that incrementally limits their range of variability. Nevertheless, their impact on accuracy has a lower bound that depends on the accuracy of the available measurements, Standard deviations of the estimated resistance and reactance correction parameters with a varying level of network load. Fig. 6 .
Standard deviations of the estimated resistance and reactance correction parameters with a varying accuracy of PMU measurements.
as can be seen in Fig. 6 , where the standard uncertainty of resistance and reactance estimation for the same branch is reported with respect to the PMU accuracy in terms of TVE%.
B. Multiple Branches
While in Section III-A, the achievable estimation uncertainty is investigated on a single-branch basis for analysis purposes, it is important to assess the performance of the proposed technique when the impedances of multiple branches are simultaneously estimated. With this aim, different portions of the ATLN are simultaneously estimated, and the results are compared with the base case of single-branch estimation. The 10 cases and 10 sets of measurements for each case are used, assuming that PMU accuracy is TVE = 0.1% and parameter variation of −10% as above. Table I reports the standard deviations of the estimated parameters γ (relating to line resistances) for selected branches of the network belonging to different feeders. For each reported branch, sets of 1, 2, 3, and 5 branches to which it belongs are considered, showing that the standard deviations decrease, sometimes only slightly, when a higher number of branches are considered. The influence of multiple branches on a straight line, defined as a line on which a node can be shared only between two branches, depends on the specific configuration of the branches and on the connected loads and laterals. But it decreases when the additional branches are far from the one under consideration. The impact is mainly due to the additional constraints on each branch voltage imposed by the measurements on neighboring branches.
Other important configurations are those corresponding to single nodes shared between multiple branches. Fig. 7 shows the percent standard deviations of the resistance and reactance estimations (two y-axes are used for the sake of clarity) when branch 1 impedance is estimated by progressively adding branches to the model. The branches added are those connected to the substation and belonging to different feeders. The uncertainty decreases with the number of branches considered, and each additional constraint has a different impact on the estimation.
C. Topology Constraints
To investigate the role of the constraints arising when a set of nodes and branches is considered as a whole for the estimation process, a discussion of the impact of all equivalent measurements is presented. Zero injections add the equality constraints given by the KCL between the measured currents flowing in the adjacent branches. Their main impact is therefore on the accuracy of the current measurements and on the range of variability of the corresponding current transducers. Table II shows the results (the same test conditions as above) in terms of standard deviations of the resistance and reactance correction parameters for two connected branches (32 and 33) when the shared node is a zero-injection node. It is clear that the additional equality constraint involving the measured currents positively affects the line impedance estimation (10 network conditions are considered as before), and the contribution is larger when a higher number of repeated measurements is considered. Repeated measurements or increased measurement accuracies clearly not only reduce the estimation uncertainty but also emphasize the importance of current-based constraints. 
D. Entire Network
To complete the analysis, it is interesting to show the overall behavior on an entire network when a full set of Monte Carlo (MC) simulations is performed. This case is used to show the possibility of extending the estimation to large portions of the network, since the algorithm can work on different sets of branches depending on the available measurement system. In the following, 10 network conditions and 10 repeated measurements are used. The network parameters, transducer errors, and, obviously, the measurement errors are randomly extracted from uniform distributions corresponding to their accuracy range for 1000 trials. Fig. 8(a) and (b) shows the root-mean-square errors (RMSE) in the estimation of the resistance and reactance, respectively, for all the network branches when line parameters can randomly vary up to 30% with respect to the nominal values. The plain line indicates the RMSEs computed on the randomly extracted impedance values (theoretically, they are constant at 17.3%), while the crosses show how the uncertainty in the estimation of the parameters varies from branch to branch, depending on different load and topology aspects.
The corresponding average errors are much lower than the reported RMSE values (from 12 to 883 times, depending on the considered branch), thus confirming the usefulness also of the standard deviation to describe the estimation uncertainty.
Some of the branches show a small RMSE reduction with respect to the random a priori values. This occurs for short or lateral branches connected to leaves of the network tree, and, in particular, to lightly loaded branches. As an example, Fig. 9 shows the RMSE variation with load for the resistance of branch 18, which has the above characteristics (lateral and lightly loaded). Repeated tests have been performed by changing only the rated power of the attached leaf node (node 19). As expected, estimation accuracy increases with the load (1× to 5× factors are considered in Fig. 9 ). The estimation for such lines is tough and would require more accurate transducers and measurements. Nevertheless, it is important to highlight that such branches, precisely because of their particular characteristics, are less relevant for applicationlevel procedures relying on the line parameter knowledge, e.g., for distribution system state estimation, and thus their estimation errors are often not crucial.
To give an idea of the impact of the proposed algorithm, it is useful to perform the direct estimation of the impedance parameters by means of the measured synchronized voltage phasors at both ends of each line and of the corresponding current phasor. This is the classic approach to parameter estimation, and it has many issues. For a fair comparison, it has been performed on exactly the same data with the same number of trials as the above test. To reduce the variability, each estimation is defined as the average of all the estimations performed with the measured synchrophasor set associated with a given time stamp. The lowest RMSEs for branch resistance and reactance are, respectively, 15.66% and 18.34% (for branch 32 and branch 27, respectively), but there are many branches showing values above 100% and even far larger. This is mainly due to systematic errors that are not considered in the estimation model and can lead to extreme results, in particular for short and lightly loaded branches.
It can be observed that the proposed algorithm also allows for the estimation of transducer systematic errors (ξ , θ , η, and ψ parameters), since they are included in the measurement model. Considering the above test, the amplitude ratio and phase displacement errors of the VTs can be estimated with RMSEs values up to 0.04% and 0.04 crad, respectively. These values represent the remaining errors and can be compared with the VT class errors (i.e., if expressed in rms, 0.29% 0.5/ √ 3% and 0.35 crad 0.6/ √ 3 crad, respectively). CT systematic errors can be estimated with lower accuracy, but a full investigation of the potentialities of the method for the estimation of transducers' behavior is beyond the scope of this paper.
Finally, a brief discussion on computation times is reported. The average number of iterations is 4 (2.9 with δ = 10 −5 ), and the computation time average (obtained under MATLAB environment in a Windows 10 OS notebook equipped with an Intel i7 2.60 GHz CPU) on the MC trials is 6.879 s on the whole network and 0.002 s in a single-branch configuration (branch 32). The adopted accelerated algorithm that exploits repeated measurements allows a reduction of computation time in the order of 90%.
IV. CONCLUSION
This paper has presented an iterative algorithm to simultaneously estimate network line parameters on multiple branches using a PMU-based monitoring system. It has been shown that it takes account all transducer errors and different uncertainty sources with a sound uncertainty modeling. It was shown how multiple measurements gathered from the network under different conditions are used, thus allowing the method to simultaneously calculate network parameters on multiple branches so that relevant network topology constraints can be added and the measurement system is used to maximum effect. In the future work, the proposed method can be extended to a three-phase network model using the same approach for definition of the measurement chain uncertainty.
APPENDIX A DERIVATION OF BRANCH MEASUREMENT MODEL
From (5) and (6), using the notation of (7) and (8) Considering (A.1) and (A.2), the constraints are given by y i j = f i j (x i j ) + (x i j , e i j ). When the iterative algorithm is applied, its linearization around the temporary solutionx q can be considered
where E i j (x) and G i j (e i j ) = (d /dx T ) are detailed in (A.5) and (A.6), as shown at the bottom of this page, while n is the number of elements in e i j , I n is the identity matrix, and ⊗ indicate the Kronecker product. The last random term of (A.4) follows from (dG i j (e i j )x q+1 /de T ) = (dG i j (e i j )/de T i j )(I n ⊗ x q+1 )e i j when J i j is the constant matrix derivative of G i j with respect to the PMU random errors (see [34] ). From (A.4), considering that after a few iterations toward convergence x q+1 → 0 and thus cross-multiplications of its elements with the small random errors can be neglected, the random errors can be approximated by E i j (x q )e i j . From this expression, the covariance matrix directly follows as E i j (x q ) e i j E i j (x q ) T . 
