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摘 要: 本文回顾了离群点数据挖掘技术的研究成果 , 对
高维离群点数据挖掘技术进行了简要的评述 , 并在此基础
上 提 出 了 一 种 基 于 粗 糙 聚 类 的 高 维 离 群 点 数 据 挖 掘 的 算
法 , 采用粗糙集方法选择出最优子空间 , 直接对高维空间数
据进行聚类 , 并对子空间离群点进行数据挖掘 , 取得了良好
的效果。
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一、引言
离 群 点 或 异 常 点 目 前 尚 未 有 一 个 普 遍 认 可 的 定 义 。
Hawkins( 1980) 揭示了离群点的本质 : “离群点的表现与其他
点如此不同 , 以至于让人怀疑它是由完全不同的机制产生
的。”总之 , 离群点是指在大型数据集中 , 存在着不遵循数据
模型的普遍行为的 , 与其余数据有很大的不一致的数据 , 其
通常是由于测量误差 , 或是数据固有的可变性的结果。在现




一些应用中 , 如金融保险领域的保险 欺 诈 、信 用 卡 欺 诈 、异
常交易行为的分析 ; 通信领域的手机盗打、网络入侵的检
测 ; 医学领域的病症诊断和药物分析等 , 离群数据挖掘技术
都起着非常重要的作用。随着社会的不断发展 , 经济社会的
各项活动越来越复杂 , 其中往往夹杂着大量的高维离群数
据 , 这些离群点在多个方面、多个指 标 出 现 了 异 常 , 产 生 的
行为可能带来更为严重的后果 , 因此 , 高维空间下的离群点
挖掘更具有实用性。
二、粗糙集理论概述
粗糙集理论是由 Pawlak( 1982) 提出的一种用于处理不
确定性和不精确性知识的数学工具。其基本思想是在保持






属性值来描述的。信息系统表示为 S=( U,Q,V,f) , 其中 U 是
对象的非空有限集合 , 称为论域 ; Q=C∪D 是属性集合 , 子集
C 和 D 分别称为条件属性集和决策属性集 , V=∪q∈QVq 是属
性 值 的 集 合 , Vq 表 示 属 性 q∈Q 的 值 域 , f:U×Q→V 是 U×Q
到 V 的一个映射。
在粗糙集中 , 论域的划分是依据等价关系进行的。在信
息系统 S=( U,Q,V,f) 的任一子集 A$Q 上 , 论域 U 上的一个
等价关系为:
IND(A)={(xi,xj)∈U×U:f(xi,q)=f(xj,q),q∈A ( 1)










在信 息 系 统 S 中 , 若 对 于 A$Q 满 足 RA=RC, 而 且 对 于
%q∈A, R(A- {q})≠RA, 则称 A 为信息系统 S 的一个约简。所有




数据本身提供的信息 , 无须任何先验知识 ; 表达不确定或不
精确的知识、分析不一致信息 , 对不 确 定 、不 完 整 信 息 进 行




是基本一致的 , 因此 , 我们选择粗糙 集 技 术 , 借 助 一 种 基 于




在粗糙集中 , 信息系统的核是唯一的 , 而且它是任意约




信 息 熵 通 过 事 件 发 生 的 概 率 来 表 达 知 识 所 含 的 信 息
量 , 它度量了信源提供的平均信息量的大小 , 我们可以用其
来表示信息系统中 , 等价关系所包含的信息量。在信息系统





统计教育 2007 年第 9 期





"pi ln(pi ) ( 2)
其中 pi=|Xi|/|U|为等价类 Xi 的概率 , |Xi|为 Xi 的基数 , |U|






量。在信息系统 S 中 , A#C, 则对于$a∈(C- A)在 A 中的重
要性定义为 :
SGF(a,A,D)=H(D|A)- H(D|A∪{a}) ( 3)
由定义可知 , 当 A=! 时,SGF(a,A,D)=H(D)- H(D|a), SGF(a,
A,D)≥0, 且 SGF(a,A,D)的 值 越 大 , 在 已 知 等 价 关 系 RA 的 条
件下 , 属性 a 对于决策属性 D 越重要 , 必须将该属性加入到
约简属性子集中。当 SGF(a,A,D)=0 时 , 属性约简终止。
下面给出了基于信息量的属性约简算法 , 来求解最优子
空间。
( 1) 确定信息系统的核。首先设属性 A 集为空集 , 即令
A=!, 计算信息系统 S 中的条件信息熵 H(D|C)、各属性条件
信息熵 H(D|ai)及各属性的重要性 SGF(ai,A,D), 其中 ai∈C。若
SGF(ai,A,D)>0, 则 ai 为核属性 , 加入核 Core(A)中 , 即:
Core(A)={a∈A|SGF(a,A,D)>0}。
( 2) 终止条件的初始判断。一般情况下 , 核只是最小约
简的一个子集 , 其信息量小于条件属性集的信息量。令 B=
Core(A), 如果 H(D|B)=H(D|C), 则核为信息系统的最小约简 ;
否则 , 以核 Core(A)为起点 , 加入新的非核条件属性 , 直到满
足终止条件为止。
( 3) 寻找最小约简。求各条件属性信息熵 H(D|B)∪{ai}和
各属性的重要性 SGF(ai,B,D), 其中 ai∈(C- B)。
选出重要性 SGF(ai,B,D)最大的属性 , 将其加入到属性集
中 , 即 B=B∪{ai∈(C- B)|maxSGF(ai,B,D)}。 如 果 有 几 个 属 性
ai∈(C- B)具有相同 的 最 大 重 要 性 时 , 则 选 择 与 B 的 复 合 属
性值最少的属性加入属性集 B 中。
计算新的 H(D|B), 若 H(D|B)=H(D|C), 则属性约简终止 ,
得到最小约简 B; 否则 , 再加入新的属性 , 重复此步计算。
最小约简 B 就是保持原始数据集分类信息的最低维度
空间的属性集 , 其 所 对 应 的 等 价 关 系 RA 就 是 最 优 等 价 关
系。因此 , 最小约简 B 的生成过程 , 就是高维数据子空间的
生成过程 , 也是最优等价关系的生成过程。基于此最优等价
关系及其相应属性集的所形 成 分 类 是 最 优 且 有 效 的 分 类 。






Ramaswamy 等( 2000) 在基于距离的离群点定义的基础
上 , 提 出 了 一 种 基 于 距 离 的 k- 最 近 邻 ( k- NN) 离 群 检 测 算
法 , 根据对象的 k- 最近邻距离赋予每个对象一个离群点得
分 , 从而来找出离群点。其基本思想是 : 如果一个数据总是
远离大部分的数据点 , 则它就是离群点。按照这一思想 , 我
们提出了一种基于聚类的离群点检测算法 , 把数据集中的
每个记录看作是空间上的一个点 , 计算每两点之间的距离 ,
并依据粗糙集聚类的结果 , 给出各分类的离群得分 , 找出与
其它点相距距离最大的点或类 , 该点或类即为离群数据。
首先 , 给定三个参数 , 最小类的大小 ( 类中点的个数 ) n、
近邻点的个数 k 和离群距离阀值 !。
其次 , 对可能的离群点或离群类进行初步判断。根据粗
糙集聚类的结果 , 比较各类的大小 , 如果某一类中点的个数
小于最小类 , 即 ni<n, 则将此类初步判定为可能离群的类 , 等
待进行进一步的分析。
再次 , 计算出各可能离群的类中所有点的 k 个最近邻
距离。Dik(p)表示第 i 个可能离群的类的点 p 和它的第 k 个最
近邻的距离。本文以最常用的欧氏距离来表示空间中两数




*(xi - yi )
2+ ( 4)
然后 , 计算各可能离群的类的离群得分。根据每个点的







*Dij (p) ( 5)






*scorei (p) ( 6)
最后 , 确定离群类及离群点。比较可能离群的类的离群





空间 , 在最优子空间上进行挖掘这一思想 , 本文沿袭了这一
思路。但与以往的方法不同之处在于 , 本文采用粗糙集中属
性约简的方法 , 进行粗糙集聚类 , 求 解 出 最 优 子 空 间 , 并 采
用基于聚类的离群点数据挖掘方法 , 通过离群得分来发现
高维空间数据集中的离群点。
本文所提出的算 法 能 够 较 好 进 行 高 维 离 群 点 检 测 , 但
在参数值 k、n 和 ! 的选取 , 以及算法性能的提高等方面还
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