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Abstract
This paper presents empirical evidence based on a unique dataset drawn from a
matched employer-employee panel of Danish firm data that illustrates the importance
of reallocation of labor resources from less to more productive firms for aggregate pro-
ductivity growth. This reallocation is more prominent when differences in the work
hours across firms are accounted for. In addition, this study explores the dynamic inter-
action between hours and employment found at the firm level. Empirical facts presented
here suggest that in the short run firms use the variation in hours to mitigate changes in
the number of workers.
1 Introduction
Large and persistent firm productivity and wage differentials have been reported by
existing empirical studies for various countries and time periods ([9] provide an excel-
lent review of the literature). Another widely cited finding in the literature is that pro-
ductivity and wage differentials across firms are closely related (see for instance [20]).
The fact that more productive firms pay on average higher wages implies that workers
have an incentive to seek for higher paying jobs and move to more productive firms.
The existence of intrinsic productivity differentials means that reallocation of labor from
less to more productive firms will generate efficiency gains. Recent literature has shown
that such reallocation may well account for a large fraction of both the level and the
growth rate of aggregate productivity (see among others [21] for the US data and [29]
for the Danish data).
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The idea of growth-enhancing reallocation relies on the assumption that labor market
frictions - such as the costs of searching for new employees, hiring and training costs,
dismissal notice periods, mandated severance pay, etc. - prevent firms from adjusting
their employment in response to productivity changes. In order to understand the extent
to which labor adjustment costs hinder the reallocation of labor resources across firms,
I examine and document the ways in which firms vary their labor resources. Firstly,
I analyze labor dynamics distinguishing between gross and net employment changes.
Secondly, I investigate the trade-off between changes in the number of workers that the
firm employ and the number of hours that each employee is working.
The empirical analysis in this paper is based on a unique dataset drawn from a
matched employer-employee panel of Danish administrative firm data that contains all
private firms in the economy for the period of 1999-2006. This dataset provides quar-
terly information on total work hours, payroll costs, and value added, while employ-
ment information is available on a monthly basis. These micro data have a number of
advantages. Firstly, a labor productivity measure used in this paper accounts for dif-
ferences in labor utilization across firms: firm productivity is constructed as a ratio of
value added to total labor input, where labor input is measured as the total firm-level
work hours (as opposed to using the number of workers or the product of the number
of workers and industry-level average hours as in [21]). Secondly, most of the existing
studies, which explore the connection between firm-level and aggregate productivity
growth and the role for reallocation, focus predominantly on the manufacturing sector
(see for example [8]).1 The data in this paper allow for a broader analysis that includes
all private businesses in the economy. Thirdly, high-quality longitudinal links ensure
that firm entry and exit can be identified precisely, which enables me to investigate the
effect of entry and exit on labor productivity dynamics.
In this paper, I distinguish between job and worker flows in light of their distinct
implications for labor adjustment costs. To achieve the same net employment change
firms may modify their attrition rates, as opposed to hiring or laying off employees, and
in that way avoid paying hiring and training costs. In the data, time-consistent firm
and person identifiers ensure that accurate monthly hiring and separation flows can be
constructed. The two questions I address here are: do contracting firms shut down their
hiring channels and rely on attrition or do they increase their separations, and vice versa,
do growing firms raise their hiring rates or do they devote more resources to retention
rates?
1[21] is a notable exception: they analyze the retail trade sector in the US.
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The scarcity of high-frequency micro data on work hours is the dominant reason for
the lack of a detailed analysis of the trade-off between changes in hours and employ-
ment. Due to data limitations, most of the existing empirical literature on labor input
dynamics that exploits information on work hours refers to industry-level data (see for
instance [31] and [26]). [16] use establishment-level data that pertain to the US manufac-
turing sector and that are more than three decades old.2 The dataset used in this study
allows me to examine firm-level dynamics of hours and employment on a quarterly ba-
sis. Moreover, the Danish firm data include all private businesses in the economy, hence
enabling the comparison of labor adjustment patterns across industries.
I begin my analysis by documenting differences in labor productivity and wages
found among firms in the Danish labor market. I find that more productive firms pay
higher wages, in line with rent-sharing theories. Gross expansion and contraction rates
of input and output are about 20% a year, with most of reallocation happening within
the same four-digit industries. I show that more productive firms increase their use of
labor resources, whereas less productive firms lose their workforce. Furthermore, this
reallocation pattern from less to more productive firms is more prominent in terms of
total hours than in terms of employment, suggesting that firms adjust both the number
of workers they employ and their average work hours. Over the period of 2002-2006,
about half of the expansion in output and labor input is accounted for by entering and
exiting firms.
I show that the Danish labor market is characterized by considerable magnitudes
of job and worker flows: monthly hiring and separation rates average about 9 percent;
whereas job creation and destruction rates exceed 5 percent. I find that worker flows
and job flows are quite distinct, with only about one third of monthly hires and sepa-
rations associated with job creation and job destruction, respectively. At the same time,
expanding firms rely primarily on hires, while contracting firms reduce their workforce
mostly through separations.
Finally, the analysis of labor input dynamics at a quarterly frequency reveals a nega-
tive association between growth of hours and employment suggesting that in the short
run the variation in hours can partly replace changes in the number of workers. More-
over, changes in work hours precede changes in the workforce. These observations are
consistent with the idea of a fast response in hours to productivity changes and a more
sluggish response in employment.
2They build their analysis on the Longitudinal Research Database, which includes quarterly work
hours information at the establishment level for a sample of manufacturing firms for the period of 1972-
1980.
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Overall, substantial productivity and wages differentials found among firms in the
same narrowly defined industry and a high pace of reallocation of labor resources sug-
gest that reallocation dynamics plays an essential role in aggregate productivity growth.
I show that labor utilization, measured by the average work hours, is an important chan-
nel through which firms adjust their labor resources. In the short run, changes in hours
serve as a substitute to employment variation.
The paper proceeds as follows. Section 2 provides a brief description of the Danish
labor market, focusing primarily on the role of collective bargaining. In Section 3, I give
details on the data sources used for the analysis and on the construction of variables
of interest. Section 4 presents empirical facts about the shape and evolution of the la-
bor productivity distribution among Danish firms and examines the link between wage
and productivity differentials. I report the gross reallocation rates of input and output
and the effect of firm entry and exit on productivity dynamics. Section 5 explores the
variation in firm-level employment in detail, based on monthly job and worker flows.
In Section 6, I investigate a dynamic interaction between changes in employment and
changes in work hours per employee. The last section summarizes key findings.
2 Danish labor market
The Danish labor market is regulated mostly by collective bargaining agreements be-
tween trade unions and employer organizations: about 80% of all employees are union-
ized.3. Collective agreements regulate wages and main issues pertaining to work con-
ditions, such as overtime, paid leave, etc. One feature of this system is that there is no
statutory minimum wage; instead, collective agreements are the main mechanism for
regulating low pay. In general, there are three ways in which wages are determined.
First, the standard pay system means that wages are set in a centralized way under the
framework of the collective bargaining agreement and no local adjustments of pay are
allowed. The second system is fairly flexible in that it allows for firm-level wage ne-
gotiation, while the central bargaining determines only a minimum wage. Finally, the
third system is completely flexible and has no centrally agreed pay rate. The recent ten-
dency in the labor market is for the unions to play the role of a coordinating institution,
whereas wages are negotiated at the firm level. The percentage of union members that
were covered by the fixed pay rate system has decreased over the past decades from
3See Danish Confederation of Trade Unions website (as downloaded on May 20, 2010):
http://lo.dk/Englishversion/About%20LO/TheDanishLabourMarket.aspx
4
34% in 1989 to 16% in 2004, while the opposite is true for the flexible wage setting - its
share among all employees has risen from 4% in 1991 to 22% in 2004.4
There is no statutory protection against dismissals as there is no statutory minimum
wage. Collective agreements’ rules on individual dismissals are particularly flexible,
which makes the Danish labor market one of the least rigid by international standards.5
Long-term employees receive an average of one month’s wage compensation upon dis-
missal. For comparison, a severance pay in Portugal is three months of wages for short-
term employees and up to twenty months for long-term employees; up to four months
of wages in France, up to nine months of wages in Netherlands and up to a year in
Spain.6 Regulations on dismissals may differ across industries. For instance, average
notice periods vary from three days in construction to one month for industrial workers
and up to three months for salaried workers depending on their seniority in a firm.7 The
reason for short notices is that employees in turn have flexibility to switch jobs: workers
are required to notify their employers eight days in advance if they want to quit. In
addition, there has been an increase in the use of temporary contracts and there are no
longer limitations on how often these temporary contracts can be renewed.
Working time has always been one of the primary issues in collective bargaining in
Denmark; however, until the 1980s the total length of the workweek has been the domi-
nant concern. In the mid-1990s the focus shifted to the variability of working time allow-
ing for additional flexibility of work hours. For instance, in the manufacturing sector the
collective agreement was introduced in 1998 that specified that working time could vary
over a twelve-month period as long as the average weekly hours amounted to 37 hours
a week, provided that an agreement between management and a union representative
4Source: [4].
5Here, I refer to measures of labor market flexibility developed by [12]. Their
original data have been extended by the World Bank and are available at
http://www.doingbusiness.org/ExploreTopics/EmployingWorkers/. Difficulty of firing index, which
includes requirements for grounds for dismissal, dismissal procedures, severance pay and terms of
notice, is 0 out of 100 in Denmark compared to, for instance, 30 in France, 40 in Italy, and an average
of 22.6 for OECD countries. Overall rigidity of employment index, which refers to legal requirements
concerning minimum pay, working time, paid holidays, use of part-time and fixed-time contracts, and
dismissal procedures, is reported to be 7 out of 100 for Denmark compared to 26.4 OECD average (as
downloaded on May 10, 2010).
6“The flexible labour market needs strong social partners. The European discussion on the Dan-
ish Labour Market: Flexicurity”. Published by the Danish Confederation of Trade Unions on January
2008: http://lo.dk/Englishversion/˜/media/LO/English/FinalFexicurity.ashx (as downloaded on May
10, 2010).
7In the manufacturing sector’s agreement, for employees under six months of service the employer is
under no obligation to give a notice, then the term of a notice rises with service proportionally so that an
employee with 12 years of service has a right to a 120 days’ notice ([4]).
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is reached locally. Further changes were made in 2004, which stated that specific organi-
zation of the working time could be agreed upon directly with an individual employee
or a group of employees.8
Denmark is characterized by a relatively generous unemployment insurance (UI)
system. The system is based on the UI funds with voluntary individual membership.
About 70% of employees are members of an UI fund (see [5] and the references therein).
Contribution rates are the same across all funds; moreover, the UI funds are subsidized
by the public sector. The entitlement to benefits begins on the day of registration (no
backdating is possible) and continues for up to four years. Beyond four years of receiv-
ing UI benefits or in the case of not being a member of any UI fund, the individual is
eligible for social assistance. The replacement rate - the ratio of UI benefits to wages -
depends on the previous income and is about 60% on average.
One of the main pillars of the Danish unemployment insurance system is participa-
tion in active labor market policies (ALMPs), mainly related to job training and edu-
cation. OECD Employment Outlook provides an estimate of the total expenditures on
active labor market policies in Denmark of about 1.3% of its GDP, the highest percentage
among all OECD countries in 2004. After nine months of unemployment (six month for
individuals younger than 30 or older than 60), workers are obliged to enter the active la-
bor market programs to stay eligible for UI benefits. About 20% of all unemployed and
40% of those receiving social assistance participate in ALMPs (see [5]). [5] show that
although the registered unemployment rate in Denmark is fairly low averaging 6% dur-
ing the period of 1999 to 2006, the gross unemployment rate (that includes the registered
unemployed and people participating in job training programs, paid leave schemes and
early retirement) is twice as high reaching 14% during the same period.
To sum up, the Danish labor market is one of the most flexible in Europe permit-
ting firms to adjust their workforce under a minimum set of regulations. Lax dismissal
rules in combination with a generous unemployment insurance scheme result in a very
mobile labor market. Moreover, recent trends towards decentralization of bargaining
allow for more flexibility in determining both wages and working time because many
conditions can now be negotiated at the firm level.
8Source: [4].
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3 Data
This section describes four main data sources used in the analysis, as well as the con-
struction of the variables of interest. The empirical analysis in this paper is based on a
matched employer-employee panel of Danish firms.9 It includes all private businesses
in the economy over the period of 1999-2006. This dataset is unique in a number of
ways. First advantage of this dataset is that firms’ entry and exit can be identified pre-
cisely, which enables me to investigate the effect of entry and exit on labor productivity
dynamics. Secondly, it provides information on work hours of firms’ employees making
it possible to construct a more accurate labor productivity variable, compared to a labor
productivity measure based on the average industry-level hours used in the previous
literature (see for example [21]). Moreover, the information on employment and hours
is available at a fairly high frequency (monthly or quarterly), which is ideal for the in-
vestigation of a dynamic relationship between adjusting two labor inputs - the number
of workers and the average work hours of each employee. Finally, the data are drawn
from administrative records and therefore are more precise than survey-based datasets
used in existing empirical studies (see for instance [16]).
3.1 Employment
The first dataset is a matched employer-employee panel that includes all individuals
that have paid employment in a given month. The number of workers for each firm is
obtained as a head count of all individuals employed in that firm. Quarterly employ-
ment is derived as an average of three months employment. The particular structure of
this dataset enables me to construct monthly hires and separations for each firm. More-
over, high-quality longitudinal links ensure that thus constructed worker and job flows
series are accurate. Overall, the dataset has more than 10 million firm-month observa-
tions.
9According to the FIDA dataset (yearly matched employer-employee data that provides information
on establishment level employment), more than 99.9% of firms are one-establishment units; while less
than 0.1% of firms have more than one establishment (multi-establishment units comprise about 5% of
total employment). Therefore, the results in this paper are comparable to previous studies that have used
establishment-level micro data.
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3.2 Hours
A work hours series is derived from the second data source, which contains firm
mandatory pension contributions data collected on a quarterly basis. In Denmark, firms
are required to pay pension contributions for each employee according to her weekly
hours of work in the following way (also depicted in Figure 3.2):
• a full contribution is paid for any employee working more than 27 hours a week;
• two thirds are paid for any employee working between 18 and 27 hours a week;
• one third is paid for any employee working between 9 and 18 hours a week;
• zero contribution is paid for any employee working less than 9 hours a week.10
Figure 1: Mandatory pension contribution scheme
0 hours per week9 18 27
Each firm reports the sum of its quarterly contributions over the full set of its em-
ployees. Given the proportionality of this schedule, I construct a work hours measure
10It is important to note that the mandatory pension contributions are differentiated in accordance with
the collective wage agreements: for some employees in the public sector full contributions (A-type) are
paid, while for other employees B, C, or D contributions are paid. These rates of contributions make
up, respectively, about 40%, 60%, and 48% of the ordinary contributions (further details on pension con-
tribution rule can be found on Statistics Denmark website www.dst.dk and ATP Pension Fund website
www.atp.dk). The exact distribution of employees by type of the pension plan is known only on a yearly
basis; therefore, if some workers switch to a different plan within a year then the reported FTE measure
will be incorrect. Given that B, C, or D contributions are paid primarily in the public sector,the empirical
analysis is restricted to private firms. After the exclusion of the public sector, there are about 0.6% of
firm-quarter observations that report having paid other than A-type contributions. These observations
are removed from the analysis to avoid the hours measurement inaccuracy.
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by dividing the total sum of payments by the payment amount for a full-time employee
and multiplying by 27 hours a week times an average of 13 weeks a quarter
HLB = (27hrs ∗ 13wks) ∗ N∗, (LB)
where N∗ is the full-time equivalent employment derived as
N∗ = total pension contributions
a contribution amount for a full-time employee
.
Implicitly, I assign the left boundary of the respective 9-hour interval to all workers so
that the hours variable constructed in this manner represents a lower bound on the total
quarterly work hours.
Alternatively, I construct an upper bound measure of work hours, for which I use
the right boundary point for each of the 9-hour intervals depicted in Figure 3.2. The
right boundary of the last interval is assumed to be 36 hours a week. This assumption,
albeit not very realistic, preserves the proportionality of the hours schedule. Also, if the
number of workers in a given firm is higher than the number of full-time employees, I
allocate 9 hours of work to those extra workers. In sum, the upper bound on weekly
work hours per employee is defined as
HUB = (36hrs ∗ N∗ + 9hrs ∗ (N − N∗)1 [N > N∗]) ∗ 13wks, (UB)
where N∗ is full-time equivalent employment and N is the number of workers. Both
hours measures give very similar results for most of the empirical relations presented in
this paper with the exception of hourly wages and hours relationship that is discussed
in detail in Section 6. Thus, the moments below are based on the lower bound measure
of work hours unless stated otherwise.
Combining work hours data derived from firms’ pension contributions with quar-
terly employment, I compute a quarterly hours per worker series for each firm, which
I use as a measure of labor utilization. It is important to bear in mind that this hours
variable, due to its interval nature, may mask some of the variation in actual hours that
happens in response to changes in demand, input prices, etc. This is particularly true in
the event of a positive shock since it is impossible to identify overtime. Changes in labor
utilization will be reflected in the data only when employees move between the 9-hour
intervals, for instance, if at least some workers switch from part-time to full-time jobs.
Therefore, the observed hours variation is likely to be underestimated in this case.
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One can argue that firms have a monetary incentive to adjust hours only within (and
not between) the 9-hours intervals in order to minimize pension contributions they have
to pay. The level of pension contributions, however, is relatively low compared to other
labor costs, such as wages, income and social security taxes – a pension contribution
for a full-time employee amounts to about 1% of average wages. It is unlikely that
firms have economically significant incentives to “bunch” workers at the right boundary
point of each interval. To verify this hypothesis, I use the Earnings Survey that collects
information on paid hours of each employee for a given year or for a length of a job
spell if it was shorter than a year. It contains all private firms with more than 10 full-
time employees, with the exception of agriculture and fishery.
Figure 3.2 shows the distribution of the average work hours for salaried (top panel)
and pay-rate workers (bottom panel). Average work hours of salaried workers (that
comprise about 55% of workers in the data) show little variation: more than 60% of
them work about (or exactly) 37 hours a week. On the other hand, average hours of
workers that are paid on a pay rate basis are distributed across all levels of hours. This
graph shows no evidence of “bunching”, expressed as a higher mass of workers at the
right boundary points of the pension scheme intervals.
3.3 Wages
The third dataset contains information on total payroll costs that firms pay in a given
quarter. Wages are measured in Danish Kroner (DKK) and are deflated using quarterly
CPI with 2001 Q1=100. Hourly wages are computed for each firm as
w =
W
HLB
,
where W is a total payroll cost paid in a given quarter and HLB is the lower bound on
the total work hours defined in equation (LB). Wages defined in this manner represent
an upper bound on the firm’s hourly wages. An alternative measure of hourly wages,
w, is constructed using the upper bound of work hours, HUB, as defined in equation
(UB). The latter measure admits firms with zero pension contributions and positive
employment, which would otherwise be dropped from the analysis. The (upper bound)
hourly wages less than 80 DKK per hour are excluded from the analysis. This figure is
regarded as an estimate of the effective minimum wage. In addition, I exclude the wage
rates of the top one percent of the observed distribution. The resulting dataset has about
3 million firm-quarter observations.
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Figure 2: Average hours per week for salaried and pay-rate workers
Notes: The vertical axis show the fraction of workers in each hours category. Source:
Author’s calculations based on the Danish firm data, 2006.
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3.4 Value added
The fourth dataset is drawn from value added tax (VAT) statistics over the period of
2002-2006. It provides information on purchases and sales of all VAT-liable businesses
on a quarterly basis, measured in Danish Kroner (DKK). In Denmark, a business en-
terprise must register for VAT if its annual turnover is expected to exceed 50,000 DKK.
The VAT declaration frequency depends on the annual turnover: firms report monthly
if their annual turnover exceeds 15 million DKK, quarterly if their turnover is between
1 million DKK and 15 million DKK, and semi-annually if it is below 1 million DKK.
To minimize sample selection, I use yearly information on value added to include all
firms regardless of their reporting frequency. About 20% of firm-year observations have
missing or imputed purchases and sales information and thus are excluded from the
analysis. I use the GDP deflator to deflate purchases and sales data.
Value added variable, R, is computed as sales less purchases. Similarly to the hourly
wage measure described above, I construct a labor productivity series as the ratio of
value added to total labor input:
y =
R
HLB
,
The labor productivity variable defined in this manner represents an upper bound on
actual productivity. On average, the data contain about 100,000 firms per year.
4 Productivity and wage dispersion
This section presents empirical facts about the shape and evolution of the labor pro-
ductivity distribution found among Danish firms. I document significant and persistent
labor productivity and wage differentials, which provide an important role for reallo-
cation of labor inputs as one of the driving factors of aggregate productivity growth.
I examine the effect of firm entry and exit on productivity distribution, as well as the
differences between industries. This section also draws the connection between the dis-
tribution of wages and productivity across firms.
4.1 Productivity dispersion
It is a well-documented fact in the literature that productivity distribution is signif-
icantly dispersed and skewed to the right (see Figure 4.1). In Denmark, the ratio of
average value added per employee for firms in the ninth decile of the productivity dis-
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tribution relative to the average in the first decile is about 7 to 1. After accounting for
differences in work hours among firms, labor productivity has a slightly lower disper-
sion: the 90th to 10th ratio falls down to 6. The interquartile range of (log) labor pro-
ductivity averages 0.82, which is higher than 0.57 found by [21] for the US retail trade
service and comparable to 0.85 found by [22] for the US manufacturing sector. Overall,
these observations are in line with empirical facts documented for other datasets (see [9]
for a review). Moreover, similar results are obtained when using alternative measures
of output such as sales or domestic sales (sales excluding exports).
Figure 3: Productivity distribution
Notes: Nadaraya-Watson estimate using a Gaussian kernel with bandwidth of 30.
Shaded area is 90% pointwise bootstrap confidence intervals (clustered by firm ID).
Source: Author’s calculations based on the Danish firm data, 2002-2006.
Table 1 presents a transition matrix that traces the evolution of individual businesses
in the productivity distribution over the period of 2002-2006. In particular, I focus on five
quintiles of hours-weighted productivity distribution in year t and examine, conditional
on survival, what fraction of firms in each of these quintiles end up in the corresponding
five quintiles in year t+ 1. Table 1 also reports the fraction of firms in each quintile in
year t that did not survive until year t+ 1, as well as the distribution of entrants over
the quintiles in year t+ 1.
The first thing to notice is that the diagonal elements of the transition matrix are al-
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Table 1: Transition matrix of relative productivity.
Quintiles (Year t+ 1) Fraction of firms
Quintiles (Year t) 1 2 3 4 5 that exited
1 0.628 0.209 0.083 0.052 0.028 0.137
2 0.193 0.468 0.245 0.075 0.020 0.117
3 0.059 0.218 0.461 0.215 0.047 0.113
4 0.041 0.074 0.184 0.507 0.194 0.112
5 0.016 0.019 0.039 0.168 0.758 0.112
Fraction of entrants
by quintiles 0.254 0.201 0.193 0.170 0.183
Notes: Weighted by hours. Quintile 1 is the lowest productivity and quintile 5 is the highest.
For each pair of quintile combination ij, each cell shows what percentage of firms in quintile i in
year t moved to quintile j in year t+ 1, conditional on survival. The last row shows the average
distribution of entrants over the five quintiles in year t+ 1. The last column shows the average
fraction of firms in each quintile in year t that exited in year t+ 1. Source: Author’s tabulations
from the Danish VAT statistics data, 2002-2006.
ways higher than the off-diagonal, which means that there exists significant persistence
in terms of productivity rankings. This pattern is more prominent for the top and bot-
tom quintiles. Conditional on survival, firms in the top quintile had on average a 76%
chance of staying in the top quintile also next year and only a 1.6% chance of moving
to the bottom quintile. Likewise, businesses in the lowest quintile had a 63% chance
of keeping their relative position after a year and only a 2.8% chance of moving to the
top quintile. Firms in the middle range of productivity distribution exhibit considerable
movement also between quintiles over a one-year period.
It is evident from Table 1 that entering and exiting firms are distributed fairly uni-
formly over the quintiles. The probability of exiting next year is slightly higher among
low productivity firms: about 13.7% of firms in the bottom quintile did not survive until
the next year, whereas for the top quintile the exit rate is 11.2%. Entrants are more likely
to arrive into the bottom two quintiles than in the top two.
Table 2 contrasts firms across five quintiles of the productivity distribution in terms
of their output and their use of labor resources. For each year t, the yearly growth
rates are expressed as first differences of log variables between year t + 1 and t. By
construction, average productivity is increasing from the bottom to the top quintile.
The same relationship holds true for the level of output. However, the growth rates of
labor productivity and output show a reverse pattern. More productive firms increase
their use of labor resources by both hiring more employees and raising work hours per
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employee. Given diminishing returns to labor, more intensive use of labor inputs leads
to a lower (and eventually negative) future growth rates of productivity. For instance,
firms in the top quintile increase their workforce by 4% and their total labor input by
8%; whereas their labor productivity falls by 27%. Firms in the bottom quintile, on the
contrary, lose 2.4% of their workers and reduce their total labor resources by 14%, at the
same time experiencing a 37% increase in their labor productivity and a 23% increase in
output.
Table 2: Reallocation of resources across firms by quintiles of the productivity distribu-
tion.
Productivity distribution quintiles
1 2 3 4 5
Log labor productivity 4.44 5.35 5.64 5.98 6.79
Growth rate, % 37.2 6.0 -1.4 -8.5 -27.3
Employment 18.1 19.1 19.0 16.8 12.4
Growth rate, % -2.4 -1.0 0.1 1.4 3.7
Total hours 20,074 22,170 22,044 19,052 13,072
Growth rate, % -14.1 -9.5 -7.7 -4.0 7.7
Output, in 1000 DKK 2,034 4,700 6,198 7,542 19,893
Growth rate, % 23.1 -3.7 -9.3 -13.1 -21.0
Notes: Quintile 1 is the lowest productivity and quintile 5 is the highest. For each year, all vari-
ables are computed for firms in a given quintile in that year, then averaged over the period of
2002-2005. Yearly growth rates are expressed as first differences of log variables. Source: Au-
thor’s tabulations from the Danish VAT statistics data, 2002-2006.
The evidence presented in Tables 1 and 2 shows that there is considerable turnover of
firms in terms of the relative productivity ranking and the reallocation of labor resources
associated with these productivity changes. To examine these issues more directly, I
estimate average yearly gross expansion and contraction rates of labor input and output
over the period of 2002-2006. Expansion (contraction) rates are defined as an average of
the growth rates of expanding (contracting) firms, where the growth rates between year
t and year t+ 1 are normalized by the average output or input over the two periods. This
procedure generates growth rates in the interval [−2, 2] with endpoints corresponding
to entry and exit (for more details on the properties of this rate measure see [18]). Table
3 shows that growing firms yield on average a yearly gross rate of expansion of 22%
for output and about 12-19% for labor input. Contracting firms exhibit a yearly gross
rate of contraction of 19% for output and 8-15% for input. The five-year gross rates of
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about 60% of expansion and 50% of contraction are similar to the rates reported for the
US retail industry by [21] and are larger than the rates documented by [22] for the US
manufacturing sector. Over the period of 2002-2006, entering firms account for about
35% of output expansion and about a half of employment expansion; analogously, over
50% of contraction of both output and input can be attributed to exiting firms.
Table 3: Expansion and contraction rates of output and input.
Output Employment Hours
1-year 5-year 1-year 5-year 1-year 5-year
Expansion rate 0.215 0.641 0.117 0.578 0.186 0.620
Contraction rate 0.185 0.496 0.084 0.464 0.150 0.493
Net change 0.030 0.145 0.033 0.114 0.036 0.127
Excess reallocation 0.360 0.992 0.168 0.928 0.300 0.986
Entry and exit contribution:
Share of expansion due to entry 0.166 0.352 0.244 0.504 0.283 0.491
Share of contraction due to exit 0.229 0.504 0.304 0.579 0.351 0.589
Fraction of excess reallocation:
Within industry 0.727 0.746 0.814 0.783 0.795 0.784
Source: Author’s tabulations from the Danish VAT statistics data, 2002-2006.
The Danish labor market is characterized by high rates of excess reallocation, which
is defined as a sum of gross contraction and expansion rates less the absolute value of a
net change. Decomposing excess reallocation into between- and within-industry compo-
nents, about 70-80% of excess reallocation can be attributed to within-sector reallocation.
That is, shifts of output and resources happen mostly within four-digit industries.
4.2 Labor productivity and wages
Figure 4.2 illustrates that there is a significant dispersion of average hourly wages
found among firms. Two wage measures are presented here, based on the upper and
lower bound measures of hours, as described in Section 3. The distribution function of
wages, which are constructed using the upper bound of hours, exhibits a lower mean
by construction; on top of that, it shows less dispersion and skewness. The 90th to 10th
percentile ratio is 2.5 and the interquartile range of (log) wages is 0.4.
Figure 5 depicts non-parametric regression of wages on labor productivity.11 More
11Non-parametric regressions in this paper are based on Nadaraya-Watson estimator (with Gaussian
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Figure 4: Wage distribution
Notes: Density estimation is based on a Gaussian kernel with bandwidth of 5.
Shaded areas are 90% pointwise bootstrap confidence intervals (clustered by firm
ID). Source: Author’s calculations based on the Danish firm data, 2006.
productive firms seem to pay higher wages on average, the finding that has been estab-
lished for other countries and time periods (see for instance [20] for labor productivity
and [8] for a TFP measure of productivity). The simple cross-section correlation between
the two series is 0.15 (0.11 for hours-weighted series).12 The relationship appears to be
concave: an increase in wages is more pronounced for the lower part of the productivity
distribution.
Moreover, a positive relation is also found between the growth rates of firm-level
wages and productivity: firms that experience an increase in productivity raise wages
that they pay to their workers (the correlation coefficient between first differences of log
wages and log productivity is 0.42 (0.30 for hours-weighted series)). The fact that both
wage and productivity dispersions are closely related suggests that there are incentives
for workers to look for higher paying jobs and move to more productive firms. That,
or Uniform kernels) and confidence intervals are obtained by bootstrapping (see [32] for a theory and
applications of kernel-based regressions and [27] for bootstrapping methods).
12The correlation between log wages and log productivity is 0.41 (0.14 for the hours-weighted series).
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Figure 5: Relationship between wage and productivity.
Notes: Nadaraya-Watson estimate using a Gaussian kernel with bandwidth of 100.
Shaded area is 90% pointwise bootstrap confidence intervals. Source: Author’s cal-
culations based on the Danish firm data, 2002-2006.
in turn, implies efficiency gains from labor reallocation and, potentially, a reduction in
wage inequality.
4.3 Labor productivity and other factors
In the analysis below, I investigate the relationship between productivity differentials
found across firms and other observable factors. First exercise is to quantify how much
of the wage and productivity dispersion can be accounted for by differences between
industries. I perform the variance decomposition of the total variance of hourly produc-
tivity into between and within (four-digit) industry components. Industry differences
can explain up to 9% (17% for hours-weighted series) variation in labor productivity
among firms, implying that more than 91% (83% for hours-weighted series) of variation
in productivity exists within the same narrowly defined industry. This is consistent with
the evidence presented in Table 3 that about 80% of the reallocation of labor resources
also happens within the same industry. The variance decomposition for hourly wages
18
provides a similar result: the between-industry contribution to wage variation is 9%
(32% for hours-weighted series).13
To analyze the effect of entry and exit on aggregate productivity while controlling
for industry differences, I regress (log) labor productivity in 2002 on four-digit industry
dummies and an exit indicator, which is equal to one if the firm did not survive until
2006. Similarly, I regress (log) labor productivity in 2006 on four-digit industry dummies
and an entry indicator, which is equal to one if the firm has entered over the five-year pe-
riod. Creative destruction models of, for instance, [3] and [24] suggest that productivity
growth is driven primarily by entering firms that adopt new technologies and replace
less productive older firms. These models would predict that entrants are more produc-
tive than continuing firms. Using hours-weighted series, the regression coefficients on
exit and entry dummies are both negative and statistically significant at 1% level: -0.076
and -0.067, respectively.14.The fact that continuing firms are more productive than both
entrants and exiting firms suggests that selection is an important driver for productivity
growth.
Table 4: Correlation between productivity and size.
Value added per employee Value added per hour
Non- Hours- Non- Hours-
weighted weighted weighted weighted
Value added 0.112 0.334 0.096 0.354
Employment 0.000 0.004 -0.002 0.009
Total hours 0.005 0.018 -0.002 0.019
Source: Author’s tabulations from the Danish VAT statistics data, 2002-2006.
If technological progress is capital augmenting or neutral then we expect more pro-
ductive firms to hire more people. However, the data seems to be at odds with this
prediction as employment is virtually uncorrelated with productivity (Table 4). The
non-parametric regression of employment on productivity is depicted in the left panel
of Figure 6. Differences in labor utilization acros firms does not change this finding (see
the right panel of Figure 6). These results are consistent with the findings reported in
13Using the log variables, a larger fraction of the variation can be explained by differences between
industries. About 20% (60% for hours-weighted series) of variation in log productivity and 18% (40% for
hours-weighted series) of the variation in log wages can be explained by the between-industry compo-
nent.
14Non-weighted data shows that the regression coefficients on both entry and exit indicators are not
statistically significant.
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[29]. On the other hand, the relationship between the value added and productivity is
found to be rather strong and positive and more so for size-weighted series (Figure 7).
A positive correlation between output and labor productivity has been previously re-
ported in the literature: [7], for instance, find that the correlation between the two series
is 0.29 for an unbalanced panel of US manufacturing firms.
Figure 6: Relationship between labor input and productivity.
Notes: Nadaraya-Watson estimate using a Gaussian kernel with bandwidth of 100. Shaded area
is 90% pointwise bootstrap confidence intervals (clustered by firm ID). Source: Author’s calcula-
tions based on the Danish firm data, 2002-2006.
5 Job and worker flows
The timing and the extent of employment variation in response to productivity changes
depends on labor adjustment costs, such as recruiting costs, layoff notice periods, man-
dated severance pay, etc. Many of these costs are related to various forms of labor mar-
ket regulations. In fact, it is the current consensus in the literature that legal impedi-
ments to firing workers are responsible for the relatively sluggish employment growth
that many European countries have experienced in recent decades (see for instance [23]
and [28] for empirical studies, [10] for a theoretical model). To understand the extent to
which labor adjustment costs may hinder the reallocation of labor resources from less to
more productive firms, I examine labor dynamics patterns at the firm level.
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Figure 7: Relationship between output and productivity.
Notes: Nadaraya-Watson estimate using a Gaussian kernel with bandwidth of 100.
Shaded area is 90% pointwise bootstrap confidence intervals (clustered by firm ID).
Source: Author’s calculations based on the Danish firm data, 2002-2006.
This section presents key moments that pertain to firm-level employment dynamics
with a particular focus on differences between net and gross employment changes. Net
employment changes are regarded as being driven mostly by demand-side economic
forces, such as an increase in the demand for the firm’s product, technological changes,
etc. Gross worker flows, on the other hand, may be affected by supply-side influences
- such as movement into and out of the labor force, spouse’s relocation, etc. - along
with the demand-side events. Moreover, job and worker flows have different impli-
cations in terms of labor adjustment costs and employment protection regulations - to
achieve the same net employment change firms may modify their attrition rates, as op-
posed to hiring or laying off employees. Finally, different labor market policies impact
net and gross employment changes distinctly. For instance, a new-jobs tax credit acts
through net changes in the firm’s workforce; whereas the introduction of mandated sev-
erance pay affects employment changes mainly through gross worker flows. The goal
of this section is to explore the channels of employment growth: do contracting firms
shut down their hiring channels and rely on attrition or do they increase their separa-
tions, and vice versa, do growing firms raise their hiring rates or do they devote more
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resources to retention rates?
Here, I follow the existing literature in constructing and analyzing job and worker
flows at the firm-level (see for instance [19], [14] and the references therein). Monthly
hires are computed as the number of individuals that are working in a given firm dur-
ing month t but not during month t − 1. Separation flows are equal to the number of
workers that are employed in a given firm during month t − 1 but not during month
t. Job flows are defined as the number of jobs created in growing firms (job creation)
and the number of jobs destroyed in contracting firms (job destruction) within month t.
The corresponding rates are expressed in flows divided by the average employment in
month t and t− 1, according to the methodology of [18]. This procedure yields growth
rates in the interval [−2, 2] with endpoints corresponding to births and deaths.
The data at hand indicate that there is a fair amount of job and worker mobility in
the Danish labor market (see Table 5). Hiring and separation rates average about 9% of
employment. Average monthly job destruction and job creation rates are about 5-6% of
employment (4% for continuing firms). That is, one of every 20 jobs on average is being
destroyed from one month to the next.
Table 5: Average monthly job and worker flow rates.
Non- Emp. share- Emp. share-weighted,
weighted weighted continuing firms
Hires 0.180 0.097 0.078
Separations 0.152 0.091 0.076
Job creation 0.158 0.061 0.041
Job destruction 0.129 0.054 0.039
Net employment change 0.029 0.006 0.002
Churning 0.046 0.074 0.075
Notes: Sample includes all private firms. Source: Author’s tabulations from the Danish
firm data, 1999-2006.
Hiring and separation rates in Denmark are twice higher than the rates in the US
labor market (as reported by [19]), despite the fact that both countries have very flexible
labor market. One reason for this difference in magnitudes of worker flows is various
implicit mobility costs. For example, in the US a large fraction of employees is covered
by employer-provided health insurance (as opposed to state-provide insurance in Den-
mark), which can be regarded as a part of the moving costs by the firm’s employees.
In fact, existing literature on job-lock in the US finds that workers with employer spon-
sored health benefits are less likely to change jobs due to the lack of alternative sources
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of health insurance (see for instance [30]). An alternative explanation arises from dif-
ferences in firm size distributions between the two countries: the average firm employs
10 workers in Denmark, while the average employment in the US is about 18 (see [6]).
Smaller firms, in turn, have more volatile employment than larger firms do (see Figure
8). This is also evident from Table 5: the rates based on raw series are about twice as
high as the size-weighted moments.
Figure 8: Relationship between monthly hiring and separation rates and employment.
Notes: The horizontal axis show average employment over two months. Nadaraya-Watson esti-
mator based on a Gaussian kernel with bandwidth of 10. Shaded areas are 90% pointwise boot-
strap confidence intervals (clustered by firm ID). Source: Author’s calculations based on the Dan-
ish firm data, 2006.
Changes in employment are lumpy: more than a half of all firms do not change their
labor force in a given month (these firms represent about one fifth of the total work-
force). When firms adjust their employment, however, they do so by more than 14%
(10% for continuing firms). The average time period between adjusting employment is
0.9 month. These results are consistent with many theoretical models of piecewise linear
or non-convex labor adjustment costs (see [26] for a review).
To highlight differences between job flows and worker flows, I construct a worker
churning rate, defined as the sum of hiring and separation rates less the absolute value
of the net growth rate in employment (see [14] for more details on this measure). The
churning rate refers to worker flows in excess of job flows. The fact that firms churn
workers indicates that contracting businesses still hire workers and workers leave grow-
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ing firms. The Danish economy is characterized by an average churning rate of 7.5%
(see Table 5). Over the period of 1999-2006, job creation constitutes 32.2% of all (size-
weighted) hires; while 30.6% of all separations are associated with job destruction.
Table 6 shows the relationship of monthly worker flows and firm employment ad-
justment, size-weighted by employment share. The firms are split into five groups ac-
cording to their net employment growth rate. Firms that represent 50.3% of employ-
ment have monthly net employment growth between −2.5% and 2.5%. Contracting
firms reduce their labor force mostly through separations; while growing firms increase
their employment mostly through hiring. However, even contracting firms are hiring at
4.5% rate. These results appear to be qualitatively similar to those found in the US and
Dutch labor markets (see [19] and [25], respectively), but are in contrast to the behav-
ior of French firms reported by [2]. The latter paper finds that employment variation
in France is made predominantly through the hiring margin; that is, even contracting
establishments change their labor force primarily by reducing entry, as opposed to in-
creasing their separation rates.
Table 6: Average monthly hiring and separation rates, by net employment growth rate.
Net Emp. Growth Hires Sep. Net Emp. Share, %
Less than -0.10 0.045 0.496 -0.450 10.1
-0.1 to -0.025 0.040 0.093 -0.053 13.7
-0.025 to 0.025 0.035 0.035 0.000 50.3
0.025 to 0.10 0.093 0.040 0.053 14.8
More than 0.10 0.504 0.044 0.460 11.1
Total 0.097 0.091 0.006 100.0
Notes: Sample includes all private firms. Source: Author’s tabulations from the
Danish firm data, 1999-2006.
Figure 9 displays relationships of hiring and separation rates with net employment
growth at the firm level. Similarly to the results reported for the US labor market by [19],
the Danish firm data exhibit highly non-linear association between the two rates and net
employment growth with a sharp kink at zero. That is, expanding firms rely primarily
on hires, as opposed to adjusting retention rates. Conversely, contracting firms appear to
sustain hiring rates while increasing their separations. [19] also observe that separations
seem to rise more sharply to the right of zero than hires rise to the left of zero. The
reason for that, as they remark, is that expanding establishments have a greater need for
new hires, which in turn have a greater separation propensity. However, no evidence for
such asymmetry between the two series is found in the Danish data. Also, the variability
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of hiring and separation rates is about the same in Denmark: the standard deviation of
monthly series is 24.3% for hires and 22.9% for separations.
Figure 9: Relationship between monthly hiring and separation rates and net employ-
ment growth.
Notes: Following the methodology of [19], the two series are constructed as the mean hiring and
separation rates for narrow growth rate bins that range from 0.0025 to 0.05, with narrower bins
closer to zero. Dashed lines are 45-degree lines from the origin. Source: Author’s calculations
based on the Danish firm data, 2005.
A flexible labor market in combination with a generous unemployment insurance
system in Denmark gives rise to a fairly frequent use of temporary layoffs. In order to
examine worker flows within a quarter, I construct two measures of hires and separa-
tions. The first measure is derived by contrasting employment in the third month of two
consecutive quarters; while the second (cumulative) measure sums monthly flows over
each quarter. Comparing the two measures, it appears that about two fifths of all hires
and separations arise in connection with employment relationships lasting less than a
quarter. Moreover, about 30% of all individuals hired during a quarter were employed
at the same firm during the previous quarter.
Table 7 highlights the differences in worker flows by broad industry groups (in accor-
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dance with the standard Statistical Classification of Economic Activities in the European
Union - NACE). Worker turnover is relatively low in Financial Intermediation, Manufac-
turing, and Electricity, Gas and Water Supply sectors and relatively high in Agriculture,
Fishing, Hotel and Restaurants and Other Social and Personal Services.
Table 7: Average quarterly hiring and separation rates, by industry.
Hiring rate Separation rate
3rd month Cumulative 3rd month Cumulative
Agriculture 0.197 0.330 0.198 0.331
Fishing 0.239 0.445 0.246 0.452
Mining and quarrying 0.120 0.214 0.104 0.198
Manufacturing 0.107 0.167 0.109 0.169
Electricity, gas and water supply 0.086 0.169 0.090 0.173
Construction 0.142 0.211 0.132 0.201
Wholesale and retail trade 0.128 0.184 0.127 0.183
Hotels and restaurants 0.253 0.423 0.260 0.430
Transport and communication 0.141 0.231 0.138 0.228
Financial intermediation 0.077 0.147 0.076 0.146
Real estate and business activities 0.180 0.294 0.177 0.291
Education, health and soc. work 0.125 0.220 0.126 0.221
Other social and pers. services 0.216 0.442 0.214 0.440
Total 0.140 0.226 0.139 0.225
Notes: Moments are size-weighted by employment share. Source: Author’s tabulations from the
Danish firm data, 1999-2006.
If firms devote resources to adjust their retention rates, we would expect to see a neg-
ative association between separations and hourly wages. A number of theoretical mod-
els predict higher separation rates in low-pay jobs. For instance, according to the search
model of [13], the firms are indifferent between a lower pay and a higher turnover or
a higher pay and a lower turnover, thus creating a negative association between wages
and separations. Figure 10 presents a non-parametric regression of the separation rate
on the lower bound of hourly wages. As anticipated, the Danish labor market exhibits
a negative relationship between the separation rate and the average firm hourly wages.
Moreover, the decline in separations is more pronounced for the lowest part of the wage
distribution.
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Figure 10: Relationship between the quarterly (cumulative) separation rate and wages.
Notes: Nadaraya-Watson estimator based on a Gaussian kernel with bandwidth of
20. Shaded areas are 90% pointwise bootstrap confidence intervals (clustered by firm
ID). Source: Author’s calculations based on the Danish firm data, 2006.
6 Hours and employment trade-off
Labor adjustment costs may hinder firms from adjusting their workforce in response
to productivity changes. In that way, adjustment costs slow down reallocation of la-
bor resources from less to more productive firms. In the short run, however, firms can
respond to productivity fluctuations by varying their labor utilization. Consequently,
hours of work become an important channel through which firms can modify their use
of labor resources and economize on hiring and firing costs. This section aims at deliv-
ering empirical evidence of the short-term trade-off between changes in the number of
workers and their average work hours at the firm level.
The key questions to address are to what extent firms vary average work hours of
their employees and whether the dynamic interaction between the firm’s workforce and
its utilization is consistent with adjustment costs models (see for instance [15] and [17]).
If hiring is impeded by search frictions then average work hours overshoot in response
to a positive shock and start falling as the firm’s labor force builds up to its new desired
level. In that case, we expect to see hours and employment moving in reverse directions
in the data. Likewise, a negative shock in combination with mandated layoff notice
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produces an immediate hours response and a more sluggish employment drop, thus
generating a similar negative co-movement of these two variables.
The labor adjustment models predict that firms would eventually adjust their em-
ployment to its optimal level after a sufficient period of time; therefore, the dynamic
trade-off between the number of workers and their work hours exists only in the short
run. In order to test this hypothesis, we need to observe changes in the firm-level
hours and employment on a fairly frequent basis. A scarcity of high-frequency micro
data on work hours is the main reason for the lack of a detailed analysis of the hours-
employment trade-off. The existing empirical literature on labor adjustment that ex-
ploits information on work hours is limited to industry-level data or uses establishment-
level data that pertain to the US manufacturing sector and that are more than three
decades old.15 The empirical analysis in this paper is based on a unique dataset that
includes information on work hours and employment on a quarterly basis.
I construct an average work hours series (ht) as the total work hours derived from
equation (LB) divided by quarterly employment. I focus on the growth rates of hours
and employment expressed as first differences of log variables. The results reported here
are based on raw series, as well as employment share-weighted moments. In addition,
I remove aggregate time effects from the original series and explore the cross-sectional
variation in the growth rates of hours and employment.
Figure 11 depicts histograms of the growth rates of both variables. First, we observe
a significant inaction region in both hours and employment. A spike at zero change in
the average work hours is not surprising given the interval nature of the hours variable
(recall that the hours variable may mask some of the variation in actual hours if workers
do not switch between intervals). The growth of employment is measured more pre-
cisely and thus is more informative about the region of zero employment adjustment:
about 18% of firms employ the same number of workers in any two consecutive quar-
ters. Much lower magnitudes of employment changes have been reported in empirical
studies that look at other European countries. [33], for instance, find that employment
remains unaltered over the course of a quarter for 74.7% of the establishments in a rep-
resentative sample of Portuguese firms. This finding suggests that the Danish labor
market, in comparison to other European countries (especially in continental Europe),
is characterized by relatively low adjustment costs.
Second, despite the fact that hours are measured in intervals, there is a significant
15See for instance [31], [26] for applications based on the industry-level data. [16] build their analysis
on the Longitudinal Research Database, which includes quarterly work hours information at the estab-
lishment level for a sample of manufacturing firms for the period of 1972-1980.
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Figure 11: The growth rates of employment (left panel) and average work hours (right
panel).
Notes: Vertical axis show a fraction of firm-quarter observations. Density estimation is
based on a Uniform kernel with bandwidth of 0.1. Source: Author’s calculations from the
Danish firm data, 1999-2006.
variation in hours growth. In fact, the standard deviation of hours and employment
growth is about the same (see Table 8). This finding provides some evidence that firms
use both intensive and extensive margins to make adjustments to their labor input.
Table 8: Relationship between the growth rates of hours and employment.
Non- Emp.share-weighted,
weighted no time effects
Std. dev. (∆ log Nt) 0.277 0.221
Std. dev. (∆ log ht) 0.285 0.229
Corr(∆ log Nt,∆ log ht) -0.300 -0.443
Corr(∆ log Nt,∆ log ht−1) 0.078 0.113
Source: Author’s tabulations from the Danish firm data, 1999-2006.
Secondly, similarly to the results reported by [16] for the US labor market, I find a
negative correlation between hours and employment growth at the firm level. Figure 12
shows a non-parametric regression of hours growth on workforce growth. The hours-
employment growth relationship is monotone and the negative correlation between the
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two series is observed for virtually all values of employment growth. Moreover, changes
in hours lead changes in employment: there is a positive association between employ-
ment growth this period and hours growth last period. Both of these findings are con-
sistent with labor adjustment costs models.
Figure 12: Relationship between hours growth and employment growth.
Notes: Nadaraya-Watson estimator based on a Gaussian kernel with bandwidth of
0.025. Shaded areas are 90% pointwise bootstrap confidence intervals (clustered by
firm ID). Source: Author’s calculations based on the Danish firm data, 1999-2006.
Table 9 reports the correlation between hours and employment growth by broad
industry groups (in accordance with NACE classification). The results show that the
hours-employment relationship is weaker in Hotels and Restaurants, Fishing and Con-
struction sectors. These industries are associated with relatively low-skilled labor and
presumably with lower adjustment costs. Recall that Hotels and Restaurants and Fish-
ing sectors also exhibit relatively high hiring and separation rates. On the other hand,
Real Estate and Business Activities and Transport and Telecommunication demonstrate
a stronger association between growth rates of hours and employment.
Previous studies on labor adjustment costs that use micro level data refer to the man-
ufacturing sector only (see [16]). One of the advantages of using Danish firm data is
the possibility of comparing the manufacturing industry to the overall population of
firms. According to Table 9, the manufacturing sector (that comprises 26% of overall
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Table 9: Correlation between growth rates of average hours of work and employment,
by industry.
Non- Weighted, Emp.
weighted no time effects share,%
Agriculture -0.314 -0.373 2.04
Fishing -0.219 -0.241 0.12
Mining and quarrying -0.299 -0.311 0.15
Manufacturing -0.287 -0.493 25.96
Electricity, gas and water supply -0.739 -0.384 0.56
Construction -0.141 -0.253 9.19
Wholesale and retail trade -0.295 -0.370 23.75
Hotels and restaurants -0.220 -0.186 3.83
Transport and communication -0.298 -0.525 6.85
Financial intermediation -0.492 -0.356 5.09
Real estate and business activities -0.367 -0.572 14.95
Education, health and social work -0.392 -0.387 2.42
Other social and personal services -0.452 -0.551 5.00
Notes: Employment share does not sum up to 100% because 0.09% of workers are
employed at firms with missing industry information. Source: Author’s tabulations
from the Danish firm data, 1999-2006.
employment in Denmark) is characterized by a more negative correlation coefficient
than overall economy (-0.49 and -0.44, respectively). Although the gap between the two
coefficients is statistically significant at 1% level; the magnitude of this difference is fairly
small (especially if compared to the difference between some of the other industries, for
instance Hotels and Restaurants, and the overall economy).
The variation in hours can act as a buffer against various demand and productivity
shocks. However, it may still be costly for a firm to change hours of work due to the
overtime premium and other regulations. In fact, the negative relationship between the
employment and hours per worker growth rates arises from two sources: first, labor
adjustment costs that halt the adjustment in the number of workers and, second, the
costs of changing work hours. If variations in hours are inexpensive then firms would
make all adjustment on the intensive margin, as opposed to hires and layoffs. Thus, the
next question that this paper addresses is whether hourly wages are increasing in work
hours in the Danish labor market.
Existing studies support the claim that variations in hours are expensive: ample
empirical evidence for the negative part-time/full-time wage premium has been doc-
umented in the literature (see [11] for a review). Most of the studies try to measure the
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effect of work hours on wages based on individual data. A major challenge is to find a
way how to identify whether changes in hours affect wages or changes in wages affect
hours. A recent paper of [1] documents a 25% wage penalty for men who cut their work
week from 40 to 20 hours; however, it reports no such effect on women. This paper does
not intend to make any statement about the causality; instead, it documents the mere
correlation between wages and hours of work at the firm level; that is, whether firms
that employ workers for longer hours also pay higher wages on average.
The hourly wage measure is constructed as the ratio of total payroll cost paid in
a given quarter to the total work hours, where hours are measured, as before, at their
lower bound. Wages defined in this manner represent the upper bound on actual hourly
wages. The correlation between wages and work hours, turns out to be slightly negative
in the data. One explanation for this counterintuitive finding is the mis-measurement
of wages: if wages are overestimated relatively more for low values of hours then we
expect to see a decline in hourly wages as hours rise. For that reason, I use an alternative
(lower bound) measure of wages, based on HUB hours variable as described in Section
3 (recall that HUB measure assigns the right boundary of each 9-hour interval to all
employees with positive pension contributions and 9 hours of work to employees with
zero contributions).
Figure 13 displays the relationship between the two measures of wages and work
hours. The difference between the two curves is most prominent for low values of hours,
mainly due to the fact that the latter measure accounts for employees that work less than
9 hours. The upper bound on wages displays a marked drop in wages for low values of
hours. On the contrary, the lower bound on wages is undoubtedly increasing in hours.
Hence, I conclude that the negative association between wages and hours is attributable
predominantly to the measurement noise.
7 Conclusions
Evidence presented in this paper suggests that the reallocation of labor resources
from less to more productive firms is an important factor enhancing aggregate produc-
tivity growth. In particular, this paper documents sizable and persistent productivity
and wage differentials found among firms in the Danish labor market. There is signif-
icant turnover of businesses in terms of productivity ranking associated with realloca-
tion of labor resources. Over a year, more productive firms increase their use of labor
resources (raising both employment and average work hours) by up to 8%, whereas less
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Figure 13: Relationship between wages and work hours.
Notes: Nadaraya-Watson estimator based on a Gaussian kernel with bandwidth of
0.5. Shaded area is 90% pointwise bootstrap confidence interval around upper and
lower bound on hourly wage. Source: Author’s calculations from the Danish firm
data, 2006.
productive firms lose their workforce at a 2.5% rate and their total labor input at a 14%
rate. Most of the reallocation of labor inputs happens within the same narrowly defined
industries. Over the period of 2002-2006, about half the expansion and contraction in
labor input is accounted for by entering and exiting firms, respectively.
The reallocation of labor resources from less to more productive firms to a large ex-
tent depends on flexibility of the labor market and the ease of hiring and firing. The new
administrative data sources presented in this paper allow for a detailed analysis of firm-
level employment and hours dynamics. Firstly, I show that the Danish labor market is
characterized by considerable magnitudes of job and worker flows: monthly hiring and
separation rates average about 9 percent; whereas job creation and destruction rates ex-
ceed 5 percent. These rates are twice as high as the rates found in the US labor market.
Relatively high labor market flexibility in combination with a generous unemployment
insurance scheme in Denmark results in a high incidence of temporary layoffs: about
two fifths of all quarterly hires and separations arise in connection with employment
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relationships lasting less than a quarter.
Secondly, this paper presents empirical evidence that worker flows and job flows are
quite distinct. In fact, only about 30% of monthly hires and separations arise in connec-
tion with job creation and destruction. Different implications of job and worker flows in
terms of adjustment costs and labor market policies call for a theory that explicitly mod-
els hiring and separation decisions of firms. This study also finds that expanding firms
rely primarily on hires; while contracting firms sustain their hiring rates and increase
their separations.
The empirical evidence suggests that firms use variation in hours to mitigate changes
in the number of workers: the standard deviation of hours and employment growth
rates is about the same. Work hours per employee and employment are moving in
opposite directions at the firm level; furthermore, lagged changes in hours are posi-
tively correlated with changes in employment. These observations are consistent with
adjustment costs models that predict that in the event of a shock to the firm’s produc-
tivity or the demand for the firm’s product, hours of work adjust immediately, while
the response of employment is more sluggish. In sum, hours of work is an important
channel, through which firms modify their use of labor resources, and hence it has to be
accounted for when analyzing the effect of labor market frictions on labor dynamics.
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