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Motivacio´n
Desde hace mucho tiempo, la Toma de Decisiones es objeto de estudio activo en muchas
a´reas de investigacio´n, como la Filosof´ıa, Economı´a, Psicolog´ıa, Ciencias de la Computacio´n,
entre otras. Como se discute en [29], es claro que e´sta tiene tantas formas de interpretarse
como a´reas de estudio abordan este tema de investigacio´n. Por ejemplo, desde una perspectiva
psicolo´gica, es necesario examinar las decisiones individuales en el contexto del conjunto de
necesidades y preferencias que la gente tiene. Esto se debe a que las personas evalu´an sus
posibilidades basa´ndose en la expectativa de valores subjetivos de lo que se espera de ellas.
Desde una perspectiva cognitiva, la toma de decisiones es considerada como el resultado de un
proceso mental en continua interaccio´n con el ambiente, con el fin de seleccionar un curso de
accio´n entre las alternativas posibles. El ana´lisis normativo hace hincapie´ en la definicio´n de
racionalidad y en la lo´gica de la toma de decisiones. Alternativamente, el ana´lisis descriptivo
de la toma de decisiones concierne a las creencias y preferencias de las personas como son,
y no como deber´ıan ser. Inclusive, a otro nivel, la toma de decisiones puede concebirse como
una actividad de resolucio´n de problemas cuya finalizacio´n esta´ dada por la obtencio´n de una
solucio´n satisfactoria. Por lo tanto, de forma general, podr´ıa decirse que la toma de decisiones
es un proceso de razonamiento (racional) o emocional (quiza´s irracional), y que puede estar
basado en suposiciones expl´ıcitas o impl´ıcitas.
En particular, en Ciencias de la Computacio´n, los problemas de toma de decisiones han
sido abordados mayormente desde el campo de investigacio´n de la Inteligencia Artificial. En
un art´ıculo reciente [8], Amgoud y Prade distinguieron dos tendencias principales que esta´n in-
fluenciando actualmente la investigacio´n en Inteligencia Artificial en este tema de estudio. Estas
son, la Teor´ıa de Decisio´n Cla´sica y los enfoques de decisio´n BDI (Beliefs-Desires-Intentions)
y de Razonamiento Pra´ctico.
La Teor´ıa de Decisio´n Cla´sica, desarrollada mayormente por economistas, se basa en una
visio´n probabil´ıstica de la incertidumbre al razonar acerca de las acciones. Los costos y beneficios
de las posibles consecuencias de las acciones son ponderados junto con sus probabilidades,
obteniendo un ordenamiento de preferencia sobre la “utilidad esperada” [39] de las acciones
alternativas. Sin embargo, muchos investigadores de distintas a´reas de estudio, han sen˜alado
que especificar de forma completa las probabilidades y utilidades esperadas requeridas por
la teor´ıa de decisio´n cla´sica esta´ndar, hacen a esta teor´ıa poco pra´ctica, en tareas complejas
que involucran representacio´n de conocimiento relacionado con el sentido comu´n. Este hecho
origino´ la proliferacio´n de enfoques cualitativos de toma de decisiones con el fin de disminuir
la cantidad de informacio´n nume´rica requerida.
Entre los mu´ltiples enfoques cualitativos propuestos, en el campo de estudio de la Inteligen-
cia Artificial, la idea de articular decisiones en base a argumentos se revelo´ como un enfoque
general para soportar diferentes enfoques de decisio´n, tales como decisio´n bajo incertidumbre,
decisio´n multi-criterio, decisiones basadas en reglas y decisiones basadas en casos.
La argumentacio´n es un modelo de razonamiento basado en la construccio´n y evaluacio´n
de argumentos que interactu´an entre s´ı. Estos argumentos tienen como fin, soportar, explicar
o atacar enunciados que pueden ser opiniones, decisiones, etc. La argumentacio´n ha sido uti-
lizada en diferentes dominios, como razonamiento no-mono´tono, manejo de inconsistencias en
bases de conocimiento y modelado de diferentes tipos de dia´logos, en particular, persuasio´n y
negociacio´n. En un enfoque de negociacio´n basado en argumentacio´n, se tiene la ventaja de
que adema´s de intercambiar ofertas, se intercambian razones que las soportan y eventualmente
podr´ıan llevar al receptor a cambiar sus preferencias. En consecuencia, se puede llegar a un
acuerdo entre las partes de manera ma´s conveniente.
De esta manera, adoptar un enfoque de este estilo en los problemas de decisio´n, tiene el
beneficio de que el tomador de decisiones adema´s de tener una buena eleccio´n, tendr´ıa las
razones subyacentes que la soportan de una manera fa´cil de entender. La toma de decisiones
basada en argumentacio´n, es ma´s af´ın a la forma en que los seres humanos deliberan y finalmente
toman o entienden una eleccio´n. No obstante esto, de acuerdo con lo expuesto en [34], un modelo
de decisio´n basado en argumentacio´n debe poseer el soporte teo´rico que poseen los me´todos
tradicionales cuantitativos. Es por esta razo´n, como se detalla en la siguiente seccio´n, que los
dos marcos de decisio´n propuestos como aportes principales de esta Tesis, esta´n vinculados
formalmente con la Teor´ıa de Decisio´n Cla´sica, pero justificados desde el punto de vista de la
argumentacio´n.
Contribuciones de esta Tesis
Los aportes principales de esta Tesis son dos. En primer lugar, se propone un marco de de-
cisio´n basado en argumentacio´n, que usa como formalismo de representacio´n de conocimiento
y razonamiento, a la Programacio´n en Lo´gica Rebatible [26, 27]. La Programacio´n en Lo´gica
Rebatible (referida con la sigla DeLP por su traduccio´n al ingle´s como Defeasible Logic Pro-
gramming), es un lenguaje que extiende desarrollos del a´rea de programacio´n en lo´gica bajo
la o´ptica de los u´ltimos avances en el a´rea de argumentacio´n rebatible. Esto lo convierte en
una herramienta muy u´til para modelar conocimiento que involucra informacio´n incompleta o
potencialmente contradictoria. El mecanismo de inferencia sobre el cual esta´ basado permite de-
cidir entre conclusiones contradictorias, y adaptarse fa´cilmente a entornos cambiantes. Adema´s,
el hecho de tener disponible un inte´rprete de este lenguaje [25], ha posibilitado que se provea
una implementacio´n de este marco de decisio´n para su aplicacio´n en la resolucio´n de problemas
del mundo real [20, 40].
Si bien este marco de decisio´n concreto1 es un marco de decisio´n de propo´sito general,2 e´ste
ha sido mayormente probado en un dominio de aplicacio´n donde un robotKhepera II [28] realiza
tareas de recoleccio´n de objetos, en un ambiente determin´ıstico totalmente observable. Para ello,
fue necesario desarrollar una biblioteca que permitiera programar a los robots Khepera usando
predicados en Prolog, como as´ı tambie´n representar su conocimiento y razonar usando DeLP.
El desarrollo de esta biblioteca fue publicado en [15], donde mayormente se hizo hincapie´ en
la descripcio´n de co´mo se implementaron cada una de las componentes de la biblioteca y en
su API respectiva. Posteriormente, en [19], se introdujeron mejoras a esta biblioteca, para que
mu´ltiples robots pudieran estar en operacio´n dentro del mismo marco de trabajo, y que la
percepcio´n del ambiente (por parte de los robots) se manejara como consultas contextuales 3
enviadas al inte´rprete DeLP.
De los resultados obtenidos en los trabajos [16, 21, 17], se determino´ la necesidad de contar
con una componente externa al formalismo de representacio´n de conocimiento y razonamiento,
para poder implementar efectivamente la pol´ıtica de decisio´n de los robots. Este hecho sento´ la
base del enfoque conceptual propuesto en esta Tesis, para modelar los dos marcos de decisio´n
aqu´ı propuestos como tri-uplas, donde la primera componente contiene las posibles alternativas
a ser presentadas al agente, la segunda codifica su conocimiento y preferencias, y la tercera es
la componente de eleccio´n.
1Se lo referencia de esta manera para indicar que esta´ basado en un formalismo argumentativo concreto.
2En el informe de Tesis se presentan ejemplos de aplicacio´n en tres dominios distintos.
3Una consulta contextual al inte´rprete DeLP consiste de un par [C,Q], donde Q es el literal que el inte´rprete
tratara´ de justificar y C es el contexto para esa consulta. El contexto C puede ser cualquier programa DeLP.
La respuesta retornada a la consulta [C,Q] dependera´ del programa cargado en el inte´rprete y del contexto C.
Fue as´ı, como en [18], se presentaron las reglas de decisio´n, las cuales representan un aporte
secundario de esta Tesis. Asimismo, en [18], se avanzo´ hacia una definicio´n general del marco
de decisio´n. Inclusive, se presento´ una metodolog´ıa de desarrollo para el marco de decisio´n y
se propuso una formalizacio´n del comportamiento de eleccio´n exhibido por un agente usando
este marco de decisio´n. En esta Tesis se extendio´ la labor realizada en [18] redefiniendo las
componentes del marco de decisio´n, de manera que e´ste fuera conceptualmente ma´s simple y
homoge´neo. Esto tambie´n posibilito´ refinar la formalizacio´n realizada de acuerdo con la Teor´ıa
de Decisio´n Cla´sica [33], en lo respectivo al comportamiento de eleccio´n del marco de decisio´n.
Un aspecto novedoso de este marco de decisio´n reside en la conceptualizacio´n de las alter-
nativas desde el punto de vista de la literatura de marketing [36, 37]. En este enfoque, cada
alternativa es tratada conceptualmente como una marca (de un producto) que el consumidor
(tomador de decisiones) esta´ considerando comprar (eleccio´n). As´ı, la decisio´n de que´ alterna-
tiva elegir estara´ dada por la generacio´n de argumentos a favor y en contra de cada posible
alternativa, en conjunto con el accionar de las reglas de decisio´n. Este enfoque es la principal
diferencia con respecto a todos los modelos que se consultaron en la literatura sobre la toma de
decisiones basadas en enfoques cualitativos simbo´licos [41, 22, 32, 14, 12, 34, 23, 42, 24, 30, 31,
4, 3, 2, 9, 5, 6, 7, 10, 11, 8], los cuales comparten una misma visio´n de la toma de decisiones;
concebirla como una forma de razonamiento orientado a la accio´n. Es por eso, que todos estos
modelos consideran las metas del agente o los valores esperados de las acciones, para decidir
que´ accio´n elegir.
Hasta donde sabe el autor, el marco de decisio´n propuesto en [18], fue el primero que
tratara a las alternativas desde el punto de vista de la literatura de marketing, en el campo de
investigacio´n de la toma de decisiones basadas en argumentacio´n. Por eso, se determino´ que
poder independizarse tanto como sea posible de las propiedades caracter´ısticas de DeLP, para
proponer un marco de decisio´n abstracto siguiendo este enfoque conceptual, resulta en un aporte
mucho ma´s significativo y es de hecho, el segundo aporte principal de esta Tesis. Esto se debe
a que este marco abstracto servira´ como plantilla para disen˜ar marcos de decisio´n basados en
distintos formalismos concretos de argumentacio´n, y cuyo comportamiento de eleccio´n ser´ıa
consistente con la teor´ıa general de eleccio´n de la Teor´ıa de Decisio´n Cla´sica.
De hecho, en esta Tesis se presentan dos instancias del marco de decisio´n abstracto pro-
puesto: la primera basada en el formalismo de Prakken y Sartor presentado en [35], para el
caso de prioridades fijas sobre las reglas del sistema; y la segunda basada en el formalismo de
Chesn˜evar et al. presentado originalmente en [13] y posteriormente extendido en [1]. Estos dos
marcos podr´ıan considerarse aportes secundarios de esta Tesis, pues si bien, son instanciaciones
del marco abstracto aqu´ı propuesto, no dejan de ser dos nuevos marcos de decisio´n concretos,4
en lo que respecta al a´rea de investigacio´n de toma de decisiones basadas en argumentacio´n.
Los Marcos de Decisio´n Concreto y Abstracto
Como se menciono´ en la seccio´n anterior, el enfoque conceptual propuesto consiste en mode-
lar a los marcos de decisio´n basados en argumentacio´n como una tri-upla 〈X,K,Γ〉. La primera
componente de esta tri-upla, X , representa el conjunto de todas las posibles alternativas que se
le pueden presentar al agente (tomador de decisiones). La segunda componente, referida como
componente episte´mica y denotada K, consiste de un marco argumentativo que se utilizara´ para
4De acuerdo a toda la bibliograf´ıa consultada, no se han encontrado marcos de decisio´n basados en estos
formalismos, y que bajo ciertos supuestos, exhiban un comportamiento de eleccio´n consistente con el o´ptimo de
la Teor´ıa de Decisio´n Cla´sica.
representar el conocimiento y las preferencias del agente. Finalmente, la tercera componente
denotada Γ, es la que implementa la pol´ıtica de toma de decisiones del agente.
Las componentes X y Γ son comunes a ambos marcos de decisio´n, siendo en la componente
K, el marco argumentativo, donde los mismos se diferencian. Para el caso del marco de decisio´n
concreto, la componente K esta´ basada en el formalismo DeLP mientras que en el caso del
marco de decisio´n abstracto, la misma se define usando como base al Marco de Argumentacio´n
Dina´mico propuesto por Rotstein en [38].
Para que el comportamiento de eleccio´n de ambos marcos coincida con el o´ptimo de la Teor´ıa
de Decisio´n Cla´sica, se siguen para ello dos enfoques distintos. En el caso del marco de decisio´n
concreto basado en DeLP, se incluye una metodolog´ıa simple para desarrollar la componente
espite´mica K. Esta metodolog´ıa considera todas las definiciones propias de DeLP a nivel de
lenguaje de representacio´n, criterios de comparacio´n de argumentos, teor´ıa de prueba, etc., de
manera que si el agente tiene disponible todo el conocimiento relevante acerca de sus prefe-
rencias con respecto a todas las posibles alternativas que se le podr´ıan presentar, entonces el
comportamiento de eleccio´n correspondiente, coincide con el comportamiento o´ptimo respecto
de una relacio´n de preferencia racional [33]. En cambio, si el agente tiene conocimiento parcial
acerca de sus preferencias, las decisiones que e´ste tomar´ıa au´n exhibira´n un cierto grado de co-
herencia, con respecto a aquellas alternativas que ha podido determinar como no elegibles.5 Por
su parte el marco de decisio´n abstracto, tambie´n exhibe el mismo comportamiento de eleccio´n
consistente con la teor´ıa general de eleccio´n de la Teor´ıa de Decisio´n Cla´sica. La diferencia con
el marco de decisio´n concreto radica en que aqu´ı, el equivalente a la metodolog´ıa de desarrollo
de las componentes del marco esta´ dado en forma de restricciones y propiedades definidas sobre
un marco de argumentacio´n abstracto dina´mico.
Para implementar la componente Γ de ambos marcos, se utilizan reglas de decisio´n [18].
Como puede advertirse, este dispositivo no forma parte del marco argumentativo con el cual se
razona sobre las creencias y preferencias del agente; sin embargo, su funcionamiento s´ı esta´ basa-
do en la informacio´n que se puede obtener de la componente episte´mica. Es importante destacar
que el algoritmo6 asociado a Γ para calcular el conjunto de alternativas aceptables de un agente
que enfrenta un experimento de eleccio´n determinado, usado con una componente episte´mica
que respete ciertas restricciones7 sobre co´mo representar el conocimiento y las preferencias del
agente, es lo que permite que el comportamiento de eleccio´n de un agente equipado con al-
guno de estos marcos de decisio´n sea consistente con respecto al o´ptimo de la teor´ıa general de
comportamiento de la Teor´ıa de Decisio´n Cla´sica.
Finalmente, resta mencionar que el criterio de comparacio´n de argumentos utilizado en am-
bos marcos, se basa en definir prioridades entre los criterios de preferencia del agente (tomador
de decisiones). Para ello, a cada criterio de preferencia se le asocia un literal distinguido y al
realizar cambios en las relaciones de preferencia (representadas expl´ıcitamente en las compo-
nentes episte´micas) entre los mismos, se pueden cambiar de manera flexible las preferencias del
agente y el criterio de preferencia entre argumentos.
Instancias del Marco de Decisio´n Abstracto
Una instanciacio´n del marco de decisio´n abstracto consiste en definir funciones de conver-
sio´n donde dadas las componentes originales del marco abstracto, se obtengan sus versiones
equivalentes en el formalismo concreto. Claro esta´ que dependiendo de las caracter´ısticas del
5En el informe de Tesis se presentan lemas y teoremas que soportan estas afirmaciones.
6En el informe de Tesis se presenta la demostracio´n de sensatez y completitud del mismo.
7Dadas como tales en el marco abstracto o bien impl´ıtas en la metodolog´ıa de desarrollo del marco concreto.
formalismo, ciertas componentes expl´ıcitas del marco abstracto pueden quedar impl´ıcitas en el
formalismo concreto, como por ejemplo, el conjunto de trabajo de argumentos. As´ı, las funciones
de conversio´n sera´n particulares a cada formalismo. No obstante esto, cada formalismo concreto
con el que se desea hacer una instanciacio´n del marco de decisio´n abstracto, debera´ definir:
1. El lenguaje lo´gico de representacio´n;
2. Una funcio´n de conversio´n de argumentos;
3. Una funcio´n de conversio´n de hechos;
4. Un me´todo de generacio´n del orden parcial estricto sobre el que se define el criterio de
comparacio´n de argumentos;
5. Una funcio´n de instanciacio´n de estructuras argumentales primitivas;8 y
6. Una formalizacio´n para probar que el concepto de garant´ıa entre ambos formalismos es
equivalente.
Para concretar los puntos 1, 2, 3 y 5, solamente hay que tener en cuenta el lenguaje lo´gico
de representacio´n y la estructura interna de los argumentos en el formalismo que se quiera
utilizar para instanciar al marco de decisio´n abstracto. Realizar tal consideracio´n es bastante
simple y so´lo basta ver que la especifacio´n del formalismo sea comptabile con la definicio´n de
tales items del marco abstracto. En cambio, satisfacer los puntos 4 y 6 requiere un poco ma´s
de trabajo. En particular, en las instanciaciones presentadas en esta Tesis, el hecho de que las
definiciones procedurales de aceptabilidad de los formalismos de Prakken y Sator, y Chen˜evar
et at. se basen en el llamado enfoque diale´ctico o de juegos argumentales, facilito´ el planteo de
la equivalencia a nivel de garant´ıas (punto 6).
Asimismo, como el formalismo de Prakken y Sartor consiste en un sistema de argumentacio´n
rebatible capaz de manejar tanto prioridades fijas como rebatibles, sobre las reglas del lenguaje
de representacio´n con el cual se construyen los argumentos, definir un me´todo de generacio´n del
orden parcial estricto sobre el que se define el criterio de comparacio´n de argumentos (punto 4)
resulto´ bastante directo. En cambio, para el caso del formalismo de Chen˜evar et at. su criterio de
comparacio´n de argumentos no esta´ basado en prioridades sobre reglas o literales. No obstante
esto, se genero´ un ordenamiento parcial estricto impl´ıcito, de manera de restringir los valores
de certeza que acompan˜an a los argumentos, para que respeten las prioridades de los literales
distinguidos asociados con los criterios de preferencia del agente. Cabe destacar que este orden
no es u´nico y pueden seguirse distintas heur´ısticas para lograr un ordenamiento parcial estricto
impl´ıcito que logren los mismos resultados al comparar los argumentos que exponen las razones
a favor y en contra de elegir una u otra alternativa.
L´ıneas de Investigacio´n Futuras
Los marcos de decisio´n propuestos en esta Tesis no han sido desarrollados basa´ndose en
ninguna arquitectura de agente particular y potencialmente pueden ser incorporados en di-
ferentes arquitecturas de agente ya definidas. Si bien esta integracio´n no ha sido objeto de
estudio de la presente Tesis, en [40] ya se comenzo´ a trabajar sobre este tema, donde el marco
8Una estructura argumental primitiva es una estructura argumental (a´rbol de argumentos que cumple ciertas
propiedades; ver Definicio´n 2.7 de [38]) que consta de un solo argumento.
de decisio´n concreto (basado en DeLP) aqu´ı propuesto ha sido integrado en un agente Jadex
que implementa un asistente personal basado en una arquitectura BDI.
Como trabajo futuro, se planea extender los marcos de decisio´n propuestos en esta Tesis
para poder aplicarlos a la toma de decisiones bajo incertidumbre. Para ello ser´ıa conveniente
para el caso del marco de decisio´n concreto, proponer una nueva metodolog´ıa que considere
la estructura de las alternativas inciertas, para restringir las preferencias sobre las cuales un
tomador de decisiones racional podr´ıa basar sus opiniones. Asimismo, para el caso del marco
de decisio´n abstracto, habr´ıa que reformular las restricciones presentadas en la definicio´n de
componente episte´mica abstracta.
Desde la perspectiva cla´sica de la toma de decisio´n multi-criterio, como la funcio´n de pre-
ferencia del marco de decisio´n abstracto es lo suficientemente general para que la componente
episte´mica pueda instanciarse con formalismos que permitan implementar me´todos de agre-
gacio´n multi-criterio para comparar argumentos, tambie´n esta´ previsto incorporar al marco de
decisio´n abstracto algu´n mecanismo de agregacio´n expl´ıcita de las relaciones de preferencia para
evaluar cada decisio´n candidata.
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