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V okviru magistrskega dela smo raziskali izdelave modelov za dolgoročno in kratkoročno
napoved toplotnega odziva stavbe, ogrevane s toplotno črpalko. V ta namen smo pri-
pravili več množic podatkov, ki so bile sestavljene iz vremenskih podatkov ter pripa-
dajočih podatkov o temperaturah dvižnega voda toplotne črpalke in toplotnega odziva
stavbe, pridobljenih s pomočjo TRNSYS simulacije referenčne stavbe. Z uporabo line-
arne in stopenjske regresije smo zgradili več vrst modelov za dolgoročno in kratkoročno
napovedovanje temperature v stavbi ter jih primerjali s hevristično razvitimi modeli.
Pri tem smo za dolgoročno napoved uporabili regresijski model, za kratkoročno pa
avtoregresijski in avtoregresijski z dodanimi zunanjimi vhodi. Rezultati raziskave so
pokazali, da so zaradi narave uporabljenih regresorjev dolgoročni modeli manj točni
od kratkoročnih, vendar uporabni za večmesečne napovedi, kratkoročni pa so točneǰsi,
vendar uporabni le za kratek horizont napovedi. V delu predstavljeni dolgoročni modeli
za večmesečne napovedi dosegajo RMSE-napake okrog 0,5 oC, najtočneǰsi kratkoročni
model pa za horizont napovedi do 24 ur vnaprej napoveduje temperaturo v stavbi
z RMSE-napako pod 0,05 oC. Razviti dolgoročni modeli so uporabni za optimizacijo
različnih ogrevalnih sistemov v stavbah, razviti kratkoročni modeli pa so z izkazano
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Within the master’s thesis, we investigated the long-term and short-term modelling
of the heat response of the building, heated by a heat pump. For the purpose of the
research, we prepared several data sets that consisted of weather data, heat pump tem-
perature data and heat response data of the building obtained through the TRNSYS
simulation of the reference building. The prepared data was used for learning and
cross-validation of models. On the basis of linear and stepwise regression, we built
several types of long-term and short-term models for predicting the temperature in the
building and compared them with heuristically developed models. Long-term models
are regressive and short-term models are autoregressive and autoregressive with exo-
genous inputs. Due to the used regressors, long-term models are less accurate than
short-term ones, but useful for several month predictions, while short-term ones are
more accurate, but useful only for short prediction horizons. The presented long-term
models for several month predictions achieve RMSE error of around 0,5 oC, while the
most accurate short-term model for a prediction horizon of up to 24 hours predicts the
temperature in the building with a RMSE error below 0,05 oC. Presented long-term
models are useful for optimizing various heating systems in buildings, and developed
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2.1 Načini modeliranja . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.1.1 Fizikalni modeli . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
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2.2.2 Učenje modela . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.2.3 Stopenjska regresija . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.2.4 Ocena kakovosti modela . . . . . . . . . . . . . . . . . . . . . . 13
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KARXTb,Tz kratkoročni avtoregresijski model z dodanimi preteklimi in seda-
njimi zunanjimi vhodi Tb in Tz, razvit s pomočjo stopenjske regre-
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1 Uvod
Človeško telo je narejeno za ohranjanje toplotnega ravnovesja z okolico, ki se stalno
spreminja. Ker so okolǐski pogoji za človeka le redko ugodni, smo začeli živeti v stavbah,
ki so svojevrsten zaščitni ovoj med vremenskimi vplivi in našimi telesi. S tem smo
umetno ustvarili pogoje, v katerih se počutimo ugodno, vendar za vzdrževanje teh
razmer potrebujemo energijo.
Običajno so stavbe zgolj ogrevane, na kar se bomo v okviru magistrskega dela tudi
osredotočili. Najpogosteje se še vedno uporabljajo fosilna goriva, najprej trda, kot
sta les in premog, kasneje pa tudi tekoča, kurilno olje, in plinasta, zemeljski plin. V
nekaterih mestih se je razširilo tudi daljinsko ogrevanje, za kar pa se ponekod še danes
kot glavni vir toplote uporabljajo fosilna goriva. Ogrevanje s fosilnimi gorivi povzroči
preceǰsen porast delcev PM2,5 in PM10, poleg tega pa se dvignejo tudi koncentracije
polutantov, kot so CO2, NOx in SOx.
Zaradi povečevanja izpustov številne države stremijo k zniževanju prej omenjenih po-
lutantov, za kar vzpodbujajo rabo obnovljivih virov energije, ki je odličen primer traj-
nostnega načina proizvodnje električne energije. Ker pa zgolj drugače proizvedena
električna energija še ne ogreje stavbe, potrebujemo tudi temu namenjen ogrevalni sis-
tem. Primer sistema, ki s pomočjo električne energije učinkovito proizvaja toploto za
ogrevanje, so toplotne črpalke.
1.1 Predstavitev problematike
V primeru vgradnje toplotne črpalke v stavbo je potrebno določiti parametre njenega
delovanja, saj so ključnega pomena za ustvarjanje ugodja v prostorih. Ogrevalni sis-
temi so lahko popolnoma avtonomni, lahko pa ima njihov uporabnik precej vpliva na
njihovo delovanje. S spreminjanjem temperature dvižnega voda lahko vpliva na želeno
temperaturo v prostorih, kdaj želi, da so prostori ogrevani ipd. V primeru neizkušenega
uporabnika je za vzdrževanje ugodja priporočljiveǰsi avtonomni sistem, ki je s pomočjo
zaznaval in modela toplotnega odziva voden, tako da je dosežen vnaprej določen objek-
tivni parameter, recimo energijska učinkovitost, vzdrževanje določene temperature ali
pa ugodje, določeno s pomočjo Fangerjevega PMV-PPD-modela ugodja [1].
V ta namen se v praksi lahko uporabijo modeli toplotnega odziva stavb, s katerimi
napovejo prihodnjo potrebo po ogrevanju. Tovrstni modeli so lahko dolgoročni, saj
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delovanje sistema napovejo za več mesecev vnaprej, ali pa kratkoročni, pri katerih
se horizont napovedi lahko giba od 1 do 24 ur vnaprej. Za izgradnjo dolgoročnih in
kratkoročnih predikcijskih modelov so potrebni kakovostni vremenski podatki in ka-
rakteristike ogrevane stavbe, ki so lahko določene na podlagi meritev obstoječe stavbe,
lahko pa so pridobljene s pomočjo simulacijskih orodij.
1.2 Pregled literature
V sedanjem svetu kakovost življenja trenutnih in prihodnjih generacij ogroža globalno
spreminjanje povprečne temperature zraka na zemlji, čemur drugače rečemo globalno
segrevanje ozračja. To vpliva na življenje zunaj stavb in tudi na pogoje v stavbah.
Poveča se potreba po uporabi sistemov za ogrevanje, hlajenje, prezračevanje in kli-
matizacijo, kraǰse OHPK. Poveča se raba energije, kar privede do povečanja izpu-
stov, če energija ni pridobljena iz obnovljivih virov energije, kraǰse OVE, izpusti pri
proizvodnji električne energije pa ponovno vplivajo na globalno segrevanje zemljinega
ozračja [2]. Ravno zato v mnogih državah stremijo k spremembi na področju rabe ener-
gije; ǐsčejo trajnostneǰse ukrepe. V Evropski uniji, kraǰse EU, poznamo ukrep 20-20-20,
ki je dolgoročna strategija, namenjena celotni Evropi. Strategija zajema 20-odstotno
zmanǰsanje izpustov toplogrednih plinov, 20-odstotno zmanǰsanje rabe primarne ener-
gije in 20-odstotno povečanje rabe OVE [3]. V severnih državah, kot je Kanada, želijo,
da do leta 2025 vsaj 50 % energije pride iz OVE, do 2050 pa naj bi rabo fosilnih goriv
celo odstranili [4]. O podobnih ukrepih beremo tudi v Združenih državah Amerike,
kraǰse ZDA [5].
Za oskrbo stavb z energijo v EU, ZDA in drugih razvitih državah je potrebnih kar 40 %
proizvedene energije [6], zato se pri OHPK-sistemih stremi k znižanju rabe energije,
večji učinkovitosti ipd. Rešitev ni zmanǰsanje uporabnikovega ugodja, ki je močno od-
visen od sistemov OHPK. V delu Li et al. [7] poročajo o neučinkoviti rabi energije, kjer
za od 4- do 20-odstotno rabo energije poskrbijo zgolj sistemske in obratovalne težave.
V delu Ionesi et al. [8] poročajo o možnih izbolǰsavah rabe energije v primeru upo-
rabe daljinskega ogrevanja na Danskem. Kot so z raziskavo potrdili v delu Ferracuti
et al. [9], za neučinkovito rabo energije ni vedno kriv OHPK-sistem, temveč je za to
pogosto odgovorna neozaveščenost uporabnikov. Tovrstnim zapletom se namreč lahko
izognemo, če uporabljamo vodeni sistem, ki s pomočjo modela odloči, kdaj spreminjati
pogoje v stavbi. V delu Dimitriou et al. [10] poročajo, da z uporabo vodenega sis-
tema lahko povečamo ugodje in zmanǰsamo rabo energije. Tak pristop je mogoč, ko so
v stavbi porazdeljeni senzorji, s pomočjo katerih sistem zazna trenutne razmere. Pri-
meri takih senzorjev so brezžični radiatorski ventili, brezžični sobni termostati, senzorji
prisotnosti ljudi in senzorji za odpiranje oken ter drugi.
Pred razcvetom avtonomne tehnologije so uporabniki sami nastavljali želene pogoje
direktno na ventilih ali sobnih termostatih. To je lahko privedlo do njihovega neugodja
in energijske neučinkovitosti. Tak pristop je bil konvencionalen. Danes pa so že v
uporabi in se še razvijajo sistemi prediktivnega vodenja, ki lahko s pomočjo senzorjev
zajamejo pogoje v stavbi ter zunaj nje in temu primerno vodijo OHPK-sisteme. V delu
Lindeloef et al. [11] so predstavili aplikacijo ogrevanja stanovanjskih stavb z adaptiv-
nim modelnim prediktivnim vodenjem, kraǰse MPC (ang. Model Predictive Control).
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Pokazali so, da so možni prihranki energije in s tem povezani stroški, glede na vložek
v nadgradnjo ogrevalnega sistema, visoki.
MPC je tovrstnim nalogam dobro kos, največja ovira pri tem pa se izkaže zagotavljanje
dobrega modela toplotnega odziva stavbe, ki naj bi karseda realno popisal njen toplotni
odziv [3,12]. Modele lahko razdelimo v več skupin. To so fizikalni, empirični in hibridni
modeli [13]. Fizikalni modeli ne potrebujejo podatkov za učenje modela, saj temeljijo
na fizikalnih zakonitostih in jih je zato možno fizikalno interpretirati. Empirični modeli
se razvrstijo v parametrične in neparametrične in temeljijo na podatkih, pridobljenih na
podlagi meritev ali simulacij. Pri njih je, še posebej ko gre za neparametrične modele,
fizikalna interpretacija zahtevna ali celo nemogoča. Hibridni modeli pa so sestavljeni s
pomočjo fizikalnega pristopa in učnih podatkov ter se pogosto izkažejo kot praktično
uporabni. Dober pregled različnih vrst fizikalnih, empiričnih in hibridnih modelov
je v delu Li et al. [7], vse tri pa bomo podrobnjeje opisali v teoretičnem poglavju 2
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V delu Bosschaerts et al. [14] so razvijali MPC za ogrevanje stavb, pri čemer so optimi-
rali vnos toplote pri ohranjanju določenega nivoja ugodja. Optimizacija je za izbrano
stavbo in časovno obdobje zajemala zmanǰsevanje razlike med želeno in izmerjeno tem-
peraturo z uporabo empiričnega modela. V delu Candanedo et al. [15] so predstavili
razvoj modela za uporabo MPC. Cilj je bil razviti hibridni model, ki je preprost, vendar
dovolj točen, da je uporaba MPC mogoča.
Zanimiva je raziskava Dehkordi et al. [16], kjer so združili MPC na več nivojih z
upoštevanjem vplivanja prostora in časa. Referenčna stavba je bila šola, ideja dela
pa razviti model, ki toplotni odziv stavbe najprej napove na najvǐsjem nivoju (celo-
tna stavba) za 48 ur vnaprej. Na enem nivoju nižje je model zajel krilo stavbe in
napovedal toplotni odziv za 8 ur vnaprej. Na najnižjem nivoju pa so bili zajeti posa-
mezni prostori, napoved pa je bila za do 2 uri vnaprej. Raziskava je pokazala, da je
možno uporabiti preprosteǰsi fizikalni model stavbe, saj je z razdelitijo in obravnavo
po posameznih nivojih možno zajeti problematiko na vseh omenjenih nivojih.
Modeli običajno upoštevajo zunanje parametre, kot so temperature, vlažnost ter sončno
sevanje, in notranje, kot so temperatura zraka, vlažnost, temperature ogrevalnih me-
dijev, zasedenost prostorov, notranji viri in drugi. V delu Ding et al. [17] so raziskali
vpliv različnih spremenljivk pri uporabi empiričnih modelov na osnovi nevronskih mrež
in metod podpornih vektorjev ali kraǰse SVM (ang. Support Vector Machines).
Modeli so odvisno od namena lahko kratkoročni (na večurnem nivoju) ali dolgoročni
(na večdnevnem, mesečnem ali letnem nivoju). Običajno za določen primer uporabimo
model, s katerim dosežemo čim manǰso napako pri napovedovanju in posledično čim
bolǰso optimizacijo delovanja OHPK-sistemov. Primer uporabe kratkoročnega modela
je delo Fux et al. [18], kjer so sestavili dva empirična modela za urno napovedovanje
odjema toplote in električne energije za primer manǰse in večje stavbe ter ju med se-
boj primerjali. Pri prvem modelu so uporabili nevronske mreže, pri drugem pa SVM.
Ugotovili so, da je SVM-model lažje uporabiti, saj vsebuje manj prostih parametrov,
poleg tega pa v primerjavi z nevronskimi mrežami da bolǰse rezultate. V delu Ferra-
cuti et al. [9] so primerjali tri različne kratkoročne hibridne modele z različnim časom
napovedi. Modeli so se izkazali za uporabne, pri najbolǰsem je bil koren povprečja
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kvadratov napak ali RMSE (ang. Root Mean Square Error) v obdobju ogrevanja nižji
od 0,5 oC.
Cilj modeliranja toplotnega odziva stavbe je zgraditi praktično uporaben model stavbe
in poteka z različnimi simulacijskimi orodji. V delu Tian et al. [6] so naredili raziskavo,
katera so najpogosteǰsa. Rezultati so zbrani iz vprašanj z več možnimi odgovori, zato
vsota presega 100 %:
– EnergyPlus (50,4 %)
– eQUEST (49,6 %)
– DesignBuilder (40,3 %)
– BECS (35,3 %)
– T-BEC (26,9 %)
– PKPM (34,4 %)
– TRNSYS (12,6 %)
– IES-VE (10,9 %)
– HY-EP (8,4 %)
Prav tako so prikazali pogostost rabe optimizacijskih orodij:
– DesignBuilder (31,1 %)
– MATLAB (18,5 %)
– Brez uporabe optimizacijskega orodja (43,7 %)
– Druga optimizacijska orodja
Kot pravijo v svojem delu, je bilo razvitih že več kot 30 programov za optimizacijo rabe
energije, od katerih je večina samo raziskovalnih orodij in ni primernih za praktično
uporabo.
Uporaba optimizacijskih orodij je koristna in omogoča razvoj bolǰsih predikcijskih mo-
delov, optimizacijo karakteristik vremensko vodenega ogrevanja in omogoča načrtovanje
učinkovitih pristopov k vodenemu ogrevanju stavb. Posledično s tem prispevamo k
večjemu ugodju in učinkoviteǰsi rabi energije, kar vodi k večjemu zadovoljstvu končnih
uporabnikov.
1.3 Cilji magistrskega dela
Cilj magistrskega dela je raziskati možnosti izgradnje linearnih regresijskih modelov za
napovedovanje toplotnega odziva stavbe (TOS) na podlagi podanih vremenskih podat-
kov in karakteristik obravnavane stavbe. Pri tem se osredotočimo na izgradnjo dol-
goročnega linearnega modela, ki na osnovi vremenskih podatkov izračuna večmesečni
odziv stavbe, in kratkoročnega predikcijskega modela, ki na osnovi vremenskih po-
datkov in trenutnega stanja stavbe izračuna kratkoročni odziv stavbe v predikcijskem




Magistrsko delo je razdeljeno na osem poglavij:
– Drugo poglavje je namenjeno teoretičnim osnovam napovedovanja toplotnega odziva
stavb. Najprej so predstavljeni načini modeliranja, nato pa linearna in stopenjska
regresija.
– V tretjem poglavju je predstavljena priprava podatkov. Natančneje je v njem zajet
opis stavbe. Temu sledi predstavitev vremenskih podatkov, podatkov temperature
dvižnega voda in simulacije.
– V četrtem poglavju so opisani dolgoročni modeli za napovedovanje TOS. Opisali smo
izgradnjo treh modelov ter podali diskusijo o dolgoročnih modelih.
– V petem poglavju so opisani kratkoročni modeli za napovedovanje TOS. Predstavili
smo referenčni model, dva avtoregresijska modela in več avtoregresijskih modelov z
dodanimi zunanjimi vhodi ter podali diskusijo o kratkoročnih modelih.
– V šestem poglavju je zajeta diskusija o predstavljenih dolgoročnih in kratkoročnih
modelih.
– V sedmem poglavju so zapisani zaključki.






Področje modeliranja TOS lahko razdelimo na že omenjene skupine: fizikalni modeli
(ang. White-Box Models), empirični modeli (ang. Black-Box Models) in hibridni mo-
deli (ang. Grey-Box Models). Vsaki izmed njih imajo svoje posebnosti, prednosti in
omejitve ter so podrobneje opisane v naslednjih poglavjih.
2.1.1 Fizikalni modeli
Glavna značilnost fizikalnih modelov je obstoječa fizikalna razlaga parametrov modela.
Le-ti temeljijo na reševanju enačb, ki popisujejo prenos toplote. Za primer je spodaj
(2.1) zapisana toplotna bilančna enačba:
Φin + Φg = Φout + Φst, (2.1)
pri čemer je Φin toplotni tok, ki vstopa v sistem, Φg je toplotni tok, proizveden v
sistemu, Φout je toplotni tok, ki izstopa iz sistema, Φst pa je toplotni tok, ki je v
sistemu shranjen. Mehanizmi, preko katerih se vrši prenos toplote v in iz sistema, so
prevod, prestop in sevanje ter so zajeti v treh glavnih fizikalnih pristopih modeliranja
toplotnega odziva stavb: večconski, conski in uporaba računalnǐske dinamike tekočin
ali kraǰse RDT [13].
Uporaba RDT je najpopolneǰsi pristop k modeliranju TOS, saj temelji na razgradnji
vsakega dela stavbe na majhne kontrolne volumne s homogeno ali heterogeno globalno
mrežo, v katerih parametre izračuna s pomočjo Navier-Stokesovih enačb. Programska
oprema, ki je za to primerna, običajno potrebuje preceǰsnjo procesorsko moč. Mednje
spadajo orodja, kot so: Fluent, Comsol Multiphysis, MIT-CFD, Phoenics-CFD in
drugi. Glavna prednost uporabe RDT je zelo natančen izračun parametrov v stavbi, ki
poleg tega omogoča obravnavo zelo kompleksnih geometrij. Razlog za to je poljubno
gosta mreža kontrolnih volumnov. Posledica goste mreže je glavna omejitev pristopa.
Z večanjem gostote mreže in s tem natančnosti izračuna se veča tudi računski čas.
Zanimivo je dejstvo, da je v 75 % stavbe hitrost zraka nižja od 0,5 m/s, kar pomeni, da
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se pogoji spreminjajo zelo počasi in uporaba tako močnega orodja, kot je RDT, sploh
ni potrebna, saj tovrstnim izračunom lahko zadosti metoda, kot je consko modeliranje.
Consko modeliranje so prvič uporabili Bouia in Dalicieux ter Wurtz v začetku 1990.
Pristop temelji na razdelitvi vsake cone na več celic, kjer vsaka celica opisuje majhen
delček stavbe. Glavna prednost conskega pristopa je doseganje kraǰsih računskih časov
od RDT in pa zmožnost modeliranja velikega volumna, ki je povezan s sistemom in z
okolico. Fizikalne enačbe rešuje za vsako cono posebej, te cone pa so bistveno večje od
kontrolnih volumnov pri RDT. V raziskavah je bilo pokazano, da je conska simulacija
primerna za natančno oceno temperaturnega polja in toplotnega ugodja v sobi, poleg
tega pa omogoča vizualizacijo zračnih tokov v stavbi. Primer pogosto uporabljene
programske opreme je SimSPARK.
Dodatna poenostavitev modeliranja toplotnega odziva stavb, ki še temelji na fizikal-
nih načelih, je večconski pristop. Drugače mu rečemo tudi vozlǐsčni pristop. Metoda
temelji na predpostavki, da je vsaka cona homogen volumen, opisan s svojimi spre-
menljivkami; torej s svojo temperaturo, tlakom ipd. Običajno eno vozlǐsče predstavlja
ena soba, en zid, eno okno ali nekaj, kjer so pogoji prenosa toplote podobni. Metoda
je v raziskovalne in praktične namene zelo pogosto uporabljena, saj je dovolj točna.
Uporablja se jo predvsem za oceno rabe energije, napovedi spreminjanja parametrov
v prostorih in drugo. Prednost večconskega modeliranja je zmožnost dolgoročnega
izračuna modela toplotnega odziva stavbe v kratkem računskem času. Njena omejitev
pa je poenostavitev v primerjavi z RDT in s conskim modeliranjem, saj je študija po-
gojev znotraj cone zelo omejena. V praksi pogosto uporabljena programska oprema je
TrnSys, EnergyPlus, IDA-ICe, ESP-r, Clim2000 in drugi.
2.1.2 Empirični modeli
Empirični modeli v primerjavi s fizikalnimi temeljijo na drugem pristopu. Glavna ideja
je s pomočjo podatkov zgraditi model, ki popǐse sistem brez poznavanja njegovega
delovanja, zato fizikalna interpretacija pogosto ni mogoča. Kakovost modela je odvi-
sna predvsem od kakovosti podatkov, ki so lahko simulirani ali izmerjeni. Empirično
modeliranje je lahko zelo uporabno, če slabo poznamo stavbne karakteristike, imamo
pa kakovostne podatke in dobro poznavanje orodij za modeliranje. Tako poznamo več
metod, ki se uporabljajo kot osnova za modeliranje. To so linearna regresija, nevronske
mreže, metode podpornih vektorjev in druge metode [13].
Uporabo linearne regresije je leta 1886 predstavil Galton, leta 1980 pa sta jo Parti
in Parti [19] prva uporabila za napoved rabe energije v stavbah, kjer sta želela po-
vezati rabo energije z vsoto rabe energije posameznikov, ki jim je dodan člen šuma.
Njena glavna prednost je preprostost, saj ne potrebujemo umerjanja parametrov, njega
glavna omejitev pa je nezmožnost obravnavanja nelinearnih problemov. Področje li-
nearne regresije je podrobneje opisano v naslednjem poglavju 2.2 Linearna regresija,
ostali pristopi so zgolj na kratko opisani v nadaljevanju, saj v delu niso podrobneje
obravnavani.
Nevronske mreže [20] so v raziskavah modeliranja toplotnega odziva stavb precej upo-
rabljena metoda. Svoj navdih za nastanek so dobile iz osrednjega živčnega sistema z
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nevroni, dendriti, aksoni in sinapsami, v matematični obliki pa sta jo prvič predstavila
McCulloch in Pitts leta 1943 [21]. Metoda temelji na mreži nevronov, preko katerih
poteka pretok in obdelava informacij od vhodnih podatkov do izhodnih. Nevronov je
lahko poljubno veliko in so postavljeni v poljubnem številu plasti. Vedno obstajata le
dve plasti, to sta vhodna in izhodna plast, v katerih so vhodni in izhodni podatki. Vse
ostale plasti med njima so skrite plasti in jih je lahko poljubno veliko. Vsak nevron vse-
buje aktivacijsko funkcijo in prosti parameter, ki skupaj določata, pri kakšnih pogojih
in kako informacija potuje preko mreže. Velika prednost nevronskih mrež je zmožnost
obravnavanja tako linearnih kot nelinearnih problemov, omejitev pa je omejena razlaga
dobljenih rezultatov.
Metoda podpornih vektorjev ali SVM (ang. Support Vector Machines) je bila prvič
predstavljena z delom Vapnik in Cortes [22]. Temelji na pretvorbi nelinearnih proble-
mov v linearne, tako da ga pošljejo v večdimenzijski prostor različic. Velika prednost
uporabe SVM je majhno število prostih parametrov pri postopku optimizacije, sploh
v primerjavi z nevronskimi mrežami, kjer je teh veliko. Uporaba SVM zahteva izbiro
jedrne funkcije, za kar je potrebno dobro poznavanje problema in metode.
2.1.3 Hibridni modeli
Hibridno modeliranje toplotnega odziva stavb [13] temelji na združitvi fizikalnih in
empiričnih modelov. Pri tem poskusimo izkoristiti najbolǰse od obeh pristopov, to sta
fizikalna razlaga in možnost obhoda nepoznavanja karakteriskih stavbe. Zato obstaja
možnost nepoznavanja določenih informacij, saj lahko z drugimi nadomestimo ta pri-
manjkljaj. Princip hibridnega modeliranja lahko temelji na več pristopih. Pri prvem
gre za uporabo strojnega učenja za določitev fizikalnih parametrov. Pri drugem gre za
uporabo statistike za implementacijo modela učenja, ki popǐse TOS in temelji na fiziki.
Pri tretjem pa gre za uporabo empiričnega pristopa na področjih, kjer fizikalni modeli
niso dovolj učinkoviti ali točni.
Kljub prednostim združenja fiziklanih in empiričnih modelov nekatere omejitve osta-
nejo. Pri empiričnih modelih moramo še vedno določiti proste parametre, pri fizikalnih
pa potrebujemo nekatere karakteristike stavbe, pri nobenem od obeh pa se ne izognemu
računskemu času. Pri hibridnih modelih je tako prednost kot omejitev združenje dveh
znanstvenih področij, kar morda za uporabnika prinese nekaj več dela ob razumevanju,
vendar bi to moralo biti znanosti v interes. Prvič so bili predstavljeni v delu Teeter
in Chow v začetku 1990 [23], ko sta združila uporabo nevronskih mrež z enoconskim
toplotnim modelom. Namen dela je bil z določanjem parametrov OHPK izbolǰsati
učinkovitost vodenja OHPK-sistema.
2.2 Linearna regresija
2.2.1 Osnove linearne regresije
Linearna regresija spada med empirično modeliranje, saj za izgradnjo modela potrebuje
kakovostne podatke. Je v osnovi preprost model, vendar zelo močno orodje za analizo
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podatkov. Namen linearne regresije je določiti odvisnost med izbranimi spremenljiv-
kami. Ker gre za linearno regresijo, je odvisnost med spremenljivkami vedno linearna,
poznamo pa tudi nelinearno regresijo, ki je v delu ne bomo uporabljali.
V najpreprosteǰsi obliki model linearne regresije vsebuje le dve spremenljivki in dva
koeficienta: neodvisno spremenljivko x, odvisno spremenljivko y, prosti parameter α0
in naklon premice β1. Na sliki 2.1 je prikazana osnovna ideja linearne regresije, kjer je
čez dane točke narisana premica. Točke na sliki predstavljajo podatki, med katerimi
nas zanima odvisnost, premico pa popǐse linearna enačba s koeficienti. Koeficienti so
določeni na podlagi učenja modela, ki je predstavljeno v naslednjem poglavju. S slike
je tudi razvidno, da so podatki bolj ali manj blizu premice, za kar so razlog napake pri
meritvah ali pa nepopolna linearna odvisnost med spremenljivkama.
Slika 2.1: Osnovna ideja linearne regresije.
Poleg osnovnega linearnega regresijskega modela poznamo tudi linearni regresijski mo-
del, pri katerem je vključeno večje število neodvisnih spremenljivk, ki jih je lahko
poljubno veliko. Namen modela je zajeti odvisnost med vsemi v model vključenimi
spremenljivkami. Tovrstni modeli so uporabljeni v poglavju dolgoročnih modelov. Mo-
del v splošnem zapǐsemo z enačbo (2.2), kar lahko skraǰsamo z uporabo funkcijskega
zapisa y = f(x1, x2, ..., xm). Indeks m pove, koliko neodvisnih spremenljivk model
vključuje.
y = α0 + β1x1 + γ1x2 + · · ·+ ω1xm (2.2)
Za potrebe modeliranja toplotnega odziva stavb so pomembne tudi pretekle vredno-
sti odvisnih spremenljivk ter pretekle in prihodnje vrednosti neodvisnih spremenljivk.
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Zato vpeljemo avtoregresijske linearne modele, ki jim lahko dodamo zunanje vhode in
upoštevajo še časovni faktor spremenljivk. Glavni spremembi v primerjavi z regresij-
skimi modeli sta vključitev sedanje in preteklih vrednosti odvisne spremenljivke med
neodvisne ter vključitev prihodnjih vrednosti neodvisnih spremenljivk. Tovrstni modeli
so namreč uporabljeni pri kratkoročnem modeliranju. Model je matematično zapisan
s spodnjo enačbo (2.3). V enačbi (t + h) pomeni napovedano vrednost ob horizontu
napovedi h, (t) je trenutna vrednost, (t− 1) so pretekle vrednosti spremenljivk z zapi-
sanim časovnim zamikom, α, β, γ ... pa so koeficienti. Za primer ponazoritve uporabe
prihodnjih vrednosti neodvisnih spremenljivk modela se temu primerno spremeni tudi
zapis, kot na primer β7x1(t + 3) v enačbi (2.3). Horizont napovedi je lahko poljuben
in je odvisen od namena napovedi.
y(t+ h) = α0 + α1y(t) + α2y(t− 1) + · · ·
+ β1x1(t) + β2x1(t− 1) + · · ·+ β7x1(t+ 3) + · · ·
+ γ1x2(t) + γ2x2(t− 1) + · · ·
...
+ ω1xm(t) + ω2xm(t− 1) + · · ·
(2.3)
2.2.2 Učenje modela
Priprave modela se lotimo s pridobivanjem kakovostnih podatkov, saj na njih model
temelji. Podatki so lahko pridobljeni s pomočjo realnih meritev ali s pomočjo simulacij.
V magistrskem delu so vremenski podatki pridobljeni s pomočjo meritev, ostali pa s
pomočjo simulacije. Več o njih je zapisano v poglavju 3 Priprava podatkov.
Ko podatke pregledamo in uredimo, se lotimo učenja. Postopek učenja pomeni za dane
podatke določiti posamezne koeficiente modela α, β, γ ... Za to poznamo dve glavni
metodi [24]:
– metoda največje verjetnosti in
– metoda najmanǰsih kvadratov.
Obe metodi omogočata dobro določanje koeficientov in sta občutljivi na zaznavanje
izstopajočih podatkov (ang. Outliers). Poleg omenjenih metod obstajajo tudi noveǰse,
imenovane robustne metode, saj vpliv izstopajočih podatkov pri njih nima tolikšnega
vpliva. Robustne medote se niso tako dobro razvile kot prej omenjeni dve, pogosto pa
za uporabo zahtevajo tudi posebno programsko opremo.
Zaradi posebnosti pri uporabi metode največje verjetnosti bomo opisali samo metodo
najmanǰsih kvadratov, poznamo pa tudi njeno izpeljanko, metodo uteženih najmanǰsih
kvadratov, ki je v delu ne bomo posebej obravnavali.
Metoda najmanǰsih kvadratov se osredotoči na določitev koeficientov a, tako da poǐsče
vrednosti koeficientov, ki minimizirajo vsoto kvadratov razlik med dejansko vrednostjo
in z modelom napovedano vrednostjo ali kraǰse SSE (ang. Sum of Squared Error).
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[yd,i − yi]2 (2.4)
Pri tem je n število podatkov v množici, yd pa je dejanska vrednost. Indeks i = 1, 2, ..., n
zajame vse podatke v učni množici. Za prikaz učenja regresijskega modela vpeljemo
vektor izhodov Y , matriko vhodov X in vektor koeficientov A, ki so definirani s spo-
dnjim zapisom (2.5). Prvi stolpec matrike X je sestavljen iz enic in so uporabne
za določitev prostega parametra a0. Linearno regresijsko enačbo tako zapǐsemo kot
Y = XA. Za postopek določitve koeficientov modela uporabimo inverzno matrično
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Y = XA =⇒ A = X−1Y (2.6)
2.2.3 Stopenjska regresija
Stopenjska regresija je orodje, namenjeno določitvi, katere neodvisne spremenljivke ali
regresorji so v sistemu ključni, tako da vplivajo na njegovo odzivanje. Ta problem je
pogosto prisoten ob velikem številu vhodnih spremenljivk, ko je težko določiti, katere
bi vključili v linearni model in katerih ne bi. Dodaten izziv je obravnava zakasne-
lih vrednosti vhodnih spremenljivk, saj lahko pridemo do problema kolinearnosti, kar
pomeni, da so spremenljivke med seboj soodvisne.
Stopenjska regresija je iterativni postopek izbora statistično pomembnih regresorjev,
uporabljenih v modelu. V delu smo vse regresorje, ki so na voljo, definirali s funkcijskim
zapisom y = fSW(x1, x2, ..., xm), kjer fSW pomeni uporabo postopka stopenjske regresije
za njihovo izbiro. Pri vsakem koraku se nato, odvisno od postopka, regresor glede na
svojo statistično pomembnost v modelu doda ali odstrani [26]. Metoda stopenjske
regresije je podrobneje opisana v nadaljevanju.
Postopek je pričet z začetnim modelom, s katerim je primerjan model z več ali manj
vključenimi regresorji. Pri vsakem koraku je izračunana p-vrednost in F -statistika, s
katerima je določeno, ali je model z ali brez potencialnih novih regresorjev bolǰsi ali
ne. Na ta način so regresorji dodani ali odvzeti, dokler ne dobimo lokalno optimal-
nega modela za napovedovanje s statistično pomembnimi regresorji. Postopek prav




Poznamo različne pristope k stopenjski regresiji:
– z dodajanjem regresorjev (ang. Forward Selection),
– z odvzemanjem regresorjev (ang. Backward Selection),
– s stopenjskim dodajanjem in odvzemanjem regresorjev (ang. Stepwise Selection).
Pri prvem pristopu je postopek začet s praznim modelom, torej brez vključenih regre-
sorjev, ki so mu nato postopoma dodani regresorji. Najprej je dodan regresor, ki ima
najvǐsjo vrednost R2, z vsakim naslednjim korakom pa je dodan regresor, ki najbolj
povǐsa vrednost R2. Ko R2 vrednost preneha očitno naraščati, je postopek dodajanja
regresorjev zaključen, saj le-ti ne pripomorejo več h kakovosti modela.
Pri drugem pristopu je postopek ravno obraten. Začet je z vsemi možnimi regresorji,
nato pa so ti postopoma odvzeti. Najprej so odvzeti regresorji, ki so najmanj vplivni,
vse dokler ne pridejo do tistih, ki so dovolj vplivni, da ostanejo v modelu. Pred
začetkom postopka je uporabnik tisti, ki določi, pri kateri vrednosti naj se regresorje
preneha odvzemati.
Tretji pristop je kombinacija obeh prej omenjenih. Pri vsakem koraku je dodan re-
gresor, hkrati pa je preverjeno, da morda zaradi novo dodanega regresorja kakšnemu
drugemu regresorju vrednost ni padla pod mejno, pri kateri se ga izloči. Če je najden
regresor, ki ni dovolj vpliven, se ga iz modela izloči. Ta pristop potrebuje dve vrednosti,
eno, pri kateri je regresor dodan, in drugo, pri kateri je odstranjen iz modela. Prav
tako naj bi bila tista verjetnost, pri kateri je regresor dodan, nižja od tiste, pri kateri
je odstranjen, saj bi drugače postopek potekal v nedogled.
V magistrskem delu smo za izgradnjo modelov s pomočjo stopenjske regresije uporabili
pristop s stopenjskim dodajanjem in odvzemanjem regresorjev. Da je bil regresor v
model dodan, je morala biti p-vrednost nižja od pdod = 0,05, za njegov odvzem iz
modela pa vǐsja od podv = 0,10.
2.2.4 Ocena kakovosti modela
Po zaključenem učenju modela imamo za dano učno množico podatkov določene koefi-
ciente. Ker samo z njimi ne vemo, ali je model kakovosten ali ne, določanju koeficientov
sledi ocena kakovosti modela. Običajno se tega lotimo z izbrano mero napake, saj jih
poznamo več vrst. Pomembno je, da za dane podatke izberemo najprimerneǰso oceno
kakovosti, saj s tem lahko zagotovimo dobro oceno modela.
Če bi želeli model izbolǰsati in/ali primerjati s kakšnim drugim modelom, potrebujemo
za to neko mero za določitev kakovosti. To lahko storimo z izbrano mero napake.
Poznamo jih več vrst: absolutna napaka, relativna napaka, povprečna absolutna na-
paka, povprečje kvadratov absolutne napake, povprečje absolutnih vrednosti relativnih
napak, koren povprečja kvadratov absolutne napake in druge [27].
Najpreprosteǰsa mera napake je absolutna napaka ali ea, ki je izračunana kot razlika
med dejansko in z modelom napovedano vrednostjo. Pri tem dobimo podatke o napaki
za vsak podatek v učni množici. Ta napaka je primerna za grafični prikaz razlik med
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dejansko in z modelom napovedano vrednostjo ter za izračune drugih napak. Absolutno
napako se izračuna po enačbi (2.7).
ea,i = yd,i − yi (2.7)
Druga preprosta in pogosto uporabljena mera napake je relativna napaka ali er. Pri
njej v odstotkih izračunamo, kakšna je absolutna napaka glede na dejansko vrednost.
Podobno kot pri absolutni je relativna primerna za grafični prikaz razlik med dejansko






Povprečje absolutnih vrednosti absolutnih napak ali MAE (ang. Mean Average Error)
je zelo preprost pristop k oceni kakovosti modela z eno samo vrednostjo in nam omogoča







Napaka MSE (ang. Mean Squared Error) je izračun povprečja kvadratov absolutne
napake. Njena uporaba je primerna, ko so prisotne izstopajoče vrednosti, saj se njihov
vpliv s to mero napake bolj izrazi. Napaka MSE je odvisna od velikosti učne množice,







Napaka MAPE (ang. Mean Absolute Percentage Error) je znana kot povprečje abso-
lutnih vrednosti relativnih napak. Napaka je uporabna mera pri napovedovanju, saj
upošteva vpliv velikosti dejanskih vrednosti. V delu Klimberg et al. [28] so prikazali
Lewisovo skalo za oceno napovedi: MAPE, nižja od 10 %, pomeni visoko natančnost
modela, med 11 % in 20 % dobro napoved, med 21 % in 50 % solidno napoved in pri
MAPE, vǐsji od 51 %, netočen model. Avtor je izpostavil vprašljivost pomena dobre









Napaka RMSE (ang. Root Mean Square Error) je koren povprečja kvadratov absolutne
napake in se jo izračuna po enačbi (2.12), zapisani spodaj. Napaka je zaradi kvadra-
tne odvisnosti odzivneǰsa na izstopajoče vrednosti, kar je lahko prednost, če želimo z







V magistrskem delu smo uporabljali absolutno napako (2.7) za grafični prikaz razlik
med dejansko in z modelom napovedano vrednostjo dolgoročnih modelov ter RMSE-
napako (2.12) za medsebojno primerjavo modelov. RMSE-napaka je za to primerna,
saj z eno številko omogoči oceno modela. Poleg tega je upoštevana kvadratna vrednost
napake, ki izstopajoče vrednosti bolj poudari in je zato nanje občutljiveǰsa. S tem smo
lahko zagotovili, da z nižjo napako poleg bolǰse napovedi modela, upoštevamo tudi
model, ki napove manj izstopajočih vrednosti.
2.2.5 Križno vrednotenje modela
Empirični modeli so zgrajeni na omejeni količini podatkov in zaradi tega lahko pride do
prevelikega nasičenja (ang. Over-Fitting) na njih. Za to je po učenju modela primerno
uporabiti križno vrednotenje, s katerim se preveri posplošitveno sposobnost modela. To
pomeni, kako dobro se model obnese na podatkih, ki jih še ni videl, a vendar izhajajo
iz istega sistema. S tem se model oceni in tako se lahko primerja z drugimi modeli.
Če model učimo s sintetičnimi podatki, je križno vrednotenje koristno, ko ga vredno-
timo z realno testno množico podatkov. Pri tem lahko ocenimo, ali je bila uporaba
sintetičnih učnih podatkov sploh na mestu in kako učinkoviti so bili pri učenju.
Metodo so prvič predstavili okrog leta 1930 [29], ko so v delu prikazali primer križnega
vrednotenja za uporabo pri regresiji in napovedovanju. Običajen postopek je razdelitev
podatkov na dve množici, učno in testno. Z učno množico model naučimo, s testno pa
ga vrednotimo. Razdeljeni množici podatkov se morata nekako prekrivati, torej z ne-
kimi skupnimi lastnostmi, da se lahko na njih preveri posplošitveno sposobnost modela.
Cilja križnega vrednotenja sta preveriti zmožnost posploševanja modela in medsebojno
primerjati dva ali več različnih modelov ter določiti najbolǰsega. Za doseganje teh dveh
ciljev poznamo različne pristope [30]:
– vrednotenje z zamenjavo podatkov (ang. Resubstitution Validation),
– vrednotenje z izpuščanjem enega dela podatkov (ang. Hold-Out Validation),
– vrednotenje s k deli podatkov (ang. k-Fold Validation),
– vrednotenje z izpuščanjem enega podatka (ang. Leave-One-Out Validation).
Pri validaciji z zamenjavo podatkov je model naučen z vsemi obstoječimi podatki in
vrednoten na prav tako vseh podatkih. Tako je model dvakrat videl iste podatke.
Ta pristop vrednotenja sicer uporabi vse obstoječe podatke, vendar trpi zaradi pre-
nasičenosti na dane podatke. To pomeni, da bi model lahko dal dobre rezultate na-
povedi na že videnih podatkih, na novih pa bi lahko imel velike napake napovedi, kar
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pa ni zaželeno. Prednost tega pristopa je njegova preprostost, omejitev pa možnost
prenasičenosti.
Uporaba vrednotenja z izpuščanjem enega dela podatkov je uporabna, ko želimo obiti
izziv prenasičenosti modela, zato uporabimo neodvisno testno množico. To pomeni,
da se obstoječe podatke razdeli na dve množici, eno za učenje in drugo za vrednotenje.
Med postopkom učenja modelu testna množica ni pokazana. S tem pristopom je možno
bolje oceniti posplošitveno sposobnost modela. Omejitev pristopa je, da model ni bil
učen na vseh možnih podatkih, poleg tega pa je končni model močno odvisen od načina
delitve podatkov. Potrebna je pazljivost, da tako učna kot testna množica podatkov
zajameta ključne lastnosti podatkov. Prednost tega pristopa je neodvisno učenje in
testiranje, omejitev pa zmanǰsanje količine podatkov za učenje in testiranje, kar pripelje
do velike variance.
Pri uporabi vrednotenja s k deli podatkov le-te najprej razdelimo na k enako ali po-
dobno velikih množic, čemur sledi iterativno učenje. To pomeni, da se model najprej
uči na eni učni množici, z ostalimi k − 1 pa se ga vrednoti. Nato se zamenja učno
množico podatkov, model se ponovno nauči in na preostalih k − 1 množicah vrednoti.
To se ponavlja, dokler model ni bil učen z vsemi k množicami podatkov. Podatki so
pred učenjem pogosto premešani, saj se s tem zagotovi enako kakovostne podatke v
vseh k množicah. Prednost tega pristopa je natančna ocena kakovosti modela, ome-
jitev pa so majhne množice podatkov za oceno kakovosti modela in prekrivanje učnih
podatkov s testnimi.
Vrednotenje z izpuščanjem enega podatka je poseben primer vrednotenja s k deli po-
datkov, kjer se podatke prav tako razdeli na k enakih ali podobno velikih delov. Nato
se za učenje uporabi vse, razen enega, ki je uporabljen za vrednotenje. Znano je, da
je natančnost takega pristopa skoraj nepristranska (ang. Unbiased), ampak ima veliko
varianco, kar lahko pripelje do nezanesljivih napovedi modela. Pristop je pogosto upo-
rabljen v primerih, ko imamo majhno množico razpoložljivih podatkov. Prednost tega
pristopa je nepristranska ocena kakovosti modela, omejitev pa zelo velika varianca.
V magistrskem delu smo uporabili štiri različne množice podatkov: za učenje eno
sintetično učno množico in za vrednotenje tri testne množice, kjer sta bili dve prav
tako sintetični, ena pa realna. Model smo tako učili na učni množici podatkov in ga
vrednotili s preostalimi tremi testnimi množicami podatkov. Za postopek vrednotenja
smo uporabili pristop vrednotenja z izpuščanjem enega dela podatkov. Naš model je
tako videl le eno množico, na ostalih treh pa smo ga vrednotili. Kot smo že omenili,
smo na ta način preverili posplošitveno sposobnost modela.
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Podatki so ključnega pomena za kakovostno izgradnjo modela, zato je v naslednjem
poglavju predstavitev le-teh. V začetku je predstavljena stavba in njen sistem ogre-
vanja, ki je bil uporabljen v referenčni simulaciji. V nadaljevanju so predstavljeni
vremenski podatki in priprava podatkov temperature dvižnega voda. V zadnjem delu
pa je predstavljena simulacija za pridobitev vhodnih in izhodnih podatkov za izgradnjo
dolgoročnih in kratkoročnih modelov za napovedovanje toplotnega odziva stavbe.
3.1 Opis stavbe in sistema ogrevanja
Stavba je sestavljena iz dveh nadstropij in štirih sten, kjer je vsaka orientirana proti
svoji smeri neba. Sleme strehe je orientirano v smeri sever-jug. Dimenzije tlorisa stavbe
so 8 × 11 m, njen volumen je 468 m3, skupna bivalna površina pa 180 m2. V stavbi
so uporabljena okna z aluminijastim okvirjem, vrednosti koeficienta prehoda toplote
Uokno in faktorja zasteklitve gokno sta podani v preglednici 3.1. Stavba je talno greta
v obeh nadstropjih, ni pa hlajena. V isti preglednici so podani tudi ostali parametri,
ki so za opis stavbe pomembni. To so koeficienti toplote U , debeline plasti d in drugi.
Tb pomeni temperaturo v stavbi. V preglednici 3.2 so podani parametri, pomembni za
določitev ugodja v stavbi.
Stavba je ogrevana s toplotno črpalko in s sistemom talnega gretja. Uporabljena je
toplotna črpalka voda-zrak podjetja Kronoterm WPL-16 K1 NT [31], kar pomeni, da
črpalka toploto črpa iz okolǐskega zraka, medij za prenos toplote preko ogrevalnega sis-
tema pa je voda. Zmogljivost toplotne črpalke nam pove njen izkoristek ali COP (ang.
Coefficient of Performance), ki je razmerje med proizvedeno toplotno močjo in vloženo
električno energijo. Na sliki 3.1 je prikazan potek COP pri različnih temperaturah
zunanjega zraka za dva različna primera temperature vode.
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Preglednica 3.1: Parametri opisa stavbe.
Parametri stavbe Enota Vrednost
Uzunanji zid W/m
2K 0,328
dzunanji zid m 0,390
Unotranji zid W/m
2K 2,759






dspodnja tla m 0,260
Uzgornja tla W/m
2K 2,342





700–1600 – med tednom
000–2400 – med vikendom
Netesnost 1/h 0,2
Prezračevanje 1/h 0,3 – ko je stavba zasedena
Senčenje / 0,75 – če je Tb > 24
oC
Preglednica 3.2: Parametri za opis ugodja v stavbi.
Parametri ugodja Enota Vrednost
Oblečenost clo 1
Metabolizem met 1
Opravljeno delo met 0
Relativna hitrost zraka m/s 0,1
-20 -10 0 10 20 30













Temperatura izstopne vode 35 °C
Temperatura izstopne vode 55 °C
Slika 3.1: Prikaz poteka COP v odvisnosti od temperature zunanjega zraka za
temperaturo ogrevalne vode 35 oC in 55 oC.
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3.2 Priprava vremenskih podatkov
Vremenski podatki so bili pridobljeni na podlagi meritev Agencije Republike Slovenije
za okolje in prostor ali kraǰse ARSO. Zajemali so datum, zunanjo temperaturo Tz,
relativno vlažnost ϕ in globalno sončno sevanje G za zimsko obdobje 6 mesecev, od
oktobra do marca, saj smo se v okviru magistrskega dela osredotočili na ogrevanje
stavbe. Podatki so prosto dostopni na spletni strani ARSO [32] in so del testnega
referenčnega leta za Ljubljano. Vremenski podatki so prikazani na spodnji sliki 3.2.
Na zgornjem delu slike je prikaz podatkov iz celega ogrevalnega obdobja, na spodnjem
pa zaradi bolǰsega pregleda le prva sedmina tega obdobja.














































Slika 3.2: Prikaz vremenskih podatkov; zgoraj celotno ogrevalno obdobje; spodaj prva
sedmina ogrevalnega obdobja.
3.3 Priprava podatkov temperature dvižnega voda
V poročilu projekta IQ DOM [33] so raziskali obstoječe algoritme vodenja toplotnih
črpalk in prǐsli do zaključka, da je ključni parameter pri optimizaciji ogrevanja tem-
peratura dvižnega voda toplotne črpalke. Ta temperatura vpliva na toplotno ugodje
v stavbi in na izkoristek toplotne črpalke ter stroške ogrevanja. Pri nekaterih na-
predneǰsih toplotnih črpalkah se temperatura dvižnega voda nastavi s karakteristiko
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vremensko vodenega ogrevanja, ki le-to nastavi glede na zunanjo temperaturo. Primer
karakteristike je prikazan na sliki 3.3.
Slika 3.3: Prikaz karakteristike vremensko vodenega ogrevanja.
Pri trenutnih razmerah vodenja uporabnik pogosto sam nastavlja temperaturo dvižnega
voda, kar ni enostavno, poleg tega pa jasne smernice za optimalno nastavitev ne obsta-
jajo. Zato se je izkazala potreba po razvoju prediktivnega vodenja s pomočjo modela
toplotnega odziva stavbe.
Za potrebe učenja in vrednotenja modela smo pripravili podatke temperature dvižnega
voda Tdvz. Iz raziskave [33] smo imeli na razpolago testno množico podatkov, ki je bila
razvita s pomočjo optimizacije karakteristike vremensko vodenega ogrevanja in je bila
namenjena vrednotenju modela. Poleg tega smo ustvarili še tri množice sintetičnih po-
datkov, dve prav tako za potrebe vrednotenja, eno pa za učenje modela. Vse sintetične
množice podatkov so bile ustvarjene med temperaturama 20 oC in 35 oC, ko je bila
na začetku naključno izbrana temperatura zadržana za en teden, nato pa se je ta čas
po logaritemski funkciji zmanǰseval. Pri vsaki na novo ustvarjeni množici podatkov
so bili odseki, na katerih je bila temperatura konstantna, enaki, spreminjale so se le
temperature.
Vse štiri poteke temperatur dvižnega voda smo prikazali na sliki 3.4. Različne množice
podatkov smo zaradi lažjega razumevanja poimenovali: U1-S je sintetična učna množica,
T1-S je prva sintetična testna množica, T2-S je druga sintetična testna množica in T3-R
je realna testna množica. Poteki temperatur dvižnega voda so le del učne in testnih
množic, ostali podatki so prikazani v preglednici 3.3.
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3.4 Predstavitev referenčne simulacije
Pripravi podatkov je sledila simulacija toplotnega odziva v poglavju 3.1 opisane stavbe.
Simulacija je bila izvedena s simulacijskim orodjem TRNSYS [34]. Vanjo so kot vhodni
podatki vstopili vremenski podatki, opisani v poglavju 3.2, in podatki o temperaturi
dvižnega voda, opisani v poglavju 3.3. Izhodni podatki iz simulacije pa so bili podatki
o temperaturi v stavbi.
Na sliki 3.5 so prikazani vhodni podatki Tdvz v simulacijo in izhodni podatki Tb iz
nje. Zgornja slika prikazuje sintetično učno množico U1-S, srednji dve sintetični testni
množici T1-S in T2-S ter spodnja realno testno množico T3-R.
V preglednici 3.3 je prikazan enodnevni izsek pripravljenih podatkov iz učne množice
U1-S za izgradnjo modelov. Vsebovani so podatki o času, mesecu, dnevu, uri, zuna-
nji temperaturi Tz, relativni vlažnosti ϕ, globalnem sončnem sevanju G, temperaturi
dvižnega voda Tdvz, notranjih toplotnih dobitkih Qnot in temperaturi v stavbi Tb.
Preglednica 3.3: Enodnevni izsek pripravljenih podatkov za izgradnjo modela.
Čas Mesec Dan Ura
Tz ϕ G Tdvz Qnot Tb
[oC] [%] [W/m2] [oC] [W/m2] [oC]
156 10 7 12 19,0 75 225 20,0 0 22,9
157 10 7 13 19,8 71 225 20,0 0 23,0
158 10 7 14 20,5 65 251 20,0 0 23,0
159 10 7 15 20,3 64 153 20,0 0 23,0
160 10 7 16 20,1 64 142 20,0 5 23,3
161 10 7 17 19,7 66 83 20,0 5 23,4
162 10 7 18 18,6 69 10 20,0 5 23,2
163 10 7 19 14,3 91 0 20,0 5 23,0
164 10 7 20 14,2 93 0 20,0 5 22,9
165 10 7 21 13,5 95 0 20,0 5 22,9
166 10 7 22 12,7 96 0 20,0 5 22,8
167 10 7 23 12,3 97 0 20,0 5 22,8
168 10 8 00 12,1 98 0 30,7 5 22,8
169 10 8 01 11,8 97 0 30,7 5 22,9
170 10 8 02 11,7 89 0 30,7 5 23,1
171 10 8 03 10,7 84 0 30,7 5 23,2
172 10 8 04 10,1 84 0 30,7 5 23,3
173 10 8 05 9,6 85 0 30,7 5 23,5
174 10 8 06 9,2 87 0 30,7 5 23,6
175 10 8 07 9,0 89 19 30,7 5 23,7
176 10 8 08 9,7 86 137 30,7 5 23,9
177 10 8 09 11,2 75 318 30,7 0 24,2
178 10 8 10 12,2 62 388 30,7 0 24,5
179 10 8 11 12,9 60 516 30,7 0 24,8
S tem smo predstavili vhodne in izhodne podatke za izgradnjo modela za napovedovanje
toplotnega odziva v stavbi, sledi pa predstavitev dolgoročnih in kratkoročnih modelov
za napovedovanje toplotnega odziva stavbe.
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4 Dolgoročni modeli za napovedo-
vanje
Dolgoročni modeli za napovedovanje toplotnega odziva stavb so namenjeni opisu realne
ali simulirane stavbe. S tem zajamemo njene fizikalne lastnosti in fizikalno popǐsemo
dogajanje v njej in njeni okolici ter tako omogočimo karseda dobro napoved želenih
spremenljivk. Za primer stavb so to običajno temperatura zraka v stavbi, relativna
vlažnost, raba energije in druge.
Z izgradnjo modela stavbe omogočimo tudi hitreǰso simulacijo razmer. Namesto zamu-
dnih meritev v realnih okoljih lahko s simulacijo za dane vremenske razmere v precej
kraǰsem času preverimo večmesečni odziv stavbe. Dolžina izračuna je predvsem odvi-
sna od kompleksnosti modela in uporabljene strojne opreme.
Poleg simulacij toplotnega odziva stavb je s pomočjo modelov mogoče tudi optimizirati
določene procese v stavbah. Recimo proces ogrevanja s toplotno črpalko, ki je precej
kompleksen, saj nanj vplivajo mnogi parametri. Če ga želimo optimizirati in tako
narediti ogrevanje ceneǰse in z uporabniku ugodneǰsimi toplotnimi razmerami, bo to
bistveno hitreǰse z neko kombinacijo simulacijskih in optimizacijskih orodij kot z meri-
tvami v realnem okolju. Take meritve lahko namreč vključujejo izbiro stavbe, vgradnjo
toplotne črpalke, merjenje čez vso ogrevalno sezono in podobno. Skratka, proces opti-
mizacije se z uporabo simulacij in modelov stavb poenostavi in pohitri. Poleg tega pa
so modeli lahko dovolj točni, da so rezultati simulacij uporabni tudi praktično in ne
zgolj za raziskovalne namene.
Model stavbe je tako nadomestek realnih sistemov, s katerim omogočimo procese, kot
so: hitreǰsa optimizacija, razvoj, preverjanje rešitev, testiranje novih sistemov ipd.
V poglavju se bomo osredotočili na dolgoročne modele stavb. V našem primeru dol-
goročni pomeni, da model lahko napove, kakšna bo temperatura v stavbi za več mese-
cev vnaprej, ne da bi bili v modelu vključeni podatki o temperaturi v stavbi. Primer
zgradbe modela je prikazan z enačbo (4.1) in je odvisen od uporabljenih regresorjev.
Čas t je poljuben čas v obdobju, v katerem je bil model učen, kar v našem primeru
pomeni ogrevalno sezono od oktobra do marca.
Tb(t) = f(Tz(t), Tz(t− 5), ϕ(t), Qnot(t)) (4.1)
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Pri dolgoročnih napovedih je napaka nekoliko večja v primerjavi s kratkoročnimi mo-
deli, vendar je tak model zmožen napovedati razmere v dani stavbi za več mesecev
vnaprej, medtem ko kratkoročni v takem časovnem obdobju zaradi kopičenja napake
napovedi postane neuporaben. Glavni razlog za večjo točnost kratkoročnih modelov je
izbira regresorjev, saj poleg neodvisnih vključujejo tudi odvisno spremenljivko. S tem
model vedno napoveduje glede na znane pretekle temperature v stavbi, medtem ko pri
dolgoročnih ti podatki niso na voljo.
Napovedovanja razmer v stavbi se najprej lotimo s preprostim modelom, s katerim
poskušamo razumeti, kaj se z danim sistemom dogaja. Zanima nas, kako dobro zmore
sistem popisati že najpreprosteǰsi model. Rezultate takega modela si potem postavimo
za referenco, s katero primerjamo prihodnje, kompleksneǰse modele. Če njihova napo-
ved vsebuje večjo napako kot referenčni model, vemo, da je kljub večji kompleksnosti
neuporaben, saj smo uspeli razviti že preprosteǰsi in bolǰsi model.
Zaradi lažjega razumevanja je na mestu predstavitev označevanja dolgoročnih modelov.
Primer zapisa za ponazoritev je SWDRTz . Na sredini je zapisana vrsta modela, kar pri
uporabi regresijskih modelov pomeni črka R. Levo spodaj je zapisan D ob označevanju
dolgoročnih modelov. Levo zgoraj je v primeru referenčnega modela zapisan REF, v
primeru uporabe stopenjske regresije je zapisan SW in v primeru optimizacije upora-
bljenih regresorjev OPT. Desno spodaj so zapisani v modelu uporabljeni pretekli in
sedanji regresorji. V danem primeru je to zunanja temperatura.
Izgradnje modelov smo se lotili z referenčnim modelom, ki mu je sledilo razvijanje
bolǰsega regresijskega modela, ki je zmožen napovedati TOS z manǰso napako kot
referenčni. Za to smo zaradi preceǰsnjega števila vključenih regresorjev in njihovih za-
kasnelih vrednosti, za katere vemo, da imajo v stavbah velik vpliv, uporabili stopenjsko
regresijo. Primer zakasnelega vpliva na stavbo je sončno sevanje, ki segreje zunanjost
in še nekaj ur za tem vpliva na toplotne razmere v notranjosti. Po razvoju modela
s stopenjsko regresijo smo se odločili poenostaviti model, vendar ne na račun njegove
kakovosti. S tem smo zmanǰsali število regresorjev do te mere, da se napaka, glede na
najmanǰso doseženo, še ni bistveno povečala. Ideja za tem je zgraditi preprost model, ki
je zmožen dati dobre in zato uporabne napovedi. Uporabljeni modeli so zapisani funk-




DRTz,Tdvz : Tb(t) = f(Tz(t), Tdvz(t)) (4.2)
– Regresijski model:
SW
DRTz,G,ϕ,Tdvz,Qnot : Tb(t) = fSW(Tz(t), Tz(t− 7), Tz(t− 12), Tz(t− 13),
G(t), G(t− 4), G(t− 6), G(t− 10),
Tdvz(t− 3), Tdvz(t− 4), Tdvz(t− 8),
Tdvz(t− 9), Tdvz(t− 11), Tdvz(t− 13))
(4.3)
– Optimizirani regresijski model:
OPT
DRTz,G,Tdvz : Tb(t) = f(Tz(t), Tz(t− 12), Tz(t− 13), G(t), G(t− 3),
Tdvz(t− 2), Tdvz(t− 4), Tdvz(t− 13))
(4.4)
26
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Vse dolgoročne modele smo učili in križno vrednotili na naslednji način:
– Model smo učili s sintetično učno množico podatkov U1-S. Za določitev koeficientov
modela smo uporabili metodo inverzne matrične operacije.
– Po učenju smo model križno vrednotili z ostalimi tremi množicami podatkov. Upo-
rabili smo pristop z izpuščanjem enega dela podatkov, v našem primeru so bile
to množice T1-S, T2-S in T3-R, saj jih model še ni videl. S tem smo preverili po-
splošitveno sposobnost modela. Dodatno težo oceni kakovosti modela je dala zadnja,
realna testna množica podatkov, saj smo lahko preverili, kako se model obnese na
podatkih, ki jih lahko pričakuje v primeru realne uporabe. S tem smo ocenili tudi
praktično uporabnost modela.
– Križnemu vrednotenju je sledila analiza RMSE-napak, ki s kvadriranjem razlike med
napovedano in dejansko vrednostjo dobro zajame vpliv preveč izstopajočih napove-
danih vrednosti, s čimer smo zagotovili dobro mero napake za vrednotenje točnosti
modelov. Uporabili smo tudi grafični prikaz absolutne napake.
V nadaljevanju so predstavljeni trije dolgoročni regresijski modeli.
4.1 Izgradnja referenčnega modela
V poglavju je predstavljen dolgoročni referenčni model. Njegov namen je preveriti
točnost preprostega dolgoročnega modela in si z njim pripraviti mejne vrednosti spre-
jemljivih točnosti kompleksneǰsih modelov.
4.1.1 Referenčni model REFDRTz,Tdvz
Kot smo že omenili v uvodnem delu poglavja, smo se najprej lotili izgradnje prepro-
stega referenčnega modela za napovedovanje. Poimenovali smo ga model REFDRTz,Tdvz
in je na podlagi razumevanja obravnavanega sistema ogrevanja stavbe vseboval le dva
regresorja. To sta zunanja temperatura, ki je ključen vplivni parameter okolja, v kate-
rem je stavba zgrajena, in temperatura dvižnega voda, ki ključno vpliva v notranjosti
stavbe. Za vse ostale regresorje smo predpostavili, da so drugotnega pomena in bodo
v primeru statistične pomembnosti lahko vključeni v kasneǰsih modelih. Namen mo-
dela REFDRTz,Tdvz je preveriti, kako dobra je lahko napoved temperature v stavbi ob
upoštevanju le omenjenih dveh regresorjev, s tem pa postaviti referenčno točnost za
kompleksneǰse modele. Model je matematično zapisan z enačbo (4.5) in za napoved
temperature v stavbi Tb upošteva vrednosti zunanje temperature Tz(t) in temperature
dvižnega voda Tdvz(t).
Tb(t) = α0 + β1Tz(t) + ε1Tdvz(t) (4.5)
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RMSE T1-S = 1.18 oC












RMSE T2-S = 1.38 oC












RMSE T3-R = 0.46 oC
Slika 4.1: Rezultati napovedi referenčnega modela REFDRTz,Tdvz za primer učne in
testnih množic podatkov.
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Rezultati napovedi so pokazali uporabno vrednost predstavljenega referenčnega modela
REF
DRTz,Tdvz . RMSE-napaka na učni množici podatkov je bila sprejemljivo majhna,
natančneǰsi pregled absolutne napake ea pa je pokazal, da je možnosti za napredek
še precej. Kakovost modela in z njo povezano posplošitveno sposobnost je pokazalo
tudi križno vrednotenje na preostalih testnih množicah podatkov. RMSE- in ea napake
so bile precej podobne kot pri učni množici, kar je bil znak zmožnosti posploševanja
modela. Model se je še bolje kot na sintetičnih podatkih odrezal na realni testni
množici.
Na sliki 4.1 je prikazan potek razlike med napovedano in referenčno vrednostjo tem-
perature v stavbi za vse štiri množice podatkov. Na zgornjih treh grafih se vidi še
preceǰsnjo razliko med napovedano in referenčno vrednostjo, s tem pa priložnost za
izbolǰsanje modela REFDRTz,Tdvz . V preglednici 4.1 so prikazane različne RMSE-napake.
Ločili smo učno napako, testno napako na sintetičnih podatkih in testno napako na
realnih podatkih.
Preglednica 4.1: Prikaz RMSE-napak referenčnega modela REFDRTz,Tdvz .
RMSE [oC]
Učna napaka Testna napaka
U1-S T1-S T2-S T3-R
1,27 1,18 1,38 0,46
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4.2 Izgradnja regresijskih modelov
Na podlagi rezultatov referenčnega modela REFDRTz,Tdvz smo ugotovili, da je možno
RMSE-napako napovedi še znižati, zato smo nadaljevali z izgradnjo dveh regresijskih
modelov. Pri prvem smo za izbor regresorjev uporabili metodo stopenjske regresije, pri
drugem pa smo na podlagi analize regresorjev optimizirali v model vključene regresorje.
4.2.1 Regresijski model SWDRTz,G,ϕ,Tdvz,Qnot
S pomočjo metode stopenjske regresije smo zgradili model SWDRTz,G,ϕ,Tdvz,Qnot . Model
je imel na razpolago pet regresorjev, pri vsakem pa so bile upoštevane zakasnjene
vrednosti za do 13 ur v preteklost, kar je skupaj naneslo 70 možnih regresorjev. To
zapǐsemo kot (4.6).
Tb(t) = fSW(Tz(t), Tz(t− 1), ..., Tz(t− 13),
G(t), G(t− 1), ..., G(t− 13),
ϕ(t), ϕ(t− 1), ..., ϕ(t− 13),
Tdvz(t), Tdvz(t− 1), ..., Tdvz(t− 13),
Qnot(t), Qnot(t− 1), ..., Qnot(t− 13))
(4.6)
Za učenje smo uporabili celotno množico učnih podatkov, kot je prikazano v preglednici
3.3, z dodanimi zakasnelimi vrednostmi. Model je vseboval 14 regresorjev ter en prosti
parameter in je matematično zapisan z enačbo 4.7.
Tb(t) = α0 + β1Tz(t) + β8Tz(t− 7) + β13Tz(t− 12) + β14Tz(t− 13)
+ γ1G(t) + γ5G(t− 4) + γ7G(t− 6) + γ11G(t− 10)
+ ε4Tdvz(t− 3) + ε5Tdvz(t− 4) + ε9Tdvz(t− 8) + ε10Tdvz(t− 9)
+ ε12Tdvz(t− 11) + ε14Tdvz(t− 13)
(4.7)
Rezultati izgradnje regresijskega modela SWDRTz,G,ϕ,Tdvz,Qnot so prikazani na sliki 4.2 in
so nekoliko bolǰsi od rezultatov napovedi modela REFDRTz,Tdvz . Razlika med napovedano
in dejansko vrednostjo temperature v stavbi se je zmanǰsala, kar prikazuje potek ea
napake, posledično pa se je zmanǰsala tudi RMSE-napaka. RMSE-napake za sintetično
učno množico U1-S, sintetični testni množici T1-S in T2-S ter realno testno množico
T3-R so prikazane v preglednici 4.2.
Preglednica 4.2: Prikaz RMSE-napak regresijskega modela SWDRTz,G,ϕ,Tdvz,Qnot .
RMSE [oC]
Učna napaka Testna napaka
U1-S T1-S T2-S T3-R
0,62 0,57 0,67 0,33
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RMSE T1-S = 0.57 oC












RMSE T2-S = 0.67 oC












RMSE T3-R = 0.33 oC
Slika 4.2: Rezultati napovedi regresijskega modela SWDRTz,G,ϕ,Tdvz,Qnot za primer učne
in testnih množic podatkov.
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4.2.2 Optimizirani regresijski model OPTDRTz,G,Tdvz
Zaradi preceǰsnjega števila vključenih regresorjev v model SWDRTz,G,ϕ,Tdvz,Qnot smo se
odločili raziskati, katere regresorje in vsaj koliko naj bi jih bilo, da bi bila napaka
še primerljiva z modelom SWDRTz,G,ϕ,Tdvz,Qnot . Na podoben način kot je predstavljeno v
poglavju 3, smo ustvarili še dodatnih devet različnih sintetičnih učnih množic podatkov.
Skupaj z že obstoječo množico U1-S smo jih tako imeli na voljo deset, ki smo jih
analizirali in razvili model OPTDRTz,G,Tdvz . Za vsako izmed njih smo ponovili postopek
učenja in zajeli končen izbor regresorjev. Vse izbrane regresorje smo analizirali in
pogledali, kolikokrat se posamezen regresor pojavi. Ugotovili smo, da se regresorji
pojavljajo različno pogosto, vendar so nekateri pogosteǰsi kot drugi. Rezultat analize
pogostosti izbire regresorjev je na sliki 4.3. Nekateri regresorji so bili izbrani tudi manj
kot štirikrat, vendar jih zaradi bolǰsega pregleda nismo prikazali.
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Slika 4.3: Rezultati analize pogostosti izbora regresorjev pri 10 različnih učnih
množicah podatkov.
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RMSE T1-S = 0.64 oC












RMSE T2-S = 0.75 oC












RMSE T3-R = 0.31 oC
Slika 4.4: Rezultati napovedi optimiziranega regresijskega modela OPTDRTz,G,Tdvz za
primer učne in testnih množic podatkov.
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Po analizi pogostosti izbire regresorjev smo analizirali še, kako število vključenih re-
gresorjev vpliva na RMSE-napako. Z upoštevanjem regresorjev, ki so se izmed desetih
možnih ponovitev ponovili vsaj šestkrat, smo ugotovili, da RMSE-napaka glede na
model SWDRTz,G,ϕ,Tdvz,Qnot naraste za 11 %, vendar smo s tem dosegli zmanǰsanje števila
vključenih regresorjev s 14 na 8. Model OPTDRTz,G,Tdvz je matematično zapisan z enačbo
(4.8).
Tb(t) = α0 + β1Tz(t) + β13Tz(t− 12) + β14Tz(t− 13) + γ1G(t)
+ γ4G(t− 3) + ε3Tdvz(t− 2) + ε5Tdvz(t− 4) + ε14Tdvz(t− 13)
(4.8)
Rezultati napovedi modela OPTDRTz,G,Tdvz so prikazani na sliki 4.4. S slike je razviden
vizualno precej podoben potek napake ea kot pri modelu
SW
DRTz,G,ϕ,Tdvz,Qnot na sliki 4.2.
RMSE-napake modela OPTDRTz,G,Tdvz so se povečale in so za vse štiri množice podatkov
U1-S, T1-S, T2-S in T3-R zapisane v preglednici 4.3.




Učna napaka Testna napaka
U1-S T1-S T2-S T3-R
0,69 0,64 0,75 0,31
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4.3 Diskusija o dolgoročnih modelih
V poglavju smo predstavili tri dolgoročne modele za napovedovanje toplotnega odziva
stavbe. Zgradili smo en referenčni model, za katerega smo sklepali, da vsebuje osnovna
regresorja za že sprejemljivo napoved. Ko se je pokazalo, da so rezultati sprejemljivi za
tako preprost model, smo se odločili zgraditi še kompleksneǰsa modela, s katerima naj
bi dodatno izbolǰsali točnost napovedi. Vsi trije modeli so namenjeni za napovedi, ki
segajo več mesecev vnaprej, vendar so zaradi različnih vključenih regresorjev dosegali
različne točnosti. Kot najtočneǰsi se je izkazal regresijski model SWDRTz,G,ϕ,Tdvz,Qnot , kar
je vidno s slike 4.5, saj so bile RMSE-napake okrog pol stopinje. Model je vseboval
14 regresorjev, z njegovo optimizacijo pa smo želeli to številko zmanǰsati, vendar ne
na račun prevelikega povečanja napake. Tako smo zgradili optimizirani model, ki je
imel le 8 regresorjev in le nekoliko večje napake napovedi. Na sliki 4.5 so prikazane
RMSE-napake vseh treh modelov za vse štiri množice podatkov.
Preprost model REFDRTz,Tdvz nam je dobro služil za referenčne napovedi, regresijski mo-
del SWDRTz,G,ϕ,Tdvz,Qnot in optimizirani regresijski model
OPT
DRTz,G,Tdvz pa sta z dose-
ganjem nizke RMSE-napake že primerna za praktično uporabo. V primeru potrebe
po točneǰsem modelu, kjer število vključenih regresorjev ni pomembno, je primerneǰsi
regresijski model SWDRTz,G,ϕ,Tdvz,Qnot , pri potrebi po dobrem razmerju med majhnim
številom regresorjev in nizko RMSE-napako je primerneǰsi optimizirani regresijski mo-
del OPTDRTz,G,Tdvz .























Slika 4.5: RMSE-napake referenčnega, regresijskega in optimiziranega regresijskega
modela za vse štiri množice podatkov.
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5 Kratkoročni modeli za napovedo-
vanje
V okviru magistrskega dela smo se lotili raziskave empiričnega modeliranja toplotnega
odziva stavb, zato podobno kot dolgoročni tudi kratkoročni modeli temeljijo na po-
datkih, pridobljenih s simulacijo referenčne stavbe. Pri tem smo podobno kot pri
dolgoročnih modelih uporabili podatke posameznih veličin, pridobljenih z meritvami
ali s simulacijo. Poznali smo tudi fizikalno sestavo stavbe, vendar teh podatkov pri
empiričnem modeliranju ne uporabimo. Kot smo že omenili v poglavju 4, je mode-
liranje stavb pomembno za optimizacijo in prediktivno vodenje sistemov ogrevanja
stavb. Vendar za namen prediktivnega vodenja ogrevanja dolgoročni modeli ne dose-
gajo dovolj visokih točnosti. Dolgoročni modeli namreč temeljijo na linearni regresiji,
pri kateri je napovedovana spremenljivka, v našem primeru temperatura v stavbi Tb,
odvisna od različnih vhodnih spremenljivk, v našem primeru smo izbirali med zunanjo
temperaturo Tz, globalnim sončnim sevanjem G, relativno vlažnostjo ϕ, temperaturo
dvižnega voda Tdvz in notranjimi toplotnimi dobitki Qnot (4.1). Za razliko od dol-
goročnih pri kratkoročnih uporabimo različne avtoregresijske modele, kjer je poleg že
omenjenih vhodnih spremenljivk, uporabljenih pri dolgoročnem modeliranju, dodana
tudi temperatura v stavbi Tb. S tem model dobi referenco na trenutno stanje v stavbi.
Tak model za napoved upošteva le do trenutka t znane vrednosti regresorjev, lahko pa
tudi prihodnje, če mu zagotovimo ustrezen model za njihovo napoved. Primer zgradbe
kratkoročnega modela podaja zapis (5.1) in upošteva pretekle, sedanje in prihodnje
vrednosti regresorjev. Zaradi jasneǰsega zapisa je model zapisan s pomočjo funkcije f ,
v primeru uporabe stopenjske regresije pa to kot v primeru (5.5) označimo s fSW.
Tb(t+ h) = f(Tz(t), Tz(t− 5), ϕ(t), Tdvz(t− 2), Qnot(t), Tdvz(t+ 5)) (5.1)
Pri kratkoročnem napovedovanju odvisne spremenljivke je pomemben horizont napo-
vedi h in korak, po katerem se le-ta spreminja. Oba sta odvisna od namena uporabe.
V delu Dehkordi et al. [16] so sestavili model, ki na različnih nivojih stavbe napoveduje
z različnimi horizonti napovedi in v različnih korakih. Na nivoju stavbe je bil horizont
napovedi 48 ur s korakom napovedi 2 uri, na nivoju sobe pa je bil horizont napovedi
lahko le ena ura, korak pa 10 minut. V svojem delu smo uporabili horizont napovedi
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h od 1 do 24 ur vnaprej, korak napovedi pa je bil ena ura, kar smo zapisali kot (5.2):
h = 1, 2, ..., 24 h. (5.2)
Pri tem gre omeniti, da vsaka formulacija kratkoročnega modela, kot na primer zgled
(5.1), pomeni 24 modelov, saj moramo pokriti celoten razpon horizonta napovedi h.
Model je za vsak horizont napovedi nekoliko drugačen, kar lahko pomeni strukturno
razliko ali razliko v vrednostih koeficientov.
V poglavju so predstavljeni različni kratkoročni modeli za napovedovanje toplotnega
odziva stavb, zato je za potrebe lažjega sledenja predstavljen zapis modelov. Zapis je
podoben kot pri dolgoročnih, primer za ponazoritev pa je SWKARX
Tdvz
Tz,Tdvz
. Na sredini je
zapisana vrsta modela, RW pomeni (ang. Random Walk) model, AR avtoregresijski
model in ARX avtoregresijski model z dodanimi vhodi. Levo spodaj je zapisana črka K
za kratkoročne modele. Levo zgoraj je v primeru ročne izbire regresorjev brez oznake, v
primeru uporabe stopenjske regresije je zapisan SW in v primeru referenčnega modela
REF. Desno spodaj so zapisani v modelu uporabljeni pretekli in sedanji regresorji,
desno zgoraj pa so zapisani v modelu uporabljeni prihodnji regresorji.
V delu smo se odločili raziskati več kratkoročnih modelov. Najprej enega referenčnega,
nato pa več kompleksneǰsih, s katerimi smo želeli izbolǰsati točnost referenčnega mo-
dela. Referenčni model je bil RW (ang. Random Walk), kar pomeni preprost krat-
koročni model, ki predpostavi, da bo prihodnja zunanja temperatura enaka sedanji. V
delu je uporabljena izpeljanka RW-modela, in sicer je predpostavljeno, da bo prihodnja
temperatura v stavbi ob vsakem horizontu napovedi kar enaka sedanji. Vsi nadaljnji
modeli so avtoregresijski in avtoregresijski z dodanimi vhodi, kar zajame zunanjo tem-
peraturo Tz, globalno sončno sevanje G in temperaturo dvižnega voda Tdvz. V poglavju
kratkoročnih modelov smo se zaradi zanemarljivih vplivov odločili izpustiti relativno




KRWTb : Tb(t+ h) = Tb(t) (5.3)
– Avtoregresijska modela:
KARTb : Tb(t+ h) = f(Tb(t), Tb(t− 12), Tb(t− 24)) (5.4)
SW
KARTb : Tb(t+ h) = fSW(Tb(t), Tb(t− 1), ..., Tb(t− 24)) (5.5)
– Avtoregresijski modeli z dodanimi zunanjimi vhodi:
SW
KARXTb,Tz : Tb(t+ h) = fSW(Tb(t), Tb(t− 1), ..., Tb(t− 24),
Tz(t), Tz(t− 1), ..., Tz(t− 24))
(5.6)
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SW
KARXTb,Tz,G : Tb(t+ h) = fSW(Tb(t), Tb(t− 1), ..., Tb(t− 24),
Tz(t), Tz(t− 1), ..., Tz(t− 24),
G(t), G(t− 1), ..., G(t− 24))
(5.7)
SW
KARXTb,Tz,G,Tdvz : Tb(t+ h) = fSW(Tb(t), Tb(t− 1), ..., Tb(t− 24),
Tz(t), Tz(t− 1), ..., Tz(t− 24),
G(t), G(t− 1), ..., G(t− 24),






: Tb(t+ h) = fSW(Tb(t), Tb(t− 1), ..., Tb(t− 24),
Tz(t), Tz(t− 1), ..., Tz(t− 24),
G(t), G(t− 1), ..., G(t− 24),
Tdvz(t), Tdvz(t− 1), ..., Tdvz(t− 24),






: Tb(t+ h) = fSW(Tb(t), Tb(t− 1), ..., Tb(t− 24),
Tz(t), Tz(t− 1), ..., Tz(t− 24),
G(t), G(t− 1), ..., G(t− 24),
Tdvz(t), Tdvz(t− 1), ..., Tdvz(t− 24),
Tdvz(t+ 1), Tdvz(t+ 2), ..., Tdvz(t+ h),
Tz(t+ 1), Tz(t+ 2), ..., Tz(t+ h),
G(t+ 1), G(t+ 2), ..., G(t+ h))
(5.10)
Avtoregresijski modeli in avtoregresijski modeli z dodanimi zunanjimi vhodi so iz-
bolǰsave RW-modela, saj upoštevajo večje število pomembnih regresorjev. Glavna raz-
lika med AR- in ARX-modeli je uporaba zunanjih vhodov, ki jih z izgradnjo novega
ARX-modela dodamo, saj je pričakovana izbolǰsana točnost modela. Pri naši izgra-
dnji modelov smo postopoma dodali zunanjo temperaturo, globalno sončno sevanje in
temperaturo dvižnega voda. Vse to so bile pretekle in sedanje vrednosti omenjenih re-
gresorjev, medtem ko smo pri zadnjih dveh ARX-modelih dodali še prihodnje vrednosti
regresorjev. Najprej le temperaturo dvižnega voda, nato še zunanjo temperaturo in
globalno sončno sevanje. S tem smo pričakovali izbolǰsanje točnosti napovedi.
Večino modelov je bilo zgrajenih s pomočjo stopenjskega dodajanja in odvzemanja
regresorjev, le model KARTb je bil zgrajen hevristično, kar je natančneje opisano v
poglavju 5.2.1. Pri vseh zgrajenih kratkoročnih modelih je bil postopek učenja in
križnega vrednotenja naslednji:
– Za učenje smo uporabili za model ustrezne spremenljivke iz učne množice U1-S ter
njihove pretekle, sedanje in prihodnje vrednosti, odvisno od modela. Pri tem smo
za določitev koeficientov modelov uporabili inverzno matrično operacijo.
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– Učenju je sledilo križno vrednotenje, s čimer smo preverili posplošitveno sposobnost
modelov. Uporabili smo križno vrednotenje z izpuščanjem enega dela podatkov, saj
je bil model vrednoten s podatki, ki jih še ni videl. Prav tako kot pri učenju smo tudi
tu uporabili za posamezen model ustrezne spremenljivke in njihove pretekle, sedanje
in prihodnje vrednosti iz treh testnih množic, T1-S, T2-S in T3-R.
– Vrednotenju sledi prikaz dobljenih rezultatov s pomočjo RMSE-napake, za vsak ho-
rizont napovedi od 1 do 24 ur. Nad vsako sliko je zapisana tudi največja napaka pri
h = 24 h.
V nadaljevanju so predstavljeni referenčni in avtoregresijski modeli ter avtoregresijski
modeli z dodanimi zunanjimi vhodi.
5.1 Izgradnja referenčnega modela
Glavni namen referenčnega modela je priprava mejnih vrednosti sprejemljivih točnosti
prihodnjih modelov. Z njim smo prvič preizkusili točnost kratkoročnih modelov in si
postavili področje, v katerem naj bi se gibale napake vseh ostalih kratkoročnih modelov.
5.1.1 Referenčni model REFKRWTb
Referenčni model, imenovan model REFKRWTb , je preprost, saj predpostavi, da bo tem-
peratura v stavbi do največjega horizonta napovedi h = 24 h enaka trenutni tempera-
turi, kar je ob stacionarnih pogojih popolnoma točen model. Ker pa so pogoji zaradi
stalnega spreminjanja zunanjih vremenskih vplivov in notranjih toplotnih razmer ter
specifičnosti vsake stavbe redko stacionarni, potrebujemo kompleksneǰsi model, ki za-
jame spreminjanje pogojev v stavbi, model REFKRWTb pa uporabimo zgolj za primer-
jalno analizo, kot kriterij za vsaj to, kako dobri naj bodo ostali kompleksneǰsi modeli.
Model je matematično zapisan z enačbo (5.11), omenjeni kratkoročni modeli pa so
predstavljeni v nadaljevanju dela.
Tb(t+ h) = Tb(t) (5.11)
Na sliki 5.1 je za vse štiri množice podatkov za horizont napovedi do 24 ur prikazana
RMSE-napaka napovedi modela REFKRWTb . Krivulje napak sintetičnih množic so si
med seboj zelo podobne, medtem ko krivulja napak za realno testno množico zelo od-
stopa. Razlog za to je izvor podatkov. Množica podatkov je bila rezultat optimizacije
vremensko vodenega ogrevanja stavbe, kjer je bil cilj doseči čim konstantneǰso tem-
peraturo v stavbi. Ta trend močno odstopajoče napake na realni testni množici bo
prisoten pri vseh modelih, zato ga v nadaljevanju ne bomo ponovno pojasnjevali.
Omeniti gre tudi zapisano max(RMSE) napako nad grafom rezultatov. Številka nam
pove, kolikšna je bila največja RMSE-napaka modela, vrednotenega na štirih množicah
podatkov, pri horizotnu napovedi h = 24 h. Tako smo za primerjalno analizo vedno
imeli na voljo največjo napako.
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Slika 5.1: Rezultati napovedi referenčnega modela REFKRWTb za primer učne in
testnih množic podatkov.
5.2 Izgradnja AR-modelov
Avtoregresijski modeli temeljijo na uporabi preteklih in sedanjih vrednosti napovedo-
vane spremenljivke med vhodnimi podatki. V našem primeru je bila to temperatura v
stavbi. V preǰsnjem poglavju je predstavljen prvi kratkoročni model, ki nam služi kot
referenčni model v primeru stacionarnih pogojev. V tem poglavju pa sta predstavljena
dva AR-modela, ki bolje zajameta dinamični odziv stavbe.
5.2.1 Hevristični model KARTb
Na podlagi hevrističnega razumevanja toplotnega odziva stavbe smo sestavili model
KARTb . Pri tem smo predpostavili, da so ključni podatki za dobro napoved Tb(t+ h)
trenutna temperatura v stavbi Tb(t) in pretekli temperaturi v stavbi, pred 12 urami
Tb(t−12) ter pred 24 urami Tb(t−24). Model je matematično zapisan z enačbo (5.12).
Tb(t+ h) = α0 + α1Tb(t) + α13Tb(t− 12) + α25Tb(t− 24) (5.12)
Rezultati napovedi modela so prikazani na sliki 5.2, kjer je prikazan potek RMSE-
napake za sintetično učno množico U1-S, dve sintetični testni množici T1-S in T2-S
ter realno testno množico T3-R, za vse horizonte napovedi od 1 do 24 ur. Napaka nad
grafom je izmed vseh štirih množic podatkov največja RMSE-napaka pri horizontu
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napovedi h = 24 h in znaša 0,57 oC. RMSE-napake so za različne tri sintetične množice
precej podobne. RMSE-napaka pri horizontu napovedi h = 24 h je nekoliko manǰsa
od RMSE-napake referenčnega modela REFKRWTb , kar nakazuje na večjo uporabno
vrednost modela.























Slika 5.2: Rezultati napovedi modela KARTb za primer učne in testnih množic
podatkov.
5.2.2 Model SWKARTb
V preǰsnjem poglavju smo predstavili hevristični pristop k izgradnji modela, v tem pa
smo se odločili za stopenjsko dodajanje regresorjev. Razlog je bil preveriti uporabo
stopenjske regresije za namen kratkoročnega modeliranja. S tem bi tudi preverili ka-
kovost modela KARTb , ki je bil razvit na podlagi hevrističnega razumevanja sistema
ogrevanja stavbe.
Pri stopenjski regresiji smo za napovedovanje temperature v stavbi ob različnih hori-
zontih Tb(t+ h) uporabili regresorje Tb(t), Tb(t− 1), ..., Tb(t− 24). Razlog za to je bilo
zagotoviti primerljivost modela SWKARTb s hevristično razvitim modelom KARTb , pri
katerem smo prav tako izbirali med regresorji v istem časovnem obsegu. Za namen pri-
kaza, kako je izgledal model, smo z enačbo (5.13) prikazali matematični zapis modela
za horizont napovedi h = 13 h.
Tb(t+ 13) = α0 + α1Tb(t) + α2Tb(t− 1) + α3Tb(t− 2) + α4Tb(t− 3)
+ α11Tb(t− 10) + α13Tb(t− 12) + α16Tb(t− 15)
+ α20Tb(t− 19) + α24Tb(t− 23) + α25Tb(t− 24)
(5.13)
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Rezultati modela so prikazani na sliki 5.3 in so pričakovano bolǰsi od rezultatov refe-
renčnega modela REFKRWTb in nekoliko bolǰsi od modela KARTb , vendar pa ima model
SW
KARTb s stopenjskim dodajanjem in odvzemanjem regresorjev le-teh vključenih več.
Tri sintetične množice po križnem vrednotenju ponovno dajo precej podoben potek
napake RMSE. Zaradi pričakovanih večjih točnosti napovedi temperature v stavbi Tb
so v nadaljevanju predstavljeni različni ARX-modeli.























Slika 5.3: Rezultati napovedi modela SWKARTb za primer učne in testnih množic
podatkov.
5.3 Izgradnja ARX-modelov
Napovedovanje temperature v stavbi zgolj na podlagi preteklih in sedanje temperature
v stavbi z AR-modeloma sicer omogoči zmanǰsanje napake in točneǰsi model od refe-
renčnega modela REFKRWTb 5.1.1, vendar zaradi različnih zunanjih in notranjih vplivov
temperatura v stavbi ni edini vplivni parameter. Namen ARX-modelov je postopoma
zajeti glavna zunanja in glavni notranji vpliv, ki so: zunanja temperatura in globalno
sončno sevanje ter temperatura dvižnega voda.












, ki poleg preteklih in sedanjih upoštevata tudi
prihodnje vrednosti regresorjev. Modelu SWKARX
Tdvz
Tb,Tz,G,Tdvz
dodamo še prihodnjo tem-
peraturo dvižnega voda, modelu SWKARX
Tdvz,Tz,G
Tb,Tz,G,Tdvz
pa še zunanjo temperaturo in glo-
balno sončno sevanje.
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5.3.1 Model SWKARXTb,Tz
Model SWKARXTb,Tz s pomočjo regresorjev temperature v stavbi Tb in zunanje tem-
perature Tz poskuša opisati kompleksno dinamiko sistema ogrevanja stavbe in s tem
temperaturo v stavbi napovedati za horizont napovedi od 1 do 24 ur v prihodnost.
Tako smo s pomočjo stopenjske regresije izbrali vplivne regresorje ter za prikaz mate-
matičnega zapisa izbrali model pri horizontu napovedi h = 15 h. Model je zapisan z
enačbo (5.14).
Tb(t+ 15) = α0 + α1Tb(t) + α2Tb(t− 1) + α3Tb(t− 2) + α6Tb(t− 5)
+ α10Tb(t− 9) + α20Tb(t− 19) + α24Tb(t− 23) + β2Tz(t− 1)
+ β9Tz(t− 8) + β15Tz(t− 14) + β24Tz(t− 23)
(5.14)
Rezultati RMSE-napak napovedi so prikazani na sliki 5.4. Pri horizontu napovedi
h = 24 h lahko opazimo majhno zmanǰsanje napake v primerjavi z najbolǰsim AR-
modelom. Razlika max(RMSE) med njima znaša le 0,02 oC. Ostali modeli se od modela
SW
KARXTb,Tz razlikujejo predvsem po izbranih regresorjih, s stalǐsča RMSE-napake je s
povečevanjem horizonta napovedi na sliki 5.4 vidno skoraj linearno naraščanje napake.























Slika 5.4: Rezultati napovedi modela SWKARXTb,Tz za primer učne in testnih množic
podatkov.
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5.3.2 Model SWKARXTb,Tz,G
Z razvojem modela SWKARXTb,Tz,G smo kot nov dejavnik za kratkoročno napovedovanje
toplotnega odziva stavbe upoštevali še globalno sončno sevanje. Na podlagi preteklih
analiz smo namreč vedeli, da sončno sevanje vpliva na toplotne razmere v stavbi,
kar pomeni prehod akumulirane toplote iz zunanjih zidov v notranjost stavbe. Poleg
akumulirane toplote pa sončno sevanje vpliva tudi na dviganje in spuščanje zunanje
temperature. Model smo zgradili z uporabo stopenjske regresije, za namen prikaza
matematičnega zapisa pa smo izbrali model ob horizontu napovedi h = 24 h.
Tb(t+ 24) = α0 + α1Tb(t) + α3Tb(t− 2) + α6Tb(t− 5) + α13Tb(t− 12)
+ α23Tb(t− 22) + β8Tz(t− 7) + γ2G(t− 1) + γ11G(t− 10)
+ γ17G(t− 16) + γ25G(t− 24)
(5.15)
Na sliki 5.5 so prikazani rezultati napak modela SWKARXTb,Tz,G za horizont napovedi do
24 ur v prihodnost. S slike je razvidno, da se napaka ob uporabi dodatnih regresorjev
res nekoliko zmanǰsa. Max(RMSE) je za 0,01 oC manǰsa kot pri modelu SWKARXTb,Tz .























Slika 5.5: Rezultati napovedi modela SWKARXTb,Tz,G za primer učne in testnih množic
podatkov.
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5.3.3 Model SWKARXTb,Tz,G,Tdvz
Z modelom SWKARXTb,Tz,G,Tdvz smo za napoved TOS dodali še regresorje temperature
dvižnega voda Tdvz, saj je to glavni vplivni parameter v notranjosti stavbe, ki vpliva
na temperaturo v stavbi. V obdobju ogrevanja se uravnavanje temperature v stavbi
običajno vrši s spreminjanjem temperature dvižnega voda, kar vpliva na spreminja-
nje temperatur ogrevalnih medijev. Model SWKARXTb,Tz,G,Tdvz smo zgradili s pomočjo
stopenjske regresije, za ponazoritev pa smo izbrali horizont napovedi h = 24 h.
Tb(t+ 24) = α0 + α1Tb(t) + α16Tb(t− 15) + β1Tz(t) + β25Tz(t− 24)
+ γ2G(t− 1) + γ11G(t− 10) + γ17G(t− 16) + γ21G(t− 20)
+ γ25G(t− 24) + ε1Tdvz(t) + ε8Tdvz(t− 7) + ε10Tdvz(t− 9)
+ ε17Tdvz(t− 16) + ε25Tdvz(t− 24)
(5.16)
Rezultati RMSE-napak modela SWKARXTb,Tz,G,Tdvz so prikazani na sliki 5.6 in nakazu-
jejo nekoliko točneǰsi model od preǰsnjih dveh modelov. Od modela SWKARXTb,Tz,G je
pri horizontu napovedi h = 24 h bolǰsi le za 0,03 oC.























Slika 5.6: Rezultati napovedi modela SWKARXTb,Tz,G,Tdvz za primer učne in testnih
množic podatkov.
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Z razvojem modela SWKARX
Tdvz
Tb,Tz,G,Tdvz
smo upoštevali glavno spremembo v primerjavi
s prej omenjenim ARX-modelom. To je uporaba prihodnjih vrednosti regresorjev.
Razlog za njihovo uporabo je temeljil na dejstvu, da bolj sveži, kot so podatki, ki
jih model dobi, bolj točna je lahko napoved. Tako smo modelu SWKARXTb,Tz,G,Tdvz
dodali še prihodnje vrednosti temperature dvižnega voda Tdvz in s pomočjo stopenjske
regresije določili vplivne regresorje. Z enačbo (5.17) je zapisan primer zgradbe modela
za horizont napovedi h = 17 h.
Tb(t+ 17) = α0 + α1Tb(t) + α8Tb(t− 7) + α24Tb(t− 23) + β1Tz(t)
+ β2Tz(t− 1) + β7Tz(t− 6) + γ3G(t− 2) + γ10G(t− 9)
+ γ12G(t− 11) + γ15G(t− 14) + γ18G(t− 17) + γ20G(t− 19)
+ γ22G(t− 21) + ε5Tdvz(t+ 4) + ε9Tdvz(t− 8) + ε12Tdvz(t− 11)
+ ε14Tdvz(t− 13) + ε17Tdvz(t− 16) + ε22Tdvz(t− 21)
+ ε25Tdvz(t− 24) + ε27Tdvz(t+ 2) + ε29Tdvz(t+ 4)
+ ε31Tdvz(t+ 6) + ε33Tdvz(t+ 8) + ε34Tdvz(t+ 9)
+ ε35Tdvz(t+ 10) + ε36Tdvz(t+ 11) + ε37Tdvz(t+ 12)
+ ε38Tdvz(t+ 13) + ε39Tdvz(t+ 14) + ε40Tdvz(t+ 15)
+ ε41Tdvz(t+ 16)
(5.17)























Slika 5.7: Rezultati napovedi modela SWKARX
Tdvz
Tb,Tz,G,Tdvz
za primer učne in testnih
množic podatkov.
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Rezultati RMSE-napak napovedi modela SWKARX
Tdvz
Tb,Tz,G,Tdvz
so prikazani na sliki 5.7 in
pokažejo bistveno izbolǰsanje točnosti napovedi. Le-ta se namreč pri horizontu napovedi
h = 24 h poveča za več kot petkrat. Zanimivo je tudi približanje krivulj RMSE-napak
na sintetičnih množicah podatkov RMSE-napakam na realni množici podatkov, ki so
vedno majhne zaradi že optimiziranih podatkov temperature dvižnega voda.
Tako točni modeli so za razliko od drugih, prej predstavljenih AR- in ARX-modelov,
že uporabni za prediktivno vodenje, pri katerem se s pomočjo prihodnjih temperatur




Zaradi dobrih rezultatov napovedi modela SWKARX
Tdvz
Tb,Tz,G,Tdvz
smo se odločili preizkusiti
še model, ki upošteva prihodnje vremenske pogoje. Zaradi bolj svežih podatkov smo
pričakovali še dodatno zmanǰsanje RMSE-napak. V začetku poglavja smo že omenili,
da bosta izmed preostalih, še ne vključenih podatkov upoštevana zgolj zunanja tem-
peratura in globalno sončno sevanje, relativno vlažnost in notranje toplotne dobitke
pa bomo zanemarili. Model SWKARX
Tdvz,Tz,G
Tb,Tz,G,Tdvz
smo zgradili s pomočjo stopenjske re-
gresije. Z enačbo (5.18) je za horizont napovedi h = 6 h prikazan matematični zapis
modela.
Tb(t+ 6) = α0 + α1Tb(t) + α3Tb(t− 2) + α14Tb(t− 13) + α18Tb(t− 17)
+ α19Tb(t− 18) + α24Tb(t− 23) + α25Tb(t− 24) + β1Tz(t)
+ β5Tz(t− 4) + β18Tz(t− 17) + β22Tz(t− 21) + β25Tz(t− 24)
+ γ1G(t) + γ2G(t− 1) + γ19G(t− 18) + γ20G(t− 19)
+ γ22G(t− 21) + γ24G(t− 23) + γ25G(t− 24) + ε1Tdvz(t)
+ ε7Tdvz(t− 6) + ε9Tdvz(t− 8) + ε19Tdvz(t− 18) + ε21Tdvz(t− 20)
+ ε22Tdvz(t− 21) + ε23Tdvz(t− 22) + ε26Tdvz(t+ 1) + ε27Tdvz(t+ 2)
+ ε30Tdvz(t+ 5) + β26Tz(t+ 1) + β27Tz(t+ 2) + β30Tz(t+ 5)
+ β31Tz(t+ 6) + γ26G(t+ 1) + γ27G(t+ 2) + γ29G(t+ 4)
+ γ30G(t+ 5) + γ31G(t+ 6)
(5.18)
Rezultati napovedi modela SWKARX
Tdvz
Tb,Tz,G,Tdvz
so prikazani na sliki 5.8. Takoj je razvi-
dno, da se je RMSE-napaka napovedi še izbolǰsala in je pri horizontu napovedi h = 24 h
še dvakrat manǰsa v primerjavi z modelom SWKARX
Tdvz
Tb,Tz,G,Tdvz
in znaša le še 0,04 oC.
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Slika 5.8: Rezultati napovedi modela SWKARX
Tdvz,Tz,G
Tb,Tz,G,Tdvz
za primer učne in testnih
množic podatkov.
5.4 Diskusija o kratkoročnih modelih
V poglavju smo predstavili tri različne vrste kratkoročnih modelov: referenčni RW-
model, dva AR-modela in več ARX-modelov. Z referenčnim modelom smo si zagotovili
osnovno merilo za mejno vrednost RMSE-napake, pri kateri so drugi kratkoročni modeli
že točneǰsi. Napoved referenčnega modela je uporabna le v stacionarnih razmerah.
Zgradili smo dva AR-modela, s katerima smo preizkusili, kako na točnost napovedi
vpliva zgolj uporaba sedanje in preteklih vrednosti temperature v stavbi. Opazno je
bilo zmanǰsanje RMSE-napake, zato smo nadaljevali z ARX-modeli, ki so bili AR-
modeli, nadgrajeni z uporabo zunanjih vhodov.
Rezultati so pokazali, da se je RMSE-napaka z vsako izbolǰsavo modelov zmanǰsala. Z
REF
KRWTb modelom smo pri horizontu napovedi h = 24 h dosegli največjo RMSE-
napako 0,72 oC, z ostalimi pa smo jo postopoma zmanǰsevali. Z najbolǰsim AR-
modelom smo pri horizontu napovedi h = 24 h dosegli RMSE-napako 0,55 oC, z
najbolǰsim ARX-modelom pa le še 0,04 oC, kar je 92,7-odstotno izbolǰsanje točnosti.
Prikaz potekov RMSE-napak pri različnih modelih je prikazan na sliki 5.9.
Največjo RMSE-napako je pričakovano imel referenčni model. AR-modela sta jo neko-





KARXTb,Tz,G,Tdvz . Pred analizami smo mi-
slili, da bodo pretekli regresorji zunanje temperature, globalnega sončnega sevanja in
temperature dvižnega voda bolj vplivali na izbolǰsanje točnosti napovedi. Zanimivo je
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pri katerih smo v izbor možnih regresorjev dodali še prihodnje vrednosti temperature
dvižnega voda, zunanje temperature in globalnega sončnega sevanja. Modela sta pri
horizontu napovedi h = 24 h dosegala za velikostni razred nižje napake od ostalih
predstavljenih kratkoročnih modelov.





































Slika 5.9: Rezultati napovedi vseh osmih modelov ob upoštevanju največje
RMSE-napake pri posameznem horizontu napovedi.
Zanimiva je tudi slika 5.10, s katere se vidi, kako s povečevanjem horizonta napovedi
narašča razlika med RMSE-napakami pri posameznih modelih. Najobčutneǰsa razlika






, ko kljub povečevanju
horizonta napovedi dosegamo občutno nižje napake kot pri ostalih modelih.
Praktična uporabnost AR-modelov se vidi v primeru, ko so na voljo le pretekli in se-
danji podatki o temperaturi v stavbi. V takem primeru bi, glede na majhno razliko v
RMSE-napaki med modeloma in precej več vključenimi regresorji v primeru uporabe
stopenjske regresije, raje priporočili izbiro hevristično razvitega modela. Modeli, ki pa






, so že praktično
uporabni za prediktivno vodenje ogrevanja v stavbah. Pri tem moramo poudariti
dejstvo, da model SWKARX
Tdvz,Tz,G
Tb,Tz,G,Tdvz
napoveduje temperaturo v stavbi na podlagi pri-
hodnjih podatkov o vremenu, ki jih v primeru praktične uporabe nimamo, in je zato
potrebno pridobiti ustrezne vremenske napovedi, z njihovo uporabo pa vnašamo doda-
tno napako, ki zmanǰsuje izkazano teoretično točnost razvitih modelov.
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Slika 5.10: Rezultati vseh osmih modelov za horizonte napovedi h = 6 h, h = 12 h in
h = 24 h ob upoštevanju največje RMSE-napake pri omenjenih horizontih.
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6 Diskusija
V delu smo predstavili dve vrsti modelov za napovedovanje toplotnega odziva stavbe,
dolgoročne in kratkoročne. Med seboj se razlikujejo po časovnem obsegu oziroma hori-
zontu napovedi in točnosti napovedovanja v tem obsegu. Najbolǰsi kratkoročni modeli
dosegajo visoke točnosti v času do 24 ur, saj so v model vključene trenutne razmere v
stavbi, na katere se model lahko referira, poleg tega pa k izbolǰsanju točnosti prispeva
tudi uporaba prihodnjih vrednosti temperatur dvižnega voda, zunanjih temperatur in
globalnega sončnega sevanja. Najbolǰsi dolgoročni model SWDRTz,G,ϕ,Tdvz,Qnot glede na




stni razred večjo napako, vendar je zmožen s podobno napako napovedati katero koli
temperaturo v stavbi med obdobjem večmesečnega ogrevanja.
Za učenje in križno vrednotenje smo uporabili 4 različne množice podatkov. S sintetično
učno množico smo želeli zagotoviti čim večji obseg učnih podatkov in tudi pripravljenost
modela na njihovo hitro spreminjanje, do česar lahko med obratovanjem sistema pride.
S tem smo zagotovili robustnost modela in dobro posplošitveno sposobnost. Poleg tega
smo uporabili še dve sintetični testni množici, s katerima smo preverili, da model morda
ni preveč nasičen z učno množico. Realna testna množica nam je koristila, saj smo z
njo preverili, kako bi se model odzval v primeru pričakovanih obratovalnih razmer.
V obeh primerih, pri dolgoročnem REFDRTz,Tdvz in kratkoročnem modelu KARTb , smo
preizkusili hevristični pristop k izgradnji modela. S tem smo želeli pokazati, da zgolj s
primernim pristopom k modeliranju in z nekaj inženirskega znanja ter s tem povezanega
razumevanja sistema lahko zgradimo enostaven model, ki že lahko zagotovi referenčne
napovedi v primeru dolgoročnega modela REFDRTz,Tdvz in v primeru kratkoročnega mo-





V magistrskem delu smo se osredotočili na raziskavo možnosti izgradnje modelov za dol-
goročno in kratkoročno napoved toplotnega odziva stavbe, ogrevane s toplotno črpalko.
Z uporabo linearne regresije smo zgradili vrsto modelov za napoved temperature v
stavbi na podlagi različnih regresorjev. Pri tem smo za izbiro regresorjev uporabili
hevristični pristop in postopek stopenjske regresije. Modele smo zgradili na množici
sintetičnih podatkov in jih križno vrednotili na dveh sintetičnih in eni realni množici
podatkov. Podamo lahko naslednje zaključke:
1. S pomočjo simulacije referenčne zgradbe smo pripravili kakovostne podatke za
učenje in križno vrednotenje modelov.
2. Zgradili smo tri modele za dolgoročno napovedovanje toplotnega odziva stavbe
za obdobje 6 mesecev.
3. Zgradili smo osem modelov za kratkoročno napovedovanje toplotnega odziva
stavbe za horizonte napovedi od 1 do 24 ur v prihodnost.
4. Ugotovili smo, da z zgrajenimi dolgoročnimi in kratkoročnimi modeli dosegamo
točnosti napovedi, primerljive z rezultati iz strokovne literature [9, 35].





pa pri h = 24 h dosega za velikostni razred nižjo
RMSE-napako 0,04 oC.
6. Na osnovi rezultatov smo ugotovili, da so dolgoročni modeli z RMSE-napakami
okoli 0,5 oC manj točni od kratkoročnih, vendar uporabni za večmesečna obdo-
bja, kratkoročni modeli pa so z RMSE-napakami pod 0,05 oC zaradi vključenih
avtoregresijskih in prihodnjih podatkov izredno točni, uporabni pa so le za kratke
horizonte napovedi.
7. Predstavljeni dolgoročni modeli so uporabni za optimizacijo vremensko vodenih
krivulj ogrevalnih sistemov, kratkoročni pa za uporabo pri prediktivnem vodenju
ogrevanja stavb.






smo pokazali, da je vpliv priho-
dnjih podatkov za napoved temperature v stavbi zelo velik, saj smo uspeli glede
na ostale kratkoročne modele RMSE-napako napovedi zmanǰsati z okoli 0,5 oC
na manj kot 0,10 oC.
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Zaključki
9. Ugotovili smo, da je hevristična izbira regresorjev lahko pravilna, če obstaja
zadostno poznavanje vplivnih parametrov na sistem in je le-teh malo. Pri slabem
poznavanju vplivnih parametrov ali njihovega velikega števila se je z nizkimi
RMSE-napakami izkazala uporaba stopenjske regresije.
Razvili smo več različnih dolgoročnih in kratkoročnih modelov za napovedovanje to-
plotnega odziva stavbe. Najbolǰsa dolgoročna modela sta s točnostjo napovedi okoli
0,5 oC praktično uporabna za optimizacijo vremensko vodenih ogrevalnih sistemov.
Najbolǰsa kratkoročna modela sta s točnostjo pod 0,10 oC uporabna za prediktivno
vodenje ogrevalnih sistemov.
Predlogi za nadaljnje delo
V svojem delu smo se pri izgradnji modelov osredotočili na uporabo linearne regre-
sije, avtoregresije in avtoregresije z dodanimi zunanjimi vhodi. To je zgolj en pristop
modeliranja toplotnega odziva v stavbah. Kot je omenjeno že v poglavju 2 Teoretične
osnove, poznamo različne načine modeliranja. Za enake podatke, kot smo jih upora-
bljali v svojem delu, bi dodatna analiza lahko vsebovala pregled, kako točne napovedi
zmorejo druge nelinearne metode učenja 2.1.2 in hibridni modeli v primeru dolgoročnih
in kratkoročnih modelov.
V delu smo se osredotočili na napovedovanje TOS, natančneje na napovedovanje tem-
perature v stavbi. Če bi želeli obsežneǰsi pregled dogajanja v stavbi, bi lahko vključili
še analizo toplotnega ugodja s pomočjo Fangerjevega modela ugodja [1], še dodatna
izbolǰsava pa bi zajemala analizo zmanǰsanja rabe energije ob praktični uporabi v delu
razvitih modelov.
Pri kratkoročnih modelih smo pokazali, da uporaba prihodnjih vrednosti za napo-
ved temperature v stavbi lahko bistveno izbolǰsa točnost modela. V svojem primeru
smo uporabili kar obstoječe pretekle vremenske podatke, v praktični aplikaciji pa se
zanašamo na napoved vremena. Primer je vremenski model ALADIN. Kot smo ome-
nili že v diskusiji 5.4, je RMSE-napaka 0,04 oC bolj teoretična. Z nadaljnjim delom
bi lahko raziskali, koliko se napaka poveča pri uporabi modelne napovedi vremena
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