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Summary
Visual odometry, the process of tracking the trajectory of a moving camera based on its
captured video is a fundamental problem behind autonomous mobile robotics and aug-
mented reality applications. Yet, despite almost 40 years of extensive research on the
problem, state-of-the-art systems are still vulnerable to several pitfalls that arise in chal-
lenging environments due to specific sensor limitations and restrictive assumptions. This
thesis, in particular, investigates the use of RGB-D cameras for robust visual odometry in
man-made environments, such as industrial plants. These spaces, contrary to natural en-
vironments, follow mainly a rectilinear structure made of simple geometric entities. Thus,
this work exploits this structure by taking a feature-based approach, where lines, planes
and cylinder segments are explicitly extracted as visual cues for egomotion estimation.
While the depth captured by RGB-D cameras helps to resolve the ambiguity inherent of
passive cameras especially on uniform and low textured surfaces, these active cameras suf-
fer from several limitations, which may deteriorate the performance of RGB-D Odometry,
such as, limited operating range, near-infrared light interference and systematic errors,
leading to incomplete and noisy depth maps. To address these issues, we have first devel-
oped a visual odometry framework that leverages both depth measurements from active
sensing and depth estimates from temporal stereo obtained via probabilistic filtering. Our
experiments demonstrate that this framework is able to operate on large indoor and out-
door spaces, where the absence and inaccuracy of depth measurements is too high to rely
just on RGB-D Odometry.
Secondly, this thesis considers the depth sensor error by proposing a depth fusion frame-
work based on Mixture of Gaussians to denoise the depth measurements and model
their uncertainties through spatio-temporal observations. Extensive results on RGB-D
sequences show that applying this depth model to RGB-D odometry improves signifi-
cantly its performance and supports our hypothesis that the uncertainty of fused depth
needs to be exposed. To fully exploit this probabilistic depth model, the depth uncer-
tainty needs to be propagated throughout the visual odometry pipeline. Therefore, we
reformulated the visual odometry system as a probabilistic process by (i) deriving plane
and 3D line fitting solutions that model the uncertainties of the feature parameters and
(ii) estimating the camera pose by combining different feature-type matches weighted by
their respective uncertainties.
Lastly, this thesis addresses man-made environments made also of smooth curved sur-
faces by proposing a curve-aware plane and cylinder extraction algorithm which is shown
empirically to be more efficient and accurate than an alternative state-of-the-art plane
extraction approach, leading ultimately to better visual odometry performance in scenes
made of cylindrical surfaces. To incorporate this feature extractor in visual odometry, the
system described above is extended to handle cylinder primitives.
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CHAPTER 1
Introduction
Self-localization has long been a recurring engineering problem from medieval maritime
navigation till 21st century mars exploration. It is the problem of determining one’s
position and orientation relative to a map of the environment. This thesis, in particular,
concerns indoors localization, which has been gaining interest. As the footprint of enclosed
facilities (e.g. shopping malls, warehouses, airports, factories) continues to grow, the
need for human navigation assistance is becoming more clear. A specific problem that
motivated this work is the navigation of human operators in nuclear plants, during nuclear
decommissioning tasks.
1.1 Motivation: Operations in Nuclear Plants
Nuclear decommissioning is the last stage of a nuclear plant life-cycle, which involves
a long process of dismantling and decontamination. One place that will require major
nuclear decommissioning operations over this century is located in Sellafield (See Fig.1.1).
With over two hundred nuclear facilities, Sellafield is currently the largest nuclear site
in Europe. Several of these buildings contain PCM (Plutonium Contaminated Material)
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Figure 1.1: Left: Aerial view of Sellafield site, a six square metre nuclear complex currently
served for nuclear fuel reprocessing, storage and decommissioning. Right: Thermal Oxide
Reprocessing Plant.
due to past fuel reprocessing activities. These facilities are classified as alpha plants
due plutonium’s characteristic emission of alpha particles. Although alpha particles can
be easily blocked, they are extremely harmful if inhaled or ingested. For this reason,
decommissioning activities are carried by human operators protected by PVC airfed suits.
Nevertheless, PVC suits may be impaired by sharp-edged objects and plasma-cutting,
which is frequent in this kind of operations. Moreover, the existing radio communication
used between the operator and the control station to exchange information about the
activities is greatly degraded by the continuous background noise (e.g. power tools, suit
airflow) and the containment structure of the facility itself.
To optimize these operations and minimize risks, we envisage a personal wearable
assistant based on augmented reality (AR) to inform and monitor the operator. For
example, the personal assistant should be able to give directions to the user, show local
characterization history on demand, update a model of the facility and warn the operator of
contaminated areas based on the location and attitude of the operator. The main challenge
of such system is the localization of the user as the user’s pose needs to be tracked for
long periods and with high precision to support these AR applications. Moreover, due
to radioactivity, setting up infrastructures to mitigate the problem, e.g., motion cameras,
Wifi anchor points and fiducial markers, is not desirable as these would increase the volume
of nuclear waste and require further unnecessary operations. Therefore, any solution to
this problem must rely on egocentric vision.
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1.2 Human and Animal 3D Perception
Man-made environments, as opposed to natural environments, follow a rectilinear pat-
tern. Cities are built according to the Hippodamian grid plan (Glaeser, 2011), where
buildings are ideally shaped and made of rectangular boxes to accomodate us, thus planar
surfaces and straight lines surrounds us during most of our lifetime, since this is spend
mostly indoors (Klepeis et al., 2001). According to Helmholtz’s theory of unconscious in-
ference (Ramachandran, 1990), since image formation is inherently ambiguous, our visual
perception has learned to associate these visual cues to an orthogonal space in order to
reconstruct a 3D representation. This is commonly known as the Manhattan assumption.
Evidence that humans make this assumption is given by the Ames room illusion, where a
special trapezoidal room viewed with one eye through an hole is so strongly interpreted
by the observer as a cubic room that people moving in this room appear to be changing
in size! Now, if the observer were to see this scene through both eyes, the illusion would
likely fail, as stereopsis would overide this assumption. However, binocular vision is only
precise for close range and it is not essential for depth/3D perception, since some people
are stereoblind and several animals have eyes pointing sideways. Similarly to binocular vi-
sion, humans and monkeys can perceive 3D from motion observation (Siegel and Andersen,
1988), this is known as structure-from-motion (SFM).
Humans use in parallel other monocular vision cues for 3D perception (Cutting, 1997),
e.g., shape-from-shading, occlusions and relative size, whereas in the animal world: chameleons
use corneal accomodation (Ott and Schaeffel, 1995) and praying mantis combine stereopsis
with motion paralax produced by horizontal head movements (Poteser and Kral, 1995).
In extreme lighting conditions, animals have evolved to use active depth perception, e.g.,
microbats and river-dolphins are well known for using echolocation in respectively caves
and murky waters. In deep sea, while most fishes can only see blue light, the dragon fish
can see and emit far-red light from specialized organs, known as photophores, in order to
secretly illuminate prey (Douglas et al., 2000).
It was also once believed that human vision involved active light. In classical Greece, it
was widely accepted that vision perception was a result of light beams emitted by the eyes
(Gross, 1999), e.g., Plato advocated that this active light was then somehow coalesced
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with daylight. This long-standing hypothesis, known as the Extramission theory, was
supported by folklore and the observation of phosphenes: the experience of seeing light by
any stimulation of the retina other than light.
1.3 Machine Vision
Depth sensing techniques analogous to animal vision are found in machine vision, however
it remains unclear what is the best way to combine them to address their particular limita-
tions. Because depth ambiguity on a single camera image is such a hard problem through
biologically inspired passive techniques, sensors based on special active light (Freedman
et al., 2012) have been developed and widely adopted by the computer vision community
to recover depth (Han et al., 2013). It is possible to capture both the Euclidean geometry
and the texture information of a scene by simply combining a depth map measured by
such sensors and a color image captured by passive cameras. This pair of images is sim-
ply referred to as RGB-D and thus a stereo pair of color and depth cameras is called an
RGB-D camera.
Machine vision can also employ structure-from-motion, where the 3D information of a
scene can be recovered from multiple views seen by a moving camera, given the knowledge
of the camera poses, this is known as Multi-view Stereo. Conversely, the process of tracking
the trajectory of a moving camera based on its visual input is possible given such 3D
reconstructions. This process is known as Visual Odometry (VO) and traditionally it
works iteratively by estimating the camera motion between two image frames that best
explains the observed image displacements between them due to the perspective change.
In order to assess these displacements, the visual content of both frames must be asso-
ciated. There are broadly speaking two contrasting approaches to associate both frames:
(i) directly by measuring the pixel photometric error between intensity images based on
the optical flow principle (Baker and Matthews, 2004) or by aligning their respective 3D
reconstructions (Rusinkiewicz and Levoy, 2001), e.g., point clouds and (ii) indirectly by
extracting first meaningful representations of the visual content, simply known as features.
Historically, salient image points (e.g. corners) have been widely exploited as features due
to their distinctiveness (Moravec, 1981), as a result, the term features has been loosely
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used as a synonym for such feature points. However, imaged scenes contain more informa-
tive features besides points. Basic geometric primitives such as lines, planes and cylinders
are particularly relevant in structured environments. Thus in this work, we investigate the
extraction of these geometric entities from RGB-D data as features for Visual Odometry.
The iterative VO described above is a memoryless process, in the sense that scene
observations made before each image pair iteration are ignored and thus this approach
loses the ability to recognize previously seen features, which is important to enforce global
consistency on the estimated trajectory. To do so, a map of the environment is necessary,
thus in unknown environments, the scene must be reconstructed as a camera navigates so
that effectively the localization and reconstruction problems are tackled simultaneously.
This larger concept is a fundamental challenging problem in robotics and computer vision
known as SLAM (Simultaneous Localization and Mapping), which has been subject of
active research for over 30 years (Cadena et al., 2016, Huang and Dissanayake, 2016, Thrun
et al., 2005). One may ask, why so much interest? A solution to the SLAM problem has
been seen as a holy grail for the mobile robotics community as it would provide the means
to make a robot truly autonomous. (Durrant-Whyte and Bailey, 2006). A second question
raised by this discussion is: Should navigation always be treated as a SLAM problem? On
one hand, solving the greater problem SLAM would implicitly solve the smaller one visual
odometry, therefore the general solution seems worthier, on the other hand, following the
Occam’s Razor principle, there are cases where the complexity introduced by a full SLAM
system might not be justified for example: (i) in loop-free trajectories where sufficiently
accurate absolute measurements (e.g. DGPS) are frequently available and (ii) in known
environments. It is a reasonable assumption that man-made environments are partly
known, since buildings are made according to blueprints and there are already 3D model
reconstructions (e.g. Google Earth) at a city-scale based on internet photo collections
(Agarwal et al., 2011, Snavely et al., 2008) and airborne LIDAR sensing (Matei et al., 2013,
Wang et al., 2016a). Nevertheless, exploiting CAD models as a prior to visual odometry
has been a less explored problem with just a few efforts (Ito et al., 2014, Koch and Teller,
2007, Ramalingam et al., 2010). On the contrary, reusing imagery and Structure-from-
motion models for place recognition from a single image (Lowry et al., 2016) is quite an
active open problem. These problems are challenging due to the discrepancies between
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such models and the real world, which is constantly changing. In fact, place recognition
is also a problem encompassed by SLAM in order to be able to recognize previously seen
places.
Fortunately, modern SLAM architectures (Klein and Murray, 2007, Mur-Artal et al.,
2015) are loosely-coupled in the sense that they are designed modularly. Generally, they
are comprised of three functions implemented in separate threads: Map optimization, place
recognition and tracking (i.e. VO). Thus advances in any of these individual sub-problems
can be easily applied to a full SLAM.
1.4 Challenges to State-of-the-Art Visual Odometry
There has been steady progress in the visual odometry problem as the existing systems
reach maturity and some navigation problems are actually considered already solved, such
as, 2D indoor SLAM on a wheeled robot equipped with a 2D LIDAR (Dellaert et al.,
1999).
However, state-of-the-art visual odometry systems still are generally plagued by several
issues, namely sensor limitations, as listed below, which make them too brittle for certain
demanding applications, e.g., real-time tracking of non-controlled human navigation. This
awarenesses (Cadena et al., 2016) has lead recently to several efforts to overcome these
issues, as discussed below.
• Textureless surfaces: Man-made environments are dominated by plain planar
walls, as shown in Fig. 1.2, where the number of feature points within the camera
field-of-view may become critically low to use VO systems based only on feature
points, such as, ORB-SLAM (Mur-Artal et al., 2015) and SVO (Forster et al., 2014).
In the worst case scenario the feature configuration is degenerate, thus the camera
pose cannot be estimated. The effect of this degeneracy on pose estimation has
been minimized in (Zhang et al., 2016), however this can be altogether avoided by
exploiting the image edges (Eade and Drummond, 2006, Engel et al., 2013), and
the geometry given by depth cameras (Kerl et al., 2013b, Whelan et al., 2013) and
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Figure 1.2: Four challenges to visual odometry. (a) Textureless corridor with lack of
feature points. (b) Under-exposure HDR scene where the indoor features are lost, due to
a low exposure time, which was automatically set to cope with the outdoor brightness. (c)
Fast camera rotation causing motion blur and skew distortion as a rolling-shutter effect.
(d) Dynamic environments with multiple independent motions.
integrating inertial measurements (Laidlow et al., 2017). This problem is akin to
having uniform textures, where features are not sufficiently unique for matching.
• Low light and High Dynamic Range: High dynamic range scenes, such as the
one shown in Fig. 1.2, can cause tracking failures during abrupt lighting changes
(Meilland et al., 2011, Zhang et al., 2017). Conventional cameras have a narrow
dynamic range which depends on the exposure time. To mitigate over-exposure and
under-exposure, cameras automatically adjust the exposure time when moving from
dark to bright and vice-versa. This transition violates the constant brightness as-
sumption on which most direct methods (Engel et al., 2014, Forster et al., 2014,
Newcombe et al., 2011b) rely, thus the exposure change must be compensated, fur-
thermore the built-in automatic exposure is not made for tracking (Zhang et al.,
2017). It is noteworthy that recent event-based cameras have much higher dynamic
ranges (Lichtsteiner et al., 2008).
• Fast motion: Another issue related to the exposure time is the resulting blur due to
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motion (See Fig. 1.2), typical of handheld captures. Fast camera motion, especially
rotations, blur away sharp image edges, which are valuable to motion estimation.
Methods based on feature points, such as (Klein and Murray, 2007), are particularly
vulnerable to this problem. Generally feature points are detected at multiple scales
of an image pyramid (Huang et al., 2011) which compensates some blur but even so
line features proved to be more resilient to motion blur (Klein and Murray, 2008)
as well as direct dense methods (Newcombe et al., 2011b). Ultimately, motion blur
can be reduced by using higher frame-rate cameras, such as, Event-based cameras
(Rebecq et al., 2017). Additionally, most commercial cameras use a rolling shutter,
meaning that image rows are scanned sequentially at different times, which may
distort the image during fast motion as seen in Fig. 1.2. There has been some work
on modelling the rolling shutter effects (Hedborg et al., 2012, Li et al., 2013) for
more accurate pose estimation.
• Dynamic scenes: Moving objects, e.g., cars and people, can deceive egomotion
estimation. Therefore, these must be treated as outliers. Employing RANSAC
(Ataer-Cansizoglu et al., 2016) and M-estimators (Kerl et al., 2013b) frameworks
are necessary measures to tackle general outliers and can offer more robustness to
dynamics, to a certain extent. Outliers originated by a moving rigid object are
correlated and if their number is comparable to the number of inliers (i.e. static
scene) then these robust statistical methods are insufficient. For an example, consider
the escalator in Fig. 1.2. These ambiguities are better addressed by explicitly
modelling dynamic objects through segmentation (Jaimez et al., 2017, Keller et al.,
2013) based on their temporal behaviour or semantics.
• Drift: Error in pose estimation is inherent due to measurement errors, thus in
visual odometry purely based on compositions of frame-to-frame pose estimates,
these errors are introduced every frame and accumulated as drift in the global pose
state, even if the camera stands still. One simple idea to avoid accumulating error
every frame, is to instead estimate the pose between the current frame and a selected
past keyframe (Klein and Murray, 2007). Since features are generally observed by
more than two views, better pose estimation can be attained by exploiting multi-
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view observations besides just pairwise observations: for example, Mourikis and
Roumeliotis (2007) used feature point observations from a temporal sliding window
of frames to update the pose state in an EKF framework, whereas Leutenegger et al.
(2015) proposed estimating simultaneously all poses involved in a sliding window,
which comprised both the most recent successive frames and keyframes - to reduce
the drift. Nevertheless, these batch methods are still prone to drift as they only
maintain a local map for computational efficiency, thus global consistency is not
enforced.
Drift-free localization is possible by estimating the camera pose with respect to
a global map. Therefore, several known solutions to localization (Davison et al.,
2007, Kerl et al., 2013a, Klein and Murray, 2007, Mur-Artal et al., 2015, Zhang
et al., 2014) actually perform SLAM even though mapping might not be their pur-
pose. Mapping is in turn also prone to drift particularly when exploring new areas
for a long time, thus a complete SLAM system must: (i) update the map when
given new observations and (ii) recognize previously visited locations under signifi-
cant drift, this is known as performing loop closure (Cummins and Newman, 2008).
These tasks are generally incorporated by formulating SLAM as a graph optimiza-
tion problem (Ku¨mmerle et al., 2011). A notable example of such formulations is the
Bundle Adjustement (Hartley and Zisserman, 2003), where the goal is to optimize
simultaneously both map landmarks (i.e. features) and selected camera poses (i.e.
keyframes). These optimization problems are however too large to be performed
in real-time. Thus, they are either solved oﬄine or in a background thread (Klein
and Murray, 2007) as a refinement step. Moreover the scalability of SLAM in long
trajectories is also an issue subject of extensive research (Dellaert and Kaess, 2006,
Whelan et al., 2012).
• Scale Ambiguity SLAM based on a single camera, known as Monocular SLAM,
suffers from the lack of metric scale due to the depth ambiguity thus motion esti-
mates and map structure can only be recovered up to scale. The general approach to
this problem by Monocular SLAM methods is to initialize the structure scale at the
beginning of the navigation through user collaboration: e.g., pointing the camera
towards a known structure (Davison et al., 2007), or translating the camera by a
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Figure 1.3: Limitations of active depth cameras for RGB-D pairs. (a) A frame captured
in a tunnel shows missing depth measurements due to its limited operating range. (b)
Active light reflected by a translucent surface causes incompatibility between RGB and
the depth images. (c) Outliers due to multi-path light reflected by specular surfaces (d)
NIR interference with sunlight causes wrong depth measurements
known baseline specified in metric units (e.g. 10 cm) (Klein and Murray, 2007), or
translating the camera while pointing the camera to the same area for a few seconds
until the estimated map structure converges (Engel et al., 2014). This initial scale
needs to be then propagated throughout the navigation, but inevitably this also
drifts (Weiss and Siegwart, 2011). Therefore, Monocular SLAM needs to estimate
also the motion scale factor during the map optimization along with the rotation
and translation parameters to ensure global consistency (Strasdat et al., 2010). Ad-
ditionally, Monocular SLAM is limited by degenerative feature configurations and
motions, namely pure rotation, so that the propagated scale can be lost.
• Depth sensor limitations: Although active depth sensors help to resolve the image
depth ambiguity, these sensors suffer from several limitations, as shown in Fig. 1.3,
which can affect visual odometry based on RGB-D. Typically, active depth sensors
are designed to operate only between 0.5 and 5 m, thus, RGB-D odometry can
fail in large-scale spaces due to missing depth measurements. Additionally, missing
and noisy depth measurements, along with wrong depth associations are caused by:
systematic sensor errors, non-Lambertian surfaces, depth discontinuities, sunlight
interference, multi-device interference and misalignment between RGB and depth
image pairs due to extrinsic calibration errors and temporal synchronization offsets.
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These issues are often overlooked.
1.5 Objectives
The main aim of this work is to widen the applications of RGB-D Odometry by improving
its robustness to the issues listed above, in particular: (i) textureless or uniform surfaces
which are predominant in man-made environments and (ii) noisy and missing measure-
ments from depth sensors. The approach taken in this thesis to address these problems
defends the following hypothesis:
Visual odometry in structured environments can benefit from explicitly incorporating
the knowledge of the underlying geometric models.
Optimal pose estimation is achieved by weighting observations according to their preci-
sion, therefore the uncertainty of the visual odometry process must be modeled.
With this in mind, we have identified the steps below as necessary to a robust visual
odometry system.
1. Model the uncertainty of depth measurements beyond the systematic sensor noise
model.
2. Combine active depth measurements with passive depth from motion.
3. Extract 3D points, lines, planes and cylinder segments from scene views along with
their parameters and uncertainties.
4. Match the geometric primitives given by step 3 and use these matches for camera
pose estimation
5. Propagate the observation uncertainties given by these previous steps through the
visual odometry pipeline in order to combine optimally the observed features during
pose optimization.
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1.6 Contributions
The work presented in this dissertation presents the following core contributions:
1. A visual odometry framework that combines probabilistic depth estimation from
camera motion with depth measurements from an active depth camera for points
and line segments.
2. A probabilistic spatio-temporal depth fusion method based on Mixtures of Gaussians
to model depth uncertainty and denoise depth maps given by active stereo cameras.
3. Development of probabilistic fitting techniques for 3D lines, cylinders and planes
and incorporate these geometric primitives for visual odometry based on the depth
uncertainty.
4. A low-latency and curve-aware algorithm to extract cylinder and plane segments
from depth maps.
These proposed methods were evaluated on public RGB-D benchmark datasets and
RGB-D sequences collected in this work in order to expose these limitations. Results
showed that (i) the first contribution improves the robustness of RGB-D based VO in
outdoor and large indoor spaces, (ii) incorporating the depth model proposed by the second
contribution in VO can reduce significantly the pose error of VO, (iii) combining different
geometric elements further increases the VO robustness to motion blur, textureless scenes,
etc. (iv) the algorithm proposed as the last contribution is faster and more appropriate
than current plane extraction methods for environments where curved surfaces exist. Links
to videos of these experiments can be found in Appendix B and the implementation of the
second and fourth contributions can be found at (Proenc¸a, 2018).
1.7 Publications
Parts of this thesis were published on the following peer-reviewed publications:
• Pedro F. Proenc¸a and Yang Gao, SPLODE: Semi-Probabilistic Point and Line
Odometry with Depth Estimation from RGB-D Camera Motion, in IROS, 2017
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• Pedro F. Proenc¸a and Yang Gao, Probabilistic Combination of Noisy Points and
Planes for RGB-D Odometry, in TAROS, 2017 (nominated for best student paper)
• Pedro F. Proenc¸a and Yang Gao, Probabilistic RGB-D Odometry based on Points,
Lines and Planes Under Depth Uncertainty, Robotics and Autonomous Systems,
Volume 104, pp. 25 - 39, 2018
• Pedro F. Proenc¸a and Yang Gao, Fast Cylinder and Plane Extraction from Depth
Cameras for Visual Odometry, in IROS, 2018
1.8 Thesis Structure
This dissertation is organized as follows. First, Chapter 2 introduces the mathematical
basis and notation used throughout the remaining chapters. Background and related work
are reviewed in Chapter 3. The following chapters focus on our contributions, which are
listed above:
• Chapter 4 describes our first contribution. A VO system that uses passive depth
from points and line observations by taking into account their uncertainty. Results
of this method are reported for large indoor and outdoor experiments where pure
RGB-D VO is challenged.
• Chapter 5 introduces a new depth model based on Gaussian Mixtures to account for
active depth uncertainty and shows preliminary results.
• Chapter 6 proposes applying this depth model to a new VO system which combines
probabilistically points, lines and planes. Extensive experiments with this framework
are presented.
• Chapter 7 presents our algorithm for cylinder and plane extraction (CAPE), and
proposes extending the VO system proposed in Chapter 6 to cylinder primitives.
Experimental results are shown in this last chapter to analyze the performance of
using CAPE for VO.
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CHAPTER 2
Mathematical Introduction and Notation
2.1 Probabilistic Camera Model
Assuming zero distortion lens or that the captured images are ideally unwarped to rectify
the lens distortion effects, the process of image formation can be described as a simple
pinhole model: A 3D point in the Euclidean space, expressed in Cartesian coordinates:
P =
[
X Y Z
]>
is projected onto the image plane as an homogeneous point p˙ = P/Z,
which can also be expressed in pixels coordinates
[
u v
]
with respect to the image origin
(top-left corner) by
[
u v 1
]>
= Kp˙ where K, known as the camera intrinsic matrix or
calibration matrix:
K =

fx 0 cx
0 fy cy
0 0 1
 (2.1)
contains the intrinsic parameters of the camera: focal length {fx, fy} and principal point
{cx, cy}. Throughout this text, this point projection will be simply denoted as:
[
u v
]>
= pi(P ) (2.2)
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Figure 2.1: Pinhole camera model and pixel uncertainty
Quantization Error Approximation
Due to the discrete nature of image sensors, i.e., cell arrays, or the effective image reso-
lution, the projected points are in fact quantized: the pixel coordinates are rounded to
nearest integer. Thus, a pixel could be the projection of any point within a pyramid frus-
tum, as illustrated in Fig 2.1. This means that a pixel does not correspond to a point but
rather to a 2D rectangular (uniform) distribution of points. For one pixel coordinate u,
let the rectangular distribution function be:
U(u) =

1
∆ if− ∆2 < u < ∆2
0 otherwise
(2.3)
where ∆ is the quantization step equal to 1 pixel. A more convenient model to exploit
existing error propagation machinery is to approximate this error as a Gaussian N(0, σ2u),
where the variance that yields the best Gaussian approximation to U(u) can be found
through the second order moment:
V ar(u) =
∫ ∆/2
−∆/2
U(u)u2du =
∆2
12
(2.4)
To show how significant this quantization is, consider a camera with megapixel reso-
lution: w = 1000 px and an angle of view: θ = 85 deg, that faces a wall (parallel to the
image plane) at a distance Z from the camera. Then, one side of the square region: l on
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Figure 2.2: Gaussian approximation to rectangular function for modelling pixel quantiza-
tion
the wall that projects to a central pixel is around 1.5 mm for Z = 1 m and 150 mm for
Z = 100 m, based on: l = 2Z tan( θ2w ).
Point Backprojection
Suppose the image is a depth map, where each pixel registers a depth measurement Z.
Then, a pixel can be backprojected to a 3D point P using the inverse of (2.2), which is
denoted here as the backprojection function:
P = pi−1(u, v, Z) = Z

(u−cx)
fx
(v−cy)
fy
1
 (2.5)
Besides the pixel resolution, described above, the depth measurement is also noisy due
to many factors given in the next section. Similarly to the quantization treatment, this
random variable can also be modelled as a Gaussian: N(Z, σ2z), so that the backprojection
of a depth pixel yields instead an elipsoid, i.e. a 3D Gaussian, whose covariance can now
be found through first order error propagation:
ΣP = Jpi−1

σ2u 0 0
0 σ2v 0
0 0 σ2z
 J>pi−1 (2.6)
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where Jpi−1 is the Jacobian matrix of (2.5) with respect to variables {u, v, Z}:
Jpi−1 =

Z
fx 0
u−cx
fx
0 Zfy
v−cy
fy
0 0 1
 (2.7)
One can observe in Fig. 2.1 that this ellipsoid approximation to the pyramid frustum
is only as good as the depth precision. As the depth uncertainty grows, the variability of
lateral resolution increases along the projection ray. This is not captured by the ellipsoid
symmetry, thus, for large depth uncertainties, typical of stereo measurements, an inverse
depth parameterization is a better alternative (Civera et al., 2008) than the actual depth,
as it effectively skews the ellipsoid to better fit the uncertainty region.
2.2 Plane and Line Representations
Line segments can be simply expressed by the two endpoints both in 3D and 2D. For
the purpose of conveniently measuring point-to-line distances, a 2D line segment with the
endpoints: {u1, v1} and {u2, v2} can also be parameterized in the Hessian normal form as:
l =
[
n d
]
. Let the line slope angle be:
φ = atan(
v2 − v1
u2 − u1 ) (2.8)
Then,
n =
[
− sin(φ) cos(φ)
]
(2.9)
and
d = −n
ui
vi
 (2.10)
for any point {ui, vi} on the line. Similarly, a plane segment can be expressed as an infinite
plane in the Hessian normal form θ =
[
n d
]
.
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2.3 Rigid Body Transformations
The goal of visual odometry is to measure the trajectory of a moving camera from its
visual input, that is, the camera pose relative to its initial reference frame, for each time
instance. The camera pose is a 3D rigid body transformation SE(3) comprised of a rotation
matrix and a translation vector: {R, t | R ∈ SO(3), t ∈ R3} and it may be conveniently
represented in a homogeneous matrix form:
T =
 R t
01×3 1
 (2.11)
Let the camera pose, at the timestep k, be T (1|k) relative to the initial reference frame,
then, given the inverse of this transformation: T (k|1) = (T (1|k))−1, we can transform a point
P from the initial reference frame to the viewpoint at timestep k, using: P˙ ′ = T (k|1)P˙ ,
where P˙ ′ is the homogeneous point expressed relative to viewpoint k or:
P ′ = R(k|1)P + t(k|1) (2.12)
Given a new relative pose T (k|k+1) for the next timestep, we can obtain the pose T (1|k+1)
through the composition rule: T (1|k+1) = T (1|k)T (k|k+1).
2.3.1 Rotation Parameterization
A well known limitation of the Rotation matrix is that it requires 9 parameters when,
in fact, a rotation only has 3 degrees of freedom. This overparameterization is problem-
atic for pose estimation based on non-linear optimization not only due to efficiency, but
also because it is hard to enforce the SO(3) constraints. Thus, the following alternative
parameterizations are better choices to be optimized.
Angle-Axis
According to Euler, the rotation of a rigid body can be performed by rotating it about
a single axis by an angle θ. The direction of this axis is represented by a unit vector
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e =
[
ex ey ez
]
and we can represent {e, θ} in a compact form: w = θe, known as the
angle-axis vector. This representation has the advantage of being minimal, however it
does not satisfy the closure property, thus to combine transformations it is necessary to
convert the w to another parameterization. To obtain the SO(3) representation equivalent
to an angle-axis vector, we can use the Rodrigues’ formula:
R = I + be×c sin θ + be×c2(1− cos θ) (2.13)
where I is a 3 × 3 identity matrix and be×c is the skew symmetric matrix of e such
that be×ca = e × a. This expression can be derived (Murray et al., 1994) through the
exponential map: R = exp(θbe×c), thus be×c is said to be the Lie algebra of SO(3) group.
Minimal Quaternion Representation
An alternative parameterization closely related to the angle-axis representation is the unit
quaternion. Out of 12 possible definitions for a quaternion (Sola, 2017), we adopt the
left-handed JPL convention (Trawny and Roumeliotis, 2005), which defines a quaternion
in terms of {e, θ} as:
q =

q1
q2
q3
q4
 =

ex sin θ/2
ey sin θ/2
ez sin θ/2
cos θ/2
 s.t. ‖q‖ = 1 (2.14)
Quaternions are still overparameterized, hence the norm of the quaternion must be
enforced during non-linear optimization. However, given this constraint, we can instead
optimize over the vector part {q1, q2, q3} while the scalar part is recovered by: q4 =√
1− q21 − q22 − q23 for θ ∈ [−pi, pi]. Such minimal parameterization is only enough for
estimating local transformations, e.g., frame-to-frame pose changes, thus for optimizing
absolute poses T (1|k+1) with rotation angles |θ| > pi we need to estimate instead pose
corrections δT given a prior pose: TpriorδT where Tprior is generally the last pose estimate.
According to Trawny and Roumeliotis (2005), we can convert a left-handed quaternion to
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SO(3), by:
R=

1−2q22−2q23 2(q1q2+q3q4) 2(q1q3−q2q4)
2(q1q2−q3q4) 1−2q21−2q23 2(q2q3+q1q4)
2(q1q3+q2q4) 2(q2q3−q1q4) 1−2q21−2q22
 (2.15)
Throughout this thesis, pose will be represented as ξ = {tx, ty, tz, q1, q2, q3, q4} and
when necessary, we will use the minimal parameterization ξm = {tx, ty, tz, q1, q2, q3} .
2.3.2 Pose Drift Estimation
As mentioned before, camera observations are noisy, thus pose estimation based on such
measurements will propagate the observation errors to the pose estimate. Since the mea-
surement errors are modelled as Gaussian uncertainties, the pose estimate will also follow
a Gaussian PDF. Moreover, when combining relative poses to form absolute poses, the
uncertainties of the relative pose estimates are propagated and accumulated as follows:
Let the pose estimate at the last frame be expressed as: ξ(k|1) with an associated
uncertainty Σ
(k|1)
ξ . Then given a new relative transformation estimate ξ
(k+1|k), we can
obtain ξ(k+1|1) based on the state transition function:
f(ξ(k|1), ξ(k+1|k)) =
R(k+1|k)t(k|1) + t(k+1|k)
q(k+1|k) ⊗ q(k|1)
 (2.16)
with ⊗ denoting the quaternion multiplication, and the respective pose uncertainty is
given according to the EKF propagation equation for multiplicative noise as:
Σ
(k+1|1)
ξ = FΣ
(k|1)
ξ F
> +GΣ(k+1|k)ξ G
> (2.17)
where F and G are the Jacobians of (2.16) with respect to ξ(k|1) and ξ(k+1|k), respectively,
which are provided in Appendix A.
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CHAPTER 3
Background and Related Work
This chapter starts by reviewing active depth cameras in Section 3.1, then Section 3.2
reviews past work on feature extraction and Section 3.3 revisits fundamental feature-
based pose estimation methods. Recent related work on RGB-D Odometry is covered
in Section 3.4, with emphasis on methods to improve robustness. Although this chapter
focuses on classic computer vision (model-based approaches), which is the direction taken
by this thesis, Section 3.5 also reports alternative deep learning approaches to SLAM and
discusses their pros and cons.
3.1 Active Depth Cameras
Active depth cameras rely on a light projector, usually working in the near-infrared spec-
trum within 830-870 nm to avoid interference with visible light. The depth cameras them-
selves are simple monochrome CMOS cameras, with adequate bandpass filters to block
visible light. Contrary to traditional LIDAR technology that sweeps fine laser beams
across the scene by using mechanical moving parts (e.g. rotating mirror), the light used
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in depth cameras is either emitted by LED or by diffusing a laser beam through interfer-
ence with an optical diffuser (Freedman et al., 2012). This light, once reflected, occupies
the IR camera FOV, so that a 2D depth map can be computed by on-board hardware-
accelerated processing (Keselman et al., 2017), thus yielding a high data-rate, e.g, 9216000
points/second for VGA resolution at 30 fps, which surpasses the data rate of the high end
LIDARs, such as, Velodyne HDL-64E. On the other hand, the signal-to-noise ratio of a
fine laser beam is much higher than diffuse light, thus LIDARs are able to operate at
longer ranges, beyond 100 meters, under intense ambient background light (e.g. sunlight),
contrary to active depth cameras.
Most literature on depth cameras (Sarbolandi et al., 2015, Zanuttigh et al., 2016b)
classify these based on the contrasting technology between the two generations of Kinect
cameras: structured-light and time-of-flight. However, the term structured-light camera
carries ambiguity, as structured-light can be used by either stereo (Freedman et al., 2012)
or depth-from-focus methods (Freedman et al., 2013), and stereo can use unstructured-
light (Keselman et al., 2017), in the sense that it does not need to know the light pattern’s
structure. Moreover some time-of-flight sensors use coded light, which can also be con-
sidered structured-light. Therefore, depth cameras are instead reviewed below by their
underlying physical principle.
3.1.1 Active stereo
Both structured and unstructured light have been used by active stereo cameras to solve
the stereo matching problem. Effectively, the projection of this light texturizes artificially
the scene, which is useful for obtaining unambiguously depth from non-textured surfaces.
Structured-light based stereo is used by the first version of Kinect, which projects a pseudo-
random pattern of light, shown in Fig. 3.1b, onto the scene and then captures the reflected
light, from a different view. This pattern is then correlated against a stored reference
template, which was obtained from plane at a known distance. After this matching process
taking place, pixel disparity d is measured as shown in Fig. 3.1a. Given the measured
disparity, we can then derive the depth from the triangle proportionality shown in Fig.
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3.1a, leading to the following expression:
Zk =
1
Z−10 +
d
fb
(3.1)
(a) (b)
Figure 3.1: Active stereo from structured light. (a) Underlying triangulation principle of
Kinect active stereo camera. Figure courtesy of Khoshelham and Elberink (2012). (b)
Kinect infrared speckle pattern projected onto a scene.
Unfortunately, as shown in (Khoshelham and Elberink, 2012), depth error grows quadrat-
ically with the depth due to, essentially, the pixel quantization of the disparity and the
inverse relation between the disparity and the depth. This issue affects any stereo con-
figuration of cameras (passive or active). An empirical and theoretical model for this
systematic source of error was also developed in (Khoshelham and Elberink, 2012). How-
ever, as pointed out in (Nguyen et al., 2012), such simple models (i.e. quadratic functions)
do not take into account the lateral error, whose effect is observed on depth discontinu-
ities, where noise is more severe. Therefore, a more comprehensive depth sensor model
was derived in (Nguyen et al., 2012).
Standard passive stereo algorithms can also be applied to active stereo by using a
configuration of one projector with two cameras (Zanuttigh et al., 2016a). This is the
case of most recent generation of Intel RealSense cameras (Keselman et al., 2017), where
disparity is instead measured between two infrared cameras so that it can work both
under sun exposure in passive mode or indoors by using the projector’s unstructured
light. Another practical advantage is that while these systems do not impose a particular
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light pattern, structured light based systems need to use a fixed projected pattern, which
is difficult to guarantee since the projector behavior depends on the device’s temperature.
That is is why structured light systems use a cooling system. A survey on active stereo is
presented by Zanuttigh et al. (2016b) and a comparison example between the depth given
by MicrosoftR© Kinect v1 and IntelR© Realsense D435 is shown in Fig. 3.2. D435 seems to
have less missing depth measurements, however, despite the advantages mentioned above,
this sensor shows more noise. Notice the dark red blob on the table. It is unclear if this
is a consequence of the light pattern used or just the stereo matching algorithm.
(a) D435 IR (b) Realsense D435 depth (c) Kinect v1 depth
Figure 3.2: Comparison of active stereo cameras. (a) The infrared pattern of IntelR©
Realsense D435 (b) Depth given by Realsense D435 (c) Depth given by Kinect v1. Frames
from D435 were significantly cropped as this has a wider FOV. Refer to text.
3.1.2 Time-of-Flight
The time-of-flight of light can be measured directly or indirectly. LIDARs measure directly
the round-trip of laser light pulses by employing single-photon avalanche diodes (SPAD)
due to their ability to detect individual photons with high temporal resolution, which is
necessary to obtain precise depth measurements. For instance, to achieve a precision of 1
cm, the receiver must have a temporal resolution of 2×0.01/c = 0.667 picoseconds, where
c is the speed of light. Yet, time-of-flight can be measured indirectly without need for
such high precision clocks, by measuring instead the phase shift of reflected continuous
light, which is sinusoidal modulated. This method is mostly used by consumer-grade TOF
cameras, e.g. Kinect v2, Swissranger and PMD models. As explained by Kahlmann et al.
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(2006), given the measured phase shift ϕ, range r can be retrieved as follows:
r =
λϕ
4pi
(3.2)
where λ is the modulation wavelength. This can be done for an ambiguity-free range that
depends on the specific λ. For measuring the phase shift, the intensity of each pixel needs
to be sampled evenly 4 times for every wave period. In reality, due to the low signal-
to-noise ratio of the captured light, this sampling process needs to be repeated for many
wave periods (up to hundreds of thousands) to obtain accurate intensity measurements
(Horaud et al., 2016). One known limitation of this integration period is that it allows
motion blur, either caused by moving objects or fast camera motion (Hansard et al.,
2012). Nevertheless, it was demonstrated by Sarbolandi et al. (2015), that the Kinect v1
can actually be more affected by dynamic objects than Kinect v2, which suggests that
version 1 also has a long integration time, whereas the second version handles explicitly
the motion blur through post-processing (Lindner and Kolb, 2009).
Another source of error associated to this method is that the actual modulated wave
differs from the theoretically assumed sinusoid. As explained and shown in (Rapp, 2007) ,
this wave shape discrepancy causes erroneus phase shift measurements which are manifest
as periodic depth errors, also refered to as the wiggling effect.
Additionaly, a pixel covering an area that belongs to a depth discontinuity captures
in fact a sum of different light waves. Such interference leads to a type of outliers, char-
acteristic of ToF cameras, known as flying pixels, which are typically observed on object
boundaries. Time-of-flight cameras also suffer from multipath errors due to reflective
surfaces at high incidence angles (Fuchs, 2010, Sarbolandi et al., 2015).
3.2 Feature Extraction
This section reviews work on extraction of point and line features from images and ex-
traction of higher-level shape primitives from 3D point clouds.
A feature is good if it can be located unambiguously in different views of a scene.
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Hans Moravec, 1981
3.2.1 Image Feature Points
The goal of detecting good image features dates back to the work of Moravec (1981),
which created a detector of regions with high contrasts in orthogonal directions, such as,
corners. Harris and Stephens (1988) improved this detector by developing the popular
Harris corner detector, which has been widely used to date.
Based on the optical flow determination of Lucas and Kanade (1981), Shi and Tomasi
(1994) tracked feature points through consecutive frames by fitting a warping function
that minimizes dissimilarity between image patches. Zhang et al. (1995) showed how
to match local features by correlating a patch surrounding the feature in a first image
with a search window in a second image. Schmid and Mohr (1997) proposed to extract
rotation-invariant descriptors from patches for image retrieval. Based on local histograms
of image gradient orientations, Lowe (1999) achieved a scale-invariant descriptor with
the well known SIFT features. In terms of feature detection, Lowe (1999) proposed a
significant paradigm shift, by detecting local extrema of image filtered with differences of
Gaussian. Consequently, SIFT features do not correspond necessary to corners. Fig. 3.3
shows the distinction between such blob detection approach and actual corner detection.
While the image features detected by the latter are more repeatable, these can in fact
have no corresponding physical (i.e. surface) point in 3D. Therefore, depth sampling by
RGB-D for such features is invalid. Nevertheless, SIFT has proved consistently to be the
state-of-the-art approach for tasks such as image classification and location recognition
due to its high discriminability and robustness to noise, blur and affine transformations,
however its performance comes at an expensive computational cost. Thus, since then,
several works have proposed faster detection and matching methods to meet real-time
application requirements.
Following the local filter extrema detection of SIFT, Bay et al. (2006) proposed a faster
detection based on a Hessian matrix approximation in their feature-point extractor known
as SURF. On the other hand, Rosten and Drummond (2006) achieved a faster interest
point detector: FAST, by training decision trees to detect corners using minimal checks
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FAST SURF
Figure 3.3: Interest point detectors. While FAST detects solely corners, SURF detects
blobs. Notice on the right image how some interest points are centered at uniform regions.
of the surrounding pixels. Calonder et al. (2010) proposed binary strings as descriptors of
FAST keypoints to enable the use of Hamming-distance for feature matching instead of
the traditional squared Euclidean distance, resulting in faster matching phase. However
that binary descriptor was not invariant to rotation nor scale, thus, later, Leutenegger
et al. (2011) developed an invariant binary descriptor: BRISK.
Despite all this work on invariant features descriptors, several visual odometry meth-
ods (Bleser and Stricker, 2009, Davison et al., 2007, Klein and Murray, 2007) prefer to
correlate directly the feature patches with a local search window to find correspondences.
Simple metrics such as the sum of square distances or normalized cross correlation are
generally used. The rationale is that image changes are too small between consecutive
frames to benefit from invariance. To cope with larger motions between frames, feature
patches are warped according to a motion prior and image pyramids are used. A compre-
hensive comparison between these feature detection and matching techniques is provided
by Gauglitz et al. (2011).
3.2.2 Image Straight Line Segments
The earliest popular approach to detecting line segments is through the general Hough
transform framework (Duda and Hart, 1972), by which votes are cast to line models by
pixels that fit onto image edges. Lines are then simply detected by thresholding the votes
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of all possible line parameters. This technique requires a binary image edge mask, so that
only edge pixels are used for voting, this is generally obtained by employing the widely used
Canny edge detector. As argued by Desolneux et al. (2000), the Hough voting principle
is flawed due to its prior assumption of lines (or other structures) in the image, which
leads to false positives or false negatives depending on the thresholds. This argument was
further supported by Von Gioi et al. (2010) who demonstrated that Hough line detection
achieves poor results under image noise and complex scenes. This is mostly because Hough
transform neglects the segment spatial connectivity. To address the prior assumption (i.e.
parameter thresholds), Desolneux et al. (2000) proposed an a contrario approach inspired
by Gestalt theory to detect lines that adapts automatically the parameters to control the
false alarm rate under uniform noise. Von Gioi et al. (2010) proposed a more accurate
method that used similar false alarm control but in a greedy algorithm based on region
growing to account for locality. Results of this method vs standard Hough line detection
are shown in Fig. 3.4.
Hough LSD
Figure 3.4: Left image: Lines detected by Hough transform. Right image: Lines detected
by Von Gioi et al. (2010).
Eade and Drummond (2006) introduced the concept of edgelets to SLAM. Edgelets are
small local straight edge units, which are found by partitioning edge maps given by Canny
edge detector. Although these have proved useful in SLAM (Forster et al., 2017, Klein
and Murray, 2008) and model tracking (Vacchetti et al., 2004), their small support size
means that these features are captured in any type of edge (i.e. curved or straight) and
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their orientation is vulnerable to noise. Thus, these can be quite unstable.
3.2.3 Shape Primitives
Three techniques are often used in shape primitive extraction from point clouds: RANSAC,
Hough transform and Region Growing. RANSAC has been widely used for plane extrac-
tion (Biswas and Veloso, 2012, Taguchi et al., 2013, Yang and Fo¨rstner, 2010) and it
was further used in (Schnabel et al., 2007) for extracting spheres, cylinders, cones and
tori. However, the RANSAC algorithm does not exploit spatial (i.e. connectivity) infor-
mation thus these approaches enforce locality by constraining the sampling area. Hough
transform, originally proposed for 2D line detection, was applied to plane and cylinder ex-
traction in (Rabbani and Van Den Heuvel, 2005, Vosselman et al., 2004) by using a Gauss
map. A more efficient Hough transform voting scheme was proposed, in (Limberger and
Oliveira, 2015), whereby votes are cast by planar clusters given by an octree.
In contrast to these approaches, region growing exploits the connectivity information.
For example, in (Poppinga et al., 2008), plane segments are grown point-wise by recursively
adding at each iteration a neighbouring point, fitting a new plane and checking if the
respective mean square error (MSE) is low enough to accept the point. Effort was made
to implement this efficiently, e.g., using a priority search queue, however the merging
attempts are still costly for the amount needed as they involve an eigen decomposition for
plane fitting besides the nearest neighbour search. To reduce this merging attempt cost,
Holz and Behnke (2013) instead suggests updating the plane parameters approximately
by just averaging the point normals. This requires point normal computation, which
is known to be costly, however, for organized point clouds, Holz et al. (2011) proposed
an efficient solution by exploiting the image structure. This was used in (Trevor et al.,
2013) with a connected component labelling for plane segmentation and to achieve real-
time performance (30 Hz) the normal estimation and plane segmentation are processed
in parallel. The computational cost of these methods can be significantly reduced by
operating on point (pixel) clusters instead of point-wise operations: A real-time solution
is proposed in (Feng et al., 2014), referred to as PEAC, which achieves state-of-the art
segmentation results by operating on a graph of image patches. Plane segments formed
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of patches are grown using a hierarchical agglomerative clustering method and then these
are refined using pixel-wise region growing. A limitation of this clustering approach and
(Poppinga et al., 2008) is that planes are greedily fit to any smooth curved surfaces,
whereas for example, in (Trevor et al., 2013), segments are discarded by analyzing the
segment covariance.
3.3 Feature-based Pose Estimation
In the beginning, the problem of estimating the SE(3) transformation between two ref-
erence frames was tackled from different perspectives due to different types of sensors,
assumptions and applications. For example, while Arun et al. (1987) and Horn (1987)
developed closed form solutions to estimate SE(3) by fitting two sets of 3D points for
which correspondence is known, Longuet-Higgins (1987) studied the epipolar relation be-
tween two perspective projection views of a scene and, on the other hand, Fischler and
Bolles (1981) proposed a new paradigm to fit a known 3D model of points to 2D point
observations, for which the correspondence may be unkown or erroneous.
These seminal works led to three lines of work, which are distinguished below. But,
more recently, these lines of work started to converge in the literature as sensor fusion (e.g.
RGB-D) is becoming more mature, and in fact some of the most successful visual odometry
and SLAM systems (Henry et al., 2012, Klein and Murray, 2007, Whelan et al., 2013)
combine pose estimation solutions from these different approaches to achieve robustness.
Section 3.3.2 and 3.3.3 review some of these solutions, focusing on the feature-based ones.
3.3.1 A Taxonomy of Pose Estimation Methods
Several distinctions can be made among the current pose estimation approaches: If a
method relies on features extracted from images, this is considered indirect, whereas if
the pose estimation bypasses the feature representation by using instead the image pixels,
this is said to be direct. This literature review will focus on the indirect methods. Now,
if the pose estimation involves a non-linear problem optimization, this is named iterative,
whereas if the pose estimation is cast as a linear problem, for which there is a closed-form
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solution, then this is non-iterative - to avoid ambiguity with the first distinction. Another
distinction based on the availability or use of 3D information is the following:
• Pose from 2D-to-2D: When no 3D information is available, the transformation
between two images of a scene can be determined by exploiting the epipolar con-
straint that relates 2D point matches, additionaly if a scene is planar, one can also
exploit the homography relation. There are several closed-form solutions and iter-
ative methods to find pose from these relations. Given the fact that closed-form
solutions are in principle faster and iterative methods are non-linear but optimal,
the gold standard algorithm (Hartley and Zisserman, 2003) is to first estimate the
transformation using a closed-form solution and then refine the transformation by
iteratively minimizing an optimal cost function such as the reprojection error. In-
deed, due to the lack of information about the metric scale of the world, translation
can only be determined up to a scale, but nevertheless 2D-to-2D methods suit scene
reconstruction applications. Otherwise, the scale can recovered by other sensors,
such as wheel odometry.
• Pose from 3D-to-2D: Pose estimation given a 3D model and the projection of
n known model points in the color camera is known as the Perspective-n-Point
(PnP) problem (Fischler and Bolles, 1981). There are both closed-form and iterative
solutions (Lepetit et al., 2009) to this problem, which are adequate for model tracking
problems (Zheng et al., 2013) but also for monocular odometry (Niste´r et al., 2004)
where 3D coordinates can be estimated through trianguation and then propagated
frame-to-frame, so that 3D features are always available in the first frame. Moreover,
pose estimation based on known depth on one frame is widely used in stereo and
RGB-D Odometry. Strictly speaking, this is done either by minimizing feature
reprojection errors (i.e. geometric error) or minimizing directly the photometric
errors (Kerl et al., 2013b) on one image. A closed-form solution that works for a
minimal combination of projected points and lines was developed by Ramalingam
et al. (2011)
• Pose from 3D-to-3D: Alignment in the Euclidean space R3 is possible when using
depth, stereo or range sensors. In particular, for systems using Lidars alone this is
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the natural choice. Working in the Euclidean space is simpler than in the image
space, for it does not involve a non-linear projection function (3D-to-2D), thus there
are simple closed-form solutions based on linear least squares fitting to align matches
of geometric primitives, such as, 3D feature points, line segments and planes. On the
other hand, these are more sensitive to 3D measurent errors, therefore these are not
appropriate for dealing with long range measurements obtained by depth or stereo
cameras. Without relying on features, point clouds can be densely aligned through
ICP methods (Rusinkiewicz and Levoy, 2001), which work by iteratively finding new
point matches based on a distance metric and then aligning matches using either a
closed-form solution or non-linear method depending on the error metric.
3.3.2 Non-Iterative Pose Estimation
Casting the pose estimation as a linear problem guarantees that closed-form solutions
will find directly the global minimum. Since getting trapped on local minima is not an
issue, linear solutions are more appropriate than iterative ones for large pose changes.
In this section, we review several important closed-form solutions to the specific problem
instances discussed above. While this attempts to unify different works, this review does
not make justice to the sub-instances of these problems and to the many more existing
direct solutions, which are comprehensively listed in 1.
Epipolar Geometry
Epipolar geometry refers to the projective geometry between two views depicted in Fig.
3.5. This relationship is expressed algebraically as the epipolar constraint:
p′>Ep = 0 (3.3)
where E is known as the Essential matrix that satisfies this condition for any pair of
normalized image point correspondences {p, p′}. This condition can be derived from the
1http://cmp.felk.cvut.cz/minimal/
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Figure 3.5: Epipolar geometry between two views.
rigid body transformation as demonstrated in (Ma et al., 2012, p. 80), such that:
E = λbt×cR (3.4)
where bt×c is the skew symmetric matrix of t and λ is an arbitrary scalar. The essential
matrix was introduced to the computer vision community by Longuet-Higgins (1987) along
with a solution for E from 8 point correspondences, known as the 8-pt algorithm. By
rearranging the epipolar constraint (3.3) in the linear form as:
AEs = 0 (3.5)
where A is a matrix containing our known coordinates and Es is the stacked 9x1 essential
matrix version, then Es can be determined linearly, up to scale, as the right null space of
A.
In practice, due to noisy coordinates and overdetermined cases, i.e., more than 8
points correspondences, an 8-point algorithm (Hartley and Zisserman, 2003) based on least
squares minimization must be used. This approach instead minimizes ‖AEs‖2, where the
best solution is the singular vector corresponding to the smallest singular value of A, which
can be estimated by singular value decomposition. Since the recovered matrix may not be
singular, a property of essential matrices, the matrix is afterwards corrected by enforcing
the rank constraint: det(E) = 0.
Given the essential matrix, pose can then be retrieved up to a scale as described in
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Figure 3.6: Twisted pair ambiguity. Four pose solutions arise from the decomposition of
the essential matrix, corresponding to the combination of any camera A with camera B.
The right solution is the pair {A1, B1}, the only where P lies in front of both cameras.
(Hartley and Zisserman, 2003, p. 258), by decomposing (3.4) which leads to four solutions:
{R, λt}; {R,−λt}; {RzR, λt}; {RzR,−λt}, where Rz is the rotation matrix corresponding
to a rotation of 180◦ around the baseline (i.e. line joining the two camera centres). This is
known as the twisted pair ambiguity, Fig. 3.6 depict this phenomenon. The right solution
is the one where the 3D points lie in front of both cameras (i.e. positive depth). To check
this condition, the standard solution (Hartley and Zisserman, 2003) is to estimate the 3D
coordinates by triangulating the 2D point correspondences for each estimated pose and
then select the solution that yields positive 3D points for both reference frames.
However, as pointed out promptly by Longuet-Higgins (1987), there are several critical
point configurations, where the 8-pt algorithm fails such as in planar scenes. These limita-
tions have motivated a series of alternative algorithms that attain more general solutions
(Niste´r, 2004, Stewnius et al., 2006). For instance, a 5-point algorithm was introduced in
(Niste´r, 2004) that combines more properties of the essential matrix (including the rank
constraint) to build a system of ten third-order polynomial equations. The algorithm
then computes multiple solutions for E by extracting the roots of the system of equations.
The number of possible solutions corresponds to the number of real roots, which can be
up to 10. Unlike the twisted pair ambiguity of the 8-point algorithm, it is not trivial to
disambiguate the right solution as the cheirality condition holds for multiple solutions.
When depth measurements are available, as in our case, it is straightforward to resolve
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the ambuiguities of epipolar based methods. For recovering the metric scale, only one 3D
point match is necessary: Let this be {P, P ′}, then given the rigid body transformation
λt = P ′ −RP , if we multiply both sides by t> we arrive at:
λ =
t>(P ′ −RP )
‖t‖2 (3.6)
To disambiguate the multiple solutions given by the 5-point algorithm, we can simply
select the solution that yields the minimum alignment error according to the rigid body
transformation.
Although 5 point pairs is the minimum number necessary to estimate the essential
matrix (Faugeras and Maybank, 1990), fewer points are required for constrained motions.
For example, for ground vehicles it has been shown (Scaramuzza, 2011) that under certain
assumptions only one point is required to determine the essential matrix .
3D-to-2D Registration
Fischler and Bolles (1981) first formalized this problem as:
Given the relative spatial locations of n control points, and given the angle to every pair
of control points from an additional point called the Center of Perspective (CP), find the
lengths of the line segments (”legs”) joining the CP to each of the control points. We call
this the ”perspective-n-point” problem (PnP).
and demonstrated how to solve it for the minimal case P3P case (shown in Fig. 3.7).
The method exploited the law of cosines to first determine the distances of the point
correspondences to the camera and then used the 3D-to-3D matches to compute the camera
pose. Since the beginning of the last decade, a large amount of works (Lepetit et al., 2009,
Zheng et al., 2013) have addressed the PnP problem for more than n > 3 points, resulting
in multiple general solutions.
For lines, Dhome et al. (1989) proposed an analytical solution to the registration of a
triplet of 3D lines with their perspective projections based on an eight degree equation.
More recently, Ramalingam et al. (2011) proposed a solution to combinations of points
and lines based on collinearity and coplanarity constraints, that worked for any minimal
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Figure 3.7: P3P problem. The points P1, P2 and P3 are projected into the camera centre
C. The lengths of the legs of the terahedron (i.e. range) have to be determined from the
known dimensions of the base and the measured angles: ∠P1CP2, ∠P2CP3 and ∠P1CP3.
case, i.e., a total of 3 features. Although, 3D-to-2D registration does not suffer from the
scale ambuiguity, all the methods discussed here lead to multiple solutions.
3D-to-3D Point Registration
Estimating pose directly from 3D-to-3D point pairs can be formulated as a least-squares
problem, where the goal is to minimize the sum of squared Euclidean distances for the N
point correspondences:
N∑
i=1
‖P ′i −RPi − t‖2 (3.7)
Arun et al. (1987) and Horn et al. (1988) proposed similar solutions to the problem,
which are still widely used today (e.g. ICP implementations). Both approaches decouple
the problem of finding the rotation and translation based on the fact that the translation
is simply the difference between the centroid of one set and the rotated centroid of the
other set. So that, given the centroids:
P¯ =
1
N
N∑
i=1
P ′i
P¯ ′ =
1
N
N∑
i=1
Pi
(3.8)
3.3. Feature-based Pose Estimation 39
The least-squares problem (3.7) can be rewritten as:
N∑
i=1
‖(P ′i − P¯ ′)−R(Pi − P¯ )‖2 (3.9)
This turns out to be a classic problem in satellite attitude determination, known as the
Wahba’s problem. As proved by Horn et al. (1988), minimizing this expression is the same
as maximizing trace(RH) where H is the covariance matrix:
H =
N∑
i=1
(Pi − P¯ )(P ′i − P¯ ′)> (3.10)
The optimal rotation Rˆ, in the least squares sense, can then be estimated through a
singular value decomposition of H (Umeyama, 1991):
H = USV > Rˆ = Udiag(1, 1, det(U) det(V ))V > (3.11)
Lastly, the translation is determined as tˆ = P¯ ′ − RˆP¯ . Since the rotation has 3 DoF, the
minimum number of point pairs required is 3. These cannot be colinear otherwise the
feature configuration is degenerate, i.e, there is an infinite set of rotation solutions. For an
in-depth comparison of several techniques for this problem please refer to (Eggert et al.
(1997)).
3D-to-3D Line Registration
A useful representation of an infinite 3D line is the Plu¨cker coordinates. Let a line pass
by the points {P1, P2}, then the Plu¨cker coordinates are an homogeneous 6D vector:
{λL, λm} where L is the line direction and m is the moment vector obtained respectively
as: L = P2 − P1 and m = L× Pi. Zhang and Faugeras (1991) proposed a solution to the
pose estimation for 3D line pairs based on this parameterization with λ = 1/‖L‖ so that
the first vector is normalized. Let {ui, di} denote the Plu¨cker coordinates of a line on the
first view and {u′i, d′i} the coordinates of the corresponding line on the second view, and
assume that ui and u
′
i have the same direction. Since the translation does not affect the
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line direction, u′i = Rui we can estimate the rotation by minimizing:
N∑
i=1
‖u′i −Rui‖2 (3.12)
which is the same problem as the one in 3.9, therefore we can use similarly 3.11, although
the original paper used a solution based on quaternions. Using the same solution allows
to combine seamlessly point pairs and line pairs in the same linear problem. As proved in
(Zhang and Faugeras, 1991), it follows from the relation d′i = u
′
i×P ′j where P ′j is a point in
the line, that d′i = Rdi +u
′
i× t therefore the translation can be estimated by minimizing:
N∑
i=1
‖d′i −Rdi − bu′i×ct‖2 (3.13)
By setting the derivative of this expression with respect to t equal to 0, we arrive at the
expression:
t =
( N∑
i=1
bu′i×c>bu′i×c
)−1( N∑
i=1
bu′i×c>(d′i −Rdi)
)
(3.14)
3D-to-3D Plane Registration
The registration of plane pairs can be formulated in a similar fashion. Pathak et al.
(2010a) derived a closed-form solution by paying special attention to the plane parameter
uncertainty. As in the solutions above, for now, we ignore the measurement uncertainties
and instead focus on the simpler version that was used in (Taguchi et al., 2013). Let
{ni, di} be the Hessian plane form of a plane in the first coordinate system and {ni, di}
the parameters of the same plane in the second coordinate system. Since the plane normals
are invariant to translation, the Wahba problem arises once more:
N∑
i=1
‖n′i> −Rn>i ‖2 (3.15)
whereas the translation can be derived independently of the rotation by exploiting the
following equality, based on the plane equation:
d′i = −n′iP ′j = −niR>(RPj + t) = −niPj − niR>t = di − n′it (3.16)
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So the optimal translation can be estimated by minimizing:
N∑
i=1
‖d′i − di + n′it‖2 (3.17)
As a standard linear least-squares, setting its derivative equal to zero gives rise to the
normal equation:
t =
( N∑
i=1
n′>i n
′
i
)−1 N∑
i=1
n′>i (d
′
i − di) (3.18)
It is worthwile noting, that this solution and the one in Section 3.3.2 was used jointly
in (Ataer-Cansizoglu et al., 2016, Taguchi et al., 2013) to register both points and planes,
whereas Olsson et al. (2006) proposed a framework for pose estimation from point-to-point,
point-to-line and point-to-plane correspondences.
3.3.3 Iterative Pose Estimation
Despite the efforts to generalize closed-form solutions to different types of features, these
still lack the flexibility of iterative solutions, for example, to combine 3D-to-2D with 3D-
to-3D correspondences or to register more than 2 views, as most of these problems are
non-linear. These can be formulated instead as non-linear least squares problems, which
can be solved iteratively by linearization of the problem with respect to the parameters
and update these by solving the resulting local linear least squares problems. As men-
tioned before, local minima can be an issue as the problem complexity increases, thus the
parameters need to be initialized close to the solution. Fortunately, for VO, the frame-to-
frame camera motion is generally smooth enough to just initialize its parameters as zero
motion, otherwise a closed-form solution may be used for initialization.
Reprojection error
For the particular case of point correspondences between two frames, the geometric dis-
tance, on an image, between a measured point and the estimated reprojection of its point
correspondence is called the reprojection error. The minimization of such error is known
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to be optimal under the assumption that the image measurement errors follow a Gaus-
sian distribution (Hartley and Zisserman, 2003). Given a set of 3D-to-2D point matches
{{P1, p′1}, ..., {Pn, p′n}}, their reprojection errors can be expressed by the following cost
function:
n∑
i=1
‖p′i − pi(R(2|1)Pi + t(2|1))‖2 (3.19)
where {R(2|1), t(2|1)} is the SE(3) that transforms points from the first reference frame
to the second. This formulation, referred to as unidirectional reprojection error, is adequate
for example in the classical PnP case, where a noise-free 3D model is known and projected
on a single image. Whereas, for stereo problems, minimizing the bidirectional reprojection
error, that is, the reprojection errors on both image frames is better suited, since 3D
point coordinates are noisy and such version exploits more measurements and imposes
more constraints. Such 3D coordinates can be obtained either from depth measurements
or an a-priori estimation process (e.g. 8-point algorithm) as suggested by the so-called Gold
standard algorithm, advocated in (Hartley and Zisserman, 2003), which first computes an
initial transformation estimate using a direct method, secondly triangulates 3D coordinates
based on the initial transformation estimate and finally re-estimates simultaneously the
transformation and the 3D point coordinates by minimizing the bidirectional reprojection
error. This error metric seems ideal for the RGB-D case, but nevertheless, virtually all
RGB-D VO systems developed until now do not use it due to simplicity and the belief that
the performance improvement is not worth it (Huang et al., 2011). In fact, the RGB-D
nature of having missing depth values calls for a more flexible cost function, one that
exploits all depth measurements available by tolerating missing depth measurements.
Bundle Adjustement
A generalization of the cost functions discussed above for more than two frames in a
sequence is the bundle adjustment problem (Triggs et al., 1999), where the goal is to
optimize simultaneously the transformations for m camera views and the 3D coordinates
for all landmarks (in this case points) observed in those m images, by minimizing all
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reprojection errors in one batch:
EBA =
m∑
j=1
n∑
i=1
‖p(j)i − pi(R(j|1)Pi + t(j|1))‖2 (3.20)
Bundle adjustement is nowadays, routinely employed by state-of-the-art feature-based
SLAM systems to refine the trajectories and maps, following the seminal work of Klein
and Murray (2007), however this optimization problem can become too computational
expensive to keep up with real-time applications. Thus, this is usually applied to a careful
selection of frames, from either a sliding window of the most recent frames or sparsely
distributed keyframes along the full sequence. Any non-linear least squares problem such
as this one implies calculating the normal equations each iteration, which involves calcu-
lating and inverting the Hessian. This has cubic complexity O(l3) where l is the number
of columns or rows of the Hessian matrix. Now if we represent all possible reprojection
errors rising from the combination of frames with landmarks, in (3.20), in the matrix
form, we obtain a Hessian matrix of size (m+ n)× (m+ n), which means a complexity of
O((m+n)3) using the standard least-squares solution. But, in reality, landmarks are only
observed for a few frames, which tend to be temporally clustered, thus the Hessian is a
sparse matrix, i.e., most entries are 0 and moreover adding a new frame to the problem,
does only change a small fraction of the Hessian matrix. These two insights are exploited
by existing Bundle Adjustement solvers, e.g., Ceres Solver and iSAM 2 (Kaess et al., 2012),
to maximize efficiency.
3.3.4 Robustness to Noise and Matching Outliers
So far, the pose estimation solutions presented until here assume that all feature measure-
ment and matching errors are homoscedastic and follow an isotropic Gaussian distribution
when they minimize least-squares cost functions:
χ2 =
n∑
i=1
r2i (3.21)
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Otherwise, residuals of outliers penalize heavily (3.21) since these are squared. Therefore,
this expression must be replaced by a robust cost function, defined generally as:
E =
n∑
i=1
ρ(ri) (3.22)
to reduce the impact of outliers. There are two distinct techniques that allows us to use
the solutions discussed until here in the presence of outliers: RANSAC and M-estimators.
While the former is meant for direct solutions, the latter is a modification of the L2
cost functions of iterative solutions. The RANSAC paradigm was originally proposed by
Fischler and Bolles (1981). The idea is to find a model by sampling randomly a minimal
set of observations (e.g. feature matches) several times and checking which model, yield
by a sample set, fits the most observations (i.e. inliers). This abstract hypothesize-test
paradigm works well under a significant number of uncorrelated outliers however it requires
setting a threshold T to hard assign observations to the inlier or outlier set, so that the
residual function in (3.25) is given by:
ρRANSAC(r) =

0, if r2 < T
1, if r2 ≥ T
(3.23)
Under this formulation, inliers are ranked the same regardless of their model fitting dis-
tance, as long as they are within T distance. (Torr and Zisserman, 2000) proposed a
more informative function simply based on the truncated distance shown in (3.24). This
is known as the MSAC criteria. Many alternatives have been proposed to the original
random sampling, e.g., by guiding sampling based on matching scores (Chum and Matas,
2005) and evolutionary optimization (Rodehorst and Hellwich, 2006).
ρMSAC(r) =

r2, if r2 < T
T, if r2 ≥ T
(3.24)
Despite the popularity of RANSAC methods across different problems, these suffer from a
few limitations: Dependence on manual thresholding, model uniform prior, do not exploit
data correlation (Isack and Boykov, 2012) and running non-linear solutions in them would
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be too expensive. Instead, a more suited approach to non-linear solutions is to down-
weight outliers inside the minimization iterations. The class of techniques that applies
this weighting is known as M-estimators (Maximum likelihood-type estimators) (Huber,
1981). The idea of M-Estimators is to weight residuals based on the residual population
statistics given the model parameters. Let r(t−1) be a residual obtained given the param-
eters estimated in the last iteration (t − 1), then the weighted residual at iteration t is
computed as
ρ(ri) = w(r
(t−1)
i )r
2
i (3.25)
There are several well known weighting functions for w(), e.g., Huber, Cauchy and Tukey,
which differ in the level of outlier tolerence: While outliers have less influence in the
Huber’s function than the L2 norm, these influence even less in the Cauchy’s function and
the Tukey’s function rejects radically outliers. There is no consensus of which is the best
option as this depends on the type of residual distribution. The Tukey function is a good
option when the outliers are large gross errors distant from the inliers by a large margin,
e.g., when few features are matched erroneously without spatial constraints. However, as
shown in (Kerl et al., 2013b), Tukey function degrades performance in photometric error
minimization, as it overestimates the outliers and thus ignores valuable information. For
a detailed list of M-estimators, refer to (Zhang, 1997). The inherent requirement of all
M-estimators is the calculation of a robust standard deviation of the residuals. A common
choice is given by the median absolute deviation.
3.4 Related Work: Robust RGB-D Odometry
This section provides an overview over methods, mostly based on RGB-D, that were pro-
posed to improve visual odometry robustness. There are three active lines of work, which
have been proving useful: (i) Combining depth from different sources (e.g. multiple view,
active depth sensors) to compensate their individual limitations, (ii) exploiting different
feature-types other than feature points and (iii) fusing active depth and modeling its error.
The progress on these lines is described in the following sub-sections.
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3.4.1 Combining Depth from Different Sensors
Recently, several works have shown the benefit of combining different depth sensing modal-
ities for ego-motion estimation. Stereo cameras have been integrated in monocular SLAM
methods based on either direct image alignment (Engel et al., 2015) or point features
(Mur-Artal and Tardos, 2016) to help resolving scale-ambiguity and degenerate motions.
RGB-D cameras have been used with monocular techniques in (Ataer-Cansizoglu et al.,
2016, Hu et al., 2012, Zhang et al., 2014) to deal with a lack of depth sensor measure-
ments. Hu et al. (2012) proposed a heuristic switching algorithm to choose between
RGB-D SLAM and monocular SLAM based on epipolar geometry, however with such a
hard switch, all depth measurements during the monocular SLAM mode are ignored, thus
a map optimization is required to estimate the scale. Zhang et al. (2014) proposed es-
timating motion by combining 3D-to-2D and 2D-to-2D feature point matches in a joint
optimization. Additionally, a depth map registration module is proposed to incorporate
depth information from past frames and extend the method to LIDAR, nevertheless, dur-
ing the frame-to-frame pose estimation, depth from the second frame (i.e. 2D-to-3D) is
neglected. Alternatively, Ataer-Cansizoglu et al. (2016) proposed using a RANSAC frame-
work to combine hybrid features. The framework estimates pose by trying different triplets
comprised of either plane matches and 3D-to-3D point matches or just 2D-to-3D point
matches, whereas the rest of the matches, including point matches without depth, are used
to check the hypothesis consensus, yet the case of 3D-to-2D matches is not considered.
Both Zhang et al. (2014) and Ataer-Cansizoglu et al. (2016) triangulate points without
depth after being tracked for longer than a certain temporal stereo baseline. However,
assessing the stereo baseline, by itself, is not enough, especially for lines, e.g., camera
translation parallel to a line or in a direction of a point renders triangulation impossible.
More convincing depth estimation is found among monocular odometry methods (En-
gel et al., 2013, Forster et al., 2014). Engel et al. (2013) estimated and refined a semi-dense
inverse depth map for direct image alignment by modelling the inverse depth uncertainty
of pixels with three criteria: An approximation to geometric disparity error, a photometric
disparity error and a pixel to inverse depth conversion. Forster et al. (2014) introduced
a fast monocular odometry, where the inverse depth of point features was modelled as a
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Gaussian + Uniform mixture model by employing a Bayesian filter to fit good depth ob-
servations and account for outliers. Such model suggests robustness to repetitive textures,
however, the depth-filter needs to undergo multiple observations before it converges since
it does not take into account the uncertainty of each feature observation. This method
was further extended in (Gomez-Ojeda et al., 2016) to line features to address textureless
scenes. To address the limited FOV of depth cameras, Trevor et al. (2012) used data
from both a 2D LIDAR and a depth camera as these complement each other in terms of
FOV and operating range, and Yousif et al. (2017) performed graph optimization based
on matches established between RGB-D frames and images from a wide-angle monocular
camera. Parallel to our work proposed in Chapter 4, Concha and Civera (2017) proposed a
direct SLAM system that minimizes simultaneously dense depth error given by active sens-
ing, and photometric error from edges supported by depth from both active depth sensing
and multiple view geometry. Additionally, depth values available from both sources for
common pixels are fused using multiplication of Gaussians, which is an MLE. However,
this employed fusion does not consider inconsistency between the samples, which is likely
on the edges corresponding to depth discontinuities. Thus, a spurious depth sample can
degrade the depth fusion and lead to uncertainty underestimation.
3.4.2 Combining Features
Robustness in RGB-D methods has also been achieved (Lu and Song, 2015a, Taguchi et al.,
2013) by exploiting different geometric primitives. Line primitives are becoming increas-
ingly popular in monocular (Gomez-Ojeda et al., 2016, Pumarola et al., 2017, Yang and
Scherer, 2017) and RGB-D Odometry Lu and Song (2015a,b). Lu and Song (2015a) com-
bined points and line segment features under a framework that models the uncertainties of
the 3D features based on the low-resolution and noise of depth measurements obtained by
structured-light sensors. Despite their use of a 3D line fitting method that tolerates miss-
ing depth, the frame-to-frame motion estimation itself requires feature matches to have
depth measurements in both frames, as it minimizes the Mahalanobis distance between
the 3D feature locations. Consequently, the framework does not allow the inclusion of ei-
ther features with missing depth or triangulated features. In that framework, a non-linear
3D line fitting was proposed to fit depth measurement samples and their uncertainties,
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however it is not efficient to cast each line fitting as an iterative problem, considering
the typical high number of detected 2D lines (e.g. 100). This problem was more recently
simplified in Yang and Scherer (2017), where an analytical method was devised for monoc-
ular odometry by exploiting the fact that a 3D line is projected as a plane. While, this
solution is more appealing than the previous one, pixel samples from a 2D line may not
lie all on the same plane, e.g., the pixels crossed by an oblique line. Moreover, one may
wish to sample depth measurements from the 2D line neighbourhood, due to a lack of
measurements, or fit a 3D line to measurements obtained from multiple line observations.
Plane primitives have also been widely exploited by SLAM methods: A planar method
was proposed by Trevor et al. (2012) to use data from both a 2D LIDAR and a depth
camera. Points and planes were initially combined by a SLAM method, in Taguchi et al.
(2013), to avoid the geometric degeneracy of planes. The system used a RANSAC frame-
work for mixed 3D registration of both point-to-point and plane-to-plane matches by
sampling any triplets formed by these matches. To cope with missing depth measure-
ments, this framework was later extended in Ataer-Cansizoglu et al. (2016) to include
also 2D-to-3D point matches as a triplet hypothesis and 2D-to-2D matches for checking
the hypothesis consensus. To reduce the computational cost of plane extraction, plane
tracking was proposed in Ataer-Cansizoglu et al. (2013), however faster plane extraction
algorithms have been recently developed Feng et al. (2014), Holz et al. (2011). Alterna-
tively, in Li et al. (2016), feature points have been enhanced with planar patches, for a
small overhead, to improve feature matching and increase the constraints imposed by fea-
ture points on pose estimation, but nevertheless this approach does not exploit featureless
planar patches. On the contrary, in Ma et al. (2016) the Direct SLAM method Kerl et al.
(2013a) was combined with a global model plane, to reduce drift. Later, a more efficient
alternative was developed in Hsiao et al. (2017), without using GPU. The uncertainty in
plane extraction was analyzed in Pathak et al. (2010b) by comparing direct and iterative
plane fitting methods, in terms of accuracy and speed.
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3.4.3 Processing Active Depth
KinectFusion (Newcombe et al., 2011a) was the first work to reconstruct dense models from
the noisy and incomplete depth maps captured by Kinect. This system uses raw depth
maps to update a global volumetric model based on cumulative moving average updates
of voxel states, which are represented as Truncated Signed Distance Functions (TSDF),
while pose is estimated by using Iterative Closest Point (ICP) algorithm. To perform
ICP, the model is raycasted and the depth maps are first denoised by a bilateral filter
Tomasi and Manduchi (1998). Since then, several works Keller et al. (2013), Nguyen et al.
(2012), Wasenmueller et al. (2016) have extended KinectFusion to achieve better quality
reconstructions. In Nguyen et al. (2012), a depth noise model that takes into account
both the sensor lateral and axial noise, was empirically derived and incorporated into the
KinectFusion pipeline. Specifically, the depth uncertainty was used to weight the ICP and
the voxel TSDF updates. Due to the GPU memory requirements and voxel discretization
of these volumetric methods, a selective point-based fusion method was instead proposed
in Keller et al. (2013) to reconstruct denoised 3D models in dynamic environments. More
recently, temporal depth map fusion has been used to denoise depth maps either by using
the median Wasenmueller et al. (2016) or the moving average Hsiao et al. (2017). However,
in these works, depth uncertainty is neither modelled nor explicitly used for fusion.
Dryanovski et al. (2013) proposed using a Mixture of Gaussians convolution to assess the
uncertainty of a single depth map. Such framework represents the uncertainty around the
object edges better than the sensor error models, proposed in Khoshelham and Elberink
(2012), Nguyen et al. (2012), thus our proposed depth filter builds on this framework. The
resulting uncertainty was further used, in Dryanovski et al. (2013), to update a sparse
model of feature points, through Kalman filter correction equations. For direct methods,
the dense RGB-D odometry method, termed DVO Kerl et al. (2013b), which is based
on the minimization of the photometric and geometric error, in Kerl et al. (2013a), has
been improved, in (Babu et al., 2016, Gutierrez-Gomez et al., 2016, Wasenmu¨ller et al.,
2016), by considering the depth error. Gutierrez-Gomez et al. (2016) proposed using the
inverse depth to parameterize the geometric error and Wasenmu¨ller et al. (2016) proposed
using the image derivatives to weight the residuals of the minimization problem, whereas
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(Babu et al., 2016) propagated a sensor noise model to weight the geometric error, while
weighting the photometric error using the original M-estimator proposed in (Kerl et al.,
2013b).
3.5 Related Work: Deep Learning for Visual Odometry
Although, deep learning has been pervasive in computer vision tasks, rendering obsolete
human engineered solutions, deep learning has not been so successful yet to replace the VO
framework reviewed until now, mostly due to its generalization limitations. In practice, it
is hard to learn general geometric constraints from appearance images, which implies that
neural networks need to be trained and tested in similar environments.
There are two approaches to deep learning applications: (i) end-to-end learning, where
all intermediate tasks (e.g. feature extraction, matching, depth estimation) are implicitly
modelled by one neural network to optimize the end goal and (ii) problem decoupling,
where individual tasks are learned independently and can then be coupled to a modular
SLAM system. End-to-end learning may enable more expressive architectures but these
can be more difficult and slower to optimize (Shalev-Shwartz et al., 2017) due to less
supervision. Moreover, such closely-coupled models are hard to diagnose and do not allow
integration with other more well-understood modules.
End-to-end monocular visual odometry was learned in (Turan et al., 2018, Wang et al.,
2017) by leveraging recurrent convolutional neural networks and groundtruth (e.g. KITTI
dataset, Geiger et al. (2013)) for supervised learning. While, Costante et al. (2016) relies
on using optical flow (given by an off-the-shelf algorithm) as an input representation
to estimate egomotion, Wang et al. (2017) learns VO from raw RGB images. On the
other hand, Unsupervised VO learning was performed in (Li et al., 2018) using passive
stereo camera constraints and in (Mahjourian et al., 2018) by enforcing explicitly 3D
constraints. Unsupervised learning is more attractive than supervised learning, since the
latter is affected by errors in the data that is used as ground-truth, whereas unsupervised
learning does not require carefully calibrated setups, which allows easier training under
new conditions.
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Deep learning has been primarily applied to SLAM sub-problems: Extensive work has
been done on depth prediction from a single image (Eigen et al., 2014, Godard et al.,
2017, Kendall et al., 2017, Li and Snavely, 2018), which have shown promising progress on
the KITTI dataset but ultimately, these methods are prone to inaccurate estimates due
to single-view ambiguities and new objects, thus fusing these single view estimates with
multi-view geometry can be beneficial (Fa´cil et al., 2017). Kendall et al. (2015) proposed
also applying standard CNN architectures to camera relocalization, which is useful for
loop closures. Later, Kendall and Cipolla (2016) modelled the uncertainty of camera
relocalization by using a Bayesian convolutional neural network, which is essentially doing
multiple forward passes on a CNN with randomized dropout in all units. There has been
also work on training interest point detection, extraction and matching (DeTone et al.,
2017, Schmidt et al., 2017) and optical flow (Dosovitskiy et al., 2015). But the clear main
contribution of deep learning to SLAM is semantic understanding as CNN-based object
segmentation and detection (He et al., 2017, Long et al., 2015, Redmon and Farhadi,
2017) reach performance close to human level. Many works have used these models (Ma
et al., 2017, McCormac et al., 2017, Tateno et al., 2017) to reconstruct maps with pixel-
wise semantic information. Although semantic mapping is by itself useful for several
applications, using semantics to actually improve SLAM performance has not yet been
fully realized and only a few recent efforts have used such semantics to address dynamic
environments (Baˆrsan et al., 2018, Besco´s et al., 2018), whereas Bowman et al. (2017)
used semantic labels as landmarks for pose optimization.
3.6 Conclusion
We started this chapter by describing the fundamental principles of active cameras and
discussing the inherent sensor-specific limitations, which lead to missing and noisy mea-
surements. We then discussed in Section 3.4 recent ideas proposed in the literature to
improve RGB-D Odometry. The methods proposed in the next chapters build upon some
of these ideas and gradually combine them in an unified framework to address their limi-
tations.
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CHAPTER 4
Semi-Probabilistic Point and Line Odometry with Depth Estimation
from RGB-D Camera motion
Pure RGB-D based methods (Henry et al., 2012, Kerl et al., 2013a, Whelan et al., 2013)
are not aware of the limitations of depth cameras, which cause incomplete and noisy depth
maps, since these only make use of RGB pixels that have associated depth measurements.
To address these limitations, this chapter describes a robust visual odometry based on
image point and line features, called SPLODE (Semi-Probabilistic Point and Line Odom-
etry with Depth Estimation), which exploits not only the depth measurements from a
depth camera but also depth estimates from camera motion. While SPLODE overcomes
temporally unavailable depth measurements by propagating depth through depth map
registration and estimating frame-to-frame pose by using loosely both the 2D-to-3D and
3D-to-2D reprojection errors of feature matches, SPLODE also continuously estimates
depth for tracked features by recursively triangulating and fusing depth from temporal
stereo. The latter is done by a probabilistic depth estimation framework that models
explicitly the triangulation uncertainty of points and lines by taking into account their
particular geometries and the pose uncertainty in order to validate and obtain precise
estimates. Moreover, we also investigate how to minimize the impact of spurious depth
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Figure 4.1: Overview of SPLODE system.
measurement errors on the pose estimation by comparing two different depth estimation
schemes.
Results on RGB-D sequences captured on large indoor and outdoor scenes show that
the combination of depth measurements and estimates through this framework is able
to overcome the absence and inaccuracy of depth measurements, when these become too
problematic to rely just on RGB-D odometry.
4.1 Proposed System: SPLODE
Our proposed visual odometry system, illustrated in Fig. 4.1, leverages active depth
sensing and temporal stereo to retrieve the 3D location of points and line features, which
are projected on the RGB camera. Once a new RGB-D frame is captured, 2D features
are detected from the current RGB image and depth measurements are sampled from the
current depth map to attempt to obtain the respective 3D coordinates. These features
are then matched against the ones extracted from the last frame and pose is estimated by
minimizing their bidirectional reprojection errors by employing an M-estimator to reduce
the impact of spurious matches and wrong depth associations on the estimated pose. Given
the pose estimate, past depth measurements can be combined with the current depth map
via point cloud registration to achieve a denser depth map, from which depth is resampled
and used to recover the 3D coordinates of features, which do not have yet valid depth, so
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Figure 4.2: General feature workflow after matching and pose estimation for two proposed
schemes to combine depth estimates and measurements: Mode A only estimates depth
for features without valid depth measurements, whereas mode B estimates depth for all
feature matches.
they can be used in the next frame-to-frame pose estimation. For the purpose of depth
triangulation, features are tracked by frame-to-frame feature matching since their first
frame observation to allow a wide-baseline stereo. As outlined by the feature tracking
algorithm in Fig. 4.2, we have experimented with two different schemes to integrate the
depth estimation from temporal stereo:
• Mode A, similarly to (Ataer-Cansizoglu et al., 2016, Mur-Artal and Tardos, 2016,
Zhang et al., 2014), only estimates depth for features that do not have associated
depth measurements. As a result, the set of features with depth measurements and
the set with depth estimates are disjoint.
• Mode B estimates depth for features, regardless of having depth measurements, such
that, even if a feature already has a 3D position, recovered from the depth map, a
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depth estimate may be applied to initialize a new 3D position hypothesis to be used
along with the other hypothesis in the next frame’s pose estimation as two 3D-to-2D
feature match residuals. Since the pose estimation implements an M-estimator, the
spurious depth hypothesis can be downweighted.
While mode A gives priority to measurements coming from the depth sensor, estimating
depth only when necessary, mode B relies less on depth measurements by treating the
measurements and estimates equally. The principle behind mode B is that depth mea-
surements may be inaccurate and depth estimates from temporal stereo can be used as an
alternative hypothesis. The depth estimation module uses the uncertainty of the stereo
triangulation, given the pose uncertainty, to fuse estimates from multiple views and assess
the precision of the estimates. Whenever, the uncertainty of a fused depth estimate drops
below a certain threshold, that depth estimate is applied to initialize the 3D position of
the feature through back-projection, so it can be used in the next camera pose estimation.
To combat wrong feature matches, the consistency of both triangulated and fused depth
estimates are continuously checked based on the reprojection errors. In the remainder of
this section, we detail each individual module of our framework.
4.1.1 Pose Estimation
As several works in RGB-D Odometry (Henry et al., 2012, Zhang et al., 2014), we avoid
working in the Euclidean space, due to the depth sensor error at long distances, and
instead estimate the frame-to-frame pose by jointly minimizing the reprojection errors
of both line and point correspondences. To exploit the depth measurements available in
both frames, the bidirectional error is used loosely, such that 3D-to-2D correspondences
are used if depth is available on the first frame and 2D-to-3D correspondences are used if
depth is available on the second frame. Given a 3D-to-2D point correspondence: {P, p′},
we express the reprojection error in the vector form as follows:
rp′ = p
′ − pi(R̂P + tˆ ) (4.1)
where {R̂, tˆ } correspond to the relative pose estimate. Similarly, the reprojection error
of a 2D-to-3D point match: rp can be expressed by using the inverse pose. For a 3D-to-
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2D correspondence of line segments, the residual is defined as the point-to-line distance
between a 2D line: l′ and the two corresponding 3D line endpoints {P1, P2} as follows:
rl′ = l
′
pi(R̂P1 + tˆ ) pi(R̂P2 + tˆ )
1 1
 (4.2)
Additionally, the 2D-to-2D point correspondences without depth can also be taken into
account by using the residual introduced in (Zhang et al., 2014):
rp,p′ = λ
[
tˆy − tˆzy′ tˆzx′ − tˆx tˆxy′ − tˆyx′
]
R̂p˙ (4.3)
Here, we use a factor λ to down-weight these residuals, whereas in (Zhang et al., 2014),
the reprojection errors of the 3D-to-2D matches are in fact scaled by the depth, therefore
their impact on the overall optimization depends on the scene depth and metric unit. The
value of λ is set heuristically to 0.01.
These heterogeneous residuals are then stacked together and minimized by using a
non-linear least squares algorithm (i.e. Levenberg-Marquart). Formally, let S1 be a set of
3D-to-2D point matches; S2, a set of 2D-to-3D point matches; S3, a set of 3D-to-2D line
matches; S4, a set of 2D-to-3D line matches: and S5, a set of 2D-to-2D point matches,
then the optimal pose is given by the minimization of the following joint cost function:
E(ξ) =
∑
p∈S1
r>p Wprp +
∑
p′∈S2
r>p′Wp′rp′ +
∑
l∈S3
rlWlr
>
l +
∑
l′∈S4
rl′Wl′r
>
l′ +
∑
p,p′∈S5
wp,p′r
2
p,p′
(4.4)
where W are diagonal matrices containing the Tukey weights w, which are computed
separately per residual-type in an iteratively re-weighted least-squares fashion.
Degenerate feature configurations are addressed by imposing a minimum of 3 total
matches with depth and by checking, after the optimization, the uncertainty of the esti-
mated pose parameters, in our case the minimal pose parameters ξm without the quater-
nion real part. This is approximated as the inverse of the Gauss-Newton approximation
to the Hessian, based on the squared Mahalanobis distance (also known as the uncertainty
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back-propagation (Hartley and Zisserman, 2003)):
Σξm = (J
>
r Σ
−1
r Jr)
−1 (4.5)
where Jr is the combined Jacobian matrix of the residual functions with respect to the
estimated pose parameters, evaluated at the solution, and Σr is a diagonal matrix con-
taining the uncertainties of the residuals. Although Σr can be derived by propagating
the uncertainty of the 3D feature coordinates, in this work, for simplicity, we assume ho-
moscedasticity by letting the uncertainty of a residual be the variance of the residuals of
the same type. A 7× 7 uncertainty matrix corresponding to the full pose representation,
i.e., ξ plus the quaternion real part can be trivially obtained through first order error
propagation of: q4 =
√
1− q21 − q22 − q23.
If the largest eigenvalue of the 3×3 block of Σξ corresponding to the translation exceeds
a fixed threshold then the configuration is considered degenerate and a decaying velocity
model (Klein and Murray, 2007) is applied instead to estimate the pose.
4.1.2 Point and Line Image Features
At every frame, point and line features are extracted from the RGB image. Specifically
for points, we make use of SURF features, whereas for lines, we use the LSD (Grompone
et al., 2010) method to detect line segments and then extract binarized LBD (Zhang
and Koch, 2013) descriptors (implemented in OpenCV) from the detected line segments.
Features correspondences are then established by matching the descriptors between con-
secutive frames. Small frame-to-frame motion is assumed to prune away matches which
are geometrically far: After performing a k-NN descriptor search for a given point p, we
select the closest match in k whose point coordinates lie in a circular region defining the
neighbourhood of p, whereas, for a given line, we accept the closest line match in k that
has a similar slope angle and distance from origin, according to their line Hessian normal
equations.
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4.1.3 Point Depth Sampling and 3D Line Fitting
For a calibrated RGB-D sensor, the 3D location of feature points is directly obtained from
the depth map by back-projecting the corresponding 2D coordinates.
However, a 2D line segment contains multiple depth samples across its length, which
suggests that one should exploit them instead of simply back-projecting the two depth
pixels corresponding to the line endpoints as these are noisy, may be missing or correspond
instead to the background, for lines tend to be detected on the object contours where depth
is discontinuous. Hence, to obtain the 3D lines we propose to use the robust method of
(Lu and Song, 2015a) with two simple modifications to address the computational cost of
the original framework:
1. Using the Euclidean point-to-line distance within the RANSAC outlier filtering in-
stead of the originally proposed Mahalanobis distance, for these two metrics have not
shown significant differences in terms of pose estimation accuracy, in our experiments
(Section 6.2), however the computation of the Mahalanobis distance requires either
inverting the uncertainty matrices of the line depth samples or applying whiten-
ing transformations to them (Lu et al., 2008). In our implementation, using Eigen
library, computing the Mahalanobis distances makes the process approximately 3
times slower, thus we resort to use simply the Euclidean distance with an inlier
threshold of 3 cm.
2. The final line fitting step in (Lu and Song, 2015a) is cast as a non-linear least squares
problem in order to incorporate the line uncertainty. Instead, we perform PCA on
the consensus set of line samples: X, given by RANSAC. Let the covariance of X be
factorized as: ΣX = V SV
>, then we parameterize the line, according to the spread
of samples, with the two 3D points: P¯ ± σ1V1, where P¯ is the mean of the samples,
σ1 is the square root of the largest eigenvalue in S and V1 is the corresponding
eigenvector.
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Figure 4.3: (a) Ideal point triangulation for point matches that satisfy the epipolar con-
straint (b) Line triangulation as a line-to-plane intersection.
4.1.4 Line Depth Estimation
As depicted in Fig. 4.3.b, given a pair of line segment matches, the depth of one line
segment endpoint p can be derived from the point-to-plane distance:
N ′(RZp˙+ t) = 0⇔ Z = − N
′t
N ′Rp˙
(4.6)
where N ′ is the normal of the projective plane obtained by the cross-product of the two
endpoints on the second image. This expression is ill-posed when the rotated point lies on
the projective plane of the other frame, therefore it may result in a negative Z even for
a correct line match. Thus, to detect outliers, endpoints with invalid depth estimates are
assigned arbitrary positive depth (i.e. infinite depth) and then reprojected on the second
frame to check the point-to-line distance.
4.1.5 Point Depth Estimation
In practice, the feature point matches, resulting from the descriptor matching, do not
meet exactly the epipolar constraint, meaning that their projection rays do not intersect.
This issue is addressed by employing the commonly used linear triangulation method
(described in Hartley and Zisserman (2003), p. 312) to estimate the 3D point coordinates,
which in turn we use to obtain the corrected projected point coordinates. The projection
errors between the original and the corrected coordinates are checked to detect outliers.
Additionally, for invalid depth estimates we use an outlier detection procedure equivalent
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to the one described in the previous section. Since the problem of point triangulation is
overdetermined, the triangulation method Hartley and Zisserman (2003) relies on a least-
squares solution, which makes the derivation of depth uncertainty less straightforward,
however, given the corrected coordinates we can now arrive, through the trigonometry
represented in Fig. 4.3.a, at the following formula:
Z =
λ
‖p˙‖ λ =
B
sinβ tanα+ cosβ
(4.7)
where:
cosβ =
−tRp˙
‖p˙‖B cosα =
tp˙′
‖p˙′‖B (4.8)
4.1.6 Uncertainty of Depth and Pose Estimates
The uncertainty of the depth estimation is modelled in terms of inverse depth variance
to allow initialization of 3D features that are far away from the camera. Based on the
first order error propagation, the uncertainty of the general inverse depth denoted here as:
ρ = Z−1 is given by:
σ2ρ = JρΣJ
>
ρ (4.9)
where Jρ is the Jacobian of the inverse depth function with respect to the input vari-
ables and Σ is the variables’ uncertainty matrix. Specifically, this inverse depth function
corresponds to the inverse of (4.6) and (4.7) for, respectively, a line endpoint and a point.
Regarding the variables’ uncertainties, depth estimation for a point correspondence
depends on two image points: {u1, v1, u′1, v′1} and on the stereo pose parameters ξ, whereas
the depth estimation of a line endpoint depends on three image points {u1, v1, u′2, v′2, u′3, v′3}
and ξ. While the uncertainty of each point coordinate is set to 1 pixel, the 7 × 7 block
of Σ corresponding to the pose is obtained by propagating the pose uncertainty given by
(4.5), as described in Section 2.3.2. To avoid the redundancy of calculating the stereo pose
uncertainty for each feature, a sliding window of transformations to the current frame and
the respective uncertainties is maintained and updated as depicted in Fig. 4.4.
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Figure 4.4: Illustration of the depth map registration at frame k along with a sliding
window of pose uncertainties, which is used both to limit the propagation of depth mea-
surements and derive the uncertainty of the triangulated depth. In this example, the
uncertainty of the transformation between k and k− 3 is considered to be too high there-
fore all depth measurements from frame k − 3 are forgotten.
4.1.7 Fusion of Depth Estimates
Sequential filtering is performed in order to fuse the estimates from multiple views. Each
point, being tracked, has associated a 1D Gaussian PDF to represent its inverse depth state
estimate. This is initialized as N(0, 1) (with infinite depth) and it is updated whenever
there is a new triangulation. Given the PDF of a new triangulated inverse depth estimate,
represented as: N(ρ2, σ
2
2), the prior depth estimate state: N(ρ1, σ
2
1) is updated by the
product of two Gaussians:
ρfused =
ρ1σ
2
2 + ρ2σ
2
1
σ21 + σ
2
2
σ2fused =
σ21σ
2
2
σ21 + σ
2
2
(4.10)
For point features, when σ2fused drops below a fixed threshold, we use ρfused to back-
project a 3D point, so that it can be used in the next frame. For line features, the 3D
endpoints are initialized only when both uncertainties are sufficiently low.
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4.1.8 Depth Map Registration
Depth measurements from past frames are propagated as a registered point cloud to re-
cover the missing depth measurements of the current depth map. A denser depth map
can then be obtained by transforming and projecting the registered point cloud to the
current camera view. At each frame, the point cloud is filtered and updated with new
measurements, as shown in Fig. 4.4, according to the following criteria:
• Transformation uncertainty: To avoid inaccurate point registration due to the grow-
ing pose error, points measured at frames whose transformation to the current frame
has an uncertainty indicator higher than a certain limit are removed from the point
cloud. Specifically, a sliding window of transformation uncertainties is maintained
and their largest eigenvalues are used as an uncertainty indicator, as described in
Section 4.1.1.
• Field-of-view: Only points within the FOV of the color camera are maintained.
• One point per pixel: Each point must have a unique image projection pixel. In case
of conflict, the most recent point is kept.
While one could devise more sophisticated methods for combining the depth measure-
ments, e.g., averaging depth observations, an important advantage of this simple method
is the efficiency, since the size of the point cloud is bounded by the image resolution, due
to the last two criteria.
4.2 Experiments
The performance of our visual odometry method is evaluated on the TUM RGB-D dataset
Sturm et al. (2012) and on an author-collected RGB-D dataset. All sequences have been
captured with a structured-light camera and a color camera operating at 30 fps with a
resolution of 640×480.
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Sequence Direct sampling Euclidean dist. Mahalanobis dist.
fr1/desk 42 mm / 2.2◦ 41 mm / 2.2◦ 40 mm / 2.2◦
fr2/large no loop 85 mm / 1.2◦ 74 mm / 1.2◦ 75 mm / 1.2◦
Table 4.1: RMSE of relative pose per second for line odometry with three different 3D line
fitting schemes and no depth estimates. Direct sampling simply back-projects the 2D line
endpoints whereas the others use the RANSAC method described in Section 4.1.3 with
different types of inlier distances.
4.2.1 TUM RGB-D dataset
We have conducted experiments on two distinct types of environments that are captured
by the TUM RGB-D dataset: A small office and a large industrial hall denoted respectively
as fr1 and fr2. While the sequences recorded in the former are commonly used for bench-
marking RGB-D odometry and SLAM methods, few works have addressed some of the
fr2 sequences. We believe this is mostly due to the large scene depth (see Fig. 4.7) which
leads to insufficient depth measurements, which in turn causes tracking failures. Con-
sequently, only fractions of these sequences were indeed evaluated in (Ataer-Cansizoglu
et al., 2016). On the contrary, our results are reported for the full sequences, except for the
fr2/large no loop which only has ground truth for about 20 % of the sequence duration.
As described in Section 4.1.1, tracking or pose estimation failures are handled by using a
velocity model.
Performance was evaluated in terms of pose drift as the relative pose error (RPE)
per second. Specifically, we report the RMSE of the RPE per second. This is a more
robust measure of the VO precision than the absolute trajectory error, commonly used,
which is strongly influenced by sporadically gross errors occurring in the middle of the
trajectories. First, Table 4.1 shows how the choice of 3D line fitting affects the pose
error. We have observed that when the depth information is rich, simple back-projection
of the endpoints seems sufficient, however when the depth measurements are severely
compromised, the robust line fitting becomes necessary. No significant differences have
been observed however between using the Mahalanobis or the Euclidean distance.
As can be seen in Table 4.2, including depth estimates reduces overall the odometry
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Sequence
Depth
estimates
SPLODE (Mode A) Best
(others)Points Lines All
fr1/desk † No 32 mm
2.4◦
41 mm
2.2◦
29 mm
2.2◦
26 mm
Gutierrez-Gomez et al. (2016)
fr1/360 † No 89 mm
3.5◦
80 mm
2.6◦
66 mm
3.0◦
84mm
Lu and Song (2015a)
fr2/
360 hemisphere
No
78 mm
1.6◦
90 mm
1.1◦
74 mm
1.0◦ -
Yes
70 mm
1.0◦
77 mm
1.0◦
66 mm
1.0◦
fr2/
large no loop
No
91 mm
1.2◦
74 mm
1.2◦
74 mm
1.1◦ 96 mm
Whelan et al. (2013)
Yes
89 mm
1.2◦
65 mm
1.1◦
72 mm
1.1◦
fr2/
pioneer 360
No
96 mm
2.1◦
84 mm
2.5◦
57 mm
2.4◦ -
Yes
67 mm
1.9◦
72 mm
2.5◦
53 mm
1.9◦
Table 4.2: RMSE of relative pose per second on TUM sequences. We report also, to our
knowledge, the best translational errors obtained by other visual odometry methods. The
symbol † marks sequences captured in small environments where depth measurements are
abundant, thus including the depth estimates did not change significantly the performance.
drift on the fr2 scene. Moreover, the number of frames, where tracking fails, is reduced,
e.g., in the fr2/360 hemisphere, while point odometry without depth estimates misses
29 frames, with the depth estimates, tracking is not interrupted. Since no significant
differences were observed between the two depth estimation schemes in this dataset, we
only report results for the mode A, which is preferred in terms of computational cost.
4.2.2 Author-Collected Dataset
To further evaluate the robustness of the proposed method, we have captured two chal-
lenging RGB-D sequences, for depth sensors: A large foyer and a park under sun exposure,
shown in Fig. 4.7. The respective trajectories estimated by SPLODE are shown in Fig.
4.5, the final error of the trajectories is reported in Table 4.3 and a video is available in
Appendix B.
As shown in Fig. 4.5, while pure RGB-D odometry with points and lines (i.e. PLO)
fails, even with depth map registration, by making frequently gross errors or failing to
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Figure 4.5: Top view of trajectories estimated by our point and line odometry without
depth estimates: PLO, and with depth estimates: SPLODE-A and SPLODE-B for the
respective schemes, on the foyer sequence (left image) and the park sequence (right image).
The ground-truth of the last position is pinpointed as: end gt.
estimate pose, the integration of depth estimates allows the method to perform well in
both environments. In terms of features (see Table 4.3), point-based odometry performs
worst than line-based odometry in the foyer sequence due to the predominance of lines, on
the other hand, point-based odometry performs well in the park sequence, whereas using
just lines, as expected, is not sufficient, since straight lines are less common in nature.
In this dataset, mode B yields generally lower errors than mode A. This can be explained
by the existence of spurious depth measurements due to NIR interference (shown in Fig.
4.7.d) and non-Lambertian effects (shown in Fig. 4.6). These depth errors are further
propagated and accumulated by the depth map registration, which can affect severely the
pose estimation, as shown in Fig. 4.6, especially for Mode A, which relies more on the
depth measurements.
4.3 Conclusion
This Chapter presented an RGB-D based odometry method that achieves robustness to
poorly textured scenes and depth sensor failures by combining point and line features, and
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Sequence
(Length)
Depth
estimates
Mode
SPLODE
Points Lines All
Foyer
(65 m)
No - Fail Fail
4.4 m
3 losses
Yes
A
2.3 m
11 losses
2.8 m
0 losses
1.2 m
0 losses
B
2.6 m
19 losses
1.7 m
0 losses
0.9 m
0 losses
Park
(76 m)
No -
4.9 m
38 losses
Fail
7.0 m
5 losses
Yes
A
3.5 m
0 losses
Fail
2.8 m
0 looses
B
2.0 m
0 losses
Fail
1.8 m
0 losses
Table 4.3: Performance of SPLODE on author-collected sequences reported as the final
error of the trajectory and the number of frames where pose estimation is declared to fail.
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Figure 4.6: Trajectories obtained for the foyer sequence by disabling the uncertainty condi-
tion of the depth map registration. Features with two depth hypothesis (used by SLPODE-
B) are shown in magenta and features with either depth measurements or estimates are
shown respectively in green and blue. Spurious depth measurements, associated to several
features observed through the window, are propagated by the depth map registration and
eventually cause the mode A to fail, while the mode B is able to survive them.
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(a) (b) (c) (d)
Figure 4.7: Examples of the sequences used in our experiments. (a) and (b) are samples
from fr2/360 hemisphere whereas (c) is from foyer and (d) from park. Top: Inverse depth
of features obtained by either the depth map or the depth estimation process. Middle:
Inverse depth maps obtained by the depth map registration process. Bottom: Original
inverse depth maps captured by the depth camera.
depth sensor measurements with temporal stereo.
Our results show that the depth estimation framework introduced by this method is
beneficial in large indoor environments (e.g. warehouses) and outdoor environments, where
the depth information captured by depth cameras is too sparse. Moreover, our experiments
indicate that gross depth errors occur typically outdoors, due to NIR interference with
the sunlight, and its impact on the pose estimation can be minimized by adopting a
more active depth estimation approach (referred to as Mode B) than just estimating
depth when measurements are missing (Mode A). However, because Mode B is more
computational intensive than Mode A, adaptive switching between both is a worthwhile
research direction. Another possible improvement of the system, is to make the pose
estimation also probabilistic by weighting the residuals according to the uncertainties
of both depth measurements and estimates: In this work, SPLODE relies on a finely-
tuned maximum uncertainty threshold to accept sufficiently precise depth estimates, but
4.3. Conclusion 69
by using the depth estimate uncertainty in the pose estimation, such threshold could be
further relaxed to exploit more features with higher uncertainties.
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CHAPTER 5
Probabilistic Depth Fusion
Optimal pose estimation under depth error is achieved by explicitly modelling the uncer-
tainty of residuals that depend on noisy depth, thus depth measurement uncertainty must
be assessed. This was neglected by the method proposed in he last chapter and by many
other methods. As explained in the Chapter 3, active depth cameras suffer from signifi-
cant systematic error which has been analyzed for example by Khoshelham and Elberink
(2012) and Sarbolandi et al. (2015). Sensor error models derived by these works started
to be routinely employed to improve tracking (Babu et al., 2016, Lu and Song, 2015a,
Proenc¸a and Gao, 2017a) and mapping (Keller et al., 2013, Nguyen et al., 2012). How-
ever, the effective depth error depends also on the local scene properties, e.g., reflectivity,
surface incidence angles, depth discontinuities and ambient light, which are hard to model
analytically.
Therefore, here we propose a spatial-temporal depth fusion framework, named Optimal
Mixture of Gaussians, that besides considering the systematic depth sensor error, captures
the observed uncertainty by assessing the spatial and temporal distribution of depth mea-
surements. This framework is aimed simultaneously at: (i) denoising the raw depth map,
(ii) modeling the depth uncertainty and (iii) recovering temporally missing depth measure-
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Figure 5.1: Example of a mixture of Gaussians and the respective Gaussian given by the
Optimal Gaussian Mixture fusion, shown as N(zf , σzf ). Notice how the green Gaussian
does not affect much the fused Gaussian due to its high uncertainty.
ments, similarly to the simple depth registration module proposed by SPLODE. While,
temporal local depth fusion has been proposed in a few works (Hsiao et al., 2017, Wasen-
mueller et al., 2016) to denoise depth, these works do not model the depth uncertainty and
neglect the fact that temporal depth fusion can in fact introduce noise either due to error
propagation, dynamic objects or occlusions. A less naive temporal depth fusion method
was proposed by Keller et al. (2013) to reconstruct models by fusing stable points, that
is, temporally consistent measurements that do not belong to dynamic objects. Instead
of trying to enforce such selective depth fusion, our approach can handle inconsistency by
modelling and exposing this as uncertainty resulting from fusion. The key idea, is that
such inconsistency affords information, in particular, about the local scene properties. An
illustration of our fusion method is shown in Fig. 5.1 for 3 measurements.
To capture this uncertainty, our method extends the Gaussian Mixture framework
suggested by Dryanovski et al. (2013), as this allows the use of a multimodal distribution
to represent the variance between samples, unlike typical Kalman correction equations as
employed in (Engel et al., 2013) and (4.10) or cumulative weighted average (Keller et al.,
2013, Newcombe et al., 2011a). The proposed framework is described in the next section,
and results are shown throughout this chapter. More results focused on its applicability to
visual odometry are included in the next chapter, once the probabilistic visual odometry
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Figure 5.2: Overview of the proposed probabilistic depth filter
is introduced.
5.1 Optimal Depth Fusion based on Mixture of Gaussians
The proposed depth filter, outlined in Fig. 5.2, can be split into three stages: (i) Given the
raw depth map of the current frame, depth uncertainty is assessed according to a specific
sensor model, (ii) Based on this depth uncertainty, the raw depth map is convolved with
the Gaussian Mixture (GM) kernel proposed in Dryanovski et al. (2013), to capture the
uncertainty within the pixels neighbourhood, (iii) The depth estimates and uncertainties
resulting from this GM convolution are then combined with estimates from past frames
by using our proposed Optimal-GM fusion method. In order to do so, depth estimates
from a sliding window of frames are maintained and updated as 3D measurements by a
point cloud registration module, which uses pose estimates given by visual odometry. A
detailed explanation of these modules is given in the following subsections.
5.1.1 Depth Sensor Error Model
In our experimental work, we have used structured-light depth sensors based on active
stereo, which suffer inherently from disparity quantization, therefore, we adopted the
theoretical error model of Khoshelham and Elberink (2012), which accounts for the prop-
agation of disparity random error σd in Kinect structured-light sensors, so that the depth
uncertainty is given by: σz = σd(
m
fb)Z
2 where f is the focal length, b is the baseline be-
tween the IR projector and camera and m is a normalizing parameter. Setting σd = 0.5,
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as in Khoshelham and Elberink (2012), yields the following expression:
σz = 1.425× 10−6z2 [mm] (5.1)
which fits well the planar residuals in (Khoshelham and Elberink, 2012) and is consistent
with the axial noise in Nguyen et al. (2012). However, this simple expression does not
comprehend many other sources of depth error, e.g., lateral noise (Nguyen et al., 2012),
ambient background light and temperature drift (Sarbolandi et al., 2015). Although, a
more comprehensive model could be developed, it is extremely difficult to model the actual
depth error, since this depends also on the properties of the observed object surfaces. Thus,
we refrain from doing so and instead look at the spatial and temporal distribution of depth
samples, through the next consecutive modules.
5.1.2 Convolution of Gaussian Mixtures
To address the lateral error, Dryanovski et al. (2013) proposed to quantify the uncertainty
of depth pixels based on the depth values of their image neighbourhoods through a GM
formulation. Let the probability density function of depth in a 3×3 local window, centered
at pixel p, be given by the following N mixture of Gaussians:
f(z) =
1
S
N∑
i=1
wiN(zi, σ
2
zi) (5.2)
where each Gaussian corresponds to a pixel of the local window with a variance σ2zi given
by the depth sensor error model, S is a normalizing constant and the weights wi are
assigned to the local window according to the following kernel:
W =
1 2 12 4 2
1 2 1
 (5.3)
Then, the new estimated depth for p takes the value of the mean of (5.2):
z¯ =
1
S
N∑
i=1
wizi (5.4)
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Figure 5.3: Illustration of the problem of fusing point measurements with their uncertain-
ties from three frames
and the GM uncertainty can be found by expressing the variance in terms of moments, as
derived in the Appendix A:
Var(f(z)) =
1
S
N∑
i=1
wi(z
2
i + σ
2
zi)− z¯2 (5.5)
To account for pixels with missing depth values, we simply represent their depth and
uncertainty as 0 and flag them with an indicator function y, such that the normalizing
constant is given by:
S =
N∑
i=1
wiyi (5.6)
Effectively, the resulting variance allows assigning high uncertainty to outliers (e.g. flying
pixels) and depth discontinuity locations. One motivation for the latter, is that the 2D
coordinates of features detected on the RGB images are also subject to error and moreover
RGB images may not be perfectly aligned with the depth map due to errors in the extrinsic
calibration and temporal synchronization, consequently image features corresponding to
foreground may be associated to background. This information should be taken into
account during both the pose estimation and the temporal fusion to reduce the impact of
wrong depth associations.
5.1.3 Optimal Gaussian Mixture for Temporal Fusion
Given the 3D measurements of past frames, which are transformed to the current frame
by the point cloud registration, these are projected to the image grid, as illustrated in
Fig. 5.3, such that each pixel will have a set of points with their respective uncertainties,
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estimated by the GM convolutions. Due to the transformation between frames, ideally the
3× 3 covariances of the points should be rotated as well, however this is computationally
expensive, thus we work on the range space which is invariant to camera rotation unlike the
depth. Specifically, the depth uncertainties given by the GM convolutions are propagated
to range uncertainties and then stored, as follows:
σ2r =
σ2z
cos2 α
(5.7)
where α is the angle of incidence of the projection ray on the image plane and a matrix of
cosines, for all pixels, can be pre-computed according to the camera intrinsic parameters.
Once the points are converted to range as well, the previous GM framework can be applied
to obtain a new range estimate for each pixel, although in this case we use the range
uncertainties to weight the GM, such that the resulting range is
r¯ =
1∑M
i=1 σ
−2
ri
M∑
i=1
ri
σ2ri
(5.8)
for M projected points. This expression corresponds in fact to the MLE, but more notably
the respective uncertainty:
Var(r¯) =
1∑M
i=1 σ
−2
ri
N∑
i=1
(r2i + σ
2
ri)
σ2ri
− r¯2 (5.9)
and the uncertainty in (5.5) do not neglect the correlations between measurements since
they take into account both the intra-group and inter-group variances, unlike the least
squares formulation. Thus, pixels with inconsistent depth measurements will have high
uncertainty and the gross errors, e.g., flying pixels, that were a-priori modelled by the
GM convolutions will be penalized during the range fusion by the weighting function
in (5.9). The fused range image and uncertainty can then be converted back to depth
using: z = r cosα and (5.7). As can be seen in Fig. 5.4 and 5.5, this framework removes
significant noise from the raw depth maps. Additionally, one can see in Fig. 5.5 that the
depth uncertainty represents well the respective depth error in a synthetic dataset, though
our sensor model differs from the one used to generate the depth noise in (Handa et al.,
2014).
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Raw: 28 mm C-GM: 24 mm BF: 17 mm
O-GM5: 18 mm O-GM10: 15 mm O-GM20: 13 mm
Figure 5.4: Planar fitting residuals on the green bounding box for three depth filtering
methods: C-GM is the method described in Section 5.1.2; BF is the widely used bilateral
filter Tomasi and Manduchi (1998) (e.g. used in KinectFusion Newcombe et al. (2011a))
and O-GMn is our temporal fusion method with measurements from n frames. Maps of
point-to-plane distances and the respective RMSE are depicted for the region highlighted
on the left image. O-GMn and BF are able to remove two types of error, which are revealed
in the raw depth map: random errors and quantization errors (appearing as stripes).
5.1.4 Depth Fusion Constraints
Temporal fusion assumes that the transformations (i.e. stereo poses) between the frames
of the sliding window are sufficiently good to fuse measurements from the same point
in space. Therefore, besides using the pose estimated by the visual odometry to bring
the registered point cloud to the current frame, the uncertainty of the transformations
is monitored based on the approach taken by SPLODE, which is improved in the next
chapter for heteroscedasticity. Similarly to the depth registration module in SPLODE,
if the uncertainty of a transformation exceeds a given threshold, measurements from the
respective frame are removed from the registered point cloud. As a result, the length of the
sliding window of frames is dynamic. Details about the estimation of the transformation
uncertainty are given in the next chapter.
Furthermore, the temporal fusion is not intended for long durations and wide baselines
due to: memory and computation time requirements, dynamic objects and occlusions.
Parallax, due to camera translation, causes incorrect fusion of measurements from occluded
background with more recent foreground measurements. To reject measurements from
occlusions, we enforce a consistency constraint to old depth measurements, i.e., during the
range fusion, point are projected from newest to oldest, if a pixel receives at least k points,
more points are only accepted if their ranges are within the margin: r¯± 3σr, where r¯ and
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RGB with simulated noise Raw depth map with simulated noise
Raw depth error: 186 mm BF error: 175 mm
C-GM uncertainty C-GM error: 131 mm
O-GM10 uncertainty O-GM10 error: 96 mm
Figure 5.5: Depth error and uncertainty on one frame from the synthetic ICL-NUIM
dataset (Handa et al., 2014), with simulated noise, along with the respective RMSE for
each depth filter. Depth error is measured by checking the available noiseless version of
the depth maps. Despite the ability of the bilateral filter (BF) to preserve edges, errors
are still introduced on the room edges. Notice how some of the errors on the picture frame
and on the sofa are removed after applying the O-GM fusion.
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Raw depth map Fused depth map
C-GM uncertainty O-GM10 uncertainty
Figure 5.6: Depth fusion and uncertainty in a dynamic scene, captured in (Sturm et al.,
2012), where two people talk and gesticulate. Although depth fusion degrades the depth
map around the human contours, these errors are captured by the uncertainty model
(notice the hands), which has the benefit, for pose estimation, of assigning lower weight
to any features detected in these regions.
σr correspond to the current pixel state of fused range and uncertainty.
Fig. 5.6 shows the behaviour of the filter in a dynamic environment. Although dynamic
objects could be addressed by segmentation, as in (Jaimez et al., 2017, Keller et al.,
2013), our temporal fusion framework already assigns high uncertainty to the depth values
that are affected by the motion of moving objects, which implicitly will downweight the
features arising from the moving objects. Our results, in the next chapter, support this
idea. In terms of computational cost the whole pipeline, using our single thread C++
implementation, takes around 35 ms for a maximum window size of 10 frames and 19 ms
for a maximum window size of 5 frames.
5.2 Conclusion and Future Work
This chapter proposed a probabilistic filter based on GM for short temporal depth fusion.
Unlike the simple depth registration in SPLODE which can yield old measurements in
80 Chapter 5. Probabilistic Depth Fusion
the point cloud for long periods (more than 50 frames). In O-GM, point measurements
have shorter lifespan. A more flexible strategy could extend this duration by switching
old pixels from depth fusion to a simple hole-filling mode as in SPLODE, where points
would only be maintained and used if they had an unique pixel projection.
So far, we have not shown the benefits of applying this depth filter to VO. The next
chapter shows first how to incorporate the Optimal-GM filter on a VO pipeline, and
then presents extensive results to evaluate the contribution of this method to the VO
performance and robustness.
CHAPTER 6
Probabilistic RGB-D Odometry based on Points, Lines and Planes Under
Depth Uncertainty
This chapter describes a probabilistic feature-based visual odometry system to cope with
depth uncertainty, in particular, modelled by the depth fusion framework proposed in the
previous chapter. This is done by propagating such uncertainty throughout the visual
odometry pipeline. Fig. 6.1 shows the type of features used by our system and the results
of fusing depth through Optimal Mixture of Gaussians, given the VO estimates.
Besides the points and line features exploited by SPLODE, this system exploits also
plane segments, which can be extracted instead through depth sensors. Point, line and
plane primitives allow a minimalistic, yet comprehensive representation of structured en-
vironments, which is more meaningful and efficient than dense representations (Newcombe
et al., 2011a). While feature points can be insufficient for visual odometry in low textured
environments, combining them with planes and line segment features may lead to more
robustness to plain planar surfaces (Gomez-Ojeda et al., 2016, Proenc¸a and Gao, 2017a,
Yang and Scherer, 2017), blur caused by sudden motion (Proenc¸a and Gao, 2017a) and
light variations (Lu and Song, 2015b). To use such features in a probabilistic approach, the
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(a) (b)
(c) (d)
Figure 6.1: Raw and processed RGB-D frame by our system, in a challenging environment
with low textured areas and missing depth measurements from a structured-light sensor.
(a) Detected features overlaid on the intensity image. (b) Raw depth map. (c) Depth
uncertainty estimated by the proposed depth filter and (d) the respective fused depth
map. To expand the camera FOV, a wide-angle lens was mounted on the RGB camera
while the depth fusion allows propagation of depth measurements beyond the narrow FOV
of the depth camera.
system needs to estimate both their 3D parameters and respective uncertainties. There-
fore, our system uses probabilistic 3D line and plane fitting solutions, based on weighted
linear least squares. Given this probabilistic feature representation, we can perform MLE
pose estimation, where the weight of geometric entities on the optimization depends on
the precision of their estimated parameters, which in turn depend on the number and
distribution of their supporting point samples and these point uncertainties. For exam-
ple, as shown in Fig. 6.1.a, the blue plane, which has fewer supporting points than the
green plane should have lower impact on pose estimation than the green plane and a line
extracted from a depth discontinuity should have less weight than a line caused only by
image intensity gradient (e.g. the lines on the floor shown in Fig. 6.1.a).
Performance evaluation on RGB-D sequences collected in this work and two public
RGB-D datasets: TUM and ICL-NUIM show the benefit of combining the three geometric
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entities through this probabilistic approach and using the depth fusion framework proposed
in the last chapter, particularly in scenes with low-textured surfaces, dynamic objects and
missing depth measurements. The remainder of this chapter is organized as follows. The
next section describe our visual odometry system. Our results are reported and discussed
in Section 6.2. Finally, Section 6.3 concludes and discusses the limitations of the approach.
6.1 Proposed System
The proposed visual odometry method, outlined in Fig. 6.2, starts by detecting points,
lines and planes from the current RGB-D frame. While 2D points and lines, along with
their feature descriptors, are extracted from the intensity of the RGB channel, planes
are extracted from an organized point cloud back-projected from the depth map, after
applying the first and second stages of the depth filter (i.e. the depth sensor error model
and the GM convolution) in order to obtain the 3D point uncertainties, which are then
used by a weighted least squares plane fitting. The extracted primitives are then matched
against the ones extracted from the previous frame. Resulting 3D-to-2D point and line
matches and 3D-to-3D plane matches are subsequently used jointly to estimate the frame-
to-frame pose, according to their uncertainties. Once the pose is estimated, a depth fused
map is obtained, using the third stage of the depth filter, described in the previous chapter.
Given this new depth map, the 3D coordinates of the current point and line features are
finally obtained for the next frame-to-frame pose estimation through backprojection and
a weighted 3D line fitting method, which also takes into account the depth uncertainty.
Furthermore, plane detection and fitting is repeated to obtain better plane estimates.
These modules are described in further detail below.
6.1.1 Extraction of Points, Lines and Planes
Image points are detected by relying on SURF features, whereas for lines, the LSD
(Grompone et al., 2010) method is used to detected line segment endpoints and then bina-
rized LBD (Zhang and Koch, 2013) descriptors (implemented in OpenCV) are extracted
from the respective lines. For plane extraction, once the depth map is backprojected,
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Figure 6.2: Visual odometry system overview
we make use of the method proposed in (Feng et al., 2014), which processes efficiently
organized point clouds in real-time, the result is a segmented point cloud (as depicted in
Fig. 6.2). For each point cloud segment, a plane model is fit and its uncertainty is derived
using the method described in Section 6.1.3.
6.1.2 Point Backprojection
Assuming that the depth image is mapped to the RGB reference frame, given the extrinsic
calibration, the 3D coordinates P =
[
X,Y, Z
]>
corresponding to a pixel p = {u, v} on
either depth or RGB image can be obtained through backprojection:
P = Z
(u− cx)/fx(v − cy)/fy
1
 (6.1)
where Z is the value of the depth pixel, and {fx, fy} and {cx, cy} are respectively the focal
length and principal point of the RGB camera. The uncertainty of P can be obtained by
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the first order error propagation:
ΣP = JP
[
Σp 0
0 σ2Z
]
J>P (6.2)
where JP is the Jacobian of (6.1) with respect to p and Z, σ
2
Z is the uncertainty of the
depth value given by the depth filter and Σp is a 2 × 2 identity matrix times the pixel
coordinate uncertainty σ2p, which accounts for the pixel quantization error. Let this error
be modelled by a uniform PDF of length equal to 1 pixel, then its variance is σ2p = 1/12.
6.1.3 WLS Plane Fitting
It is convenient to express planes as infinite planes in the Hessian normal form: θ =
{Nx, Ny, Nz, d}. However, such representation is overparameterized, thus the estimation
of these parameters by unconstrained linear least squares is degenerate. This issue has
been solved in (Pathak et al., 2010b) by using constrained optimization and in (Weingarten
et al., 2004) by using a minimal plane parameterization. Similarly to (Weingarten et al.,
2004), we use a minimal plane representation: θm =
[
Nx, Ny, Nz
]
/d, as an intermediate
parameterization. Since, a plane with d = 0 implies detecting a plane that passes through
the camera center (i.e. projected as a line), it is safe to use this parameterization. The
new parameters are then estimated by minimizing the point-to-plane distances through
the following weighted least-squares problem:
E =
n∑
i=1
wi(θmPi + 1)
2
2
(6.3)
where the scaling weights were chosen to be the inverse of the point depth uncertainties:
wi = σ
−2
Zi
, which represent well the point-to-plane distance uncertainties when the detected
plane is approximately parallel to the image plane. By setting the derivative of (6.3),
with respect to θm, to zero, we arrive at the solution of the form: θ
>
m = A
−1b, where
A =
∑n
i=1wiPiP
>
i and b = −
∑n
i=1wiPi.
Following the Fisher observed information (Efron and Hinkley, 1978), the covariance
of θm is given by the inverse Hessian matrix of E, i.e., Σθm = H
−1 where H is simply A.
However, the residuals are scaled by a heuristic choice of weights, and as a result E is just
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a scaled approximation of the negative log-likelihood function. This fact was neglected in
(Proenc¸a and Gao, 2017a), and as a result the uncertainty was overestimated. Therefore
the weights need to be first updated with the actual uncertainty of the plane residuals
Σri . These can be found at the solution θm by propagating the point uncertainties ΣPi as
follows: Σri = θmΣPiθ
>
m. The uncertainty of θm is then derived from the updated matrix
A. Finally, the Hessian normal form can be recovered by:
θ =
[
θm 1
]
‖θm‖ (6.4)
and the respective uncertainty is obtained via first order error propagation: Σθ = JθΣθmJ
>
θ ,
where Jθ is the Jacobian of (6.4).
6.1.4 WLS Line Fitting
The proposed solution to 3D line fitting is illustrated in Fig. 6.3. First, as in (Lu and Song,
2015a), depth pixels are sampled uniformly across the 2D line segments (maximum 100
pixels per line). The pixels with available depth are backprojected to 3D points and then
these are processed by a RANSAC loop based on 3D point-to-line Euclidean distances to
remove outliers as described in Chapter 4. The final consensus set of 3D points is denoted
as P = {P1, ..., Pn}.
The problem of fitting a 3D line to 3D points can be solved non-iteratively by casting it
as 2D vector estimation problem. The key idea is to exploit the fact that the optimal line
passes in the center of mass, denoted as O, by estimating a line pinpointed at O, as depicted
in Fig. 6.3. The centroid O corresponds to the MLE: (
∑n
i=1Wi)
−1∑n
i=1WiPi where Wi =
Σ−1Pi and the MLE variance is (
∑n
i=1Wi)
−1. But for efficiency, we instead approximate
O as the mean of the n points weighted by the inverse of their depth variances, in order
to avoid inverting the n covariance matrices, required by the MLE. This approximation
implies a sample covariance isotropic assumption. Therefore, O =
∑n
i=1wiPi where wi is
a normalized weight: σ−2Zi /
∑n
j=1 σ
−2
Zj
and the respective covariance is ΣO =
∑n
i=1w
2
i ΣPi .
The point samples are then translated by subtracting O: P ′i = Pi − O in order to
estimate a vector θ by minimizing the magnitudes of the cross products between θ and
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(a) (b) (c)
Figure 6.3: Illustration of the solution proposed to 3D line fitting. (a) After sampling and
backprojecting depth pixels across the 2D line, the center of mass O is determined. (b)
Points are translated so O is in the origin, and the vector θ is estimated by minimizing the
sum of the shaded areas, which correspond to the cross product norms. (c) Line endpoints
are selected by projecting the extreme points P1 and Pn on θ.
the vectors
−−→
OPi through the following weighted least squares cost function:
E =
n∑
i=1
wi‖P ′i × θ‖2
2
(6.5)
Once again, the chosen weights are wi = σ
−2
Zi
. Since the 3D vector θ is overparameterized,
we reduce it to 2D by fixing one of its dimensions θ(k) at 1. This dimension cannot be cho-
sen arbitrary, as the optimal vector may have zero entries. Thus, we select the dimension
where the range of samples is the highest. Given the resulting 2D parameterization θm
and by setting the partial derivatives of (6.5) equal to zero, we arrive at a solution of the
form θm = A
−1b with three possible results for A and b depending on the fixed dimension:
(θ(1) = 1)
A =
∑ni=1wi(X2i + Z2i ) −∑ni=1wiYiZi
−∑ni=1wiYiZi ∑ni=1wi(X2i + Y 2i )
 , b =
∑ni=1wiXiYi∑n
i=1wiXiZi
 (6.6)
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(θ(2) = 1)
A =
∑ni=1wi(Y 2i + Z2i ) −∑ni=1wiXiZi
−∑ni=1wiXiZi ∑ni=1wi(X2i + Y 2i )
 , b =
∑ni=1wiXiYi∑n
i=1wiYiZi
 (6.7)
(θ(3) = 1)
A =
∑ni=1wi(Y 2i + Z2i ) −∑ni=1wiXiYi
−∑ni=1wiXiYi ∑ni=1wi(X2i + Z2i )
 , b =
∑ni=1wiXiZi∑n
i=1wiYiZi
 (6.8)
where, here, P ′i = {Xi, Yi, Zi} for readability. To obtain Σθm , as explained in the last
section, the weights need to be rectified with the inverse of the uncertainties of the residuals
ri = ‖P ′i × θ‖ through first order error propagation: Σri = JriΣPiJ>ri . When ri is exactly
zero, Jri is indeterminate, thus we add a small perturbation to P
′
i to avoid such case. Once
A is rectified, Σθ is found by restructuring Σθm = A
−1 as a 3×3 matrix, where the entries
corresponding to the fixed dimension are 0.
Finally, estimated line endpoints {Pˆ1, Pˆn} can be sampled through interpolation as
follows:
Pˆi = O + λiθ (6.9)
where λi, denoting the interpolation factor for each endpoint, is obtained by projecting
the measured line endpoint onto the estimated line: λi = θ
>P ′i/‖θ‖2. The endpoint
uncertainties are then given by propagating Σθ and ΣO through (6.9).
6.1.5 Matching Points, Lines and Planes
For 2D points and lines, feature correspondences are established between successive frames
by matching their descriptors using a k-NN search and then selecting the strongest match
per query that satisfies an image geometric distance constraint: the image coordinates of
point matches must be within a certain Euclidean distance and 2D line matches must have
a similar slope angle and distance to origin (i.e. image top-left corner), according to their
line Hessian normal parameterization.
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N N'
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Figure 6.4: Geometry of two planes and their representation as points: {C,C ′}
Planes are matched between successive frames using the approach proposed in (Proenc¸a
and Gao, 2017a), as follows: First, 1-to-N candidate matches are obtained by enforcing
the following constraints:
• Projection overlap: The projections of two planes, defined as the image segments
covered by the inliers of the planes, must have an overlap of at least 50% the number
of plane inliers of the smallest plane. This can be checked efficiently by using bitmask
operations after checking the geometric constraint.
• Geometric constraint: Given the Hessian plane equations of two planes: {N, d} and
{N ′, d′}, the angle between the plane normals: arccos(N ·N ′) must be less than 10◦
and the distance: |d− d′| must be less than 10 cm.
For efficiency, projection overlap is only checked if a match passes the geometric constraint
check. To select the best plane match between the valid plane candidates, we select the
plane candidate that yields the minimum plane-to-plane distance, a concept introduced in
(Proenc¸a and Gao, 2017a), described as follows: Let {N ′, d′} and {N, d} be the equations
of two planes then the distance between the two planes is expressed by:
‖C − C ′‖ = ‖d′N ′ − dN‖ (6.10)
where C and C ′ represent points on the planes, as shown in Fig. 6.4.
6.1.6 Pose Estimation
Pose, defined as the 3D rigid body transformation: {R, t | R ∈ SO(3), t ∈ R3}, is estimated
by jointly minimizing the point and line 3D-to-2D reprojection errors and the 3D plane-
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to-plane distances. While, pose could be alternatively estimated, as shown in (Proenc¸a
and Gao, 2017a) and (Lu and Song, 2015a), by minimizing the 3D Mahalanobis distance
between point matches, the unidirectional reprojection error tolerates missing depth values
and it could be less affected by a depth error that is incorrectly modelled by the uncertainty.
For simplicity, unlike SPLODE, here we ignore the 2D-to-3D point reprojection errors.
Given a 3D-to-2D point match {P, p′}, the reprojection error is expressed in the vector
form as follows:
p˜ = (p′ − pi(RP + t ))> (6.11)
whereas the residual of a 3D-to-2D correspondence of line segments is expressed as the
point-to-line distance between a 2D line: l′ and the projection of the corresponding 3D
line endpoints {P1, P2}:
l˜ = l′
[
pi(RP1 + t ) pi(RP2 + t )
1 1
]
(6.12)
For two plane matches: {N, d} and {N ′, d′}, we make use of the plane-to-plane distance,
defined in (6.10), such that, the residual can be derived, in the vector form, as:
C˜ = N ′R(N ′t+ d′)− dN (6.13)
Given a set of point matches: S1, a set of line matches: S2 and a set of plane matches: S3,
we minimize the following joint cost function, by using a Levenberg-Marquart algorithm:
E =
S1∑
i=1
p˜i
2w(p˜i) +
S2∑
i=1
l˜i
2
w(l˜i) + α
S3∑
i=1
C˜i
2
w(C˜i) (6.14)
where w(ri) is a function that computes a vector of weights for a given residual ri based on
its uncertainty Σri . Since Σri depends on the pose parameters, the weights are recomputed
in an iteratively re-weighted least-squares fashion. The residual uncertainties are derived
through first order error propagation of (6.11, 6.12 and 7.8) given the uncertainties of
the respective extracted primitives (i.e. 3D points, line endpoints and plane equations).
Then, w(ri) returns simply the inverse of the diagonal entries of Σri . Although, this means
that the covariances between dimensions are neglected for points and planes, this allows
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maintaining the residuals as vectors in the least squares problem, which we have found to
improve the convergence, and it does not require inverting the covariance matrices.
Despite the residual weighting, we found necessary to use a fixed scaling factor α to
tune the impact of the plane residuals on the pose optimization. In this work, we have
used the trade-off α = 0.02, based on coarse tuning. Furthermore, an M-estimator with
Tukey weights is used to further reweight the point and line residuals in order to down-
weight the impact of outliers, whereas plane matching outliers are already addressed by
the plane matching method and plane matches are typically too few to rely on statistics.
Pose Uncertainty
Assessing the uncertainty of the estimated pose allows: (i) to detect degenerate feature
configurations and reject pose estimates under such configurations and (ii) to avoid inac-
curate depth fusion due to pose errors. The derivation of the pose uncertainty is described
below.
During the pose optimization, the rotation is parameterized locally as a three-dimensional
representation of an unit quaternion: {q1, q2, q3} as before. Let the pose parameters be:
ξm = {tx, ty, tz, q1, q2, q3}, then its uncertainty can be approximated by back-propagation
(Hartley and Zisserman, 2003):
Σξm = (JrWJ
>
r )
−1 (6.15)
where Jr is the stacked Jacobian matrix of the residuals with respect to the pose param-
eters and W is a diagonal matrix that contains the weights assigned to the residuals. As
in SPLODE, to validate the pose estimate, we simply check if the largest eigenvalue of
the matrix block corresponding to the translation vector is larger than a given threshold,
if so, the optimized pose is ignored and a decaying velocity model is used instead. Given
the frame-to-frame pose uncertainty Σ
(k+1|k)
ξ derived from (6.15), pose drift is assessed
recursively according to the EKF propagation equations in Section 2.3.2 for a sliding win-
dow of transformations. As mentioned in the description of the depth fusion method, this
framework is used to validate the propagation of depth measurements from the sliding
92 Chapter 6. Probabilistic RGB-D Odometry based on Points, Lines and Planes Under
Depth Uncertainty
window of frames. Specifically, the uncertainties of the transformations between the cur-
rent frame and the frames where the depth measurements were taken are checked based
on the largest eigenvalue criterion, described above.
6.2 Experiments and Results
In order to evaluate the proposed dataset, we tested our method on various sequences from
two public RGB-D datasets: the TUM benchmark (Sturm et al., 2012) and the synthetic
ICL-NUIM (Handa et al., 2014) benchmark. The results of this evaluation are reported
and discussed in the next section. Additionally, we have captured four RGB-D sequences
in structured environments using the setup shown in Fig. 6.6 and evaluated the trajectory
estimated by our method, in Section 6.2.2. Throughout the experiments, we fixed the
maximum length of the depth fusion sliding window at 10 frames. Timing results are
reported and discussed in Section 6.2.3.
6.2.1 Public Datasets
For the sake of diversity, the following sequences were selected from the TUM dataset for
evaluation: fr1/desk and fr1/360 captured from a textured office; fr3/struct no text far
and fr3/cabinet collected from low textured and structured scenes; fr3/walking static cap-
tured from a dynamic environment with people walking; and fr2/360 hemisphere captured
in a warehouse. The ICL-NUIM dataset contains two versions of sequences rendered from
realistic models of an office and a living room, one without any noise and another with
simulated RGB and depth noise, as show in Fig. 5.5. Two sequences were selected respec-
tively: kt0 (lr) from the living room and kt0 (or) from the office. While the RGB noise
does not seem significant, the depth noise introduced around the object boundaries, seen
in Fig. 5.5, is significantly worse than the observed depth noise of real structured-light
cameras (see Fig. 6.9). Furthermore, the depth map boundaries are corrupted with dense
noise, thus we removed all depth values within a margin of 5 pixels. Both the relative pose
error (RPE) per second and the absolute trajectory error (ATE) are reported, as RMSEs,
for these sequences and the estimated trajectories are compared against the ground-truth
in Fig. 6.5.
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Features Points
Points &
Lines
Points &
Planes
All
fr1/desk
34 mm
2.4 deg
30 mm
2.2 deg
28 mm
1.9 deg
23 mm
1.7 deg
fr1/360
88 mm
4.4 deg
69 mm
3.1 deg
76 mm
3.5 deg
64 mm
2.7 deg
fr3/struct no text far Fail
32 mm
0.9 deg
28 mm
0.9 deg
19 mm
0.7 deg
fr3/cabinet
112 mm
4.5 deg
70 mm
2.8 deg
40 mm
1.8 deg
39 mm
1.8 deg
fr3/walking static
87 mm
1.1 deg
69 mm
1.0 deg
86 mm
1.1 deg
68 mm
0.7 deg
fr2/360 hemisphere
78 mm
1.4 deg
72 mm
1.1 deg
79 mm
1.7 deg
69 mm
1.1 deg
kt0 (lr)
8 mm
0.6 deg
9 mm
0.6 deg
8 mm
0.6 deg
7 mm
0.5 deg
kt0 (lr) w/ noise
8 mm
0.6 deg
8 mm
0.7 deg
7 mm
0.5 deg
6 mm
0.5 deg
kt0 (or)
9 mm
0.5 deg
7 mm
0.5 deg
7 mm
0.5 deg
7 mm
0.5 deg
kt0 (or) w/ noise
6 mm
0.5 deg
5 mm
0.5 deg
7 mm
0.5 deg
6 mm
0.5 deg
Table 6.1: RPE on TUM and ICL NUIM datasets for different combinations of geometric
primitives.
Table 6.1 and 6.2 shows how the performance is improved by introducing new feature-
types. The performance gain of using the three geometric primitives is consistent and
significant, especially in low textured environments and in the fr1/360, where several
RGB images are blurred due to sudden rotations, causing few detected feature points.
Table 6.3 compares the performance between using the different depth models (i.e.
stages) described in Section 5.1. Overall, fusing the depth maps using the Optimal-GM
framework decreases significantly the odometry error. Interestingly enough, the perfor-
mance in the sequence captured in the dynamic environment is significantly improved by
using the full depth filter framework, which indicates that modelling temporally the depth
uncertainty helps reducing the impact of moving objects. In the ICL-NUIM captures, the
introduction of simulated noise increases overall the ATE, however, the virtual camera
in kt0 (lr) faces a texture-less wall in the middle of the sequence, which causes the pose
estimation to fail for a few frames, thus the ATE is affected by the employed velocity
model. It is worth noting that although C-GM by itself does not seem advantageous in
most sequences, when large amount of noise is present in the ICL-NUIM, we observe the
contrary in terms of ATE.
Our method is compared to state-of-the-art visual odometry methods in Tables 6.4 and
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Features Points
Points &
Lines
Points &
Planes
All
fr1/desk 64 mm 53 mm 50 mm 40 mm
fr1/360 116 mm 109 mm 91 mm 91 mm
fr3/struct no text far Fail 80 mm 63 mm 54 mm
fr3/cabinet 437 mm 241 mm 195 mm 200 mm
fr3/walking static 200 mm 181 mm 199 mm 179 mm
fr2/360 hemisphere 237 mm 238 mm 350 mm 203 mm
kt0 (lr) 496 mm 446 mm 76 mm 99 mm
kt0 (lr) w/ noise 428 mm 281 mm 83 mm 59 mm
kt0 (or) 197 mm 31 mm 99 mm 27 mm
kt0 (or) w/ noise 237 mm 199 mm 134 mm 167 mm
Table 6.2: ATE on TUM and ICL NUIM datasets for different combinations of geometric
primitives.
6.5 for each respective dataset. For the sake of fairness, our comparison does not include
full SLAM systems that perform map optimization or loop closure detection. In terms of
RPE, our method achieves state-of-the-art results in the TUM dataset.
Notably, we outperform the point and line odometry methods (Lu and Song, 2015a,
Yang and Scherer, 2017), and the recently proposed (Jaimez et al., 2017), which addresses
explicitly dynamic environments. In the ICL-NUIM dataset, our method is compared
against: the DVO (Kerl et al., 2013b), which minimizes densely the photometric error; the
feature point-based FOVIS (Huang et al., 2011); and the method proposed in (Gutierrez-
Gomez et al., 2016), which is essentially an improved version of the DVO that minimizes
also the geometric error by adopting an inverse depth parameterization and performs
keyframe-to-frame alignment. Although, our method outperforms DVO and FOVIS, it
performs significantly worse than the remarkable performance published in (Gutierrez-
Gomez et al., 2016). Nevertheless, the frame-to-frame version of this method, shown
in (Gutierrez-Gomez et al., 2016), compares well with our results, suggesting that this
observed discrepancy is partially due the use of a keyframe-to-frame strategy, which is
known to be a good way to avoid the accumulation of pose errors.
6.2.2 Author-collected dataset
Here, we evaluate the visual odometry method on four closed-loop trajectories, recorded,
whilst walking, by the hand-held RGB-D setup shown in Fig. 6.6. The employed depth
sensor is also based on structured-light and follows, along with Kinect 1, the same design
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Error RPE ATE
Depth model
Sensor
model
C-GM O-GM
Sensor
model
C-GM O-GM
fr1/desk
32 mm
2.3 deg
33 mm
2.4deg
23 mm
1.7 deg
60 mm 65 mm 40 mm
fr1/360
67 mm
2.8 deg
66 mm
2.9 deg
64 mm
2.7 deg
127 mm 123 mm 91 mm
fr3/struct no text far
27 mm
0.9 deg
29 mm
0.9 deg
19 mm
0.7 deg
82 mm 95 mm 54 mm
fr3/cabinet
56 mm
2.3 deg
62 mm
2.5 deg
39 mm
1.8 deg
239 mm 275 mm 200 mm
fr3/walking static
149 mm
2.0 deg
144 mm
1.9 deg
68 mm
0.7 deg
417 mm 407 mm 179 mm
fr2/360 hemisphere
77 mm
1.1 deg
73 mm
1.1 deg
69 mm
1.1 deg
198 mm 193 mm 203 mm
kt0 (lr)
7 mm
0.5 deg
7 mm
0.5 deg
7 mm
0.5 deg
198 mm 97 mm 99 mm
kt0 (lr) w/ noise
6 mm
0.6 deg
6 mm
0.5 deg
6 mm
0.5 deg
303 mm 113 mm 59 mm
kt0 (or)
7 mm
0.5 deg
7 mm
0.5 deg
7 mm
0.5 deg
25 mm 36 mm 27 mm
kt0 (or) w/ noise
5 mm
0.5 deg
6 mm
0.5 deg
6 mm
0.5 deg
359 mm 220 mm 167 mm
Table 6.3: RMSE on TUM and ICL NUIM datasets for different depth uncertainty models.
As described in Section 5.1, the sensor model corresponds to the first stage of the proposed
filter method, the C-GM uses the two first stages and the O-GM uses the full depth fusion
method.
as Primesense cameras (Zanuttigh et al., 2016b) with an equal projector-camera baseline
of 75 mm, thus we used the same depth sensor noise model. As shown in Fig. 6.9,
all sequences were collected in structured environments, where low textured surfaces are
predominant. To avoid degenerate scene configurations due to the lack of textures and
depth information, a wide-angle lens was mounted on the color camera to expand the
FOV and the depth fusion was used to recover depth values outside the FOV of the depth
camera.
The drawback of expanding the FOV is that the pixel resolution is reduced and con-
sequently mapping the depth measurements to the color image downsamples significantly
the depth map, since the FOV of the RGB camera is more than the double of the depth
camera FOV. As this results in the projection multiple depth measurements to a pixel,
analogous to temporal depth fusion, we used, here, the O-GM method in place of the
C-GM, at the second stage, to obtain simultaneously the aligned depth image and its
uncertainty.
Table 6.6 reports the final trajectory error for different feature-type combinations, while
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Ours State-of-the-art (VO)
Error RPE ATE RPE ATE
fr1/desk 23 mm 40 mm
25 mm
Gutierrez-Gomez et al. (2016)
32 mm
Gutierrez-Gomez et al. (2016)
fr1/360 64 mm 91 mm
73 mm
Proenc¸a and Gao (2017a)
-
fr3/struct no text 19 mm 54 mm
43 mm
Yang and Scherer (2017)
19 mm
Wang et al. (2016b)
fr3/cabinet 39 mm 200 mm
80 mm
Proenc¸a and Gao (2017a)
268 mm
Wang et al. (2016b)
fr3/walking static 68 mm 179 mm
111 mm
Jaimez et al. (2017)
-
fr2/360 hemisphere 69 mm 203 mm
66 mm
Proenc¸a and Gao (2017b)
-
Table 6.4: Comparison of visual odometry methods on TUM dataset.
Ours DVO FOVIS Gutierrez-Gomez et al. (2016)
kt0 (lr) 99 mm 114 mm 1931 mm 10 mm
kt0 (lr) w/ noise 59 mm 291 mm 2051 mm 6 mm
kt0 (or) 27 mm 398 mm 3396 mm 4 mm
kt0 (or) w/ noise 167 mm 335 mm 3296 mm 15 mm
Table 6.5: Comparison of absolute trajectory errors obtained by several visual odometry
methods on ICL-NUIM dataset, according to the results published in (Handa et al., 2014)
and (Gutierrez-Gomez et al., 2016). For (Gutierrez-Gomez et al., 2016), we report the
results for the best overall visibility ratio threshold used in the keyframe selection.
Fig. 6.7 shows the respective estimated trajectories. The translational and angular error
were measured in these closed-loop trajectories by using a marker (Daniel and Dieter,
2007) and expressing the angular error through the angle-axis representation. The combi-
nation of points, lines and planes shows consistently better results than the other versions,
whereas the point odometry yields poor results and loses tracking for several frames. Al-
though the final error in the parking garage 1 indicates that using just points is better
than combining points and lines, the estimated trajectory, shown in Fig. 6.7, is jagged
when using just points. Additionally, we observed that both versions fail tracking in this
sequence, thus switch temporally the pose estimation to the velocity model, contrary to
the full combination.
6.2.3 Processing Time
All sequences were processed oﬄine with a single thread on an Intel Core i5-6500 CPU 3.20
GHz. The method was implemented on MATLAB with C++ mex functions for certain
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Figure 6.5: Trajectories estimated by the proposed method versus the groundtruth
modules as indicated in Table 6.7. There are many opportunities for optimization: As
shown in Fig. 6.2, point, line and plane processing (i.e. detection, extraction and match-
ing) can be parallelized in three threads. However the plane extraction must be called once
more after the depth fusion. As shown in (Feng et al., 2014), the plane extraction can be
speeded-up significantly by avoiding the per-pixel refinement and using a coarser graph.
In terms of feature points, faster alternatives to SURF are well known (Calonder et al.,
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Figure 6.6: Mobile RGB-D capture setup used in this work. An Occipital Structure sensor
is used to collect depth while RGB is collected by a wide-angle lens (Moment wide lens)
mounted on an iPhone camera. The effective angle-of-views are respectively 85◦×70◦ and
58◦ × 45◦ for the color and the infrared camera and the baseline between them is around
38 mm. Both cameras operate at 30 fps with VGA resolution.
Sequence (distance) Points Points & Lines Points & Planes All
lab (51 m)
2.3 m
20 deg
1.1 m
12 deg
2.4 m
19 deg
1.2 m
12 deg
parking garage 1 (56 m)
1.6 m
17 deg
1.9 m
23 deg
4.2 m
14 deg
1.3 m
18 deg
parking garage 2 (53 m)
7.9 m
51 deg
1.7 m
10 deg
3.0 m
18 deg
0.8 m
7 deg
corridor (110 m)
23 m
47 deg
5.7 m
26 deg
13.8 m
37 deg
3.6 m
25 deg
Table 6.6: Final trajectory errors for the RGB-D sequences collected in this work.
2010), whereas for detection of line segments, unfortunately to our knowledge, there is a
lack of good alternatives, thus one can either do line detection at half resolution (QVGA)
or adopt a line tracking approach as in (Gomez-Ojeda et al., 2016).
As shown in Fig. 6.8, increasing the size of the sliding window for the temporal fusion
beyond 10 frames can improve even further the RPE performance, however the cost of
depth fusion grows linearly with the number of frames.
6.3 Conclusion and Future Work
Combining points with lines and planes proves to improve the robustness of visual odom-
etry. Our results show no redundancy between the different primitives. The proposed
method achieves state-of-the-art results, in terms of RPE, between frame-to-frame odome-
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Figure 6.7: Top view of the trajectories estimated by the proposed method for different
feature combinations versus the final position groundtruth (end gt). Clockwise from top
left: corridor, parking garage 1, lab and parking garage 2.
try methods. However, in the ICL-NUIM dataset, the ATE yielded by our visual odometry
is still inferior to some model-to-frame (Newcombe et al., 2011a) and keyframe-to-frame
(Gutierrez-Gomez et al., 2016) based approaches, thus, extending our method to a SLAM
version, such as in (Ma et al., 2016), is promising research direction in order to reduce the
pose drift.
Furthermore, the visual odometry performance is improved significantly by using the
proposed depth fusion framework. While this framework shows its capability to denoise
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Figure 6.8: Maximum number of frames used for temporal depth fusion vs. O-GM runtime
(black) and RPE (red) on the fr1/desk sequence.
Time
O-GM10 35 ms
2D point processing 31 ms
2D line processing 40 ms
3D line RANSAC sampling 2.3 ms
3D line Fitting (per line) † 0.1 ms
Plane extraction 29 ms
Plane fitting (per plane) † 1.5 ms
Plane matching † 3 ms
Pose estimation † 33 ms
Table 6.7: Timing average results on fr1/desk. The three stages of the depth filter were
timed for a sliding window of 10 frames, as O-GM10, used in our experiments. Both the
2D point and line processing include feature detection, extraction and matching. The
processes marked with a † are implemented on MATLAB, while the rest is implemented
on C++ and integrated through mex functions.
the raw depth maps, errors may be still introduced and propagated due to mixed pixels,
occlusions and pose errors, therefore modelling the depth uncertainty is necessary to cap-
ture these errors. The full system was additionally evaluated on RGB-D video sequences,
captured with a wide-angle RGB camera, where the depth fusion framework plays also
the role of recovering old depth measurements that are no longer inside the current FOV
of the depth camera.
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Lab
Parking garage
Corridor
Figure 6.9: Frames from the dataset sequences collected and evaluated in this work. In-
tensity images with overlaid detected features are shown on the top, while the respective
fused and aligned depth maps are shown on the bottom.
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CHAPTER 7
Fast Cylinder and Plane Extraction from Depth Cameras for Visual
Odometry
While the plane-based visual odometry proposed in the last chapter and Hsiao et al. (2017),
Ma et al. (2016), Salas-Moreno et al. (2014), Taguchi et al. (2013) have demonstrated to
work well in typical indoor scenarios made of planar surfaces, their performance on scenes
made of non-planar surfaces remains unknown. We hypothesized, in this chapter, that the
plane features used by these methods may actually deteriorate the visual odometry per-
formance in such environments since all these systems rely on plane extraction algorithms
which are not curve-aware. Namely, Hsiao et al. (2017), Ma et al. (2016) and our system
proposed in the last chapter make use of PEAC (Feng et al., 2014), whose output from
processing cylindrical surfaces is shown in Fig. 7.1. For a brief description of PEAC, refer
to Section 3.2.3. As shown in the experimental results of (Feng et al., 2014), this method
achieves good segmentation accuracy in most environments while being significantly faster
than other alternatives (Holz and Behnke, 2013, Trevor et al., 2013), which is a require-
ment for real-time applications. However, as shown in Fig. 7.1, it fits incorrectly plane
segments to smooth curved surfaces by using a greedy clustering algorithm. Such plane
segments and their parameters are unstable and can thus deteriorate the performance of
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PEAC Feng et al. (2014) CAPE (this work)
Figure 7.1: Ouput of our method and state-of-the-art plane extraction method PEAC
on cylindrical surfaces. While our method can capture adequately these primitives, the
planes fitted on these surfaces by PEAC are unstable and can hence degrade camera
pose estimation as shown in this chapter. Both methods were used with a patch size
of 20 × 20 pixels. A video of sequences processed by these methods is available at:
https://youtu.be/FPFPVwm_yq0.
camera pose estimation, particularly in industrial and underground environments as these
tend to be made of cylindrical surfaces.
To address these environments, in this chapter, we first propose a cylinder1 and plane
extraction method, named CAPE, which operates efficiently on a grid of planar cells
by performing cell-wise region growing guided by a histogram of cell normals, and then
using a model fitting scheme that classifies the shape of segments based on principal
component analysis (PCA) and uses a direct solution based on linear least squares to
cylinder fitting, embedded in sequential RANSAC. Moreover, the boundary of segments
is refined approximately by again exploiting the cell grid. We believe that in this kind
of applications, guaranteeing low latency is more important than obtaining precisely the
exact segment boundaries.
1Cylinder is defined as an infinite surface instead of a solid.
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Figure 7.2: Overview of CAPE main processes. Normals of planar cells are color-coded on
the second image. On the last image the refined segments are overlaid on the respective
RGB image.
Secondly, we propose to use the cylinder primitives, given by CAPE, along with other
features, for camera pose estimation by extending the probabilistic RGB-D Odometry
framework proposed in the last chapter that already uses points, lines and planes. Follow-
ing this framework, cylinder parameters are also modelled probabilistically to account for
uncertainty and pose is estimated by aligning cylinder axes.
Experiments were carried out both on RGB-D sequences captured in environments with
cylinder surfaces (e.g. tunnel) and without them. Our results show that applying the
cylinders, extracted by CAPE, to VO improves performance on scenes made of cylindrical
surfaces whereas using just the planes given by PEAC (Feng et al., 2014) deteriorates the
performance of baseline on these scenes. Furthermore, CAPE demonstrates to be faster
and more consistent in terms of latency than PEAC. The remainder of this chapter is
organized as follows: The next section describes the CAPE algorithm and Section 7.2
explains our approach to integrate the cylinders given by CAPE with VO. Results are
reported and discussed in Section 7.3.
7.1 CAPE: Cylinder and Plane Extraction
The workflow of our method is illustrated in Fig. 7.2. Given a point cloud organized in
image format, i.e., depth map plus back-projected X and Y coordinates, our method starts
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by trying to fit planes to pixel patches (grid cells), distributed according to a specified grid
resolution. Smooth surfaces are then found by performing region growing on these planar
cells, where seeds are selected according to a histogram of normals, built a-priori. Each
resulting segment, with enough cells, is then processed by a model fitting algorithm with
a cascade scheme for plane and cylinder models. During this process, segments can be
split since physically connected primitives can be merged by region growing. On the other
hand, plane segments can be merged afterwards if they share similar model parameters
and have connected cells. Finally, the boundaries of the segments are refined pixel-wise
within cells selected through morphological operations. Details of these modules are given
in the following sections.
7.1.1 Planar Cell Fitting
This step is also performed by the first stage of the graph initialization in (Feng et al.,
2014). Given a uniform grid of non-overlapping patches, we assess the planarity of each
patch. First, cells with significant missing points or discontinuous depth are promptly
classified as non-planar (seen as black cells in Fig. 7.2) as planar fitting on these can yield
small plane residuals, particularly with small patches. Specifically, we check if the fraction
of missing points is more than a certain tolerance, while discontinuity is only checked for
depth pixels along a vertical and horizontal line passing through the patch center, such
that, if the depth difference between any adjacent valid pixels, within this cross, is more
than a certain value, the cell is considered non-planar. Using this approximate search
involves fewer checks than looking at the depth differences of every pixel’s neighbourhood
as in (Feng et al., 2014).
Plane fitting is then performed on each cell that passes these conditions by using prin-
cipal component analysis (PCA) , in which the plane normal is given by the eigenvector
with the lowest eigenvalue and the plane’s Mean Squared Error (MSE) is given by that
eigenvalue. As in Feng et al. (2014), the cell is classified as planar if the MSE is less than
(σz¯ + )
2, where σz¯ is the estimated standard uncertainty for the cell’s mean depth and 
is a tolerance coefficient. To later fit planes efficiently on merged cells, cells need to store
only the first and second raw moments of 3D points, since the covariance matrix can be
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Figure 7.3: Sphere structure used to build the histogram of cell normals (colored in red).
Polar angle is shown as φ and azimuth as ψ. Z axis points towards the camera plane.
Notice how normals with φ less than one quantization step are assigned the same bin.
conveniently retrieved using the Ko¨nig-Huygen formula.
7.1.2 Histogram of Normals
To perform region growing, cell seeds are selected according to the dominant directions of
the planar cell normals. To do this, we use a dynamic 2D histogram of normals represented
in spherical coordinate angles. Building the histogram involves converting the normal
vectors of planar cells to polar and azimuth angles, and quantizing these using the structure
shown in Fig. 7.3. To avoid coordinate singularity, polar angles less than the polar angle
quantization step are assigned an azimuth of 0◦.
During region growing, cells assigned to the most frequent histogram bin are iteratively
retrieved and the histogram is updated by removing cells found by region growing.
7.1.3 Cell-wise Region Growing
The region growing loop is shown in Algorithm 1. The region growing itself implemented
by the function GrowSeed(G,L, s) uses 4-neighbour search and proceeds as follows: A
cell neighbour c of a current seed s is added to the region R if: (i) it is contained in the
list of remaining cells L, (ii) the dot product of the cell normals is more than TN and
(iii) the point-to-plane distance of the centroid of c to the seed’s plane is less than Td(s),
which is pre-computed as: l
√
(1− T 2N ), where l is the distance between the 3D points at
the corners of cell s. Then, Td(s) must be further truncated. This adaptive threshold
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Algorithm 1: Cell-wise Region Growing
Input : Grid of planar cells G and histogram H
Output: Set of segments S
1 S ←− ∅; L←− G;
2 while L 6= ∅ do
3 C ←− GetCellsFromMostFrequentBin(H);
4 if |C| < k1 then
5 break;
6 end
7 s←−GetCellWithMinMSE(C);
8 R←− GrowSeed(G, L, s);
9 L←− L \R;
10 H ←− RemoveCellsFromHistogram(H,R);
11 if |R| < k2 then
12 continue;
13 end
14 S ←− S ∪R;
15 end
compensates the fact that the distance between cell centroids increases with the depth
and so does the point-to-plane distances if we consider a constant angle between normals
of arccos (TN ).
7.1.4 Plane and Cylinder Fitting
Our approach to model fitting follows a staged scheme, which is shown in Algorithm 2.
First, for each segment, comprised of planar cells, provided by region growing, a plane is
fitted by using the raw moments of each cell, as discussed in Section 7.1.1, to obtain the
covariance of all points in the segment. Planarity is assessed by checking the ratio of the
second largest eigenvalue to the smallest eigenvalue of this covariance, which is done in
line 3. If this is large enough, the segment is labelled as a plane and the grid segmentation
and its plane parameters are stored. Otherwise, we check if the surface is extruded, i.e.,
invariant in one direction, which is a property of open cylinders.
Concretely, this can be done by analyzing the distribution of surface normals since in
noise-free extruded surfaces, the smallest eigenvalue of the covariance of normals is always
zero. Therefore, as shown in line 6, given the set of cell normals N , we perform PCA on
the stacked matrix [N,−N ] to compensate the fact that only a fraction of the cylindrical
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Algorithm 2: Plane and Cylinder fitting
Input : Segment R and its cell normals N and centroids P
Output: Set of planes M and set of cylinders C
1 M←− ∅; C←− ∅;
2 plane score ←− FitPlane(R);
3 if plane score > plane min score then
4 M←−M ∪R;
5 else
6 {v, λmax, λmin} ←− PCA(−N ∪N);
7 if λmax/λmin > extrusion min score then
8 {P ′, N ′} ←− ProjectToPlane(P,N, v);
9 {I} ←− FitCylinderWithSeqRANSAC(P ′, N ′);
10 foreach subsegment Ii ∈ I do
11 FitPlane(Ii);
12 if MSEplane(Ii) ≤ MSEcylinder(Ii) then
13 M←−M ∪ Ii;
14 else
15 C←− C ∪ Ii;
16 end
17 end
18 end
19 end
surface is detected. Additionally, the span of this area will affect the second eigenvalue,
therefore we choose the ratio of the first λmax to the last λmin eigenvalues, known as the
condition number, as a criteria to accept processing a surface. For example, a sphere would
fail this test, whereas a segment comprised of several planes or cylinders could pass this
test. This is important since oversegmentation may happen in region growing. This is
also why a sequential RANSAC algorithm, following the approach of Zuliani et al. (2005),
is used at this stage to fit multiple cylinder models. This implies that cylinders may be
fitted to actual planes, which is not an issue since cylinders can be seen as a generalization
of planes, in the sense that an infinite plane corresponds to a cylinder with infinite radius.
After obtaining one or multiple subsegments of R from the RANSAC process, to find if
they belong to either planes or cylinders, a plane is fitted to each subsegment and the
respective MSE is compared against the MSE of the cylinder, which is given by point-to-
axis distances. In terms of RANSAC implementation, each iteration selects three cells,
although two is the minimal case, and uses the solution explained below to find cylinder
parameters.
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Figure 7.4: Direct cylinder fitting solution based on cell normals for a convex cylinder.
First, cell centroids and normals are projected onto a plane according to the cylinder axis.
Second, an analytical circle fitting solution is used to estimate the radius and center.
Our proposed solution to cylinder fitting based on normals is depicted in Fig. 7.4.
It exploits the fact that surface normals should intersect orthogonally the cylinder axis.
Let the column vectors Pi and Ni be respectively the centroid and the plane normal of
one cell among the n cells contained in a segment. Then, first, the cylinder axis v is
found through the PCA on the normal vectors described above, where v corresponds to
the eigenvector with the smallest eigenvalue. To simplify the problem as a circle fitting
one, the cell centroids and normals are projected on the plane perpendicular to v passing
through the origin of the reference frame. Concretely, a projected point is given by:
P ′i = Pi − v(v · Pi) (7.1)
whereas projected normals N ′ are obtained the same way but then normalized. We can
now cast the circle fitting as a 1D linear least squares problem by minimizing:
E =
m∑
i
(P ′i − rN ′i − C)2
2
(7.2)
where C is the circle center and r is the radius. If we set the derivative of (7.2) wrt. r
equal to zero, we arrive at the radius solution:
rˆ =
(
1− 1
m
m∑
i
N ′>i N¯ ′
)−1( 1
m
m∑
i
N ′>i (P
′
i − P¯ ′)
)
(7.3)
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where N¯ ′ and P¯ ′ represent the respective means. Then, given this estimated radius, the
circle center is
Cˆ =
1
m
m∑
i
(P ′i − rˆN ′i) (7.4)
This solution is valid only when the normals point outwards. Otherwise, the radius is
negative, thus we take its absolute value.
To apply this method to RANSAC, inliers are detected by using the residual in (7.2)
divided by the estimated radius, since (7.2) increases with the radius, given noisy normals.
Inliers are selected if this relative error is less than 15% and the MSAC criteria (Torr and
Zisserman, 2000) is used to score each model hypothesis. We have tried alternatively using
the point-to-circle distance but we found this was not as discriminative, as it fits a cylinder
to several planar surfaces. Finally, the model is refined with all the inliers in (7.3) and
(7.4).
7.1.5 Model Segment Refinement
The grid segments seen in Fig. 7.2 are quite coarse, thus their boundaries are refined. In
PEAC, these are refined by using pixel-wise region growing. Unfortunately, as revealed
in the timing results in (Feng et al., 2014), this step is computationally expensive and
moreover it does not guarantee accurate results, as shown in Fig 7.1, top-left image, as
segments can grow unbounded beyond their surface since pixel normals are not considered.
Therefore, we propose a cell-bounded search based on morphological operations on the cell
grid: First, each grid segment is eroded using a 3×3 kernel (searching element) to remove
the boundary cells. This first step is also performed by the refinement algorithm in (Feng
et al., 2014). In this work, we discard segments that are completely eroded, and use a
4-neighbour erosion kernel which is less destructive than the 8-neighbour kernel. Then,
the original segment is dilated with an 8-neighbour 3×3 kernel to possibly expand our
segment. The cells valid for refinement are given by the difference between the dilated
segment and the eroded segment. These are shown as white cells in Fig. 7.2. The distance
between the segment model and each point within these cells is calculated, so that each
pixel is assigned to the model if its square distance is less than the model MSE times a
constant (k = 9 in this work) and if it is the minimum distance to any model sharing the
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Figure 7.5: Pipeline of VO in the last Chapter extended to cylinders. Extensions are
colored in red.
refinement cell. Thus, distances need to be stored while the segments are refined.
7.2 Cylinders for RGB-D Odometry
To exploit both the extracted planes and cylinder primitives for VO, we extended the
RGB-D odometry framework method in the last chapter to cylinders. The original system
already allows the use of points, lines and plane features within a probabilistic framework
that models and propagates the uncertainty of depth and the feature parameters. However,
contrary to full SLAM systems and sophisticated VO methods, the pose estimation uses a
basic frame-to-frame scheme, which is known to be prone to drift. To address the sensor
depth noise, the framework also incorporates a probabilistic depth filter for spatio-temporal
depth fusion based on Mixture of Gaussians that models explicitly the depth uncertainty.
Fig. 7.5 highlights the extensions made by this work to Chapter 6. After extracting
plane and cylinder segments and their parameters, probabilistic model fitting solutions
are used to refine the parameters and derive their uncertainty, then cylinders and planes
are matched heuristically between last and current frame and these matches are then
aligned by a joint pose optimization module based on iteratively reweighted least squares.
Temporal depth fusion is then performed given the estimated pose, but unfortunately, as
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A
B
Pi
Figure 7.6: Iterative cylinder fitting solution. Planes represent the gauge constraint.
one can see in this diagram, to exploit the benefits of depth fusion in this framework,
CAPE has to run twice per frame, pushing even further the speed requirements of feature
extraction. These novel modules for cylinder primitives are detailed below.
7.2.1 Probabilistic Cylinder Fitting
To refine the parameters of the final cylinder segments by taking into account the segment
pixels (instead of cells) and their depth uncertainties, we propose here an iterative proba-
bilistic cylinder fitting based on non-linear weighted least squares, which is illustrated in
Fig. 7.6.
Here, a cylinder is represented by two points along the axis {A,B} and the radius r.
For estimating these, a minimal parameterization is possible by fixing one dimension for
the two points. These are initialized using the center and the axis given by the solution in
Section 7.1.4, and then we fix the 3D coordinate which has the largest range. As a result,
the parameter vector has 5 dimensions in total, which are estimated by minimizing the
sum of point to cylinder surface distances given by:
E =
m∑
i
wi
(‖(B −A)× (A− Pi)‖
‖B −A‖ − r
)2
(7.5)
Ideally, the weights wi should be the inverse uncertainty of the residuals, however for
simplicity and efficiency in this work we used the inverse of the depth uncertainties, as in
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Chapter 6. The uncertainty of the parameters is then finally backpropagated using the
Hessian approximation:
Σξ = (J
>
r Σ
−1
r Jr)
−1 (7.6)
where Jr is the Jacobian matrix of the residuals wrt. the estimated parameters ξ, evaluated
at the solution, and Σr is a diagonal matrix containing the uncertainties of the residuals,
which are found by first order propagation of the 3D point uncertainties through (7.5). It
is worth noting that due to the coordinate constraint, the obtained uncertainties for the
two points are flat as shown in Fig. 7.6.
In practice, the number of points per segment is too high, thus we subsample these using
a grid with step size of 5 pixels. Although, significantly slower than the direct solution in
Section 7.1.4, this solution takes around 4 iterations to converge using analytical Jacobians
and a Levenberg-Marquardt solver, whereas with numerical Jacobian computation it takes
around 50 iterations.
7.2.2 Cylinder Matching
For matching two cylinders between successive frames, we first check if the minimal angle
formed by the two cylinder axis is less than a specified threshold (30◦) and if the Maha-
lanobis distance between the radii: (r1−r2)
2
σ2r1+σ
2
r2
is less than a maximum value, heuristically
set to 2000. The radius uncertainties are extracted from (7.6). If a match passes these
conditions, we then check if their image segment overlap is more than half of the size of
the smallest segment, as proposed in the previous chapter for plane segments.
7.2.3 Pose Estimation based on Cylinders
To estimate the relative camera pose: {R, t | R ∈ SO(3), t ∈ R3}, given a match between a
cylinder with point parameters {A,B} and a cylinder represented by {A′, B′}, we express
their error in the vector form as:
rc =
(B −A)× (A−RA′ − t)
(B −A)× (A−RB′ − t)
 (7.7)
7.3. Experiments 115
Effectively, this reflects the alignment between cylinder axes. For two plane matches with
equations {N, d} and {N ′, d′}, we make use of the plane-to-plane distance, described in
the last chapter, such that, the residual can be derived, in the vector form, as:
rp = N
′>R(N ′>t+ d′)− dN> (7.8)
Let the set of plane matches be P and the set of cylinder matches be C, then pose can be
estimated by minimizing:
E = αplane
∑
p∈P
rpWpr
>
p + αcylinder
∑
c∈C
r>c Wcrc (7.9)
where αplane and αcylinder are two fixed scaling factors controlling the impact of the feature-
types and Wp and Wc are diagonal weight matrices that are computed in every iteration
as the inverse of the uncertainties of the residuals (7.7) and (7.8), which are obtained
through first order error propagation of the feature parameter uncertainties, given by
probabilistic model fitting, that is (7.6) for cylinders. For robustness, we combine (7.9)
with reprojection errors of points and lines.
7.3 Experiments
We have conducted experiments on scenes with and without cylindrical surfaces. For non-
cylindrical surfaces, we evaluate performance on a few sequences from the TUM RGB-D
dataset (Sturm et al., 2012) captured by structured-light Kinect and the synthetic ICL-
NUIM dataset (Handa et al., 2014), whereas to capture cylindrical surfaces, we have
collected 3 sequences with an Occipital Structure sensor, shown in Fig. 7.7 and the sup-
plementary video (see Appendix B). A markerboard was used to measure the pose ground
truth. While the shorter yoga mat sequence contains ground truth for many frames, the
other two only contain ground truth in the beginning and end of the trajectory as theses
were captured in a close-loop. Timing results for the feature extraction are reported in
the Section 7.3.2 and the performance of VO is evaluated in Section 7.3.3
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yoga mat spiral stairway tunnel
Figure 7.7: Frames from the dataset collected in this work, processed by CAPE.
7.3.1 Implementation Details
All results were obtained on a PC with Intel i5-5257U CPU, using a single core. Depth
maps were processed in VGA resolution. Both CAPE and PEAC were used with a patch
size of 20×20 pixels. The remaining parameters for PEAC were left as default values,
whereas CAPE parameters were sensibly set to: TN = cos(pi/12), plane min score = 100,
extrusion min score = 100, k1 = 5, k2 = 5 and the histogram has 400 bins. In terms
of VO, we used depth fusion with a maximum sliding window of 5 frames and combined
feature points with the features given by CAPE or PEAC, except where noted. The scaling
factors in (7.9) are fine-tuned in Section 7.3.3.
7.3.2 Processing Time
The feature extraction timings are shown in Fig. 7.8 for three sequences from three
different datasets. CAPE performs consistently across the sequences taking on average 3
ms and the spiral stairway sequence shows a negligible overhead introduced by cylinder
segments. By contrast, PEAC, besides being 4-10 times slower on average, it exhibits a
large variance and a heavy-tail. Interestingly, PEAC is significantly slower in the living
room sequence and one can also see a bimodal distribution. On close inspection, we
observed that the large variances are due to the clustering and refinement steps and that
clustering gets slower when the camera faces closely one wall, which increases the number
of merging attempts by the clustering algorithm. Following this observation, we timed
both CAPE and PEAC on a synthetic noise-free wall and obtain respectively: 2.6 and 34
ms with a 20×20 patch and 5.8 and 300 ms with 10×10 patch.
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Figure 7.8: Timing results as violin plots for three sequences. The sequence desk corre-
sponds to the fr1 desk of (Sturm et al., 2012) and the sequence living room corresponds
to the lr kt0 in (Handa et al., 2014).
7.3.3 Visual Odometry Performance
First, the trajectory estimation error of VO is summarized in Fig. 7.9 for the yoga mat
sequence while the impact of planes and cylinders on pose estimation, i.e., the feature-types
weights in (7.9), are changed based on grid search. This is demonstrated as the absolute
trajectory error (ATE) given the trajectory ground truth shown in Fig. 7.10. Setting
all factors to zero means that the VO only uses point features. Up to αplane = 0.05,
the performance of using planes extracted by PEAC is improved, but after that, the
performance is severely degraded. By the contrary, CAPE with only planes fails to improve
the performance as this discards the cylinder surface. This suggests that it is better
to model this surface as a plane than not modelling at all. However, as we introduce
cylinders extracted by CAPE, the error is consistently decreased for all plane weights,
outperforming PEAC significantly. Based on Fig. 7.9 and performance on other sequences,
we fix αplane = 0.01 and αcylinder = 0.1 for the remaining experiments.
The trajectories estimated for the other two sequences are shown in Fig. 7.11 and
the respective final errors are reported in Table 7.1. We have found that combining just
feature points with the planes and cylinders performed poorly on these environments as
these are dominated by uniform surfaces, thus, here, we employed line segments as in the
original system. While using PEAC, degrades the performance of the baseline, CAPE with
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Figure 7.9: Impact of residual weights on the ATE as RMSE in mm.
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Figure 7.10: Ground truth trajectory of the yoga mat sequence along with the path esti-
mated by VO using CAPE.
cylinder primitives is able to improve the performance particularly on the spiral stairway,
where the user walked up and down the same stairs, thus trajectory should be two closely
aligned lines in Fig. 7.11.
Results on cylinder-free scenes are reported in Table 7.2. Although, performance is
similar for several sequences, we can see in fr1 360 that PEAC can outperform CAPE.
We have noted that, with the specified parameters, PEAC can extract more planes far
away from the camera than the selective CAPE, which can be advantageous for pose
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Figure 7.11: Trajectories estimated on two sequences: Top row corresponds to the spi-
ral stairway. Bottom row corresponds to the tunnel. Left column is the top view and right
column is a side view. End of the trajectories are marked by a circle. The black one is
the ground truth final position.
Seq. (distance)
Points &
Lines
Points &
Lines & PEAC
Points &
Lines & CAPE
Tunnel (44 m)
2.3 m
23 deg
4.9 m
32 deg
1.8 m
19 deg
Spiral stairway (51 m)
3.0 m
6 deg
4.2 m
25 deg
0.7 m
6 deg
Table 7.1: Final trajectory errors for the RGB-D sequences collected in this work.
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Seq. Points & PEAC Points & CAPE
fr1 desk 62 mm / 25 mm / 1.8 deg 49 mm / 25 mm / 1.8 deg
fr1 360 117 mm / 68 mm / 3.3 deg 131 mm / 73 mm / 3.3 deg
fr3 struct ntxt far 80 mm / 36 mm / 0.9 deg 80 mm / 35 mm / 0.9 deg
or kt0 w/ noise 209 mm / 7 mm / 0.5 deg 160 mm / 7 mm / 0.5 deg
Table 7.2: Performance on non-cylindrical scenes from public datasets, in terms of RMSE,
shown in the following order: ATE / relative translational error / relative angular error
of trajectory.
estimation when the number of features is critically low, as indicated by Fig. 7.9.
7.4 Conclusions and Limitations
We demonstrated a consistently fast plane and cylinder extraction method, called CAPE,
that improves VO performance on scenes made of cylindrical surfaces, whereas employing
state-of-the-art plane extraction (Feng et al., 2014) deteriorates performance, since it is
not curve-aware. On the other hand, in non-cylindrical scenes (Handa et al., 2014, Sturm
et al., 2012), using CAPE performs similarly to (Feng et al., 2014) in terms of camera
pose estimation accuracy, however CAPE is on average 4-10 times faster than (Feng et al.,
2014), depending on the scene and has a more consistent latency, around 3 ms.
Operating on image cells instead of points, is key for efficiency and to deal with sensor
noise, however this sacrifices resolution in the sense that surfaces smaller than the patch
size are filtered out. Although this is not severe in VO as we are more concerned about
large stable surfaces than smaller objects, which can be captured using feature points,
this can be an issue for robotic grasping applications. Thus the parameters used here
need further fine-tuning for other applications. Yet, a more promising idea is to use a
coarse to fine hierarchical approach with different patch sizes. Nevertheless, we believe
that the implementation used in this work can be already beneficial for full SLAM and
model tracking systems. Another limitation, is that segments given by region growing that
form more complex shapes (i.e. not extruded), are also removed. Therefore, incorporating
other primitives such as spheres, cones and tori remains as a worthwhile future direction.
CHAPTER 8
Conclusions
This thesis makes three arguments: (i) The explicit use of geometric primitives for VO in
structured environments, that are fundamental in man-made environments. (ii) Exposing
uncertainties is necessary to combine optimally observations and (iii) combination of active
depth measurements with passive depth-from-motion enhances VO robustness.
Throughout this thesis, geometric entities are progressively incorporated in our VO
system to capture the scene’s structure: Firstly, Chapter 4 combines points and line
segments, then Chapter 6 introduces plane features and Chapter 7 introduces cylinder
models.
In Chapter 4, we investigated the limitations of depth sensors in large indoor and out-
door scenes and proposed a VO framework that combines active depth measurements with
passive depth from motion to overcome the absence and inaccuracy of active depth mea-
surements. Our results showed that this approach enables operation in such environments,
whereas pure RGB-D Odometry is prohibitive. Two combination schemes were further
compared, showing that depth from motion should not only be used as a fallback but also
in parallel to active depth measurements since these can be inaccurate. While depth from
motion in this framework is modelled probabilistically, the uncertainty of active measure-
ments is not explicitly considered. Thus in Chapter 5, we proposed a probabilistic depth
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filter that uses spatio-temporal depth fusion to assess the uncertainty of active depth mea-
surements. This filter uses a novel formulation, known as Optimal Mixtures of Gaussians,
which behaves as a Maximum likelihood estimator and can capture multi-modal infor-
mation in the predicted uncertainty. Qualitative results suggest that this last property is
beneficial to represent temporal inconsistency given by dynamic objects and depth discon-
tinuities on edges. Chapter 6 shows how to incorporate this depth filter in a probabilistic
VO system such that depth uncertainty is propagated through 3D feature extraction to
pose estimation. Extensive results, shown in this chapter, confirm both that combining
multiple geometric entities and applying our probabilistic depth filter improves overall the
VO performance, especially on challenging sequences with motion blur, textureless sur-
faces and moving objects. Nevertheless, Chapter 7 shows then that the plane extraction
algorithm used in Chapter 6 actually degrades the VO performance on scenes made of
curved surfaces, since the employed algorithm fits naively planes to these surfaces. To
address this problem, we proposed a cylinder and plane extraction algorithm, known as
CAPE, which is curve aware. Final results showed that using CAPE in a probabilistic
VO system adapted from Chapter 6 improves the performance on scenes made of cylin-
ders, e.g., tunnels. Additionally, CAPE is proved to be 4-10 times more efficient than the
alternative plane extraction algorithm.
8.1 Future Work
While, the last chapter already showed that plane models need to be used carefully, oth-
erwise they may actually degrade the performance when surfaces are cylindrical, there
are still other types of curved surfaces besides cylinders that need to be evaluated and
considered.
The main issue of this thesis, is that although the VO in this thesis achieves good
local precision, it is limited to frame-to-frame pose estimation and thus it does not enforce
global trajectory consistency. While extending this work to a SLAM system is an obvious
step to reduce the resulting drift. Another attractive approach that can achieve zero-drift
navigation is combining VO with model tracking (Drummond and Cipolla, 2002, Koch
and Teller, 2007, Reitmayr and Drummond, 2006). Since buildings are partially-known
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environments, 3D models retrieved from blueprints and floorplans can be used for tracking
corresponding geometric primitives as the ones used in this work. Moreover, unlike SLAM,
model tracking provides absolute localization with respect to the building model, which
is necessary to support AR applications that show information about the map of the
environment.
Additionally, as discussed in Chapter 3, modeling and incorporating a higher level
of scene semantics, that can only be extracted through deep learning, is a worthwhile
direction to handle moving objects, and improve map compression, loop closures and
depth estimation.
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APPENDIX A
Mathematical Derivations
A.1 Model Fitting
A.1.1 Least Squares Problem Formulation
The least squares method dates back to Gauss’ work on the determination of asteroid orbits
from more than 3 observations. It is now the main approach for solving overdetermined
systems. The idea is to estimate unknown parameters θ by minimizing the sum of all
squared observation residuals. A particular adequate case for observations with unequal
precision is the weighted least squares:
θLS = arg min
θ∈Θ
m∑
i=1
r>i Wiri
2
(A.1)
where the residual ri can be any meaningful differentiable expression (linear or non-
linear) that relates the model parameters with an observation.
A.1.2 Least Squares Fitting as Maximum Likelihood Estimator
Given m independent observations: X = {x1, ..., xm} with their respective uncertainties
{Σ1, ...,Σm}, we can represent the probability of observing X given the model parameters
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θ through the following probability density function (PDF):
f(X|θ) =
m∏
i=1
f(xi|θ) =
m∏
i=1
exp(−12(xi − θ)>Σ−1i (xi − θ))√
(2pi)n|Σi|
(A.2)
Based on the Bayes rule, if we assume uniform prior p(θ), then the posterior likelihood of
θ given the observations X is just: L(θ|X) = f(X|θ). The maximum likelihood estimator
(MLE) aims at finding the optimal θ that maximizes this likelihood, which is the same as
maximizing its natural logarithm:
θMLE = arg max
θ∈Θ
lnL(θ|X) (A.3)
Interestingly, expanding the log likelihood of (A.2):
lnL(θ|X) =
m∑
i=1
−1
2
(xi − θ)>Σ−1i (xi − θ)− ln
√
(2pi)n|Σi| (A.4)
reveals that the solution in (A.3) is the same as the least squares solution in (A.1) if we
consider Wi = Σ
−1
i . The solution θMLE , which maximizes (A.3), can be found by setting
the derivative of lnL(θ|X) with respect to θ equal to zero as follows:
∂ lnL(θ|X)
∂θ
=
m∑
i=1
Σ−1i (xi − θMLE) = 0
θMLE =
( m∑
i=1
Σ−1i
)−1 m∑
i=1
Σ−1i xi
(A.5)
and since this expression is linear, the MLE uncertainty can be found through first order
error propagation ∂θMLE∂X diag(Σ1, ...,Σm)
∂θMLE
∂X
>
, which results in
ΣMLE = (
m∑
i=1
Σ−1i )
−1 (A.6)
This is equivalent to the inverse of the Hessian: ∂
2 lnL(X|θ)
∂θ2
, also known as the Fisher
observed information (Efron and Hinkley, 1978).
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A.2 Jacobians for Pose Drift
Given the state transition for pose composition:
f(ξ(k|1), ξ(k+1|k)) =
R(k+1|k)t(k|1) + t(k+1|k)
q(k+1|k) ⊗ q(k|1)
 (A.7)
the required Jacobian matrices for covariance propagation are obtained as follows: As
demonstrated in Trawny and Roumeliotis (2005), the quaternion multiplication:
q ⊗ p = (q1i+ q2j + q3k + q4)(p1i+ p2j + p3k + p4) (A.8)
can be expressed linearly as:
q ⊗ p = L(q)p =

q4 q3 −q2 q1
−q3 q4 q1 q2
q2 −q1 q4 q3
−q1 −q2 −q3 q4


p1
p2
p3
p4
 (A.9)
or
q ⊗ p = R(p)q =

p4 −p3 p2 p1
p3 p4 −p1 p2
−p2 p1 p4 p3
−q1 −q2 −q3 q4


q1
q2
q3
q4
 (A.10)
Therefore the Jacobian matrix of (A.7) with respect to ξ(k|1) is simply
F =
R(k+1|k) 03×4
04×3 L(q(k+1|k))
 (A.11)
and the Jacobian matrix of (A.7) with respect to ξ(k+1|k):
G =
I3×3 A
04×3 R(q(k|1))
 (A.12)
where
A =
[
δR(k+1|k)
δq
(k+1|k)
1
t(k|1) δR
(k+1|k)
δq
(k+1|k)
2
t(k|1) δR
(k+1|k)
δq
(k+1|k)
3
t(k|1) δR
(k+1|k)
δq
(k+1|k)
4
t(k|1)
]
(A.13)
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can be found using the partial derivatives of (2.15).
A.3 Variance of Gaussian Mixture
Given a mixture of N gaussians:
f(z) =
1
S
N∑
i=1
wiN(zi, σ
2
zi) (A.14)
the variance of (A.14) is derived as follows. Given the Koenig-Huygens variance formula:
V ar(x) = E[x2]− E[x]2 (A.15)
and following the definition of any statistical moment E[f(z)n] =
∫
znf(z)dz, we have for
the mixture distribution that:
E[f(z)n] =
1
S
N∑
i=1
wiE[N(zi, σ
2
zi)
n] (A.16)
Thus, the first raw moment is the weighted mean of means
E[f(z)] =
1
S
N∑
i=1
wizi (A.17)
and the second raw moment of a Gaussian can be shown through integral of parts to be:
E[N(zi, σ
2
zi)
2] = z2i + σ
2
zi (A.18)
Plugging (A.17) and (A.18) into (A.15) gives us:
Var(f(z)) =
1
S
N∑
i=1
wi(z
2
i + σ
2
zi)− z¯2 (A.19)
APPENDIX B
Supplementary Videos
The videos listed below are supplementary to the experiments carried out in chapters 4,
6 and 7:
Semi-Probabilistic Point and Line Odometry with
Depth Estimation from RGB-D Camera motion.
https://youtu.be/6lMwPCiCXZc
Probabilistic RGB-D Odometry based on Points,
Lines and Planes Under Depth Uncertainty.
https://youtu.be/Y0T2_ghlng0
Fast Cylinder and Plane Extraction from
Depth Cameras for Visual Odometry.
https://youtu.be/FPFPVwm_yq0
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