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THE NEUROSCIENTIFIC PERSPECTTVE IN SECOND




The question of whether the frndings coming out of the research in the
neurosciences have produced any valuable insights for applied linguistics
has been a topic of considerable debate in the last few decades. Such
ñndings have been enlisted to examine such important issues as, for
instance, the existence of differences between primary language acquisition
and secondary langr.rage acquisition, the notion ofa "critical period" for the
acquisition of languages, and the role of experimental vs. analytical
processes in second language acquisition (Sl,A).
The purpose of this review essay is to provide an overview of the main
issues that the neuroscience,/Sl-A interface has dealt with, including how
neuroscientifically-shaped SI-A, theories have been translated into specific
instructional proposals and models. The present synopsis will attempt to
answer, in effect, if the foray into the territory of neuroscience has
produced any insighs of value for applied linguistics.
INTnooucrroN
If anything now marks the increasingly-sophisticated field of applied
linguistics it is the lack of a profession-wide consensus on how second
languages (SLs) are acquired. This is perhaps why a growing number of
second language acquisition (SLA) researchers have, for several decades
now, been looking to neuroscience for insight and guidance, believing
perhaps that knowledge about the brain will provide an empirical basis
upon which to construct a truly comprehensive and coherent theory of SI,A
or, at the very least, will proüde a template for assessing and interpreting
theories and models of SLA. Indeed, since Eric Lenneberg's widely
influential 1967 study, in which he proposed a "critical period" for the
lateralization of language, applied linguists have frequently looked to the
neuroscientific domain in the hope of being able to extract relevant
insighs on SI-A. itself and on how to make the instruction of SLs more
"brain-compatible."
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In 1986, I put forward ín Lenguas Modentas a construct, designated the
bi.modakty model, that attempted to correlate the work in neuroscience
with models and theories of both Sl,A and second language teaching
(SLT). Since then, various aspects of the bimodality model have been
applied both to the teaching of languages to children in Italy with various
kinds of brain lesions (e .9. Danesi 1988a, 1988b) and to typical SL learners
in a high school setting (e.g. Danesi and Mollica 1988) with a modicum of
success. Encouraged by such empirical experiences, in this essay I will now
"stand back theoretically," so to speak, and look at the main issues that the
neuroscience/Sl-A interface has dealt with, including how neuroscientific-
ally-shaped SLA theories have been translated into specific instructional
proposals such as Suggestopedia, Total Physical Response, and the Natural
Approach.
The idea of seeking insights from neuroscience is, in my view, a
sustainable one. From a biological perspective, language acquisition, be it
primary (PI-A) or secondary (StA), can, in fact, be thought of as a
reorganization of the structure of some, if not most, parts of the brain. In
other words, the acquisition of any language can be conceived as entailing
a reconfiguration of neuronal-synaptic structure, and this can have
implications for assessing, interpreting, or constructing theories and
models of SLA. Using techniques such as lateral eye movement, dichotic
listening, tachistoscopic viewing, visual ñeld tasks, electric stimulation
mapping, etc., neuroscientists have been putting together a rather
substantive profile of how language is acquired and organized in the brain.
Some evidence has emerged, for instance, that bilinguals and advanced SL
learners are equally lateralized in each of their languages; that there might
be a greater right hemisphere (RH) involvement in the early stages of SIA;
that there is greater left hemisphere (LH) involvement in formal learning
tasks; and so on. However, I should alert the reader to the fact that, in their
enthusiasm, neuroscientifically-inclined applied linguists have perhaps not
always been judicious and caulious in applying neuroscientifrc theory to SL
teaching practice. I cannot but agree wiü Spolsky (1989:86) when he
remarks that "the body of hard data on the neuroscience of second
language learning comes nowhere near matching the enormous amount of
speculation or the large number of studies."
The present synopsis of the work in applied linguistics that has been
shaped by a neuroscientific mindset will attempt to answer if the two-
decade-old foray into the territory of the brain sciences has produced any
insights of value for applied linguistics and if it is worthwhile for applied
linguistics to pursue this line of inquiry in the future. I will start with an
overview tracing the history of the neuroscientific study of language. Then I
will survey the three main issues that have emerged from the
neuroscience/SI-A interface: namely, the neurofunctional differences that
inhere between Pl,A and SLA; üe critical period issue; and üe purported
role played by the RH in Sl,A. Needless to say, within the space limitations
M. Danesi / Neuroscience and second language acquisition r47
of the present essay this critical synopsis can only be of a highly schematic
and selective nature.
NrunoscmNuFrc THEoRIES oF t-A,NcuAGE: AN HTsToRICAL syNopsls
For the purposes of clarity, I will use only the term neuroscience in this essay.
This covers any study of the brain/mind nexus (neuropsychology,
neuroanatomy, neurolinguistics, etc.). The roots of this branch of the
contemporary cognitive sciences lie in the birth of neuropsychology as a
field investigating the relation of any kind of mental operation to brain
anatomy, physiology, and functioning. These can be traced to 1861, when
the French anthropologist and surgeon Pierre Paul Broca published his
classic study of a patient who had lost the abiliry to articulate words during
his lifetime, even though he had not suffered any paralysis of his speech
organs. Noticing a destructive lesion in the left frontal lobe of the LH at
the autopsy of this patient, Broca was thus able to present concrete
evidence to link the articulation of speech to a specific cerebral site. By
making a direct connection between a psychological function and the
neural substrate from which it arose, Broca had, ipso facfo, established a newñeld of scientific inquiry. Incidentally, Broca was also responsible for
suggesting that there existed an asymmztry between the brain and the body
by pointing out that right-handed persons were more likely to have
language located in the LH. As an historical footnote, it is important to
note that the military surgeon Marc Dax had already presented
observations in 1836 at the Congrés Méridional de Montpellier relating
destructive lesions in the LH to language loss. However, his paper was
never officially published (seeJoanette, Goulet, and Hannequin 1990: 1-2).
This "first period" of neuroscience came into sharp focus when, in
1874, the work of the German neurologist Carl Wernicke brought to the
attention of the medical community further evidence linking the LH with
language. Wernicke documented cases in which damage to another area of
the LH consistently produced a recognizable pattern of impairment to the
faculty of speech comprehension. Wernicke's work was followed in 1892 by
Jules Déjerine's demonstration that problems in reading and writing
resulted primarily from damage to the LH alone. So, by üe end of the
nineteenth century the research evidence that was accumulating provided
an empirical base to the emerging consensus among neuroscientists that
the LH was the biological locus for language. Unfortunately, it also
contributed to the unfounded idea that the RH was without special
functions and subject to the control of the LH.
The work of Broca, Wernicke, and other nineteenth-cenfury neuro-
scientists made good, paradoxically, on the unfounded "phrenological"
perspective of Franz Joseph Gall (1971), who was probably the first to
attempt a mapping of all the parts of the brain according to function. The
difference between phrenology and the work of Broca and the others was
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essentially one of method 
-Broca established a link between a neural
substrate and a psychological function in a clinical, scientific manner; the
phrenologist speculatively linked a "bump" on the skull, and its cerebral
area underneath, to a psychological function.
The first period of neuroscience was grounded on what has come to be
known as "localization" theory 
-the view that specific mental functions had
precise locations in the brain. A corollary to this was the notion of "cerebral
dominance", or the idea that the LH was the dominant one for generating
the higher forms of cognition. Although the origin of this term is obscure,
it grew, no doubt, out of the clinical research connecting language to the
LH and out of the conceptual link that has always existed in Western
culture between language and the higher mental funcüons. As Springer
and Deutsch (1985: 13) aptly note, it nicely captured "the idea of half a
brain directing behaüor." The RH, in contrast, came to be designated as
the "weak" or "minor" hemisphere. As Roger Sperry (1973: 209) remarked
two decades ago, the appeal of the dominance model of cognition was such
a powerful one that it took the research in neuroscience most of the first
half of this century to dispel the notion that only the verbal part of the
brain was crucial for the higher forms of mentality, and to establish the fact
üat üe brain was structured anatomically and physiologically in such a way
as to provide for "two modes of thinking, verbal and nonverbal,
represented rather separately in left and right hemispheres respectively."
Actually, the nineteenü-century British neurologist John Hughlings
Jackson (L874, 1878) -initially one of the congeners of the dominance
notion- was already casting doubts on the extreme view inherent in strict
localization and dominance theory by pointing out that patients suffering
from Broca's aphasia were nonetheless able to carry out basic com-
municative interactions, and by suggesting that nonverbal perception
might be located in the RH. But during the first half of the present century,
it is safe to say that localization theory continued to dominate the mindset
and research agenda of neuroscience. There were, however, some notable
exceptions. In 1929, the American psychologist Ikrl Lashley questioned the
significance of positing specific neural zones and connections for mental
operations and, üerefore, of üe strict version of localization theory. He
suggested, as an alternative, that the brain processed stimuli in an
integrated fashion and that any part of a functional area had the potential
capacity to carry out a particular behaüor. In the üirties, the Russian
psychologistVygotsky (1931) argued that language in a restricted sense
-i.e., as sounds, words, and meanings- did indeed have a primary locus in
the LH; but as a more encompassing communicative-expressive modality it
was most likely to arise from the synaptic connections that were distributed
throughout üe brain. Vygotsky also suggested üat the brain was endowed
at birth with a unique kind of "plasticity" that rendered it highly sensitive
and adaptive to environmental stimuli during childhood. Therefore, he
put forward the intriguing proposal that the innate structure of the mind
-arising from the interaction of smaller functional units interconnected
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synaptically throughout the brain- was constantly subject to modifications
from sociocultural influences.
This hypothesis became the point-of-departure for the work of another
Russian psychologist, Alexander Luria, who in 1947 went even further in
suggesting that there existed an interconnectivity in functional task
distribution that spanned the entire brain. Adopting Jakobson's (1942)
idea that the selection of linguistic units and their combination were
neurologically complementary, Luria showed that combinatory processes
were traceable to the anterior areas of the language centers, whereas
selectional ones were locatable in the posterior areas of the same centers.
Luria thus argued that although a single linguistic function (articulation,
comprehension, etc.) could be safely located in specific areas of the LH,
the overall phenomenon of language as an expressive and ideational
phenomenon resulted from the interaction of several cooperative cerebral
structures that were connected by a network of synaptic processes. And,
indeed, recent work on so-called parallel distributed processes (Rumelhart
and McClelland 1986) has been shedding some light on how Luria's idea of
connectivity might actually generate the higher cognitive functions such as
language.
It was during the late thirties and early forties that üe term nzuro-
ünguistiu crystallized from attempts to investigate aphasias in terms of
linguistic theory (Ombredane, Alajouanine, and Durand 1939, Jakobson
1942). But it has been only since the publication of Eric Lenneberg's
widelynuoted 1967 book that this term has come into functional usag'e to
designate a vast field of research which encompasses any kind of
investigation on how üe language functions are organized and processed
by the brain. In this relatively short span of time , the proliferation of work
in neurolinguistics proper has been mind-boggling. A little more than a
decade ago Dimitrijevic and Djordjevic (1980) listed 1,609 titles of studies
dealing with language and its relation to neural structure and function.
Today, neurolinguistic research proper has become a kind of empirical
template for assessing theories and models of language, as well as a source
of ideas for drafting research agendas in many of the language sciences.
The second landmark event in the history of neuroscience came almost
a century after Broca's ground-breaking 1861 discovery. During the 1950s
and 1960s, the studies conducted by Roger Sperry and his associates (e.g.,
Myers and Sperry 1958, Gazzaniga, Bogen, and Sperry 1963, Gazzaniga and
Sperry 1967, Sperry 1968, 1973, Sperry, Gazzaniga, and Bogen 1969, Lery,
Trevarthen, and Sperry 1972) on epilepsy patients who had their two
hemispheres separated by surgical section of the corpus call.osum 
-the cable
of nerve fibers that connects the two hemispheres- showed rather
conclusively that both hemispheres, not just a dominant one, were needed
in a neurologically-cooperative way to produce complex thinking. In other
words, the comissurotomy, or socalled "split-brain," research established
üe fact that the cerebral hemispheres worked in tandem in processing
incoming stimuli. Sperry's work changed the course and nature of
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neuroscience in a permanent way (Trevarüen 1990 contains studies that
both assess and pay homage to Sperry's pivotal work).
By the 1960s, the commissurotomy research provided neuroscience
both with a breakdown of üe main psychological functions according to
hemisphere (e.g., Boger 1975, Geschwind 1979), and with a new experi-
mental focus. Techniques such as dichotic listening (Kimura 1961, 1967),
electroencephalographic analysis (e.g., Galin and Ornstein 1972),
magnetic resonance imaging, tachistoscopic analysis (e.g., Marcel, Katz and
Smith 1974),lateral eye movement (e.g., Bakan 1969, Gur 1975), and
others were devised by the 1960s and 1970s in order to provide
neuroscience with a repertory of nonclinical meüods for investigating the
mind/brain nexus. And by the early 1980s, neuroscientists started to work
more and more on the development of computational models of
neurological processes as a means of gaining knowledge of how thought is
processed by the brain (e.g., tubib 1982).
In the area of language, the neuroscientific research of the last four
decades has documented several crucial facts (see, for example, Bouton
1984, Caplan 1987 for indepth historical accounts). By stimulating specific
areas of the brain electrically, Wilder Penfield (e.g., Penfield and
Rasmussen 1950, Penfield and Robers 1959) discovered a "supplementary"
area several decades ago that appeared to control various functions
previously thought to be distributed in Broca's and Wernicke's areas. [n
1967 Eric Lenneberg published his classic work suggesting a critical period
for the lateralization of speech. On the basis of a large body of clinical
studies, Lenneberg noticed that most aphasias 
-üe partial or total loss of
speech due to a disorder in any one of the brain's language centers-
became permanent after the age of puberty. This suggested to lrnneberg
that the brain lost its capacity to transfer the language functions from the
LH to the nonverbal RH after puberty, which it was able to do, to varying
degrees, during childhood. Lenneberg concluded üat there must be a
biologically-fixed timetable for the lateralization of the language functions
to the verbal LH and, consequently, that the critical period for the
acquisition of language was before adolescence. Although his time frame
has been disputed 
-e.g., after reüewing the same clinical evidence used by
Lenneberg in his work, Krashen (1973, 1975) inferred that the period of
lateralization was completed by around five or six- Lenneberg's hypothesis
that there is a fixed time period during which the brain organizes its
division of labor remains, to this day, a plausible hypoüesis and a target for
much debate.
So, by the early 1970s, neuroscience had charted out a flourishing field
of inquiry for language scientists. Above all else, it had started to question
some of the traditional notions, and especially the idea that the LH alone
was responsible for language. Neuroscientists were beginning seriously to
entertain the possibility that even if speciñc language functions were
concentrated in the LH, the possibility existed that some of üe functions
related to discourse were controlled by the RH. In such an "interhemi-
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spheric" model, language is considered to have a "double modality." Its
form and motor functions are programmed in specific centers of the LH; but
its content and expressiuity are controlled by the synthetic functions of the
RH. The phenomenon of "discourse" is now conceived to span the entire
cortex of the brain.
One of üe more significant findings to emerge in the early 1980s has
been the likelihood that the RH is a crucial "point-of-departure" for
processing novel stimuli: i.e., for input for which there are no preexistent
cognitive codes or programs available. In their oftenquoted reüew of a
large body of experimental literature, Goldberg and Costa (1981)
suggested that the main reason why this is so is because of the anatomical
structure of the RH. Its greater connectivity with other centers in the
complex neuronal pathways of üe brain makes it a better "distributor" of
new information. The LH, on the other hand, has a more sequentially-
organized neuronal-synaplic structure and, thus, finds it more difficult to
assimilate information for which no previous categories exist. If this is
indeed the case, then the discussions on comprehensible input (e.g.,
Krashen 1985, Gass and Madden 1985) can be seen to have supporting
neurofunctional correlates. The brain research suggests, in fact, that for
any new input to be comprehensible, it must occur in contexts that allow
the synthetic functions of the RH to do their interpretive work. In the case
of tutored, or classroom, SLA this has rather far-reaching implications.
Above all else, it suggests that the brain is prepared to interpret new
information primarily in terms of its contextual characteristics. The whole
pedagogical movement towards "contextualization" (e.g., Omaggio 1986)
will certainly find a highly supportive theoretical framework in such
neurolinguistic work.
Today, neuroscientiss have at their disposal a host of techniques for
the collection of data on brain functioning r.g., electrical stimulation
mapping techniques (Ojemann 1983), methods for determining the
dendritic correlates of cortical functions (e.g., Scheibel, Paul, Fried,
Forsythe, Tomiyasu, Wechsler, Kao, and Slotnick 1985), etc.-; several major
journals, such as Brain and, Langtage (which is nearly four decades old) and
the Joum.al of Neurolinguistics; and several monograph series (such as the
Studies in Neurolinguistia one published by Academic Press). Work by
Marcus Raichle and his associates on the technique known as positron
emission tomography (see Kandel, Schwartz, andJessell 1991) has become
a particularly powerful investigative tool for neuroscientists, since it
provides images of local changes to cerebral blood flow and metabolism
which accompany a mental activiry such as language. For applied linguists,
the domain of brain research has become, without doubt, a source of
knowledge which, if Spolsky (1989: 84) is right (and I believe that he is),
they can ill afford to ignore, given that it provides valuable information on
"the central physiological organ underlying language, the brain."
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THr, pRnrenyvs, sECoNDARy TANGUAGE ACqUISITIoN ISSUE
Lenneberg's (1967) notion that there must be a biologically-fixed
timetable, or a critical period, for the lateralization of the language
functions to the LH has also generated a different, but related, controversy
in applied linguistics 
-the PLA vs. SLA issue. For Lenneberg, the period
from birth to puberty was the one during which the brain organized its
division of labor (see Marcotte 1990, for a recent confirmation that such a
period does indeed seem to characterize PLA).
The intensive and substantive neuroscientific study of SI.A started in
the 1970s when Krashen (e.g., Krashen and Harshman 1972, Krashen 1973,
1975) set out, as a matter of fact, to reexamine much of the aphasiology
data Lenneberg had analyzed in his 1967 book. Krashen concluded, in
contrast to Lenneberg, that PLA occurred in the first five years of a child's
life. This reevaluation of Lenneberg's clinical data, which Krashen
bolstered by conducting dichotic listening experiments, had, as an
underlying intent, the purpose of vitiating the idea that the loss of
neuroplasticity was to be considered as the primary cause for language
learning difficulties past the age of puberty.
Krashen's work was followed by that of l,amendella in the late 1970s
(1977, 1979, Selinker and Lamendella 1978). Lamendella put forward a
testable definition of the PIA vs. SLA dichotomy. For Lamendella, PL,A
refers to the child's acquisition of one or more languages from 2 to 5 years.
SLA is defined as both foreign language learning in formal classroom
environments and the natural acquisition of another language after age 5.
Lamendella's essential claim is that PIA takes advantage of innate neural
systems which are available up to the critical period, but that after this
period it involves somewhat different systems. In other words, for
Lamendella there are different neurofunctional systems operating for PLA
and SLA.
Lamendella posits two "hierarchies" as crucial components of
neurological language programming: (1) the communication hierarchy,
which is responsible for language and other forms of interpersonal
communication; (2) the cognitive hierarchy, which controls cognitive
processing actiüties that intersect with language use. For Lamendella, PL,q.
and natural SL"q, are marked by the deployment of the communication
hierarchy, whereas tutored Sl,A (foreign language acquisition) is marked
by the utilization of the cognitive hierarchy. These two hierarchies are
purported to belong to different neurofunctional systems composed of
different levels which, ho\.vever, are not specified by Lamendella. So, for
instance, the acquisition of SL forms enlists higher-level systems which can
be stored as automatic subroutines at lower levels of the communication
hierarchy. In actual language performance, lower-level subroutines can be
enlisted without calling upon higher-level ones. So, according to
Lamendella, the SL learner is faced with the task of identi$ing the func-
tional hierarchy best suited to a task, and then establishing the appropriate
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level and subsystems wiüin the hierarchywith which to initiate the learning
Process.To the best of my knowledge, there has emerged no evidence to
suggest the presence of differentiated systems in the brain for PLA or SI-A
before or after the critical period (see also Genesee 1982, and Scovel 1982,
on this point). Tollefson, Jacobs, and Selipsky (1977) have convincingly
argued, however, üat Lamendella's model is compatible with Krashen's
Monitor Model, and thus that it constitutes a powerful integrated
theoretical construct. But I cannot but agree wiü Ellis (1986: 273) when he
remarks that neurofunctional accounts of SLA are more useful in providing
"additional understanding about SLA," rather than constituting
explanations of it.
At about the same time that Lamendella was proposing his model of
PLA vs. S[,A, Michel Paradis was starting his own work in the same area
(e.g., 1977,1985, 1987, 1989, 1991, Paradis, Hagiwara, and Hildebrandt
1985), offering another kind of perspective on the PIA vs. SLA issue.
Paradis started out by attempting to make sense of the voluminous and
amorphous body of data on bilingual aphasiology in order to formulate an
approach to the classification of language impairment in bilinguals and
polyglots. He organized the data into six categories: (1) parallel (the
impairment and recovery of both languages occurs at the same rate),
(2) differential (the impairment is of a different degree in each language),(3) successive (one language is recovered only after the other),(4) antagonistic (one language regresses as the other progresses),
(5) selective (one of the languages is never recovered), (6) mixed (features
of the two languages are mixed in an inappropriate fashion). Paradis'
taxonomy suggests that any diagnostic procedure employed must not only
take into account language-specifrc abilities, but must also be sensitive to
the culture-specific modalities associated with each language.
Paradis' work on bilingual aphasiology has allowed him to construct a
neurofunctional model of bilingualism that is of obvious relevance to SI-A'
research. To paraphrase Ellen Perecman's (1989: 227) recent assessment of
this line of work, Paradis has attempted to determine to what extent the
bilingual's nuo languages are functionally independent and to what extent
they constitute a unitary functional system. Carefully examining cases of
non-parallel recovery, Paradis argues for both neurofunctional
independence and neurofunctional overlap or integration, since the
organization of the bilingual's two languages in the brain aPPears to
depend on a host of factors ranging from degree of structural similarity
between the two languages to the degree of environmental stimulation
received in one or the other of the two languages. None of these factors iz
themselaes can account for the non-parallel recovery patterns observed.
For Paradis there are four ways to explain why nvo structurally-un-
related languages may appear to be organized differentially, as opposed to
two structurally similar ones: (1) they may be stored in different ways, with
similar languages sharing the same neural substrate to a greater degree
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than languages with highlydifferentiated subsystems (phonology, syntax,
etc.); (2) two structurally-different languages may have fewer strong
associations, which, in terms of their subsystems, translates into less related
neural systems; (3) highly-differentiated writing systems associated with
each language may not only affect the areas involved in the processing of
reading and writing, but also the ways in which the two languages are
organized; (4) in closely related languages, when only comprehension
seems to be less impaired or better recovered, it may be because of the fact
that comprehension in the recovered language is better due to its
resemblance to the other language.
So, on the one hand, Paradis rejects interpretations of üe aphasic data
which posit separate neural systems for each language. On the other, he
also rejects the view that the bilingual brain is organized in the exact same
way as üe unilingual one in PI",A. Paradis' "integrative" model is best
summarized in his own words (1989: 131): "languages are subserved by
different circuits intricately interwoven in the same language areas, so that
both are represented in the same area at the gross anatomic level, while
still being independently subserved by different neural circuits at the
micro-anatomical level." Calling it a "subsystem hlpoüesis," Paradis arBues
that his explanatory framework is compatible with all patterns of recovery
as well as with the bilingual's ability to mix languages at each level of
linguistic structure. Each language is susceptible to selective pathological
inhibition. In the intact brain, elements of one or the other, or of both, are
available to the speaker. This model thus claims to account for switching
and mixing phenomena in bilinguals, and SL learners for that matter.
Paradis also claims that his framework makes it unnecessary to postulate
such constructs as a special language tag specific to bilinguals, or models
which posit that comprehension and production are subserved by different
and separable systems.
To the best of my knowledge, üere exists no evidence in the clinical or
experimental neuroscientific literature to validate or invalidate Paradis'
subsystem model. It has been used by some, however, to set up various
experimental situations. Guided by Paradis' model, Ojemann and Whitaker
(1978) combined word tests with electrical stimulation of two surgical
patients 
-an English-Spanish and an English-Dutch bilingual. These two
researchers were thus able to map the actual areas of the LH where each of
their languages ruas represented. They found that within the center of the
language area of each patient there were sites common to both languages.
In other words, they found that the two languages shared some brain space,
but that each also had areas of its own, as Paradis' model predicted.
Paradis' explanatory framework also seems to enclose the idea that implicit
and explicit knowledge (e.9., Bialystock 1981) might be subserved by
different cerebral memory systems (e.g., Cohen 1984, Schacter 1987,
Lewandowsky, Dunn, and Kirsner 1989).
Paradis'general view is shared by Perecman (1989), who posis the
neurofunctional independence of the conceptual level from the lexico-
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semantic one. For Perecman the conceptual level reflects general
properties of the human mind, being comparable to Paradis' gross
anatomic level, whereas the lexico-semantic one is differentiated according
to language, being thus comparable to Paradis' microanatomic level. Both
argue for a distinction between a conceptual memory storage system for
multisensory images independent of language (and therefore of
languages), and a linguistically-constrained semantic system for lexical
meanings and relations. Bilinguals would seem to have one conceptual
system as do unilinguals, but two distinct semantic ones. The general
üeoretical thrust of the "Paradis-Perecman view" seems to have a wide
consensus among neuroscientists (e.g., Mendelsohn 1988, Grosjean 1989,
Solin 1989, Vaid and Hall 1991), and it is also being borne out by recent
empirical findings: e.g., Fabbro 1990, Green, Nicholson, Vaid, and White
1990, Fabbro, Gran, and Gran 1991 found few significant neurofunctional
differences berween monolingual and bilingual simultaneous interpreters.
As Vaid and Hall (1991: 105) aptly write, "the bulk of the evidence to date,
from both clinical and normative populations, appears to converge on
there being no clear differential neuropsychological implications of the
bilingual experience. "
The work on primary bilingualism raises a basic question for SI-A
research. Does the addition of a language after the PI-A period entail a
reorganization of brain structure? An answer to this question is still elusive.
But the work on bilingualism suggests that there may be some similarities
and some differences. It suggests that the Pl-A. = SLA hypothesis, which
seems to have gained a foothold on much of the thinking in the SLA
domain, is only partially true. Adult and adolescent SL learners do indeed
manifest the same kinds of processes that children do when they are
developing their primary language (s). It is a self-evident fact that learning a
language, whether it be in the primary or in the secondary periods of life,
will enlist many of the resources of the brain in the same ways. But it is also
true that the learning of a second language in adulthood will entail other
processes associated with maturation.
The discussion of PLA vs. Sl,A has, in my view, also put into a realistic
perspective the innatist vs. experientialist debate that is still raging on in
the PLA field. As Jacobs (1988) has also argued, the available
neuroscientific evidence indicates that when separated by time and context
of learning, PI-A does not always equal SI-A. There must, on the one hand,
be a universal neural substrate for the conceptual space encompassed by
language in its most fundamental form, but, on the other hand, there are
experiential events encoded by different semantic systems that affect the
"detail" of brain organization.
Trtr, crurrcer PERToD HY?orHESrs
It is obvious from the above discussion üat, rather than discouraging SLA
researchers, the implications of Lenneberg's critical period hypothesis
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initiated a meaningful debate in 1967 that is still going on today. Perhaps
the most exhaustive critique of this hypothesis comes from the pen of
Thomas Scovel who, in 1988, reüewed the extensive body of research
eüdence assessing the critical period and came to üe conclusion that there
are no clear-cut findings to suggest biological constraints on language
acquisition, but rather psychological ones such as motivation, cognitive
style, and affective variables. Lenneberg, as Scovel points out, simply
assumed that language acquisition was easier for children. Scovel also
remarks (as he did previously in 1969) üat the critical period applies
mainly to the acquisition of pronunciation. This suggests that the
hypothesis probably should be recast in order to account for üe loss of the
ability to acquire nativeJike pronunciation after puberty. As Seliger (1978)
and Walsh and Diller (1981) have suggested, perhaps there are many
critical periods corresponding to the various levels, or subsystems, of
language.
The critical period hypothesis also bears directly on the theory of uni-
versal grammar (UG) and its recent applications to S[,A (e.g., Broselow
1988, Pinker 1990). According to this paradigm, üere exists a "language
organ" in the brain that equips humans by the age of nvo with the ability to
use the rules of a "universal" grammar to develop the specific languages
that cultures require of them. The child only has to "set" a few language-
specific "parameters" on the basis of parental input, and the full richness of
grammar will ensue when those parametrized rules interact with one
anoüer and with universal principles. The parameter-setting üew has been
put forward to explain the university and rapidity of language acquisition.
There seems to be nothing in the neuroscientific research literature,
outside of the fact that language acquisition occurs during a critical period,
that would support the idea of a "language organ" (however, for a
supportive neuroscientific view of UG theory see Obler 1988). For one
thing, the very same critical period hypoüesis seems to answer negatively
the Question of whether the learning of a second language can still involve
fixing parameters in the UG. Some (e.g., Travis 1988, White 1990, Clahsen
1990, Carroll and Meisel 1990, Comrie 1990) have argued that universal
principles continue to play an important role in SLA. Whether or not this is
the case will have to be seen. At present, the theory of UG, by and large,
excludes the possibility of Sl,A ever equaling PLA. But, in my üew, to
ascribe the inability to master a SL in adulthood to the accessibility of
language universals rules out too many oüer possibilities 
-life experiences,
previous training, etc.- which have nothing to do with biology. As Jacobs(1988: 330) aptly puts it, any theory of SL,A "will have to consider what üe
environment brings to the brain, including both the input itself (e.g.,
structure, intonation, morphology) and üe surrounding situational varia-
bles (e.g., gestures, discourse context); and, just as importantly, must also
consider what the brain does to this information."
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THn nolr oF THE RIGHT HEMISPHERE
In the early 1970s, neuroscientists were beginning to entertain the idea
that, although certain language functions were located in the LH, üe
possibility existed that the neurological programming of discourse was
controlled in part by the RH. Moreover, as mentioned above, in the early
1980s the idea that the RH is a crucial "point-of-departure" for processing
novel stimuli became a testable hypothesis.
A general caveat is in order when considering the role of the RH in
cognition, given the fact that the currently fashionable, but artificial, RH vs.
LH dichotomy was brought about by the media popularization of the split-
brain experiments. From the 1960s onward, these have been ascribed great
sociophilosophical importance that extends well beyond the actual
perimeter of the research findings. The "discovery" of the RH by
neuroscience was interpreted by many representatives of üe media as
ündicating the view üat Western culture was biased in favor of the LH, i.e.,
in favor of analytical, deductive, and rational thought at the expense of
creative, imaginative, and intuitive thinking. Now, while all this may have
some validity 
-sociocultural institutions do indeed reflect and incorporate
the notions emanating from the domain of science- it is also true that this
interpretation of the commissurotomy findings has led inevitably to various
misconceptions and to what Gardner (1982: 266267) aptly characterizes as
"the temptation to tamper with the work of scientists," and consequently to
the tendency to put forward exaggerated claims about "right-brain
learning," which have, incidentally, become quite profitable for a coterie of
"academic hucksters." Actually, as Rose (1988) has suggested, this
fascination with "right-brained education" derives from Romantic thought
about language and logic. In this century, the work on commissurotomy
has, unfortunately, led to üe creation of a popular mythology of hemis
phericity which, as Walker (1990: 302) phrases it, constitutes a "simple
reification of a tacit idáe fixe already more than two centuries old."
Such popular mythological notions aside, there are several things that
are now known about how the nro hemispheres work that are germane to
the present discussion. It is now a fact, for instance, that they work
cooperatively. In individuals with intact brains both hemispheres are
complementary processors of information, reconciling two clearly-
differentiated modes of perception. Using Edwards' (1979) useful notation,
whereby the LH mode of processing stimuli is abbreviated to "LMode,"
and the RH one to "R-Mode," I have elsewhere suggested (Danesi 1986,
1988a, 1988b, 1988c) that the complementary interaction of the two
hemispheres during S[,A can be referred to as bimodal, i.e., as involüng
boü the analytical feah¡res of the LMode and the synthetic ones of the R-
Mode.
The study of bi.rnod,ality 
-i.e., of the roles played by the two hemispheres
in SLA- that has become a point-of-reference is the one by Albert and
Obler (1978). After reviewing case studies of aphasic bilinguals these two
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scholars concluded: (1) that during childhood the organization of
language is more bilateral in bilingual subjects than in monolingual ones;
and (2) that the RH has an important role to play in SLA no matter what
the age of the learner. Hamers and Lambert (1977), Vaid and Genesee
(1980), and Vaid (1983), among others, however, have presented eüdence
and arguments against Albert and Obler's first hypothesis, suggesting,
moreover, that the role of the RH is probably more active in the case of
adults than in that of children.
The debate on the role of the RH in language, supported by case
studies in neuroscience (Chiarello 1988, Joanette, Goulet, and Hannequin
1990), has led both to the development of several theories of SIA and to
üe design of teaching methods and approaches based upon them. Obler
(1980), Galloway, and Krashen (1980), and others have advanced an
interesting "stage hypothesis" which posits that the RH dominates the SIA
process during its initial stages, with the LH increasingly taking on more of
the burden at later stages. My own view (Danesi 1988a, 1991) is that SLA is
a process which enlists the RH and LH according to both stage of
acquisition and language task. The RH has a crucial role to play in SIA, but
only for tasks which primary-language schemata cannot accommodate. The
LH remains the dominant one for tasks requiring the processing of
language as "text" (phonology, grammar, semantics), while the RH is üe
primary processor of language as "context" (prosody, metaphorical
meaning, etc.). The views of Walsh and Diller (1978, 1981) are relevant
here. They suggest that Broca's and Wernicke's areas control motor and
grammatical processes during tutored SLA, while semantics and verbal
cognition are distributed throughout various areas of the cortex.
Stage models have produced very little in the way of empirical research
to lend them support. They are based primarily on extrapolations from the
clinical data and on the observations of teachers of second languages. So, I
cannot help but agree with Obler (1983) when she observes that many
problems crystallize when extracting too many implications from üe work
on hemisphericiry. As Hatch (1983: 198) has also aptly remarked, where
verbal messages "go in the brain and what happens to them" still remains
largely a mystery. This nonvithstanding, neurological stage models of SLA
have an intuitive appeal. Moreover, they have spawned three major
teaching methods in the last few decades -Lozanov's (1979) "Suggest-
opedia," Asher's (1977, 1981, 1988) "Total Physical Response," and
Krashen and Terrell's (1983) "Natural Approach."
Lozanov's Suggestopedia stresses the importance of creating an
environment for learning that is capable of stimulating subliminal
(unconscióus) learning processes, i.e. the R-Mode of learning. This is why it
employs the technique known as the séance-a period during which students
relax and sit comfortably in reclining chairs listening to background music
(usually the slow movements of Baroque composers such as Bach, Handel,
Vivaldi, Corelli and Telemann) while new language material is being read
in the SL and in translation. The claim is that the séancewill activate crucial
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R-Mode processes during initial orientation tasks. Similarly, in both Total
Physical Response and the Natural Approach, the R-Mode is üewed as
being the crucial one for acquisition. So, comprehension is put before
production and the direct involvement of the student in physical or
experiential tasks (pointing out, identifing, etc.) is considered to be of
crucial importance.
Total Physical Response attempts to teach the SL primarily through
physical (motor) activity. Although it draws upon several traditions,
including humanistic psychology, the trace theory of memory (Katona
1940), and the pedagogical ideas of Harold and Dorothy Palmer (1925),
Total Physical Response aims to reconstruct the contextual parameters in
which PLA is purported to unfold. Asher notes that there always is a
preverbal sensory-motor stage during which the speech directed at children
in their natural environment consists mainly of commands to which they
respond physically. He suggests that SI-A in formal environmens follows
this same developmental route. There is also an interesting Vygotskyan
(1962) feature to Asher's theory. Like Vygotsky's "zones of proximal
development" theory 
-which posits that children will learn something only
when they are ready to do so (i.e., when it is just within their next, or
proximal, "zole" of development)- Total Physical Response claims that the
criterion for including an item of vocabulary, grammar, or communication
at a particular point in an instructional program for tutored SLA should be
the ease of assimilation shown by the students. If the item is not learned
rapidly, then they are obviously not ready for that item. Hence, it should be
withdrawn and presented again at some future time. The "flow" of learning
which Asher intends to activate with Total Physical Response goes from
concrete actions to linguistic abstractions; i.e., from the R-Mode to the L-
Mode. It thus ascribes more importance to the R-Mode. The use of sensory-
motor comprehension techniques, the lowering of stress (an affective
filter), and a concrete-to-abstract flow of information define its
neuroscientifically-conceived path for SLA. Asher posits that when a
sufficient amount of R-Mode learning has taken place, the L-Mode will be
triggered naturally to produce the more abstract linguistic notions.
Krashen and Terrell's Natural Approach has become one of the most
discussed teaching proposals in recent years, probably because of its
intuitive appeal to teachers and learners alike. It too ascribes great salience
to the R-Mode during all stages of SI-A, but especially during the initial
ones. The R-Mode functions are seen to constitute the natural
"acquisitional" mode of the student. Grammar training has been virtually
abandoned, since knowledge of structure is believed to emerge on its own
through the L-Mode's inbuilt "monitoring" system, although Terrell,
before his untimely death, recently modified this view (1991). In so doing,
however, the Natural Approach has downplayed the role of the L-Mode
perhaps too drastically. Krashen and Terrell assume that adolescent and
adult SL learners follow the same route of PLA. They assume, in other
words, that SI-A is bound to occur in the same neural pathways of the brain
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as PI-A. But most of the eüdence used in support of this hypothesis has
been anecdotal or based solely on pedagogically-persuasive argumentation.
If it is true that üe L-Mode processes incoming verbal stimuli in terms of its
discrete unis, while the R-Mode is involved in molding these units into
meaningful discourse structures (Zaidel 1978, 1983), then it should be
possible to test both these hypoüeses in an empirical way.
Danesi and Mollica (1988) have, in fact, attempted recently to test the
viability of translating a stage view of tutored SIA into instructional
practice. An experimental group of university SL learners trained in a
"bimodal" fashion 
-i.e. by means of techniques that purportedly activated
both the R-Mode and the L-Mode in an integrated fashion- fared
significantly better on all tests of proficiency than did control groups taught
in rigid analytical (L-Mode) and experiential (R-Mode) ways. An
unexpected finding of üe study was üat teachers could be easily trained to
view the learning process in terms of "brain<ompatibility." Soon after the
study was published, the researchers realized that üe findings üey had
collected could be explained in non-neurofunctional ways. One could say,
for instance, that üe bimodally-trained subjects turned out to be more
effective learners simply because they were trained by techniques that were
varied and sufficiently well-designed in themselrua. This would preclude the
need to explain the results in neurofunctional terms. The study thus raised
a rather fundamental question for this whole line of research on tutored
SI-A: To what extent is it correct to label a technique, X, as right-
hemispheric, and another one, I as left-hemispheric? I decided to exam-
ine this precise question in a follow-up study (Danesi 1991). Using üe
Lateral Eye Movement (LEM) technique, which is based on the fact that in
most people the activation of left-hemispheric funcüons causes the eyes, in
general, to orient slightly to the right, while lefrward orientation ensues
from üe activation of right-hemispheric functions, I repeated the previous
experiment, this time seating üe students selected to be in the three
groups at a table in front of a video camera that recorded their eye
movements. The students were not made aware of the exact nature of the
experiment. At the end of each training session they were asked to think
about the lesson for one minute before engaging in a written task related
to the lesson. They were told to look into the video camera for the entire
minute as they thought. The LEM findings turned out to be comparable
with the general findings in the LEM literature, indicating that the Danesi
and Mollica study had indeed labeled the techniques in a neuro-
scientifically appropriate way: üose designated as R-Mode did indeed pro-
duce a lef¡,vard eye movement, and those labeled as L-Mode a righnuard
movement, well within üe statistical categories established by the LEM
procedure.
But, despite the fact that I have myself been a participant in
investigating stage and bimodal models of teaching empirically, it is
obvious that they are fraught with problems. The LEM method, for
instance, is subject to too many constraints and weaknesses to be of any
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true value to the experimental study of tutored SLA (see, for instance,
Stieblich 1983, Dunn, Bartscher, Turaniczo, and Gram 1989); the use of
small classroom groups of subjecs is statistically insignificant; constn¡cts
such as R-Mode and LMode, alüough highly plausible, are nonetheless
artificial ones; and, as Genesee (1988:107) has pointed out, such
constructs do not lend themselves easily to "developing new educational
programs or approaches." Still, when research of this kind is coupled with
the anecdotal experiences of teachers using methods such as the Natural
Approach, it suggests that stage models of tutored SLA are, at the very least,
worüy of further experimental consideration.
The recent research in neuroscience üs-á-vis the role of the RH in
language is, needless to say, instructive, even if at times it appears to be
ambiguous (see Joanette, Goulet, and Hannequin 1990, and Satz, Strauss,
and Whitaker 1990 for recent in-depth assessments of the relevant
literature). It has now become apparent that üe two hemispheres do share
some features. The LH has been shown to have the capacity to engage in
some holistic and parallel processing, and the RH in some analytic and
serial processing. But, for the most part, RH language performance is infe-
rior to that of the LH. A rapid sFnüesis of some research findings follows.
McKeener and Hunt (1989) found.no evidence of any significant RH
involvement in Navajo, purported to be more R-Mode in its semantic
structure. Segalowitz and Cohen (1989) found that consonant voicing was a
bilateral phenomenon; and they subsequently found (Cohen and
Segalowitz 1990) that the neurological programming of phonetic structure
at the feature level also involved boü hemispheres. Richards and Chiarello
(1989) discovered that there was no hemispheric differentiation in the
comprehension of artificial categories, while Chiarello, Richards, and
Pollack (1992) found a RH involvement in some areas of semantic
programming. Hunter and Liederman (1991), Beeman (1993), and Faust,
Kravitz, and Babkoff (1993a, 1993b) found a greater RH participation in
semantics vis-á-vis the LH. Generally, the ongoing research program
on the neurofunctional organization of language suggests üat the RH
probably plays an important role in the processing of word meaning
(Chiarello 1988), especially of metaphorical and connotative meaning(Winner and Gardner 1977, Brownell 1988, Danesi 1989). Rapcsak,
Beeson, and Rubens (1991) also found the RH to play a significant role in
writing. And a number of studies continue to point to the RH's
participation in language as a discourse phenomenon (e.g., Behrens 1989,
Hough 1990, tbplan, Brownell, Jacobs, and Gardner 1990, Rayman and
Zaidel1991).
At the present time, however, I am inclined to agree with Paradis
(1989) when he warns that there exists no hard evidence to suggest that üe
RH participates in any different way in the organizaüon of language in
SLA. Atl attempts to construct models of SIA based on the participation of
the RH at various stages and to translate such models into instructional
practices for tutored SLA, must tread very cautiously and judiciously.
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Coxct-uon¡c REMARKs
Despite the above caveat, it is clear from the overall tone of the discussion
in this essay that I intend to put forward an affirmative answer to üe first
question I posed in my introductory remarks 
-namely, whether üe foray
into the neuroscientific domain has produced some valuable insights for
applied linguistics. Indeed, the hndings in neuroscience can now be
enlisted to help understand various issues of SLA, such as the difference
between PLA and SLA, üe probable existence of a critical period, and the
role of experiential (R-Mode) vs. analytical (L-Mode) processes in the flow
of acquisition. The work in neuroscience has also made it obvious,
paradoxically, that nonbiological factors also have crucial roles to play in
SLA, thus conñrming the highly complex and multidimensional nature of
this process. Above all else, it would seem that the cognitive processes
associated with brain structures are susceptible to environmental features.
In the case of tutored SLA these processes may be altered significantly
when the situation arouses stress or anxiety (e.g., Schwartz, Davidson, and
Maer 1975).
The work in neuroscience has also allowed the Sl,A researcher to assess
SIA theories in terms of their consistency or compatibility with the findings
on cerebral processes. In this paper, for instance, I have looked briefly at
how neuroscientific theorizing has produced a stage model of SLA (which
is, in turn, an offshoot of Krashen's Monitor Model) and several associated
instructional models (Suggestopedia, Total Physical Response, Natural
Approach). I have also looked at how the critical period hypothesis is
intrinsic to a UG conception of language acquisition (see the assessment
which Jacobs 1988 has also made of UG in a previous and much more
extensive critical study).
The answer to my second question 
-wheüer or not future forays into
the brain sciences will be worthwhile- is also self-evident. Throughout the
first half of this century, theories of SIA were shaped in large part by
theories and findings coming out <¡f rwo scientific domains, psychology and
linguistics, not the brain sciences. Since the late 1960s, however, Sl,A
research has been developing its own identity and its own independent
research agenda. A growing number of SLA researchers have been turning
to neuroscience since the 1970s. In other words, üe realization has been
slowly dawning that the research in neuroscience has opened up a window
for the applied linguist to see what is going on inside the brain of the
learner, so to speak.
The neuroscience,/S[,A interface has produced some rather interesting
hypotheses, constructs, and suggestions for conducting research on S[,4
and for modeling instructional practices. The issues that such an interface
maps out for investigation are intriguing and important ones. Ultimately, it
attempts to answer üe question with which I started off this essay, namely,
does SI-A entail neurological consequences, and, if so, what are they and
what do they signify? If applied linguists are truly interested in
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understanding SIA in all its dimensions, üen, as Spolsky (1985: 279) put it
a few years ago, it is "certainly not unreasonable to seek insights from the
brain sciences."
Rrr¡n¡Ncns
Arrrnr, M. and L.K. Orlrr.. ( 1978) . The bilingual ár¿i¿. New York: Academic Press.
Ansrs, MA. (1982). From artilicial intelligence to neurolinguistics. In M.A. Arbib, D. Caplan,
and E. Marshall (Eds.), Nzural mod¿ls of language processes. Pp. 77-94. New York: Academic.
Asurn, JJ. (1977) . baming anothn langttage through actions: The complztz teachtr's guid,ebooi. Los Ga-
tos: Sky Oaks.
Asutn,JJ. (1981). The total physical response: Theory and practice. In H. Wintz (Ed.), Natiae
hngwage and foreign language atquisition. Pp. 324331. New York: New York Academy of
Sciences.
Asurn,JJ. (1988). Brairuruitching: A shillfm the 21st century. Los Gatos: Sky Oaks.
B¡,x¡"¡, P. (1969). Hypnotizability, laterality of eye movement and funcdonal brain asymmetry.
Pnaptual and Moto¡ Skills 28:927-922.
Brru.lN, M. (1993). Semantic processing in the right hemisphere may contribute to draüng
inferences from discourse. Brain and Language44:8G120.
Br,Hrrxs, SJ. (1989). Characterizing sentence intonation in a right hemisphere damaged.
poptrlation. Brain and Langrage 37 : 181-200.
Bwxrocr, E. (1981). Some eüdence for the integrity and interaction of two knowledge sor¡rces.
In R.W. Anderson (Ed.), Naa tlim¿nsions in second langlage aequisition research. Pp. 62-74.
Rowley, Mass.: Newbury House.
Bocr^-, J.E. (1975). Some educational aspects of hemispheric specialization. UCI-A Educator
12:2{32.
Bouror, C.P. (1984). Laneurolinguistique.Pans; PressesUniversitairesde France.
Bnoce, P. (1861). Remarques sur le siége de la faculté du langage artict¡lé suivies d'une
observation d'aphémie. Bull¿tin d¿ la Société tl'Anatomie 36:320-357.
Brostrow, E. (1988). Second language acquisition. In F. J. Newmeyer (Ed.), Langragc:
Psychobgical and biolo§cal aspects. Pp. 194.209. Cambridge: Cambridge University Press.
Bnowrur, H.H. (1988). Appreciation of metaphoric and connotative word meaning by brain-
damaged patients. In C. Chiarello (Ed.), Right henrisphere contrihutions to bxical semantics.
Pp. 19-32. NewYork: Springer.
C¡¡r¡r.¡, D. (1987). Neuroüngtistics and linguistic aphasiology. Cambridge: Cambridge University Press.
Cennou-, S. and J.M. Mursrr-. (1990). Universals and second language acquisition. Studi¿s in
Second Language Acquisition l2: 201-208.
CHnntrro, C. (Ed.) . ( 1988) . nrd¿, ¿ ernisphoe contributions to l¿xical semantics. Berlin: Springer.
CHnnrllo, C., L. R¡cu.nos, andA. PoLL¡cr. (1992). Semantic additivity and semantic inhibition:
Dissociative processes in the cerebral hemispheres? Brain and Language 42:52-76.
CrausrN, H. (f 990). The comparative str¡dy of first and second language development, Studi¿s in
Second Language Acquisition l2: 135-153.
Courx, H. and S. SscAlowrz. (1990). Cerebral hemispheric involvement in the acquisition of
new phonetic categories. Brain and Langtage 39:39&409.
Cor¡¡N, N. (1984). Preserved learning capacity in amnesia: Evidence for multiple memory
systems. In L. R. Squire and N. Butters (Eds.), Tle nzuropsychohg of human memory.Pp.83-
103. New York: Guilford.
Courur, B. (1990). Second language acquisition and language t¡niversals research. Studics in
Second Language Ncquisition t2: 20$218.
D,urst, M. (1986). Research on the brain's hemispheric functions: Implications for second
langtrage pedagogy. l,enguas Moden¿s I 3: 99-l 13.
D¡,¡t¡sI, M. (f 988a). C,eruello, linguaggio ed. educazione. Roma: Bulzoni.
t64 LENGUAS MODERNAS 2I, 1994
D.r,rrst, M. (1988b). Nanroünguistita e glottodidattica. Padova: Liüana.
Druvrst, M. (1988c). Neurological bimodality and theories of language teaching. Studi¿s in S¿con¿
Language Acquisirdoz l0: 1135.
DeNesr, M. (1989). The neurological coordinates of metaphor. Communication and Cognition 22:
7!86.
Du^Est, M. (1991). Neurological learning flow and second language teaching: Some eüdence on
the bimodality construct. Rassegna ltaliana di Linguistica Applicata 23: 19-29.
D,rxrst, M. and A. Mou-rcl. (1988). From right to left: A'bimodal" perspective of language
teaching. Canadian Modnn Language Rcview 45 : 7 6190.
DÉJERINE, J. (1892). Contribution i l'étude anatomo-pathologique et clinique des différents
variétés de cécité verbale. Compbs Rznd.us d¿s Scienc¿s d.e h Sociáté de Biologic 9:61-90.
Drunnr¡rvrc, N. and R. D.¡onolrvrc. (1980). A bibliography for neurolinguistics. Sr¿di ltaliani di
Lingvistica Tcorica cd Applicata 6:5ll-524.
DuNN, B.R.,J. BerrscHrn, M. Tun¡.--rczo, and P. Gr¡u. (1989). Relationship between conjugate lat-
eral eye movements, brain organization, and cognitive style. Brain and Cognition l0: 171-
188.
Eoun¡s, B. 1979. Drawingon theight sid¿ of the bain. LosAngeles:J.P. Tarcher.
Erus, R. (L986) . Und.crstanding sccond hnguagc aquisition. Odord: Oxford University Press.
Fueno, F. (1990). Cerebral lateralization in simultaneous interpretation. Brain and LanguageS9:
69-89.
F¡.s¡no, F., B. Gu¡, and L. Gnl¡. (1991). Hemispheric specialization for semantic and syntactic
comprehension of language in simultaneous interpretation, Brain and Language 4l: 142.
F,rusr, M., S. Kn*rn, and H. Be¡xorr. (1993a). Hemisphericity and topdown processing of
language. Brain and. Language 44: l-18.
F.lusr, M., S. Kneurz, and H. Br¡rorp. (1993b). Hemispheric specialization or reading habits:
Eüdence from lexical decision research with Hebrew words and sentences. Brain and
Langaagc 44:25{263.
Gru-r^*, D. and R. Oru,¡srrrN. (1972). Lateral specialization of cognitive mode: An EEG study.
Pslchophysiolog 9: 412-418.
Glrr, FJ. Q79l). Philosophisch-mcdicinische Untzrsuchungen Vienna: Gráffer.
Gel¡.owey, L. and S.D. Kn,rsn¿N. (1980). Cerebral organization in bilingualism and second
langrrage. In R. Scarcella and S.D. Krashen (Eds.), Rcsearch in second. langaagc arquisition.
Pp. 7480. Rowley, Mass.: Newbury House .
GrnoN¿n, H. ( 1982). Art, rn;nd, and brain: A cognitiae approach to oeatiai\. New York: Basic.
Gss, S. and C. M¡oosx. (Eds.). (1985). Input in second lnngtage ac4uisition. Rowley, Mass.:
Newbury House.
GezzeNrce, M.S. and R.W. Sp¿uv. (1967). Language after section of the cerebral commissures.
Brain90: l3l-148.
Glzzlxrcl, M.S.,J.E. BocrN, and R.W. Spsnny. (1963). Laterality effects in somesthesis following
cerebral commissurotomy in man. Ncuropslcholngí¿ l: 209-215.
GrN¿srs, F. (1982). Experimental neuropsychological research on second language processing.
TESOL Qrartarly 16: 311324.
G¿Nrsrs, f. (1988). Neuropsychology and second language acquisition. In L. M. Beebe (Ed.),
Issues in second. language atquisition: Mukipb pnspectiau. Pp. 8l-l12. Rowley, Mass.: Newbury
FIouse.
GescxuNo, N. (1979). Specializations of t]¡e human brain. Scientific Annican 241: 180-201.
Go¡-oarnc, E. and L.D. Cosr¡. (1981). Hemispheric differences in üe acquisition of descriptive
systems. Brain and Language 14:144.173.
Gn¡s¡¡, A., N.S. NtcHorsoN,J. Vero, and A. WHII¿. (1990). Hemispheric involvement in shadowing
vs. interpretation: A time-sharing study of simultaneous interpretation with matched
bitingual and monolingual controls. Bruin and LanguageS9:107-133.
Gnos¡e*^, F. (1989). Neurolinguists beware! The bilingual is not rwo monolinguals in one
person. Brain and Language36:*.l5.
M. Danesi / Neuroscience and second language acquisition 165
Gun, R.E. (1975). Conjugate lateral eye movements as an index of hemispheric activation.
Joumal of Pnsonality and Social Psycholngy 31:751-757.
Heurrs,J. T. and W. E. l¿u¡rnr. (1577). Visual field and cerebral hemispheric preferences in
bilinguals. In SJ. Segalowitz and F.A. Gruber (Eds.), Language dnelopmcnt and. neurological
themies of kmgtrage. Pp. 57-62. New York: Academic.
H.rrcH, E.M. (1983) . Psycholinguistics: A secontl lnngu.age perpective. Rowley, Mass.: Newbury House.
Houcu, M.S. (1990). Narrative comprehension in adults with right and left hemisphere brain
damage: Theme organizatiou. Brain and. Language 38: 253-277 .
HuNr¿n, N. and J. LIrornu,,r,N. (f99f ). Right hemisphere participation in reading. Brain and.
Language 4l;475-495.
J,rcxson, J.H. ( 1874) . On üe nature and duality of the brain. Medical Press and Cirrular l: 1941.
Jecxsorv,J.H. (1878). On affectives ofspeech from disease ofthe brain. Brainl;304330.
Jecors, B. (1988). Neurobiological differentiation of primary and secondary language
acquisition. Studi¿s in Second Language Aquisition l0 : 303-337 .
JeronsoN, R. (1942). Kinilersprache, Aphasie und algemeíne Lautgesetze. Uppsala: Almqüst and
Wiksell.
JorNrrrr, Y., P. Goulrr, and D. HeNr.lraurN. (1990). Right hemisphere and aerbal communication.
Berlin: Springer.
K¡¡o¿t-, E. R., J.H. Scuu'.tnrz, and T.M. Jrssrll. (L991). Principles of neuroscienc¿. New York:
Elseüer.
K¡pr-lN, J.4., H.H. BnowNrn, J.R. Jecons, and H. GlnoNrn. (1990). The effects of right
hemisphere damage on the pragmatic interpretation of conversational remarks. Brain and,
Language 38:315-333.
K¡rox¡, G. (1940). Organizing and, rnemorizing: Studics in the psycholog of lzarning and teaching. New
York: Columbia University Press.
Kruunt, D. (1961). Cerebral dominance and the perception of verbal stimuli. CanadianJoumal of
Psycholng l5: l5Gl65.
Krt'runt, D. (1967). Functional asymmetry of the brain in dichotic listening. CortexS: 163-178.
Kn¡su¡x, S.D. (1973). Lateralization, language learning, and the critical period: Some new
evidence. Langrage Leaming 23:. 63-7 4.
Kn¡ssrr, S.D. (1975). The development of cerebral dominance and language learning: More
new eüdence. In D. Dato (Ed.), Developmental Pslcholinguisfics. Pp. 17S192. Washington,
D.C. : Georgetown University Press.
Knrs¡¡sN, S.D. (1985). Thz input hypothesis. London: Longman.
Knesr¡rN, S.D. and R. Harshman. (1972). Lateralization and the critical period. UCIA Working
Papns in Phortics 23: 13-21.
K.nmHrN, S.D. and T. Terrell. (1983). Th¿ natural approach: Language acquisition in the classroom.
Oxford: Pergamon.
LlurNorlle, J.T. (1977). General principles of neurofunctional organization and their
manifestation in primary and non-primary acquisition. Language l,earni.ng 27: 155-196.
[,eusNou-LA, J.T. (1979). The neurofunctional basis of pattern practice. TESOLQtrarterly 73:
5-19.
[,¡s¡rrr! I{. S. ( f 929). Brain m¿chanisms and intelligmce. Chicago: University of Chicago Press.
L¡NNrsrnc,E. (1967). Thebiologicalfoundationsof language. NewYork:JohnWiley.
Lrw, J., C. Tnsvenrn¡N, and R.W. Srrnnv. (1972). Perception of bilateral chimeric figures
following hemispheric disconnexion. Brain 95: 6l-78.
Lrw¡Noowsl, S., J.C. DUNN, and IL K¡psN¡n, (Eds.). (1989). Implicit memorr: Theoretical issues.
Hillsdale, NJ: Lawrence Erlbaum Associates.
LozeNov, G. (1979). Suggcstolag andoutlineof suggestopedy.NewYork: Gordon and Breach.
Lurua, A. (1947) . Traumatic aphasia. The Hague: Mouton.
MARcEL, T., L. K¡rz, and M. Surrr¡. (1974). Laterality and reading proficiency. Nzuropsychologia
l2: l3l-139.
Mencorrr, A. (1990). Speech lateralization in deaf populations: Evidence for a developmental
critical period. Brain and Langu.age 39 l3Ll52.
166 I..ENGUAS MODERNAS 2T, 1994
McKmNrn, W.W. and LJ. HuNr. (1989). Language laterality in Navajo reservation children:
Dichotic tests results depend on the language context of the testing. Brain and Langtage
36: l4&158.
MrxorrsoHN, S. (1988). Language lateralization in bilinguals: Facts and fantasy. Journal of
Nanroscienc¿ 3: 261-292.
Mvrps, R.E. and R.W. Spsn¡v. (1958). Interhemispheric communication through üe corpus
callostrm: Mnemonic carry-over between the hemispheres. Archiaes of Neurolog and,
Psychiatry 80: 29&303.
Onlrr, L. (1980). Right hemisphere participation in second language acquisition. In K Diller
(Ed.), Ind.ividual d.ifferences and. uniansals in language baming aptitud.e. Pp. 87-98. Rowley,
Mass.: Newbury House.
Onr-sR., L. (1983). Ihowledge in neuroscience: The case of bilingualism. Language lzaming 33:
159-191.
O¡lrn, L. (1988). Neuroscience and parameter-setting. In S. Flynn and W. O'Neil (Eds.),
Linguistics in second. language acquisition. Pp. f I 7-l 26. Dordrecht: Kluwer.
O¡ru,u-N, G.A. (1983). Brain organization for language from the perspective of electrical
stimulation mapping. The Behavioral and, Brain Sciences 6;189-230.
O.¡ru,e-rN, GA. and HA. Whitaker. (1978). The bilingual brain. Archiucs of Nanrolog 35:409-412.
Oueccro, A. (1986). Teaching language in conlext. Boston: Heinle and Heinle.
OrannroeNr, A., T. Ar"tlounuNr, and M. Dun¡"xo. (1939). 12 syndromc dt désintégration phonátiquc
dans I'aphasie. Paris: Masson.
PlLurn, H. and D. PeLurn. (1925) . English through actions. London: Longman.
Pen¡o¡s, M. (1977). Bilingualism and aphasia. In H. Whitaker and H.A. Whitaker (Eds.), Srúdi¿r
in nzurolingristirs, vol. 3. Pp. 65-121. New York: Academic.
Peneors, M. (1985). On the representation of two languages in one brain. Language Scimus 7: l-
39.
Pru¡rs, M. (1987). The assessm¿nt of bilingralaph¿si¿. Hillsdale, NJ: Lawrence Erlbaum.
Peneors, M. (1989). Bilingual and polyglot aphasia. In H. Goodglass and A.R. Damasio (Eds.),
H andbooh of neuropg cholag, vol. 2. Pp. I I 7-l 40. New York: Elseüer.
P¡n¡o¡s, M. (199f). Language lateralization in bilinguals: Enough already. Brain and Language
39: 57&586.
Penenrs, M., H. Hecrulne, and N. H¡r.o¡sRANor. (1985). Narrolingnistic aspects of the Japanese tniting
sysúazl. New York: Academic.
PrNnu-o, W. and R. R rslrusssN. (1950). The c¿reb¡al corlex of man. New York: Macmillan.
Prxr¡r¡-o, W. and L. Ros¿nrs. (1959\. Speech an.d btain ¡nechanisms. Princeton: Princeton University
Press.
Prnrcu-qN, E. (1989). Language processing in the bilingual: Eüdence from language mixing. In
L{. Hiltenstam and L. K. Obler (Eds.), Bilingualism across the lifcspan. Pp.227'244.
Cambridge: Cambridge University Press.
PINxrn, S. (1990). Language acquisition. In D.N. Osherson and H. Lasnik (Eds.), Langtagc: An
inaitation to cognitiue sdena. Pp. l9l-241. Cambridge, Mass.: MIT Press.
Rercsen, S.2., P.M. BEEsoN, and A.B. Rrr¡rrs. (1991). Writing with the right hemisphere. Brain
and Language 41: 510-530.
Rew,tN,J. and E. Zno¡1. (1991). Rhyming and the right hemisphere. Brain and Langaage 40:89-
103.
RrcHer,os, L.G. and C. Cnnr.¡u-o. (1989). Typicality effects in artificial categories: Is üere a
hemispheric difference? Br ain and Lan grt age 37 : 90-106.
Rosr, M. (1988). Narrowing the mind and page: Remedial writers and cognitive reductionism.
College Composition and Composition 39: 267-302.
Ru:urrrunr, D.E. and J.L. McClrlr-eNo. (Eds.). (1986). Parallel distributed processing. Cambridge,
Mass.: MIT Press.
Serz, P., E. Srr.luss, and H. WHrrArGn. (f 990). The ontogeny of hemispheric specialization: Some
old hlpotheses reüsited. Brain and. Language 38:.59GG14.
Scsebr¡n, D.L. (1987). Implicit memory: History and current statns. Journa.l of Expetimental
Psycholag: I-earning, Memory, anil Cognition 13: 501-508.
M. Danesi / Neuroscience and second language acquisition 167
ScH¡¡s¡L, A.B., LA. Plur-, L Fru¿o, A.B. Fonsvrs¡, U. Tourv.uu, A. W¿cHsl¡r, A. Klo, and J.
SrorNIcr. (1985). Dendritic organization of the anterior speech area. Experimental Neurology
87:109-117.
ScHmxrz, G.E., RJ. DevrosoN, and F. M¡rn. (1975). Right hemisphere lateralization for emotion
in the human brain: Interactions with cognition. Scienc¿ 120:28e,288.
Scovu, T. (1969). Foreign accents, language acquisition, and cerebral dominance. Langtage
Leaming 28: 129-142.
Scov¡1, T. (1982). Questions concerning the applicability of neurolinguistic research to second
langtrage learning and teaching. TESOL Quarterly 16:323-332.
Scovrq T. ( 1988) . A time to speah: A phslcholingaistic inquiry into the critical period for human speech.
Rowley, Mas.: Newbury House.
SrceLowrz, S.S. and H. Cor¡sN. (1989). Right hemisphere sensitivity to speech. Brain and
Language 37:220-231.
Srucrn, H. (1978). Implications of a multiple critical periods hlpothesis for second language
learning. In W. Ritchie (Ed.), Second langaage acquísition research. Pp. 2f-35. New York:
Academic.
S¡l-lNxrn, L. and J.T. L¡.url¡¡u-t. (1978). Two perspectives on fossilization in interlanguage
learning. Intnlanguage Studies Bulbtin 3: 143-191.
SoI-lN, D. (1989). The systematic misrepresentation of bilingual-crossed aphasia data and its
consequences. Brain and. Langtage 36: 92-116.
Sernr.v, R.W. (1968). Hemisphere disconnection and unity in conscious awareness. A¡nerican
Ps1 cho lo gi st 23 : 7 2+.7 33.
Srrnnv, R.W. (1973). Lateral specialization of cerebral function in the surgically separated
hemispheres. In FJ. McGuigan and R.A. Schooner (Eds.), The ps2chophysiolog of thinking.
Pp. 20S229. New York: Academic.
Srrnnv, R.W., M.S. Gezz¡,xrce, and J.E. Bocrr. (1969). Interhemispheric relationships: The
neocortical commissures; syndromes of hemispheric disconnections. In PJ. Vinken and
G.W. Bryn (Eds.), Handbook of Clinical Neurohg. Pp. 273-289. Amsterdam: North Holland.
Sronrv, B. (1985). Formulating a theory of second language learning. Studies in Second, Langtage
Acquisition 7: 269-288.
Snorsrv, B. (1989). Cond.itionsfor setond Longtage lzarning. Oxford: Oxford University Press.
Srr.rNcrn, S.V. and G. D¡ursc¡. (1585) . Lcft brain, right Dr¿iz. New York: Freeman.
Sr¡¿nrtcs, C. (1983). Lang,rage barning: A study on c.ognitiae st1lz, latnalqe-núaem¿nt and, ded,uctiae
as. inductiae lzaming of foreign language structures. Unpublished doctoral dissertation, McGill
University, Montreal.
Tennrrr-, T.D. (1991). The role of grammar instruction in a commt¡nicative approach. Modern
Langaage Joumal 7 5: 52-63.
Tou-¡¡sox, J.W., B.Jecons, and E. Srupsxy. (1977). The monitor model and neurofunctional
theory: An integrated view. Studies in Seconil Language Atquisition 6: l-16.
TnevIs, L. (1988). Linguistic theory: Neuroscience and second language acquisition. In S. Flynn
and W. O'Neil (Eds.), Linguisties in second language aequisition. Pp. 9G108. Dordretht:
Kluwer.
Tnr,venrHrr, C. (Ed.) (1990). Brain circuits and, functions of the ni.nd,: Essays in honor of Roger W.
Spar1. Cambridge : Cambridge Universi ty Press.
VeIo,J. (1983). Bilingualism and brain lateralization. In S.J. Segalowitz (Ed.), Languagefunctions
and brain latnaliz¿tion. Pp. 3f 5-340. New York: Academic Press.
Velo,J. and F. G¿Nssrr. (1980). Neuropsychological approaches to bilingualism: A critical review.
CanadianJournal of Psychohg 34: 419-447 .
V,uo,J. and D.G. HAu. (1991). Neuropsychological perspectives on bilinguaiism: Right, left, and
center. In A.G. Reynolds (Ed.), Bilinguaüsm, multiculturalism, and. second, language lzarning.
Pp.8l-f 12. Hillsdale, NJ: Lawrence Erlbaum.
Vvcorsrv, L.S. ( 193 I ) . Storia dello sailuQpo delb funzioni psichiche superiori. Firenze: GiuntiBarbéra.
VYcorsxv, L.S. ( 1962) . Thought and langtage. Cambridge, Mass.: MIT Press.
168 LENGUA§ MODERI{AS 2I, 1994
WeurrJ. (1990). Of br¡i¡¡ and rhctsíct. C@tE¡ryr§rh 52: 301-322.
lAlersr, T. ¡od f,. r!+¡¿r. (1978). ltreuroccicati6c found¡tion mcthod¡ of aaching a ¡econd
languagc. It*twtiotulRcvütu of Applitd üryui¡rics 16: l-14.
We¡slt, T. ¡nd,E, Ilr¡¡r. (f98f). iücurolin6uirtic considcr.tionr on thc optimum agc for rccond
language lcerning. In K Diller (Ed.), Urdürr¿¿r h laquage borrúrg qtitttd¿. Pp. !1445.
Bowlcy,, Mers N*hrry Hourc.
Wrnmcrc, C. (1874). Dcr apharrdscnc §¡nptollr;rittotttpila.. Bresl¿u: Cohn and Wcigart.
Wsm-L (1900). §ccood,lao¡ua& acquirition and univcrral grammar. §r¡dir¡ iz *tond LaryW,
Acpíli,tion 12: 121-133.
IYn¡¡w* E. and H. G,r¡o¡¡r. (f9?7). Thc comprchcnrion of mctaphor in braindamegcd paticnta
Brain 100:717-7n.
Zf¡o¿L E. (f978). UniLtcrel auditory lengu¡gc comprchcnrion on thc tolcn tclt following
ccrcbral 66mmiln¡ro¡spy and hcmbphcrccamy. Ncumpgcholoda l5: l-17.
Z¡p¿U f- (1989). On multiple rcprcrcntationr of thc lcxicon i¡ thc brain: Thc car of two
hemi¡pbcrc¡. In M. Studdcrt-trEnncdy (Ed.), Pgchoütug of laaguagc. Pp. l0$f25.
Cambridge, Mas¡.: MIT Pre¡s.
:l ¡!
