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Abstract We are concerned with the complexity of mth order elliptic twopoint boundaryvalue prob
lems Lu  f  Previous work on the complexity of these problems has generally assumed that we had
partial information about the righthand side f and complete information about the coecients of L
often making unrealistic assumptions about the smoothness of the coecients of L In this paper we
study problems in which f has r derivatives in the L
p



















times continuously dierentiable We nd that if continuous information is permis









and show that a nite element method fem
 is optimal If only standard information consisting
of function andor derivative evaluations













and we show that a modied fem which uses only function evaluations and not derivatives
 is optimal
 Introduction
We are concerned with the computational complexity of linear boundary value problems These
problems are specied by a linear elliptic operator L of given order m and a function f 	 so that we
want to nd the function u satisfying Lu  f 	 along with say homogeneous Dirichlet boundary
conditions In this paper	 we will restrict our attention to the onedimensional case	 ie	 two
point boundaryvalue problems dened over a nite real interval We shall study multidimensional
problems	 which involve additional technical diculties	 in a future paper
Previous work on the complexity of such problems has usually assumed that we have complete
information about the coecients of the operator L and partial information about the righthand
side f  Moreover	 it is generally assumed that these coecients are as smooth as necessary they
are often assumed to even be innitely dierentiable Under these assumptions	 the complexity of
such problems has long been wellknown see	 eg	 	 Chapter  To be specic	 suppose that we
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measure error in the energy norm Suppose f has r derivatives in the L
 
 sense Then we know
the following results





	 and a nite element method fem is optimal
 If standard information function or derivative evaluations is available	 then the complexity
is proportional to 

 r
	 and a modied fem or an fem using quadrature is optimal
However in practice	 the assumption that we have complete information about L is usually
unrealistic except in very special cases	 such as a dierential operator with constant coecients
What can we say about the complexity of twopoint boundary value problems for which we have
only partial information about L and about f
Some results along these lines were obtained in  and  Suppose that the coecients of L all
have the same smoothness r as the righthand side More precisely	 the coecients of L are rtimes
continuously dierentiable and f has r derivatives in the L
p
sense We further suppose that only




	 and an fem using quadrature is optimal
However	 there is no reason to assume that the coecients of L and the function f all have
the same number of derivatives Moreover	 we would like to know the complexity for continuous
information	 as well as for standard information In this paper	 we investigate these topics


















times continuously dierentiable	 and that f
has r derivatives in the L
p
sense	 where p  
We rst consider the case of continuous information Let





Then the following results hold




 If k  m r   
	 then a fem of degree k is optimal
Next	 we study standard information Let
r
min





Then we have the following results





 If k  m r
min
  
	 then a modied fem of degree k is optimal
This modied fem uses only function evaluations	 even though both function and derivative eval
uations are permissible standard information operations Thus we nd that standard information
consisting of function evaluations alone is just as powerful as that which allows both function and
derivative evaluations
This allows us to see the eect of the smoothness of the various data making up our problem on
the complexity In particular	 let us consider the relative strength of continuous vs standard infor
mation Previously	 when we studied problems for which we had complete information about L	 we

found that the asymptotic penalty for using standard information instead of continuous information
was unbounded	 since the complexity of the former was proportional to 

 rm
	 while that of
the former was proportional to 

 r
 However	 when we allow each datum of the problem to
have its own smoothness	 no nontrivial relations hold between the complexities for continuous and
for standard information Indeed	 let us consider two extreme examples






  ig  r




complexity for standard information is proportional to 

 r
 So in this case	 continuous
information enjoys the same advantage over standard information as before








Then the complexity is proportional to 

 r
for both continuous and standard informa
tion Hence continuous information is no more powerful than standard information
These examples are the endpoints anything in between can happen
We close this Introduction by outlining the structure of the rest of this paper In Section 	 we
give a precise denition of the class of problems to be studied In Section  we briey recall the
standard general techniques from  that will be useful in what follows In Section 	 we establish
our results for continuous information Finally	 in Section 	 we prove the results for standard
information
 Problem Description
In what follows	 we assume that the reader is familiar with the usual terminology and notations
arising in the variational study of elliptic boundary value problems	 such as Sobolev spaces	 norms	
seminorms	 inner products	 and the like See 	 Chapter  and Appendix for further details	 as





denote the nonnegative and strictly positive elements of X 	 this notation being used when X  R
or X  Z The ball of the normed linear space X	 centered at the origin and having radius R	
will be denoted by B
R
X All O	 	 and relations will be independent of n and  We will use
C as a generic constant	 independent of n	 	 f 	 and A	 whose value may change from one place to
another Where convenient	 we shall use  	 	 and  to respectively denote O	 	 and relations
Let I   
	 and let m be a given nonnegative integer For an m  
























































for any generalized functions v and w such that this integral exists
We are interested in elliptic twopoint boundaryvalue problems The classical formulation of
such a problem is to nd	 for f  I 
 R	 a function u  I 
 R such that
L
A










The variational formulation is to nd	 for f W
rp










Let us dene a class A of coecients for mth order elliptic operators	 depending on the following
given parameters
 positive constants  and 

	 with   

	









of positive reals	 with M
ij
  for   i j  m
Then we say that A  A if the following conditions hold

 The operator L
A









 The bilinear form B
A
is uniformly weakly H
m




















 For any indices i and j	 the coecient a
ij
of the operator L
A















Roughly speaking	 A  A if 
 is a twopoint elliptic boundary value problem	 the only novelty
being that we require a uniformity condition 











I by letting u  Sf A i u satises 	 ie	 u
is the variational solution to the Dirichlet problem 
 The operator S is nonlinear However	
Sf A depends nonlinearly only on A	 ie	 for any xed A	 the operator SA is a linear
operator Hence we may use the generalized LaxMilgram Lemma 	 pg 

	 	 pg 
 to see
that for any f A  F 	 there exists a unique solution u  H
m

I to  Hence	 the solution
operator S is welldened








  i j  m


















We say that N is information using L  if
Nf A  y  y

     y
n








     y
l




     y
l
  !









     y
l









Note that for any l	
 whether to terminate at the lth step	
 whether to evaluate a functional of the righthand side f or of some coecient a
ij
	
 which functional to evaluate
may all be determined adaptively	 depending on the previouslycalculated y

     y
l

The most important choices of information are the following























i x  I l   r
ij
 such that 	w  D
l
wx   i j  m
and
	  ! i x  I l   r   
p such that 	w  D
l
wx
such 	 being welldened by the Sobolev embedding theorem Note that although the
















denote the set of all possible information values Then an algorithm using the information N is a
mapping 





We want to solve this problem in the worst case setting This means that the cardinality of





and the error of an algorithm 


















y  f f A  F  Nf A  y g
Our model of computation is the standard one studied in informationbased complexity

 There is a xed positive constant c such that for permissible linear functional 	 and any
function v dened on I	 the cost of calculating 	v is c
 Arithmetic operations and comparisons are done exactly	 with unit cost
 We are not charged for Boolean operations
 Linear operations over H
m

I are done exactly	 with cost g
For any information N and any algorithm 
 using N 	 we shall let cost
N denote the worst case





over all f A  F 
We now say that
comp  inff cost
N  N and 
 such that e
N   g
is the complexity of our problem	 and an algorithm 
 using information N for which
e





is said to be an optimal algorithm
 Some general remarks
Recall that the goal of this paper is to nd the complexity of our class of twopoint boundaryvalue
problems	 as well as optimal algorithms	 for the classes of continuous and standard information
We do this by applying the standard techniques described in	 eg	 	 Chapter 	 which we outline
here for convenience






denote the radius of information	 ie	 the minimal error among algorithms using N  Since rN is
often hard to directly evaluate	 we use the inequality























is the diameter of information Let
rn  inff rN  cardN  n g
denote the nth minimal radius of information If we let
m  inffn  Z

 rn   g

denote the cardinality number	 then we immediately nd that
comp  cm 
Moreover	 even if we only establish a lower bound on rn and	 hence	 on m	 then  still
holds
Next	 we determine an upper bound on the complexity that matches the lower bound determined
previously We do this by proposing	 for each n  Z





cardinality n whose error is Orn and whose cost is cnn If we now choose n  m	
then the algorithm 

n
is computes an approximation at cost Ocm Hence this algorithm is
optimal	 and
comp  cm
One nal remark before proceeding further we allow ourselves one slight change in notation
Since we will be interested in the complexity for the classes L  L

and L  L
std
	 we will explic
itly show the dependence of the complexity and the minimal radius on the class L of permissible
information functionals	 writing compL  and rnL  in what follows
 Complexity for continuous information
In this section	 we study the complexity of our problem when continuous information is permis









In addition	 we dene the nite element method fem and give conditions that are necessary for
the fem to be optimal












Proof Let N be information of cardinality at most n using information functionals from L

 In



















Nf A  y

     y
n
 
where "n  n Let n  nf A be the number of evaluations of functionals of f in  Without






  l  n
for functionals 	







 Note that the number and choice of these functionals may





















































































































denotes the usual Gelfand width	 see	 eg	 	 pg 
















see 	 Proposition 
 From 







Since n  n	 it follows that  holds	 as claimed





  i j  m 
Indeed	 choose i j  f    mg Let I

 I	 and choose f  BW
rp
I such that if u  Sf A
with A given by 
	 then there exists    such that D
j
u   on I

 We write
Nf A  y


























 Note that the number and choice of these functionals may





     	
n












































Then for any such z	 we have
f 

Az  F and Nf 
































N 	 and let u  Sf 

Az One








































































































































































































	 we let #g  C
r
ij
I be an extension of g to all of I for which
support #g  I










I is a bounded
operator Now dene continuous information


























































see	 eg	 	 Theorem 










Since n  n	 we see that  holds	 as claimed




But N is arbitrary continuous information of cardinality at most n	 and so the theorem follows
immediately 
Having established a lower bound for the nth minimal radius	 we want to nd an algorithm using
continuous information of cardinality n whose error matches this lower bound We shall show that
an appropriatelychosen nite element method fem is optimal
We rst describe the fem Choosing k  Z

	 we let P
k
denote the space of polynomials of







     t

g






























for   i 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o





 k  
 m 














































We wish to express the fem as an algorithm 

n
using continuous information N
n
of cardinality n	
where n  n















and choose a basis fs
















































































































 i  




















Now the basis functions have small supports	 ie	 the number of overlapping supports of the
basis functions is independent of n

 This implies that the following hold

 n  n


 Each entry of G and  can be computed in constant time	 independent of n
 The linear system 
 is banded	 the bandwidth depending only on k and m
Using the uniform weak coercivity of B
A
	 it easily follows that for   





 arithmetic operations using banded Gaussian elimination without pivoting





f A  hf s








































For f A  F and   

























and the information N
n
dene the nite elment method From the remarks in







the factor depending only on k and m














For n  n









































I and let $ be a uniform partition of I There exists a














Proof See	 eg	 	 Lemma  
We are now ready to give the
Proof of Theorem  Let n  n

 From Theorem 









Now let f A  F and u  Sf A From standard results on elliptic regularity theory such
as 	 Theorem 
















Note that C depends in a rather complicated manner on 	 








is independent of f A and u
Since 
 holds	 we have
minfk  
 m rg  m  r m 
Using 
	 	 Lemma 
 with v  u	 k satisfying 
	 and s  m r	 and 
	 we
have




































I	 r  r	 and p   Since f A is an arbitrary element of F 	 we
immediately have 	 which establishes the desired result 
Using Theorems 
 and  and the discussion in Section 	 we immediately have


Corollary  Suppose that continuous information is permissible Let




























 If k  m r   





 Complexity for standard information
In this section	 we study the complexity of our problem when standard information is permissible













In addition	 we dene a modied nite element method and give conditions that are necessary for
the modied fem to be optimal







Proof Let N be information of cardinality at most n from L
std
 We shall once again choose the
special A  A that was dened by 








M  Suppose that Nf A contains n evaluations of f or its derivatives at points
























































































is the diameter of the information






I It is easy to see that 	 Theorem 
	 which was only done for the case p  	








the latter holding because n  n Thus  holds	 as claimed




  i j  m 
Indeed	 choose i j  f    mg Let I

 I Choose a function u  H
m






u   in I

 Then there exists    such that D
j
u   and D
i














otherwise Suppose that Nf A contains n evaluations of a
ij
or its derivatives
at points in I



















Choose z  C

I satisfying



































where C is independent of n	 see	 eg	 
	 pp 




	 as in the
proof of Theorem 
 It is easy to check that




Nf A  Nf 

Az
Thus letting u  Sf 

Az	 we have





As in the proof of Theorem 
	 we once again have 
	 Since support z  I

	 we may use

 with v replaced by u	 the denition of M








































































the latter since n  n Using this inequality	 along with 










Since N is arbitrary information of cardinality at most n and i j  f    mg are arbitrary	 we
see that  holds	 as claimed





But N is arbitrary continuous information of cardinality at most n	 and so the theorem follows
immediately 
Having established a bound for the nth minimal radius	 we want to nd an algorithm using
standard information of cardinality n whose error matches this lower bound We shall show that a
properlychosen modied fem is optimal
We rst dene the modied fem Recall that $  $

is an equidistant partition of I having
meshsize 
 and that S































interpolation operator dened by 
 Then the modied fem of is dened









 v  h%

f vi 	 v  S

Our main tool for analyzing the modied fem is Strangs Lemma see 	 pp 
&
 for a proof
of a version having slightly more restrictive hypotheses




such that for any $  $

with   

and any
















	 v w  S

 
where  is as in  Then for any   






that 	 holds Moreover there exists a positive constant C such that if u  Sf A is the






































the constant C being independent of $ and f A 
We can now show that the modied fem is welldened	 and establish an error estimate
Theorem  Let













 There exists an index 

such that for any   









such that 	 holds
 For f A  F  let u  Sf A be the solution to  Then for any   














where the constant C is independent of $ and f A 


Proof We rst prove 


































































































































	 we see that condition  in Strang's Lemma holds Thus
for any   





such that  holds Thus 

holds	 as claimed
We now prove  Let   

	 and let f A  F  We again let u  Sf A and $  $

 By









































































Next	 note that 














for constants C	 independent of u and $ Letting v  %

u in 


























 in Lemma 









What information do we need to calculate the modied fem For f A  F and suciently















where the points x

     x
n

and the basis functions s

     s
n

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f A  fx






























Since the basis functions have small supports	 we nd that the following hold

 n  n


 Each entry of G and  can be computed in constant time	 independent of n
 The linear system 
 is banded	 the bandwidth depending only on k and m
Using 
 of Lemma 
	 it easily follows that for   





operations using banded Gaussian elimination without pivoting
For f A  F and sucientlyne $	 it is clear that u

















































the factor depending only on k and m
Hence	 using Theorems 
 and 	 we immediately have
Corollary  Suppose that standard information is permissible Let
r
min






























 If k  m  r
min
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