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General introduction 
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2 
1.1 Chemometrics and Volatile Organic Compounds 
Chemometrics is the science of extracting information by analyzing chemical data. Data 
of Volatile Organic Compounds (VOCs) are an example of what can be analyzed by 
chemometrics. Volatile Organic Compounds are organic chemicals that easily 
evaporate at room temperature. There are thousands of VOCs identified, with 
common examples including ethanol, acetone, isoprene, benzene, etc. In society, they 
are mostly known as ingredients for products like cleansers, cosmetics, paints and 
gasoline. However, VOCs are also produced by bacteria, fungi, plants, and animals, 
including humans.  
Scientific interest in VOCs has increased during the last few decades, and VOC analysis 
is used in an increasing number of applications. The best known application of VOC 
analysis is probably the alcohol test for drivers. Other major fields of interest are 
spoilage monitoring in food [1-3], environmental and medical diagnostics and 
treatment monitoring [4-9]. The focus of this thesis lies on chemometrics for volatiles 
from the human body, in particular from exhaled breath and urine, and their potential 
use in medical diagnostics. Establishment of chemometrics into the relative new field 
of VOC analysis requires either an adaptation of existing data analysis methods or the 
development of new methods. After several decades of chemometric research, most 
used methods nowadays are, to some extent, leaning on existing methods and 
theories. Nonetheless, investigating a new field of research requires specific 
knowledge of the involved challenges related to sampling and sample analysis.  
Chapter 2 of this thesis focusses on the more general challenges in data analysis and 
discusses state-of-the-art chemometrics for qualitative analysis. The data analysis that 
is key to medical applications of VOC analysis faces many specific challenges, which are 
discussed in the current chapter. This thesis aims to address several of these challenges 
and contribute to dedicated chemometrics for medical applications of VOC analysis. 
1.2 Volatiles from the human body 
1.2.1 Confounding factors 
The human body constantly emits a variety of VOCs from different parts of the body. 
Many factors are influencing the VOC production in the body, e.g. age, diet, sex, body 
mass index, body fat and gut flora [10, 11]. This makes the emitted VOC profiles differ 
from day to day and from person to person. Additionally, genetic disorders or mental 
diseases including pathological diseases might produce new VOCs or cause a change in 
amounts produced normally [12]. In breath analysis, also the chemical composition of 
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inspired air plays an important role. One of the major challenges in the analysis of 
human VOCs is finding a way to extract relevant information despite all these 
confounding sources of variation.  
In 2010 Kischkel et al. studied confounding variables in the search for breath 
biomarkers for lung cancer detection [13]. They reported smoking history, inspired 
substance concentrations, age and gender as the most influential noise variables. To 
reduce the influence of physiological parameters they suggested normalizing the 
measured compound concentrations to body surface area (BSA), calculated using the 
subject’s height and weight according to the DuBois formula [14]. However, 
normalization onto BSA did not change the results of their study. They admit that BSA 
might not be a good parameter to normalize as the relationship between BSA and 
concentrations of exhaled VOCs is not clear. To address the inter-individual variation 
prior to analysis more physiological parameters (e.g. blood pressure, heart rate) must 
be recorded and taken into account. 
There have been many suggestions for how to correct for the influence of inspired air, 
each with its own merits but none of them a holy grail [15]. Ideally, the subjects would 
breathe clean air before collection of their exhaled breath. However, it is unclear how 
long it takes for a subject to reach steady-state with their ambient environment [16]. 
Regardless, it is time consuming and as such not suitable for clinical routine 
measurements. Therefore, there are also different ways suggested to treat the data 
after measuring to correct for the influence of inspired air. A popular correction is 
subtracting inspired air concentrations from concentrations in breath. This is also 
referred to as calculating the alveolar gradient [17]. A negative alveolar gradient means 
that the concentration in inspired air was higher than in exhaled breath. The presence 
of both positive and negative alveolar gradients makes the results difficult to interpret, 
and there is a risk of artificially generating statistical significance with this correction 
[13]. A possible solution for this is replacing the negative values by zeros. However, 
uptake of specific VOCs by the body from inspired air could also hold information on 
the metabolic state of the subject. A more rigorous alternative is to exclude all 
variables that have high concentrations in inspired air. It has been proposed to exclude 
substances having inspired concentrations >5 % [18], >20% [19] or >25% [16] of expired 
concentrations. Others argue that there it is better not to correct for ambient air in any 
way, because none of the existing methods will be able to correct for the complex 
interdependencies between excretion and uptake of VOCs [9]. The influence of 
ambient air might be expected to be random, and should therefore not interfere with 
the analysis (e.g. discrimination between healthy and diseased subjects). 
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At the start of this project in 2012, there was no consensus in how to deal with 
confounding factors in VOC analysis and the influence of ambient air prior to analysis. 
However, there are also chemometric methods that deal with confounding factors 
during analysis. In other fields, different data analysis strategies already exist that can 
be perhaps transferred to VOC analysis. One possibility is to reduce the influence of 
confounding factors on the model by modifying the composition of the training set 
such that the confounding variables are numerically equally represented in all groups 
in the data (e.g. enforcing the same man/woman ratio among healthy and diseased 
subjects) [20]. There are also several chemometric methods specifically designed to 
disentangle different factors contributing to the data. The best-known univariate 
example is Analysis of Variance (ANOVA), in which the variation in the data is separated 
according to the different factors in the experimental design. There are several 
multivariate extensions of this method that would be suitable to analyze VOC data. To 
our knowledge, there were in 2012 no applications of multivariate adaptations from 
ANOVA in (medical) VOC analysis, although it had been used in a univariate setting [21, 
22]. Another method that has potential for VOC data is Orthogonal Projections to 
Latent Structures (O-PLS, also called Orthogonal Partial Least Squares) [23]. In O-PLS a 
single component is used to model the factor of interest (e.g. disease state of the 
subjects), while the other components describe variation orthogonal to this first 
component. This can lead to better interpretable results than traditional PLS in terms 
of which compounds are important for prediction. Additionally, the concept of O-PLS 
could be used to remove specific types of variation in the data by first predicting them 
with O-PLS and then analyzing only the orthogonal components from this model. 
However, one should be careful with this and consider the potential smearing effect 
[24]. Also variable selection methods could reduce the influence of other sources of 
variation [25]. Often only a small subset of all variables is expected to be necessary for 
classification. Using a method that aims to find this subset could help to focus on the 
important variation.  
In this thesis we aim to contribute to the discussion on confounding factors in VOC 
analysis by the development of novel data analysis approaches and the application of 
existing methods to the emerging field of VOC analysis to reduce the influence of non-
informative, yet systematic variation in the data. 
1.2.2 Different biological sources 
Volatiles from the human body can not only be measured from breath, but also from 
saliva, blood, milk, skin secretions (sweat and follicle fluids), urine, and feces. De Lacy 
Costello et al. have identified in total almost two thousand different VOCs from 
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humans [10]. Breath was in the lead with 872 VOCs. Many of the VOCs found in breath 
have also been identified in urine (15.7%), skin emanations (11.9%), blood (8.0%), 
saliva (16.2%), and in feces (22.8%) [26]. The chemical origin of many of the VOCs from 
the human body is not well understood yet. Therefore, it is also not always known why 
some VOCs appear in for instance breath, but not in urine or saliva. Explanations are 
sought in biotransformational activity in organs like the liver, but most remains 
unexplained for now [10]. This provides another challenging aspect for analysis: there 
is not always a physiological mechanism known for the found concentrations of VOCs, 
and what this would mean for concentrations in other bodily fluids or breath. This 
makes validation of novel methods for VOC analysis difficult. However, it also provides 
opportunities in the field of data fusion: combining data from different sources such as 
biological or technical platforms. In VOC analysis, this could mean combining data from 
e.g. breath and urine of the same subjects, but also analyzing the same biological 
samples with different analytical techniques. Both applications could lead to a more 
comprehensive view of each sample, and better insight into the underlying 
biochemistry. This can lead to a better prediction of e.g. health state of a subject [27]. 
There are many dedicated methods for combining data blocks. The more conventional 
approaches are focused on increasing prediction accuracy, and include fusion on a 
variable level (low-level), on a score level (mid-level) and on a prediction level (high-
level) [28]. These methods may be summarized under the term Multiblock Partial Least 
Squares (MB-PLS), with as exploratory counterpart Multiblock Principal Component 
Analysis (MB-PCA) [29]. There exist also many methods focused more on increased 
understanding of the interplay between the involved compounds. Examples are 
Sequential and Orthogonalised Partial Least Squares (SO-PLS) [30], Simultaneous 
Component Analysis with rotation to distinguish common and distinctive information 
(DISCO-SCA) [31], and Joint and Individual Variation Explained (JIVE) [32]. With these 
methods a lot more information could be retrieved for the relationship between 
different VOC excretion sources of the body. However, (medical) applications of data 
fusion to VOC data are scarce. An application of combining volatile and non-volatile 
data is presented by Tikunov et al. on the analysis of tomato fruit, where low-level 
fusion took place [33]. Another application from food science is given by Di Natale et 
al., who investigated cow milk samples through analysis of the solution as well as its 
headspace [34]. They also showed that data fusion has potential in medical 
applications: analyzing urine solution and headspace by Principal Component Analysis 
on the combined data resulted in more information on pH and blood cell content of 
the urine. In this study, both low- and mid-level fusion where applied and compared. 
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In chapter 7 of this thesis we aim to facilitate data fusion for VOC analysis by developing 
a novel strategy for data fusion of high-dimensional data that can be directly applied 
to VOC data. 
1.3 VOCs in a medical context 
Many standard medical examinations are invasive, unpleasant, time-consuming or 
dangerous to the patient. Examples are the MRI-scan, blood test, endoscopy, X-ray, 
and sputum culture. The main drive behind volatile analysis is to find an alternative for 
these analysis techniques. 
The most important benefits of VOC analysis are speed and non-invasiveness. The 
speed of the analysis allows not only fast diagnostics, but also gives potential to 
spotting entrapped persons after earthquakes, explosions and other disasters [26]. To 
assess the potential of VOCs for medical purposes, we focus in this thesis on two 
applications: diagnosis of respiratory infections, and monitoring of physical exercise. 
Diagnosing comes down to determining whether or not a person is suffering from a 
certain condition, whereas monitoring can assess whether the health state of a person 
is changing. A possible application of monitoring can be to indeed detect early and non-
invasively if a person is falling ill, but also to assess the effect of e.g. treatment or 
physical exercise.  
1.3.1 Diagnosis of respiratory infections 
Analysis of VOCs for diagnostics is receiving increasingly more attention. Research 
indicates that VOCs can be used to screen for e.g. gastrointestinal and liver diseases , 
lung cancer [35, 36], asthma , and emphysema [37]. For a review on VOCs in disease 
diagnostics, see ref. [12]. The diagnostic potential of VOCs is addressed in this thesis by 
a case study on respiratory infections in patients suffering from Cystic Fibrosis. 
Respiratory infections are caused by fungi or bacteria that invade the lungs. The most 
common method to diagnose these infections is by sputum culture, for which the 
mucus from the patient’s lungs is obtained by deep coughing. This is very unpleasant 
for the patient, and it takes at least 48 hours before results become available [4]. 
Treatment of serious microbial infections demands immediate and specific medication. 
Because a sputum culture is time consuming, often broad-spectrum antibiotics are 
prescribed [4]. Not only is this less effective to cure the infection than a specific 
antibiotic, the use of antibiotics is strongly related to the resistance level of microbes 
[38]. This makes avoiding unnecessary use of antibiotics an additional benefit to a more 
rapid diagnostic tool for respiratory infections. 
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Important respiratory infections are those leading to a sudden worsening of symptoms, 
in various lung diseases including Cystic Fibrosis (CF) [4]. Cystic Fibrosis is a genetic 
disease characterized by a thick, buildup of mucus in several organs, including the 
lungs. This causes persistent lung infections and limits the ability to breath. Patients 
with CF must undergo regular testing for respiratory infections, and having a less 
invasive and more rapid diagnostic method would surely improve the life quality of 
these patients.  
Analysis of the VOCs in exhaled breath could be the solution to these issues. The main 
hurdle to overcome is the lack of knowledge about the VOCs profiles characteristic for 
different infections in CF patients. These patients have different breath profiles than 
people without CF [9], and any knowledge about the effect of respiratory infections in 
otherwise healthy people cannot be directly translated to CF patients [26]. The same 
argument holds for in vitro studies on pathogen development under different 
conditions. This research is necessary to get an indication of the feasibility of detecting 
infections by VOC analysis, but is not expected to provide us with (combinations of) 
biomarkers that can be used in vivo. The complex interplay between a pathogen and 
the human body cannot be accurately mimicked in laboratory settings, meaning that 
in vivo studies on CF patients are absolutely indispensable [39]. Unfortunately, very 
few studies have been published on this topic, and they focus on bacterial infection 
with Pseudomonas aeruginosa [9, 40].  
An additional challenge is that CF patients often suffer from more than one infection 
at the same time. Identifying which infection is responsible for the production of 
certain VOCs is a challenging task. Other infections can be seen as confounding factors 
that cannot be controlled for in the experimental design. Chemometric solutions to 
reduce their influence were already discussed in section 1.2. The same or similar 
solutions might also be applied to address dynamic variability in the data. The dynamic 
nature of VOC production by humans and by pathogens infecting them makes it 
difficult to establish time independent trends in the data. These challenges can be 
approached by dedicated chemometric techniques, as will be demonstrated in chapter 
4 and 5 of this thesis. 
In chapter 5 we introduce a novel chemometric method to analyze the development 
of chemical interaction between different micro-organisms in vitro. This can provide 
new insights into pathogen development in a polymicrobial environment, which may 
lead to improved diagnosis of respiratory infections. In chapters 4 and 6 of this thesis 
we investigate the potential of chemometrics for breath analysis for diagnosis of 
respiratory infections further with an in vitro study to discriminate the VOC production 
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of two different pathogens (Pseudomonas aeruginosa and Aspergillus fumigatus), and 
an in vivo study on Staphylococcus aureus infection in CF patients. 
1.3.2 Monitoring physical exercise 
Non-invasiveness and speed are important characteristics for diagnostic methods, and 
they also enable health monitoring on a frequent basis. A well-known, invasive 
example of health monitoring is measuring the blood sugar level for patients with 
diabetes mellitus. An elevated blood sugar level can be detected in blood, but also in 
exhaled breath in the form of elevated acetone concentrations. Tassopoulos et. al 
showed that breath acetone can detect abnormalities that were not revealed by 
analysis of the blood sugar level alone [41]. This shows great potential for VOC analysis 
in health monitoring. Samudrala et al. found that breath acetone can be used to 
monitor lifestyle interventions, for both diabetic and non-diabetic people [42]. 
Whereas breath gives a direct representation of the state of the body, urine can be 
stored in the body for several hours before excretion and provides a delayed, but more 
robust image. In this thesis we investigate the potential of urine VOCs to monitor 
physical exercise.  
As mentioned in section 1.2.1, the individual variability is a major challenge for VOC 
analysis. An additional challenge is the dynamic nature of processes within the human 
body. This means that it is especially challenging to determine overall trends in urine 
VOCs in a very heterogeneous group of people, for instance a group including people 
that suffer from diabetes mellitus type 1, type 2 to a very different degree of severity. 
Existing methods that deal with time-resolved data include Dynamic PCA [43], 
Multilevel Component Analysis and Multilevel Partial Least Squares [44, 45]. These 
methods may also have potential for VOC analysis, allowing non-invasive and rapid 
monitoring of the individual health state of a person. Chapter 3 of this thesis 
investigates the potential of Multilevel Partial Least Squares to analyze urine data of 
diabetics and non-diabetics over the course of a four day walking event. 
1.4 Analysis techniques  
VOCs can be measured by different analytical techniques, including gas 
chromatography mass spectrometry (GC-MS), proton transfer reaction mass 
spectrometry (PTR-MS), selected ion flow tube mass spectrometry, differential 
mobility spectrometry, ion mobility spectrometry (IMS), and laser absorption 
spectroscopy (LAS). Each of these methods faces challenges in VOC analysis. 
Comparisons of these methods can be found in references [4], [7], and [46]. For this 
thesis, sample analysis is performed with GC-MS (chapters 4-6) and PTR-MS (chapter 
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3), and for this reason these two techniques will be discussed in more detail in sections 
1.4.1 and 1.4.2, respectively. Section 1.4.3 discusses challenges faced by both 
techniques in the analysis of VOCs. 
1.4.1 GC-MS 
Gas chromatography mass spectrometry is considered the golden standard to measure 
VOCs. It works by separating the different compounds in a gas mixture based on their 
interactions with the mobile phase (carrier gas) and stationary phase (capillary 
column). Compounds eluding from the GC column are introduced into the MS to detect 
and simultaneously identify the separated VOCs. This works by ionization of the 
compounds to form molecular ions and characteristic fragment ions. Various detectors 
can be used as a mass spectrometer. A quadrupole detector is the most traditional, but 
the ion trap and time-of-flight (TOF) spectrometers are becoming more and more 
popular. The relatively new TOF spectrometer is already the most widely applied 
detector [4, 46, 47]. 
The main limitation of GC-MS is that measurements are time consuming and the devise 
is currently not portable to e.g. the patient’s bedside. Still, GC-MS remains the most 
commonly applied technique to measure VOCs. It is widely used for its high sensitivity 
and the ability to identify unknown compounds, and has been applied successfully in 
breath analysis for VOC biomarker identification for a wide range of diseases.  
1.4.2 PTR-MS 
A proton transfer reaction mass spectrometer consists of two main parts, an ionization 
section where VOCs are ionized by proton transfer, and a detection section were 
ionized molecules are separated by their mass-to-charge ratio. The ionization section 
consists of three parts: an ion source, a drift tube and a transition chamber. The 
detection section can, similar to GC-MS, contain e quadrupole MS, ion trap, or TOF [46, 
48].   
PTR-MS allows for on-line and off-line analysis, and this means that the input can be 
either a person breathing into a sampling system or a previously collected sample. On-
line mode requires the device to be available at the sampling site (e.g. the patient’s 
bedside). In this thesis, PTR-MS was only used in off-line mode. Proton transfer 
reaction mass spectrometry is rapid and highly specific technique that can detect low 
mass compounds via chemical ionization with H3O+. However, also PTR-MS has its 
disadvantages. One of the two main drawbacks is the inability to distinguish between 
molecules with the same nominal mass, since the measured signal at a certain mass-
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to-charge-ratio (m/z) may be generated by multiple species such as the parent 
molecule, fragments of parent molecule and water clusters. This means that chemical 
identification of the detected ions remains tentative. With this technique only 
molecules with a proton affinity higher than that of water can be detected [4, 7]. This 
can also be seen as an advantage: normal constituents of air that occur in high 
concentrations (e.g. NO, O2, CO, CO2, N2) do not interfere with the measurement 
because their proton affinity is lower than that of H2O molecules [46]. 
1.4.3 Technical challenges 
The lack of standard protocols for the collection and analysis of samples is perhaps the 
primary limitation in VOC analysis. There are many studies that show great potential 
of VOC analysis for medical diagnosis, and yet only a handful of tests are used in clinical 
practice. Only when a consensus is reached on sample collection and analysis, it may 
be possible to generate the database of normal concentration ranges for diagnostic 
VOC makers for different genders, ages, ethnicity, etc. that is necessary for worldwide 
accurate diagnostics [16].  
In GC-MS, a pre-concentration step has to take place before a sample is injected into 
the device to reach a high enough sensitivity. A widely-used system for capturing VOCs, 
also for off-line PTR-MS, is collection in plastic Tedlar bags [49]. Tedlar bags are cheap, 
inert and reusable. However, they are quite fragile and require good care with cleaning 
and storage to avoid contaminations. After a sample is collected in a Tedlar bag, the 
sample can be pre-concentrated by the use of collection traps with an absorbent, e.g. 
Tenax. The trapped compounds can then be released into the GC by thermal 
desorption. The disadvantage of this sample preparation is that it can lead to loss of 
analyte and contamination problems. Peaks corresponding to the sample collection 
and trapping materials have to be removed from the data before analysis. However, 
samplers exist that can directly collect breath into Tenax tubes, without the need of an 
intermediate collection bag [50, 51]. 
Data acquired with hybrid MS systems require extensive data pretreatment. This is 
crucial because proper preprocessing greatly improves and simplifies the data analysis. 
Preprocessing steps include denoising, baseline correction, alignment, peak picking, 
normalization and scaling [7, 47, 52]. These aspects are challenging for all applications 
of the analysis technique, not only VOC analysis, and will therefore not be discussed in 
detail in this thesis. More details on preprocessing techniques specific for VOC analysis 
can be found in ref. [47].  
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It is important to note that no single analytical technique is optimal (yet) for measuring 
all the bodily fluids and breath [10]. As mentioned in section 1.2.2, it might be 
necessary to combine information from different bodily origins and/or different 
analytical techniques to get an accurate disease diagnosis or a more comprehensive 
overview of the metabolic state of a person.  
1.5 Outline of this thesis 
This thesis shows how chemometrics can be applied and adapted for the analysis of 
Volatile Organic Compounds to address the challenges mentioned in section 1.2. More 
specific, it investigates the potential of VOC analysis for medical diagnostics and 
monitoring. 
Chapter 2 provides an overview of the role of chemometrics in the analysis of 
quantitative data towards a qualitative goal. It includes a description of chemometric 
methods, their real-life applications in qualitative analysis, challenges and possible 
solutions. Both unsupervised and supervised methods are discussed, as well as 
biomarker discovery and validation of the results. This overview shows that 
chemometrics is pivotal for high-dimensional data, and addresses topics highly 
relevant for the analysis of VOCs. 
In chapter 3 the effect of strenuous walking on people with and without diabetes 
mellitus (type 1 or type 2) is monitored during the Four Day Marches by means of urine 
headspace analysis. Application of dedicated chemometric techniques highlights 
potential biomarkers for prolonged physical exercise. It is shown that univariate data 
analysis can provide additional information when focused on those compounds 
highlighted by multivariate analysis.  
In chapter 4 the potential of VOCs for detecting respiratory infections is investigated 
by an in vitro study of the VOCs produced by Pseudomonas aeruginosa, Aspergillus 
fumigatus and these two pathogens in co-culture. A chemometric strategy is 
demonstrated to abstract time independent biomarker profiles for each of the 
pathogens, allowing for good discrimination of the pathogens based on their VOC 
profile. 
In chapter 5 a novel method is introduced to investigate the VOC profiles of pathogens 
in co-culture at different time points in more detail. It involves the combination of 
Analysis of Variance (ANOVA) with Projected Orthogonalized Chemical Encounter 
Monitoring (POCHEMON) to the novel ANOVA-POCHEMON. This allows separate 
analysis of the dynamics of pathogen development with PCA and the abstraction of the 
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co-culture specific biochemistry by POCHEMON. We also show that our chemometric 
developments in VOC analysis may extend as well to more established platforms for 
metabolomics analysis of biofluids. 
Chapter 6 presents a proof-of-concept study towards breath analysis for respiratory 
infections in Cystic Fibrosis patients. After elaborate pre-processing of the data, sparse 
Partial Least Squares (s-PLS) provides a shortlist of compounds highlighted to be 
discriminative for Staphylococcus aureus infection in CF patients. 
Chapter 7 proposes a method to incorporate many sources of information by data 
fusion. The proposed method, Sustainable Mid-Level Data Fusion, involves a recycling 
step for information that was firstly deemed unimportant. A possible future application 
for this method is combining information of multiple sources of VOCs (e.g. breath and 
urine) for increased diagnostic accuracy. 
In chapter 8 the main findings of the research in this thesis are summarized, followed 
by some perspectives on the future of chemometrics in VOC analysis for medical 
purposes. 
 
  
    General introduction 
13 
References 
1. Boamfa, E.I., et al., Trace gas detection from fermentation processes in apples; an 
intercomparison study between proton-transfer-reaction mass spectrometry and laser 
photoacoustics. International Journal of Mass Spectrometry, 2004. 239(2-3): p. 193-201. 
2. Farneti, B., et al., Rapid Tomato Volatile Profiling by Using Proton-Transfer Reaction Mass 
Spectrometry (PTR-MS). Journal of Food Science, 2012. 77(5): p. C551-C559. 
3. Blasioli, S., et al., Identification of Volatile Markers in Potato Brown Rot and Ring Rot by 
Combined GC-MS and PTR-MS Techniques: Study on in Vitro and in Vivo Samples. Journal of 
Agricultural and Food Chemistry, 2014. 62(2): p. 337-347. 
4. Boots, A.W., et al., The versatile use of exhaled volatile organic compounds in human health 
and disease. Journal of Breath Research, 2012. 6(2): p. 027108. 
5. Holmes, E., I.D. Wilson, and J.K. Nicholson, Metabolic Phenotyping in Health and Disease. Cell, 
2008. 134(5): p. 714-717. 
6. Samudrala, D., et al., Changes in urine headspace composition as an effect of strenuous 
walking. Metabolomics, 2015. 11(6): p. 1656-1666. 
7. Rattray, N.J.W., et al., Taking your breath away: metabolomics breathes life in to personalized 
medicine. Trends in Biotechnology, (0). 
8. Braun, P., C. Gmachl, and R. Dweik, Bridging the Collaborative Gap: Realizing the Clinical 
Potential of Breath Analysis for Disease Diagnosis and Monitoring. Sensors Journal, IEEE, 2012. 
PP(99): p. 1-1. 
9. Robroeks, C.M., et al., Metabolomics of volatile organic compounds in cystic fibrosis patients 
and controls. Pediatric Research, 2010. 68(1): p. 75-80. 
10. de Lacy Costello, B., et al., A review of the volatiles from the healthy human body. Journal of 
Breath Research, 2014. 8(1): p. 014001. 
11. Lin, Y.S., P.P. Egeghy, and S.M. Rappaport, Relationships between levels of volatile organic 
compounds in air and blood from the general population. J Expos Sci Environ Epidemiol, 2007. 
18(4): p. 421-429. 
12. Buljubasic, F. and G. Buchbauer, The scent of human diseases: a review on specific volatile 
organic compounds as diagnostic biomarkers. Flavour and Fragrance Journal, 2015. 30(1): p. 
5-25. 
13. Kischkel, S., et al., Breath biomarkers for lung cancer detection and assessment of smoking 
related effects—confounding variables, influence of normalization and statistical algorithms. 
Clinica Chimica Acta, 2010. 411(21): p. 1637-1644. 
14. Du Bois, D. and E. Du Bois, A formula to estimate the approximate surface area if height and 
weight be known. 1916. Nutrition (Burbank, Los Angeles County, Calif.), 1989. 5(5): p. 303. 
15. Miekisch, W., J.K. Schubert, and G.F.E. Noeldge-Schomburg, Diagnostic potential of breath 
analysis—focus on volatile organic compounds. Clinica Chimica Acta, 2004. 347(1–2): p. 25-39. 
16. Risby, T.H., Critical issues for breath analysis. Journal of Breath Research, 2008. 2(3): p. 030302. 
17. Phillips, M., et al., Variation in volatile organic compounds in the breath of normal humans. 
Journal of Chromatography B: Biomedical Sciences and Applications, 1999. 729(1–2): p. 75-88. 
18. Schubert, J.K., et al., Impact of inspired substance concentrations on the results of breath 
analysis in mechanically ventilated patients. Biomarkers, 2005. 10(2-3): p. 138-152. 
19. Miekisch, W. and J.K. Schubert, From highly sophisticated analytical techniques to life-saving 
diagnostics: Technical developments in breath analysis. TrAC Trends in Analytical Chemistry, 
2006. 25(7): p. 665-673. 
20. Lasch, P., et al., Detection of preclinical scrapie from serum by infrared spectroscopy and 
chemometrics. Analytical and Bioanalytical Chemistry, 2006. 387(5): p. 1791-1800. 
21. Buzzini, P., et al., Production of volatile organic compounds (VOCs) by yeasts isolated from the 
ascocarps of black (Tuber melanosporum Vitt.) and white (Tuber magnatum Pico) truffles. 
Archives of Microbiology, 2005. 184(3): p. 187-193. 
Chapter 1   
14 
22. Poli, D., et al., Determination of aldehydes in exhaled breath of patients with lung cancer by 
means of on-fiber-derivatisation SPME–GC/MS. Journal of Chromatography B, 2010. 878(27): 
p. 2643-2651. 
23. Trygg, J. and S. Wold, Orthogonal projections to latent structures (O-PLS). Journal of 
Chemometrics, 2002. 16(3): p. 119-128. 
24. Van den Kerkhof, P., et al., Analysis of smearing-out in contribution plot based fault isolation 
for Statistical Process Control. Chemical Engineering Science, 2013. 104(0): p. 285-293. 
25. Brereton, R.G., Consequences of sample size, variable selection, and model validation and 
optimisation, for predicting classification ability from analytical data. TrAC Trends in Analytical 
Chemistry, 2006. 25(11): p. 1103-1111. 
26. Anton, A., et al., The human volatilome: volatile organic compounds (VOCs) in exhaled breath, 
skin emanations, urine, feces and saliva. Journal of Breath Research, 2014. 8(3): p. 034001. 
27. Blanchet, L., et al., Fusion of metabolomics and proteomics data for biomarkers discovery: case 
study on the experimental autoimmune encephalomyelitis. Bmc Bioinformatics, 2011. 12. 
28. Hall, D.L., Mathematical Techniques in Multisensor Data Fusion. 1992, Boston, MA: Artech 
House. 
29. Westerhuis, J.A., T. Kourti, and J.F. MacGregor, Analysis of multiblock and hierarchical PCA and 
PLS models. Journal of chemometrics, 1998. 12(5): p. 301-321. 
30. Næs, T., et al., Path modelling by sequential PLS regression. Journal of Chemometrics, 2011. 
25(1): p. 28-40. 
31. Schouteden, M., et al., SCA with rotation to distinguish common and distinctive information in 
linked data. Behavior Research Methods, 2013. 45(3): p. 822-833. 
32. Lock, E.F., et al., Joint and individual variation explained (JIVE) for integrated analysis of 
multiple data types. The annals of applied statistics, 2013. 7(1): p. 523. 
33. Tikunov, Y.M., et al., A Role for Differential Glycoconjugation in the Emission of 
Phenylpropanoid Volatiles from Tomato Fruit Discovered Using a Metabolic Data Fusion 
Approach. Plant Physiology, 2010. 152(1): p. 55-70. 
34. Di Natale, C., et al., Electronic nose and electronic tongue integration for improved 
classification of clinical and food samples. Sensors and Actuators B: Chemical, 2000. 64(1–3): 
p. 15-21. 
35. Phillips, M., et al., Volatile organic compounds in breath as markers of lung cancer: a cross-
sectional study. The Lancet, 1999. 353(9168): p. 1930-1933. 
36. Song, G., et al., Quantitative breath analysis of volatile organic compounds of lung cancer 
patients. Lung Cancer, 2010. 67(2): p. 227-231. 
37. Cristescu, S.M., et al., Screening for emphysema via exhaled volatile organic compounds. 
Journal of Breath Research, 2011. 5(4): p. 046009. 
38. Goossens, H., et al., Outpatient antibiotic use in Europe and association with resistance: a 
cross-national database study. The Lancet. 365(9459): p. 579-587. 
39. Jiangjiang, Z., et al., Detecting bacterial lung infections: in vivo evaluation of in vitro volatile 
fingerprints. Journal of Breath Research, 2013. 7(1): p. 016003. 
40. Scott-Thomas, A.J., et al., 2-Aminoacetophenone as a potential breath biomarker for 
Pseudomonas aeruginosa in the cystic fibrosis lung. BMC Pulmonary Medicine, 2010. 10(1): p. 
1-10. 
41. Tassopoulos, C.N., D. Barnett, and T. Russell Fraser, BREATH-ACETONE AND BLOOD-SUGAR 
MEASUREMENTS IN DIABETES. The Lancet. 293(7609): p. 1282-1286. 
42. Samudrala, D., et al., Breath acetone to monitor life style interventions in field conditions: An 
exploratory study. Obesity, 2014. 22(4): p. 980-983. 
43. Ku, W., R.H. Storer, and C. Georgakis, Disturbance detection and isolation by dynamic principal 
component analysis. Chemometrics and Intelligent Laboratory Systems, 1995. 30(1): p. 179-
196. 
44. van Velzen, E.J.J., et al., Multilevel Data Analysis of a Crossover Designed Human Nutritional 
Intervention Study. Journal of Proteome Research, 2008. 7(10): p. 4483-4491. 
    General introduction 
15 
45. Szymańska, E., et al., A lipidomic analysis approach to evaluate the response to cholesterol-
lowering food intake. Metabolomics, 2012. 8(5): p. 894-906. 
46. Buszewski, B., et al., Human exhaled air analytics: biomarkers of diseases. Biomedical 
Chromatography, 2007. 21(6): p. 553-566. 
47. Smolinska, A., et al., Current breathomics—a review on data pre-processing techniques and 
machine learning in metabolomics breath analysis. Journal of Breath Research, 2014. 8(2): p. 
027105. 
48. Lindinger, W., A. Hansel, and A. Jordan, On-line monitoring of volatile organic compounds at 
pptv levels by means of proton-transfer-reaction mass spectrometry (PTR-MS) - Medical 
applications, food control and environmental research. International Journal of Mass 
Spectrometry, 1998. 173(3): p. 191-241. 
49. Steeghs, M.M.L., S.M. Cristescu, and F.J.M. Harren, The suitability of Tedlar bags for breath 
sampling in medical diagnostic research. Physiological Measurement, 2007. 28(1): p. 73-84. 
50. Phillips, M., Method for the Collection and Assay of Volatile Organic Compounds in Breath. 
Analytical Biochemistry, 1997. 247(2): p. 272-278. 
51. Owlstone Medical. ReCIVA Breath Sampler.  [cited 2016; Available from: 
http://www.owlstonenanotech.com/medical/products/reciva. 
52. Cappellin, L., et al., On data analysis in PTR-TOF-MS: From raw spectra to data mining. Sensors 
and Actuators B: Chemical, 2011. 155(1): p. 183-190. 
 
 
 2 
Chemometrics vs. qualitative analysis: a vibrant 
relationship 
While in analytical chemistry qualitative analysis is often associated with compound 
identification, chemometrics offers a wide spectrum of data analysis methods that 
extend the application of qualitative analysis beyond it. In fact, all chemical analyses 
that have a qualitative goal can or should be considered as qualitative chemical 
analysis. Thanks to chemometrics, also quantitative data can be included in qualitative 
analysis and modeled towards a qualitative analysis goal. An extensive overview on the 
vibrant relationship between chemometrics and qualitative analysis is provided in this 
article. It includes a description of chemometric methods, their real-life applications in 
qualitative analysis, challenges and possible solutions. Undoubtedly, the role of 
chemometrics will become pivotal in the future when more possibilities of qualitative 
analysis will be explored and new chemometric approaches will be developed for high-
dimensional data.  
 
 
 
 
 
 
 
 
Adapted from: 
Szymańska, E.; Gerretzen, J.; Engel, J.; Geurts, B.P.; Blanchet, L.; Buydens, L.M.C.  
Trends in Analytical Chemistry 2015, 69, 34-51. 
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2.1 Introduction: Scope of qualitative analysis 
According to the definition of the International Union of Pure and Applied Chemistry 
(IUPAC, [1]) qualitative analysis refers to analyses in which substances are identified or 
classified on the basis of their chemical or physical properties, such as chemical 
reactivity, solubility, molecular weight, melting point, radiative properties (emission, 
absorption), mass spectra, nuclear half-life, etc. This definition originates from 1995. 
Nowadays, qualitative analysis applies not only to identification of single chemical 
compounds but also to many other qualitative applications of analytical chemistry. One 
can think about the following examples: 
a. urine samples coming from healthy people and cancer patients can be qualified 
based on metabolic profiles measured by capillary electrophoresis [4] 
b. rice samples from the European Union can be identified among rice samples 
from other locations based on NMR spectra [8]  
c. biomarkers of a cholesterol-lowering food intervention can be identified among 
blood lipid metabolites measured by LC-MS [10]  
d. a set of wavelengths discriminating one type of beer from another one can be 
selected from NIR spectra of different beer samples [11] 
e. presence or absence of toxic compounds in urine samples can be determined 
by studying NMR spectra [5] 
 
In each of these examples, analytical measurements are employed to qualify samples, 
compounds, or groups of compounds. In the recent book of Milman [13], 
identification/classification/authentication of foodstuffs, products, specimens, 
materials etc. is referred to as qualitative analysis II. Therefore, an extension of the 
IUPAC definition is required to cover different aspects and applications of qualitative 
analysis. For the purpose of this review, we will define such an extension based on the 
framework of chemical analysis presented in the next paragraph. 
We position qualitative analysis in the general framework of chemical analysis as 
shown in Figure 2.1. The goal of chemical analysis can be either qualitative or 
quantitative (step s1 in Figure 2.1). A qualitative goal means that the objects of interest 
(e.g. samples, compounds) will be qualified in one way or another, e.g. urine samples 
are qualified as coming from healthy and diseased person based on their metabolic 
profile (see example a). On the other hand, a quantitative goal focuses on the 
quantity/quantities of compounds e.g. the concentration of alanine in a plasma 
sample. After defining the goal, samples are collected and analyzed with an 
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appropriate analytical method (steps s2-s3 in Figure 2.1). The outcome of such analysis 
is analytical chemical data e.g. a chromatogram or an NMR spectrum (step s4). 
Depending on the measurement scale, data can be either quantitative or qualitative.  
 
Figure 2.1: Illustration of the role of chemometrics in qualitative analysis 
In some cases, the same data can be treated as both quantitative and qualitative e.g. 
chromatographic data can be treated as qualitative when only the presence or absence 
of a peak at a specified retention time is of interest, or as quantitative when the 
intensities of specified peaks are of interest. After the data has been collected, 
exploration and translation of the analytical chemical data into the required qualitative 
information is taking place. This is an essential step where chemometric methods play 
a pivotal role (step s5 in Figure 2.1). Since the acquired data are often multivariate in 
nature, the selection and application of an appropriate chemometric method is an 
essential step and is not always straightforward. Two determining factors are the goal 
of the analysis and the type of data (i.e. quantitative or qualitative).  
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For the purpose of this paper, the definition and scope of qualitative analysis are 
specified as the analysis of both qualitative and/or quantitative chemical data towards 
a qualitative goal (red box in Figure 2.1). It should be stressed that this definition is 
broader than the definition of IUPAC because a) a qualitative goal is not limited to 
single compound identification and b) quantitative data is also included in this 
definition of qualitative analysis.  
In this chapter, we describe the vibrant relationship between chemometrics and 
qualitative analysis, where we focus only on quantitative data. For an overview of 
qualtitative data towards a qualitative goal, see ref. [17]. An overview of chemometric 
methods for qualitative analysis, their real-life applications, challenges and possible 
solutions are provided. Firstly, in section 2.2 the main differences between qualitative 
and quantitative data used in qualitative analysis are explained. Next, chemometric 
approaches suitable for the analysis of quantitative data—towards a qualitative goal—
are detailed in section 2.3. In this section, chemometric tools used nowadays for 
compound identification, sample classification and variable selection are discussed. 
Next, validation strategies for chemometric approaches used in qualitative analysis are 
provided (section 2.4). Then, chemometric challenges in qualitative analysis are 
presented together with current possible solutions and future directions for 
improvement (section 2.5). Finally, the main conclusions of this overview are 
presented in section 2.6. 
2.2 Quantitative vs. qualitative variables 
Variables can be measured on different scales. Stevens distinguished four different 
scales: nominal, ordinal, interval and ratio [18]. Qualitative variables are expressed on 
either the ordinal or nominal scale. They take only discrete values. Quantitative 
variables are measured on a continuous scale (interval or ratio scale). Such variables 
can theoretically have any value.  
2.2.1  Qualitative variables 
The main difference between the ordinal and nominal scale is that the ordinal scale 
implies a ranking between the discrete values, while the nominal scale does not. An 
example of a variable on the ordinal scale is the solubility of a compound in water, 
which can be described as e.g. ‘poor’, ‘good’ and ‘very good’. It is obvious that ‘very 
good’ and ‘good’ indicate a better solubility than ‘poor’, but it need not be that the 
difference between ‘poor’ and ‘good’ solubility equals the difference between ‘good’ 
and ‘very good’ solubility. In general, the ordinal scale thus implies a ranking, but values 
in-between the ranks are not defined. Clearly, the main information on this scale lies 
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in the ranking of different samples compared to each other and not in the intervals. 
Values on an ordinal scale are often characterized by a number (e.g. 1, 2 and 3 for the 
solubility example).  
Variables measured on a nominal scale can also only take discrete values. However, 
these discrete values cannot be ranked; i.e. they cannot be positioned relatively to 
each other. Examples include ‘strawberry’ and ‘orange’ flavor in olfactometric 
measurements or the presence and absence of a chromatographic peak. Values on the 
nominal scale can be represented by numerical values, letters or words without 
information loss (for example, ‘0’ and ‘1’, ‘p’ and ‘a’ or ‘present’ and ‘absent’ all 
represent the same information for peak presence or absence). Most examples of 
qualitative data in analytical chemistry are coming from sensometrics and genetic 
studies.  
2.2.2 Quantitative variables 
Quantitative measurements are not discrete and can have any value. The main 
difference between the two scales for quantitative variables (interval and ratio) lies in 
the assessment of ratios of quantitative values. These cannot be assessed on the 
interval scale since the interval scale often has an arbitrarily defined zero point. As a 
simple example, consider temperature. On the Celsius scale, it is not true that 30 °C is 
‘twice as hot’ as 15 °C: the zero point of 0 °C is arbitrarily defined. On the Kelvin scale, 
however, a similar statement is true: 30 K is twice as hot as 15 K. The zero point of 0 K 
is indeed not arbitrarily defined (it is the absolute minimum temperature). The Celsius 
scale is, therefore, an example of an interval scale and the Kelvin scale is a ratio scale.  
Measurements on a ratio scale can be transformed onto an interval scale: 
temperatures on the Kelvin scale can easily be transferred to the Celsius scale. Also 
within chemometric data analysis, ratio scale measurements are translated almost 
always into an interval scale by ‘mean centering’ (i.e. translating the reference point of 
the measurement to the variable mean) [19]. 
Quantitative variables are very common in modern analytical chemistry. Most 
analytical chemical measurements lead to data expressed on a ratio scale e.g. 
concentration of a compound expressed in mol/l, ng/g etc. 
2.2.3 Data representation and chemometric approaches 
Analytical chemical data is usually represented as a matrix (n x p) of n objects (e.g. 
samples or compounds) and p measured features (e.g. analytes or properties). The 
vectorial representation of data dominates in chemistry because it is well suited to 
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standard chemometric methods dealing with quantitative data. Standard chemometric 
methods used in qualitative analysis for quantitative data with a vectorial 
representation are presented in section 2.3. 
2.3 Analysis of quantitative data for a qualitative goal  
As shown in Figure 2.1, the aim of qualitative analysis is often identification and 
classification of chemical compounds. Quantitative data is commonly used in such 
analyses, providing qualitative information after application of an appropriate 
chemometric approach. In the next four subsections, recent applications of 
chemometric tools are provided for the identification of chemical compounds, 
classification of samples, and selection of compounds with distinctive properties (e.g. 
biomarker identification), together with a brief description of the tools. Exploratory 
analysis is also included as one of subsections, because it is usually performed primary 
to sample classification and variable selection in order to summarize and visualize 
datasets.  
2.3.1 Identification of chemical compounds 
Most analytical chemists associate qualitative analysis with identification of pure 
chemicals (chemical compounds). In this way, the presence of known compounds can 
be confirmed and unknown compounds can be identified in a given sample. 
Compounds are identified on the basis of their physicochemical properties which can 
be evaluated by different analytical techniques providing different analytical data. 
These properties can be spectra (e.g. UV-VIS spectra, NIR spectra, MS-spectra), 
retention time indices (e.g. Kovats index for gas chromatography) or other properties 
such as solubility, lipophilicity, pKa, etc.  
Identification of pure chemicals usually consists of two steps: 
1) Acquiring/obtaining the properties of pure compounds from a mixture of 
compounds e.g. by recording a spectrum of the mixture and subsequently 
extracting the signal related to each individual compound using chemometric 
tools. 
2) Comparing the properties of a studied compound with the properties of one or 
more reference compounds. 
 
Chemometric tools used in step 1 include Parallel Factor Analysis (PARAFAC) and 
various Multivariate Curve Resolution (MCR) techniques, also called mixture analysis 
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or deconvolution techniques [20, 21]. Multivariate curve resolution methods usually 
require a prior estimate of the number of compounds.  
Prior knowledge may be required or helpful. This knowledge can take any form: 
estimates of the spectra, of the concentration profiles or mutual exclusion between 
two chemical forms. Several methods are available to help construct this prior 
knowledge including OPA, SIMPLISMA, EFA, etc. [22]. Each of these methods uses a 
slightly different approach to resolve the mixture problem and can be used on their 
own. However, it is generally accepted to use them as an exploratory step and enhance 
the quality of the results using more advanced algorithms such as MCR Alternating 
Least Squares (MCR-ALS).  
During multivariate curve resolution (e.g. MCR-ALS), the problem is usually ill-
determined due to rotational ambiguity (many possible solutions can equivalently 
represent the measured data). Therefore, the application of additional constraints is 
common, such as non-negativity, unimodality or known interrelationships between the 
individual components (e.g., kinetic or mass-balance constraints). PARAFAC, on the 
other hand, results in unique solutions.  
In the second step of identification of pure compounds, the spectrum (or other 
property) of an unknown compound is compared with reference spectra. Different 
criteria and methods can be applied to describe the properties of a compound e.g. the 
full spectrum, selected parts of a spectrum and the sum of squares of the residual 
spectrum obtained after Principal Component Analysis (PCA) analysis. Differences 
between properties of an unknown compound and (a) reference(s) are expressed as 
(dis)-similarities. Similarity can be expressed as distance of each spectrum to each 
other in a matrix with dimensions n x n. The selection of a similarity measure to 
translate data from vector representation into a pair-wise representation is an 
essential issue in chemometrics. There are different measures for similarity or 
dissimilarity and these should fit the scope of data analysis. For example, the 
correlation coefficient and Euclidean distance are two well-known ways to express 
proximity between samples or compounds that have been measured on a quantitative 
scale. A high correlation or a low Euclidean distance may indicate that two objects are 
quite similar. However, it may very well be that the correlation between two objects is 
high while the Euclidean distance is also high. This can for instance be the case when 
examining two spectra, of which one has a ten times higher intensity than the other 
(Euclidean distance is large), while both have a very similar shape (correlation is close 
to 1). The choice of an appropriate similarity measure is thus not trivial and depends 
on the data analysis goal. Similarities can be used in cluster analysis approaches 
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(further discussed in section 2.3.2.2) to find the most similar reference spectrum in the 
spectral library [23]. Other properties of compounds can also be used as 
complementary information e.g. retention time index from GC-measurements, odor 
characteristics, MS-MS spectral trees, metabolite-likeness, NMR spectra etc.  
2.3.2 Exploratory data analysis 
A full data analysis procedure often starts with exploratory data analysis, in which one 
tries to summarize and visualize the data as well as possible. Typical examples include 
using PCA to inspect relations between the variables in the data as well as clustering 
to observe a possible grouping. Results of exploratory data analysis are often used to 
direct further data analysis such as classification of samples and selection of variables 
relevant for classification.  Exploratory data analysis methods are unsupervised, i.e. 
they do rely only on a set of descriptive variables (quantitative data with a vectorial 
representation). Chemometric methods used in exploratory analysis consist of two 
types of methods: projection methods such as PCA and partitional clustering methods 
such as Hierarchical Cluster Analysis (HCA).  The most often used exploratory data 
analysis methods are shortly described in the next two paragraphs and in Table 2.1. 
More detailed information about them can be found in [24]. 
2.3.2.1 Projection methods 
Projection methods are popular techniques for exploratory analysis of the data since 
their results are often easily interpretable. Projection techniques reduce the 
dimensionality of the data, which may highlight structure in the data (e.g. clusters of 
samples or variables), although they don’t specifically aim to identify them. Projection 
methods project samples into a low-dimensional space using a specified criterion (e.g. 
variance in PCA). If data clustering is related to this criterion, clusters of samples may 
be visualized. The absence of meaningful sample associations does not necessarily 
mean the information sought is not present. Modifications to the criterion can improve 
results, such as by using a different method (e.g. Independent Component Analysis 
(ICA) instead of PCA), or preprocessing the data by e.g. scaling in PCA. A comparison of 
different projection methods is provided by Daszykowski in [25]. Self-Organizing Maps 
(SOMs) are another class of projection methods. They construct a nonlinear projection 
of the data onto a low-dimensional display [26], which can be used to observe a 
possible clustering as well. 
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Table 2.1: Exploratory data analysis tools used in qualitative analysis  
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2.3.2.2 Partitional clustering methods  
Clustering aims to partition a data set of n samples into homogenous groups (clusters) 
based only on quantitative data and to assign a group membership to each sample. 
Partitional clustering methods use a proximity measure to partition the dataset into 
clusters. HCA uses distances to assess which samples are similar and organizes them 
into an ordered grouping, referred to as a hierarchical tree or dendrogram (see Figure 
2.2). K-means also uses a proximity measure, but partitions the dataset into a pre-
defined number of clusters. Commonly used distances include the Euclidean distance, 
Mahalanobis distance and the ‘1 −correlation coefficient’ metric. Because alternative 
measures of proximity may be used, partitional clustering is best viewed as a diagnostic 
or exploratory tool and any clustering is best confirmed by alternative methods. This is 
supported by our search (see Figure 2.3 and section 2.3.2.4), where we saw that in 
many papers the results of HCA and k-means were usually accompanied with results 
of PCA and PLS-DA [4, 29]. 
2.3.2.3 An example of exploratory analysis in qualitative analysis 
The following example illustrates the use of exploratory data analysis in qualitative 
analysis. The data are quantitative data including 160 urine samples from cancer 
patients and healthy people with levels of 12 nucleosides. The information on class 
membership of samples (i.e. cancer (C) or healthy (H)) is not used in exploratory 
analysis, but it is included in the visualization of the results. The data are autoscaled 
before analysis. Results of exploratory analysis by PCA, HCA and SOM are presented in 
Figure 2.2.  
A B 
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Figure 2.2: Exploratory analysis of the urinary nucleoside dataset. The urinary nucleoside dataset was 
composed of 160 urine samples from 80 cancer and 80 healthy people and 12 measured nucleosides 
(C,U, pU, dhU, 5mU, A, 1mA, n4aC, G, n2n2G, I, X). A) PCA score plot (PC1 vs PC2), black circles: cancer 
patient samples, red triangles: healthy people samples; B) PCA loading plot (PC1 vs PC2); C) HCA on 
samples with the Euclidean distance as a proximity measure and complete linkage as agglomerative 
measure, every other sample is labeled with C for a cancer patient sample and H for a healthy person 
sample; D) HCA on variables with the Euclidean distance as a proximity measure and complete linkage 
as agglomerative measure; E) SOM map with black circles as cancer patient samples and red triangles 
as healthy people samples. 
C 
E D 
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The PCA scoreplot and loadingplot (Figures 2.2A and 2.2B) reveal the structure of the 
analyzed dataset. Samples from cancer patients (black circles) are partially separated 
from healthy people (red triangles). The contribution of the nucleosides to this 
separation is presented in the loading plot in Figure 2.2B. Most nucleosides contribute 
to separation in the direction of first principal component (PC1) and nucleoside labeled 
as C contributes to the separation in the direction of the second principal component 
(PC2). Also a grouping of the nucleosides labeled as 1mA, pU and n2n2G can be seen. 
The dendrograms obtained after HCA on samples and variables are presented in 
Figures 2.2C and 2.2D, respectively. Different clusters and subclusters of samples from 
healthy and cancer can be seen in Figure 2.2C, but no large clusters with only cancer 
patient samples or only healthy people samples are observed. When the nucleosides 
are clustered, similarities between them can be seen in Figure 2.2D and they are in 
good correspondence with the locations of the nucleosides in the PCA loadingplot. 
Finally, self-organizing map results are presented in Figure 2.2E. Most of the samples 
from healthy people are situated in the bottom-right part and most of the samples 
from cancer patients in the upper-left part of the map. Similar samples are mapped 
close together in the same node (circle); it can be seen that some nodes contain only 
samples from one group and some not. 
2.3.2.4 Current application trends 
In Figure 2.3, the number of applications is given of the most-known chemometric 
tools, which were reported in sample classification during the last decade in the top 
analytical chemistry journals. It can be clearly seen that PCA was the most widely used 
chemometric method in the last decade. Other exploratory analysis methods such as 
HCA, k-means and SOMs are used much less frequent i.e. 10 - 100 times less compared 
to PCA. Independent Component Analysis (ICA) has only been recently introduced to 
qualitative analysis of chemical data [8, 27]; before, it has mainly been employed as a 
method recovering pure signals from mixed signals.  
2.3.3  Classification of samples 
Classifying samples is the most common application of qualitative analysis. There is 
also a wide spectrum of applications for classification models including biomedical, 
pharmaceutical, process analytical, environmental, forensic, food and agricultural 
examples. Also, discrimination of healthy vs. diseased people and identification of rice 
samples from a certain location (mentioned in the Introduction section) can be 
obtained by means of sample classification. 
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Figure 2.3: Applications of chemometric tools in classification reported in the top analytical chemistry 
journals (Q1 journals) over the years 2005-2014 according to an ISI Web of Science® search (10 
November 2014) 
Classification methods are fundamental chemometric methods, designed to find 
mathematical models able to recognize the membership of each sample to its proper 
class on the basis of a set of measurements. A set of descriptive variables is used in 
sample classification together with a qualitative variable (class membership). There are 
no restrictions on the source of analytical chemical data for classification purposes (i.e. 
spectroscopic, chromatographic etc. can be all used as descriptive data). Class 
membership is usually represented in a qualitative variable called “dummy” variable 
or y or c variable. In the case of a multiclass problem, c becomes a matrix C instead of 
a vector (i.e. single variable). Each column then represents a group or a class. Each 
sample is considered to be a member of the relevant class (c=+1) or not (c=0).  
Classification methods are usually divided into linear and nonlinear, probabilistic and 
distance-based as well as pure classification and class-modeling methods. Linear 
classification methods use the best linear boundary for class discrimination, while non-
linear methods use the best curve (i.e. non-linear boundary) for separating the classes. 
Probabilistic methods are based on estimates of probability distributions. Distance-
based methods require the calculation of distances between samples or between 
samples and models. Pure classification methods separate the hyperspace in as many 
regions as the number of classes. On the other hand, class-modeling techniques focus 
on modeling the analogies among the objects of a class, defining a boundary to 
separate a specific class from the rest of the hyperspace.  
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Chemometric methods that are most often used in classification in analytical chemistry 
applications are shortly described below and in Table 2.2. More detailed information 
can be found in [24] and [32].  
2.3.3.1 Pure classification methods 
Canonical Variate Analysis (CVA) separates samples into classes by minimizing the 
within-class variance and maximizing the between-class variance. Linear Discriminant 
Analysis (LDA), Quadratic Discriminant Analysis (QDA) and Partial Least Squares-
Discriminant Analysis (PLS-DA) are all related to CVA, but they have different 
assumptions on class distributions and the definition of a boundary [33] (see Table 2.2).  
Support Vector Machine (SVM) is another classifier, which aims to classify the data in 
high-dimensional space with the separator described by a hyperplane. This hyperplane 
is expressed in terms of a linear combination of functions parameterized by so-called 
support vectors. SVMs can be used for defining non-linear separations by integrating 
non-linear functions. This makes SVM a quite commonly used method for non-linear 
classification problems [9]. Nonlinear methods such as k-Nearest Neighbours (k-NN), 
Artificial Neuronal Network (ANN) and Classification and Regression Trees (CART) 
including Random Forests (RF) can also find a non-linear boundary for separating the 
classes. They also have fewer strict assumptions about class densities and are more 
data-driven than linear approaches.  
2.3.3.2 Class-modeling methods 
Class-modeling methods (also called one-class classifiers) are another group of 
methods still gaining in importance. This class of methods includes Soft-Independent 
Modeling of Class Analogy (SIMCA), its n-way extension N-SIMCA [34], potential 
functions (PF) [35], Unequal class-modeling (UNEQ) and Multivariate Statistical Process 
Control (MSPC), all having in common that each class of samples is modeled separately. 
Advantages, disadvantages as well as relationships between pure classification and 
class-modelling methods are recently described by Brereton [36]. One-class classifiers 
are often used when a reference class has to be modeled, e.g. in food authentication 
and fraud detection [15], toxicological analyses and metabolomics [16]. 
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Table 2.2: Supervised chemometric methods used in classification 
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2.3.3.3 Current application trends 
In our comparison presented in Figure 2.3, PLS-DA, LDA and SVM are similarly 
represented. PLS-DA is possibly one of the most misunderstood and misused methods 
in discrimination in chemometrics because advantages and disadvantages of this 
method are rarely understood by users [33]. It is routinely incorporated into most 
packages used by analytical chemists and the results of PLS-DA are cited in numerous 
papers during the last decade, especially papers on metabolomics [5]. Different 
extensions of PLS-DA such as orthogonal-PLS-DA [5] or multilevel-PLS-DA [10] exist and 
are often applied. Several comparisons of various methods for classification are 
provided in [2, 37] .  
Most pure classification methods are used in binary classification problems but can be 
extended to multiclass problems (including k-NN, ANN, Random Forest and CART). 
Multiclass approaches can be often solved combining binary classification (e.g. 
considering models of one class vs. all other classes (OVA) or one class vs. one class 
(OVO)). In such an approach, weighted centering is usually performed for each model 
to account for unequal sample sizes. Then, a sample is assigned to the nearest class, 
where the distance from each class can be set by means of a decision function. 
Extensions of SVM, including OVO-SVM, OVA-SVM and Hierarchical-SVM, 
accommodate a set of binary problems in different ways [38]. The selection of an 
appropriate way depends on the application, the number of classes and the number of 
training samples. The performance of OVA-SVM is usually better than OVO-SVM [39]. 
An alternative is to model all classes simultaneously e.g. by using a class membership 
matrix as in PLS2-DA, but this method assumes interactions between columns of the 
class membership matrix which can cause difficulties [33]. However, instead of using 
PLS2 model scores, one may better use e.g. LDA based on the fitted values from a 
regression model with the class membership matrix combined with prior probabilities 
on class sizes [40]. Currently, Random Forests are especially popular with multi-class 
problems e.g. in analysis of hyperspectral data in remote sensing [14] because they are 
non-parametric and use many classification trees with different classification rules per 
node.  
2.3.4  Identification of important variables such as biomarkers 
Biomarker discovery is a good example of qualitative analysis where the chemical 
information in quantitative variables is used to study a “non-chemical” quality. The 
“non-chemical” quality is in this case classifying a variable as a biomarker or not. The 
term biomarker is generally associated with medical research and hence associated 
                              Chemometrics vs. qualitative analysis: a vibrant relationship 
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with the idea of disease. However, (bio)markers can be defined as well to estimate the 
exposure to pollutants or the authenticity or the quality of a product (in food or 
pharmaceutical industry) [41-43]. Each of these domains is generally associated with 
specific analytical tools; food industry is a great user of NIR spectroscopy, whereas 
medical research often involves mass spectrometry. In both cases, the same type of 
chemometric methods i.e. variable selection methods can be used. 
In this section, we will provide some more detail about the selection of biomarkers and 
a few different methods for variable selection. Moreover, evaluation and validation of 
the selected variables will be discussed, which is an important and essential aspect. 
2.3.4.1 Single biomarkers vs. biomarker patterns 
For clarity in this section, we will focus on the classical example of a biomarker 
associated with a disease. Intuitively, a biomarker should be a single molecule whose 
concentration is specifically modified by a disease. The example of Prostate Specific 
Antibody (PSA) for prostate cancer detection is a good illustration of this concept. 
However, being ill does not necessarily imply that your body will start to create new 
metabolites or new proteins. In most cases, the metabolism will only shift towards 
another regime that is in turn associated with symptoms. In the context of biomarker 
discovery, one can expect that a metabolic shift will affect a plethora of molecules 
simultaneously. Individually, the variation of molecule concentrations may seem small 
and hence irrelevant. However, studying changes in molecule patterns and 
relationships between these molecules [44] could be beneficial to detect biomarker 
patterns (biomarker profiles).   
Therefore, using multivariate approaches offered by many chemometric tools is often 
more relevant and more efficient than univariate filtering for single biomarkers in this 
process. Univariate methods focus solely on the mean and the variance of a single 
variable. Apart from using the mean, multivariate methods make use of covariances or 
correlations, which reflect the extent of the relationships among the variables. From 
that point of view, multivariate classification methods are more relevant tools to 
determine the significance of biomarker profiles (biomarker patterns).   
2.3.4.2 Chemometric rationale behind variable selection 
The main limitations of multivariate methods described in section 2.3.3 lie in the 
imbalance between a small number of samples (n) and an extremely large number of 
variables (p). This is called the ‘curse of dimensionality’ (n<<p, i.e. a low sample-to-
variable ratio). Most methods relying on a proper estimation of covariance matrices 
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suffer (or break down) in such situations. It is well-known that the covariance matrix is 
not invertible when n<p. From that statement, most people assume that the number 
of samples should at least equal the number of variables (n>=p) to estimate the inverse 
of the covariance matrix (as required in e.g. Linear Discriminant Analysis). However, 
this still does not guarantee an accurate estimation of the covariance matrix.  
Figure 2.4 illustrates this issue. Data were generated according to a multivariate normal 
distribution following a specific covariance structure: the identity matrix. This implies 
that the real eigenvalues of the covariance matrix are all equal to one. Three subsets 
are created using p = 10 variables and respectively n = 5, n = 50 and n = 500 samples. 
Each situation is repeated 100 times.  
Figure 2.4: Estimation of the eigenvalues of 
the covariance matrix of simulated data using 
A) 5 samples B) 50 samples and C) 500 
samples. In each case, the simulation is 
repeated 100 times using a 10-dimensional 
normal distribution with zero mean and 
identity covariance. The dotted line 
represents the population eigenvalues.  
 
 
In the first case, as expected, the estimation of the covariance matrix is incorrect and 
the first eigenvalues are largely overestimated. The last eigenvalues are 
underestimated, reaching a value of zero, demonstrating that the matrix is not 
invertible. That means that methods based on a covariance matrix estimated directly 
from original data as e.g. LDA and QDA cannot be used in the analysis of such a data 
A           B 
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set. The second case contains five times more samples than variables. The empirical 
covariance matrix is invertible, but the eigenvalues are still wrongly estimated. Only 
the third (n = 50p) case allows reasonable estimation of the true covariance structure. 
It is clear from this simulation that the number of variables needs to be reduced 
drastically to optimize statistical models. Numerous approaches have been proposed; 
our goal is not to review them exhaustively but to comment on the latest 
developments in variable selection methods. 
2.3.4.3 Variable selection methods 
Variable selection methods are usually categorized into three categories of algorithms: 
filters, wrappers and embedded methods [45].  
2.3.4.3.1 Filters 
Filter methods are the most straightforward approach to variable selection. Filters 
work independently of the model and use intrinsic properties of the data instead. 
Screening with univariate filter methods is simple to implement and fast to run. All 
variables can be ranked according to some statistical criterion (e.g. the p-value of a 
Student t-test or a Wilcoxon rank-sum test). Relief (and associated algorithms) is 
generally considered as a reference in the family of filters [46]. Relief is an approach 
based on the nearest-neighbor algorithm. For each sample, the closest sample of the 
same class (nearest hit) and the closest sample of the other class (nearest miss) are 
selected. The differences between the selected sample and the nearest hit and nearest 
miss are used to construct a weight for each variable. Iterating this procedure permits 
to rank variables according to their relevance to the classification problem. Variable 
selection may also be based on the constructed model, but variable selection is then 
applied uniquely as a post-processing step of the data. When PLS-DA is applied, 
Variable Importance in Projection (VIP) is the most famous and popular approach, but 
later developments proposed alternative routes such as Selectivity Ratio and 
significant Multivariate Correlation [47].  
2.3.4.3.2  Wrappers and embedded methods 
In contrast to filters, wrappers perform their selection based on the prediction 
accuracy of the model. Heuristics such as Genetic Algorithms [48] or Recursive Feature 
Elimination [49] have been demonstrated to be powerful in this context [50, 51]. 
Finally, embedded methods make direct use of the internal parameters of the 
classification/regression model. Recent years have seen the emergence of various 
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sparse methods which would fall into the category of embedded variable selection 
[52]. Sparse methods will be further discussed in section 2.4. 
2.3.4.3.3  Variable selection for nonlinear methods 
Most of the aforementioned variable selection approaches are available for linear 
classification methods such as PLS-DA and LDA. However, nonlinear methods have 
been gaining an edge in biomarker discovery and analytical chemistry thanks to their 
enhanced predictive ability as compared to linear methods. Unfortunately, nonlinear 
methods suffer from a great drawback: the results obtained via nonlinear methods are 
hardly interpretable. Therefore, the idea of sparsity has been recently adapted to SVM 
[53]. Random Forest is an exception to this rule thanks to its ability to evaluate variable 
importance [54]. Recently, progress has been made in the interpretation of results 
obtained using kernel methods by using artificially created pseudosamples [9]. These 
are samples that have a value for one specific variable [1… 𝑖] while all other variables 
are zero. A set of pseudosamples is constructed with different values for the specific 
variable and these are projected in the output of the model, being it SVM or another 
technique. The resulting pseudosample trajectory can subsequently be studied and 
provides information about the variable similar to a biplot that is often used in PCA.  
Heuristics such as Genetic Algorithms or Recursive Feature Elimination can also be used 
to identify important variables in non-linear models. However, the exact contribution 
of a variable to the model is still difficult to interpret in this way. 
2.3.4.4  Validation/evaluation of the selected variables (biomarkers) 
Evaluating or validating the selected variables is just as significant as their selection 
itself. Using another variable selection method will probably lead to a different set of 
selected variables. In this section, we discuss different approaches by which the 
selected set of variables can be evaluated, as well as the stability of the set 
composition. 
2.3.4.4.1 Statistical significance 
Establishing the significance of the found variable(s) (i.e. biomarker(s)) is of great 
importance. It is necessary to determine the odds that the selected variables are the 
result of the biological state or the result of coincidence (especially in high-dimensional 
data it is quite likely that some variables are related to the response by chance). 
Univariate methods, visualization approaches and multivariate methods exist to 
determine statistical significance. 
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2.3.4.4.1.1 Univariate methods 
The most common method to determine the significance of concentration changes in 
a possible biomarker is the p-value associated with classical statistical tests (e.g. Mann-
Whitney U test or ANOVA). It is determined by converting the results of a statistical 
hypothesis test, where the null hypothesis (no statistically relevant change in levels 
present) is tested against an alternative hypothesis (a statistically relevant change in 
levels is present). The p-value is computed using a reference statistical distribution 
table or a permutation test.  
When testing the significance of not one, but multiple biomarkers (biomarker pattern) 
using univariate tests, the ‘multiple testing problem’ arises [55]. This means that more 
false positives are expected to be found compared to a single, univariate test. Indeed, 
by definition, a single hypothesis test allows for some chance of a false positive (the 𝛼-
level). When performing multiple tests at the same 𝛼-level, the chance of finding at 
least one false positive among all tests increases.  
Moreover, correlations between the variables are not taken into account in a 
univariate way, while this correlation can be the main reason why a variable was 
selected. Especially in genome-wide association studies this is a critical problem [56]. 
This issue can be overcome by adjusting the 𝛼-level for each test such that the overall 
study will have an acceptable false discovery rate. The most classical adjustment is 
known as the Bonferroni correction, in which the 𝛼-level is simply divided by the 
number of tests 𝑘 (𝛼/𝑘). This corrected 𝛼-level is then used for each individual, 
univariate test. This is an example of a method that controls the family-wise error rate: 
the probability of making one or more false discoveries. Minimizing the family-wise 
error rate is often too strict for most multiple testing settings, especially for the large 
size of data sets generated in genomics and proteomics. A more liberal measure 
compared to the family-wise error is the false discovery rate (FDR), which is defined as 
the expected proportion of false discoveries. A discussion of multiple testing correction 
in mass spectrometry-based proteomics can be found in [57].  
Another commonly used measure of significance is the ‘fold change’. It should 
immediately be noted that this is not a statistical measure and, therefore, does not 
really represent statistical significance. No value is associated which shows the 
probability of a false positive or negative. It is defined as the ratio of the mean levels 
of a variable in two classes. This value is often used to create an arbitrary threshold 
value to determine the significance, e.g. a minimum of two-fold change. Despite the 
method’s popularity in genomics and proteomics, using fold change has a few 
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disadvantages [58]. Apart from the non-statistical nature of this measure, it is also very 
sensitive to noise, because the variance of the tested variable is not taken into account. 
2.3.4.4.1.2 Visualization approaches 
The volcano plot is an effective way to summarize both the p-value and fold change. 
An example of a volcano plot for the prostate data from [59] is presented in Figure 2.5. 
This is essentially a scatterplot of the negative, log10-transposed p-values against the 
log2 fold change. The threshold lines for both measures indicate that variables 
significant according to both measures lie in the upper left and right corners of the 
graph.  
 
Figure 2.5: Volcano plot of the publicly available prostate data from Best et al. [59] (via Matlab 
software, version 7.12, The MathWorks Inc., Natick, MA, USA) on gene expression values from treated 
and untreated prostate tumors. Each dot represents one gene. The red threshold lines indicate which 
genes are significant along each axis: log2 (fold change) and log10 (p-value). Genes in the upper left 
and upper right corners of the graph are significant for both log2 (fold change) and log10 (p-value) 
Another, more complete, way of visually highlighting variables of interest was 
proposed recently by Patty et al. [60]. They introduce a cloud plot, in which not only 
the p-value and fold change are taken into account, but also retention time, mass-to-
charge ratio and signal intensity. It is even possible to include information on database 
hits from METLIN, to evaluate how challenging metabolite identification will be. Cloud 
plots were designed specifically to facilitate interpretation and selection of variables, 
but they offer no concrete measure for variable significance. 
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2.3.4.4.1.3  Multivariate methods 
Determining statistical significance of a biomarker by univariate methods is different 
from significance provided by multivariate methods. The significance is then directly 
estimated from the predictive ability of the model, e.g. the number of correctly 
classified test samples as described in section 2.3.3. Another possibility is to use 
univariate significance tests on the outcome of a multivariate analysis i.e. ranks of 
variables compared with their ranks in permutation tests [61]. 
2.3.4.4.2 Stability of the selected variables 
Another important issue in biomarker discovery is the stability of a found biomarker 
pattern. Variable selection algorithms that focus only on classification performance 
often lead to unstable results i.e. different variables are selected in different cross-
validation sets [62]. The two other main causes for instability in variable selection are 
the possible existence of multiple sets of true markers, and the curse of dimensionality 
already discussed previously. The frequency of selection of a single variable can be 
tested and used as a measure of the selection stability.  
The stability can be evaluated with 1) different variable selection algorithms on the 
same data set or 2) the same algorithm on a modified version of the data. Different 
variable selection algorithms are often based on different concepts and may converge 
towards different variable selections [10]. Recently, the use of a single method on 
artificial variation of the data is gaining in popularity. Resampling techniques like 
jackknifing,  bootstrapping and permutation tests are commonly used for this task [62]. 
These methods are further described in section 2.4.2. As an example of how a robust 
variable selection method, significance test and validation can be combined, Smit et al. 
propose a strategy for biomarker discovery and validation by combining Principal 
Component Discriminant Analysis (PCDA), permutation tests, double cross-validation 
and variable selection with rank products [63].  
2.3.4.4.3 Statistical significance vs. clinical utility 
Shariat et al. warn that even a biomarker that is statistically significant, stable and 
validated properly can still lack clinical utility. They state that “any new biomarker 
needs to provide a benefit over standard criteria or at least improve their accuracy” 
[64]. Four aspects are considered beneficial: better, easier, faster and cheaper. Using 
robust variable selection methods combined with proper statistical significance testing 
and validation is one step towards better biomarker discovery, but it gives no 
guarantee that the found biomarker will lead to any repercussions in clinical practice. 
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2.4 Validation 
Chemometric methods are usually accompanied by appropriate validation procedures 
used to determine the parameters of a method e.g. the number of latent variables 
(internal validation) and the generalization of obtained models to new samples 
(external validation). A lot of work has been done by chemometricians on the subject 
of validation, focusing mainly on validation of supervised approaches. For sure, this is 
one of the benefits of the chemometric community. However, for exploratory analysis 
many aspects are still unclear and, therefore, this can be considered as a challenge. We 
will review the validation for both areas here. Different validation procedures can be 
used depending on the data analysis approach and the availability of additional 
information about e.g. class membership. 
2.4.1  Validation of exploratory approaches 
The primary focus of projection methods as PCA is to explore and visualize data 
structure, i.e. if any grouping of samples emerges. Internal validation approaches such 
as Wold’s cross-validation can be used in PCA to identify e.g. a suitable number of 
dimensions that best describes the systemic variation in the data [65]. Moreover, the 
quality of a PCA model can be always assessed by performance measures related to a 
goodness of fit e.g. the percentage of explained variance. 
In clustering methods such as HCA and k-means, validation may include assessing 
properties of clusters generated by the used method, e.g. if an interesting partitioning 
of the data was obtained with a selected number of clusters. If class membership of 
samples or objects is available, validation will focus on a comparison of partitions 
between clusters and classes and selecting the optimal number of clusters.  
External validation of results of exploratory methods (e.g. projecting of an unknown 
sample into PCA space) is not commonly used. Again, more research on validation—
especially external validation—of exploratory results should take place in the future. 
2.4.2. Validation of supervised approaches 
Supervised classification methods commonly employ cross-validation procedures to 
optimize model fitting (internal validation) and to analyze the predictive classification 
capabilities on unknown samples (external validation). These include different 
resampling approaches such as a single evaluation set, leave-one-out, leave-more-out, 
single and double cross-validation, bootstrapping and permutation tests. Due to the 
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increase of computer power and speed, extended cross-validation approaches are 
more and more in use, even for complex high-dimensional data (Figure 2.3). 
Performance parameters assessed during internal and external validation are related 
to the presence of the errors in the results (samples assigned to the wrong classes). 
The assigned class of each sample is compared with the true class membership and 
classified either as a True Positive (TP), a True Negative (TN), a False Positive (FP) or a 
False Negative (FN). The total number of TP, TN, FP and FN is stored in a confusion 
matrix. A confusion matrix is a square matrix with dimensions G x G, where G is the 
number of classes. Correctly assigned samples are represented by diagonal elements 
while the off-diagonal elements represent wrongly classified samples. Most 
performance parameters can be derived from the confusion matrix. The most popular 
parameters include the number of misclassified samples (NMC), overall accuracy (OA), 
the classification accuracy value (ACC), the area under the ROC curve (AUROC), Cohen’s 
kappa (KAPPA), sensitivity, specificity and class precision [32, 37]. They are shortly 
presented in Table 2.3. AUROC, sensitivity and specificity are only used for binary 
classification problems. For multiclass classification problems, one often uses an 
average per-class effectiveness known as “recall” or averages of class precisions. In 
cases where it is preferable to correctly classify samples from one class over the other 
class(es), a different weight can be assigned to each kind of error by defining a penalty 
matrix and using the misclassification risk as performance parameter. Several 
comparisons to select the best classification performance measure are available and 
they all relate to the goal of qualitative analysis [6, 37]. Unfortunately, parameters such 
as Q2, discriminant Q2 (DQ2) and R2 are transferred from regression methods, and as 
such are not related to a confusion matrix [6]. They are however still included in the 
assessment of classification models and included in standard data analysis packages. 
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Table 2.3: Popular performance measures used in the validation of classification 
methods 
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2.5 Open challenges with possible solutions in qualitative analysis 
from a chemometric point of view 
Nowadays, due to the progress in the development of analytical technologies, it is 
common to observe high-dimensional data (i.e. the number of measured variables 𝑝 is 
large), mass of data (i.e. the number of samples n is large) or even data streams (i.e. 
the samples arrive over the time and 𝑛 approaches infinity) [66]. Because of the 
complex nature of these data, the requirements for chemometric methods have also 
increased. Several approaches or extensions to already existing tools have been 
introduced in the last decade to efficiently analyze high-dimensional data. These tools 
focus on the following challenges:  
 dealing with a small sample-to-variable ratio 
 dealing with noisy data  
 dealing with data outliers 
 including nonlinear relationships  
 dealing with missing data 
 
Within chemometrics, work has been done and is going on in these areas, but there is 
still much more to be done. 
2.5.1  Dealing with a small sample-to-variable ratio  
Qualitative analysis was faced very early with the curse of dimensionality (i.e. small 
sample-to-variable ratio). Spectral analysis and metabolomic approaches including 
NMR and LC-MS measurements result in data sets with hundreds or thousands of 
variables. Most of the variables present in such datasets are irrelevant to the 
qualitative goal. Some variables are highly collinear due to the characteristics of the 
analytical method (e.g. sequential wavelengths) or the studied phenomena (e.g. 
metabolites from the same metabolic network). Most of the well-known chemometric 
tools suffer from the curse of dimensionality, which is mainly because these tools are 
over-fitting in the high-dimensional space. An explanation and illustration of the curse 
of dimensionality in relation to variable selection has been already given in section 
2.3.4.1. 
Regularization is a technique that is used and embedded in many chemometric 
methods to solve ill-posed inverse problems caused by the curse of dimensionality. In 
general, regularization can be regarded as the introduction of a penalty term to the 
objective function of the method, which results in a better numerical stability of the 
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obtained models. The regularization employed in Ridge Regression, LASSO or Elastic 
Net downweights the less relevant variables according to one (resp. two) penalty 
parameters corresponding to the L1 and L2 norms [54]. Recently, the use of penalties 
has been extended to many chemometric methods as sparse-PCA, regularized-PP, 
sparse-PLS-DA and regularized discriminant analysis [52]. The main idea of these 
methods is to reduce the influence of irrelevant variables in classification. For example, 
in the context of discriminant analysis, often only a few variables are relevant for 
discriminating between groups. The discriminative power of the method would be 
weakened if irrelevant variables would enter the discrimination rule. Sparse methods 
are significantly shrinking the contribution of such variables or even setting the 
contribution of irrelevant variables to zero (variable selection), and thus this undesired 
effect is avoided. Other solutions to select relevant variables over irrelevant variables 
are given in section 2.3.4. 
2.5.2  Dealing with noisy data 
Noisy data is a common problem of analytical chemistry measurements. The presence 
of heteroscedastic noise and correlations in measurement errors in the dataset may 
lead to incorrect projection of samples into the low-dimensional space, suboptimal 
estimation of the low-dimensional space or obstruction of the separation of classes.  
 
Methods such as probabilistic PCA (PPCA) and maximum likelihood PCA (MLPCA) have 
been proposed and are recently applied in the analysis of noisy analytical data [67, 68]. 
They both distinguish measurement error variance from chemical variance, but the 
results depend on how the measurement error variance is defined.  
2.5.3  Dealing with outliers 
Outliers are samples that appear to break the pattern or grouping shown by the 
majority of the samples. The reasons for outliers are various, for example, instrument 
failure, non-representative sampling and data pre-processing errors. Most 
conventional classification methods are sensitive to outliers due to the fact that they 
are based on least squares or similar criteria where even one outlier can have an 
arbitrarily large effect on the estimate and deteriorate the model.  
The aim of any robust method is to reduce or remove the effect of outlying data points 
and allow the remainder to determine the results predominantly. There are several 
robust extensions of classical methods available including different types of robust-
PCA and robust-PLS. Recent applications include quality control of natural and drug 
products by analysis of analytical markers from LC-MS data [69]. 
                              Chemometrics vs. qualitative analysis: a vibrant relationship 
47 
2.5.4  Including nonlinear relationships 
Nonlinear problems are common in analytical chemical data. They can be related to 
both nonlinear relationships (e.g. in spectroscopic data, where intensity at a specific 
wavelength is non-linearly depending on the intensity of other wavelengths) and to 
nonlinear classification problems (e.g. the nonlinear relationship between descriptive 
data and class membership, manifesting itself in non-normal class shapes in 
multidimensional space).  
Nonlinear classification problems can be modeled not only with the aforementioned 
methods such as SOM, ANN and SVM, but also with nonlinear extensions of methods 
originally suited only for linear relationships e.g. kernel-PCA, kernel-PLS-DA, distance-
PLS-DA or the recently proposed locally-weighted PLS-DA methods [70]. The main 
assumption of the locally-weighted PLS-DA method is that only the data collected on 
the nlocal training samples which are closest to the sample to be predicted are used to 
build the classification model. 
2.5.5 Dealing with missing data 
Most classification methods assume complete data. However, in many analytical 
chemistry experiments, the values of variables cannot be determined in some samples 
due to e.g. sample collection, preparation or instrumental errors.  
The simplest approach (i.e. excluding incomplete samples and/or variables) can lead to 
significant information loss. Other currently considered approaches include numerous 
missing value imputations such as (predictive) value imputation and distribution-based 
imputation. However, not much work is done yet on comparing their performance on 
analytical chemistry datasets [71].  
Two comprehensive general classes of imputation methods exist: single imputation (SI) 
and multiple imputation (MI). The former yields one value per missing data point 
whereas the latter offers several imputations per missing data point (from which an 
average can be calculated). Methods such as PCA, expectation-maximization (EM), 
regularized-EM and MI can be applied separately before data analysis (e.g. 
classification) or as an integral part of the chemometric method, such as in robust PCA 
with integrated EM [72] or PARAFAC with EM [73]. 
2.6  Conclusions 
We hope that after reading this paper, the reader is convinced that chemometric 
analysis is an essential step in qualitative analysis. Thanks to chemometrics, 
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quantitative data can be modeled towards a qualitative goal of the analysis in many 
different areas of analytical chemistry.  
Several approaches to include quantitative data in qualitative analysis such as sample 
classification and biomarker selection are known to the analytical chemistry 
community. Nevertheless, there is still an increasing request for new methods and 
approaches able to deal with high-dimensional data from analytical measurements. 
Chemometric method development combined with expanding applications of 
qualitative analysis will allow sustaining the vibrant relationship between 
chemometrics and qualitative analysis in the future. 
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3 
Changes in urine headspace composition as an 
effect of strenuous walking  
The present investigation uses proton transfer reaction mass spectrometry (PTR-MS) 
combined with multivariate and univariate statistical analyses to study potential 
biomarkers for altered metabolism in urine due to strenuous walking.  
Urine samples, in concurrence with breath and blood samples, were taken from 51 
participants (23 controls, 11 type-1 diabetes, 17 type-2 diabetes) during the Dutch 
endurance walking event, the International Four Days Marches.  
Multivariate analysis allowed for discrimination of before and after exercise for all 
three groups (control, type-1 and type-2 diabetes) and on three out of four days. The 
analysis highlighted 12 molecular ions contributing to this discrimination. Of these, 
acetic acid in urine is identified as a significant marker for exercise effects induced by 
walking; an increase is observed as an effect of walking.  
Analysis of acetone concentration with univariate tools resulted in different 
information when compared to breath as a function of exercise, revealing an 
interesting effect of time over the four days. In breath, acetone provides an immediate 
snapshot of metabolism, whereas urinary acetone will result from longer term 
diffusion processes, providing a time averaged view of metabolism. The potential to 
use PTR-MS measurements of urine to monitor exercise effects is exhibited, and may 
be utilized to monitor subjects in mass participation exercise events.  
 
 
 
 
Samudrala, D.; Geurts, B.P.; Brown, P.A.; Szymańska, E.; Mandon, J.; Jansen, J.J; 
Buydens, L.M.C.; Harren, F.J.; Cristescu, S.M.  
Metabolomics 2015, 11, 1656-1666.  
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3.1 Introduction 
Due to a persistent absence of phenotypic symptoms during progression, many chronic 
diseases like diabetes can remain undiagnosed during the early stages of development. 
Even after diagnosis, the suitability and effectiveness of medication or lifestyle 
interventions (diet, exercise etc.) are difficult to interpret, yet critically important for 
managing the treatment of a chronic disease. Personal Omics Profiling (POP) aims to 
tackle these challenges by scanning individuals in detail to identify the genetic basis for 
disease risk or treatment efficacy, and using this knowledge to enable daily monitoring 
with post-genomic technology [1, 2]. Large-scale implementation of this approach 
would however put a disproportionate burden on healthcare resources, as this 
requires extensive use of highly advanced technology. Likewise, this would require 
considerable effort of the healthy examinee, as he/she would need to regularly visit 
the appropriate medical infrastructure for a relatively invasive procedure; typically the 
provision of blood samples. Although highly sensitive to detect and monitor a broad 
range of potential diseases, in its current state POP is too impractical to be viably 
implemented. 
A truly feasible implementation would be to collect samples in locations where many 
members of the target group are voluntarily present. Several samples (breath, urine) 
can then be obtained considerably less-invasively, without requirement for specifically 
trained personnel. However, metabolomics technology is put to the challenge for such 
scenarios, as the sheer number of samples generated on such highly populated 
locations requires rapid analysis and the diluted state of specifically volatile samples 
requires highly sensitive analysis platforms.  
The volatile organic compounds (VOCs) emitted from the skin [3], exhaled in breath [4-
6] or present in urine [7, 8] have been well characterized in healthy people in the 
literature [9]. Changes in the concentration of specific VOCs can indicate particular 
diseases [10] and changes in metabolic state, such as nitric oxide in airway 
inflammation [11] or acetone for diabetes [12], and as such they are considered 
biomarkers [13]. Proton transfer reaction mass spectrometry (PTR-MS) [14, 15] is a 
popular, highly sensitive, on-line tool used to measure concentrations of excreted 
metabolites, particularly in breath [5, 16] but also urine [17]. The technique allows 
rapid analysis of VOCs, due to its online capability.  Accurate measurements of VOC 
concentrations are possible in seconds. The present study aims to use PTR-MS coupled 
with multivariate and univariate statistical techniques to investigate potential 
biomarkers for exercise altered metabolism in urine. In a previous publication, breath 
acetone, which was measured with proton transfer reaction ion trap mass 
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spectrometry (PIT-MS), correlated positively with both non-esterified fatty acids 
(NEFA) and beta-hydroxybutyrate (BOHB) (markers in blood for fatty acid metabolism), 
providing real-time information on fat burning [18]. We now examine the relation 
between urine acetone and breath acetone and evaluate the VOCs in urine as possible 
biomarkers for the effect of four days strenuous walking, as well as their interplay with 
medicated type 1 and type 2 diabetes mellitus.   
3.2 Materials and methods 
3.2.1  Subjects 
All subjects participated in the International Four Days Marches, July 2012, an annual 
walking event in Nijmegen, the Netherlands, organized by the Dutch Walking 
Organization (KNBLO-NL). In total 51 participants gave urine samples. Among them 23 
were control (CT), 11 type –1 diabetes mellitus (T1DM) and 17 type –2 diabetes 
mellitus (T2DM). Participants included 28 males and 23 females with an age range of 
25-85 years. Depending on their age and gender, participants walked 30, 40 or 50 km 
per day. The details of the subjects who participated in this study are shown elsewhere 
[18]. This study was approved by the Medical Ethical Committee of the Radboud 
University Nijmegen Medical Centre. Informed consent was obtained from all 
individual participants included in the study, and the study was conducted in 
accordance with the Declaration of Helsinki. 
3.2.2  Urine samples 
Urine samples were collected twice a day for four consecutive days from each subject, 
once in the morning, prior to walking (between 3:30am and 8:30am) and another at 
the end of the walk (between 10:30am and 17:30pm).  
After collection, the samples were transported via a cooler (~6 °C) to a storage freezer 
of temperature -80 °C. Samples were without any centrifuge separation and without 
any anti-bacterial additives. The samples were later defrosted, separated into two vials 
and refrozen. One vial was used for VOCs analysis with PTR-MS and the other was used 
for creatinine measurements. Creatinine was measured via an enzymatic method using 
an ARCHITECT clinical chemistry analyzer (Abbott Laboratories, Abbott Park, Illinois, 
USA).  
3.2.3  VOCs analysis from urine headspace 
Urine measurements were performed with an in-house built Proton Transfer Reaction 
Mass Spectrometer (PTR-MS). A detailed description of this instrument has been given 
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elsewhere [19] and the instrument bears a strong similarity to commercially available 
devices [14]. Here, we give only a brief introduction to the technique. Proton transfer 
reaction is a soft ionization method in which VOCs with molecular mass (M) are ionized 
by the transfer of a proton from a hydronium ion (H3O+), and are detected at mass M+1 
using a quadrupole mass spectrometer. Signal intensity of the hydronium ion and the 
protonated water cluster (m/z 19 and m/z 37) are typically measured for 
normalization. Apart from them, 38 other ions were measured, including acetone (m/z 
59); the dwell time for each ion was 0.2 sec.  
Samples to be measured by PTR-MS were removed from the freezer the night before 
the measurements to defrost at room temperature (~20 °C). The following day the 
instrument was calibrated and samples prepared and measured. 10 ml of urine was 
transferred from the vial to a glass cuvette with a 40 ml available volume. The closing 
lid of the glass cuvette was sealed in place with a metal fastening clip and an O-ring, 
with one gas inlet and one gas outlet port to allow sampling. A constant flow of 2 l/h 
of air was passing through the cuvette to flush the head space.  The outlet for this flow 
was side sampled by the PTR-MS at 1.5 l/h. For the duration of the measurement the 
samples remained at room temperature. The intensity of the VOC signal was observed 
to decrease with time, due to the continuous flushing of the headspace. Therefore, to 
prevent the concentration declining, the headspace was flushed and measured for 4 
minutes only for each sample. Beyond this time the headspace concentration drop 
becomes unacceptable (more than 18% drop).  Three samples were measured 
sequentially using an automatic valve system [20] to switch between each cuvette. An 
example of this measurement is shown in Supplementary Figure 3.1, with a repetitious 
measurement for method validation. The product ion intensities, measured in counts 
per seconds (cps) were normalized to reagent ion signal, which gave intensities in 
normalized counts per second (ncps). These were further normalized to creatinine 
concentrations (mmol) to give final units of ncps.mmol-1.  This allowed the detected 
signals to be normalized with respect to the level of biological dilution present in the 
sample [21]. For the duration of analysis, the transfer lines from the valves to the PTR-
MS were heated up to 55oC to prevent condensation. 
The consistency of the analysis was checked by calibrating each day, before the start 
of the experiment with a standard gas mixture consisting of methanol (m/z 33), 
acetaldehyde (m/z 45), acetone (m/z 59), isoprene (m/z 69), benzene (m/z 79), toluene 
(m/z 93), o-xylene (m/z 107) and alpha-pinene (m/z 137), each in 1000 ppbv ±5 % (ppbv 
= part per billion volume) in a nitrogen dilution gas (Linde, Dieren, the Netherlands). 
The calibration was performed using different concentrations, from 35 ppbv to 
1000 ppbv obtained by dilution of the standard mixture with nitrogen gas.  
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3.2.4  Statistical analysis 
The data was first analyzed using a multivariate technique allowing the significance of 
all ions to be assessed. Univariate analysis was then repeated for those ions of highest 
significance to the multivariate model. Finally, the m/z 59 product ion of acetone was 
analyzed univariately for comparison with breath. The methods of univariate and 
multivariate analysis used in this analysis are explained below.      
3.2.5  Multivariate analysis  
Analysis with Multilevel Partial Least Squares Discriminate Analysis (M-PLS-DA) [22, 23] 
was carried out to study the effects of exercise from a multivariate perspective. 
Variation in the data contains an inter-individual part and an intra-individual part. The 
inter-individual subject variation describes the difference between the subjects, which 
is unrelated to the effect of exercise. In this study each subject participated both before 
and after exercise (and therefore serves as his/her own control), allowing for an intra-
subject evaluation of the effect of exercise. In order to study the effect of exercise on 
the different groups, a separate M-PLS-DA model was built for each of the three groups 
(T1DM, T2DM and CT). The data were auto-scaled before analysis by M-PLS-DA. To 
evaluate the exercise effect on the different days, separate M-PLS-DA models were 
built for each of the days, taking all the groups together. The models aim to 
discriminate between before and after walking, and allow for identification of those 
ions that are important for this classification. Thirty three ion signals in the range of 
m/z 33 to m/z 117 were chosen for this analysis from the forty that were measured. 
Five ions were discarded because their count rate fell consistently below the detection 
limit of the instrument.  
As a measure of model performance, the Area Under the Receiver Operator Curve 
(AUROC) was calculated. The AUROC represents a ratio between the number of true 
positives and the number of false positives in the classification, where an AUROC of 1 
represents perfect classification [24]. All M-PLS-DA models included double cross 
validation [22, 25, 26]. The optimal number of latent variables was chosen with a four-
fold single cross validation. A subsequent five-fold double cross validation was used to 
assess the model performance on a test set. The statistical significance of the model 
performance was assessed by a subsequent permutation analysis with 1000 
realizations. To evaluate which ions played an important role in this classification, the 
rank products of the variables in the model are used. All variables were ranked 
according to their PLS regression coefficients. The variables with the lowest rank 
products are the ones with the largest discriminative capability. The significance of the 
ranks was assessed by comparing the variable ranks of the model to those in the 1000 
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permutation tests, and a p-value was assigned accordingly. Results are represented in 
a radar plot, where each variable is presented on one of the radial axes [27]. Against 
each axis, the value 1-p is plotted, such that tests with lower p-values are positioned 
toward the outside of the radar field, and higher p-values are positioned toward the 
middle of the graph.  
3.2.6  Univariate analysis 
The normality of the data distribution was evaluated using a Lillefors test. All the ion 
signals measured from the urine headspace were found to have a non-normal 
distribution, such that non-parametric tests were used for all subsequent analyses. A 
Wilcoxon signed rank test was used to determine the effect of exercise on each 
individual mass. To evaluate the effect of time - the change of concentration over the 
four days – the Friedman test was used because of its ability to handle multiple 
attempts. Both the Wilcoxon signed-rank test and the Friedman test are ‘paired’ tests, 
comparing data from the same subject over different settings. Associations between 
the intensity of two ion species were evaluated using Spearman correlations. Any p-
values < 0.05 were considered significant and p < 0.1 were considered trend to be 
significant. All statistical analyses were performed in MATLAB (version 2014a, The 
Mathworks, Natick, Massachusetts, USA). Boxplots were made in Origin (version 9.0, 
Origin lab, Northampton, Massachusetts, USA). 
3.3  Results 
First, the effect of exercise on the detected VOCs is shown and studied as a whole using 
multivariate analysis. After that, possible identification and univariate analysis of 
significant ions is evidenced. Finally, the effect of exercise on headspace acetone is 
evaluated by univariate analysis.  
3.3.1  Multivariate analysis of the full data-set  
Multivariate analysis was used to study the effect of exercise on detected ions and 
consequently emitted compounds from the urine headspace. A different classification 
model to extract the effect of exercise was made for each of the three groups, and the 
model performances are shown in Table 3.1 (a).  
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Table 3.1: The ability of the models used to distinguish between before and after 
exercise is shown separately for (a) each group, for all four days together, and for (b) 
each day, for all three groups together. 
 
a) Model Performance per group  b) Model Performance per day 
Group AUROC p-value  Day AUROC p-value 
CT 0.87 <0.001  1 0.63 0.012 
T1DM 0.70 0.004  2 0.64 0.066 
T2DM 0.81 <0.001  3 0.90 <0.001 
  4 0.94 <0.001 
 
In all three groups, M-PLS-DA is able to extract a higher significant exercise effect than 
classification of a randomly permuted dataset. The highest model performance is 
achieved for the CT group, followed by T2DM, as can be seen by comparing the AUROC 
in Table 3.1 (a). The contribution of each mass (m/z value) to the classification model 
is represented in a radar plot in Figure 3.1. All three groups are represented in the same 
figure, allowing direct comparison of the variable’s importance to each of the models 
generated from a particular group. The outermost, bold black circle of the graph 
indicates the 5% significance level. Values on and outside of this circle are considered 
significant. The circle drawn with a thinner line indicates the 10% significance level. 
Ions near to the circumferences of these two circles are of particular importance.  
Considering the 33 ions involved in this analysis, three ions: m/z 61, m/z 62 and m/z 79 
showed significant contributions in discriminating the effect of exercise for all groups. 
In addition to these ions, m/z 43 is contributing for CT and T1DM groups, m/z 73 only 
for T1DM and m/z 83 for T2DM. This indicates that these ions are strongly involved in 
forming a multivariate model to discriminate the effect of exercise in the three groups 
of subjects.  
To evaluate the effect of exercise over the course of the four days, M-PLS-DA was used 
to classify between before and after exercise on each of the days. Four different 
models were made, and their performances are shown in Table 3.1 (b). 
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Figure 3.1: Radar plot per group showing the variable (m/z) contribution to the M-PLS-DA model 
classifying between before and after exercise.  
 
Discrimination of before and after exercise was significantly relevant for all days, 
except for day 2. The ability to discriminate was greatest for day 4, followed by day 3. 
This shows that the perceived metabolic effect of exercise increases from day to day, 
and is especially high on the last two days of the marches. The significance of the 
variable contribution is shown in a radar plot in Figure 3.2.   
 
The ions at m/z 61, 62 and 79 are contributing significantly to the discriminative model 
on all four days.  Other ions exhibit significance on some but not all days and these are 
summarized in Table 3.2. The possible compounds/fragments for these ions measured 
in urine headspace are shown also in Table 3.2 with reference to the previously 
reported urine analysis and PTR-MS ion identification techniques.  
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Figure 3.2: Radar plot per day showing the variable (m/z) contribution to the M-PLS-DA model 
classifying between before and after exercise.  
 
The signals at m/z 61, 62 and 79 were consistently significant in both multivariate 
analyses. The signal observed at m/z 61 showed a correlation with m/z 62 (data not 
shown), relating to its 13C (1.1%) carbon isotope with a slope value of 2.6%; which is 
close to the theoretically predicted 2.3% for a two carbon ion. This strongly suggests 
that m/z 62 is due to the 13C isotope of m/z 61 and that m/z 61 contains two carbon 
atoms. The ion signal observed at m/z 79, was found to have a significant contribution 
for prolonged exercise. The signal of m/z 79 was higher after exercise than before on 
day 2, 3 and 4. The correlation between m/z 61 and m/z 79 is R2=0.88. Therefore, m/z 
79 may be the single hydrate cluster of m/z 61 (61+18=79). These correlations, along 
with knowledge of PTR-MS product ion identification imply that m/z 61, m/z 62 and 
m/z 79 are from the same compound. We propose that they are all product ions of 
acetic acid, an identification that we base on putative annotation, (level 2) as described 
by Sumner et al. [28]. Using this identification, no additional information is provided 
by treating these ions separately. Therefore, univariate analysis of acetic acid is shown 
from here on by univariate analysis of the ion at m/z 61 and the effect of exercise on 
this ion is verified.    
Radarplot per day (all groups)
0.25 0.5 0.75 1
m/z 33
39
41
42
43
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Table 3.2: Ions from the headspace of urine measurements that showed significant 
contribution in discriminating the effect of the exercise during the four days walking 
program. Possible identification of these ions in correspondence with the related 
literature and by some additional identification methods. 
 
m/z Possible protonated 
- monomer (M)  
 - fragment (F)  
- cluster (C)  
- isotope (I) 
Effect of 
exercise on 
each group 
(Figure 3.2)  
CT / T1DM / 
T2DM 
Effect of exercise 
on each day 
(Figure 3.3) 
 Day1 / Day2 / Day3 
/ Day4 
Inter -
comparison 
with previous 
related NMR 
and MS studies 
Volatile 
compound 
identification1 
43 Acetic acid; CAS: 64-
19-7 (F) 
CT, T1DM Day3, Day4 Enea et al. [29]  NIST-MS*; FCA  
55 Water cluster (C) 
Hexanoic acid; CAS: 
142-62-1 (F) 
Phenol; CAS: 108-95-2 
(F) 
 Day1 Brown et al. 
[30] Huang et 
al. [7] Troccaz et 
al. [31] 
NIST-MS* 
61, 62, 79 Acetic acid (M, I, C) CT, T1DM, 
T2DM 
Day1, Day2,  
Day3, Day4 
Enea et al. [29] ICA; CCA 
73 Succinic acid; CAS: 
110-15-6 (F) 
Hexanoic acid (F) 
T1DM  Deja et al. [32] 
Huang et al. [7] 
NIST-MS*; CID 
75 Methional; CAS: 3268-
49-3 (F) 
 Day4 Troccaz et al. 
[31] 
NIST-MS* 
83 Hexanoic acid (F) T2DM  Huang et al. [7] NIST-MS*; CID 
85 3- hydroxy butyric 
acid; CAS: 300-85-6 (F) 
Succinic acid (F) 
 Day1 Deja et al. [32] NIST-MS* 
87 3- hydroxy butyric acid 
(F) Hexanoic acid (F) 
 Day3 Deja et al. [32]; 
Huang et al. [7] 
NIST-MS*; CID 
95 Dimethyl disulfide; 
CAS: 624-92-0 (M) 
 Day1 Troccaz et al. 
[31] 
NIST-MS* 
117 Hexanoic acid (M)  Day2 Huang et al. [7]  NIST-MS*; CID 
1 NIST-MS, Identification by comparison with NIST mass spectrum [33]; ICA, identification by Isotopic 
Correlation Analysis; CCA, Cluster Correlation Analysis, using clusters formed due to the reaction with 
water; FCA, fragment correlation analysis, correlation between potential fragment and monomer 
ions; CID, suggested fragments from experiments performed by Ion trap mass spectrometer with the 
pure compound. 
Star (*) represents that the ion is tentatively identified 
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3.3.2  Univariate analysis of acetic acid  
The multivariate analysis showed that acetic acid significantly contributed to the 
models and allowed for the effect of prolonged exercise to be discriminated. 
Therefore, this ion was analyzed by univariate analysis. In Figure 3.3, box plots are 
shown for acetic acid for all the four days, including all subjects. There is a significant 
effect due to exercise on acetic acid for all days; with p-values, 0.03 on day 1 and < 
0.001 for days 2 to 4. Both univariate and multivariate analysis highlighted the 
significance of this ion with respect to an effect of exercise, therefore it is confirmed 
that this ion is a possible marker for the effect of exercise in urine headspace. 
 
Figure 3.3: Urine headspace m/z 61 concentrations measured before and after exercise over four 
consecutive days for all participants. Data are displayed as box plots showing the median, interquartile 
ranges (25%, 75%); whiskers indicate the 10–90% values.* indicates p<0.05 
 
Apart from these ions, other ions were putatively annotated (level 2) [28] based on 
previous identification in similar studies shown in Table 3.2; measured urine VOCs as 
an effect of exercise [29] or diabetic markers [32] or markers for other disorders [7, 
31].  
In addition to the acetic acid signal, significant ions are observed that may be product 
ions of hexanoic acid. However the signal of either product ion or fragment ions didn’t 
appear on each day in every group. This could be due to other ionic species being 
present at the same m/z values. 
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3.3.3  Univariate analysis of acetone (m/z 59)  
Wang [34] reported finding an equilibration between urine acetone and breath 
acetone in two subjects, implying a correlative relationship. In the present study, 
breath concentrations and urinary headspace concentrations of acetone were checked 
for correlation, but no correlation was observed. A strong correlation for acetone 
concentration in urinary headspace with exercise was reported by Orhan [35]. Acetone 
is obviously detected using PTR-MS, with a product ion observed at m/z 59. In the left 
panel of Figure 3.4, the effect of exercise is shown on all participants with respect to 
the variation of acetone levels before and after exercise for the four consecutive days.  
For day 1 and day 2 there is no significant effect of exercise on measured headspace 
acetone (p= 0.46; p=0.33). However, on the last two days, day 3 and day 4 the effect 
due to prolonged exercise is significant, with p-values 0.049 and <0.001 respectively. 
The effect of exercise on CT subjects is significant (p<0.001), but not on T1DM and 
T2DM subjects (Figure 3.4, right panel). In contrast to our previous experiments with 
breath acetone [18]; there is a significant, exercise effect on acetone concentration in 
urine headspace when judged as a function of time.   
 
Figure 3.4: Univariate analysis of acetone:  Left panel: Urine headspace acetone concentrations 
measured before and after the walk over four consecutive days for all participants. Right panel:  
Headspace acetone concentrations measured before and after the walk in CT, T1DM, and T2DM for 
four days. Data are displayed as box plots showing the median, interquartile ranges (25%, 75%); 
whiskers indicate the 10–90% values.* indicates p<0.05 
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3.4  Discussion 
Multivariate analysis revealed which measured ion signals contributed significantly to 
discriminating the effect of exercise. These results are validated using cross-validation 
and permutation testing, confirming the validity of the analysis for this data. The low 
number of samples is not optimal, and the results of the multivariate analysis should 
be confirmed in a larger cohort. These ion signals are shown in Table 3.2 with putative 
annotations. In PTR-MS, identification of ions is difficult and there is no library for the 
compound identification. However, tentative identification can be made depending on 
an ion’s fragmentation pattern and/or using isotopic ratios [36] or comparing with the 
NIST mass spectrum [33].  
Acetate is a product of fatty acid metabolism. It can either convert into acetyl-CoA and 
participate in the Krebs cycle to produce energy, or with two molecules of acetate it 
can form acetoacetate which further converts into acetone due to decarboxylation 
[37]. Xu et al. [38] have recently raised the level of interest in acetate in relation to 
training by showing its importance in the mammalian stress-response to hypoxia. In 
addition, Fushimi et al. [39, 40] have shown that increased dietary acetic acid can 
stimulate glycogenesis, leading to increased glycogen recovery in skeletal muscles. 
Going on to conclude that increased dietary intake of acetic acid may be beneficial in 
glycogen recovery post-exercise.  
In this study, evidence is presented that acetate in urine may be used to monitor the 
effect of subsequent days intense walking. Using breath analysis, of the same subjects, 
acetone was observed as a direct reflection of burning fat as an effect of walking [18]. 
In univariate analysis, it is clearly evidenced that for each of the four days of exercise, 
acetate levels in urine are raised by the exercise, similar to the acetone behavior in 
breath analysis of the same cohort.  
Two other ions, m/z 43 and m/z 79 could be the fragment and monohydrate cluster of 
acetic acid, drawing on evidence from the NIST chemistry web book and correlation 
analysis. As mentioned earlier, ketone bodies can be detected in urine samples. One of 
the ketone bodies that has been shown by Samudrala et al., [18] to have a correlation 
with breath acetone is BOHB.  In the present study, m/z 83 and m/z 87 showed 
contribution to the model on day 1 and day 3, respectively. These could be ion 
fragments of protonated BOHB in comparison with NIST mass spectrum. Previous 
studies also showed the occurrence of this compound in the urine of diabetic subjects 
[32] and due to physical exercise [29]. Since these two ions are tentatively identified in 
this study, there is a possibility that several other compounds can have the same ion 
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as a fragment. However, the ratio of these fragment ions will vary depending on the 
parent ion. Protonated hexanoic acid (m/z 117) has a major fragment ion at m/z 87. 
There are also minor fragment ion peaks at m/z 73, m/z 83 and m/z 55. Though these 
ions were highlighted on different days in different groups of people there could be a 
possibility that the origin of these ions is from the same parent molecule, hexanoic 
acid. Interference from other ions at the same mass may be confusing the analysis of 
hexanoic acid, for example when considering an ion at m/z 55 in PTR-MS studies, the 
H3O+.2H2O water cluster is a habitual concern [30]. 
Hexanoic acid is a medium chain fatty acid linked to fatty acid metabolism. Hexanoate 
has been observed in elevated levels in blood plasma of humans with T1DM, and rats 
with T1DM and T2DM under oxidative stress as a result of lipid peroxidation [41]. This 
elevation in blood plasma could explain why the product ions at m/z 73 and 83, 
tentatively attributed to hexanoic acid, contribute significantly to the M-PLS-DA model 
shown in Figure 3.1 only for T1DM and T2DM, respectively.  
Huang et al. [7] found that hexanoic acid is an important biomarker for the 
discrimination between patients with gastro esophageal cancer measured from urine 
headspace, along with another marker, acetic acid. Acetate and hexanoate are both 
transported through the cellular membrane by monocarboxylate transporter (MCT) 
proteins. These proteins have been shown to be altered by endurance training, and 
were studied with relation to possible up-regulation of the MCT-1 protein leading to 
improved clearance of lactate [42]. An increase in clearance rates for hexanoate and 
acetate would make a plausible explanation for the increase in acetic and hexanoic 
acids seen in urine. That a link exists between acetate, hexanoate and lactate is also of 
note because lactic acid is a commonly used marker for muscular activity [43]. A 
correlation was looked for between hexanoic acid and acetic acid in this study, 
however no such correlation was found.  
Urine is an odorous biological liquid. Therefore, the presence of odor compounds like 
sulfides are possible, due to the presence of different bacteria. A recent study by 
Troccaz et al. [31] showed that dimethyl sulfide, trimethylamine, dimethyl disulfide, 
methional, and some phenols are responsible for this odor due to several bacterial 
interactions. However, the presence of these bacteria may vary from person to person, 
due to the changes in body conditions and the amount of by-products the body is 
producing for excretion. This is the reason that methional and dimethyl disulphide are 
mentioned in Table 3.3 as possible compounds.  
Urine analysis is a non-invasive method for investigating integrated responses after 
application of stress/exercise on humans [29]. However, only a few studies have 
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reported the impact of physical exercise on urinary headspace VOCs [29, 35, 44], while 
others report the effects of physical characters such as gender, age, and diurnal 
variation [45]. A recent study on urinary headspace by Enea et al. showed that 
metabolomics is a promising tool to gain insights into changes induced by short term, 
intense physical exercise, with measurements made using proton NMR spectroscopy 
[29]. In their study they observed the changes in the creatinine, lactate, pyruvate, 
acetate, BOHB and hypoxanthine due to the effect of short term intensive exercise.  
This study represents the first measurements of the headspace of urine samples using 
PTR-MS to investigate the effect of prolonged exercise. Pinggera et al. [17] have used 
PTR-MS for urinary measurements of acetonitrile in smokers, although they did not 
look for correlation with breath acetonitrile; they did find correlation between 
acetonitrile and smoking behavior.  Using SIFT-MS, Wang et al. [34] claimed that 
acetone was equilibrated amongst the body fluids by comparing acetone in breath with 
urinary headspace measurements of healthy volunteers. This claim is made on only a 
very limited cohort size of 2 volunteers. The data which we present did not show a 
correlation between urinary acetone and breath acetone.  
Metabolites produced in the body as a result of different metabolisms are diffused 
from blood into urine and breath for further elimination. Breathing rate is typically 15-
20 times per minute for adults and urination frequency is typically 6-7 times per 24 
hours [46]. This variation in timing means that breath analysis provides insight into 
metabolic changes at the moment the sample is taken, whereas metabolites in urine 
samples result from a longer term diffusion process. This is the expected reason for the 
difference in the behavior of urinary acetone and breath acetone as an effect of 
prolonged exercise.  
Previous studies reported mass spectrometry based techniques in measuring urine 
headspace measurements for different applications [7, 47, 48]. However, most of the 
studies use NMR spectroscopy to analyze urine samples. Metabolomics is a rapidly 
expanding field in recent years, due in part to the advancement of NMR. This technique 
detects a wide range of compounds with easy, straightforward quantification. 
However, NMR has a limited sensitivity that can detect only concentrations of 10µM, 
or a few nmol, at high fields using cryoprobes [49]. Furthermore, the time to record 
simple spectra can be 4-5 minutes, whereas PTR-MS has the capability to measure in a 
matter of seconds, and while in this study measurements were performed over a few 
minutes, with the implementation of auto-sampling methodology samples could be 
measured much faster.  
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PTR-MS has shown itself capable of revealing considerable shifts in the expression of 
several urine volatiles. These shifts could be analyzed very rapidly. Fast analyses could 
be coupled to dedicated multivariate statistical methods, which have already proved 
their merits in metabolomics, and do so again in this study. Thereby, this technology 
could be employed in large-scale public events. Specifically those events which focus 
on diet and physical exercise and in which a large number of individuals can be 
monitored non-invasively within a time-frame that would allow variations in their 
physiological states to be observed. 
3.5 Concluding remarks 
Multivariate analysis allowed for discrimination of before and after exercise for all 
three groups and on three out of four days. The advantage of using multivariate 
analysis in highlighting 12 ions from 33 is shown clearly by this study. Acetic acid in 
urinary headspace is identified as a significant marker for exercise effects induced by 
walking. An increase in acetic acid is observed after exercise for all days, and all groups. 
The potential to use acetic acid in urine to monitor exercise effects is exhibited and 
may have particular application in conjunction with PTR-MS for monitoring the effect 
on participants in a mass participation exercise event. Analysis of acetone 
concentration with univariate tools revealed different information when compared to 
breath as a function of exercise; making known an interesting effect of time over the 
four days. Breath samples provide insight into metabolic changes at the moment the 
sample is taken, whereas metabolites in urine samples result from a longer term 
diffusion process. This difference in timing may allow complementary information to 
be obtained. 
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 4 
Identification of Pseudomonas aeruginosa and 
Aspergillus fumigatus mono- and co-cultures 
based on volatile biomarker combinations  
Volatile Organic Compound (VOC) analysis in exhaled breath is proposed as a non-
invasive method to detect respiratory infections in cystic fibrosis patients. Since 
polymicrobial infections are common, we assessed whether we could distinguish 
Pseudomonas aeruginosa and Aspergillus fumigatus mono- and co-cultures using the 
VOC emissions.  
We took headspace samples of P. aeruginosa, A. fumigatus and co-cultures at 16, 24 
and 48 hours after inoculation, in which VOCs were identified by thermal desorption 
combined with gas chromatography – mass spectrometry.  
Using multivariate analysis by Partial Least Squares Discriminant Analysis we found 
distinct VOC biomarker combinations for mono- and co-cultures at each sampling time 
point, showing that there is an interaction between the two pathogens, with 
P. aeruginosa dominating the co-culture at 48h. Furthermore, time-independent VOC 
biomarker combinations were also obtained to predict correct identification of P. 
aeruginosa and A. fumigatus in mono-culture and in co-culture.  
This study shows that the VOC combinations in P. aeruginosa and A. fumigatus co-
microbial environment are different from those released by these pathogens in mono-
culture. Using advanced data analysis techniques such as PLS-DA, time-independent 
pathogen specific biomarker combinations can be generated that may help to detect 
mixed respiratory infections in exhaled breath of cystic fibrosis patients. 
Neerincx, A.H.; Geurts, B.P.; Habets, M.F.J.; Booij, J.A.; Van Loon, J.; Jansen, J.J.; 
Buydens, L.M.C.; Van Ingen, J.; Mouton, J.W.; Harren, F.J.M.; Wevers, R.A.; Merkus, 
P.J.F.M.; Cristescu, S.M.; Kluijtmans, L.A.J.  
J Breath Res 2016, 10 (1), 016002.  
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4.1 Introduction 
Respiratory infections are a major problem for cystic fibrosis (CF) patients. The 
abnormally viscous mucus within their lungs provides an optimal environment for 
pathogens to grow, resulting in colonization and infection. Pseudomonas aeruginosa is 
an environmental bacterium that colonizes CF patients very often.  It represents an 
important public health problem, since its presence is associated with high morbidity 
and mortality [1, 2]. Fungal colonization also plays an important role, and is increasingly 
recognized in the CF lung [3, 4]. Aspergillus fumigatus, found in abundance throughout 
the environment, is by far the most reported filamentous fungus in the respiratory 
tract of CF patients [3, 5]. Since P. aeruginosa and A. fumigatus are common pathogens, 
co-infection with these two pathogens is seen relatively often. Recent studies reported 
the incidence of P. aeruginosa in 54 - 64 % of the sputum samples of CF patients 
colonized with A. fumigatus [6, 7]. Furthermore, these co-infections are correlated 
with a significant reduction of lung function in patients with CF, and a higher 
exacerbation and hospitalization rate compared to patients only infected with 
A. fumigatus [7].  
Detection of respiratory infections in CF patients is currently based on sputum cultures. 
Unfortunately, adequate sputum samples may be difficult to obtain, especially in 
young or severely ill patients. Current alternatives are either invasive or lack the 
sensitivity necessary for clinical diagnosis. Therefore, a suitably sensitive, non-invasive 
alternative should be sought to detect respiratory infections in an earlier stage [8].  
Volatile Organic Compounds (VOCs) in exhaled breath have been proposed as a non-
invasive diagnostic tool to detect respiratory infections. As ultimate goal, by identifying 
specific biomarkers for the presence of a pathogen in vitro, it might be possible to 
detect infections in exhaled breath in vivo. However, it is unknown whether VOCs 
released by P. aeruginosa and A. fumigatus are constant or change in the presence of 
other pathogens due to e.g. interspecies competition.  
The aim of this study was to assess whether we could distinguish P. aeruginosa and 
A. fumigatus mono-and co-cultures based on their VOCs emissions in vitro. Therefore, 
the headspace of mono-cultures of P. aeruginosa, and of A. fumigatus, and co-cultures 
was analyzed at three time points (16, 24 and 48 hours after inoculation) by using the 
widely accepted standard for VOC detection, Gas Chromatography – Mass 
Spectrometry (GC-MS). A dedicated data analysis strategy based on multivariate 
analysis by Partial Least Squares Discriminant Analysis (PLS-DA) was developed to 
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determine specific time-independent VOC biomarkers for the presence of P. 
aeruginosa, A. fumigatus or both.  
4.2 Materials and Methods 
4.2.1 Cultures 
Pseudomonas aeruginosa (strain ATCC 27853) and a clinical isolate of A. fumigatus 
(AZN 8196 – clinical isolate), were selected for this study.  
Pseudomonas aeruginosa was inoculated into 50 mL Brain Heart Infusion (BHI) broth 
(Mediaproducts BV, The Netherlands) in an initial concentration of approximately 
5 x 106 colony forming units (CFU)/mL. 
Aspergillus fumigatus was stored in 10% glycerol broth at -80 °C, and revived by 
subculturing on Sabouraud dextrose agar (SAD) supplemented with 0.02% 
chloramphenicol, for 2 x 7 days at 37°C. Using a swab, the conidia were harvested and 
suspended into 5 mL of BHI broth plus 0.1% Tween 80 (Boom B.V., Meppel, The 
Netherlands) until an average concentration of 2.6 x 106 CFU/mL was reached, as 
assessed by measuring the transmission using a spectrophotometer at 530 nm [9]. This 
suspension was further diluted (10x) to final concentration of 2.6 x 105 CFU/mL. 
Co-cultures (cultures with both A. fumigatus and P. aeruginosa) were obtained by 
preparing a culture of A. fumigatus (2.6 x 105 CFU/mL) as described above. Since P. 
aeruginosa was expected to overgrow A. fumigatus if both pathogens are inoculated 
simultaneously, P. aeruginosa (5 x 106 CFU/mL) was manually added fifteen hours after 
the inoculation of A. fumigatus.  
4.2.2 Growth curves 
The growth of A. fumigatus in mono- and co-culture was assessed by measuring 
galactomannan levels in the growth medium [10]. Samples were taken at 1 hour, 6, 12, 
20, 24 and 48 hours after inoculation. Determination of galactomannan concentrations 
in the medium was performed by the Platelia Aspergillus Enzyme Immuno Assay (EIA) 
(Platelia Aspergillus; Sanofi Diagnostics, Marnes-La Coquette, France) according to the 
manufacturer’s instructions. Values of EIA were expressed as galactomannan index (GI) 
plotted over time.  
The growth of P. aeruginosa in mono-culture was monitored by counting the colony 
forming units (CFU) according to standard procedures. In brief, samples for CFU 
counting were taken at 30 minutes after inoculation of the bacteria, then subsequently 
every hour from 1 to 8 hours, every 2 hours from 8 to 16 hours, every 8 hours from 16 
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to 32 hours and finally at 48 hours. Tenfold serial dilutions of these samples were made 
in saline (0.9% NaCl), 10 μL was subsequently plated in triplicate on Mueller Hinton 
agar plates (Oxoid, Landsmeer, the Netherlands). The colonies on the plates were 
counted after approximately 12 hours, and the CFU/mL was calculated. 
In the co-cultures, P. aeruginosa growth was also monitored by CFU counting. The 
counting was performed as described above and samples were taken every hour from 
1 to 9 hours, every 2 hours from 9 to 13 hours, every 4 hours from 13 to 25 hours and 
at 33 hours after adding P. aeruginosa to A. fumigatus.  
4.2.3  Headspace sampling 
For sampling the headspace of the cultures, a setup was used as described earlier [11]. 
Briefly, all cultures were placed in an environmental chamber at 37 °C. Cultures were 
constantly shaken on an orbital shaker (Sanyo orbital shaker, Osaka, Japan) at 100 
revolutions per minute (rpm) in silicon coated 250 mL round-bottom Erlenmeyer flasks, 
with a flask to medium ratio of 6:1. Each flask was closed using a glass stopper. This 
stopper contained two Teflon open-close valves acting as the inlet and outlet. Bacterial 
filters were placed on the inlet and outlet of the flasks to prevent contamination. The 
headspaces of the cultures were constantly flushed with 3.5 L/h of catalysed 
compressed air.  
To sample 3.5 litre of headspace, a glass tube filled with Tenax TA® (Shimadzu, Kyoto, 
Japan), was connected to the outlet of the glass stopper for 60 minutes. Sterile BHI 
broth, kept under the same environmental conditions as the cultures, was used as a 
control experiment. The headspaces of the BHI broth medium and the mono-cultures 
were sampled at 16, 24 and 48 hours after inoculation. In the co-culture, samples were 
taken at 16, 24 and 48 hours after inoculation of the first pathogen, A. fumigatus. Each 
experiment was performed in 12 replicates (n=12). 
4.2.4  Headspace analysis 
The headspace samples were analysed using thermal desorption (TD20) coupled to 
QP2010 Ultra GC-MS (Shimadzu, Kyoto, Japan). After headspace sampling, the Tenax 
tubes were flushed with 6 L/h nitrogen for 60 seconds, in a custom-made setup, to dry 
the samples. Thereafter, the tubes were transported to a thermal desorption unit 
where the tubes were heated to 250 °C for 8 minutes with a flow of 60 mL/min for 
desorption of all trapped compounds. A cold trap at 10 °C captured the VOCs, and was 
subsequently heated to 250 °C to release the molecules through a heated transfer line 
(split 1:20) at 260 °C onto a CP-Sil 19 CF capillary column (25 m, 0.25 mm inner diameter, 
1.2 µm film thickness, Agilent Technologies Netherlands BV, Amstelveen, The 
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Netherlands) at 1.02 mL/min column flow. The oven temperature profile started at 
40 °C for 4 minutes, then increased to 250 °C with a 5 °C/min heating rate, and finished 
with 14 minutes at 250 °C. Electron ionization (EI) at 70 eV was used to ionize the 
molecules, and a quadrupole mass spectrometer detected the fragment ions in the 
mass to charge (m/z) range of 30-500 Da. Compounds were putatively identified based 
on 80% minimal similarity of the MS spectra compared to the National Institute of 
Standards and Technology (NIST) libraries NIST08 and NIST08s.  
4.2.5  Standard compounds 
The assignment of the VOC biomarkers resulted from the statistical analysis was 
performed with standards with a purity of ≥ 96%. Dimethyl trisulfide, 2-furaldehyde, 
methyl thiolacetate, 1-undecene and 2-nonanone were purchased from Sigma Aldrich 
Chemie B.V., Zwijndrecht, the Netherlands, 2-octanone was purchased from Acros 
Organics (Fisher Scientific, Landsmeer, the Netherlands) and 8-nonen-2-one from AKos 
GmbH, Steinen, Germany. The standards were diluted 10,000 times in either methanol 
(2-nonanone, 2-octanone, methyl thiolacetate, dimethyl trisulfide and 8-nonen-2-one) 
or acetone (2-furaldehyde, 1-undecene) and 2 µL of this solution was injected onto the 
Tenax tube. To dry the samples, the tubes were flushed with 6 L/h nitrogen for 60 
seconds. The retention times (RTs) and mass spectra of these pure standards were 
compared with those obtained in the experimental samples to confirm the correct 
identification of the compound.  
4.2.6  Multivariate analysis  
Multivariate analysis by Partial Least Squares Discriminant Analysis (PLS-DA) [12] was 
performed to identify VOC biomarkers for the presence of P. aeruginosa, A. fumigatus 
or both. A separate PLS-DA model was fitted for each sampling time point (16, 24 and 
48h).  
Partial Least Squares Discriminant Analysis makes linear combinations of the Total Ion 
Current (TIC) of every VOC to form ‘Latent Variables’ (LVs); considering compounds 
that were present in at least 50 % of replicates per culture. This analysis reduces the 
complexity of the data considerably and simultaneously determines strong 
correlations between VOCs. These correlations are expressed in ‘loadings’ and ‘scores’. 
Loadings indicate the importance of each VOC on every LV, while scores reflect the 
differences between the samples.  
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The scores and loadings were represented together in a two-dimensional ‘biplot’ [13] 
from which the relevance of each VOC to distinguish between culture types can be 
interpreted in two dimensions.  
To establish time-independent VOC biomarkers linked to the presence of one or both 
pathogens, a group of selected VOCs was composed for each culture type using all 
three models. The VOC rankings were multiplied over the three time points. The 
number of compounds to include was determined by comparing the rank products of 
all VOCs visualized in bar graphs. One rank product threshold was set for all three 
culture types based on a steep increase in rank product when including more VOCs. 
The VOC biomarkers were represented in a Venn diagram [14]. The power of these 
time-independent VOC biomarker combinations was determined using one PLS-based 
classification model including all sampling time points. As an additional validation, 
separate PLS-DA models were made for each sampling time point using only these 
time-independent VOC biomarker combinations. All PLS-DA models were fitted using 
double cross-validation [15].  
Multivariate data analysis was performed in Matlab R2014a (The MathWorks, Inc., 
Natick, Massachusetts, USA). PLS-DA was performed using PLS_Toolbox 7.8.2 
(Eigenvector Research, Inc., Wenatchee, Washington, USA).  
4.3 Results 
4.3.1  Growth  
The growth of A. fumigatus and P. aeruginosa was monitored in mono- and co-cultures. 
During visual examination of A. fumigatus, less growth was observed in the co-culture 
as compared to the mono-culture. The galactomannan levels in the growth medium of 
mono-cultures of A. fumigatus increased linearly up to 20 hours, and increased faster 
than that after 24 hours. In the co-culture, the galactomannan levels were found to be 
reduced compared to the A. fumigatus mono-cultures, especially at 48 hours. 
Pseudomonas aeruginosa in mono-culture shows a typical sigmoidal growth curve. The 
growth rate in co-culture was found to be lower and the final CFU concentration was 
slightly lower (Figure 4.1).  
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Figure 4.1: a) Galactomannan levels in A. fumigatus growth medium in mono-culture (Δ) and co-culture 
(●). Data represent mean ± SD (n=2); b) growth curve of P. aeruginosa in mono-culture (+) and in co-
culture (●). Curve fitting with one phase exponential association. CFU: colony forming units.  
4.3.2  Headspace VOCs  
We identified VOC profiles of P. aeruginosa, A. fumigatus and the co-culture consisting 
of 104 compounds for each culture. The PLS score plots of the VOCs produced by the 
three different culture types are shown in Figure 4.2. At 16 hours after inoculation of 
A. fumigatus (and 1 hour after inoculation of P. aeruginosa) the profiles of A. fumigatus 
and P. aeruginosa were clearly separated (Figure 4.2a), with the co-culture profile 
partially overlapping with that of the A. fumigatus. After 24 hours (Figure 4.2b), the 
samples of three culture types were consistently distinguished from one another. At 
48 hours, the co-culture profile moved towards P. aeruginosa (Figure 4.2c).  
The PLS data analysis identified not a single, but a combination of VOC biomarkers 
associated with P. aeruginosa, A. fumigatus and co-cultures at each of the three time 
points (16, 24 and 48 hours after inoculation). The top ten VOC biomarkers in these 
combinations are listed in Supplementary Table 4.1.   
We found specific VOC biomarker combinations for each sampling time point. However, 
some individual VOCs are present at all time points. For example, 8-nonen-2-one was 
found at all three time points in A. fumigatus and similarly, 2-nonanone was linked to 
co-culture. The VOC biomarker combinations of co-cultures were distinct from those 
of mono-cultures. 
 
(b) (a) 
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Figure 4.2: PLS score plots of VOCs in the headspace of P. aeruginosa (+), A. fumigatus (Δ) and co-
cultures (●), at a) 16 hours; b) 24 hours; and c) 48 hours after inoculation. Points represent 
experimental samples. 
Moreover, taking into account the progression of infection with these pathogens in CF 
patients, we consider the VOC biomarkers detected at 48 hours after inoculation as 
clinically relevant. Therefore, a PLS biplot of the top five (out of top ten) of VOC 
biomarkers for each of the culture types at 48 hours is presented in Figure 4.3.   
  
(a) (b) 
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Figure 4.3: PLS biplot of VOCs in the headspace of P. aeruginosa (+), A. fumigatus (Δ) and co-cultures 
(●) at 48 hours after inoculation. For visualisation, only top 5 VOCs are depicted (a list of top 10 VOC 
biomarker combination is provided in Supplementary Table 4.1). Letters correspond to VOCs shown in 
the accompanying table. 
The VOC emissions varied over time within each culture type. We therefore identified 
culture specific VOC biomarker combinations, which contain compounds that are 
consistently present at all three time points. For these combinations, VOCs with a rank 
product lower than 0.003 (rank 1 = highest position) were selected (Figure 4.4). As 
result, 14 compounds for P. aeruginosa, 10 compounds for A. fumigatus, and 11 
compounds for the co-culture were obtained and listed in Table 4.1. A graphical 
representation (Venn diagram) of these compounds is given in Figure 4.5. We found 
five VOC biomarkers produced in mono-culture as well as in co-cultures; 1-undecene 
(α) and 3-methyl-1H-pyrrole (β) are present in both P. aeruginosa and co-culture, while 
2-tridecanone (γ), 2-undecanone (δ) and 2-nonanone (ε) are detected in A. fumigatus 
and co-cultures. Six VOC biomarkers were revealed only in the co-culture environment 
(T-Y).  
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Figure 4.4: Bar graphs showing the rank products of the time-independent VOCs produced consistently 
at 16, 24 and 48 hours after inoculation, by P. aeruginosa, A. fumigatus mono- and co-culture. 
Considering a 0.003 rank product threshold, 14, 11 and 10 compounds were selected for P. aeruginosa, 
A. fumigatus and co-culture, respectively.  
 
 
Figure 4.5: Venn diagram of the time-independent VOC biomarker combinations for P. aeruginosa, 
A. fumigatus and co-cultures.  Letters correspond to VOCs as described in Table 4.1. 
Using the time-independent VOC biomarker combinations the correct identification of 
a P. aeruginosa, A. fumigatus, or co-culture sample was predicted with a probability of 
89 %, 83 %, or 91 % respectively.  
The biomarker combinations have been validated and a cross-table for the three 
models showing the prediction accuracy of correct identification for each culture type 
at each sampling time point was included in supplementary material (Supplementary 
Table 4.3).  
Co-culture 
T-Y 
A-L 
α  β 
γ 
δ 
ε 
A. fumigatus 
P. aeruginosa 
M-S 
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Table 4.1: Time-independent combination of P. aeruginosa, A. fumigatus and co-
cultures, respectively. The list contains VOC biomarkers consistently present at 16, 24 
and 48 hours after inoculation. Bold names are correctly identified based on 
comparison with pure compound standards. One compound could not be identified (F). 
Letters correspond to VOCs as shown in Figure 4.5. Additional information on m/z and 
RT of these compounds can be found in Supplementary Table 4.2. 
 P. aeruginosa A. fumigatus Co-culture 
1. 
 
2. 
 
3. 
4. 
5. 
6. 
 
7. 
8. 
 
9. 
 
10. 
11. 
12. 
13. 
14. 
2,3-dimethyl-5-
isopentylpyrazine (A) 
2-methyl-3-(2-
propenyl)-pyrazine (B) 
methyl thiolacetate (C) 
2-furaldehyde (D) 
dimethyl trisulfide (E) 
unidentified (F) 
 
tetradecane (G) 
1-undecene (α) 
 
hexanal (H) 
 
6-tridecane (I) 
dimethyl disulfide (J) 
butanal (K) 
3-methyl-1H-pyrrole (β) 
2-methyl-butanal (L) 
8-nonen-2-one (M) 
 
2,3-dihydro-1,1,3-
trimethyl-3-phenyl-1H-
indene (N) 
2-tridecanone (γ) 
1-methylethenyl-pyrazine 
(O) 
azacyclotridecan-2-one (P) 
2-ethenyl-5-methyl- 
pyrazine (Q) 
2-undecanone (δ) 
2-nonanone (ε) 
 
1-hydroxy-2-propanone (R) 
 
2-acetylthiazole (S) 
2-nonanone (ε) 
 
1-undecene (α) 
 
2-ethyl-benzenamine (T) 
2-undecanone (δ) 
2-hexanone (U) 
3-methyl-1H-pyrrole (β) 
 
2-tridecanone (γ) 
3-methyl-3-penten- 
2-one (V) 
4-methyl-3-penten- 
2-one (W) 
1-propanol (X) 
2-octanone (Y) 
 
    
4.4 Discussion 
We investigated the suitability of GC-MS with dedicated multivariate discriminant 
analysis to identify unique VOC biomarkers emitted by P. aeruginosa and A. fumigatus 
mono-cultures and their co-cultures in vitro. We determined whether these VOCs were 
consistent over time and/or whether they changed in a co-culture environment 
compared to mono-cultures. Additionally, the growth of P. aeruginosa and 
A.  fumigatus in mono- and in co-culture was determined.  
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We found VOC biomarker combinations associated with the presence of P. aeruginosa, 
A. fumigatus mono- and co-culture at three sampling time points. As the measurement 
progresses, the cultures undergo obvious changes, such as reduction in availability of 
nutrients, build-up of waste products and increases in population density, implicit in 
quorum sensing. Therefore, we postulate that the changes in VOC emissions may be 
related to these processes.  
The co-culture VOC profile differs from the ones of mono-cultures, indicating that there 
is an interaction between the two pathogens. Specifically, the co-culture profile in the 
early stage (16h) showed similarity with the profile of A. fumigatus rather than of 
P. aeruginosa. However, this changed over time and moved towards P. aeruginosa in 
a later stage (48h), indicating that P. aeruginosa eventually dominates the co-culture. 
This is also evident from the quantitative cultures. In co-culture the growth of 
A. fumigatus is blunted after 16 hours, whereas the growth of P. aeruginosa was 
slightly slower. Several co-culture replicates taken after 48h are indistinguishable from 
P. aeruginosa, indicating the co-culture is completely dominated by the P. aeruginosa. 
Competition between P. aeruginosa and A. fumigatus has been reported previously. 
Pseudomonas aeruginosa is an opportunistic pathogen, which is able to produce 
detectable levels of the toxic compound hydrogen cyanide (HCN) in vitro [11, 16-18]. 
This might inhibit the growth of other pathogens such as A. fumigatus [19]. Moreover, 
pyocyanin and other phenazines, also produced by P. aeruginosa, are reported to 
inhibit fungal growth [20, 21]. Additionally, biofilm formation by A. fumigatus was 
found to be inhibited by the presence of P. aeruginosa, indicating that P. aeruginosa 
can influence fungus growth in vitro [22].  
Different studies report on VOC emission by P. aeruginosa [16, 18, 23-29] or A. 
fumigatus in vitro [30-34]. However, most of these studies focus only on the VOC 
production at one specific time point. Only Filipiak et al. [25] presented data at more 
time points for P. aeruginosa, and Chippendale et al. [35] for A. fumigatus in mono-
culture and in co-culture with P. aeruginosa. There are three main aspects that 
differentiate this latest study from ours. Firstly, using selected ion flow tube – mass 
spectrometry, a range of VOC emissions between m/z 10-180 from mono-cultures of 
A. fumigatus and co-cultures with P. aeruginosa were monitored at 24, 48 and 72 h, 
respectively.  In contrast, we investigated a broad range of VOCs (m/z 30-500) 
detectable with TD combined with GC-MS, in both mono- and co-cultures of 
P. aeruginosa and A. fumigatus. Secondly, we focused on most discriminative 
compounds in mono-cultures of P. aeruginosa and A. fumigatus, as well as in co-
cultures, whereas Chippendale et al.  investigated whether production of specific VOCs 
has been modified in a co-culture environment as compared to mono-cultures of A. 
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fumigatus. Thirdly, the compounds that were altered in cultures relative to media prior 
to principal component analysis (PCA) were excluded in Chippendale et al., while we 
considered all VOCs detected in headspace of the cultures for PLS-DA analysis, without 
discarding those from the medium. Out of the 30 VOCs present in the time-
independent biomarker combinations, 15 were also detected in the medium 
headspace (data not shown). Most of these compounds were consumed differently by 
the mono- and co-cultures, suggesting a different metabolism and/or competition. We 
consider the medium for cultures as an integral part of the microbiological ecosystem, 
hence we included all VOCs from the headspace, without subtracting or discarding the 
medium-specific compounds.  
Chippendale et al. identified compounds present in the A. fumigatus mono-culture as 
well as in co-culture with P. aeruginosa at 24, 48 and 72 hours after inoculation. 
Furthermore, a study by Zhu et al. [28] reported that the individual pathogens can still 
be identified in mixed cultures of S. aureus and P. aeruginosa, based on similar 
compounds released.  Our results confirmed that some compounds found in mono-
culture are also detectable in co-culture (VOC biomarker α-ε in Figure 4.5/ Table 4.1). 
Furthermore, we found VOC biomarkers specific for co-cultures (T-Y in Figure 4.5/ 
Table 4.1), and compounds present in mono-culture that vanish in co-culture after 48h 
(data not shown).  
Infectious episodes most likely occur after a prolonged period of colonization of the 
airways by P. aeruginosa and/or A. fumigatus [36, 37]. This renders that VOC biomarker 
combinations identified at 48 hours in this study have significant clinical relevance. 
Although we are presenting multivariate analysis and the individual compounds within 
the VOC biomarker combinations do not necessarily have individual discriminative 
power, it is interesting to have a look at few of these VOC biomarkers. For example, 
the rank 1 VOC biomarkers in these combinations have been reported previously in 
pathogen-related studies. Methyl thiolacetate (or S-methyl thioacetate) present in 
P. aeruginosa cultures, was also found in the headspace of Clostridium spp. [38] and of 
Haemophilus influenza, another pathogen frequently infecting CF patients [39]. The 
compound 8-nonen-2-one was detected at three time points in A. fumigatus mono-
cultures and in co-cultures. This indicates that the production of this compound is 
independent of growth of A. fumigatus. Furthermore, it looks to be specific for A. 
fumigatus, since it was detected only in one sample of P. aeruginosa, at 16 hours. The 
compound 8-nonen-2-one is found in mould-ripened cheeses [40-42] but has not been 
described previously as present in the headspace of A. fumigatus samples in vitro. 2-
Nonanone has been previously detected in P. aeruginosa headspace [25-27], and in 
sputum of P. aeruginosa infected CF patients [27, 43]. In our study, P. aeruginosa also 
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produced 2-nonanone, but with a higher rank than 10 and therefore has not been 
included in the VOC biomarker combination. However, it is present in the VOC 
biomarkers for A. fumigatus and co-cultures. Noticeable, the production of this 
compound was enhanced in co-culture as compared to mono-cultures.  
Also other compounds from the VOC biomarker combinations found in this study have 
been previously described. 1-Undecene has been reported as a potential biomarker for 
P. aeruginosa in mono-culture [26]. In addition, this study shows that this compound 
is also produced in a co-culture environment. 2-Pentylfuran has been proposed by 
other studies as a potential biomarker for detecting A. fumigatus [34, 44]. However, 
we did not detect this compound in any of the A. fumigatus mono-culture and co-
culture samples we tested. We checked whether our system was able to detect 2-
pentylfuran by injecting the pure compound on Tenax tubes and by adding the pure 
compound to medium and subsequently sampling the headspace. In both experiments 
2-pentylfuran was detected and identified correctly by GC-CM (data not shown). Thus, 
it is likely that 2-pentylfuran was not produced, or the production in our A. fumigatus 
cultures was below the detection limit of the instrument. The absence of 2-pentylfuran 
is in accordance with a study performed by Bazemore et al. [45]. Possible explanations 
for this difference may be the use of other fungal strains and/or different culturing 
medium and sampling time points. However, if 2-pentylfuran is not detectable in all A. 
fumigatus strains, the strength and usefulness of this compound as a biomarker for 
A. fumigatus is limited. In addition, 2-pentylfuran is found in common foods and may 
therefore be less suitable as a pathogen-specific biomarker in a breath test [46, 47].  
It is generally accepted that one specific compound might not be sufficient to correctly 
predict the presence of a pathogen [25, 48, 49]. Using multivariate analytical tools, we 
could successfully determine VOC biomarker combinations that offer a good accuracy 
for the identification of both mono-cultures and co-culture.  
Although these data cannot be directly extrapolated to the in vivo situation, it is 
definitely promising for the development of a future breath test. In order to know the 
clinical relevance of the presented results, clinical validation is necessary. A different 
environment, the presence of other pathogens, antibiotic therapy and stage of 
infection might all influence the VOC combinations. It is clear that both organisms 
interact, which will result in changes in the individual VOC production.  
In summary, we could identify specific VOC biomarker combinations for P. aeruginosa, 
A. fumigatus and co-cultures in vitro. This study demonstrates that VOC combinations 
of P. aeruginosa and A. fumigatus in mono-cultures are different from the VOC 
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combination in co-cultures, and that all these biomarker combinations are time 
dependent. However, using PLS-DA, we determined time-independent VOC biomarker 
combinations, which can be interesting for future detection of pathogens in exhaled 
breath of CF patients. 
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5 
Combining ANOVA-PCA with POCHEMON to 
analyze micro-organism development in a 
polymicrobial environment 
Revealing the biochemistry associated to micro-organismal interspecies interactions is 
highly relevant for many purposes. Each pathogen has a characteristic metabolic 
fingerprint that allows identification based on their unique multivariate biochemistry. 
When pathogen species come into mutual contact, their co-culture will display a 
chemistry that may be attributed both to mixing of the characteristic chemistries of 
the mono-cultures and to competition between the pathogens. Therefore, 
investigating pathogen development in a polymicrobial environment requires 
dedicated chemometric methods to untangle and focus upon these sources of 
variation.  
The multivariate data analysis method Projected Orthogonalised Chemical Encounter 
Monitoring (POCHEMON) is dedicated to highlight metabolites characteristic for the 
interaction of two micro-organisms in co-culture. However, this approach is currently 
limited to a single time-point, while development of polymicrobial interactions may be 
highly dynamic. A well-known multivariate implementation of Analysis of Variance 
(ANOVA) uses Principal Component Analysis (ANOVA-PCA). This allows the overall 
dynamics to be separated from the pathogen-specific chemistry to analyze the 
contributions of both aspects separately.  
For this reason, we propose to integrate ANOVA-PCA with the POCHEMON approach 
to disentangle the pathogen dynamics and the specific biochemistry in interspecies 
interactions. Two complementary case studies show great potential for both liquid and 
gas chromatography - mass spectrometry to reveal novel information on chemistry 
specific to interspecies interaction during pathogen development. 
Geurts, B.P.; Neerincx, A.H.; Bertrand, S.; Leemans, M.; Wolfender, J-L.; Cristescu, S.M.; 
Buydens, L.M.C.; Jansen, J.J. 
Analytica Chimica Acta 2017 (in press)  
Chapter 5   
96 
5.1 Introduction  
The interaction between different micro-organisms is important in many scientific 
fields. It may for one be a serious health problem: in patients with cystic fibrosis (CF), 
respiratory co-infections can lead to a higher exacerbation and hospitalization rate 
compared to patients only infected with one pathogen [1]. On the other hand, the 
unique biochemistry of co-occurring micro-organism may also be a way to enhance 
chemical diversity for drug discovery [2]. Co-occurring micro-organisms may also 
influence water quality [3, 4] and be explicitly used in industrial fermentation processes 
[5, 6]. 
Co-occurrence of micro-organisms can lead to interaction between the species. 
Interaction-related Metabolites may be 1) de novo produced, or 2) upregulated, or 
downregulated compared to the metabolites that the individual species produce [2, 7]. 
These metabolite changes of interspecies interaction can be either beneficial or 
detrimental for both or for one of the species and, if there is any, to their human host 
(e.g. a human with respiratory infections) [8, 9]. 
The complexity of the microbiome makes studying the interaction between different 
species in vivo a very challenging task. The metabolite production by pathogens can be 
different in the presence of other pathogens, and it may also be highly dynamic with 
regards to pathogen growth [10-12]. Therefore, in vitro studies are necessary to 
understand these complex biochemical interactions. Microorganism co-cultures 
(multiple microorganism species grown within a single confined environment) can be 
used to study how pathogens develop over time in vitro, as well as how they behave in 
close proximity of other micro-organisms [13]. The de novo produced compounds may 
exhibit interesting biological activities, such as antimicrobial and anticancer activities 
[2]. This makes microorganism co-cultures a promising approach to discover new 
natural bioactive compounds that can be used e.g. for medicinal purposes [10]. 
Detecting the induction of metabolite biosynthesis in microorganism co-culture 
requires sensitive metabolomic techniques mainly based on mass spectrometry [14]. 
Both liquid and gas chromatography coupled to mass spectrometry (LC-MS, GC-MS) 
provide efficient determination of metabolites produced by the pathogen(s) under 
study. Data analysis to find those metabolites characteristic for interspecies interaction 
is often done in a univariate manner [10, 15, 16]. However, a pathogen can often not 
be identified based on one characteristic metabolite, and a multivariate metabolite 
pattern is then required [17]. The metabolites are produced at different rates in 
different stages of the infection [10], which may provide invaluable information on the 
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interaction dynamics. These patterns might be obscured by other natural variability in 
the data, such that a generic data analysis method may not detect them. 
Dedicated chemometric methods may provide a comprehensive overview of the 
involved metabolites. Methods used for co-culture studies include Principal 
Component Analysis (PCA) [14], Analysis of Variance (ANOVA) [18, 19], Self-Organizing 
Maps (SOM) [20], and multivariate Discriminant Analysis [11, 14]. Although these 
methods provide insight in which aspects of the metabolic profiles are co-culture 
specific, they do not discriminate between the two different sources of co-culture 
biochemistry, i.e. mixing and interspecies interaction. This means that the 
biochemistry related to interspecies interaction remains convoluted. Recently, we 
presented Projected Ortogonalized CHemical Encounter MONitoring (POCHEMON) to 
specifically highlight these metabolic alteration in co-culture [7]. However, the 
dynamics of pathogen development in co-culture cannot be directly assessed with 
POCHEMON or any other of the above mentioned methods. 
Analysis of Variance can be used to separate the data into contributions related to 
different factors of variation in the data and their interactions [21, 22]. Multivariate 
Analysis of Variance (MANOVA) is the extension of ANOVA to multiple independent 
variables, which has several disadvantages making it less applicable [22]. Several of 
these drawbacks may be overcome by regularization, involving an additional meta-
parameter [23]. Several other multivariate implementations of ANOVA exist, which 
vary in the way the effect matrices are analyzed. The most widely used methods are 
ANOVA-Simultaneous Component Analysis (ASCA) [24, 25], and ANOVA-PCA [21, 22]. 
In ASCA, PCA is applied directly onto each effect matrix. In ANOVA-PCA, PCA is applied 
to the sum of an effect matrix and the matrix of residuals. Other methods have been 
developed to perform PCA on biologically more relevant partitions than those obtained 
from ‘standard’ ANOVA models, such as Principal Response Curves [26] and SMART 
analysis [27], that fit within a generic framework that combines ANOVA and PCA [28]. 
Also alternatives for PCA, used within the ANOVA framework have been described such 
as Parallel Factor Analysis (PARAFASCA) [29] and Target Projection (ANOVA-TP) [30].  
We propose the combination of ANOVA-PCA with POCHEMON for dedicated analysis 
of dynamic co-culture studies. This strategy allows for the extraction of three types of 
information:  
1) information on the dynamic patterns common to both pathogens and to their 
co-culture,  
2) information on the constitutive effect of interspecies interaction on pathogen 
metabolism, present at all stages of infection, and  
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3) information on the interspecies interaction dynamics.  
We demonstrate this strategy on two complementary time-resolved microbial co-
culture studies: an LC-MS study on Aspergillus clavatus and Fusarium sp. at four 
different time points at day level, and a GC-MS study of Pseudomonas aeruginosa and 
Aspergillus fumigatus at three different time points at hour level. The LC-MS study 
involves a fungus-fungus interaction where the metabolites are detected in the growth 
medium. Since the method is destructive, each time point measured involves different 
culture samples. In contrast, the GC-MS study involves a bacterium-fungus interaction 
where volatile metabolites are detected in the culture headspace such that the same 
samples may be followed over time. To assess the added value of the information from 
ANOVA-POCHEMON, we compare its results with its two constituent methods 
POCHEMON and ANOVA-PCA. 
5.2 Theory 
5.2.1 PCA 
In PCA, a data matrix 𝐗 is decomposed into a score matrix 𝐓 and a loading matrix 𝐏T 
that capture the essential patterns in 𝐗 [31]. Linear combinations of the original 
variables in 𝐗 make up the new variables, called Principal Components (PCs). The 
scores hold the essential information of the data expressed on these PCs, whereas the 
loadings contain the relationship between the PCs and the original variables: 
  𝐗 = 𝐓𝐏T + 𝐄          (5.1) 
where 𝐗 of dimensions (𝐼×𝐽) contains the data analyzed on 𝐼 replicates for 𝐽 
metabolite features; 𝐓 of dimensions ( 𝐼×𝑅) contain the scores on the 𝑅 PCs; 𝐏 of 
dimensions (𝐽×𝑅) contain the corresponding loadings; and 𝐄 is the matrix of residuals. 
The first PC is the direction that explains the most variation in the data; the second PC 
is the direction orthogonal to PC 1 that explains then the most variation, etc.  
Principal Component Analysis is a well-established method to visualise variation in the 
data [31, 32], and has successfully been applied to dynamic microorganism culture 
experiments before [12, 33]. However, it is not possible to make a distinction between 
chemistry that is purely a mixture of the two mono-cultures, and chemistry caused by 
interaction between the two mono-cultures in a PCA model (de novo production, up- 
and/or downregulation of compounds), since PCA describes all variation in the data 
indiscriminately. both the mixing and the interaction chemistry are captured together 
in the same scores and loadings, and cannot be evaluated independently. Furthermore, 
collectively analysing multiple time points provides models that convolute the dynamic 
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and consistent chemical variability, hampering the interpretation of models from time-
resolved experiment [34]. Although local models of each time-point do not entangle 
this dynamic variability, these cannot be directly quantitatively compared because the 
loading basis of the different time points will vary, which also hampers their 
interpretability [35]. Therefore, PCA has shortcomings both to highlight 1) chemistry 
specific to interspecies interaction, or 2) to observe dynamic patterns in the data. 
5.2.2 POCHEMON 
POCHEMON can achieve the first of these aspects, highlight chemistry specific to 
interspecies interaction, by introducing two sequentially fitted PCA models [7]. The 
first PCA model of POCHEMON is called the ‘Mixing model’ and consists of a PCA on 
the mono-culture replicates of both species 𝑚1 and 𝑚2: 
[
𝐗𝑚1
𝐗𝑚2
] = [
𝐓mix,𝑚1
𝐓mix,𝑚2
] 𝐏mix
T + [
𝐄mix,𝑚1
𝐄mix,𝑚2
]                 (5.2) 
where 𝐗𝑚 of dimensions (𝐼𝑚×𝐽) contains the mono-culture data of species 𝑚, analyzed 
on 𝐼𝑚 replicates for 𝐽 metabolite features; 𝐓mix,m of dimensions ( 𝐼𝑚×𝑅𝑚𝑖𝑥) contain 
the mono-culture scores for species 𝑚 on the 𝑅𝑚𝑖𝑥 Mixing PCs; 𝐏mix of dimensions 
(𝐽×𝑅𝑚𝑖𝑥) contain the corresponding loadings; and matrix 𝐄mix,𝑚 of dimensions 
(∑ 𝐼𝑚×𝐽
𝑀
𝑚=1 ) contains the mono-culture residuals. The Mixing scores show how much 
both species resemble each other through the separation of the scores into species-
specific clusters. The variability among replicates of each mono-culture is revealed in 
the spread within the scores of each species on these Mixing components. Mixing 
scores for the co-culture replicates are obtained from the orthogonal projection of the 
co-culture data onto the Mixing loadings: 
 𝐓mix,𝑐 = 𝐗𝑐𝐏mix                              (5.3) 
where 𝐗𝑐 of dimensions (𝐼𝑐×𝐽) contains the co-culture data of 𝐼𝑐 co-culture replicates 
(subscript 𝑐 indicating co-culture data); and matrix 𝐓mix,𝑐 of dimensions ( 𝐼𝑐×𝑅𝑚𝑖𝑥) 
contains the Mixing scores of each co-culture replicate. These Mixing scores of the co-
culture replicates express the composition of each co-culture replicate as a mixture of 
the metabolites in both separate species. Therefore, each of these Mixing scores is 
expected to be located between the mono-culture scores of both species. 
The residuals of the co-culture projections are called the ‘Mixing residuals’, and they 
contain the information specifically related to interspecies interaction: 
𝐄mix,𝑐 = 𝐗𝑐 − 𝐓mix,𝑐𝐏mix
T                       (5.4) 
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The information in these residuals is then extracted by a second PCA model, the 
‘Competition model’: 
𝐄mix,𝑐 = 𝐓comp,𝑐𝐏comp
T + 𝐄comp,𝑐         (5.5) 
where 𝐓comp,𝑐 of dimensions (𝐼𝑐×𝑅𝑐𝑜𝑚𝑝) contains the Competition scores; matrix 
𝐏comp of dimensions (𝐽×𝑅𝑐𝑜𝑚𝑝) the corresponding loadings; and matrix 𝐄comp,𝑐 of 
dimensions (𝐼𝑐×𝐽) contains the residuals of this model. 
Orthogonal projection of the mono-culture residuals 𝐄mix,𝑚 onto the Competition 
model provides a ‘baseline’ or benchmark that expresses the natural variation among 
mono-culture replicates, against which the co-culture scores can be evaluated: 
[
𝐓comp,𝑚1
𝐓comp,𝑚2
] = [
𝐄mix,𝑚1
𝐄mix,𝑚2
] 𝐏comp                    (5.6) 
where 𝐓comp,𝑚 contains the mono-culture scores on the Competition loadings of 
dimensions (∑ 𝐼𝑚×𝐽
𝑀
𝑚=1 ). The scores 𝐓comp,𝑚 are expected to surround the origin of 
the Competition model, and the Competition scores are only considered to contain co-
culture specific information when they lie outside the benchmark of the mono-culture 
projections. In short, POCHEMON is able to separate mixing chemistry from interaction 
chemistry, but is unsuitable to explore and describe dynamic patterns. 
5.2.3 ANOVA-PCA 
Analysis of Variance in combination with PCA is one of the most commonly used 
models for data with a multilevel structure [22]. The original data matrix 𝐗, containing 
all cultures and time points, may be decomposed into the sum of a series of sub-
matrices, where each sub-matrix characterizes a factor of the experimental design. The 
residual matrix is then added back to each of these effect matrices, and PCA is 
performed on each of them separately to obtain the scores and loadings matrices for 
each variation source [36]. In time-resolved pathogen studies, this means that the data 
can be partitioned into sub-matrices according to the study design, as depicted in 
Figure 5.1 [22]. 
The ANOVA model for this design with two factors of interest (Culture and Time) can 
be formulated as in Eq. 5.7. In this model the measured chromatogram 𝐱𝑖𝑗𝑘  is assumed 
to be the result of the added effects of the factors Culture and Time over culture 𝑖 =
1, … , 𝐼 (being mono-culture 1, mono-culture 2 or the co-culture), time point 𝑗 = 1, … , 𝐽 
and replicate 𝑘 = 1, … , 𝐾: 
𝐱𝑖𝑗𝑘 = 𝜇 + 𝐱𝐶𝑢𝑙𝑡𝑢𝑟𝑒,𝑖 + 𝐱𝑇𝑖𝑚𝑒,𝑗+𝐱𝐶𝑢𝑙𝑡𝑢𝑟𝑒×𝑇𝑖𝑚𝑒,𝑖𝑗 + 𝐱E,𝑖𝑗𝑘    (5.7) 
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The effect of the interaction between Culture and Time, 𝐱𝐶𝑢𝑙𝑡𝑢𝑟𝑒×𝑇𝑖𝑚𝑒,𝑖𝑗, is also 
incorporated in the ANOVA model shown here. The effects are added to a general 
mean expression value 𝜇, and the remaining variation, the subject-specific effect, is 
captured in the error term 𝐱E,𝑖𝑗𝑘. In ANOVA-PCA, the data matrix 𝐗 (𝐼𝐽𝐾×𝐿) is first 
decomposed into effect matrices according to the model in Eq. 5.7 as: 
𝐗 = 𝟏𝐦T + 𝐗𝐶𝑢𝑙𝑡𝑢𝑟𝑒 + 𝐗𝑇𝑖𝑚𝑒 + 𝐗𝐶𝑢𝑙𝑡𝑢𝑟𝑒×𝑇𝑖𝑚𝑒 + 𝐗E                               (5.8) 
where 𝟏 (𝐼𝐽𝐾×1) consists of ones, 𝐦T (1×𝐿) contains the means of the 𝐿 variables 
computed across all 𝐼𝐽𝐾 observations; 𝐗𝐶𝑢𝑙𝑡𝑢𝑟𝑒  and 𝐗𝑇𝑖𝑚𝑒 hold the level means for the 
factors Culture and Time, respectively; 𝐗𝐶𝑢𝑙𝑡𝑢𝑟𝑒×𝑇𝑖𝑚𝑒 the interaction term for those 
two factors; and 𝐗E the subject-specific effects (the residual matrix).  
Figure 5.1: A schematic of the decomposition of a data matrix of a time-resolved co-culture study into 
matrices that describe the sources of variation as the average, the variation of Culture type, Time, their 
interaction and the residuals. 
When the same samples are measured at all time points, the replicate variation can be 
separated as a third factor of repeated measurements. Because each sample belongs 
to only one of the cultures, this factor is nested within the Culture factor. This would 
lead to the extension of Eq. 5.8 with the matrix 𝐗𝑅𝑒𝑝𝑙𝑖𝑐𝑎𝑡𝑒𝐶𝑢𝑙𝑡𝑢𝑟𝑒. Also an interaction 
term between Replicate and Time can be added to this equation. Including this 
Replicate factor imposes a repeated measures structure onto the ANOVA 
decomposition. For simplicity, we omit these factors in the following procedures, but 
they can be analyzed analogously to the others. 
In ANOVA-PCA, PCA is performed after addition of the residual matrix to an effect 
matrix. This in contrary to ASCA, where the residual matrix is only projected into the 
PCA model on an effect matrix [36]. Although several comparison studies have shown 
that ASCA has some favorable properties [37, 38], we have selected ANOVA-PCA here 
for reasons that will be pointed out in section 5.2.4. With the decomposition as 
described by Eq. 5.8, we made three different PCA models: one on 𝐗𝐶𝑢𝑙𝑡𝑢𝑟𝑒 +  𝐗E to 
visualize the overall effect of Culture, the second on 𝐗𝑇𝑖𝑚𝑒 +  𝐗E to visualize the 
general effect of Time, and a third to visualize the interaction between Culture and 
Time. This last model shows the culture-dependent time trends. Since 𝐗𝐶𝑢𝑙𝑡𝑢𝑟𝑒×𝑇𝑖𝑚𝑒 
sums to zero for every combination of Culture and Time, the resulting PCA model 
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contains very little biologically interesting information, as both the absolute and 
relative values of the individual values in this matrix can only be interpreted in terms 
of non-intuitive ANOVA constraints. For this reason, the culture factor and the relevant 
interaction were analyzed combined in the original ASCA study and in many others that 
followed. The term 𝐗𝐶𝑢𝑙𝑡𝑢𝑟𝑒×𝑇𝑖𝑚𝑒 can still be used to assess the significance of this 
interaction, as described later in section 5.3.3. Following  [29], the interaction term can 
be visualized for interpretational purposes by applying PCA to 𝐗𝐶𝑢𝑙𝑡𝑢𝑟𝑒 +
 𝐗𝐶𝑢𝑙𝑡𝑢𝑟𝑒×𝑇𝑖𝑚𝑒 + 𝐗E, identical to the contribution analyzed in ASCA models with the 
residual matrix added. This model then describes all variation related to Culture and 
Time simultaneously. These three ANOVA-PCA models are described by Eq. 5.9, 5.10, 
and 5.11, respectively. Note that by removing the matrix of means from the data, the 
data is automatically mean-centered. 
[𝐗𝐶𝑢𝑙𝑡𝑢𝑟𝑒 + 𝐗E] = 𝐓𝐶𝑢𝑙𝑡𝑢𝑟𝑒𝐏𝐶𝑢𝑙𝑡𝑢𝑟𝑒
T + 𝐄𝐶𝑢𝑙𝑡𝑢𝑟𝑒                      (5.9) 
[𝐗𝑇𝑖𝑚𝑒 + 𝐗E] = 𝐓𝑇𝑖𝑚𝑒𝐏𝑇𝑖𝑚𝑒
T + 𝐄𝑇𝑖𝑚𝑒                (5.10) 
[𝐗𝐶𝑢𝑙𝑡𝑢𝑟𝑒 + 𝐗𝐶𝑢𝑙𝑡𝑢𝑟𝑒×𝑇𝑖𝑚𝑒 + 𝐗E] = 𝐓𝐼𝑛𝑡𝑒𝑟𝑎𝑐𝑡𝑖𝑜𝑛𝐏𝐼𝑛𝑡𝑒𝑟𝑎𝑐𝑡𝑖𝑜𝑛
T + 𝐄𝐼𝑛𝑡𝑒𝑟𝑎𝑐𝑡𝑖𝑜𝑛  (5.11) 
ANOVA is suitable to distinguish culture effects from dynamic patterns to allow 
separate analysis. Analysing the factor Time with PCA allows visualization and 
interpretation of dynamic patterns. However, as follows from section 5.2.1, analysis of 
the Culture factor with PCA does not provide information on the nature of the 
chemistry distinctive for co-cultures because PCA cannot distinguish mixing chemistry 
from chemistry related to interspecies interaction. 
5.2.4 ANOVA-POCHEMON 
Factor and interaction matrices from ANOVA may be analyzed with multivariate 
methods other than PCA. The application of PLS on the effect matrices followed by 
target projection (ANOVA-TP) is suggested as an alternative to PCA [30], and the 
combination of ANOVA with PARAFAC (PARAFASCA) has shown great promise to 
analyze multilevel multiway data [29]. However, both generalizations are unfit to 
analyze the dynamic variability of main interest in co-culture studies. 
Instead of performing PCA on the matrix 𝐗𝐶𝑢𝑙𝑡𝑢𝑟𝑒 +  𝐗E from ANOVA, we can also 
apply POCHEMON to this matrix (ANOVA-POCHEMON). Application of ANOVA 
(following Eq. 5.8) enables the separate analysis of the factors Time and Culture, and 
POCHEMON (following Eq. 5.2) on the Culture effect allows the distinction between 
mixing chemistry and chemistry related to interspecies interaction. The Mixing model 
of POCHEMON on the Culture effect can be described by Eq. 5.12. Note that this 
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involves a PCA model build on mono-culture data, as described by Eq. 5.2, on the 
addition matrix of 𝐗𝐶𝑢𝑙𝑡𝑢𝑟𝑒  and 𝐗E. For simplicity reasons, the resulting scores, 
loadings, and residuals are subscripted only with ‘Culture’. 
[
𝐗𝐶𝑢𝑙𝑡𝑢𝑟𝑒, 𝑚1 + 𝐗E, 𝑚1
𝐗𝐶𝑢𝑙𝑡𝑢𝑟𝑒, 𝑚2 + 𝐗E, 𝑚2
] = [
𝐓𝐶𝑢𝑙𝑡𝑢𝑟𝑒,mix,𝑚1
𝐓𝐶𝑢𝑙𝑡𝑢𝑟𝑒,mix,𝑚2
] 𝐏𝐶𝑢𝑙𝑡𝑢𝑟𝑒,mix
T + [
𝐄𝐶𝑢𝑙𝑡𝑢𝑟𝑒,mix,𝑚1
𝐄𝐶𝑢𝑙𝑡𝑢𝑟𝑒,mix,𝑚2
](5.12) 
This is equal to Eq. 5.9 except that the co-culture data is not used to build this model, 
only the mono-culture data is. 
The other steps of POCHEMON can applied to the culture factor in an analogous way 
following Eq. 5.3-5.6: 
𝐓𝐶𝑢𝑙𝑡𝑢𝑟𝑒,mix,𝑐 = [𝐗𝐶𝑢𝑙𝑡𝑢𝑟𝑒,𝑐 +  𝐗E,𝑐]𝐏𝐶𝑢𝑙𝑡𝑢𝑟𝑒,mix                (5.13) 
𝐄𝐶𝑢𝑙𝑡𝑢𝑟𝑒,mix,𝑐 = [𝐗𝐶𝑢𝑙𝑡𝑢𝑟𝑒,𝑐 +  𝐗E,𝑐] − 𝐓𝐶𝑢𝑙𝑡𝑢𝑟𝑒,mix,𝑐𝐏𝐶𝑢𝑙𝑡𝑢𝑟𝑒,mix
T             (5.14) 
𝐄𝐶𝑢𝑙𝑡𝑢𝑟𝑒,mix,𝑐 = 𝐓𝐶𝑢𝑙𝑡𝑢𝑟𝑒,comp,𝑐𝐏𝐶𝑢𝑙𝑡𝑢𝑟𝑒,comp
T + 𝐄𝐶𝑢𝑙𝑡𝑢𝑟𝑒,comp                         (5.15) 
[
𝐓𝐶𝑢𝑙𝑡𝑢𝑟𝑒,comp,𝑚1
𝐓𝐶𝑢𝑙𝑡𝑢𝑟𝑒,comp,𝑚2
] = [
𝐄𝐶𝑢𝑙𝑡𝑢𝑟𝑒,mix,𝑚1
𝐄𝐶𝑢𝑙𝑡𝑢𝑟𝑒,mix,𝑚2
] 𝐏𝐶𝑢𝑙𝑡𝑢𝑟𝑒,comp               (5.16) 
Equation 5.13 calculates the co-culture scores of the Mixing model, 𝐓𝐶𝑢𝑙𝑡𝑢𝑟𝑒,mix,𝑐; and 
Eq. 5.14 describes the co-culture residuals of this model, 𝐄𝐶𝑢𝑙𝑡𝑢𝑟𝑒,mix,𝑐. Equation 5.15 
describes the Competition scores 𝐓𝐶𝑢𝑙𝑡𝑢𝑟𝑒,comp,𝑐 and loadings 𝐏𝐶𝑢𝑙𝑡𝑢𝑟𝑒,comp
T  from the 
co-culture residuals, and Eq. 5.16 projects the mono-culture samples onto the 
Competition model. 
This clarifies our reason for using ANOVA-PCA rather than ASCA. In ASCA, the co-
culture scores of each sample are identical, since ASCA does not add the individual 
variation 𝐗E,𝑐 to 𝐗𝐶𝑢𝑙𝑡𝑢𝑟𝑒,𝑐 , but projects them into the model to represent variability. 
This implies that the co-culture residuals for every sample are also identical, such that 
a second PCA model based only on these residuals is obsolete. 
The factor Time is independent of culture type, and for that reason this factor will be 
analyzed with PCA as described in section 5.2.3. On the other hand, the Culture-Time 
interaction, expressed as  𝐗𝐶𝑢𝑙𝑡𝑢𝑟𝑒 +  𝐗𝐶𝑢𝑙𝑡𝑢𝑟𝑒×𝑇𝑖𝑚𝑒 + 𝐗E, can be analyzed with 
POCHEMON (analogous to Eq. 5.12-5.16) to establish the chemistry of interspecies 
interaction specific for each separate time point.  
Summarizing, ANOVA-POCHEMON entails four major parts: 
1) Decomposition of the data matrix into effect matrices Culture, Time, and their 
interaction; following Eq. 5.8 
2) PCA on the factor Time (defined as 𝐗𝑇𝑖𝑚𝑒 + 𝐗E); following Eq. 5.10, 
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3) POCHEMON on the factor Culture (defined as 𝐗𝐶𝑢𝑙𝑡𝑢𝑟𝑒 + 𝐗E); following 5.13-
5.16, and 
4) POCHEMON on the Culture-Time interaction (defined as 𝐗𝐶𝑢𝑙𝑡𝑢𝑟𝑒 +
 𝐗𝐶𝑢𝑙𝑡𝑢𝑟𝑒×𝑇𝑖𝑚𝑒 + 𝐗E); following an adaptation of Eq. 5.13-5.16 for interaction. 
In the introduction we mentioned three types of information present in dynamic co-
culture data that can be extracted by ANOVA-POCHEMON. The workflow of ANOVA-
POCHEMON is schematically depicted in Figure 5.2, showing parts 2-4. Figure 5.2a 
shows part 2 of the workflow: it analyzes the dynamic patterns common to both 
pathogens and to their co-culture. Figure 5.2b depicts part 3 of ANOVA-POCHEMON: it 
extracts the constitutive effect of interspecies interaction on pathogen metabolism, 
present at all time points. Figure 5.2c shows part 4: it allows focus on the dynamics of 
interspecies interaction.  
 
Figure 5.2: A schematic overview of ANOVA-POCHEMON, which entails a) PCA on the Time effect to 
extract common dynamic patterns, b) POCHEMON on the Culture effect to extract constant effects of 
interspecies interaction, and c) POCHEMON on the Culture-Time interaction to extract information on 
the dynamics of interspecies interaction. 
5.3 Materials and methods 
5.3.1 LC-MS data 
The experimental data used here were obtained from a previously described co-culture 
experiment [10]. It contained mono-cultures of fungal species A. clavatus (Sin141 – 
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isolated from soil) and Fusarium sp. (PS54743 – isolated from a blood sample), stored 
in the database of Agroscope ACW (Swiss Federal Research Station, Wädenswil, Route 
de Duillier, P.O. Box 1012, CH-1260 Nyon, Switzerland, http://mycoscope.bcis.ch/). 
Both fungal strains were cultivated or co-cultivated in 12-well plates with 2 mL of 
potato dextrose agar (PDA, Difco). Strains were inoculated by placing 2-mm agar plugs 
of fungal pre-cultures in the centre or on the opposite sides of well for mono- and co-
culture respectively. The cultures were incubated at 21 °C for 2, 4, 7 or 9 days. Both 
mono- and the co-cultures were analyzed with six replicates (n=6). The lyophilized agar 
with mycelium was extracted by dichloromethane–methanol–water (64:36:8) under 
sonication for 20 minutes, following a previously published protocol [13]. Finally, the 
extracts were dried and the extreme non-polar constituents were removed by 
reversed-phase solid phase extraction. 
Samples were fingerprinted in randomized order by the UHPLC-TOFMS platform 
(Acquity UPLC system coupled to a Micromass-LCT Premier Time-of-Flight mass 
spectrometer by a electrospray interface, Waters, Baden-Daettwil, Switzerland), with 
a 50 mm × 1 mm i.d. 1.7 µm Acquity BEH C18 UPLC column (Waters, Baden-Daettwil, 
Switzerland) and a water/acetonitrile gradient that has been detailed in the full 
protocol [10]. Data were acquired in positive and negative ionisation mode in a m/z of 
100-1000. The LC-MS chromatograms were converted to peak lists of features with 
their corresponding retention time, m/z and peak area in each of the analyzed samples 
using MZmine2 [39]. Data from the positive and negative ionisation mode were 
combined by concatenation. The resulting peak areas were log-transformed data 
(log (𝑥 + 1)). 
Significant metabolite features were putatively annotated by dereplication, which is 
the action of identification of observed features [40] (Level 2 annotation according to 
the Metabolomic Standard Initiative – MSI [41]). The molecular formula was 
determined based on the high mass-accuracy (maximum 10 ppm difference between 
the theoretical and measured m/z value), supported by isotopic pattern matching and 
heuristic filtering [42]. They were matched against metabolites in the Dictionary of 
Natural Products [43] that are produced by Aspergillus sp. and Fusarium sp. 
5.3.2 GC-MS data 
Cultures of P. aeruginosa strain ATCC 27853 and A. fumigatus clinical isolate AZN 8196 
were obtained as described earlier [11]. To summarize, P. aeruginosa was inoculated 
into 50 mL Brain Heart Infusion (BHI) broth (Mediaproducts BV, The Netherlands) in an 
initial concentration of approximately 5 x 106 colony forming units (CFU)/mL. 
Aspergillus fumigatus was cultured on Sabouraud dextrose agar supplemented with 
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0.02% chloramphenicol, and the conidia were suspended into 50 mL of BHI broth plus 
0.01% Tween 80 (Boom BV, The Netherlands) to a concentration of approximately 2.6 
x 105 CFU/mL. Co-cultures (cultures with both A. fumigatus and P. aeruginosa) were 
obtained by preparing a culture of A. fumigatus as described above. 
Pseudomonas aeruginosa (5 x 106 CFU/mL) was manually added fifteen hours after the 
inoculation of A. fumigatus. 
For sampling the headspace of the cultures, a setup was used as previously reported 
[44]. In short, the cultures were placed in 250 mL Erlenmeyer flasks. Each flask was 
closed using a glass stopper which contained two Teflon open-close valves acting as 
the inlet and outlet. The headspaces of the cultures were constantly flushed with 
catalysed compressed air. Headspace samples (3.5 L) were taken at 16, 24 and 48 hours 
after inoculation of the first pathogen, A. fumigatus, by connecting a glass tube filled 
with Tenax TA® (Shimadzu, Japan) to the outlet of the stopper for 60 minutes. Each 
experiment was performed in 12 replicates (n=12). The headspace samples were 
analyzed using thermal desorption (TD20) coupled to QP2010 Ultra GC-MS (Shimadzu, 
Japan). Only compounds that were present in at least 50% of the replicates per culture 
were included for analysis, and expressed by the Total Ion Current (TIC). The resulting 
peak area was log-transformed data (log (𝑥 + 1)). Compounds were putatively 
identified based on 80% minimal similarity of the MS spectra compared to the National 
Institute of Standards and Technology (NIST) libraries NIST08 and NIST08s. 
5.3.3 Data analysis 
We estimated the significance of the experimental factors in ANOVA using permutation 
tests to evaluate the summed value from all univariate sums of squares (SSQ) for the 
variables in each effect matrix [45]. Significance was defined by a sufficiently low 
fraction of permuted effect matrices with a total SSQ larger than the total SSQ of the 
observed effect matrix. 
In the GC-MS data the same samples were measured at different time points, meaning 
that a third factor was added to the ANOVA-model describing the Replicate variation, 
which is nested within the Culture factor. 
For POCHEMON and ANOVA-POCHEMON, the dimensionality of the Competition 
model has been established from a scree plot, combined with an evaluation of the 
interpretability of the Competition scores. The monoculture benchmark served as a 
validation here, as it indicated whether variability in the co-culture scores was also 
present in the projections of the mono-cultures on the Competition model. 
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For POCHEMON and ANOVA-POCHEMON, the most important metabolic features 
were determined by resampling validation based on Jansen et al. (2014) [7]. For the 
LC-MS data, random replicates for each time point were selected to construct Mixing 
and Competition models on. This resampling procedure was repeated 6400 times to 
average out the effect of randomly selecting mono-culture replicates of each time 
point, and the final rank products were determined from these repetitions. For the GC-
MS data, single replicates including all time point were selected systematically to 
construct Mixing and Competition models on. For each resampling, the Competition 
loadings were ranked, and an overall rank product of each feature was determined 
across all resampling realizations. To establish the number of important metabolic 
features, a rank product threshold was set based on a steep increase in rank product 
when including more features. If no steep increase could be detected, the threshold 
was put at ten features. 
All algorithms used in this paper are coded and executed in MATLAB version 8.3.0 
(Mathworks, Natick MA). 
5.4 Results and discussion 
In this section the results will be presented and discussed for the LC-MS and GC-MS 
data subsequently. For each data set, results of POCHEMON, ANOVA-PCA and ANOVA-
POCHEMON will be presented in separate subsections, where the strengths and 
weaknesses of each method as described in section 5.2 are pointed out. This will be 
done more elaborately in the LC-MS section, but the observations translate to the GC-
MS example. For all Mixing and Competition models, two PCs were chosen to be 
optimal. 
5.4.1 LC-MS data 
Results for separate PCA and POCHEMON models for each individual time point are 
given in Supplementary Figures 1 and 2. It is very difficult to interpret any information 
about dynamic processes from these figures, since it requires comparing different PCA 
models. A straight-forward comparison of the scores of different models is only 
possible if they are expressed on the same loading base [35]. However, it is clear that 
the cultures differ at several (but not all) time points. The fact that the co-culture 
samples in Supplementary Figure 5.1 do not score directly in between of the mono-
cultures, indicates that they contain more than only a mixture chemistry of the two 
mono-cultures. Additionally, the POCHEMON Competition models in Supplementary 
Figure 5.2 indicate both a dynamic effect and an effect of interspecies interaction in 
the data. Therefore, both POCHEMON (to study the interspecies interaction) and 
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ANOVA-PCA (to investigate the dynamic variability) may bring added value to the 
analysis. Moreover, the combination between these two methods may highlight the 
dynamics of interspecies interaction.  
5.4.1.1 POCHEMON 
Figure 5.3 shows both the Mixing model and the Competition model from POCHEMON 
(on all time points). The Mixing model (Figure 5.3a) focuses on the mono-culture 
chemistry of both pathogen cultures, and shows a great diversity among the Fusarium 
sp. replicates. Two days after inoculation the Fusarium sp. mono-culture samples were 
very similar to the co-culture samples and even to the A. clavatus mono-culture 
samples. This can be explained by slow growth of the fungi, not producing many 
compounds after two days yet leading to insignificant differences between the LC-MS 
profiles [10]. However, after four days the Fusarium sp. mono-cultures scored very 
differently from the A. clavatus on the second Mixing Component. This difference 
increased on day seven, and remained unchanged until day nine. This complies with 
the trends in the decrease in glucose content reported [10]: the confined space was 
almost fully saturated after seven days, leaving no more room for development. In the 
mono-cultures of A. clavatus and in the co-cultures the dynamic variability was 
described mainly in Mixing Component 2, where samples scores increased over time.  
 
Figure 5.3: POCHEMON a) mixing model, and b) competition model on data of all time points. Fusarium 
sp. samples are indicated in blue, A. clavatus in red and their co-culture in green. Symbols reflect time 
after inoculation, squares () representing 2 days, crosses (×) 4 days, circles (o) 7 days and triangles 
() 9 days. The orange zone corresponded to the mono-cultures benchmark in the competition model. 
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A similar dynamic effect can be observed in the Competition model (Figure 5.3b). In 
this model, samples clustered based on time after inoculation. The co-culture samples 
scored outside of the benchmark formed by the mono-cultures, indicating the 
presence of chemistry specific to interspecies interaction. However, the dynamic 
pattern makes analysis of the loadings and identification of the compounds involved 
difficult, because this information is convoluted with the interspecies interaction in 
both sub-models. This is why these sources of variation should be separated. 
5.4.1.2  ANOVA-PCA 
Separating the culture variation from the dynamic variability by ANOVA allows analysis 
of the cultures and, separately, of their common dynamic patterns. The factors Culture, 
Time and their interaction all contributed significantly to the model (p<0.001). Figure 
5.4 shows the results of ANOVA-PCA for this LC-MS data set. Figure 5.4a shows a 
perfect separation between the three culture types (mono-culture 1, mono-culture 2 
and their co-culture) on the first two PCs. There is no dynamic pattern detectable, 
proving the concept of the ANOVA separation of factors. Additionally, the co-culture 
scores are not in between the two mono-cultures, indicating that there is more going 
on than only a mixture of two co-cultures. However, this model is not dedicated to 
highlight important compounds for interspecies interaction. Figure 5.4b shows that the 
dynamic variability (the factor Time) can be described by the first PC of this PCA model. 
The scores increased from day two until day seven on PC1. Day nine had similar scores 
as day seven, indicating that there was less growth in the last two days of the 
experiment. The ten loadings of the most important metabolic features describing 
dynamic variability (the largest loadings on PC1) are listed in Supplementary Table 5.1. 
The fact that the Time effect can be described by one PC only means that the 
responsible features are relevant for the dynamics at all four time points. Figure 5.4c 
shows the Culture-Time interaction effect. The three cultures all showed very similar 
behavior on day two, but then developed each in different directions of the score plot. 
This figure provides a dedicated view on the dynamics specific for each of the cultures. 
However, this model focuses on variation, meaning that the most dynamic culture is 
considered most important to the model. Moreover, with this analysis it is obscured 
which part of the co-culture dynamics is specific for interspecies interaction, and which 
part is a mixture from mono-culture dynamics. 
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Figure 5.4: ANOVA-PCA score plot of a) the Culture factor, convex hulls indicating the different culture 
types; b) the Time factor, convex hulls indicating the different time points; and c) the Time-Culture 
interaction, convex hulls indicating the different culture types at different time points. Fusarium sp. 
samples are indicated in blue, A. clavatus in red and their co-culture in green. Symbols reflect time 
after inoculation, squares () representing 2 days, crosses (×) 4 days, circles (o) 7 days and triangles 
() 9 days.  
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We showed in this section that PCA of the factor Time provides information on the 
dynamic patterns common to both pathogens and their co-culture. This is step 2 of the 
workflow and corresponds with Figure 5.2a from section 5.2.4. Additionally, we 
showed that the ANOVA decomposition is effective in removing the influence of this 
dynamic variability from the data describing the Culture effect. However, PCA is not a 
suitable method to focus on interspecies interaction. 
5.4.1.3  ANOVA-POCHEMON 
As shown in Figure 5.2, ANOVA-POCHEMON entails three parts. The results of the first 
part, PCA on the Time factor from ANOVA (Figure 5.2a), has already been described in 
section 5.4.1.2. In this section, the results of ANOVA-POCHMON of both the Culture 
factor (Figure 5.2b) and the Culture-Time interaction (Figure 5.2c) are discussed.  
We combined the benefits of POCHEMON with those of ANOVA-PCA by performing 
POCHEMON on the relevant ANOVA factors and interactions, i.e. those that involve 
Culture, to highlight the chemistry specific to interspecies interaction within the co-
culture. The sub-models in Figure 5.5 provide information on the effect of interspecies 
interaction on fungal behavior. This allows us to answer the same questions as with 
POCHEMON in its original application, without interfering from general dynamic 
aspects: 
1) How do the mono-cultures differ chemically (at all time points)? 
2) How do the co-cultures differ from the mono-cultures (at all time points)? 
Additionally, we can answer similar questions regarding the development of the 
cultures: 
1) How does the development of the mono-cultures differ chemically (over all time 
points)? 
2) How does the development of the co-cultures differ from that of the mono-cultures 
(over all time points)? 
The Mixing model for the Culture factor shows that the samples of the two mono-
cultures were well separated (Figure 5.5a). In the ANOVA-PCA model the co-cultures 
did not score between the two mono-cultures, whereas in the mixture model of 
ANOVA-POCHEMON the co-culture scores indeed represent a linear combination of 
the chemistry between both species. The projected co-culture samples scored very 
close to A. clavatus, showing that the chemistry of this fungus dominates the mixture 
throughout the experiment. Note that whereas the POCHEMON Mixing model (Figure 
5.3) is not centered, the ANOVA-POCHEMON sub-model is. This is the consequence of  
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Figure 5.5: ANOVA-POCHEMON a) mixing model for the Culture factor, b) competition model for the 
Culture factor where the arrows represent the loadings related to the metabolic features listed in 
Supplementary Table 5.2, c) mixing model for the Time-Culture interaction, d) competition model for 
the Time-Culture interaction where the arrows represent the loadings related to the metabolic 
features listed in Supplementary Table 5.3. Fusarium sp. samples are indicated in blue, A. clavatus in 
red and their co-culture in green. Symbols reflect time after inoculation, squares () representing 2 
days, crosses (×) 4 days, circles (o) 7 days and triangles () 9 days. The orange zone corresponded to 
the mono-cultures benchmark in the competition model. 
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subtraction of the grand mean in ANOVA, that we did to focus on independently 
explaining the different sources of variation. Because the main focus of this work is to 
isolate the interspecies interaction, we will not further analyze the Mixing model in 
depth here and focus only on the second question listed above. 
The Competition model for the Culture factor (Figure 5.5b) shows that the scores of all 
co-culture samples exceeded those of the mono-culture benchmark, indicating that all 
samples exhibited chemistry specific to interspecies interaction. Positive scores on the 
first Competition component indicated the consistent information across all co-culture 
replicates. The variation amongst the co-culture replicates was captured in the second 
Competition component. The loadings of the first Competition PC directly reflect the 
importance of each compound to the distinct, consistent biochemistry of the co-
cultures, which likely relates to interspecies interaction. The resampling validation 
revealed fifteen important metabolite features, ions present in the UHPLC-TOFMS 
analyses. These are listed in Supplementary Table 5.2 and represented by arrows in 
Figure 5.5b. Eight metabolite features (printed in bold in Supplementary Table 5.2) are 
the main contributors to interspecies interaction, since their loadings are largest on 
the first Competition component.  
Five of these eight metabolite features have been indicated as de novo produced, 
upregulated or downregulated in co-culture by an earlier univariate analysis on this 
data [10]. Metabolite feature #5, NI287.043@1.43 (the notation corresponds to an ion 
detected using the negative ionization mode that had an m/z of 287.043 at a retention 
time of 1.43 min), is suspected to come from the same metabolite as feature #3 
(PI289.069@1.46), which has been highlighted as upregulated and produced on a 
longer time span in co-culture [10]. The univariate analysis highlighted metabolic 
features that were produced in different concentrations in co-culture than in the 
mono-cultures. The ANOVA-POCHEMON model of the Culture factor focuses only on 
those combinations of features that are consistently different for all time points. Since 
many of the features highlighted by univariate analysis were only different for some of 
the time points, not all these features may be selected by this ANOVA-POCHEMON 
submodel. Additionally, the strength of multivariate analysis is that it can reveal 
features that are only important in combination with others. The compounds 
NI285.043@1.45 and NI341.196@1.75 were not highlighted by univariate analysis and 
are thus novel, multivariate discoveries from ANOVA-POCHEMON. None of those two 
features were successfully dereplicated, showing the great potential of co-cultivation 
for the induction of unreported compounds. Using ANOVA-POCHEMON, these 
compounds are for the first time highlighted as specific for the interspecies interaction 
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between A. clavatus and Fusarium sp. and they can be investigated further in future 
research. 
Also the Culture-Time interaction contains contributions of both mixture and 
interspecies interaction that can be disentangled with POCHEMON. As explained in 
section 5.2.3, the Culture-Time interaction factor is not easily interpretable when 
expressed only as  𝐗𝐶𝑢𝑙𝑡𝑢𝑟𝑒×𝑇𝑖𝑚𝑒 + 𝐗E. This is shown in Supplementary Figure 5.3.  
Supplementary Figure 5.3a shows the Mixing model, in which the scores of each factor 
setting sum to zero due to the ANOVA decomposition. This makes the assessment of 
trends regarding culture-specific interspecies interaction very challenging. For this 
reason, we have expressed the Culture-Time interaction as 𝐗𝐶𝑢𝑙𝑡𝑢𝑟𝑒 +
 𝐗𝐶𝑢𝑙𝑡𝑢𝑟𝑒×𝑇𝑖𝑚𝑒 + 𝐗E. Figure 5.5c shows the Mixing model for the Culture-Time 
interaction when expressed as such, describing the dynamic variability in the mixing 
chemistry of the co-cultures. There is a greater contribution to this plot for the time 
points four, seven and nine days from the mono-cultures, the co-culture scores lying 
in between the mono-culture scores, on Mixing component 1.  
In the Competition model (Figure 5.5d) the scores on Competition component 1 
increased over time. A sub-cluster of samples appeared in with high scores on 
Competition component 2, consisting of samples from the last two time points.  
The ten metabolic features most important for this dynamic pattern of interspecies 
interaction are listed in Supplementary Table 5.3 and indicated in Figure 5.5d with 
arrows. The loadings of this model were highly dissimilar to those of the ANOVA-PCA 
on the Culture-Time interaction. This underlines again that ANOVA-PCA is not able to 
focus on the dynamic information specifically related to interspecies interaction. All of 
these ten metabolic features were also highlighted for global interspecies interaction 
(Supplementary Table 5.2). The sub-cluster in the top of Figure 5.5d is characterized by 
lower concentrations of these features compared to other samples of the same time 
points. A possible reason for the different scores of this sub-cluster might be that their 
growth is confined by the limited space available. However, we do not have 
information about the size of the fungal colonies in the different replicates to confirm 
this. Three out of the ten features were most important for the culture-time 
interaction, and are highlighted in bold in Supplementary Table 5.3. These three 
features were also highlighted in Supplementary Table 5.2 for global interspecies 
interaction, and they were also highlighted by univariate analysis as de novo produced, 
upregulated or downregulated in co-culture in a previous study [10]. The results from 
ANOVA-POCHEMON provide the novel knowledge that these features are also 
specifically important to describe the multivariate development of interspecies 
interaction over time. 
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We have shown that POCHEMON on the ANOVA Culture factor provides information 
on the effect of interspecies interaction on fungal behavior. For the Culture-Time 
interaction, POCHEMON allows abstraction of the dynamics of interspecies interaction, 
leading to more insight in the metabolic features involved. By combining ANOVA-PCA 
with POCHEMON according to the workflow shown in Figure 5.2, we have developed 
one method to  extract  
a) information on the constitutive effect of interspecies interaction on pathogen 
metabolism, present at all time points (Figure 5.4b);  
b) information on the dynamic patterns common to both pathogens and to their co-
culture (Figure 5.5b); and  
c) information on the dynamics of interspecies interaction (Figure 5.5d). 
5.4.2 GC-MS data 
Results of PCA and POCHEMON per time point results can be found in Supplementary 
Figures 4 and 5. The different cultures differ at several (but not all) time points, 
indicating the presence of both a dynamic and an interspecies effect in the data. 
5.4.2.1 POCHEMON 
Similar to our findings in the LC-MS study, application of POCHEMON to all samples for 
the GC-MS data of P. aeruginosa and A. fumigatus showed large differences between 
the measurement time points (Figure 5.6). The mixing model (Figure 5.6a) indicates a 
considerable spread within each mono-culture, and even overlap between the two 
mono-cultures. The co-cultures are spread widely amongst the mono-culture samples. 
There is also a clear influence of the time after inoculation visible, leading from 16 
hours at the bottom to 48 hours at the top of the figure. This dynamic variability is also 
obvious in the competition model (Figure 5.6b), were the co-culture samples clustered 
based on time after inoculation. These results underline the conclusions drawn for the 
previous example: POCHEMON on samples from different time points does not suffice 
to provide detailed information about interspecies interaction nor on development of 
the compounds over time. An additional source of information that POCHEMON 
cannot use is the repeated analysis of samples from the same individual, obtained at 
different time-points. Quantification of this Replicate effect by ANOVA decomposition 
may further focus the analysis upon the relevant sources of variation. 
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Figure 5.6: POCHEMON a) mixing model, and b) competition model on data of all time points. 
Pseudomonas aeruginosa samples are indicated in blue, A. fumigatus in red and their co-culture in 
green. Symbols reflect time after inoculation, squares () representing 16 hours, crosses (×) 24 hours 
and circles (o) 48 hours. The orange zone corresponded to the mono-cultures benchmark in the 
competition model. 
5.4.2.2 ANOVA-PCA 
The ANOVA effects of Culture, Time, Replicate, and the interaction between Culture 
and Time (defined as 𝐗𝐶𝑢𝑙𝑡𝑢𝑟𝑒 +  𝐗𝐶𝑢𝑙𝑡𝑢𝑟𝑒×𝑇𝑖𝑚𝑒) were significant (p=0.036 for Sample 
and p<0.001 for the others). Figure 5.7 shows the results of ANOVA-PCA. The mono-
cultures in Figure 5.7a are well separated, with the co-culture scores showing overlap 
with A. fumigatus. The difference between the culture types is mainly related to 
compounds with large loadings on the first principal component. The most important 
compounds have higher concentrations in the samples of A. fumigatus, and they are 
8-nonen-2-one, 2-nonanone, 2-trideconene, 2-undecanone. These compounds were 
also present in the discriminative time-independent biomarker profile determined 
previously with this data, without the use of ANOVA [11]. This underlines the ability of 
ANOVA to separate different sources of variability. Although this model provides some 
insight in the differences between the mono-cultures, it does not highlight important 
metabolic features for interspecies competition. 
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Figure 5.7: ANOVA-PCA score plot of a) the Culture factor, convex hulls indicating the different culture 
types; b) the Time factor, convex hulls indicating the different time points; c) the Replicate factor, lines 
connecting measurements of the same replicate sample; and d) the Time-Culture interaction, convex 
hulls indicating the different culture types at different time points. Pseudomonas aeruginosa samples 
are indicated in blue, A. fumigatus in red and their co-culture in green. Symbols reflect time after 
inoculation, squares () representing 16 hours, crosses (×) 24 hours and circles (o) 48 hours. 
  
-30 -20 -10 0 10 20 30 40
-40
-30
-20
-10
0
10
20
30
40
PC 1 (25%)
P
C
 2
 (
1
3
%
)
 
 
-40 -20 0 20 40
-20
-10
0
10
20
30
40
PC 1 (19%)
P
C
 2
 (
6
%
)
 
 
-30 -20 -10 0 10 20 30
-40
-30
-20
-10
0
10
20
30
PC 1 (18%)
P
C
 2
 (
1
5
%
)
ANOVA-PCA TxC
i
nteraction factor
 
 
-30 -20 -10 0 10 20 30
-40
-30
-20
-10
0
10
20
30
PC 1 (20%)
P
C
 2
 (
1
4
%
)
 
 
a)                                                     b) 
 
 
 
 
 
 
 
 
c)                                                      d) 
Chapter 5   
118 
Figure 5.7b displays the Time effect. The scores show a clear dynamic pattern from the 
left of the graph to the right. The compounds that contribute mainly to this pattern are 
listed in Supplementary Table 5.4. It is probable that several of these compounds that 
show a common development in both cultures and their co-culture are emitted by the 
growth medium, which is the same for all cultures. 
The Replicate effect (i.e. variation within the individual replicates) is shown in Figure 
5.7c. There is no systematic variability within the scores of this factor. However, 
removal of this variation may still enhance the information content of other factors, as 
this removes any interference of individual variation within replicates. 
Figure 5.7d displays the Culture-Time interaction. Each culture shows a different 
development over time. The P. aeruginosa samples score high on the second PC in the 
beginning, and low at the end of the experiment. Samples from A. fumigatus and the 
co-culture show an opposite development, although less explicit. 
This case study confirms our statement on ANOVA-PCA in section 5.4.1.2: Separate PCA 
analysis of the factor Time provides unique information on the common dynamic 
patterns in the data. Analysis of the Culture effect or the Culture Time interaction does 
not highlight information on interspecies interaction. These ANOVA effects should be 
analyzed with a more dedicated tool. Additionally, we showed here that the ANOVA 
model is flexible to different designs by the inclusion of a factor Replicate, nested 
within Culture. This allowed removal of the disturbing individual variation. 
5.4.2.3 ANOVA-POCHEMON 
The results of the first part of ANOVA-POCHEMON, PCA on the Time factor from 
ANOVA (as schematically depicted in Figure 5.2a), has already been described in 
section 5.4.1.2. In this section, the results of ANOVA-POCHMON of both the Culture 
factor (Figure 5.2b) and the Culture-Time interaction (Figure 5.2c) are discussed. The 
main difference with the LC-MS case study described above is that the ANOVA 
decomposition allowed also removal of a Replicate effect, because this experiment 
involved non-destructive measuring of the same samples at the different points. 
The constitutive interspecies interaction was investigated by POCHEMON on the 
Culture effect from ANOVA. The Mixing model is depicted in Figure 5.8a, and shows 
that the scores of the two mono-cultures were well separated. The projected co-
culture samples fell in between both mono-cultures, although they scored more similar 
to A. fumigatus than to P. aeruginosa. 
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Figure 5.8: ANOVA-POCHEMON a) mixing model for the Culture factor, b) competition model for the 
Culture factor where the arrows represent the loadings related to the metabolic features listed in 
Supplementary Table 5.5, green lines connecting measurements of the same replicate sample, c) 
mixing model for the Time-Culture interaction, d) competition model for the Time-Culture interaction 
where the arrows represent the loadings related to the metabolic features listed in Supplementary 
Table 5.6, green lines connecting measurements of the same replicate sample. Pseudomonas 
aeruginosa samples are indicated in blue, A. fumigatus in red and their co-culture in green. Symbols 
reflect time after inoculation, squares () representing 16 hours, crosses (×) 24 hours and circles (o) 
48 hours. The orange zone corresponded to the mono-cultures benchmark in the competition model. 
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In the Competition model the majority of the co-culture samples exceeded the mono-
culture benchmark, indicating that in most samples there was chemistry present 
specific to interspecies interaction. The positive score on the first Competition 
component indicated the consistent information across all co-culture replicates. The 
variation between the replicates was captured in the second component. Green lines 
connect measurements of the same replicate sample. This allows us to compare 
trajectories of each replicate. Some replicates show very similar effects of interspecies 
interactions, while others are very different. This means that ANOVA-POCHEMON can 
be used also to assess replication of observed responses between replicate 
experiments, and analyze how the highlighted metabolic features are influenced by 
the variation between the replicates. The resampling validation revealed important 
metabolite features, VOCs from the GC-MS analysis. The ten statistically most 
important compounds are listed in Supplementary Table 5.5 and the corresponding 
loadings are indicated by arrows in Figure 5.8b. In contrast to the LC-MS case study, 
most loadings are large on both axes. This indicates that the corresponding compounds 
are important for the general interspecies interaction as well as the variation among 
replicates. 
The compounds 1-undecene, 2-ethyl-benzenamine, 1-propanol and 2-hexanone were 
upregulated upon interspecies interaction, as mono-culture replicates contain them in 
considerably lower amounts (data not shown). Metabolites 1-hydroxy-2-propanone 
and chloro-benzene were downregulated upon interspecies interaction. None of these 
features are de novo produced or eliminated upon interspecies interaction.   
The dynamics of interspecies interactions were investigated by POCHEMON on the 
Culture-Time interaction. Supplementary Figure 5.6 shows that also for this data set 
the Culture-Time interaction is not easily interpretable when expressed only as 
 𝐗𝐶𝑢𝑙𝑡𝑢𝑟𝑒×𝑇𝑖𝑚𝑒 + 𝐗E. For this reason, Figure 5.8c shows the Mixing model for the 
Culture-Time interaction expressed as 𝐗𝐶𝑢𝑙𝑡𝑢𝑟𝑒 +  𝐗𝐶𝑢𝑙𝑡𝑢𝑟𝑒×𝑇𝑖𝑚𝑒 + 𝐗E, describing the 
dynamic variability in the mixing chemistry of the co-cultures. Figure 5.8d models the 
interspecies interaction at each stage of infection. After 16 hours the majority of 
samples did not express dynamic interspecies interaction, as they scored within the 
mono-culture benchmark. Since the second pathogen was added to the culture only 
after 15 hours, this is as expected. Most samples collected after 24 and 48 hours scored 
outside this mono-culture benchmark. The replicate samples can be followed in time 
by their individual trajectories plotted in the figure. Some samples have a trajectory 
moving from left to right over time, while others show an angled trajectory that can 
point both to the left and right of the figure. This reveals that the dynamic response to 
interspecies interaction is highly individual-specific. The eight most important 
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metabolic features for the dynamics of the interspecies interaction for all replicates 
are listed in Supplementary Table 5.6. These features show great overlap with those 
listed in Supplementary Table 5.5. This indicates that the systematic differences 
between the cultures are considerably larger than the dynamic variability in these 
differences. The only compounds unique to Supplementary Table 5.6 is 2-methyl-1-
butanol. 
ANOVA-POCHEMON is the first method to allow disentanglement of the different 
chemistries in dynamic co-cultures, and therefore there is no established benchmark 
to confirm our findings. A recent study by Briard et al. showed that the presence of 
dimethyl-sulfide, produced by P. aeruginosa, has a stimulatory effect on the growth of 
A. fumigatus [46]. However, we did not detect any dimethyl-sulfide in the P. 
aeruginosa headspace in our study and for this reason we cannot confirm these 
findings.  
As mentioned in section 4.1.3, the Mixing model of POCHEMON is not mean-centered 
whereas the ANOVA-POCHEMON sub-model is. There is a specific merit to omit 
centering in this situation: unlike chemical mixtures, mixing organisms may lead to 
‘dilution’ of the sample when both species die. This may lead to a decrease in the total 
number of molecules. In the mon-centered, resulting cone-shaped Mixing model, 
these co-cultures would be projected closer to the origin than mono-cultures, but still 
in between the cultures of both species. Centering convolutes such information in the 
model: in ANOVA-POCHEMON indeed such effects could be more difficult to observe. 
Evaluation of the explained variance of the Competition model compared to the total 
variance in the data in POCHEMON is currently challenging. Further research is 
required to assess different figures of merit and to develop a comprehensive validation 
tool for POCHEMON. It follows that in ANOVA-POCHEMON, a numerical assessment of 
the significance of a variables’ contribution to the Competition model would be even 
more challenging. However, the amount of variance explained by the model is not of 
primary importance, the specific structure of that variance is. Even 1-2% of ‘variation’ 
in the measured data would be relevant, as it may be attributed to a smaller 
contribution that is either isolated by the ANOVA-based ANOVA-PCA operations of by 
the POCHEMON step. What is mainly important here, is that this variation is present 
and is statistically validated by 1) check of reproducibility between co-culture 
replicates, and 2) comparison to the mono-culture benchmark. 
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5.5 Conclusion 
In the present study a dedicated, novel approach for the analysis of dynamic 
chromatographic data coming from in vitro micro-organism co-culture has been 
presented. This approach combined the strengths of ANOVA-PCA and POCHEMON. For 
two case studies, we showed that ANOVA was suitable to separate the information in 
the data by different sources of variation, namely Time and Culture. PCA on the Time 
effect provided insight into which metabolites are involved in pathogen development, 
regardless of the nature of the pathogen. However, PCA was not able to untangle the 
complex metabolic profiles in the Culture effect, e.g. separate the mixed mono-culture 
biochemistries from a chemistry specific to their interspecies competition. The method 
POCHEMON was designed specifically for that purpose, but we showed that it was not 
suitable for dynamic data due to convolution with dynamic patterns. We demonstrated 
that application of POCHEMON on the Culture effect of ANOVA lead to the discovery 
of metabolites involved in interspecies interaction at all time points. Additionally, 
ANOVA-POCHEMON revealed how metabolite patterns influenced by interspecies 
interaction, changed over time. 
In conclusion, ANOVA-POCHEMON provides a powerful tool for the simultaneous 
discovery of metabolite profiles 1) related to dynamic processes, 2) specific for 
interspecies competition, and 3) related to the dynamics of this interspecies 
interaction. The presented case studies indicate that this method leads to novel 
metabolic insights that may improve diagnosis of co-infections, e.g. in the lungs of CF 
patients, or lead to the discovery of new natural bioactive lead medicinal compounds. 
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 6 
Detection of Staphylococcus aureus in cystic 
fibrosis patients using breath VOC profiles 
Staphylococcus aureus (S. aureus) is a common bacterium infecting children with cystic 
fibrosis (CF). Since current detection methods are difficult to perform in children, there 
is need for an alternative. This proof of concept study investigates whether breath 
profiles can discriminate between S. aureus infected and non-infected CF patients 
based on volatile organic compounds (VOCs). 
We collected exhaled breath of CF patients with and without S. aureus airways 
infections in which VOCs were identified using Gas Chromatography – Mass 
Spectrometry. We classified these VOC profiles with sparse Partial Least Squares 
Discriminant Analysis. 
Multivariate breath VOC profiles discriminated infected from non-infected CF patients 
with high sensitivity (100%) and specificity (80%). We identified the nine compounds 
most important for this discrimination. 
We successfully detected S. aureus infection in CF patients, using breath VOC profiles. 
Nine highlighted compounds can be used as a focus point in further biomarker 
identification research. The results show considerable potential for non-invasive 
diagnosis of airway infections. 
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6.1 Introduction 
Respiratory infections are the main problem in patients with cystic fibrosis (CF), since 
they result in progressive loss of lung function and eventually death [1, 2]. 
Staphylococcus aureus (S. aureus) is one of the most common bacteria infecting 
children with CF. On average, 68 % of patients with CF are infected with S. aureus 
(including people with methicillin-resistant Staphylococcus aureus (MRSA) infection) 
[3]. The prevalence of S. aureus infection peaks at almost 80% in six – to ten-year old 
patients [3]. Early detection of respiratory infections is essential for adequate 
treatment, but currently available detection methods are difficult to perform in 
children, time consuming, invasive (bronchoalveolar lavage), non-specific (chest X-ray) 
or insensitive and unpleasant (sputum induction) [4-7]. For this reason, a non-invasive, 
easy, fast and accurate method to detect respiratory infections is needed.  
One alternative approach could be the analysis of exhaled breath. Up till now, potential 
markers specific for S. aureus detection in vitro are reported to be isovaleric acid and 
methylbutanal [8, 9]. Other compounds elevated in S. aureus headspace are ammonia, 
methanol, acetaldehyde, ethanol, propanol and pentanal [10], as well as butanol and 
acetic acid [11], acetone [11, 12], 2-methylbutanal, benzaldehyde, 2,3-butanedione, 1-
methyl-4-(1-methylethenyl)cyclohexane, dimethyldisulfide and dimethyltrisulfide [12], 
3-methyl-butanal [12, 13], and 3-methyl-1-butanol, butanoic acid and 3-methyl-
butanoic acid [13]. However, these compounds are also found in the headspace of 
other pathogens [8-10, 13-17] and are therefore not specific for S. aureus. In vivo, 
acute S. aureus infection was detected in a bacterial murine lung infection model, in 
an untargeted metabolomics study using secondary electrospray ionization-mass 
spectrometry (SESI-MS) breath profiles [18]. Furthermore, S. aureus-derived 
metabolites could be detected in ventilator-associated pneumonia in intensive care 
patients, in a recent prospective pilot study [19]. However, to our knowledge, in vivo 
studies for detection of S. aureus in exhaled breath of CF patients have not been 
performed yet.  
Therefore, the aim of this proof of concept study was to investigate whether we can 
discriminate between S. aureus infected and non-infected CF patients based on 
Volatile Organic Compounds (VOCs) in their exhaled breath. For this purpose, we used 
Gas Chromatography – Mass Spectrometry (GC-MS) for breath VOC analysis, in 
combination with sparse Partial Least Squares Discriminant Analysis (s-PLS-DA) for 
multivariate discrimination between the different patient groups. 
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6.2 Materials and Methods 
6.2.1 Subjects 
Cystic fibrosis patients (≥ 6 years old) were recruited between January 8 and July 16, 
2015, from the outpatient clinic of Radboud University Medical Center - Amalia 
Children’s Hospital, Nijmegen, the Netherlands. This study was approved by the local 
medical ethics committee (CMO – Nijmegen/Arnhem) which waived written informed 
consent. Oral consent was obtained from both participants aged 12 years and older, 
and from parents of children aged 6-18 years.  
Table 6.1: Patient characteristics by Staphylococcus aureus infection status  
Patient 
number 
Gender Age (years) S. aureus 
infection 
Other infections 
1 female 6 Yes - 
2 female 7 Yes - 
3 female 9 Yes - 
4 female 13 Yes Serratia marcescens 
4 female 13 Yes Pseudomonas aeruginosa 
5 female 21 Yes Pseudomonas aeruginosa and 
yeast 
6 female 23 Yes Haemophilus influenzae 
7 male 8 Yes - 
8 male 9 Yes Haemophilus influenzae 
9 male 11 Yes - 
10 male 12 Yes Haemophilus influenzae 
11 male 16 Yes - 
12 male 19 Yes - 
13 male 54 Yes Haemophilus influenzae 
14 female 7 No - 
15 female 7 No - 
16 male 19 No Stenotrophomonas maltophilia 
Aspergillus fumigatus 
17 male 7 No - 
18 male 7 No - 
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Non-smoking CF patients with and without S. aureus infection were included in this 
study (Table 6.1). Infection was defined as culturing S. aureus in sputum (or cough swab 
sample for children unable to expectorate), on the day of breath sampling or in ≥50% 
of the samples (minimum of 4 samples) over the previous 12 months. ‘Free of infection’ 
was defined as S. aureus negative over the previous 12 months (minimum of 4 
samples). Samples were obtained as a part of routine clinical care. 
6.2.2 Breath sampling 
All patients followed the same procedure for breath collection. After rinsing their 
mouth with water, two breath samples were collected in 3L Tedlar ® bags (ProCare 
B.V., Groningen, The Netherlands) at a constant flow rate of 50 mL s-1, using a 
commercial breath sampler (Loccioni, Angeli di Rosora, Italy) [20]. Each breath sample 
consisted of two mouth-exhalations through a bacterial filter (Air Safety Limited, 
Lancashire, UK) and a non-rebreathable T-piece (Vacumed, Ventura, USA) which were 
connected to a CO2 sensor and a calibrated buffer pipe. From the total exhalation 
through the pipe, the first 150 mL was discarded in a separate small bag, and the 
remaining part collected in the sampling bag. The four exhalations were separated by 
90 seconds, and at the same time, one sample of ambient air was collected. Equal 
volumes of breath and ambient air samples were stored within 6 hours on glass tubes 
filled with Tenax TA® (Shimadzu, Kyoto, Japan), using a custom-made pump box at 3 
L/h. This volume was determined by the lowest breath sample volume for each 
individual.  
6.2.3 Breath analysis 
Samples were analysed using thermal desorption (TD20) coupled to QP2010 Ultra GC-
MS (Shimadzu, Kyoto, Japan) as described earlier [17]. Briefly, the tubes were dried in 
a custom-made setup at room temperature and thereafter heated in a thermal 
desorption unit for desorption of all trapped compounds. A cold trap captured the 
VOCs, and was subsequently heated to release the molecules through a heated 
transfer line (split 1:10) onto a CP-Sil 19 CF capillary column (25 m, 0.25mm inner 
diameter, 1.2 μm film thickness, Agilent Technologies Netherlands BV, Amstelveen, 
The Netherlands). Helium was used as the carrier gas, at a flow-rate of 1.02 ml/min. 
The GC temperature program started isothermal at 40 °C for 4 minutes and was then 
ramped to 250 °C with a 5 °C/min heating rate. Finally, the temperature was kept 
isothermal at 250 °C for 14 minutes. After ionization of the molecules by electron 
impact, a quadrupole mass spectrometer detected nominal mass spectra with a scan 
rate of 20.000 amu/second. This resulted in data comprising of retention times in a 
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range 0 - 60 minutes (11900 data points) and mass spectra in a range m/z 30-500, for 
each sample. 
6.2.4 Compound identification 
The compounds were putatively identified by comparing the experimental spectra with 
those of the National Institute for Standards and Technology (NIST) libraries NIST08 
and NIST08s (80% minimal similarity) and by retention times (RTs). The assignment of 
the compounds most discriminating in the statistical analysis was performed with 
standards with a purity of ≥ 96% as described earlier [17]. The RTs and mass spectra of 
these pure standards were compared with those obtained in the experimental samples 
to confirm the correct identification of the compound (maximum difference in RT: 0.3% 
and a 90-95% MS match score, between chemical standards and biological samples). 
The compounds 1,4-pentadiene, hexanal, 2-methyl-naphthalene and isopropyl 
myristate were purchased from Sigma Aldrich Chemie BV, Zwijndrecht, the 
Netherlands, ethanol was purchased from Merck KGaA, Darmstadt, Germany, 2-
butanone was purchased from Merck Schuchardt, Hohenbrunn, Germany, acetone 
was purchased from VWR International BV, Amsterdam, the Netherlands, and 3-
hydroxy-2-butanone was purchased from Thermo Fisher Scientific Inc, Karlsruhe, 
Germany. The standards were diluted 10,000 times in methanol (ethanol, acetone, 2-
butanone, 3-hydroxy-2-butanone, hexanal, undecane, 2-methylnaphthalene, 
isopropyl myristate) or acetone (1,4-pentadiene) and 2 µL of this solution was injected 
onto the Tenax tube. Subsequently, the tubes were dried as described above and 
heated in the thermal desorption unit.  
6.2.5 Multivariate analysis  
6.2.5.1 Data preprocessing 
The VOC data obtained was preprocessed using MetAlign [21] and subsequently using 
MSClust [22]. During preprocessing with MetAlign, the data underwent baseline 
correction, denoising, alignment and peak picking, i.e. molecular features extraction. 
During preprocessing with MSClust, molecular features from MetAlign were grouped 
together into clusters corresponding to the same compounds. Detailed settings of 
MetAlign and MSclust are available upon request. Oxygen and clusters attributed to 
Tedlar and Tenax (phenol, N,N-dimethylacetamide, and siloxane compounds) were 
removed from the data prior to analysis.  
Samples were normalized by Probabilistic Quotient Normalization (PQN) [23], a 
recommended method for normalization of chromatographic data [24]. Intensities of 
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compounds were averaged for the duplicate breath samples. Correction for 
background concentrations of compounds in ambient air was performed by calculating 
alveolar gradients [25]: subtracting the corresponding ambient air sample from each 
average of two breath samples.  
6.2.5.2 Discriminant analysis 
Multivariate discriminant analysis was performed on the VOC profiles with sparse 
Partial Least Squares Discriminant Analysis (s-PLS-DA) [26] to discriminate S. aureus 
infected from non-infected CF patients. Partial Least Squares is an established method 
for dimension reduction. It does this by constructing latent variables (LVs), which are a 
relatively low number of linear combinations of all original variables (compounds). 
Sparse PLS integrates a variable reduction into this analysis by selecting a limited 
number of compounds to be represented in a LV [27].  
Two parameters need to be optimized in s-PLS-DA, being the number of LVs in the PLS-
DA model and the sparsity level that determines the maximum number of compounds 
that may contribute to each LV. These parameters were optimized simultaneously 
using double cross-validation [28]. Within this validation, an inner cross-validation, 
consisting of 5-fold cross-validation repeated 50 times, determined the optimal 
combination of number of LVs and sparsity level. The model performance was then 
determined by an outer cross-validation, also consisting of a 5-fold cross-validation 
repeated 50 times, as the median percentage of misclassified samples per class in all 
50 repetitions. For cross-validation, samples were divided randomly, although 
stratified such that each test and training set contained at least one sample from each 
patient group. The overall optimal sparsity level was chosen to be the median of all 
optimal sparsity levels from the cross-validation models. The overall optimum number 
of LVs was taken to be the median number of LVs chosen for this optimal sparsity level. 
The statistical significance of the model performance was assessed by a permutation 
analysis with 1000 realizations using the optimal settings, in which the original class 
labels were randomly permuted. Compound importance was evaluated by the 
frequency of compound selection in different cross-validations and repetitions. If a 
compound was selected in at least 80% of all models, it was assumed to be relevant 
for the detection of S. aureus infection. For these compounds, the median intensities 
in S. aureus infected patients were compared to those in non-infected patients, to 
evaluate whether their concentrations were elevated or reduced. A Wilcoxon rank sum 
test was used to evaluate the difference between infected and non-infected patients 
for each of these compounds in a univariate manner. The threshold for significance 
was corrected for multiple testing using the Bonferroni correction [29] for an overall 
critical value of α=0.05. 
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With the exception of MetAlign and MSclust, all algorithms used in this paper were 
coded and executed in MATLAB version 8.3.0 (Mathworks, Natick MA). Sparse-PLS 
code was made available by Szymańska et al. [30]. 
6.3 Results 
We included 13 CF patients infected with S. aureus (10 with S. aureus on the day of 
breath sampling, and 3 with S. aureus in ≥50% of their samples in the previous 12 
months) and 5 CF patients free from S. aureus infection (Table 6.1). One patient 
infected with S. aureus participated twice in the study, with 4 months in between 
sampling dates. Since it is very well possible for a patient to develop different infections 
in this period, these samples were treated as independent. This resulted in 19 
measurement sessions with 2 breath samples each. The median [interquartile range 
(IQR)] age in the S. aureus infected group was 13 [9 to 20] compared to 7 [7 to 13] in 
the group free from S. aureus infection.  
Chromatograms were obtained for all breath and ambient air samples. The mean 
breath GC chromatograms (on a point-by-point basis) of S. aureus infected and non-
infected CF patients before preprocessing are shown in Figure 6.1. Small differences 
can be observed between these chromatograms. The area between 15 and 35 minutes 
contains the most peaks. Five peaks, indicated with arrows, were attributed to 
compounds related to sample collection and adsorbent materials (Tedlar and Tenax, 
respectively). These peaks were removed prior to data analysis. 
Breath VOC profiles of S. aureus infected CF patients differ from those of non-infected 
patients. s-PLS-DA resulted in a median sensitivity of 100% and a specificity of 80.0%. 
Permutation testing showed that this prediction was significant (p<0.001). The optimal 
parameter settings for s-PLS-DA were a sparsity level of 4 and 9 LVs.  
The most important VOCs responsible for separation of infected and non-infected 
patients were identified as 1,4-pentadiene, ethanol, acetone, 2-butanone, 3-hydroxy-
2-butanone, hexanal, undecane, 2-methyl-naphthalene and isopropyl myristate, and 
are listed in Table 6.2. Ion counts of six compounds were elevated in concentration in 
S. aureus infected compared to non-infected patients, and reduced in concentration 
for three compounds. The significance threshold for the Wilcoxon rank sum test, after 
correcting for multiple testing, is α=0.0056 (=0.05/9). The compound undecane 
showed significant difference between non-infected and infected patients (p=0.0050).   
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Figure 6.1: The average GC chromatogram of VOCs in exhaled breath of a S. aureus a) non-infected; 
and b) infected CF patient. The horizontal axis represents the retention time in minutes. The vertical 
axis shows the intensity (total ion current) of the compounds present in the sample. Arrows indicate 
peaks attributed to sample collection and adsorbent materials: phenol (24.6 min), N,N-
dimethylacetamide (18.3 min), and siloxane compounds (21.6, 26.6, and 31.2 min). Letters correspond 
to compounds listed in Table 6.2. 
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Table 6.2: Nine VOCs important for discrimination of S. aureus infected from non-
infected CF patients, including their mass to charge ratio (m/z) and retention time (RT) 
in minutes, using mean values determined in breath samples. The VOCs are correctly 
identified based on comparison with pure compound standards. As measure of 
importance, the frequency (expressed as a percentage) in which each compound was 
selected during cross-validation is listed in the fifth column. The sixth column indicates 
whether the compound was elevated (↑) or reduced (↓) in S. aureus infected 
compared to non-infected CF patients. Column seven provides the p-values from the 
Wilcoxon rank sum test. 
 RT 
m/
z 
Name 
% Elevated (↑) or reduced 
(↓) 
p-value 
A 2.5 68  1,4-pentadiene 100 ↑ 0,010 
B 2.8 46  ethanol 84.0 ↑ 0,34 
C 3.2 58  acetone 85.6 ↑ 0,014 
D 5.4 74  2-butanone 80.0 ↑ 0,50 
E 11.5 88  3-hydroxy-2-butanone 100 ↓ 0,50 
F 12.7 
10
0 
hexanal 
90.4 ↓ 
0,69 
G 13.6 
15
6 
undecane 
81.2 ↑ 
0,0050 
H 30.0 
14
2 
2-methylnaphthalene 
83.2 ↑ 
0,75 
I 40.8 
27
0  
isopropyl myristate 
99.2 ↓ 
0,087 
 
4. Discussion and conclusion 
In this study, we investigated whether it was possible to discriminate S. aureus infected 
from non-infected CF patients based on VOCs in exhaled breath. Breath VOC profiles 
allowed successful detection of S. aureus infection, and this resulted in a shortlist of 
nine compounds important for the discrimination of the two patient groups. These 
nine compounds were correctly identified based on comparison with pure compound 
standards.  
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Previous studies have shown the potential of metabolomics of VOCs in exhaled breath 
of CF patients. Robroeks et al. [31] identified CF patients with or without positive 
Pseudomonas aeruginosa  (P. aeruginosa) cultures 100% correctly using Multiple 
Discriminant Analysis (MDA), by means of fourteen VOCs in exhaled breath. However, 
they did not report the molecular identity of those compounds. In addition, MDA builds 
a model using all measured compounds, many of which are possibly unrelated to 
P. aeruginosa infection. Including these compounds could weaken the discrimination 
power of the method and add noise to the model [32]. This also means that the trend 
of interest might be masked by irrelevant trends in the data (e.g. related to diet or 
physical activity) [33]. Sparse PLS-DA reduces these risks and facilitates biological 
interpretation by including only the most important compounds.  
We identified the nine most discriminating compounds for S. aureus infection in CF 
patients. Almost all of these compounds have been reported previously either in 
bacterial headspace or in exhaled breath. The compounds 1,4-pentadiene, ethanol, 
acetone, 2-butanone, undecane and 2-methylnaphthalene were found to be elevated 
in S. aureus infected patients compared to non-infected. The compounds 3-hydroxy-2-
butanone, hexanal and isopropyl myristate were reduced. One possible explanation 
for this would be uptake of these compounds by S. aureus bacteria. Additional research 
is required to investigate this.  
Univariate analysis of the nine important compounds indicated undecane as 
significant, and, although undecane was also reported as a characteristic VOC in 
exhaled breath of lung cancer patients [34] and of chronic obstructive pulmonary 
disease (COPD) patients [35], and its use as a single biomarker deserves attention in 
further research. Analysis also revealed low p-values for 1,4-pentadiene, acetone and 
isopropyl myristate. The other compounds had relatively high p-values. Nonetheless, 
most of these compounds were frequently selected during cross-validation, indicating 
that they are important for a good discriminant model. This supports the use of 
multivariate analysis techniques, in which also the relationships between compounds 
are taken into account. In this way, also compounds that, on their own, do not show a 
difference between the groups can contribute greatly to the prediction of S. aureus 
infection [32].  
We are aware that five patients without S. aureus infection that were used as a 
reference is a relatively low number. However, this is a consequence of the strict 
criteria (free from S. aureus infection over the previous 12 months) we used for 
inclusion of patients in this group, whereas S. aureus infection is very common in CF 
patients. This means, unfortunately, that only a limited number of patients were free 
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from S. aureus infection, and could be included in this study. Secondly, CF patients very 
often have respiratory infections. Therefore, these patients might be (co-)infected with 
other pathogens, and we previously showed in an in vitro study [17] that VOC profiles 
in co-microbial environment differ from those released by pathogens in mono-culture. 
For this reason, the VOCs in exhaled breath of patients with mixed respiratory 
infections may be different as well. 
In general, breath profiles are influenced by many (confounding) factors which are 
difficult to control. For example, diet, medication, and the time of day the sample is 
taken. We are aware that the small number of patients included in this study enlarges 
the influence of these factors on the difference between patient groups detected by s-
PLS-DA. Also exogenous compounds, such as those present in ambient air, can be 
confounding factors. However, we subtracted the compound concentrations in 
ambient air from those in exhaled breath to correct for this, as described by Philips et 
al. [25].  It is true that this procedure does not take into account the complexity of gas 
exchange processes in the lung such as the alveolar concentration gradients of the 
substances [36]. However, the best alternative would be to let participants breathe 
pure air before they provide a breath sample, which is time consuming and therefore 
not suitable for clinical routine measurements [37]. To reduce the influence of breath-
to-breath variability we averaged duplicate measurements. Furthermore, a strict cross-
validation scheme kept the effect of individual variability to a minimum. This study 
aimed to determine whether we can discriminate between S. aureus infected from 
non-infected CF patients. Yet, for the identification of specific biomarkers for S. aureus 
infection larger cohort studies are needed. 
We conclude from this proof of principle study that GC-MS breath VOC profiles are 
promising for detection of S. aureus infections in CF patients and that s-PLS-DA is a 
useful tool in such studies. With s-PLS-DA we were able to discriminate S. aureus 
infected from non-infected patients with 100% sensitivity and 80% specificity. We 
obtained a shortlist of nine important compounds for the detection of S. aureus that 
can be used as a focus point in further biomarker identification research. In addition, 
this study may inspire and lead to future studies into the non-invasive detection of 
others airway infections in CF patients.  
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7 
Improving high-dimensional data fusion by 
exploiting the multivariate advantage 
As no analytical chemical platform exists that is able to characterize the full chemical 
composition of a sample, often multiple platforms are used to measure the same 
sample. The chemometric analysis of the resulting data then requires the data to be 
‘fused’. The more comprehensive view on each sample should enhance understanding 
of the underlying chemistry, and/or increase predictive accuracy of the resulting 
model. Different data fusion approaches have been proposed for this purpose; each 
has its own drawbacks and advantages.  
In this paper we propose a new strategy for data fusion by combining the advantages 
of low-level fusion with those of mid and high-level data fusion. We argue that the 
information that is usually discarded in the latter fusion approaches can still benefit 
both classification and regression when multiple data blocks are considered together. 
This information may be recovered by a regression employing the intraclass correlation 
between the discarded and retained data.  
A comprehensive simulation study shows that, for classification, the resulting data 
fusion method outperforms the conventional data fusion approaches in many 
scenarios of communal information between data blocks. A real-life example on 
predicting the bitterness of different beers shows that the method also has great 
potential for regression. 
 
 
 
 
Geurts, B.P.; Engel, J.; Rafii, B.; Blanchet, L.; Suppers, A.; Szymańska, E.; Jansen, J.J.; 
Buydens, L.M.C. 
Chemometrics and Intelligent Laboratory Systems 2016, 156, 231-240. 
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7.1 Introduction 
Data fusion is the technology for combining data from different sources such as 
biological or technical platforms [1]. Fusing data from multiple sources leads to a more 
comprehensive view on each sample, providing better insight into the underlying 
chemistry and increasing predictive accuracy of the resulting model [2, 3]. Data fusion 
specifically has great potential in fields where samples are analysed with different 
analytical techniques, or where different aspects of a sample are measured by the 
same technique. These fields include ‘omics’ but also industrial process analysis and 
comprehensive quality control. For example, Blanchet et al. reported an increase in 
prediction accuracy of 11% for a pre-clinical model of multiple sclerosis (78% for a 
proteomics data block, 78% for a metabolomics data block to 89% for the fused 
data) [4].  
Important aims of extending the analysis from one data block into two or more related 
data blocks are (i) to increase prediction accuracy and/or (ii) to understand the 
relationships between the different data blocks better [4-7]. To achieve these goals, 
mostly multiple data blocks with high predictive power are analysed together to obtain 
even better predictions. 
There are many dedicated methods for combining data blocks. The more conventional 
approaches are focussed on increasing prediction accuracy, and include fusion on a 
variable level (low-level), on a score level (mid-level) and on a prediction level (high-
level) [1]. There exist also many methods focussed more on increased understanding. 
Examples are Sequential and Orthogonalised Partial Least Squares (SO-PLS) [8] and 
Simultaneous Component Analysis with rotation to distinguish common and distinctive 
information (DISCO-SCA) [9, 10]. In this paper, we are mainly focussing on prediction 
in the context of mid- and high-level fusion. We argue that none of the existing 
methods make optimal use of data (blocks) with low predictive power to increase both 
prediction accuracy and interpretability of the results. Non-predictive variables or data 
blocks (with respect to analysis of the individual variables or data blocks) are often not 
considered beneficial and are discarded in the traditional mid- and high-level data 
fusion approaches. However, the individual predictive power is not necessarily the only 
criterion for a data block to increase ‘fused’ prediction accuracy: the multivariate 
relationships (correlations) between blocks, even those without predictive power, may 
greatly facilitate data fusion. Relationships between variables are normally taken into 
account by multivariate modelling of single data blocks. It seems, therefore, 
counterintuitive that the relationships between (variables in different) data blocks are 
often ignored during data fusion. 
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In this paper we propose that partial correlation, also known as intraclass correlation 
or within-class correlation in a classification context, between variables is an important 
aspect to consider when it comes to including more than one data block in the analysis. 
We introduce a novel strategy for data fusion based on these considerations. More 
specifically, data in a block that is normally discarded (because of e.g. a low prediction 
accuracy) by mid or high-level fusion is still included if it has a favourable intraclass-
correlation to retained data from another block. This way, prediction power and 
interpretation are improved. We present the results of our investigation of partial 
correlation as a criterion for data fusion on a comprehensive simulation study that 
covers in three simulation examples how intraclass correlation may considerably 
improve predictive ability of the fused data blocks. Finally, we illustrate the method 
with a study of predicting bitterness of different beers, analysed by Liquid 
Chromatography-Mass Spectrometry (LC-MS) data in both the positive and negative 
ionisation mode. 
7.2 Theory 
7.2.1 The value of partial correlation in multivariate data analysis 
A widely studied advantage of multivariate data analysis compared to univariate 
approaches is that correlations between variables can be taken into account by the 
model. As a result, the prediction accuracy of the model may be improved and a better 
understanding of the relationships between the different variables is obtained. This is 
sometimes referred to as one of the multivariate advantages [11]. In this and the 
following sections, this is illustrated for intraclass correlation between variables in a 
classification context. However, this multivariate advantage also translates to partial 
correlations in regression problems. For classification the degree of improvement due 
to the multivariate advantage depends both on the group separation along the 
individual variables and on the degree of intraclass correlation between the variables. 
An example for the case of simulated data with two variables is shown in Figure 7.1. In 
the top row of the figure, both groups are slightly, but not completely, separated along 
the first and the second variable. We will refer to the magnitude of the difference 
between the group means along a variable as the shift, and the sign of this difference 
as the shift direction. Note that in this case the shift and shift direction are the same 
for both variables. The three columns in Figure 7.1 (a,b,c) correspond to different 
scenarios where the intraclass correlation (ρ12) between the variables was -0.8, 0, and 
0.8, respectively. In this case a better group separation can be observed when both 
variables are studied together and the intraclass correlation becomes more negative. 
The behaviour observed in the figure is well understood in case of normally distributed 
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classes with the same covariance structure. As shown by Cole et al, group separation 
improves in case of large shifts in the same direction along both variables as the 
intraclass correlation moves from 1 to -1 (or from -1 to 1 in case of shifts in opposite 
directions) [12].  
 
Figure 7.1: Multivariate advantage, 95% confidence ellipsoids around two centroids for intraclass 
correlation ρ12 of -0.8 (left panels), 0.0 (middle panels) and 0.8 (right panels). For the top row, shift and 
shift direction of variable x2 is equal to that of x1. In the bottom row, the shift of x2 is zero. 
In case of variables with shifts of very different magnitudes the group separation 
improves when the intraclass correlations become more positive or more negative. In 
other words, combining a predictive variable with a non-predictive, yet intraclass 
correlated variable always leads to equal or increased class separation, regardless of 
the sign of the correlation [5, 12]. This is illustrated in the bottom row of Figure 7.1. 
This phenomenon, mostly studied on multivariate analysis of single data blocks, may 
also greatly benefit data fusion. Variable 1 represents the part of the data that would 
normally be retained in mid-level fusion, while variable 2 represents the 
“uninformative” part of the data that is typically ignored.  
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7.2.2 The multivariate advantage in current data fusion methods 
Existing data fusion methods can conventionally be organized on three different levels: 
the low-level of fusing the actual data, the mid-level of fusing the variables or latent 
variables that were extracted from the separate data blocks and the high level of 
merging the classification decisions made on the separate data blocks [1, 13]. These 
three levels are depicted schematically in Figure 7.2. Conceptually, the benefit of 
intraclass (or partial) correlation applies to all these levels, but is not always taken into 
account.  
 
Figure 7.2: Schematic overview of a) low-level fusion, b) mid-level fusion and c) high level fusion. 
Low-level fusion (Figure 7.2a) involves straightforward concatenation of the data 
blocks. This type of fusion aims to benefit directly from extending the multivariate 
advantage mentioned in section 7.2.1. Combining variables from different data blocks 
allows for investigation of the relationships between all variables from both the same 
and other data blocks. Although low-level fusion allows for the multivariate advantage, 
the resulting concatenated data set may have a very unfavourable samples-to-
variables ratio. This can have an adverse effect on the classification results due to the 
curse of dimensionality [2, 14].   
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Mid-level fusion (Figure 7.2b) is able to cope with larger redundancy in the information 
from multiple measured variables than low-level fusion, because variable selection or 
dimension reduction of the separate data blocks takes place before fusion. This feature 
reduction is conventionally based on the separate analyses of the individual data 
blocks. Clearly this approach uses the multivariate advantage within each data block. 
Additionally, the multivariate advantage is exploited when the extracted features are 
combined as indicated by the concatenation of T1 and T2 (blocks of scores of e.g. a PLS-
DA model) in Figure 7.2b. However, mid-level data fusion does not exploit the 
multivariate advantage fully since correlations between the discarded features of one 
data block and the selected features of another data block are ignored. Although the 
discarded data is not predictive on its own, it may be useful in combination with the 
predictive features from another data block given a favourable intraclass correlation 
(see Figure 7.1).  As argued above, by focussing on prediction accuracy for each data 
block mid-level fusion does not exploit the multivariate advantage to the fullest, which 
may lead to considerable loss in predictive ability and insight. 
In high-level fusion (Figure 7.2c) a prediction ?̂? is made for each individual data block. 
These predictions are then combined to generate one final prediction. In a case with 
two data blocks and predictions made by e.g. an LDA or PLS-DA model, one approach 
to carry out high-level fusion is the bivariate scenario from Figure 7.1 with the variables 
being the vector of predicted responses for each block. This means that the prediction 
performance after data fusion should always be as good as or better than the best 
performing single data block. This phenomenon was investigated by Doeswijk et al. and 
they concluded that including a second data block by high-level data fusion should 
always be considered for predictive purposes [5]. However, the multivariate advantage 
is only included at the last possible stage of data fusion, and therefore this method is 
likely not optimal.  
7.2.3  Strategy for employing partial correlations in data fusion 
In this paper we investigate whether the “uninformative” or residual parts of the data 
blocks that are normally ignored can be of value in mid-level and high-level data fusion. 
For this purpose, we propose a novel strategy for mid-level and high-level data fusion 
where the residual parts are combined with the informative parts of another data 
blocks on the basis of partial correlations to improve the overall prediction accuracy. 
Similar to low-level data fusion this strategy exploits the multivariate advantage to the 
fullest, while the pitfalls of low-level fusion are circumvented through dimension 
reduction. The proposed strategy can be applied to mid-level fusion techniques as well 
as high-level approaches, although we present it here in a framework of mid-level 
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fusion. For simplicity, we focus on the application for classification, although the 
method translates to regression problems when ‘intraclass correlation’ is read as 
‘partial correlation’. 
As mentioned, conventional mid-level fusion starts with a feature reduction step (e.g. 
dimension reduction or variable selection) on each of the data blocks. The main focus 
is to find the optimum between a high predictive ability and a low number of features. 
Data that does not contribute to more accurate predictions is often discarded. We 
extend this method by associating this discarded data in the first step to the scores or 
selected variables of the other data block(s). More specifically, we select or extract 
features from the discarded data that have a favourable intraclass correlation to the 
selected features of the other data block, i.e. the information that could enforce 
multivariate advantage.  
Figure 7.3 shows the mid-level fusion strategy exploiting the multivariate advantage. 
Because of the recycling of discarded information, we name this strategy ‘sustainable 
data fusion’. In the first step data block X1 is subjected to a feature reduction based on 
how well the output variable y (class labels) is predicted, resulting in the reduced data 
matrix T1. The information not included in T1 is in the residual matrix E1. In the same 
fashion feature reduction of X2 leads to reduced matrix T2 and the residual matrix E2. 
The next step is recycling: feature reduction of the residuals based on intraclass 
correlation with the predictive information in the other data block, i.e. between E1 and 
T2 and between E2 and T1. These intraclass correlations between the reduced data 
matrix T1 or T2 and the non-predictive residuals of the other data block could increase 
prediction accuracy due to the multivariate advantage described in section 7.2.1. This 
results in additional matrices A1 and A2, respectively. The third step is data fusion of all 
four reduced matrices, T1, T2, A1 and A2, by concatenation. The fourth and final step of 
the strategy is the actual prediction of the property of interest, resulting in a prediction 
vector ?̂?. Different methods to estimate the matrices A1 and A2 are discussed in 
sections 7.3.4 and 7.3.5.  
As mentioned, this strategy is also directly applicable to regression problems, using 
partial correlations between data blocks to improve prediction accuracy, as is 
demonstrated in section 7.4.4.  
This data fusion strategy is not limited to two data blocks, but can be generalized for i 
data blocks by calculated a matrix Ai for every combination of a residual matrix Ei and 
a score matrix Tj≠i.   
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Figure 7.3: Schematic overview of sustainable mid-level fusion indicating the four steps of the strategy.  
In this paper, we evaluate not only the sustainable mid-level fusion as described here, 
but also a ‘half-sustainable’ version, were only the scores T1 are combined with the 
additional matrix A2 (therefore ignoring T2 and A1). This is relevant in situations where 
the predictive information will be mostly in X1 and the partial correlations to this 
information will be in X2. In total, six different methods are compared for prediction 
ability and interpretability. This includes analysis of each single data block and four 
data fusion strategies that make use of partial correlations between blocks to different 
extends:  
1) Single block analysis of X1; no use of partial correlations between blocks 
2) Single block analysis of X2; no use of partial correlations between blocks 
3) Low-level fusion, combining X1 and X2; pools partial correlations with differences 
related to the response variable, obstructing interpretation 
4) Conventional mid-level fusion, combining T1 and T2; uses partial correlations only 
between extracted variables of both data blocks  
5) Half sustainable mid-level fusion, combining T1 and A2; assumes no predictive power 
in X2, but makes full use of partial correlations between blocks 
6) Sustainable mid-level fusion, combining T1, T2, A1 and A2; uses partial correlations 
between blocks and allows separate interpretation of these relations and the group 
differences.  
These data fusion strategies can be applied for both classification and regression. 
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7.3 Materials and methods 
We demonstrate our sustainable strategy using simulated data blocks containing 
gradients of increasing intraclass correlation. We employ the different data fusion 
methods on three simulations, which differ in the predictive power of the fused data 
blocks. All simulations are based on two data blocks, X1 and X2. We show how each 
fusion method benefits to a different extent from predictive power and intraclass 
correlation.   
In the first simulation we show how data fusion methods cope with a non-predictive 
data block that has only added value in its intraclass correlation with the other data 
block. Simulation 2 was created to show the benefit of including intraclass correlation 
as additional criterion for fusion. Simulation 3 presents a case for which low-level 
fusion breaks down due to more noise in the data and a different number of variables 
in each blocks, a situation which our strategy can handle. This provides a 
comprehensive illustration of the interplay between intra-class correlation, data fusion 
and predictive ability of a multivariate model. 
Finally, a real-life example of predicting bitterness of different beers demonstrates the 
applicability of our data fusion method in a regression scenario. All the algorithms used 
in this paper are coded and executed in MATLAB version 8.3.0 (Mathworks, Natick MA). 
7.3.1 Simulated data: data fusion in classification 
7.3.1.1 Simulation 
Two data matrices X1 and X2 were simulated. The samples were equally distributed 
over two classes. Each data matrix was simulated with an underlying latent variable 
structure (a PCA structure):  
𝐗 = 𝐓 𝐏T + 𝐄          (7.1) 
where T, P and E indicate the scores, loadings, and noise matrices, respectively. The 
columns of the ‘score matrices’ T1 and T2 were randomly drawn from N(0,1).  The 
columns of T1 and T2 were then concatenated and orthogonalised by means of Singular 
Value Decomposition (SVD) and subsequently autoscaled. The variables were now 
independent random variables with zero means and unit variance. Next, the desired 
correlation structure between the columns of T1 and T2 (and therefore data block 1 and 
2) was imposed, where all columns were uncorrelated except for the first principal 
component (PC) of T1 and the second principal component of T2. The desired 
correlation matrix for two variables is given by 
Chapter 7   
152 
𝐂 = [
1 𝜌
𝜌 1
]           (7.2) 
in which ρ is the desired correlation. This correlation can be obtained by square root 
decomposition [15]. A symmetric and positive-definite matrix C can be presented as 
𝐂 = 𝐒2           (7.3) 
where S in this case is 
𝐒 =  [
𝑐 𝑠
𝑠 𝑐
]           (7.4) 
where 
𝑐 = √
1+𝜌
2
            (7.5) 
𝑠 = √
1−𝜌
2
           (7.6) 
This means that if a and b are the vectors we want to impose a correlation ρ on. The 
new, correlated vectors can be found by 
[𝒂𝑛𝑒𝑤 , 𝒃𝑛𝑒𝑤] =  [√
1+𝜌
2
𝒂 + √
1−𝜌
2
𝒃 , √
1+𝜌
2
𝒂 −  √
1−𝜌
2
𝒃]    (7.7) 
After imposing the desired correlation structure on the principal components the class 
offsets were given to the first principal component of T1 (Δμ≠0 for all simulations) to 
make the component predictive on its own and T2 (Δμ=0 for simulation 1 and Δμ≠0 for 
simulations 2 and 3). This turns the correlation into an intraclass correlation. 
The ‘loadings matrices’ P1 and P2 contain orthogonal signals based on cosines. The 
error matrix consists of Gaussian noise, multiplied by a factor. The settings and data 
size for each of the simulations are given in Table 7.1. Within each simulation type, 
data blocks were simulated with a range of 50 equidistant values between 0 and 1 for 
the intraclass correlation across the different data blocks. Each simulation was 
performed with 60 realizations for each value of intraclass correlation. The different 
classification strategies were compared by their mean prediction accuracy over the 60 
simulations per value of intraclass correlation.  
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Table 7.1: Settings for the simulation of two data blocks. 
 Simulation 1 Simulation 2 Simulation 3 
Number of samples 500 500 500 
Number of variables X1 1000 1000 1000 
Number of variables X2 1000 1000 100 
Δμ between classes in X1 1 1 1 
Δμ between classes in X2 0 0.5 0.7 
Noise factor 1.5 1.5 2 
 
7.3.1.2  Model validation 
For analysis of the data blocks separately, as well as combined by low-level fusion, a 
double cross-validation scheme was used to optimize the number of latent variables 
for PLS-DA, and to obtain a fair estimation of the prediction ability of the model [16]. 
Data were randomly split into train and test sets for this cross validation, in which the 
training set contained 70% of the samples and the test set 30%. The number of latent 
variables was optimized in the inner cross-validation loop. This loop consisted again of 
splitting the data into 70% for training and 30% for testing, and this was repeated 10 
times to level out the influence of the splitting into specific train- and test sets. The 
outer cross-validation loop was also repeated 10 times, from which the mean was 
calculated as prediction result. Results were expressed as a prediction accuracy, which 
is defined as the average of the percentage correctly classified samples per class. 
For mid-level, half-sustainable and sustainable data fusion, this cross-validation 
scheme was elaborated. The first part remains the same: the data were randomly split 
into train and test sets (70%/30%). The number of latent variables for dimension 
reduction was optimized in the inner cross-validation loop (70%/30%), which was 
repeated 10 times. After fusion of the score matrices (T1 and T2 for mid-level fusion, T1 
and A2 for half-sustainable, and T1, T2, A1 and A2 for sustainable mid-level fusion), the 
validation procedure is extended by a second, independent, inner cross-validation loop 
to determine the optimal number of LVs for the final prediction model. This cross-
validation (also 70%/30%) is performed on the same training set used for dimension 
reduction, and was also repeated 10 times. The prediction ability of the final model 
was then estimated by prediction of the outer test set, as was done for the single block 
analysis and low-level fusion. The outer cross-validation loop was also repeated 10 
times, from which the median was calculated as prediction result. All methods were 
tested within the same outer cross-validation loop, allowing comparison of the results. 
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With this double cross-validation scheme 30% of the data is used as an independent 
blind test set that is not used to train the model. This is equivalent to simulating these 
samples independently from the training set as a blind test set. Additionally, by 
repeating the splitting into training and test set 10 times, the random effect of selecting 
(or simulating) samples for a training and test set is, to a certain extent, averaged out. 
To evaluate whether double-cross validation did not introduce positive bias to model 
performance, we additionally simulated training sets of 350 samples with fully 
independent test sets of 150 samples. All other settings in Table 7.1 were maintained. 
We generated 60 realizations per simulation setting. Model optimization was done by 
cross-validation on the training set alone, similar to in the inner cross-validation 
described above, followed by assessing the model performance with the fully 
independent set. Absence of a positive bias compared to double cross-validation 
validates the use of the latter for analysis of the real data set, which is too limited in 
number of samples to allow extraction of an independent set.  
7.3.2 LC-MS beer data: data fusion in regression 
7.3.2.1 Beer datasets 
A selection of 59 beer brands (see Supplementary Table 7.1) were sampled and 
measured with Ultra high-Pressure Liquid Chromatography Mass Spectrometry (UPLC-
ESI-QTOF-MS system) including measurements in both negative and positive ion mode. 
Two separate beer datasets: LC-MS negative and LC-MS positive were provided. They 
include raw liquid chromatography – mass spectrometry data comprising of retention 
times in a range 0-30 min (3763 data points), accurate mass spectra in a range 100-
1500 m/z  (negative or positive ions) and beer samples measured in triplicate (177 
samples in total). Moreover, for the same selection of beer brands, bitterness was 
measured with a standard spectrophotometric method and provided as single values 
in bitterness units (BU).  
7.3.2.2 Data preprocessing 
In the first step, both datasets were preprocessed with Metalign [17] and MSClust [18] 
software. Preprocessing with Metalign included baseline correction, denoising, 
alignment and peak picking, i.e. molecular features extraction. For the LC-MS negative 
dataset 25241 molecular features were extracted and the LC-MS positive dataset 
provided 17988 molecular features. Preprocessing by MSClust clustered the molecular 
features from Metalign into clusters (pseudo-metabolites) corresponding to a single 
chemical compound. This resulted in 632 clusters obtained for LC-MS negative dataset 
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and 494 clusters obtained for LC-MS positive dataset.  Detailed settings of Metalign 
and MSClust are available upon request. 
After preprocessing, intensities of compound clusters were averaged over sample 
triplicates. Finally, intensities of compound clusters were log-transformed. Following 
this procedure, two separate datasets containing 59 beer samples were generated: LC-
MS negative composed of 632 compound clusters and LC-MS positive composed of 494 
compound clusters.  
7.3.2.3  Bitterness prediction 
Bitterness values (y) were predicted from the preprocessed LC-MS datasets using PLS. 
The single block analysis including either the LC-MS negative or positive dataset as well 
as the low-level, mid-level and sustainable mid-level fusion methods, were used and 
evaluated. Half-sustainable mid-level fusion method was not taken into account 
because it is not known which of these data blocks is predictive.  
A modified version of the double cross-validation scheme, specified in the Model 
validation section 7.3.1.2, was used. The outer loop consisted of a 7-fold cross-
validation. Leave-One-Out cross-validation was used to determine the optimal number 
of latent variables in the inner loop of the single block analyses and low-level data 
fusion as well as in both inner loops of the mid-level and sustainable mid-level data 
fusion. The double cross-validation procedure was repeated 501 times leading to 501 
prediction errors. The prediction error was expressed as a percentage of RMSEP, which 
is defined as the root-mean-square error of the predicted samples divided by the range 
of the true y values.  
The median and standard deviation of the prediction errors were calculated and used 
in data fusion method comparison. Moreover, the Wilcoxon signed rank test was 
applied to the prediction errors obtained for the same tests sets in cross-validation, i.e. 
the prediction errors were paired between different data fusion methods. This allowed 
to test if the sustainable mid-level fusion gives a significant improvement of the 
prediction accuracy over the single block analysis, low-level and mid-level fusion. A 
right-tailed hypothesis test was used with a 5% significance level. 
7.3.3 Single block analysis, low-level and mid-level fusion 
For prediction of y from a single block, Partial Least Squares Discriminant Analysis (PLS-
DA) was used for the simulated data, and PLS regression for the LC-MS beer data [19, 
20]. Details of the cross-validation for single block analysis, and all other methods, are 
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described in section 7.3.1 for the simulated data and section 7.3.2 for the LC-MS beer 
data.  
In low-level fusion the data blocks X1 and X2 were combined by concatenation. No block 
scaling was applied. Classification and regression were done by PLS(-DA).  
In conventional mid-level fusion, dimension reduction can be either feature selection 
or feature extraction, and many methods are available for both [21]. We chose feature 
extraction by PLS(-DA), and this was applied on each data block separately. This 
resulted in score matrices T1 and T2, which were then combined by concatenation. A 
prediction was obtained by applying PLS(-DA) to this combinational matrix.  
7.3.4 Half-sustainable mid-level fusion 
To investigate the use of partial correlation as a criterion for data fusion, an adapted 
version of mid-level fusion was used. This method is able to increase prediction 
accuracy by data fusion specifically when one of data blocks does not contain any 
information predictive of the response variable. Instead of discarding this non-
predictive data block, parts of the variables are recycled and can improve the 
prediction accuracy in fusion with another data block. In this version, the predictive 
information of X1 is combined with the information of X2 that is partially correlated to 
it. For X1, the dimension reduction is exactly the same as conventional mid-level fusion 
described in section 7.3.3. However, for the second data block we do not perform 
dimension reduction in the same way. For X2 the dimension reduction step is not 
focused on correlation with the response vector y, but on partial correlation with the 
scores of X1. This was done by predicting each score vector of T1 by PLS-R using X2. Note 
that due to the nature of PLS(-DA), the sores T1 are not necessarily all predictive of y, 
but can also describe variation in X1. By regressing X2 on the columns of T1 we risk 
describing also those scores only related to variation in X1, and with that adding data 
irrelevant for prediction of the response variable. In each of these predictions, only one 
latent variable was taken into account. This means that one latent variable from X2 was 
collected for each latent variable in T1. These collected variables together form the 
matrix A2, similar to the scheme in Figure 7.4. These matrices T1 and A2 were then 
combined by concatenation. This is why we call it half-sustainable fusion: the non-
predictive data block X2 is recycled, but there is no recycling of the non-predictive parts 
of X1 as this will not benefit prediction anymore. A prediction was obtained by applying 
PLS(-DA) to this combinational matrix.  
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7.3.5 Sustainable mid-level fusion 
We have developed a strategy to introduce the use of partial correlation as additional 
criterion for data fusion. The non-predictive parts of data blocks are recycled to 
increase prediction accuracy in data fusion. Many possible implementations of this 
strategy are imaginable, and we present here only one of the possibilities. In section 
7.3.4 we have already described how we obtained T1 (the predictive scores for X1). For 
our sustainable mid-level fusion strategy, this is extended by T2 (the predictive scores 
of X2). For the recycling step, we consider the data after deflation with the predictive 
information. The residual matrix E1 is used for a dimension reduction step that is not 
focused on correlation with the response vector y, but on partial correlation with the 
scores of X2. This was done by predicting each score vector of T1 by PLS-R using E2. This 
leads to additional matrix A1 containing information that is partially correlated to T2. 
The matrix A2 (the partially correlated scores for E2) was found in a similar way. In total 
four score matrices are obtained and fused by concatenation. A prediction was 
obtained by applying PLS(-DA) to this combinational matrix.  
7.4 Results and discussion 
Sections 7.4.1 – 7.4.3 describe the results on the simulated data, which focuses on 
classification. First we show how intraclass correlation in an external data block can 
benefit predictive ability of another data block upon fusion. We demonstrate this for a 
non-predictive (simulation 1) as well as for a predictive external data block (simulation 
2). This may benefit both low and (sustainable) mid-level fusion using, but a third 
simulation shows how an increased amount of non-informative data may lead to a 
breakdown of the former. We thereby show the importance of intraclass correlation 
for data fusion in classification, and how this can be implemented in a fusion strategy 
for high-dimensional data. In section 7.4.4 we show the implementation of sustainable 
fusion for regression by predicting the bitterness of different beers. Here, partial 
correlation plays an important role. 
7.4.1 Simulation 1: Useful information in a non-predictive data block 
This simulation shows the positive effect that one non-predictive data block may have 
on fusion-based prediction accuracy. In combination with a predictive data block it can 
still enhance prediction ability, depending on what method is used for data fusion.  
In the first simulation X1 has some predictive power (Δμ≠0) and X2 has none (Δμ=0). 
The results of the comparison of the four different fusion methods are shown in Figure 
7.4. The prediction accuracy of X2 was on average 48% and is not depicted in the figure. 
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The accuracy of X1 was on average 66%. Because the accuracy is independent of the 
intraclass correlation, the average value is depicted across the whole range of 
correlations.  
The accuracy of low-level fusion increased with increasing values of intraclass 
correlation as more of the variability in X2 is supporting X1. However, low-level fusion 
only outperforms the best single data block for intraclass correlations above 0.71, 
which is extremely high in practical applications. Conventional mid-level fusion did not 
benefit from the intraclass correlation here, because information that does not support 
prediction within a data block is not regarded beneficial in data fusion either. Its 
prediction accuracy was lower than the best single block for all intraclass correlations. 
This is likely because there was no valuable information in T2, and adding noise 
variables by fusion makes correct classification more difficult.  
 
 
Figure 7.4: Results for simulation 1. The shaded areas indicate the 95% confidence interval around the 
mean prediction accuracy. 
Half-sustainable mid-level fusion always performed equal to or better than analysis of 
X1 alone. However, this benefit already occurs for absolute intraclass correlations 
exceeding 0.45, i.e. across a much-extended range of intraclass correlation values. It 
thereby outperformed all other data fusion methods until a value of 0.88, where the 
prediction accuracy of low-level fusion exceeds that of this alternative mid-level fusion. 
Half-sustainable mid-level fusion thereby showed an earlier increase in prediction 
accuracy than low-level fusion and was only outperformed by low-level fusion for 
extremely high correlations. Additionally, the method did not harm the predictive 
ability of the information within X1.  
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That the improved prediction accuracy of sustainable mid-level fusion compared to 
conventional mid-level fusion was due to the multivariate advantage can be clearly 
seen in Figure 7.5. Here, the predictive scores T1 are plotted against the intraclass 
correlated scores A2. A difference in class means was only observed in T1, but by the 
intraclass correlation A2 still contributed to an improved class separation.  
 
Figure 7.5: Multivariate advantage in simulated data: high intraclass correlation is observed between 
predictive scores T1 originating from X1 and non-predictive scores A2 originating from E2.  
Whether sustainable fusion could provide more insight on the structure within and 
between the data blocks was explored in Figure 7.6 and 7.7, where loadings from the 
separate PLS-DA models are visualized for the data blocks with an imposed intraclass 
correlation of 1.0. Figure 7.6 depicts the loading profiles from the conventional 
dimension reduction based on ability to predict y. The simulation was set up such that 
only X1 has predictive power and the loadings should look like Figure 7.6a. This we see 
back in Figure 7.6b.  
Figure 7.7 depicts the loading profiles from the additional dimension reduction step of 
sustainable mid-level fusion, where the residual matrices are used to predict the scores 
of the other data block. The imposed shape of the loading profile is depicted in Figure 
7.7a. Data block X2 was given an intraclass correlation to the other block, and this is 
reflected by a loading profile for A2 resembling the imposed shape. 
The results of additional validation with independently simulated blind test data are 
shown in Supplementary Figure 7.1. The spread on prediction accuracy was larger than 
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for double cross-validation (Figure 7.4), which is to be expected because the latter is 
averaged additionally over the ten different training-test set splits. Despite this larger 
variability, the conclusions based on double-cross validation are upheld by the 
independent test set. Hereby, we show that 1) double-cross validation does not 
introduce detectable positive bias on model performance, and 2) our conclusions on 
the differences between average prediction accuracies withstand more conservative, 
independent testing.  
 
Figure 7.6: Relation between imposed and obtained loadings. a) first imposed loading of P1, b) first 
estimated loading P1 of X1. 
 
Figure 7.7: Relation between imposed and obtained loadings. a) second imposed loading of P2, b) first 
estimated intraclass correlated loading PA2 of E2. 
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7.4.2 Simulation 2: Multivariate advantage in two predictive data blocks 
The purpose of this simulation is to show that even if both data blocks are predictive, 
there is still gain in in sustainable fusion approach. In this simulation both X1 and X2 
have some predictive power (Δμ≠0), X2 less (56% prediction accuracy) so than X1 (66% 
accuracy). Again a range of intraclass correlations between both data blocks were 
simulated. The results are depicted in Figure 7.8.  
 
Figure 7.8: Results for simulation 2. The shaded areas indicate the 95% confidence interval around the 
mean prediction accuracy. 
The grey dashed line indicates the prediction accuracy of a model based only on X1. All 
fused data matrices outperformed the best single data block, although the benefit of 
conventional mid-level fusion was marginal and did not depend on the intraclass 
correlation. Low-level fusion showed an increased accuracy for higher values of the 
intraclass correlation between the blocks. A steep increase started around a 
correlation value of 0.7 and lead towards an accuracy of 96% for intraclass correlations 
approaching 1.0. Interestingly, the half-sustainable mid-level fusion, focussing only on 
intraclass correlation in X2 with T1, showed an advantage compared to conventional 
mid-level fusion from intraclass correlations exceeding 0.8, until it reached an accuracy 
of 77% for extremly high correlation values. This specific method does not use any 
predictive information present in X2, which is imposed to be present in the current 
simulation. Combining both the prediction scores and the intraclass-correlation scores 
by sustainable mid-level fusion resulted in better predicitons than the other data fusion 
methods in the intraclass correlations ranging from around 0.38 to 0.63, above which 
half-sustainable mid-level led to higher prediction accuracies. Low-level fusion only 
outperforms the other methods from a intraclass correlation of 0.8. It appears that our 
sustainable mid-level fusion succesfully extracts both predictive and intraclass 
correlated information from the data blocks. The intraclass correlations support the 
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separation power of the predictive data, leading to higher accuracies than 
conventional mid-level fusion.  
Additional validation with an independently simulated blind data set confirmed the 
observations described above (Supplementary Figure 7.2). 
7.4.3 Simulation 3: Data fusion with different block sizes 
This simulation provides a situation in which low-level fusion is expected to break down 
compared to mid-level fusion. Scaling of the individual blocks is a challenging aspect in 
low-level fusion [14, 22, 23]. Not only can the values from different platforms be of 
completely different orders of magnitude, also the number of variables in each data 
block may differ greatly. This simulated example shows the advantage of a strategy 
involving dimension reduction by PLS-DA to circumvent the problem of scaling. It also 
shows there is a clear benefit of extending mid-level fusion to use intraclass correlation 
as well as predictive power as criterion for data fusion. 
In this simulation set both X1 and X2 have some predictive power (Δμ≠0), X2 less than 
X1 but more than in the previous example. Where X1 has 1000 variables, as in the other 
examples, X2 now only has 100 variables. This resulted in a difference is sum of squares 
of a factor 10. 
The prediction accuracy of X2 was on average 59% (not depicted) and the prediction 
accuracy of X1 was on average 65%, due to more added noise than in the previous 
examples. 
Figure 7.9 shows that low-level fusion failed to make optimal use of the information 
present within both blocks. The accuracy of the method was only slightly higher than 
for the best single data block, and there was no evident dependency on intraclass 
correlation. For all values of intraclass correlations low-level data fusion performed 
much poorer than conventional mid-level fusion. The latter overcomes the difference 
in information density by extracting the predictive information from the blocks.  
Sustainable fusion leads to a combined benefit: for lower correlations this novel 
methods reaps the benefits of the predictive ability in X2, while for higher correlations 
this is reinforced by the increase in prediction due to intraclass correlations. This 
benefit was observed from the same degree of correlation (>0.4) as half-sustainable 
mid-level fusion, but leads to an immediate benefit as conventional mid-level fusion 
already performs much better than low-level fusion in the current simulation. 
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Figure 7.9: Results for simulation 3. The shaded areas indicate the 95% confidence interval around the 
mean prediction accuracy. 
Our sustainable strategy of combining both predictive and recycled intraclass 
correlated information outperformed all other evaluated methods for correlation 
values of 0.3 and higher, leading to a prediction accuracy of over 74%. For correlation 
values below 0.3, conventional mid-level fusion performed equally well as our method.  
Additional validation with an independently simulated blind data set confirmed the 
observations described above (Supplementary Figure 7.2). 
7.4.4 LC-MS beer data: Data fusion for regression 
A comparison of the prediction accuracy of single block analyses, low-level, mid-level 
and sustainable mid-level fusion is shown in Figure 7.10. Here the median RMSEP and 
the 25th and 75th percentiles from cross-validation for each of the methods are 
depicted. It can be seen from this figure that LC-MS negative performed generally 
better than LC-MS positive. The median RMSEP of all data fusion methods were lower 
than those for the single block analyses.  
In table 7.2 the median RMSEP and standard deviations for each of the five methods 
are listed. Sustainable mid-level fusion had the smallest standard deviation of all fusion 
methods. Additionally, the outcome of significance testing for the improvement of 
sustainable mid-level fusion compared to the other methods is presented. Sustainable 
mid-level fusion lead to a significant improvement of prediction accuracy over the both 
the single block analyses and the conventional data fusion methods. Even though the 
improvement is in the range of 2-3%, we believe it is still very relevant. The accuracy 
of the prediction is now below 15%, which is the level of accuracy accepted for 
chromatographic methods, e.g. for LC-MS [24]. It should be mentioned that the 
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analytical reference method for the bitterness is also not free of error. This error has 
been reported to be around 5% [25]. Further research is required to determine the 
uncertainty of predictions obtained with different data fusion approaches. 
Nevertheless, the presented result indicates that our novel data fusion strategy is also 
applicable and beneficial in a regression scenario. 
 
Figure 7.10: Results for LC-MS beer data predicting bitterness, showing the median and 25th and 75th 
percentiles for five different methods. The whiskers extend to the most extreme data points not 
considered outliers; outliers are plotted individually.  
Table 7.2: RMSEP and significance testing for the five different methods on LC-MS 
beer data. 
 
RMSEP (%) Compared to sustainable 
mid-level fusion  
Median SD Significant p-Value 
Single block LC-MS negative 16.41 2.32  < 0.0001 
Single block LC-MS positive 18.55 0.97  < 0.0001 
Low-level fusion 15.65 1.72  < 0.0001 
Mid-level fusion 15.37 1.76  < 0.0001 
Sustainable mid-level fusion 14.79 1.53 
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7.4.5 General discussion 
This manuscript introduces a novel strategy to incorporate intraclass correlation as an 
additional beneficial source of information to benefit classification and regression 
based on multiple data blocks. By exploiting the intraclass correlation between 
selected features from one data block and data conventionally considered irrelevant 
from another block, the multivariate advantage is a firm basis for data fusion as shown 
by this novel approach. 
All simulations have been performed for a range of parameter settings (e.g. class 
separation, signal to noise ratio), including settings not presented in the results. All 
settings provided qualitatively equivalent observations from which the same 
conclusions could be drawn.  
Sample size will influence the outcome just as does for other multivariate methods. 
Especially when the number of observations is low, estimating the intraclass 
correlations from the residuals might be challenging. The cross-validation structure 
necessary to prevent overfitting also requires an ample sample size, since a very small 
test set might not provide a reliable estimate of the prediction ability of the model.  
Incorporating intraclass correlation into data fusion therefore has potential to increase 
prediction accuracy. It may provide also considerably more insight on the structure of 
variability within each and between both data blocks. This is shown by our 
interpretation of the loadings that result from the constructed models on the 
simulated data. The loadings from conventional dimension reduction step indicate the 
predictive variables and those with in intraclass correlation to these variables within 
the separate blocks. Those from the correlation-driven dimension reduction step 
indicate the variables in different data blocks with an intraclass correlation with the 
selected or extracted variables of the other data block. There is a clear separation 
between variables with predictive power and those beneficial due to their intraclass 
correlation with others. This is an interpretational advantage compared to low-level 
fusion, where the reason behind a variable’s importance is not so easily accessible from 
the loadings. Although it would be possible to obtain this information from bivariate 
scatterplots of the loadings, this would be a tedious task in the case of many variables 
and would not show the multivariate advantage involving more than two variables. 
Prediction beer bitterness is only one of the possible applications for this method. 
Other potential application areas of sustainable data fusion include systems biology of 
different analytical instruments, -omics technologies, or different compartments of the 
organism under study (e.g. urine and breath). Another application could be in feature 
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reduction of (ultra) high-dimensional data via independence screening [26]. 
Independence screening only selects variables that are important for classification on 
their own. It would be important to also select variables that are important due to 
intraclass correlation to benefit from the multivariate advantage. Although some tools 
exist already for this purpose, our sustainable strategy might be also suitable. 
We focussed here on the case of combining two data blocks, but we believe our 
approach can be adapted to more than two data blocks. Although beyond the scope of 
this paper, we think that inclusion of the recycling strategy in other data fusion 
methods would also be greatly promising.  
7.5 Conclusion 
We have demonstrated that intraclass correlation plays an important role in data 
fusion that should not be ignored. Current data fusion methods tend to focus on 
predictive ability of each individual block. We showed that even (part of) data blocks 
without predictive power can be beneficial in fusion with predictive data, due to 
intraclass correlations between the blocks. We have introduced a strategy that 
combines the strengths of low-level and mid-level fusion, but overcomes the 
drawbacks. Low-level fusion struggles with the high-dimensionality of the data and the 
difficulty of proper scaling of the different blocks. Mid-level fusion overcomes these 
challenges by introducing a dimension reduction, but risks the loss of valuable 
information. Our strategy reduces the degree of information loss and at the same time 
is able to benefit from the multivariate advantage. Results on three different 
simulations showed that our implementation of this strategy lead to good prediction 
accuracy in all three cases, whereas mid-level and low-level fusion failed to reach high 
accuracies in at least one of the cases. Additionally, we showed improved 
interpretability of the model compared to low-level fusion. Results on fusion LC-MS 
positive and negative ionisation mode to improve prediction of beer bitterness show 
that this strategy is not only beneficial for classification, but also for regression. 
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Summary and future perspectives 
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8.1 Summary 
In this thesis we developed and applied dedicated chemometrics for the analysis of 
Volatile Organic Compounds (VOCs). In a medical context, these VOCs are measured in 
breath, or in the headspace of bodily fluids. The main advantages of VOC analysis 
compared to current medical examinations are that they are non-invasive and lead to 
rapid results. We investigated the potential of chemometric analysis of VOC data for 
medical diagnostics and monitoring, and addressed several challenges regarding data 
analysis.  
In chapter 1 the main chemometrics challenges in VOC analysis are introduced. One of 
the major challenges is the large inter-individual variation as a confounding factor in 
the data. Besides that, there is variation over time within each individual due to the 
highly dynamic nature of the VOC production by the human body. There are many 
techniques available to measure VOCs, including gas chromatography mass 
spectroscopy (GC-MS) and proton transfer reaction mass spectrometry (PTR-MS). 
These techniques measure hundreds of VOCs at once resulting in vast amounts of data 
to analyze. Therefore, the goal of this thesis was to apply and develop dedicated 
chemometric strategies specifically to minimize the influence of irrelevant variation in 
the data.  
Chapter 2 argues that chemometric analysis is an essential step in qualitative data 
analysis. There is still increasing demand for new methods and approaches to deal with 
high-dimensional data from analytical measurements like GC-MS and PTR-MS. The 
main data analysis challenges that are general for all applications, including VOC 
analysis, are discussed in this chapter. We established that multivariate approaches to 
find a biomarker profile are often more relevant and more efficient than univariate 
filtering for single biomarkers. The main limitations of multivariate methods lie in the 
imbalance between a small number of samples and an extremely large number of 
variables. Variable selection can provide a solution, but the results need to be 
evaluated and validated. Overall, chemometric method development combined with 
expanding applications of qualitative analysis will allow the vibrant relationship 
between chemometrics and qualitative analysis to be sustained in the future. 
This vibrant relationship is clear in chapter 3, where we faced the challenge of high 
variation in urine VOC concentrations between individuals in the monitoring of 
prolonged physical exercise. This was successfully addressed by using Multilevel Partial 
Least Squares Discriminant Analysis (M-PLS-DA), in which each person serves as their 
own control. There was a significant effect of prolonged exercise detected in people 
with diabetes mellitus type 1, type 2 and without diabetes. The statistical significance 
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of the highlighted compounds was assessed by comparing the ranks of variables with 
their ranks in permutation tests in a univariate manner. This led to acetic acid as a 
potential biomarker for monitoring physical exercise in urine VOCs. 
Chapters 4 to 6 investigate the potential of diagnosing respiratory infections by 
chemometric analysis of VOC data. Both chapter 4 and 5 discuss the dynamic character 
of VOC production by different bacterial and fungal species in vitro. In chapter 4 we 
presented a strategy to find VOC biomarker profiles valid for all stages of infection. This 
strategy consists of performing PLS-DA per time point and ranking variables by their 
importance for the discrimination between pathogens. From these rankings an overall 
ranking was obtained by calculating rank products. The developed strategy was 
successful in finding a shortlist of compounds that could be used to classify the culture 
types at all time points with accuracies of 83% for Pseudomonas aeruginosa 
(P. aeruginosa), 89% for Aspergillus fumigates (A. fumigates) and 91% for their co-
culture. The results showed potential for non-invasive, rapid and accurate infection 
diagnosis by analysis of exhaled breath. 
In chapter 5 we introduce a novel method to extract information from in vitro co-
cultures, demonstrated on both GC-MS VOC data and LC-MS data. We used Analysis of 
Variance (ANOVA) to separate the data into submatrices corresponding to factors of 
the experimental design: Culture and Time. The Time matrix described the dynamic 
variability and was analyzed by Principal Component Analysis to investigate which 
compounds are mainly involved in the dynamic process of pathogen development. The 
Culture matrix contained information on the biochemistry specific to interspecies 
interaction. The dedicated method Projected Orthogonalized Chemical Encounter 
Monitoring (POCHEMON) was used to extract this information. Also the matrix 
describing the Culture-Time interaction was analyzed with POCHEMON, and revealed 
information on the development of interspecies interaction over time. Whereas in 
chapter 4 we focused on finding trends valid throughout time, here we aimed to 
highlight all important aspects in time-resolved co-culture studies with the novel 
method ANOVA-POCHEMON. The obtained information may be used to improve 
diagnostic accuracy and understanding of polymicrobial infections. 
Chapter 4 and 5 showed promising in vitro results for diagnosing based on VOC profiles. 
Chapter 6 investigates this potential in vivo in a study of respiratory infections in Cystic 
Fibrosis (CF) patients. By extensive preprocessing in combination with variable 
selection using Sparse PLS-DA (s-PLS-DA) we succeeded to discriminate Staphylococcus 
aureus (S. aureus) infected from non-infected CF patients based on their GC-MS breath 
VOC profiles. A shortlist of nine compounds important for discrimination was obtained, 
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and can be used as a focus point in future research. The number of patients included 
in this study was rather small, and there were many potentially confounding factors. 
Therefore, these promising results should be validated in a larger patient cohort.  
No single instrumental platform is optimal (yet) for measuring all the bodily fluids and 
breath, and no single biological source represents a full picture of the metabolic state 
of the body. This is why the diagnostic potential of VOC data may be exploited further 
using a data fusion approach. Combining data from different biological sources (e.g. 
breath and urine), or different technical platforms (e.g. PTR-MS and GC-MS) could 
provide more insight into the metabolic systems involved. Chapter 7 describes a 
development in combining data from different sources or analytical platforms by data 
fusion. Traditional strategies focus either on using as much information as possible or 
extracting relevant information from vast amounts of data. We introduced a novel 
strategy that finds the optimum between these two criteria, avoiding the pitfalls of 
traditional methods. The benefits of this ‘sustainable data fusion’ were demonstrated 
on simulated data for classification as well as on LC-MS data of different beers for 
regression to predict bitterness. The results of this method show considerable 
potential to combine VOC information from different bodily fluids and breath or data 
from different technical platforms. Additionally, it can be used to integrate VOC data 
with other types of biological data for a more comprehensive view of the human body. 
In conclusion, VOC analysis benefits greatly from chemometrics. The presence of 
confounding factors in the data proofed to be a major challenge, and was addressed in 
several different ways by the application of existing methods (M-PLS-DA, PLS-DA, s-
PLS-DA) and the development of new chemometric tools (ANOVA-POCHEMON, 
sustainable data fusion). The method M-PLS-DA was successfully applied to urine VOC 
data for monitoring physical exercise. Additionally, two different strategies to 
investigate and isolate variation due the dynamic nature of pathogens in a 
polymicrobial environment were developed. These in vitro results revealed new 
information about VOC production by pathogens in co-culture, and indicated potential 
for the detection of respiratory infections from exhaled breath. This potential was 
confirmed in vivo: application of s-PLS-DA lead to successful diagnosis of S. aureus 
infections in CF patients. Finally, a sustainable strategy for data fusion was introduced 
that could be beneficial for improved diagnostic power and interpretation with VOC 
data. 
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8.2 Future perspectives 
The developments described in this thesis showed that chemometrics offers 
indispensable new approaches to reduce influences of irrelevant variation in the data, 
both in health monitoring and disease. In addition, our novel methods allow more in 
depth analysis of in vitro co-culture studies and provide a way to exploit the 
multivariate advantage in data fusion.  However, there are still plenty of opportunities 
for further research, which are outlined below.  
8.2.1 General perspective 
As discussed in chapter 1, there are several chemometric methods that would be 
suitable to reduce the influence of confounding factors in VOC analysis. We showed 
that S-PLS-DA and M-PLS-DA are directly applicable to VOC data and are able to 
highlight important metabolites, despite the presence of confounding factors. This 
proves that existing chemometric methods from other fields can be useful in VOC data 
without adaptations. Recently, ANOVA-PCA was applied to VOC data in monitoring the 
effects of a gluten-free diet [1]. In our research on pathogens in co-culture we adapted 
ANOVA-PCA by integrating it with POCHEMON for enhanced focus on the dynamic 
interaction between different pathogens. This shows it is a versatile approach that can 
be easily adapted for different applications, including VOC analysis. More general, we 
have shown that chemometrics is of added value to VOC analysis. Risby states that 
‘progress will require teamwork amongst device makers, experts in breath analysis and 
clinicians’ [2]. However, we show with this thesis that also the involvement of data 
analysis experts is crucial to establish VOC analysis as a standard tool for diagnostics 
and monitoring. These collaborations should preferable start at the early stage of a 
research project, so that data analysts can be involved already in the experimental 
design to minimize the number of confounding factors. 
8.2.2 Medical diagnostics 
The major challenge for diagnosis of respiratory infections is the presence of 
confounding factors, magnified by a lack of standard protocols for breath sample 
collection and measurement and data pretreatment. The discussion on if and how to 
correct for the influence of inspired air still remains wide open. A large study on 
analyzing room air samples and how they should be used to correct breath samples, 
comparing different correction methods on multiple data sets, would be of great value 
to establish a protocol on how to minimize the influence of inspired air. To our 
knowledge, such a study has not yet been published. Recently, a comparison was made 
between not correcting, taking the alveolar gradients and taking only positive alveolar 
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gradients (putting negative values to zero) in reducing the influence of sample 
locations (rooms) [3]. Prediction accuracy of the lung disease of patients decreased 
after both of the correction methods, and prediction of the different locations was still 
equally accurate. This study indicates how influential the ambient air can be on 
diagnosis, and it is key to find an adequate method to correct for this. Szymanska et al. 
recently presented discriminant analysis using Multicapillary Column-Ion Mobility 
Spectrometry (MCC-IMS) for room air from three different locations, and their 
percentage of misclassification below five percent confirms that room air is highly 
variable and should be taken into account [4]. Szymanska et al. demonstrate the use 
of mask construction to exclude irrelevant VOCs prior to analysis with s-PLS-DA. 
However, they did not directly assess the ability of this method to reduce the influence 
of inspired air on breath. This is worth further investigation, as is the applicability of 
this method to VOC data from other technical platforms than MCC-IMS. However, the 
expected benefit of mask construction for other techniques is small since the data from 
MCC-IMS is generally larger in size (more than a million variables per sample) than data 
from GC-MS or PTR-MS [4]. 
In in vitro research it is relatively easy to use clean air as inlet. However, a similar 
discussion could be held on how to correct for the presence of the growth medium. As 
stated in chapter 4, we consider the medium for cultures as an integral part of the 
microbiological ecosystem. The large differences in bacterial and fungal VOC 
production caused by the use of different media makes translation of the results to in 
vivo very challenging. Although it was not a main goal, we hoped to contribute to the 
translation of in vitro results to in vivo research. The study presented in chapter 4 
resulted in in vitro biomarker profiles for P. aeruginosa and A. fumigates, generally 
considered the most common bacterium and fungus infecting the CF lung. However, 
the patients included in the in vivo study presented in chapter 6 suffered mainly from 
a S. aureus infection, which made this bacterium the most suited for a proof of concept 
study on respiratory infections in CF patients. Nevertheless, a few patients did have 
infections with either P. aeruginosa or A. fumigates. For future research it would be 
interesting to compare the biomarker profiles found in vitro to the in vivo data to look 
for differences and similarities. Since many more compounds were measured in vivo 
than in vitro, only the compounds present in both data sets should be included in this 
study. We suggest the use of s-PLS-DA here to bring attention to those compounds 
showing great differences between the in vitro and in vivo data. As demonstrated in 
chapter 6, this method is well-suited to highlight specific compounds that are the main 
discriminators in VOC analysis. Also (sustainable) data fusion in variable direction 
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would be a possible tool to describe how the relationship of the compounds is between 
in vitro and in vivo. 
In chapter 5 we introduced ANOVA-POCHEMON to focus on interspecies interaction in 
co-cultures. Derewacz et al. recently demonstrated the use of Self-Organizing Maps 
(SOMs) in analyzing co-culture biochemistry, claiming that it can characterize co-
cultures and reveal the biochemistry of interspecies interaction [5]. However, their 
results show high similarity with PCA on the data of two mono-cultures and their co-
culture, while we showed that PCA is not able to highlight the metabolic features 
specifically related to interspecies interaction. A study comparing PCA, POCHEMON 
and SOMs is needed to investigate this contradiction and to assess the added value of 
using POCHEMON. 
In chapter 7 we introduced a novel strategy for data fusion that may lead to improved 
prediction ability in VOC analysis. The benefits of data fusion in VOC analysis were 
already mentioned in chapter 1. Our strategy is well suited to increase prediction 
power of VOC data. However, we have not yet applied it to this type of data because 
we did not have high-dimensional VOC data for fusion available. In the example 
described in chapter 7, LC-MS data is used in both positive and negative ionization 
mode. These data matrices probably have a quite specific relationship with each other, 
since they are based on the same physical characteristics of the compounds. Therefore, 
a research study on sustainable data fusion of VOC data from different sources, and of 
VOC data with other types of data is needed to investigate the potential of this method 
in VOC analysis.  
As discussed in chapter 7, the presented implementation of sustainable data fusion is 
only one of many possible options for a fusion method exploiting the multivariate 
advantage by a recycling step. Investigation of other implementations of this concept 
may lead to significant improvements regarding prediction ability but also 
interpretation. For the recycling step, the choice for the described algorithm is based 
on preventing overfitting and on straightforwardness. The latter criterion is key when 
presenting a new method, but does not necessarily lead to the best choice with regards 
to model performance. Perhaps including more (or fewer) Latent Variables in the 
recycling step would be better, and perhaps PLS is not even the best way to find these 
variables. This because PLS seeks to maximize the correlation between the data matrix 
and the responds variable, but also the variation with the data matrix. The latter 
criterion is not important in the recycling step. Canonical Correlation Analysis [6] would 
be an alternative option, where the focus is only on the covariance between the data 
matrix and the respond variable. Another option is variable selection e.g. based on 
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intraclass correlation or the RV-coefficient [7]. Still, data fusion does not always work, 
independent on which method is used for fusion. Therefore, it would be of great use 
to have a criterion that can predict the usefulness of data fusion given two (or more) 
specific data matrices. Several studies show effort towards a general criterion. Smilde 
et al. presented a framework for fusion of mass spectrometry-based metabolomics 
data [8]. Also for genomics data guidelines for data fusion have been proposed [9]. 
Additionally, Van Mechelen and Smilde proposed a generic decomposition model for 
data fusion [10]. However, they do not present a quantitative rule to establish a priori 
if data fusion is beneficial and, if so, which data fusion method would be optimal. 
Similar efforts have been made towards a criterion for preprocessing, which is equally 
data-dependent. Also there, no guideline or framework is generally accepted yet. 
Recently, a strategy was proposed to selected the best preprocessing method for 
different steps based on experimental design [11]. It would be interesting to 
investigate the use of such a strategy in selecting data fusion levels and methods. 
8.2.3 Health monitoring 
In chapter 3 we successfully applied M-PLS-DA to VOC data to monitor physical exercise 
in people with and without diabetes mellitus. The concept behind this M-PLS-DA could 
also be used for statistical health monitoring [12], which applies principles from 
multivariate statistical process control [13, 14]. Each person serving as their own 
control allows establishment of individual ‘normal operating conditions’. This could be 
used to keep track of the person’s response to prolonged exercise, and provide 
warnings when metabolite levels are outside of control limits. In the context of this 
study, this would allow a diabetes patient to adjust medication when necessary during 
their participation to the Four Day Marches or other long-term physically demanding 
activities.  
There is also potential in monitoring metabolomic changes in in vitro studies such as 
presented in chapter 4. A limiting factor in this research was the small number of time 
points measured. It is possible for a compound’s concentration to rise and fall in the 
time between two measurement points, not showing up in the data. A more complete 
understanding of the dynamics of pathogen development would be obtained by online 
monitoring of the culture headspace. However, on-line monitoring is not possible with 
GC-MS due to its need for pre-concentration of the sample [15]. A good alternative 
would be PTR-MS, which can be used in on-line mode. However, the two techniques 
do not measure the same compounds: GC-MS is suitable to detect higher molecular 
masses, whereas PTR-MS is more suitable for lower molecular masses. This means that 
it is not guaranteed that PTR-MS leads to the same discoveries as GC-MS did.  
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Additionally, the sensitivity of the device might not be high enough to detect subtle 
concentration differences without pre-concentration. 
Data fusion is currently mostly used for improved classification accuracy compared to 
using the information of only one platform. However, combining different biological or 
technical platforms could also be beneficial for health monitoring. In the case of 
physical exercise, this could entail monitoring both urine and breath of the subjects at 
short intervals. Establishing the normal operating conditions for each subject could be 
done separately for urine and for breath, but it also may be possible to develop 
combined warning and action limits to use information from multiple biological 
sources for a more comprehensive overview of the normal operating conditions of the 
body. 
8.2.4 Conclusion 
Further research is of great importance for chemometric advancement in VOC analysis. 
Investigation of how to characterize and remove the influence of inspired air in breath 
analysis would be of great use in VOC analysis, especially since the methodology might 
be applicable to other confounding factors as well, including the influence of culture 
medium in in vitro studies. These in vitro studies further offer the opportunity to 
compare laboratory results with clinical data. Another line of research could entail data 
fusion in VOC analysis. This involves application of existing methods, or fine-tuning of 
novel methods like sustainable data fusion. Developing guidelines or strategies to 
determine which fusion approach would be optimal for different types of VOC data 
would be of great value. Also investigating data fusion in statistical health monitoring 
could lead to a more comprehensive view of the metabolomic state of a person. There 
is great potential for VOC analysis in health monitoring that should be explored in 
further research. One possibility would be on-line monitoring of pathogen 
development, starting with in vitro studies. This would require the development and 
application of dedicated chemometric methods for VOC monitoring. Ultimately, it is 
important to utilize chemometric knowledge and experience from the early stage of 
the research in all future research lines. 
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In dit proefschrift hebben we toegewijde chemometrie ontwikkeld en toegepast voor 
de analyse van Vluchtige Organische Componenten (VOC’s). In een medische context 
worden deze VOC’s gemeten in adem, of in de lucht direct boven lichaamsvloeistoffen. 
De voornaamste voordelen van VOC-analyse ten opzichte van huidige medische 
onderzoeken zijn dat deze niet-invasief zijn en leiden tot snelle resultaten. Wij hebben 
de potentie van chemometische data-analyse van VOC-data onderzocht voor medische 
diagnose en monotoring, en enkele uitdagingen met betrekking tot data-analyse 
aangepakt. 
In hoofdstuk 1 worden de voornaamste chemometrische uitdagingen in VOC-analyse 
geïntroduceerd. Eén van de grote uitdagingen is de grote interindividuele variatie als 
een verstorende factor in de data. Daarnaast is er een variatie over tijd binnen ieder 
individu door de hoog-dynamische natuur van de VOC-productie door het menselijk 
lichaam. Er zijn vele technieken beschikbaar om VOC’s mee te meten, waaronder 
gaschromatografie-massaspectroscopie (GC-MS) en proton transfer reaction-
massaspectrometrie (PTR-MS). Deze technieken meten honderden VOC’s in één keer, 
resulterend in een enorme hoeveelheden data om te analyseren. Daarom was het doel 
van dit proefschrift om toegewijde chemometrische strategieën toe te passen en te 
ontwikkelen speciaal om de invloed van irrelevante variatie in de data te 
minimaliseren.  
Hoofdstuk 2 beargumenteert dat chemometrische analyse een essentiële stap is in 
kwalitatieve data-analyse. Er is nog steeds een toenemende vraag naar nieuwe 
methoden en benaderingen om om te gaan met hoog-dimensionale data van 
analytische metingen als GC-MS en PTR-MS. De voornaamste data-analyse-
uitdagingen die algemeen gelden voor alle toepassingen, waaronder VOC analyse, zijn 
besproken in dit hoofdstuk. Wij hebben vastgesteld dat multivariate benaderingen om 
een biomarkerprofiel te vinden vaak relevanter en efficiënter zijn dan univariate 
filtering voor enkele biomarkers. De voornaamste limitering van multivariate 
methoden ligt in de onbalans tussen een klein aantal monsters en een extreem groot 
aantal variabelen. Variabeleselectie kan een oplossing bieden, maar de resultaten 
hiervan moeten worden geëvalueerd en gevalideerd. Kortom, chemometrische 
methodeontwikkeling gecombineerd met uitbreidende toepassingen van kwalitatieve 
analyse zal het mogelijk maken de levendige relatie tussen chemometrie en 
kwalitatieve analyse in de toekomst te behouden. 
Deze levendige relatie wordt duidelijk in hoofdstuk 3, waarin we de uitdaging zijn 
aangegaan van grote variatie in urine-VOC-concentraties tussen individuen bij het 
monitoren van langdurige fysieke inspanning. Dit is succesvol aangepakt door het 
gebruik van Multilevel Partial Least Squares Discriminant Analysis (M-PLS-DA), waarin 
iedere persoon dient als zijn/haar eigen controle. Er was een significant effect van 
langdurige inspanning ontdekt in personen met diabetes mellitus type 1, type 2 en 
  Samenvatting 
185 
zonder diabetes. De statistische significantie van de belangrijke componenten is 
aangetoond door de rang van deze variabelen op univariate wijze te vergelijken met 
hun rang in permutatietesten. Dit heeft geleid tot azijnzuur als potentiële biomarker 
voor het monitoren van fysieke inspanning in urine-VOC’s. 
Hoofdstuk 4 tot 6 onderzoeken de potentie van het diagnostiseren van 
luchtweginfecties door chemometrische analyse van VOC-data. Zowel in hoofdstuk 4 
als 5 is het dynamische karakter van VOC-productie door verschillende bacterie- en 
schimmelsoorten in vitro bediscussieerd. In hoofdstuk 4 hebben we een strategie 
gepresenteerd om VOC-biomarkerprofielen te vinden die gelden voor alle stadia van 
infectie. Deze strategie bestaat uit het uitvoeren van PLS-DA per tijdspunt en het 
vaststellen van een rangorde van de variabelen op basis van hun belangrijkheid voor 
de discriminatie tussen pathogenen. Uit deze rangorden volgde een globale rangorde 
door het berekenen van rank products. De ontwikkelde strategie was succesvol in het 
vinden van een shortlist van componenten die gebruikt kunnen worden voor het 
classificeren van de cultuurtypen op alle tijdspunten met een accuratesse van 83% voor 
Pseudomonas aeruginosa (P. aeruginosa), 89% voor Aspergillus fumigates (A. 
fumigates) en 91% voor hun co-culture. De resultaten tonen potentie voor non-
invasieve, snelle en accurate infectiediagnose door analyse van uitgeademde lucht. 
In hoofdstuk 5 hebben we we een nieuwe methode geïntroduceer om informatie te 
extraheren uit in vitro co-culturen, gedemonstreerd op zowel GC-MS VOC-data en LC-
MS-data. Wij hebben Analysis of Variance (ANOVA) gebruikt om de data te scheiden in 
submatrices corresponderend met factoren in het experimenteel ontwerp: Cultuur en 
Tijd. De Tijd-matrix beschrijft de dynamische variabiliteit en is geanalyseerd met 
Principal Component Analysis om te onderzoeken welke componenten er voornamelijk 
betrokken zijn in het dynamische proces van pathogenengroei. De Cultuur-matrix 
bevatte informatie over de biochemie specifiek voor intersoortelijke interactie. De 
toegewijde methode Projected Orthogonalized Chemical Encounter Monitoring 
(POCHEMON) werd gebruikt om deze informatie te extraheren. Ook de matrix die de 
Cultuur-Tijd-interactie beschrijft is geanalyseerd met POCHEMON, en onthulde 
informatie over de ontwikkeling van de intersoortelijke interactie over tijd. Waar we 
ons in hoofdstuk 4 richtten op het vinden van trends die geldig zijn door de tijd heen, 
streven we hier naar het aanwijzen van alle belangrijke aspecten in tijdsopgeloste co-
cultuurstudies met de nieuwe methode ANOVA-POCHEMON. De verkregen informatie 
kan gebruikt worden voor het verbeteren van de diagnostische accuratesse en ons 
begrip van polymicrobische infecties. 
Hoofdstuk 4 en 5 tonen veelbelovende in vitro-resultaten voor diagnose gebaseerd op 
VOC-profielen. In hoofdstuk 6 is deze potentie in vivo onderzocht in een studie van 
luchtweginfecties bij patiënten met Cystic Fibrosis (CF) (taaislijmziekte). Door 
extensieve voorbewerking van de data in combinatie met variabeleselectie met Sparse 
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PLS-DA (s-PLS-DA) zijn we erin geslaagd om onderscheid te maken tussen patiënten 
geïnfecteerd met Staphylococcus aureus (S. aureus) en niet-geïnfecteerde CF-
patiënten op basis van hun GC-MS adem-VOC-profielen. Een shortlist van negen 
componenten belangrijk voor discriminatie werd verkregen, en kan gebruikt worden 
als een focuspunt in verder onderzoek. Het aantal patiënten geïncludeerd in deze 
studie was nogal klein, en er waren vele potentieel verstorende factoren. Daarom 
zouden deze veelbelovende resultaten gevalideerd moeten worden middels een groter 
patiëntencohort. 
Er is (nog) geen enkel instrumenteel platform optimaal voor het meten van alle 
lichaamsvloeistoffen en adem, en geen enkele biologische bron representeert een 
volledig plaatje van de metabolische toestand van het lichaam. Daarom kan de 
diagnostische potentie van VOC-data wellicht verder uitgebuit worden met een 
datafusiebenadering. Het combineren van data uit verschillende biologische bronnen 
(bijvoorbeeld adem en urine), of verschillende technische platformen (bijvoorbeeld 
PTR-MS en GC-MS) kunnen meer inzicht geven in de betrokken metabolische 
systemen. Hoofdstuk 7 beschrijft een ontwikkeling in het combineren van data van 
verschillende bronnen of analytische platformen door middel van datafusie. 
Traditionele strategieën focussen ofwel op het gebruiken van zoveel mogelijk 
informatie ofwel op het extraheren van relevantie informatie uit grote hoeveelheden 
data. Wij introduceerden een nieuwe strategie die het optimum vindt tussen deze 
twee criteria, terwijl het de valkuilen van de traditionele methoden ontwijkt. De 
voordelen van deze ‘sustainable data fusion’ werden zowel gedemonstreerd op 
gesimuleerde data voor classificatie als op LC-MS-data van verschillende bieren voor 
regressie om bitterheid te voorspellen. De resultaten van deze methode tonen 
aanzienlijke potentie om VOC-informatie van verschillende lichaamsvloeistoffen en 
adem of data van verschillende technische platformen te combineren. Daarnaast kan 
het gebruikt worden VOC-data te integreren met andere typen biologische data voor 
een veel uitgebreider beeld van het menselijk lichaam.  
Ter conclusie, VOC-analyse heeft groot voordeel van chemometrie. De aanwezigheid 
van verstorende factoren in de data bleek een grote uitdaging, en deze werd op 
verschillende manier aangepakt door de toepassing van bestaande methoden (M-PLS-
DA, PLS-DA, s-PLS-DA) en de ontwikkeling van nieuwe chemometrische 
gereedschappen (ANOVA-POCHEMON, sustainable data fusion). De methode M-PLS-
DA werd succesvol toegepast op urine VOC-data voor het monitoren van fysieke 
inspanning. Daarnaast werden twee verschillende strategieën ontwikkeld voor het 
onderzoeken en isoleren van variatie te wijten aan de dynamische natuur van 
pathogenen in een polymicrobiale omgeving. Deze in vitro resultaten onthulden 
nieuwe informatie over VOC-productie door pathogenen in co-cultuur, en wezen op 
potentie voor de detectie van luchtweginfecties uit uitgeademde lucht. Deze potentie 
werd bevestigd in vivo: toepassing van s-PLS-DA leidde tot succesvolle diagnose van 
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S. aureus-infecties in CF-patiënten. Tot slot werd een duurzame strategie voor 
datafusie geïntroduceerd die gunstig kan zijn voor verbeterde diagnosekracht en 
interpretatie met VOC-data. 
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Supplementary material chapter 3 
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Supplementary Figure 3.1: The repeatability of the measurement technique is shown in a) for four 
cuvettes measured sequentially and containing 10 mL of urine from the same original sample, 
contrasted with b) showing 3 cuvettes, each containing 10 mL samples from different individuals. The 
ions shown are m/z 43 (acetic acid (fragment)), m/z 59 (acetone), m/z 61 (acetic acid), m/z 73 (succinic 
acid (fragment)/ hexanoic acid (fragment)).  
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Supplementary material chapter 4 
Supplementary Table 4.1: Top ten VOCs produced by P. aeruginosa, A. fumigatus and 
co-cultures, 16, 24 and 48 hours after inoculation including their mass to charge ratio 
and retention time (m/z – RT). Bold names are correctly identified based on 
comparison with pure compound standards. Other compounds are tentatively 
identified. 
 P. aeruginosa A. fumigatus co-culture 
16 h    
1. 
2. 
3. 
4. 
 
5. 
 
6. 
7. 
 
8. 
9. 
10. 
2-furaldehyde (96 – 16.1) 
butanal (44 – 5.2) 
tetradecane (57 – 29.3) 
α,α-dimethyl- 
benzenemethanol (43 – 24.7) 
2-methyl-3-(2-propenyl)- 
pyrazine (133 – 23.3) 
heptanal (70 – 16.7) 
isothiocyanato-cyclohexane  
(55 – 28.7) 
hexanal (44 – 12.9) 
thiazole ( 85 – 10.9) 
2,3-dimethyl-5-isopentylpyrazine 
(122 – 29.2)  
8-nonen-2-one (43 – 23.4) 
2-tridecanone (58 – 34.5) 
2-nonanone (58 – 22.2)  
7-decen-2-one (43 – 29.3) 
 
1-propanol (31 – 5.1) 
 
azacyclotridecan-2-one (100 – 43.2) 
2-undecanone (58 – 28.3)  
 
ethyl acetate (43 – 5.4)  
3-hydroxy-2-butanone (45 – 11.5) 
2-acetylthiazole (43 – 22.1) 
2- octanone (43 – 18.8) 
2-nonanone (58 – 22.2)  
2-hexanone (43 – 12.7) 
2-undecanone (58 – 28.3)  
 
1-undecene (70 – 20.5)  
 
2-pentanone (43 – 5.6)  
2-heptanone (43 – 16.5)  
 
7-decen-2-one (43 – 29.3) 
2-tridecanone (58 – 34.5) 
2-ethyl-benzenamine (106 – 27.0) 
24 h    
1. 
2. 
 
3. 
4. 
 
5. 
 
6. 
7. 
 
8. 
9. 
10. 
dimethyl trisulfide (126 – 19.0)  
unidentified (62 – 2.9)  
 
1-undecene (70 – 20.5)  
methyl thiolacetate (43 – 8.5) 
 
6-tridecane (67 – 20.7) 
 
dimethyl disulfide (94 – 10.1)  
2,3-dimethyl-5-isopentylpyrazine 
(122 – 29.2) 
2-methyl-propanal (43 – 4.2) 
3-methyl-1H-pyrrole (80 – 17.0)  
2-methyl-butanal (44 – 4.5) 
8-nonen-2-one (43 – 23.4) 
2,3-dihydro-1,1,3-trimethyl-3-phenyl-
1H-indene (221 – 39.9) 
3-methyl-2-butanone (43 – 5.7) 
1-methylethenyl-pyrazine  
(120 – 20.9) 
ethenyl-pyrazine (106 – 18.0) 
 
heptanal (44 – 16.7) 
2-ethenyl-5-methyl-pyrazine 
 (120 – 21.0) 
thiazole (85 – 10.9) 
azacyclotridecan-2-one (100 – 43.2) 
2-undecanone (58 – 28.3)  
1-undecene (70 – 20.5)  
3-methyl-1H-pyrrole (80 – 17.0)  
 
2-ethyl-benzenamine (106 – 27.0) 
2-undecanone (58 – 28.3)  
 
6-methyl-5-hepten-2-one 
(43 – 20.0) 
1-propanol (31 – 5.1) 
3-methyl-2-butenal (84 – 13.6) 
 
2-nonanone (58 – 22.2)  
8-nonen-2-one (43 – 23.4) 
1,4-pentadiene (67 – 2.5) 
48 h    
1. 
2. 
 
3. 
 
4. 
 
5. 
6. 
7. 
 
8. 
 
9. 
10. 
methyl thiolacetate (43 – 8.5) 
2,3-dimethyl-5-isopentylpyrazine 
(122 – 29.2) 
2-methyl-3-(2-propenyl)-pyrazine 
(133 – 23.3) 
3-methyl-1H-pyrrole (80 – 17.0)  
 
6-tridecane (67 – 20.7) 
decyl-oxirane (71 – 28.7) 
unidentified (62 – 2.9) 
 
methyl ester thiocyanic acid  
(73 – 11.8) 
2-methyl-1-butanol (56 – 11.4) 
4-methyl-3-penten-2-one (83 – 13.0) 
8-nonen-2-one (43 – 22.4) 
hexadecane (57 – 34.4) 
 
2,3-dihydro-1,1,3-trimethyl-3-phenyl-
1H-indene (221 – 39.9) 
1-methylethenyl-pyrazine 
(120 – 20.9) 
heneicosane (57 – 36.7) 
undecanal (43 – 29.5) 
2-ethenyl-5-methyl- 
pyrazine (120 – 21.0) 
2-acetylthiazole (43 – 22.1) 
 
2-tridecanone (58 – 34.5) 
azacyclotridecan-2-one (86 – 43.2) 
2-nonanone (58 – 22.2)  
3-methyl-3-penten-2-one  
(55 – 14.9)  
4-methyl-3-penten-2-one 
(83 – 13.0) 
2-ethoxy-benzenamine  
(137- 29.4) 
2-ethyl-benzenamine (106 – 27.0) 
1-propanol (31 – 5.1) 
methyl ester thiocyanic acid  
(73 – 11.8) 
2-methyl-1-butanol (56 – 11.4) 
 
2-tridecanone (58 – 34.5) 
3-hydroxy-2-butanone (45-11.5) 
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Supplementary Table 4.2: Time-independent VOC biomarker combination of P. 
aeruginosa, A. fumigatus and co-cultures. The list contains discriminating compounds 
consistently present at 16, 24 and 48 hours after inoculation, including their mass to 
charge ratio and retention time (m/z – RT). Bold names are correctly identified based 
on comparison with pure compound standards. The other compounds are tentatively 
identified.  
 P. aeruginosa A. fumigatus co-culture 
1. 
 
 
2. 
 
 
3. 
 
4. 
 
5. 
 
6. 
 
7. 
 
8. 
 
9. 
 
10. 
11. 
 
12. 
13. 
 
14. 
2,3-dimethyl-5-
isopentylpyrazine (122 – 
29.2)  
2-methyl-3-(2-propenyl)-
pyrazine (134 – 23.3)  
 
methyl thiolacetate (43 – 
8.5)  
2-furaldehyde (96 – 16.1)  
 
dimethyl trisulfide (126 – 
19.0)  
unidentified (62 – 2.9)  
 
tetradecane (57 – 29.3)  
 
1-undecene (70 – 20.5)  
 
hexanal (44 – 12.9)  
 
6-tridecane (67 – 20.7)  
dimethyl disulfide  
(94 – 10.1)  
butanal (44 – 5.2)  
3-methyl-1H-pyrrole (80 – 
17.0)  
2-methyl-butanal  
(44 – 4.5)  
8-nonen-2-one (43 – 23.4)  
 
 
2,3-dihydro-1,1,3-trimethyl-
3-phenyl-1H-indene (221 – 
39.9)  
2-tridecanone (58 – 34.5)  
 
1-methylethenyl-pyrazine 
(120 – 20.9)  
azacyclotridecan-2-one (100 
– 43.2)  
2-ethenyl-5-methyl-pyrazine 
(120 – 21.0)  
2-undecanone (58 – 28.3)  
 
2-nonanone (58 – 22.2)  
 
1-hydroxy-2-propanone (74 – 
10.0)  
2-acetylthiazole (43 – 22.1)  
2-nonanone (58 – 22.2)  
 
 
1-undecene (70 – 20.5)  
 
 
2-ethyl-benzenamine 
(106 – 27.0)  
2-undecanone (58 – 
28.3)  
2-hexanone (43 – 12.7)  
 
3-methyl-1H-pyrrole (80 
– 17.0)  
2-tridecanone (58 – 
34.5)  
3-methyl-3-penten-2-
one (55 – 14.9)  
4-methyl-3-penten-2-
one (83 – 13.0)  
1-propanol (31 – 5.1)  
2-octanone (43 – 18.8)  
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Supplementary Table 4.3: Prediction of correct classification of a culture type after 16, 
24 and 48 hours using the time-independent VOC biomarker combinations generated 
by PLS-DA. 
  
Culture type 
Predicted as 
P. aeruginosa (%) 
Predicted as 
A. fumigatus (%) 
Predicted as 
co-culture (%) 
16h P. aeruginosa 100  0  0  
 A. fumigatus 0  75  25  
 co-culture 0  18.2  81.8  
24h P. aeruginosa 91.7 0  8.3  
 A. fumigatus 0  100  0  
 co-culture 8.3  0  91.7  
48h P. aeruginosa 83.3  0  16.7  
 A. fumigatus 0  100  0  
 co-culture 0  0  100  
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Supplementary material chapter 5 
Supplementary Figure 5.1: PCA on all samples at a) 2 days, b) 4 days, c) 7 days and d) 9 days after 
inoculation. Fusarium sp. samples are indicated in blue, A. clavatus in red and their co-culture in green. 
 
 
 
Supplementary Figure 5.2: POCHEMON mixing score plots (top row) and competition scores plots 
(bottom row) for samples at a) 2, b) 4, c) 7 and d) 9 hours after inoculation. Fusarium sp. samples are 
indicated by blue plus signs (+), A. clavatus by red triangles (Δ) and their co-culture by green dots (•). 
The orange zone corresponded to the mono-cultures benchmark in the competition model. 
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Supplementary Figure 5.3: ANOVA-POCHEMON on the Culture-Time interaction factor expressed as 
𝐗𝐶𝑢𝑙𝑡𝑢𝑟𝑒×𝑇𝑖𝑚𝑒 + 𝐗E instead of 𝐗𝐶𝑢𝑙𝑡𝑢𝑟𝑒 + 𝐗𝐶𝑢𝑙𝑡𝑢𝑟𝑒×𝑇𝑖𝑚𝑒 + 𝐗E. Fusarium sp. samples are indicated in 
blue, A. clavatus in red and their co-culture in green. Symbols reflect time after inoculation, squares 
() representing 2 days, crosses (×) 4 days, circles (o) 7 days and triangles () 9 days. The orange zone 
corresponded to the mono-cultures benchmark in the competition model.  
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Supplementary Figure 5.4: PCA on all samples at a) 16 hours, b) 24 hours, and c) 48 hours after 
inoculation.  
 
 
Supplementary Figure 5.5: POCHEMON mixing score plots (top row) and competition scores plots 
(bottom row) for samples at a) 16, b) 24 and c) 48 hours after inoculation. P. aeruginosa samples are 
indicated by blue plus signs (+), A. fumigatus by red triangles (Δ) and their co-culture by green dots (•). 
The orange zone corresponded to the mono-cultures benchmark in the competition model. 
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Supplementary Figure 5.6: ANOVA-POCHEMON on the Culture-Time interaction factor expressed as 
𝐗𝐶𝑢𝑙𝑡𝑢𝑟𝑒×𝑇𝑖𝑚𝑒 + 𝐗E instead of 𝐗𝐶𝑢𝑙𝑡𝑢𝑟𝑒 + 𝐗𝐶𝑢𝑙𝑡𝑢𝑟𝑒×𝑇𝑖𝑚𝑒 + 𝐗E. Pseudomonas aeruginosa samples are 
indicated in blue, A. fumigatus in red and their co-culture in green. Symbols reflect time after 
inoculation, squares () representing 16 hours, crosses (×) 24 hours and circles (o) 48 hours. The 
orange zone corresponded to the mono-cultures benchmark in the competition model. 
  
-40 -20 0 20 40
-30
-20
-10
0
10
20
30
Mixing PC 1 (15%)
M
ix
in
g
 P
C
 2
 (
1
0
%
)
 
 
-40 -30 -20 -10 0 10 20 30
-15
-10
-5
0
5
10
15
20
25
30
Competition PC 1 (16%)
C
o
m
p
e
ti
ti
o
n
 P
C
 2
 (
1
3
%
)
 
 
   
198 
Supplementary Table 5.1: Highlighted metabolic features for overall dynamics LC-MS 
data.  
Metabolite 
feature # 
Ionization 
mode 
Retention 
time 
(min) 
m/z (Da) Putative IDs 
8 Positive 1.51 361.124 8-Keto-15-acetyl-3*; 7,8,15-
Scirpenetetrol*; 3-Acetyl-3,7,15-
trihydroxy-8-scirpenone* 
2 Positive 2.69 279.229 Unidentified 
9 Negative 0.95 234.061 Unidentified 
7 Negative 1.45 285.043 Unidentified 
6 Negative 1.51 221.0811 3,4-Dihydro-6,8-dihydroxy-3,4,5-
trimethyl-1H-2-benzopyran-1-
one**; Asparvenone**; 7,8-
Dihydro-7,8-dihydroxy-3,5,7-
trimethyl-6H-2-benzopyran-6-
one**; Parvulenone**  
3 Negative 2.02 311.222 5,8-Dihydroxy-9,12-
octadecadienoic acid**  
5 Negative 2.14 309.205 Unidentified 
10 Negative 2.35 311.222 5,8-Dihydroxy-9,12-
octadecadienoic acid** 
4 Negative 2.70 564.330 Unidentified 
1 Negative 3.50 559.473 Unidentified 
 
The last column indicates putative identities of the features, where one asterisk (*) 
indicates that this compound is known to be produced by Fusarium spp, and a double 
asterisk (**) indicates compounds known to be produced by Aspergillus spp.   
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Supplementary Table 5.2: Highlighted metabolic features for interspecies interaction 
LC-MS data.  
Metabolite 
feature # 
Ionization 
mode 
Retention 
time (min) 
m/z (Da) Putative IDs 
3 Positive 1.46 289.069 Eurotinone**; Funalenone**;   
O-demethyl-7-methoxy-
funalenone**; 
Anhydrofusarubin* 
14 Positive 1.85 286.070 Bostrycoidin* 
15 Positive 2.55 265.178 Unidentified 
12 Positive 4.09 861.582 Unidentified 
2 Positive 4.10 859.571 Unidentified 
6 Positive 4.12 861.589 Unidentified 
13 Positive 4.25 822.705 Unidentified 
1 Positive 4.30 394.336 Unidentified 
4 Positive 4.32 427.370 Unidentified 
7 Positive 4.33 450.352 Unidentified 
9 Negative 1.28 151.039 Gibepyrone F*; 2-Methoxy-6-
methyl-1,4-benzoquinone**; 
Phenoxyacetic acid** 
5 Negative 1.43 287.043 Unidentified 
11 Negative 1.44 205.087 Unidentified 
8 Negative 1.45 285.043 Unidentified 
10 Negative 1.75 341.196 Unidentified 
 
Bold rows indicate features specifically important for interspecies interaction. The last 
column indicates putative identities of the features, where one asterisk (*) indicates 
that this compound is known to be produced by Fusarium spp, and a double asterisk 
(**) indicates compounds known to be produced by Aspergillus spp.  
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Supplementary Table 5.3: Highlighted metabolic features for culture-time interaction 
LC-MS data.  
Metabolite 
feature # 
Ionization 
mode 
Retention 
time (min) 
m/z (Da) Putative IDs 
7 Positive 1.46 289.069 Eurotinone**; Funalenone**; O-
demethyl-7-methoxy-
funalenone**; 
Anhydrofusarubin* 
8 Positive 4.09 861.582 Unidentified 
2 Positive 4.10 859.571 Unidentified 
3 Positive 4.12 861.589 Unidentified 
10 Positive 4.25 822.705 Unidentified 
1 Positive 4.30 394.336 Unidentified 
5 Positive 4.32 427.370 Unidentified 
4 Positive 4.33 450.352 Unidentified 
9 Negative 1.28 151.039 Gibepyrone F*; 2-Methoxy-6-
methyl-1,4-benzoquinone**; 
Phenoxyacetic acid** 
6 Negative 1.43 287.043 Unidentified 
 
Bold rows indicate features specifically important for interspecies interaction. The last 
column indicates putative identities of the features, where one asterisk (*) indicates 
that this compound is known to be produced by Fusarium spp, and a double asterisk 
(**) indicates compounds known to be produced by Aspergillus spp. 
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Supplementary Table 5.4: Highlighted metabolic features for overall dynamics GC-MS 
data 
Metabolite feature # Putative IDs 
1 Unidentified 
2 Dimethyl disulfide 
3 Dimethyl trisulfide 
4 Trimethylamine 
5 Methyl isobutyl ketone 
6 4-Methyl-3-penten-2-one 
7 Methyl ester thiocyanic acid 
8 2-Methyl-1-butanol 
9 1,4-Pentadiene 
10 2-Methyl-2-Butenal 
 
Supplementary Table 5.5: Highlighted metabolic features for interspecies interaction 
GC-MS data 
Metabolite feature # Putative IDs 
1 1-Undecene 
2 3-Methyl-2-butenal 
3 2-Ethyl-benzenamine 
4 2-Decanone 
5 3-Hydroxy-2-butanone 
6 3-Methyl-1H-pyrrole 
7 1-Propanol 
8 2-Hexanone 
9 1-Hydroxy-2-propanone 
10 Chloro-benzene 
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Supplementary Table 5.6: Highlighted metabolic features for culture-time interaction 
Metabolite feature # Putative IDs 
1 1-Undecene 
2 3-Hydroxy-2-butanone 
3 1-Propanol 
4 Chloro-benzene 
5 3-Methyl-2-butenal 
6 1-Hydroxy-2-propanone 
7 2-Ethyl-benzenamine 
8 2-Decanone 
9 3-Methyl-1H-pyrrole 
10 2-Methyl-1-butanol 
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Supplementary material chapter 7 
Supplementary Table 7.1: List of the 59 beer brands included in the LC-MS beer data. 
Almaza Efes Kronenbourg 1664 
Amstel Erdinger weissbier Lech 
Asahi Erdinger weissbier Alkoholfree Leffe blond 
Bavaria Estrella Maes 
Becks Fosters Newcastle brown Ale 
Bia Saigon Franziskamer weissbier Pacifico clara 
Bitburger Goldberg Palm 
Brand Golden Brau Red Stripe 
Brand Up Grolsch  San Miquel 
Budweiser Grolsch Kornuit Singha 
Budweiser Budvar Guinness draught Sol 
Carlsberg Guinness foreign extra Stella Artois 
Chang Guinness special export Tecate 
Clausthaler alkoholfree Heineken Tiger 
Corona extra Heineken Namibia Tsingtao 
DB dry Hertog Jan Vedett extra blond 
Desperados Hite ice point Vedett extra white 
Dommelsch Hoegaarden wit Warsteiner 
Dos Equis Jupiler Zywiec 
Duvel Kalik  
 
 
Supplementary Figure 7.1: Results for simulation 1 on independent blind test data. The shaded areas 
indicate the 95% confidence interval around the mean prediction accuracy.  
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Supplementary Figure 7.2: Results for simulation 2 on independent blind test data. The shaded areas 
indicate the 95% confidence interval around the mean prediction accuracy. 
 
 
Supplementary Figure 7.3: Results for simulation 3 on independent blind test data. The shaded areas 
indicate the 95% confidence interval around the mean prediction accuracy. 
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