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The two-dimensional Heisenberg exchange model with out-of-plane anisotropy and a Dzyaloshinskii-Moriya
interaction is employed to investigate the lifetime and stability of antiferromagnetic (AFM) skyrmions as a
function of temperature and external magnetic field. An isolated AFM skyrmion is metastable at zero temperature
in a certain parameter range set by two boundaries separating the skyrmion state from the uniform AFM phase
and a stripe domain phase. The distribution of the energy barriers for the AFM skyrmion decay into the uniform
AFM state complements the zero-temperature stability diagram and demonstrates that the skyrmion stability
region is significantly narrowed at finite temperatures. We show that the AFM skyrmion stability can be enhanced
by an application of magnetic field, whose strength is comparable to the spin-flop field. This stabilization of AFM
skyrmions in external magnetic fields is in sharp contrast to the behavior of their ferromagnetic counterparts.
Furthermore, we demonstrate that the AFM skyrmions are stable on timescales of milliseconds below 50 K for
realistic material parameters, making it feasible to observe them in modern experiments.
DOI: 10.1103/PhysRevB.99.140411
Introduction. Localized topological spin textures, such
as magnetic skyrmions [1], hold great promise as a ba-
sis for future digital technologies [2–13]. Information flow
in next-generation spintronic devices could be associated
with metastable isolated skyrmions guided along magnetic
strips [14–17]. Such skyrmion racetrack schemes are ex-
pected to considerably reduce the power consumption of
data processing due to the sensitivity of skyrmions to exter-
nal stimuli, particularly electric current [18–24]. However,
isolated skyrmions in chiral ferromagnets suffer from the
skyrmion Hall effect [25,26], which potentially limits the
use of skyrmions for racetrack nanodevices. The skyrmion
Hall effect may be understood using a collective coordinate
approach to topological spin textures [27–29], where it trans-
lates into a generalized gyrotropic (Magnus) force [15,30–32]
acting on a skyrmion in a direction that is transverse to the
applied electric current direction, and thus eventually pushing
it over the edge of the nanotrack.
Recently, it has been suggested based on both analytical
arguments and micromagnetic simulations that the unfavor-
able effect of the topological Magnus force on skyrmions
can completely cancel out in chiral antiferromagnetic (AFM)
materials [33–35]. In such AFM skyrmions, the Magnus force
on one magnetic sublattice is equal in magnitude but has an
opposite sign to the one on the other sublattice, thus leading
to straight skyrmion trajectories along the applied current
*o.tretiakov@unsw.edu.au
and furthermore greatly enhanced velocities compared to its
FM counterpart [33–36]. Additionally, using micromagnetic
simulations, it has been proposed how to create the AFM
skyrmions by injecting vertically spin-polarized current into
a nanodisk with a uniform AFM state [34]. A possible ex-
perimental realization of an isolated skyrmion as well as
a skyrmion lattice has been suggested by using a standard
bipartite lattice in which each sublattice supports a skyrmion
crystal (e.g., honeycomb lattice) coupled to an AFM [37].
Moreover, the topological spin Hall effect has been studied in
AFM skyrmions and its impact on the current-induced motion
has been demonstrated [38,39].
Although there has been enormous progress in studying
the dynamics of AFM spin textures [40–43] and AFM ma-
terials in general [44,45], the AFM skyrmions have not been
experimentally discovered yet. This may have to do with the
overall challenge in detection of Néel order spin textures [46],
as well as finding chiral AFM material with the appropriate
parameters [33]. The stability of AFM skyrmions could also
be an issue. In continuum models skyrmion annihilation into
a uniform AFM state is strictly prohibited due to different
topological charges for the Néel order parameter of the target
states. For physical systems with magnetic moments localized
on atoms, topological protection is not strict, which translates
into finite energy barriers separating skyrmions from topologi-
cally distinct states. Thermal fluctuations can bring the system
over the barrier and spontaneously destroy the skyrmoin state,
resulting in a finite skyrmion lifetime at nonzero temperature.
If the lifetime is too short on a scale of available experimental
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techniques, such as spin-polarized scanning tunneling mi-
croscopy (SP-STM) or magnetic exchange force microscopy
[47], the AFM skyrmion would decay before being detected.
A long enough lifetime is an essential prerequisite for the use
of skyrmions in applications.
In this Rapid Communication, we analyze the stability of
AFM skyrmions. Both the activation energy for the skyrmion
decay and the skyrmion lifetime are evaluated as functions
of material parameters, temperature, and magnetic field us-
ing the harmonic transition state theory for spins [48]. This
analysis makes it possible to quantify the skyrmion stabil-
ity at macroscopic timescales. We complement the zero-
temperature phase diagram for an isolated AFM skyrmion
with the distribution of energy barriers for the skyrmion col-
lapse into a uniform AFM phase. Our analysis demonstrates
that the stability region may be significantly narrowed even
at small temperatures. However, the AFM skyrmions can
be further stabilized by a magnetic field, which is in sharp
contrast to their FM counterparts. The AFM skyrmions are
shown to be rather stable at 50 K and below for typical AFMs,
where they may be observed using modern techniques for the
detection of Néel order parameters [46].
Methods. We study a monolayer AFM spin system
on a square lattice using a localized-moment Hamiltonian
equipped with Heisenberg exchange coupling, an antisymmet-
ric Dzyaloshinskii-Moriya interaction (DMI), out-of-plane
anisotropy, and a Zeeman term. The energy functional reads
E = J
2
∑
〈i, j〉
mi · m j − D2
∑
〈i, j〉
d i j · (mi × m j )
− K
∑
i
(
mzi
)2 − MB∑
i
mzi , (1)
where 〈i, j〉 denotes the summation over the nearest neigh-
bors, mi is the unit vector in the direction of the magnetic mo-
ment on site i, J and D are the exchange and DMI constants,
respectively, K is the anisotropy constant, B is the magnetic
field, and M is the magnitude of the on-site magnetic moment.
Both the anisotropy and external field are perpendicular to the
AFM film. The DMI unit vectors d i j lie in the film plane
and point perpendicular to the bond connecting sites i and
j. Dipolar interactions are not included in the Hamiltonian
because their effect is suppressed by AFM texture. Equation
(1) defines a multidimensional energy surface as a function
of the orientation of magnetic moments, where in a certain
parameter range the local minima corresponding to Néel-type
skyrmions emerge [33]. We obtain a skyrmion solution by
taking a rough initial guess for the skyrmion profile and
relaxing it to a local energy minimum. We place only one
single skyrmion in the simulated system and apply periodic
boundary conditions to model an extended two-dimensional
system. We define the skyrmion radius as a square root of
the area enclosed within the mz = 0 contour divided by π .
The computational domain is chosen to be large enough for
an isolated equilibrium skyrmion not to be affected by the
boundaries.
The lifetime of AFM skyrmions, τ , is calculated using
the harmonic transition state theory for magnetic systems
[48]. Similar approaches are employed in various branches of
FIG. 1. AFM skyrmion stability diagram at zero temperature and
magnetic field. Isolated skyrmions exist in the sector between the
dashed and solid black lines. At the lower boundary (black solid
line) skyrmions spontaneously collapse into the uniform AFM phase,
while at the upper boundary (dashed black line) they strip out into
stripe domains. The strip-out boundary obtained in the continuous
Néel vector model is shown by the dotted line. The height of energy
barriers  for the skyrmion decay into the uniform AFM state is
represented by the red color intensity. Several contours of constant
energy barriers are depicted by colored solid lines. The insets show
spin configurations for several points on the stability diagram.
condensed matter physics for the evaluation of the decay rate
of a metastable state [49,50]. The theory predicts an Arrhenius
expression for the lifetime as a function of temperature T ,
τ (T ) = τ ′ e/kBT . (2)
Here, the activation energy  is given by the energy differ-
ence between the skyrmion-state local minimum and relevant
saddle point located on the minimum energy path connecting
the skyrmion configuration with the uniform AFM phase. The
preexponential factor τ ′ is defined by the curvature of the
energy surface at the saddle point and at the skyrmion-state
minimum. It could acquire a power-law temperature depen-
dence due to soft modes corresponding to the translational
motion of the skyrmion structure [51–53]. The identification
of minimum energy paths and the corresponding saddle points
on the energy surface is carried out using the geodesic nudged
elastic band (GNEB) method [56]. GNEB calculations have
previously been used to identify mechanisms and energy bar-
riers for the skyrmion annihilation in FM materials [57–62].
Here, we only consider the minimum energy paths that corre-
spond to the radial collapse of the AFM skyrmion.
Stability diagram. The zero-temperature AFM skyrmion
stability diagram for a monolayer AFM in the absence of
magnetic field is presented in Fig. 1. The sector, where
isolated skyrmions exist as metastable states in the uniform
AFM background (it was demonstrated for ferromagnetic
skyrmions in Refs. [63,64]), is situated between the uniform
AFM state from below and the stripe AFM domain from
above. At the lower boundary of this sector (black solid
line in Fig. 1), the energy barrier  vanishes and skyrmions
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decay into the uniform AFM state. Note that the skyrmions
collapse with finite radii, which is a consequence of the
discreteness of the model used here (see insets A, B, and
C in Fig. 1). At the upper boundary (dashed line in Fig. 1),
isolated skyrmions expand to become stripe domains [63,64],
since it is energetically favorable to increase the length of the
domain wall separating up and down domains indefinitely.
The upper boundary can be obtained analytically within the
micromagnetic continuous model for the Néel vector. We can
separate two contributions to the energy of a skyrmion of
radius R: the domain wall energy Edw(R) defined as the energy
of the wall of length 2πR (relative to the AFM phase) and the
energy of the skyrmion’s domain wall curvature defined as
the difference Ec(R) = Esk(R) − Edw(R) > 0, where Esk(R)
is the exact energy of a skyrmion. While it is evident that
Edw(R) grows linearly with R, the curvature energy Ec(R)
decreases with R, which guarantees the existence of a local
energy minimum. As Edw(R) decreases to zero, so does Ec(R).
In an infinite system, the skyrmion expands indefinitely at
Edw(R) = 0. According to Ref. [65], this equation is satisfied
at
Dc(K ) = 4
π
√
KJ
2
, (3)
giving the upper critical bound on D for the skyrmion ex-
istence, i.e., the strip-out boundary for the continuous Néel
vector model. It is shown in Fig. 1 by the dotted line. The
insets in Fig. 1 show spin configurations for several points
on the diagram, demonstrating that skyrmions tend to become
larger in the vicinity of the upper boundary.
Within the AFM skyrmion stability region, as the
anisotropy increases, the isolated skyrmions assume the struc-
ture of magnetic bubbles where the core with an almost
uniformly antiparallel Néel vector is separated from the AFM
background by a domain wall [66]. The width of the wall
decreases with the anisotropy parameter and at a certain point
becomes comparable to the lattice constant of the system.
At this point, the orientation of the domain wall becomes
affected by the lattice symmetry. In particular, the domain
wall tends to propagate along the diagonal directions of the
square lattice, which results in equilibrium skyrmionic struc-
tures with broken axial symmetry (see inset E of Fig. 1). As
expected, this anisotropic effect is less pronounced for the
systems, which are well described by the continuum models,
i.e., those characterized by small angles between Néel vectors
at neighboring lattice sites (see inset D in Fig. 1).
We further analyze the distribution of energy barriers 
that have to be overcome by an isolated AFM skyrmion to
decay into the uniform AFM state (see Fig. 1). As expected,
the barrier height increases monotonically as one moves from
the lower stability boundary to the upper one, however, the
rate of this increase is not constant. In particular, the barrier
demonstrates weak dependence on the material parameters
in the wide region close to the lower boundary, where the
barrier is rather small. The dependences on K and D become
more pronounced as one approaches the upper stability line:
The barrier increases rapidly, enhancing the stability of large
skyrmions. These results suggest that even at low tempera-
tures sufficiently small skyrmions may be easily destroyed
FIG. 2. Activation energy  as a function of magnetic field B
for AFM skyrmions (AFMSk) shown with solid lines on the light
pink background and FM skyrmions (FMSk) represented by dashed
lines on the light blue background for several values of anisotropy
constant K . Note the drastic difference in the magnetic field ranges
for the AFMSk and FMSk, respectively. For each value of K , the
DMI constant was chosen so that the activation energies for the
skyrmion decay coincide at zero field.
by thermal fluctuations in a large lower portion of the stabil-
ity diagram, thus significantly reducing the AFM skyrmion
stability region at finite temperatures. Given the exponential
dependence of the lifetime on the energy barrier, it is expected
that AFM skyrmions are stable at long timescales in the
region close to the upper stability boundary. Such AFM
skyrmions may indeed be detected on the experimentally
relevant timescales.
A magnetic field has a nontrivial effect on the AFM
skyrmion stability. Figure 2 shows the barrier for the skyrmion
decay into the uniform AFM state as a function of applied
field strength. These results are in sharp contrast with the field
dependence of the FM skyrmion (J < 0), where the barrier
quickly decreases with the field [52,67]. On the contrary, for
the AFM skyrmion (J > 0), the energy barrier is significantly
enhanced, but the effect manifests itself at much larger fields.
To gain further insight into this unusual behavior of AFM
skyrmions, it is instructive to estimate the skyrmion radius by
minimizing the energy functional in the presence of magnetic
field. Such an estimate can be obtained analytically within
the micromagnetic continuum model for the Néel vector [68],
using a trial skyrmion solution for the polar angle θ (r) =
π (1 − r/R) with 0 < r < R, where the parameter R is as-
sociated with the skyrmion radius [66]. This minimization
analysis gives the radius R0 = πJD/(JK − M2B2/16), thus
showing that the AFM skyrmion size increases with the field.
It is consistent with the field dependence of the energy barrier
observed in the numerical simulations, since larger skyrmions
correspond to larger energy barriers, as discussed above. One
can arrive at the same conclusion from another perspective. It
has been shown in Ref. [68] that in the continuous model the
energy functional of the AFM skyrmion system at an arbitrary
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FIG. 3. Lifetime of AFM skyrmion as a function of DMI strength
D for several values of temperature T and fixed anisotropy strength
K = 0.1J .
applied field is equivalent to that of the FM counterpart at
zero field. Then one can show that the anisotropy constant is
renormalized as follows,
K ′ = K − M2B2/(16J ). (4)
Therefore, the enhancement of the energy barrier for the
AFM skyrmions in magnetic field can be understood by the
effective decrease of the anisotropy in the FM skyrmion decay
problem. Indeed, the decrease in the energy barrier for the
FM skyrmion decay with the anisotropy strength has recently
been confirmed in Ref. [60] and is evident from our diagram
in Fig. 2.
AFM skyrmion lifetime. According to Arrhenius law [see
Eq. (2)], the skyrmion lifetime depends exponentially on
the energy barrier . However, it is the prefactor τ ′ that
establishes the timescale. It has to be evaluated for each set of
the material parameters, magnetic field, and temperature for a
definite identification of the lifetime. The Arrhenius prefactor
incorporates both the entropic and dynamical contributions to
the skyrmion’s stability.
Based on the harmonic transition state theory, we evaluate
τ ′ as a function of temperature and DMI parameter for a
fixed value of the anisotropy constant K = 0.1J and zero
magnetic field [53]. We find that the prefactor is temperature
independent in the range from kBT = 0.1J to kBT = 1J , but
increases dramatically from 0.4 × 102τ0 to 0.7 × 1014τ0, as
D changes from 0.21 to 0.28 [53], which roughly corresponds
to the lower and upper boundaries of skyrmion stability for
K = 0.1J (see Fig. 1). Here, the prefactor is given in units
of an intrinsic precession time τ0 = M/Jγ with γ being the
gyromagnetic ratio. Our results demonstrate the importance
of a definite evaluation of the Arrhenius prefactor for the
AFM skyrmionic systems. The assumption that the prefactor
does not change under the variation of material parameters
would produce inaccurate results concerning skyrmion sta-
bility at finite temperatures. A dramatic change in the Ar-
rhenius preexponential factor with applied field has been re-
cently observed experimentally for skyrmions in Fe1−xCoxSi
systems [69].
Our results for the skyrmion lifetime are presented in Fig. 3
as a function of the DMI parameter for several values of
temperature and fixed anisotropy constant K = 0.1J . Apart
from the exponential decrease of the lifetime with tem-
perature, the plot demonstrates a sharp dependence of the
skyrmion lifetime on the DMI parameter. Overall, the AFM
skyrmions become more stable as D increases. We point
out that this stabilization of skyrmions occurs due to an
increase of both the energy barrier and the preexponential
factor. The lifetime is given in units of intrinsic preces-
sion time τ0 and can be estimated for concrete material
parameters. By taking parameters similar to those used in
Ref. [33], J = −9.2 × 10−22 J, D = 5.5 × 10−23 J, and K =
4.6 × 10−24 J, one deduces that AFM skyrmions may be
stable on timescales of seconds at temperatures 25–30 K
(or milliseconds for temperatures in the range of 50–65 K),
and therefore can in principle be detected with the SP-STM
technique.
Conclusions. We have explored the stability and lifetimes
of AFM skyrmions at finite temperatures within harmonic
transition state theory formalism. The nonuniform distribution
of energy barriers for the skyrmion decay has been shown to
lead to a significant reduction of the AFM skyrmion stability
region at finite temperatures. Surprisingly, in sharp contrast to
FM skyrmions, which rapidly become unstable with increas-
ing magnetic field, its AFM counterparts demonstrate a higher
stability in finite magnetic fields. These fields may be large
for usual AFMs (corresponding to typical spin-flop fields
of ∼10 T [70,71]), however, the critical fields above which
the AFM skyrmion becomes more stable are rather easily
achieved in AFMs with a weak AFM exchange. Furthermore,
we have calculated the AFM skyrmion lifetimes to be in the
range of milliseconds for a reasonable temperature range (50–
65 K), thus demonstrating that AFM skyrmions can be exper-
imentally observed and employed in spintronic applications.
We demonstrate that this temperature range can be further
increased by applying a magnetic field, as it renormalizes
favorably anisotropy [see Eq. (4)].
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