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a b s t r a c t
We investigate the class of five-dimensional null spaces of linear differential operators
with constant coefficients and odd characteristic polynomials. One of the advantages of
this class is that it permits to mix trigonometric and hyperbolic functions within the same
space, and we will more specially focus on this interesting blending. Whenever necessary
we determine the critical lengths for design. This yields the largest possible intervals on
which existence of Bernstein bases is guaranteed, such bases being then automatically the
optimal normalised totally positive bases. This also enables us to show the interest of this
class of spaces for geometric design.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
Subsequently, we denote by Pn the space of all real polynomials of degree less than or equal to a given integer n ≥ 2. The
reason why the space Pn can be used for geometric design over any interval is the presence of the Bernstein basis relative
to (a, b), i.e.,
Ba,bi (x) :=
n
i
 x− a
b− a
i  b− x
b− a
n−i
, 0 ≤ i ≤ n, x ∈ R, (1)
for any real numbers a, b, with a < b. This basis, characterised by its zeros at the endpoints a, b and the fact that it is
normalised, is known to be totally positive [1]. This guarantees that, for any P0, . . . , Pn ∈ Rd, d ≥ 1, the parametric curve
defined by
F(x) :=
n
i=0
Ba,bi (x)Pi, x ∈ [a, b]
is contained in the convex hull of its control polygon [P0, . . . , Pn] from which it additionally inherits geometric features.
From that point of view, the Bernstein basis relative to (a, b) is even the best basis in Pn restricted to [a, b], according to the
concept of optimal normalised totally positive basis [2] (normalised B-basis following [3]). The Bernstein bases (1) satisfy
many additional interesting properties, e.g., the symmetry property
Ba,bi (a+ b− x) = Ba,bn−i(x), 0 ≤ i ≤ n, x ∈ R, (2)
obviously crucial for designing symmetric polynomial curves: they are indeed automatically produced by symmetric control
polygons.
Wemore generally call Bernstein basis relative to a given (a, b) ∈ R2, with a < b, a normalised sequence (Ba,b0 , . . . , Ba,bn )
presenting exactly the same zeros at a, b as the polynomial one (1). In an (n+ 1)-dimensional space En ⊂ Cn(I) on a given
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interval I , the presence of such Bernstein bases relative to all pairs (a, b) ∈ I2, a < b, is obtained if and only if the space
En contains constants and the n-dimensional space DEn := {DF := F ′ | F ∈ En} obtained from En by differentiation is an
Extended Chebyshev space on I [4]. This large classCn(I) of spaces En (which are themselves Extended Chebyshev spaces on
I) can be used for geometric design on I since the Bernstein bases are always the optimal normalised totally positive bases
in the restrictions of En to the corresponding intervals. Though more difficult to handle, they present advantages compared
to Pn, in so far as they provide us with efficient shape parameters [5].
In a natural attempt to benefit from the advantages of the large class above while keeping some simple features of the
polynomial case, it is interesting to work in Cn(R) and to require the Bernstein bases to satisfy the same symmetry property
(2) as in the polynomial framework. A space En ∈ Cn(R) satisfies (2) for any pair (a, b) ∈ R2 with a < b if and only if
it is invariant under both translation and symmetry. Equivalently, the space En is contained in C∞(R) and DEn is the null
space of a linear differential operator of order n with constant coefficients of which the characteristic polynomial is either
odd or even and has only real roots. In such a space, to know all Bernstein bases, it is sufficient to determine those relative
to (0, h) for any positive h. To some extent, for design purposes, these are the spaces which best resemble the polynomial
space Pn. Unlike general Extended Chebyshev spaces, they share with Pn an additional important property: they are closed
under differentiation. The most popular among them are probably the ‘‘hyperbolic’’ spaces spanned by the functions
1, x, . . . , xn−2, cosh x, sinh x, x ∈ R. (3)
They give birth to the so-called tension splines especially useful for avoiding undesirable oscillations in interpolating
curves [6–9]. See also [10–13].
What about the case where at least some of the roots of the even/odd characteristic polynomial are not real? The
corresponding spaces too can be used for geometric design but only on sufficiently small intervals. Indeed, existence of
a (symmetric) Bernstein basis relative to (a, b), a < b, is then guaranteed only if the length b− a is less than a fixed positive
number ℓn, referred to as the critical length for design of the spaceEn. As simple examples, let usmention the ‘‘trigonometric’’
spaces spanned by the functions
1, x, . . . , xn−2, cos x, sin x, x ∈ R. (4)
Many authors have investigated the latter spaces for various values of n ≥ 3 see [14–20] or associated splines [21–23]. Their
critical lengths for design have been studied in [24].
Hyperbolic and trigonometric functions seem to lead to complementary shape effects. As an instance, for n = 3, given
fixed control points P0, . . . , P3 relative to an interval [0, h], h > 0, let us recall how increasing the length h acts on the two
spaces (3) and (4). The curve produced by the hyperbolic space (3) moves in a continuous way from the cubic polynomial
curve (h = 0+) up to the control polygon (h = +∞). In the trigonometric case, the curve alsomoves in a continuousway, but
from the cubic polynomial curve (h = 0+) up to the segment joining the extreme control points P0, P3 (h = 2π−, 2π being
the critical length for design of the four-dimensional space (4)). It is natural to try and take advantage of this complementarity
by mixing hyperbolic and trigonometric functions. This is generally done by considering splines mixing trigonometric and
hyperbolic pieces, also including polynomial pieces as limit cases, (see [25] for the case n = 3, and [13,17,23] for any n).
Another possibility is to mix hyperbolic and trigonometric functions within the same space En. This can be done only for
n ≥ 4, and this is the reason why the present paper mainly focuses on the case n = 4, and on the shape effects resulting
from this blending. Of course, to observe the shape effects in question, it is first necessary to determine the critical lengths
for design in the corresponding spaces. As a matter of fact we take this opportunity to even determine the critical lengths
for design corresponding to n = 4 and to all spaces for which the characteristic polynomial has non-real roots, other than
the example (4) already treated in [24].
With this aim in mind, the outline of the paper is as follows. Section 2 provides the reader with the brief background on
total positivity, Extended Chebyshev spaces, and Bernstein bases, necessary to make it easily understandable. In the third
section we introduce the class of five-dimensional spaces we want to investigate. We classify them, and we explain how to
build their Bernstein bases on intervals of length less than their critical lengths for design, along with the Bernstein bases
in all spaces obtained from them by iterated integration. Mixed hyperbolic/trigonometric spaces are examined in Section 4.
They are spanned either by the functions
1, cosh(ax), sinh(ax), cos(bx), sin(bx), (5)
or by the functions
1, cosh(ax) cos(bx), cosh(ax) sin(bx), sinh(ax) cos(bx), sinh(ax) sin(bx), (6)
where a, b are any positive numbers. In each case we determine the critical length for design and we show how the shape
parameters (the ratio b/a ∈]0,+∞[ and the length of the interval) can modify the curves. From this point of view it is
interesting to observe some complementarity between the two spaces. Section 5 is devoted to the purely trigonometric
spaces, that is, the space spanned by the functions 1, cos(ax), sin(ax), cos(bx), sin(bx) for distinct positive a, b, and the limit
case when a → b, spanned by 1, cos(bx), sin(bx), x cos(bx), x sin(bx). We determine their critical lengths for design and we
also show the shape effects and compare them with the corresponding purely hyperbolic spaces.
It is essential to mention that this interesting class of spaces (five-dimensional null spaces of linear differential operators
with constant coefficients and odd characteristic polynomials) has already been considered by Mainar and Peña in the first
part of [26]. The present paper is meant to be a useful complement to [26] in the directions listed below.
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– In the list of five-dimensional spaces presented in [26], apparently claimed to be exhaustive, the spaces (6) are surpris-
ingly missing, which is a pity because these spaces are probably those leading tomost newness concerning shape effects.
– In [26] an integral construction of Bernstein bases is presented along with their total positivity, but only on any interval
[0, h] with h < ℓ, where the positive number ℓ is less than the critical length for design ℓ in the space in question, and
may even be significantly less than ℓ. This may be misleading for the reader: both points are indeed known to be valid
on any interval [0, h] such that h < ℓ. It is therefore worthwhile recalling why it is so.
– In logical connectionwith the previous point, the authors of [26] determine the numbers ℓ in all cases of their list, but not
the corresponding critical lengths for design. As already pointed out, it is essential to know the latter in order to evaluate
the interest of a given space regarding the shape effects it provides. The critical lengths for the mixed space (5) and the
two purely trigonometric spaces studied in our Section 4 were addressed in [27], but only with the aim of obtaining
complete circles, that is, of eliminating the spaces for which they were less than or equal to 2π .
2. Extended Chebyshev spaces and geometric design
The present section gives a concise presentation of themain notions involved in the article: total positivity, optimal bases,
Extended Chebyshev spaces and W-spaces, Bernstein type bases, critical length for design.
2.1. Optimal normalised totally positive bases
Let I be a given real intervalwith a non-empty interior, and letE ⊂ C0(I) be an (n+1)-dimensional space. An equivalence
relation can be introduced in the set of all bases of E, by saying that two bases (U0, . . . ,Un) and (V0, . . . , Vn) are equivalent
when, for 0 ≤ i ≤ n, there exist positive numbers α0, . . . , αn such that
Vi = αiUi, i = 0, . . . , n.
Let us recall that a basis (U0, . . . ,Un) of E is totally positive (TP) on I if, for any sequence of points x0 < x1 < · · · < xn in
the interval I , the collocation matrix

Uj(xi)

0≤i,j≤n is totally positive, i.e., all its minors are non-negative. If a basis is TP on I ,
then any other basis in the same equivalence class is also TP. Given two TP bases (U0, . . . ,Un) and (V0, . . . , Vn) of the space
E, we say that (V0, . . . , Vn) ≺ (U0, . . . ,Un)when the regular matrixM such that
(V0, . . . , Vn) = (U0, . . . ,Un)M,
is TP. This provides us with a partial ordering in the set of all equivalence classes mentioned above. As soon as the space E
possesses one TP basis, there exists a greatest equivalence class. Any basis in this greatest class will be said to be optimal.
This corresponds to the concept of B-bases introduced by Carnicer and Peña [3].
A basis (U0, . . . ,Un) of E is said to be normalised when
n
i=0 Ui = 1, where 1 stands for the constant function 1(x) = 1
for all x ∈ I . If the space E possesses a normalised TP basis (NTP), then it possesses a unique optimal NTP basis [3].
With respect to a normalised basis (U0, . . . ,Un) of E, the control polygon of a parametric curve produced by a function
F ∈ Ed, is the polygon with vertices the control points P0, . . . , Pn ∈ Rd of F with respect to (U0, . . . ,Un), defined by
F(x) =
n
i=0
Ui(x)Pi, x ∈ I.
The presence of NTP bases is essential for geometric design because such bases guarantee shape preservation [28,29]:
parametric curves inherit interesting properties from their control polygons with respect to NTP bases.
Let (U0, . . . ,Un) and (V0, . . . , Vn) be two NTP bases of the spaces E. Then, (V0, . . . , Vn) ≺ (U0, . . . ,Un) if and only if
there exists a so-called corner cutting algorithm with transforms the control polygon [Q0, . . . ,Qn] of any function F ∈ Ed
with respect to (V0, . . . , Vn) into its control polygon [P0, . . . , Pn] with respect to (U0, . . . ,Un). In particular the curve
produced by F lies in the convex hull of [P0, . . . , Pn] which itself lies in the convex hull of [Q0, . . . ,Qn]. This gives a good
intuitive understanding of the ordering≺ and of why the optimal NTP basis is the basis in which control polygons give best
information on the curves.
2.2. Extended Chebyshev spaces and Bernstein bases
We now consider an (n+ 1)-dimensional space E ⊂ Cn(I). Then, E is a W-space on I if the Wronskian of any basis of E
does not vanish on I . It is an Extended Chebyshev space (for short, EC-space) on I , when the total number of zeros of any non-
zero function F ∈ E never exceeds n, multiplicities included up to (n+1) [30,31,5]. Multiplication of an (n+1)-dimensional
EC-space on I by a non-vanishing Cn function transforms it into another EC-space on I . Integration of an (n+1)-dimensional
EC-space on I gives an (n+ 2)-dimensional EC-space on I which contains constants.
Classical examples of (n + 1)-dimensional EC-spaces are the spaces spanned by the functions xαi , 0 ≤ i ≤ n, on I =
]0,+∞[, where α0, . . . , αn are any pairwise distinct real numbers. Unlike the spaces mentioned in the introduction, except
in the polynomial case they present no symmetry property.
Strong links exist between EC-spaces and bases of the Bernstein type, according to the two definitions below.
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Definition 2.1. Given c, d ∈ I, c < d, and given V0, . . . , Vn ∈ E, we say that (V0, . . . , Vn) is a Bernstein-like basis of E relative
to (c, d)when the following two properties are satisfied
(1) for k = 0, . . . , n, Vk vanishes exactly k times at c , and exactly (n− k) times at d;
(2) for k = 0, . . . , n, Vk is positive on ]c, d[.
Definition 2.2. Given c, d ∈ I, c < d, and given B0, . . . , Bn ∈ E, we say that (B0, . . . , Bn) is a Bernstein basis of E relative to
(c, d) if it is a Bernstein-like basis relative to (c, d)which is normalised.
If E possesses a Bernstein-like basis relative to some (c, d), then any other basis in the same equivalence class (see
Section 2.1) is also a Bernstein-like basis relative to (c, d). In contrast, if E possesses a Bernstein basis relative to (c, d),
it is unique.
Let us remind the reader with the following two characterisations.
Proposition 2.3 ([4]). An (n+ 1)-dimensional space E ⊂ Cn(I) is an EC-space on I if and only if, for any (c, d) ∈ I2, c < d,E
possesses a Bernstein-like basis relative to (c, d).
Proposition 2.4 ([4]). Given any (n+ 1)-dimensional space E ⊂ Cn(I), supposed to be aW-space on I and to contain constants,
the following properties are equivalent:
(i) for any (c, d) ∈ I2, c < d,E possesses a Bernstein basis relative to (c, d);
(ii) the space DE := {DF := F ′ | F ∈ E} is an (n-dimensional) EC-space on I;
(iii) E possesses blossoms.
Moreover, if any of the properties above holds, then the Bernstein basis relative to any (c, d) is the optimal NTP basis in the
restriction of E to [c, d].
We will not give the precise definition of blossoms, limiting ourselves to mentioning that they are geometrical objects
defined by means of intersections of osculating flats [5,32]. When E possesses blossoms, each function F ∈ E is associated
with a function f : In → R (its blossom) satisfying three fundamental properties: it is symmetric on In, it gives F by
restriction to the diagonal of In, and it is pseudoaffine in each variable. The latter three properties permit the development
of all the classical geometric design algorithms, in particular of de Casteljau evaluation algorithms. This guarantees the total
positivity of the Bernstein basis on the corresponding interval, its optimality resulting from the number of zeros at the
endpoints. This brief reminder highly justifies the following terminology:
Definition 2.5. When any of the three properties (i), (ii), or (iii) of Proposition 2.4 holds, we say that the space E is good for
design.
A W-space which is good for design on I is an EC-space on I . As a consequence of Proposition 2.4, we can state:
Corollary 2.6. Let E be an (n+ 1)-dimensional EC-space on I. Then, for any c, d ∈ I, c < d, any Bernstein-like basis relative to
(c, d) is an optimal TP basis in the restriction of E to [c, d].
Proof. LetE denote the restriction of E to the interval [c, d]. Because we are working on a closed bounded interval, one
can find a positive function w0 ∈ E such that the EC-space L0E := {L0V := V/w0 | V ∈ E} (which contains constants) is
good for design (see Theorem 4.1 of [33]). Given any Bernstein-like basis (V0, . . . , Vn) relative to (c, d) in the space E, let
(V0, . . . ,Vn) denote its restriction to [c, d]. There exists positive α0, . . . , αn such that
(B0, B1, . . . , Bn) :=

α0
V0
w0
, α1
V1
w0
, . . . , αnVnw0
is the Bernstein basis relative to (c, d) in the space L0E. The total positivity of (V0, . . . ,Vn) on [c, d] follows from that of the
Bernstein basis (B0, B1, . . . , Bn). 
To conclude this subsectionwewill recall that Bernstein bases in EC-spaces can always be computed bymeans of integral
recurrence relations, see [34]. We will only remind the reader of the following partial result:
Proposition 2.7. Let an (n+ 1)-dimensional W-space E ⊂ Cn(I) contain constants and be good for design. Given any c, d ∈ I,
c < d, and any Bernstein-like basis (V0, . . . , Vn−1) relative to (c, d) in the n-dimensional EC-space DE, let us set:
B0(x) = 1−
 x
c V0(t)dt d
c V0(t)dt
,
Bi(x) =
 x
c Vi−1(t)dt d
c Vi−1(t)dt
−
 x
c Vi(t)dt d
c Vi(t)dt
, 1 ≤ i ≤ n− 1,
Bn(x) =
 x
c Vn−1(t)dt d
c Vn−1(t)dt
, x ∈ I.
(7)
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Then, (B0, . . . , Bn) is the Bernstein basis relative to (c, d) in the space E, that is, the optimal NTP basis in En restricted to [c, d].
2.3. Critical lengths for W-spaces
Any EC-space on I is a W-space on I but the converse is not true. As an example, for n = 2, 3, the trigonometric space
(4) is an EC-space only on any interval strictly contained in some [α, α + 2π ], while it is a W-space on R. It is also known
that, if E is a W-space on a given interval I , then E is an EC-space on any sufficiently small subinterval containing any given
a ∈ I [31]. The definitions below are intended to obtain a uniform length for such intervals, when possible. A W-space on a
closed bounded non-trivial interval can always be extended into aW-space on the whole real line. For the sake of simplicity,
we will thus deal with W-spaces on R.
Definition 2.8. The critical length of a given W-space E on R is the supremum ℓ ∈ [0,+∞] of all positive h such that E is
an EC-space on any interval [a, b], a < b, such that b− a < h.
Definition 2.9. The critical length for design of a given W-space E on R which contains constants is the supremum
ℓ ∈ [0,+∞] of all positive h such that E is good for design on any interval [a, b], a < b, such that b− a < h.
From Proposition 2.4 and from the closure of the class of all EC-spaces on a given interval under integration we can state:
Proposition 2.10. Let E be any given W-space E on R, assumed to contain constants. Then, its critical length is greater than or
equal to its critical length for design, which is equal to the critical length of the W-space DE.
The latter result shows that we can limit ourselves to computing critical lengths. General expressions to determine them
can be found in [35].
As special instances of W-spaces on R we can cite all null spaces E ⊂ C∞(R) of real linear differential operators with
constant coefficients. As a matter of fact, it is for such spaces that the concept of critical length (for design) was first
introduced by Carnicer, Mainar and Peña in [24]. In that case, the space E is closed under translation, i.e., for any F ∈ E,
and for any α ∈ R, the functions F1 defined on R by F1(x) := F(x+ α) belongs to E. This is the reason why, for such spaces,
the critical length ℓ of E can more simply be defined as the supremum of all positive h such that E is an EC-space on [0, h].
As a consequence one can show that it automatically lies in ]0,+∞].
The only result concerning critical lengths to be valid for all such null spaces is the following classical one.
Proposition 2.11. Given any linear differential operator with constant coefficients, the critical length ℓ of its null space satisfies
ℓ ≥ π/M ∈]0,+∞], (8)
where M ≥ 0 is the maximum of the imaginary parts of all roots of its characteristic polynomial.
Another crucial advantage of such null spaces is that, unlike general W- or EC-spaces, they are closed under differ-
entiation. This property is useful to determine their critical lengths, as indicated below, where we only focus on the case
where the characteristic polynomial is either odd or even. Indeed, in the latter case, the space E is also closed under
symmetry, i.e., for any F ∈ E, the functions F2 defined onR by F2(x) := F(−x) belongs toE. This leads to a simpler expression
of the critical length [35] (see also [24]). This is the case we will be interested in.
Proposition 2.12. Let E be the null space of any linear real differential operators Ln+1 of order (n+1)with constant coefficients
and with even/odd characteristic polynomial. Let S ∈ E be characterised by the initial conditions
S(0) = S ′(0) = · · · = S(n−1)(0) = 0, S(n)(0) = 1.
Then, the critical length of E is given by
ℓ = min
0≤k≤ n−12

inf

h > 0 | W (S, S ′, . . . , S(k))(h) = 0 > 0. (9)
3. Example
The class of null spaces investigated in the present section has already been considered in [26]. We are interested in the
shape effects they permit, and therefore we first have to determine their critical lengths for design. The results presented
here complement and illustrate those of [26], in particular in so far as probably one of themost interesting cases is curiously
missing in the latter paper.
3.1. All possible spaces E3
Throughout this section, for any n ≥ 3, we denote by En the null space of the linear differential operator Ln+1 of order
(n+ 1) defined by
Ln+1 := Dn+1 + a2Dn−1 + a0Dn−3,
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where a0, a2 are any real numbers. The characteristic polynomial
pn(x) := xn+1 + a2xn−1 + a0xn−3
is then either even or odd, depending on the parity of n. This makes it possible to calculate the critical length of En via (9).
Since En := {F ∈ C∞(R) | Dn−3F ∈ E3}, it is first necessary to draw up the exhaustive list of all possibilities arising for
the space E3. We classify them according to their characteristic polynomial
p3(x) := x4 + a2x2 + a0, (10)
and more precisely according to the discriminant ∆ of the equation X2 + a2X + a0 = 0 whose two solutions are denoted
by X1, X2.
1-∆ > 0: suppose that X1 < X2.
• Case 1: 0 < X1 < X2. If X1 = a2, X2 = b2, with 0 < a < b, the roots of (10) are a,−a, b,−b. Accordingly, the space E3 is
spanned by the four functions cosh(ax), sinh(ax), cosh(bx), sinh(bx).
• Case 2: 0 = X1 < X2. If X2 = a2, with a > 0, the roots of (10) are 0, 0, a,−a. Therefore, the space E3 is spanned by the
four functions 1, x, cosh(ax), sinh(ax).
• Case 3: X1 < 0 < X2. If X1 = −b2, X2 = a2, with positive a, b, the roots of (10) are ib,−ib, a,−a. Then, E3 is spanned by
the four functions cosh(ax), sinh(ax), cos(bx), sin(bx).
• Case 4: X1 < X2 = 0. If X1 = −b2, with b > 0, the roots of (10) are ib,−ib, 0, 0. Accordingly, the space E3 is spanned by
the four functions 1, x, cos(bx), sin(bx).
• Case 5: X1 < X2 < 0. If X1 = −a2, X2 = −b2, with 0 < b < a, the roots of (10) are ia,−ia, ib,−ib, and E3 is spanned by
the four functions cos(ax), sin(ax), cos(bx), sin(bx).
2-∆ = 0.
• Case 6: 0 < X1 = X2. If X1 = a2, with a > 0, the roots of (10) are a, a,−a,−a. Therefore E3 is spanned by the four
functions cosh(ax), sinh(ax), x cosh(ax), x sinh(ax).
• Case 7: 0 = X1 = X2. The roots of (10) are 0, 0, 0, 0, and E3 is the polynomial space of degree 3.
• Case 8: X1 = X2 < 0. If X1 = −b2, b > 0, the roots of (10) are ib, ib,−ib,−ib, and E3 is spanned by the four functions
cos(bx), sin(bx), x cos(bx), x sin(bx).
3- ∆ < 0. The four roots of (10) are of the form a + ib, a − ib,−a + ib,−a − ib, with a, b > 0. The corresponding
characteristic polynomial (10) is
x4 + 2(b2 − a2)x2 + (a2 + b2)2
and the discriminant∆ is given by∆ = −16a2b2.
• Case 9: in that caseE3 is spanned by the four functions cosh(ax) cos(bx), cosh(ax) sin(bx), sinh(ax) cos(bx), sinh(ax) sin(bx).
Case 9 is the case missing in the list presented in [26].
3.2. Bernstein bases in the space E4
Subsequently, two functions are crucial (see Proposition 2.12). The first one is the unique function S ∈ C∞(R) which
satisfies
S(4) + a2S ′′ + a0S = 0, S(0) = S ′(0) = S ′′(0) = 0, S ′′′(0) = 1. (11)
The second one is the following Wronskian
H := W (S, S ′) = SS ′′ − S ′2. (12)
On the other hand, with any function f defined on [0,+∞[we associate the number Zf ∈ [0,+∞] defined by
Zf := inf{x > 0 | f (x) = 0}.
Then, according to Proposition 2.12 we can state that:
Proposition 3.1. The critical length ℓ3 of the space E3 is given by
ℓ3 := min(ZS, ZH) ∈]0,+∞]. (13)
Let us choose any h ∈]0, ℓ3[. Then, the space E3 being an EC-space on [0, h], it possesses Bernstein-like bases relative to
(0, h). We denote by (V0, V1, V2, V3) the one characterised by
V0(0) = 1, V ′1(0) = 1, V ′2(h) = −1, V3(h) = 1. (14)
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It can readily be checked that
V3(x) = S(x)S(h) , V2(x) =
S ′(h)
H(h)
× S(x)− S(h)
H(h)
× S ′(x), x ∈ R. (15)
Moreover, due to the space E3 being closed under translation and symmetry, the functions V0, V1 are given by
V0 := V3(h− .), V1 := V2(h− .). (16)
Remark 3.2. From Corollary 2.6 we automatically know that (V0, V1, V2, V3) is an optimal TP basis in the restriction of E3
to [0, h].
According to Proposition 2.10, we know that ℓ3 is the critical length for design of the space E4 in which it is thus the limit
ensuring existence of Bernstein bases. As a consequence, Proposition 2.7 yields:
Proposition 3.3. Choose any h ∈]0, ℓ3[, where ℓ3 is given in (13). Then, the Bernstein basis of E4 relative to (0, h) is given by
B0(x) = 1−
 x
0 V0(t)dt h
0 V0(t)dt
,
Bi(x) =
 x
0 Vi−1(t)dt h
0 Vi−1(t)dt
−
 x
0 Vi(t)dt h
0 Vi(t)dt
, 1 ≤ i ≤ 3,
B4(x) =
 x
0 V3(t)dt h
0 V3(t)dt
, x ∈ R,
(17)
where the functions V0, V1, V2, V3 ∈ E3 are defined by (15) and (16). On [0, h] the sequence (B0, . . . , B4) forms the optimal NTP
basis of E4 restricted to [0, h].
For i ≥ 3, let ℓi denote the critical length of Ei. The space Ei+1 being obtained by integration of Ei, the critical lengths
ℓi, i ≥ 3, form a non-decreasing sequence. Accordingly, for any h < ℓ3, one can more generally consider the Bernstein basis
relative to (0, h) in the space En for any n ≥ 4. It can be built by repeated application of Proposition 2.7:
Corollary 3.4. For any h ∈]0, ℓ3[, and for each k > 4, the Bernstein basis of Ek relative to (0, h) is given by
Bk0(x) = 1−
 x
0 B
k−1
0 (t)dt h
0 B
k−1
0 (t)dt
,
Bki (x) =
 x
0 B
k−1
i−1 (t)dt h
0 B
k−1
i−1 (t)dt
−
 x
0 B
k−1
i (t)dt h
0 B
k−1
i (t)dt
, 1 ≤ i ≤ k− 1,
Bkk(x) =
 x
0 B
k−1
k−1(t)dt h
0 B
k−1
k−1(t)dt
, x ∈ R,
(18)
where (B40, . . . , B
4
4) stands for the basis (B0, . . . , B4) built in (17). On [0, h], the sequence (Bk0, . . . , Bkk) forms the optimal NTP
basis of Ek restricted to [0, h].
Remark 3.5. In [26] the authors apply the same integration formulæ (17) and (18) as us to obtain the Bernstein basis relative
to (0, h) in the space E4 and more generally in each space En. However, the Bernstein-like basis (V 0, V 1, V 2, V 3) relative to
(0, h) in the space E3 they start with is different. It is defined by V 3 = V3 and (16), but with
V 2(x) := S
′(x)
S ′(h)
− S(x)
S(h)
, x ∈ R. (19)
While our function V2 is clearly identified as the unique solution of a Hermite interpolation problem (namely, V2(0) =
V ′2(0) = V2(h) = 0, V ′2(h) = −1) as is natural in an EC-space on [0, h], the expression (19) seems to be chosen as a simple
way to ensure a zero at h. Unfortunately, this choice makes it compulsory for the authors of [26] to assume S ′(h) ≠ 0, and
therefore to require h < min(ZS′ , ZH) rather that the weaker condition h < min(ZS, ZH) under which (17) and (18) are
known to be valid and to produce the optimal NTP bases on [0, h].
3.3. Comments
As mentioned at the very beginning of the present section, we are interested in the critical lengths for design of the
spaces En, n ≥ 4, which all are greater than or equal to that of E4, on which we will more precisely focus. According to
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Proposition 2.10, the critical length for design of E4 is the critical length of E3. This is why the following two sections will
be devoted to determining the critical lengths of the various spaces E3. From now on, we will thus change the notations,
denoting by λi the critical length of the space E3 corresponding to the case numbered i (1 ≤ i ≤ 9) in our list in Section 3.1.
Beforehand, we should observe that, in each case i for which the characteristic polynomial p3 has only real roots, it is known
that λi = +∞ (see (8)), i.e., E3 is known to be an EC-space on the whole of R. This corresponds to the cases 1,2, 6, and 7.
On the other hand, case 4 concerns the successive trigonometric spaces (4) of which the critical lengths have been
considered in [24]. For instance, it is known that λ4 = 2π . Accordingly, our subsequent investigations about critical lengths
will be limited to cases 3, 5, 8, and 9. Nevertheless, whenever meaningful it will be interesting to compare the shape effects
with analogous spaces of the real case.
According to formula (13), determining the critical length λi will consist in determining the first positive zero, if any, of
each function Si := S and Hi := H defined in (11) and (12), respectively. It is important to first note that
Si(x) ∼ x
3
6
, Hi(x) ∼ − x
4
12
, x → 0,
and therefore Si(x) and Hi(x) are respectively positive and negative for x > 0 close to 0. For i = 1, 2, 6, 7, we would find
ZSi = ZHi = +∞.
4. Mixed hyperbolic/trigonometric spaces
Four is the lowest dimension permitting to mix trigonometric and hyperbolic functions within the same null space of a
differential operator with constant coefficients and odd/even characteristic polynomial. There are two different ways tomix
them, corresponding to case 9 and case 3, respectively. In each casewe first determine the critical length of the corresponding
space E3, which then enables us to fully consider the shape effects obtained in the associated space E4.
4.1. Case 9
In this subsection we assume that E3 is spanned by the four functions
cosh(ax) cos(bx), cosh(ax) sin(bx), sinh(ax) cos(bx), sinh(ax) sin(bx), (20)
where a, b are any positive real numbers.
Proposition 4.1. For any a, b > 0 the critical length λ9 of the space E3 spanned by the four functions (20), equal to ZS9 , lies in
the interval ]πb , 3π2b [. It is the only solution of the equation
b tanh(ax) = a tan(bx), x ∈

π
b
,
3π
2b

. (21)
Proof. In the case in question, the function S9 introduced in (11) is given by
S9(x) = 12(a2 + b2)ab

a cosh(ax) sin(bx)− b sinh(ax) cos(bx), x ∈ R. (22)
From (22) one can derive that
S ′9(x) =
1
2ab
sinh(ax) sin(bx), x ∈ R.
Accordingly
S ′9(x) > 0 for x ∈

0,
π
b

, S ′9(x) < 0 for x ∈
π
b
, 2
π
b

.
Since
S9

3π
2b

= − 1
2(a2 + b2)b cosh

3aπ
2b

< 0,
we can thus conclude that ZS9 lies in ]πb , 3π2b [ and that it is the unique zero of S9 in that interval. On the other hand, from (22)
we obtain the function H9 introduced in (12) as
H9(x) = 14(b2 + a2)

sin2(bx)
b2
− sinh
2(ax)
a2

, x ∈ R. (23)
As is well known, sin2(bx)/(bx)2 < 1 < sinh2(ax)/(ax)2 for any positive x. Therefore H9(x) < 0 for all x > 0, i.e.,
ZH9 = +∞. 
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Fig. 1. The critical length of the space E3: case 9 (left) and case 3 (right).
Fig. 2. Design in the space E4 of case 9 on the interval [0, h]. Up: a = 1, b = 5 and, from bottom to top in the middle, h = 0.2; 0.6; 0.8; 0.8875 (left);
a = b = 1 and h = 1; 3; 3.5; 3.9266 (right). Down: a = 1, b = 0.5 and h = 1; 4; 5; 6.5; 7.2104 (left); a = 1, b = 0.2 and h = 1; 4; 7; 11; 16; 16.6949
(right).
The critical length for design in the space E4 of case 9, λ9(a, b) := λ9, depends on a, b. For given positive a, b, α, we
clearly have
λ9(αa, αb) = 1
α
λ9(a, b).
Fig. 1, left, shows the graph of λ9(1, b) as a function of b, along with the two bounding hyperbolas π/b and 3π/2b. It gives
as well the graph of aλ9(a, b) as a function of b/a. These observations are valid for all subsequent cases too.
In Fig. 2 we draw parametric curves F(x) = 4i=0 Bi(x)Pi, x ∈ [0, h], where (B0, . . . , B4) is the Bernstein basis relative
to (0, h) in the space E4 of case 9, determined in Proposition 3.3. The control polygon [P0, . . . , P4] being fixed, the various
curves depend on the ratio b/a ∈]0,+∞[, and on the length h ∈]0, λ9(1, b/a)/a[. All curves can therefore be obtained
for a = 1, b ∈]0,+∞[ and h ∈]0, λ9 = λ9(1, b)[. It is well known that, when the length h tends to 0+, the curve always
approaches the polynomial curve of degree 4 [5]. Therefore, in each example of Fig. 2 (as well as in each further example in
the present article), the smallest value of h is a value for which the curve visually coincides with the polynomial case. We
can observe the effect of increasing the length up to the greatest value, almost equal to the critical length for design. For
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Fig. 3. Case 9: Bernstein bases relative to (0, λ−9 ). Up: in the space E4 (corresponding to critical curves) and down: in the space E5 , with a = 1, b = 1,
λ−9 = 3.9266 (left), and a = 1, b = 0.2, λ−9 = 16.6949 (right).
simplicity the corresponding limit curve will be referred to as the critical curve of case 9 relative to the ratio b/a. This effect
is all the more important as b/a decreases. For small values of b/a we can see that the critical curve ‘‘ignores’’ the control
points P1, P3. This is clear in Fig. 3 (up) too, where we show the Bernstein bases (B0, . . . , B4) relative to (0, λ−9 ) in the spaces
E4: in each case the two functions B1 and B3 are so close to 0 that they are not visible. From the graphs of B2 we can also
observe that the control point P2 attracts the curve especially as b/a is small.
Finally, Fig. 4 shows someparametric curves obtained for h = λ−9 when a = 1 and b = 0.01 successively inE4,E5,E6,E7.
Though λ−9 is not necessarily the critical length for design in En for n > 4, the efficiency of the shape effects can be observed,
the curve varying in a continuous way from the polynomial curve (dotted line) to the solid line.
4.2. Case 3
In this subsection we assume that E3 is spanned by the four functions
cosh(ax), sinh(ax), cos(bx), sin(bx), (24)
where a, b are any positive real numbers.
Proposition 4.2. For any a, b > 0, the critical length λ3 of the space E3 spanned by the four functions (24), equal to ZH3 , lies in
the interval ]λ9, 2πb [. It is the only solution of the equation
(b2 − a2) sinh(ax) sin(bx) = 2ab1− cosh(ax) cos(bx), x ∈ π
b
,
2π
b

. (25)
Proof. In this space we obtain
S3(x) = 1a2 + b2

sinh(ax)
a
− sin(bx)
b

, x ∈ R. (26)
Accordingly, ZS3 = +∞. As for the function H3, it is given by
H3(x) = 1ab(a2 + b2)2

(b2 − a2) sinh(ax) sin(bx)+ 2abcosh(ax) cos(bx)− 1. (27)
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Fig. 4. Case 9: parametric curves on [0, λ−9 ], with a = 1, b = 0.01. Top, left: in E4 (critical curve); top, right: in E5; bottom, left: in E6; bottom, right: in E7 .
One can check that
H ′3(x) =
1
ab(a2 + b2)

b sinh(ax) cos(bx)− a cosh(ax) sin(bx) = −2S9(x), x ∈ R.
Taking account of the behaviour of the function S9 studied in theprevious subsection, one can see thatH ′3 is strictly decreasing
on [0, πb ], then strictly increasing on [πb , 2πb ], strictly decreasing on [ 2πb , 3πb ], and so forth, with, for each positive integer k,
H ′3 ((2k+ 1)π/b) < 0 andH ′3 (2kπ/b) > 0Wecan additionally check thatH3(2π/b) > 0. Accordingly ZH3 lies in the interval
]ZS9 , 2πb [ and it is the only zero of H3 in the interval ]πb , 2πb [. 
Remark 4.3. When b ≥ a, one can check from (27) that H3( 3π2b ) < 0. In that case, one can thus even say that ZH3 lies in the
interval ] 3π2b , 2πb [. This can be seen on Fig. 1, right.
Fig. 1, right, shows the graph of λ3 as a function of b, for a = 1, along with the two bounding hyperbolas π/b and 2π/b.
To help visualise that we always have λ9 < λ3 (see Proposition 4.2), we have additionally represented the intermediate
hyperbola 3π/2b giving an upper bound for λ9.
In Fig. 5 we show the shape effects obtained for a given ratio b/a by increasing the length from 0 up to the critical length
for design in the space E4 of case 3, that is, up to λ3, and also by decreasing the ratio b/a ∈]0,+∞[. For small values of b/a,
we can observe that, for h close to λ3, the curve ‘‘ignores’’ the control point P2. This is confirmed in Fig. 6 (up) where we can
see that the central function B2 of the Bernstein basis (B0, . . . , B4) relative to (0, λ−3 ) is not visible. We can also observe the
increasing attraction of the control points P1, P3 as b/a goes to 0.
Accordingly, the limit shape effects of cases 9 and 3 are somewhat complementary. This is made clear in Fig. 7 where we
only show the critical curves, obtained for h = λi − ε, where 0 < ε < 10−4 in the two cases. It is certainly worthwhile
considering splines with pieces in either space to take advantage of this complementarity. Such splines will be investigated
in a future work.
5. Purely trigonometric spaces
Let us now consider the purely trigonometric four-dimensional spaces other than the classical case 4, that is, successively,
cases 5 and 8. As in the previous section we determine their critical lengths and we consider the shape effects provided in
the five-dimensional spaces obtained by integration.
2470 M. Brilleaud, M.-L. Mazure / Computers and Mathematics with Applications 64 (2012) 2459–2477
Fig. 5. Design in the space E4 of case 3 on the interval [0, h]. Up: a = 1, b = 5 and, from top to bottom in the middle, h = 0.2; 0.9; 1.1; 1.2134 (left);
a = b = 1 and h = 1; 3.5; 4.3; 4.7300 (right). Down: a = 1, b = 0.5 and h = 1; 4.5; 6.5; 7.5; 8.1387 (left); a = 1, b = 0.2 and h = 1; 7; 13; 16; 17.6819
(right).
5.1. Case 5
Here we consider the space E3 spanned on R by the four functions
cos(ax), sin(ax), cos(bx), sin(bx), (28)
where a, b are any real numbers supposed to satisfy 0 < a < b. The following lemma is the key-step to determine the critical
length of E3.
Lemma 5.1. For any b > 1, consider the two functions
ϕb(x) := b sin x− sin(bx), ϕb(x) := b sin x+ sin(bx), x > 0. (29)
1- If b is a positive integer, then Zϕb = Zϕb = π .
2- If k < b < k + 1 for some positive integer k, then Zϕb (resp. Zϕb ) is the unique zero of ϕb (resp. ϕb) in the interval]kπ/b, (k+ 1)π/b[. Moreover,
• if k is even, then Zϕb ∈]kπ/b, π[ and Zϕb ∈]π, (k+ 1)π/b[;• if k is odd, then Zϕb ∈]kπ/b, π[ and Zϕb ∈]π, (k+ 1)π/b[.
Proof. The proofs concerning the two functions being similar, we will only consider the function ϕb.
Clearly,ϕb(π) = 0whenever b is an integer. If k < b < k+1 for some positive k, a rough comparison of the two functions
x → b sin x and x → sin(bx) shows that ϕb has a unique zero in the interval [kπ/b, (k+ 1)π/b], located in ]kπ/b, π[when
k is even and in ]π, (k+ 1)π/b[when k is odd. It thus simply remains to make sure that, if k ≤ b < k+ 1 for some positive
integer k, then ϕb is positive on ]0, kπ/b[. We split the proof into two parts.
1- Let us first prove the positivity of ϕb on ]0, π − π2b ] for any b > 1. From (29) we derive
ϕ′b(x) = b

cos x− cos(bx) = 2b sin(b+ 1)x/2 sin(b− 1)x/2. (30)
Accordingly, the function ϕb is strictly increasing on the interval [0, 2π/(b + 1)], hence positive on ]0, 2π/(b + 1)]. In
particular we thus have b sin

π/(2b)

> 1 and therefore b sin x > 1 for all x ∈ [ π2b , π − π2b ]. The positivity on ]0, π − π2b ] is
proved.
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Fig. 6. Case 3: Bernstein bases relative to (0, λ−3 ). Up: in the space E4 (corresponding to critical curves) and down: in the space E5 , with a = 1, b = 1,
λ−3 = 4.73 (left), and a = 1, b = 0.2, λ−3 = 17.6819 (right).
Fig. 7. Design in the space E4 of cases 9 and 3: the critical curves, with, from the tightest to the loosest, b/a = 0.2; 0.5; 1; 2; 5; 10. Left: case 9. Right:
case 3.
2- Let us now assume that k ≤ b < k+1 for some positive integer k. When π − π2b ≥ kπ/b, i.e., when k+ 12 ≤ b < k+1,
the proof is over. Suppose that k ≤ b < k+ 12 . Given x in ]π − π2b , kπb [, let us prove that ϕb(x) > 0. We then have (k−1)πb <
π − π2b < kπb . If k is even, the latter inequalities imply that we have both sin x > 0 and sin(bx) < 0, therefore ϕb(x) > 0.
We now examine the case where k is odd. Consider y := π − x ∈]0, π/(2b)[. We thus know that ϕb(y) = b sin x −
sin(by) > 0. Consequently, in order to prove that ϕb(x) > 0, is sufficient to check that
sin

b(π − y)− sin(by) = 2 sinbπ
2
− by

cos

bπ
2

< 0. (31)
That the sin and cos involved in the right-hand side of (31) have opposite strict signs follows from k being odd and from
y ∈]0, π/(2b)[. 
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As usual, to obtain the critical length of our space E3 we will successively investigate the corresponding functions S5
and H5.
Proposition 5.2. The first positive zero ZS5 of the function S5 satisfies the following properties.
1- If b/a is an integer, then ZS5 = π/a.
2- If k < b/a < k+ 1, for some integer k ≥ 1, then ZS5 is the only solution of the equation
b sin(ax) = a sin(bx), x ∈

kπ
b
,
(k+ 1)π
b

.
More precisely, ZS5 ∈]kπ/b, π/a[when k is even, and ZS5 ∈]π/a, (k+ 1)π/b[when k is odd. Moreover, when b → a+, aZS5
tends to the unique solution of the equation tan(x) = x in the interval ]π, 3π/2[.
Proof. In the space E3 considered here we have
S5(x) = 1b2 − a2

sin(ax)
a
− sin(bx)
b

, x ∈ R. (32)
The claimed results follow from the properties of the function ϕ b
a
stated in Lemma 5.1.
When k < b/a < k+1 for some integer k ≥ 1, the first positive zero of S5 can as well be described as the unique solution
of the equation
f (ax) = f (bx), x ∈

kπ
b
,
(k+ 1)π
b

, (33)
where f (x) := sin x/x for all x > 0. Let us recall that this classical function vanishes at kπ for each positive integer k, its first
derivative f ′(x) = (x cos x− sin x)/x2 vanishes at each point αk, k ≥ 1, characterised by the two conditions
tanαk = αk, αk ∈

kπ, kπ + π
2

.
It is positive on ]α2p−1, α2p[ and negative on ]α2p, α2p+1[ for each p ≥ 1. Comparison of the graphs of f with the graph of
x → f (bx) shows that
1 < b < 2⇒ α1
b
< Zϕb < α1.
Accordingly, limb→1+ Zϕb = α1. This proves that limb→a+ aZS5 = α1 ≃ 4.4934. 
We will now consider the first positive zero of H5.
Proposition 5.3. The first positive zero ZH5 of the function H5 satisfies
(i) if 1 < ba ≤ 2, then 6πb+a < ZH5 ≤ 2πb−a ,
(ii) if 2 < ba ≤ 3, then 4πb+a < ZH5 ≤ 2πb−a ,
(iii) if 3 < ba , then
2π
b < ZH5 <
2π
b−a .
Moreover
ZH5 =
2π
b− a ⇔
b
a
= 1+ 2
k
for some positive integer k. (34)
Proof. From (32) and (12) we obtain
ab(b2 − a2)2H5(x) = (a2 + b2) sin(ax) sin(bx)+ 2ab

cos(ax)cos(bx)− 1, x ∈ R. (35)
From this we can successively derive
ab(b2 − a2)H ′5(x) = b sin(ax) cos(bx)− a cos(ax) sin(bx), (36)
and
2abH ′′5 (x) = −2 sin(ax) sin(bx) = cos

(b+ a)x− cos(b− a)x. (37)
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Repeated integration of the rightmost part yields the following expression of H5
2abH5(x) =

cos

(b− a)x− 1
(b− a)2 −
cos

(b+ a)x− 1
(b+ a)2

, x ∈ R. (38)
This eventually enables us to write H5 as follows:
H5(x) = CH5,1(x)H5,2(x), x ∈ R, (39)
where C is a negative constant and
H5,1(x) := b+ a2 sin

(b− a)x
2

− b− a
2
sin

(b+ a)x
2

,
H5,2(x) := b+ a2 sin

(b− a)x
2

+ b− a
2
sin

(b+ a)x
2

.
(40)
On account of (39) we can state that
ZH5 = min

ZH5,1 , ZH5,2

.
Via the homothety x → (b−a)x2 one can apply Lemma 5.1 to the latter two functions. Comparison between ZH5,1 and ZH5,2 will
then be possible after observing that
k <
b+ a
b− a ≤ k+ 1⇔ 1+
2
k
≤ b
a
< 1+ 2
k− 1 , (41)
with, of course, 2k−1 = +∞when k = 1. The results claimed in (i) and (ii) and (34) readily follow, while in case (iii) it only
ensures that
2π
b+ a < ZH5 <
2π
b− a .
The more precise lower bound 2πb is obtained by observing that, as soon as b ≥ a we have πb ≤ 2πb+a < 2πb , and as soon as
b ≥ 2a,H5(x) < 0 for x ∈]πb , 2πb ]. This readily follows from (35). 
Gathering the main results obtained so far leads to the following theorem concerning the critical length of the space E3
of case 5. Partial results can be found in [26].
Theorem 5.4. Depending on the values of a < b, the critical length λ5 of the space E3 spanned by the four functions (28) is
obtained as follows:
• if a < b < 3a, then λ5 = ZS5 < ZH5 is the unique solution of the equation
b sin(ax) = a sin(bx), x ∈

π
b

b
a

,
π
b

b
a

, (42)
where ⌊.⌋ and ⌈.⌉ denote the floor and ceiling functions, respectively;
• if b = 3a, then λ5 = ZH5 = ZS5 = π/a;• if b > 3a, then λ5 = ZH5 < ZS5 is the unique solution of the equation
(b− a) sin

(b+ a)x
2

+ (b+ a) sin

(b− a)x
2

= 0, x ∈

2π
b
,
2π
b− a

. (43)
Proof. • The case b = 3a is a straightforward consequence of Proposition 5.3 and of (34).
• Assume that b > 3a. From Propositions 5.2 and 5.3 we know that
ZH5 <
2π
b− a , ZS5 >
π
b

b
a
− 1

= π(b− a)
ab
.
The inequality 2ab ≤ (b−a)2 holding as soon as b ≥ 4a, the previous relations prove the inequality ZH5 < ZS5 when b ≥ 4a.
When 3a < b < 4a the same conclusion ZH5 < ZS5 can be achieved using the more precise lower bound ZS5 >
π
a provided
by Proposition 5.2.
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Fig. 8. a = 1 everywhere. Left, top: ZH5 as a function of b ∈]1, 2] (bold face), and the bounding curves in (i) of Proposition 5.3 (light face). Left, bottom: ZH5
for b ≥ 2 and the bounding curves in (ii) and (iii) of Proposition 5.3. Right, top: ZS5 as a function of b, with the bounding curves indicated in Proposition 5.2.
Right, bottom: the critical length λ5 (bold) and the functions ZS5 , ZH5 (light).
On the other hand, the assumption b > 3ameans that 1 < (b+ a)/(b− a) < 2 (see (41)). Lemma 5.1 ensures that the
first positive zero of the functionϕ b+a
b−a
is less than that of ϕ b+a
b−a
. According to (39) the first positive zero of H5 is thus equal
to the first positive zero of H5,2, and Lemma 5.1 says that it is the unique solution of (43).
• Assume that a < b < 3a. According to Propositions 5.2 and 5.3 we then have
if a < b < 2a, then ZS5 <
2π
b
<
6π
b+ a < ZH5;
if 2a ≤ b < 3a, then ZS5 ≤
π
a
<
4π
b+ a < ZH5 .
The proof is complete. 
Theorem 5.4 states that, in order to obtain the critical length λ5, we only need to know the graph of ZS5 for b/a ≤ 3
and that of ZH5 for b/a ≥ 3. Still, the two functions being quite unusual, in Fig. 8 we have represented the whole of their
graphs for a = 1, along with their bounding curves provided by Propositions 5.2 and 5.3. For instance, we can see in the
leftmost graphs that, when b decreases from 3 to 1+, the graph of ZH5 looks like a garland fixed to the upper bounding curve
2π/(b− 1) at all points b = 1+ 2k , k = 1, 2, . . . , in accordance with (34).
The efficiency of the shape effects permitted by case 5 can be observed in Fig. 11, where we show both the polynomial
curve (dotted lines) and the critical curves depending on the ratio b/a ∈]1,+∞[. The parametric curve varies in a continuous
way from the former to the latter. One can see that the amplitude of the shape effects ismaximum for b/a = 3, inwhich case
λ5 = π/a and the critical curve visually coincides with the segment joining the extreme control points. The value b/a = 3
corresponds to a cusp in the curve representing aλ5 (see Fig. 8). Though for b/a = 2 we also have λ5 = π/a, nothing special
concerning the shape effects is attached to this value of b/a.
In Fig. 9, we more precisely show the continuous changes on the shape of the curves obtained by varying the length h
from 0 to λ−5 for b/a = 3 and b/a = 10. The corresponding critical Bernstein bases (h = λ−5 ) are presented in Fig. 10. The
visually missing basis functions confirm the shapes of the critical curves.
M. Brilleaud, M.-L. Mazure / Computers and Mathematics with Applications 64 (2012) 2459–2477 2475
Fig. 9. Design in the space E4 of cases 1 and 5. In each picture, the central curve (bold face) is the polynomial curve of degree 4, above it: case 1, below it:
case 5. Everywhere a = 1. Left: b = 3. Case 1: h = 0.2; 1.5; 3; 5; 10. Case 5: h = 0.2; 2; 2.5; 2.8; 3; 3.1415. Right: b = 10. Case 1: h = 0.1; 0.5; 1; 2; 4.
Case 5: h = 0.1; 0.4; 0.5; 0.6; 0.6348.
Fig. 10. Case 5: Bernstein bases relative to (0, λ−5 ) in the spaceE4 (corresponding to critical curves). Left: a = 1, b = 3, λ−5 = 3.1415. Right: a = 1, b = 10,
λ−5 = 0.6348 (right).
Fig. 11. Design in the space E4 of case 5: the critical curves. Left: from top to bottom b/a = 1.1; 2.5; 2.9; 2.98; 3 (segment P0P4). Right: from bottom to
top, b/a = 3 (segment P0P4); 3.04; 3.3; 10.
In each picture of Fig. 9, we have simultaneously represented the parametric curves of case 1 for increasing values of
h and for the same values of the ratio b/a. In each case, for the smallest value of h, the curve visually coincides with the
polynomial curve (cases 1 and 5). It is interesting to observe that, once more, trigonometric and corresponding hyperbolic
functions produce complementary shape effects.
5.2. Case 8
In this subsection we consider the space E3 spanned by the four functions
cos(bx), sin(bx), x cos(bx), x sin(bx), (44)
where b is any positive real number.
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Proposition 5.5. For any positive number b, the critical length λ8 of the space E3 spanned by the four function (44), equal to ZS8 ,
is located in the interval ]πb , 3π2b [. The number bλ8 is the unique solution of the equation
tan(x) = x, x ∈

π,
3π
2

.
Proof. In this case the function S8 satisfying (11) is
S8(x) = 12b3

sin(bx)− bx cos(bx), x ∈ R.
Since 2bS8′(x) = x sin(bx), S8 is strictly increasing on [0, π/b] and strictly decreasing on [π/b, 2π/b], with 2b3S8

3π/
(2b)
 = −1. Besides,
H8(x) = 14b4

sin(bx)− bxsin(bx)+ bx < 0 for all x > 0.
The claimed result is proved. 
This case is the limit case of case 5 when b → a+. On account of Theorem 5.4, the previous result is of course consistent
with the limit b → a+ mentioned in Proposition 5.2.
6. Concluding remarks
We would like to conclude this work with two observations.
1- Apart from the classical polynomial context (case 7), the important examples in the list of spaces presented in
Section 3.1 are the odd cases 1, 3, 5, 9. Indeed the even cases 2, 4, 6, 8 are obtained as limit cases of the odd ones, according
to the rough ‘‘formulæ’’ below
Case 2 = lim
b→0 Case 1 = limb→0 Case 3; Case 4 = lima→0 Case 5 = lima→0 Case 3;
Case 6 = lim
b→a Case 1 = limb→0 Case 9; Case 8 = lima→b Case 5 = lima→0 Case 9.
The shape effects are in accordance with the latter ‘‘limits’’. This can be shown by considering the function S introduced in
(11) as a function of the two parameters a, b, and this can also easily be observed in practice: for instance, there is no visual
difference either between case 9 with a = 1 and b = 0.01 and case 6, or between case 9 with a = 0.01 and b = 1 and
case 8. This is why we have given illustrations only in the odd cases: they actually provide us with all possibilities of shape
effects in the class of spaces E4 (and more generally En) investigated in this paper.
2-Wehave already pointed out interesting complementarities in the shape effects permitted by some spaces, for instance
cases 9 and 3, or cases 1 and 5. Out of the limits above, this can be extended to even cases too. In order to achieve the greatest
possible variety of shape effects, it would therefore be extremely useful to consider splines with pieces in different instances
of spaces E4. This will be the object of a future work.
References
[1] J.-M. Carnicer, J.-M. Peña, Shape preserving representations and optimality of the Bernstein basis, Adv. Comput. Math. 1 (1993) 173–196.
[2] M.-L. Mazure, Blossoms and optimal bases, Adv. Comput. Math. 20 (2004) 177–203.
[3] J.-M. Carnicer, J.-M. Peña, Totally positive bases for shape preserving curve design and optimality of B-splines, Comput. Aided Geom. Design 11 (1994)
633–654.
[4] M.-L. Mazure, Chebyshev spaces and Bernstein bases, Constr. Approx. 22 (2005) 347–363.
[5] H. Pottmann, The geometry of Tchebycheffian splines, Comput. Aided Geom. Design 10 (1993) 181–210.
[6] D.G. Schweikert, An interpolation curve using a spline in tension, J. Math. Phys. 45 (1966) 312–317.
[7] P.E. Koch, T. Lyche, Exponential B-splines in tension, in: C.K. Chui, L.L. Schumaker, J.D. Ward (Eds.), Approximation Theory VI, Acad. Press, NY, 1989,
pp. 361–364.
[8] P.E. Koch, T. Lyche, Construction of exponential tension B-splines of arbitrary order, in: P.-J. Laurent, A. Le Méhauté, L.L. Schumaker (Eds.), Curves and
Surfaces, Acad. Press, Boston, 1991, pp. 255–258.
[9] M. Marusic, M. Rogina, Sharp error-bounds for interpolating splines in tension, J. Comput. Appl. Math. 61 (1995) 205–223.
[10] T. Bosner, M. Rogina, Non-uniform exponential tension splines, Numer. Algorithms 46 (2007) 265–294.
[11] Y. Li, G. Wang, Two kinds of B-basis of the algebraic hyperbolic space, J. Zhejiang Univ. Sci. 6A (2005) 750–759.
[12] Y. Lu, G. Wang, X. Yang, Uniform hyperbolic polynomial B-spline curves, Comput. Aided Geom. Design 19 (2002) 379–393.
[13] J. Zhang, F.-L. Krause, H. Zhang, Unifying C-curves and H-curves by extending the calculation to complex numbers, Comput. Aided Geom. Design 22
(2005) 865–883.
[14] H. Pottmann, M.G. Wagner, Helix splines as an example of affine Tchebycheffian splines, Adv. Comput. Math. 2 (1994) 123–142.
[15] M.-L. Mazure, Chebyshev–Bernstein bases, Comput. Aided Geom. Design 16 (1999) 640–669.
[16] P. Costantini, T. Lyche, C. Manni, On a class of weak Tchebycheff systems, Numer. Math. 101 (2005) 333–354.
[17] E. Mainar, J.-M. Peña, A general class of Bernstein-like bases, Comput. Math. Appl. 53 (2007) 1686–1703.
[18] Q. Chen, G. Wang, A class of Bézier-like curves, Comput. Aided Geom. Design 20 (2003) 29–39.
[19] E. Mainar, J.-M. Peña, J. Sanchez-Reyes, Shape preserving alternatives to the rational Bézier model, Comput. Aided Geom. Design 18 (2001) 37–60.
M. Brilleaud, M.-L. Mazure / Computers and Mathematics with Applications 64 (2012) 2459–2477 2477
[20] J.W. Zhang, C-curves: an extension of cubic curves, Comput. Aided Geom. Design 13 (1996) 199–217.
[21] E. Mainar, J.-M. Peña, A basis of C-Bézier splines with optimal properties, Comput. Aided Geom. Design 19 (2002) 291–295.
[22] G. Wang, Y. Li, Optimal properties of the uniform algebraic trigonometric B-splines, Comput. Aided Geom. Design 13 (2006) 226–238.
[23] M.-L. Mazure, On a general new class of quasi-Chebyshevian splines, Numer. Algorithms 58 (2011) 399–438.
[24] J.-M. Carnicer, E. Mainar, J.-M. Peña, Critical length for design purposes and extended Chebyshev spaces, Constr. Approx. 20 (2004) 55–71.
[25] M.-L. Mazure, Chebyshev splines beyond total positivity, Adv. Comput. Math. 14 (2001) 129–156.
[26] E. Mainar, J.-M. Peña, Optimal bases for a class of mixed spaces and their associated spline spaces, Comput. Math. Appl. 59 (2010) 1509–1523.
[27] J.-M. Carnicer, E. Mainar, J.-M. Peña, Representing circles with five control points, Comput. Aided Geom. Design 20 (2003) 501–511.
[28] T.N.T. Goodman, Total positivity and the shape of curves, in: M. Gasca, C.A. Micchelli (Eds.), Total Positivity and its Applications, Kluwer Academic
Pub., 1996, pp. 157–186.
[29] H. Pottmann, A geometric approach to variation diminishing free-form curve schemes, in: J.M. Peña (Ed.), Shape Preserving Representations in
Computer-Aided Geometric Design, Nova Sc. Pub., 1999, pp. 119–131.
[30] S.J. Karlin, W.J. Studden, Tchebycheff Systems: With Applications in Analysis and Statistics, Wiley Interscience, NY, 1966.
[31] L.L. Schumaker, Spline Functions, Wiley Interscience, NY, 1981.
[32] M.-L. Mazure, Blossoming: a geometrical approach, Constr. Approx. 15 (1999) 33–68.
[33] M.-L. Mazure, Finding all systems of weight functions associated with a given extended Chebyshev space, J. Approx. Theory 163 (2011) 363–376.
[34] M.-L. Mazure, On differentiation formulæ for Chebyshevian Bernstein and B-spline bases, Jaén J. Approx. 1 (2009) 111–143.
[35] M.-L. Mazure, From Taylor interpolation to Hermite interpolation via duality, Jaén J. Approx. (in press).
