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Introduzione
Uno dei problemi principali nella decodifica dei codici correttori di Reed
Solomon consiste nel trovare le radici di un polinomio a coefficienti su un
campo finito solitamente di caratteristica 2. Trovare un algoritmo per risol-
vere questo problema in un modo veloce e deterministico e` alla base della
progettazione dei circuiti che si preoccupano di correggere il flusso dei dati
che puo` arrivare da dispositivi come lettori CD-ROM, hard-disk e in generale
la maggior parte dei canali di comunicazione digitale.
Nel 1967 Berlekamp presento` in [8] un semplice algoritmo, ora noto con
il suo nome, per la scomposizione di un polinomio su un campo finito. Sia
Fq il campo finito con q elementi e sia Fq[X] l’algebra dei polinomi a coef-
ficienti in Fq. Dato f ∈ Fq[X] il polinomio da scomporre, questo algoritmo
sfrutta la notevole proprieta` dell’algebra Fq[X] di essere un Fq-spazio vetto-
riale. Tramite la risoluzione nell’incognita h ∈ Fq[X]/(f), dell’equazione di
Berlekamp, ovvero
hq ≡ h mod f
dove q e` la cardinalita` del campo. Le soluzioni dell’equazione formano una
sottoalgebra, chiamata sottoalgebra di Berlekamp, che ha delle proprieta` in
piu` sfruttabili per risolvere il problema della fattorizzazione. Ad esempio
dall’uguaglianza in Fq[X] ∏
a∈Fq
(h− a) = hq − h
si puo` ottenere che per ogni h non costante che soddisfa l’equazione di
Berlekamp e` non banale la fattorizzazione
f = gcd(hq − h, f) = gcd(
∏
a∈Fq
(h− a), f) =
∏
a∈Fq
gcd(h− a, f)
dove con gcd intendiamo il massimo comune divisore.
L’algoritmo di Berlekamp e` rimasto a lungo l’unica scelta possibile per
scomporre un polinomio. Un notevole risultato si e` ottenuto nel 1981 con
l’algoritmo di Cantor-Zassenhaus la cui idea e` quella di utilizzare la fatto-
rizzazione algebrica in Fq[X]
h(h
q−1
2 − 1)(h
q−1
2 + 1) = hq − h
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per produrre in modo analogo una scomposizione di f che e` non banale per
piu` della meta` degli h appartenenti alla sottoalgebra di Berlekamp. Tutta-
via non esiste un modo deterministico efficiente per trovare polinomi nella
sottoalgebra per i quali effettivamente questa fattorizzazione sia non banale.
Questo potrebbe causare dei problemi nel caso dell’implementazione dell’al-
goritmo su di un circuito, dato che, dovendolo riapplicare costantemente
per la correzione dei dati che giungono da un certo canale, vorremmo un
limite sicuro sul tempo massimo che l’algoritmo impiega per fattorizzare il
polinomio dato.
Nel 1993 Niederreiter invento` in [15] un algoritmo molto simile a quel-
lo di Berlekamp che si basava sulla risoluzione dell’equazione differenziale
nell’incognita h ∈ Fq[X], detta equazione di Niederreiter
H(q−1)
(
h
f
)
=
(
h
f
)q
dove H(q−1) e` la q − 1-esima derivata di Hasse-Teichmu¨ller che definiremo
in seguito.
Le soluzioni di tale equazione possono essere utilizzate allo stesso modo
di quelle per l’equazione di Berlekamp per produrre delle scomposizioni non
banali di f . Ci si e` infatti resi conto velocemente che da una soluzione per
la prima equazione ci si poteva facilmente ricondurre a una soluzione per la
seconda e viceversa. Tuttavia le due equazioni sono molto diverse fra loro e
possono risultare l’una piu` semplice da risolvere dell’altra in casi diversi.
Vedendo Fq come Fp spazio vettoriale, dove p e` la caratteristica del
campo Fq, si possono risolvere le equazioni Fp-lineari di Berlekamp e di
Niederreiter con p al posto di q, ovvero
hp ≡ h mod f e H(p−1)
(
h
f
)
=
(
h
f
)p
Viste come equazioni Fp-lineari un modo ovvio di risolverle e` quello di
applicare l’algoritmo dell’eliminazione di Gauss su un’opportuna matrice di
dimensione nk × nk, dove k e` il grado dell’estensione di Fq su Fp, ovvero
q = pk. Questo metodo molto diretto di affrontare il problema richiede
O(n3k3)
operazioni sul campo primitivo Fp.
Studiando l’equazione di Niederreiter Fp-lineare ci siamo accorti che era
possibile un’applicazione di un’idea sviluppata nel 1994 in [20] per il cambio
di ordinamento di una base di Groebner per ideali zero dimensionali che
avrebbe potuto velocizzare di molto la procedura di calcolo delle soluzioni.
Anche in questo caso il potente strumento delle basi di Groebner si e` rivelato
vincente e uno studio approfondito dell’algoritmo prodotto ci ha fornito un
limite superiore di
O(n3k2 + nk3)
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operazioni su Fp che e` notevolmente inferiore rispetto al metodo diretto
di risoluzione lineare dell’equazione e promette di essere molto vantaggioso
quando k e` abbastanza grande. Anche se all’apparenza sembrava meno evi-
dente di come invece lo era per l’equazione di Niederreiter, ci siamo resi conto
che, con un semplice conto algebrico, era possibile ricondurre l’equazione di
Berlekamp ad una forma sulla quale applicare il nuovo algoritmo.
Nello sviluppare questo complicato metodo di fattorizzazione e` stato ne-
cessario introdurre alcuni strumenti di algebra computazionale riguardan-
ti le basi di Groebner su un particolare tipo di anello, ovvero quello dei
σ-polinomi, che introdurremo nel primo capitolo, che sono un anello non
commutativo. Nel secondo capitolo risvilupperemo le basi della teoria delle
basi di Groebner per moduli nel caso non commutativo che ci interessa in
quanto nella letteratura quasi tutti gli autori si limitano a descrivere questi
strumenti nel caso commutativo.
Anche per questo motivo l’algoritmo che verra` descritto e` assolutamente
nuovo nella letteratura e potrebbe essere soggetto ad ulteriori sviluppi. Un
possibile miglioramento, esposto alla fine del quarto capitolo, ci permette di
spezzare il procedimento per trovare una base per la sottoalgebra di Ber-
lekamp passando attraverso sottoalgebre intermedie per ognuna delle quali
e` richiesta un’iterazione dell’algoritmo. Questo fa s`ı che si debbano risol-
vere sistemi lineari piu` piccoli e di conseguenza di ridurre ulteriormente la
componente O(nk3) nel running time totale.
Il nuovo algoritmo ha una grande importanza dal punto di vista teorico
per il semplice motivo che e` deterministico mentre la maggior parte degli
algoritmi noti che si applicano allo stesso problema sono di natura probabi-
listica. Tuttavia abbiamo voluto verificarne la validita` pratica effettuando
delle prove sperimentali. A tal fine abbiamo implementato l’algoritmo in un
programma scritto in C++ che fa uso della libreria per polinomi su campi
finiti NTL di Victor Shoup, reperibile al sito www.shoup.net. I risultati
osservati si sono rivelati molto interessanti e dimostrano che, nel caso di
polinomi dello stesso tipo di quelli da fattorizzare nell’ambito dei codici di
Reed Solomon, l’algoritmo e` competitivo anche rispetto ad altri algoritmi di
fattorizzazione probabilistici.
Nel quinto capitolo mostreremo delle tabelle comparative che mettono a
confronto il nostro algoritmo con quelli sviluppati originariamente da Berle-
kamp e da Niederreiter e con quello di Cantor-Zassenhaus gia` incluso nella
libreria NTL. Il codice del programma usato e` liberamente consultabile ed
e` incluso per completezza come appendice finale.
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Capitolo 1
Polinomi non commutativi
1.1 Definizione dei σ-polinomi
Sia E un campo e σ un automorfismo di questo campo che lascia fisso un
suo sottocampo K (in particolare e` un’applicazione K-lineare). Chiameremo
Eσ gli elementi lasciati fissi dall’automorfismo σ. Gli elementi di E formano
chiaramente un K-spazio vettoriale. In generale E ⊇ Eσ ⊇ K. Il lettore
puo` benissimo pensare che E = Fpk con p un primo e E
σ = K = Fp nel caso
particolare in cui σ = φp l’automorfismo di Frobenius ovvero la mappa che
manda α 7→ αp.
Definizione 1.1.1 L’anello dei σ-polinomi (E[σ],+, ·) e` un anello di poli-
nomi in σ a coefficienti in E della forma
anσ
n + · · ·+ a1σ + a0
con l’usuale addizione fra polinomi. La moltiplicazione a sinistra e` definita
a partire dalla moltiplicazione sinistra di σ per un elemento del campo nel
seguente modo:
σa = σ(a)σ ∀a ∈ E (1.1)
Tale definizione rende l’anello dei σ-polinomi un anello non commutativo
(a meno che σ non sia l’automorfismo identita`). Quando scriveremo un σ-
polinomio in forma normale lo scriveremo come un polinomio i cui coefficienti
si trovano a sinistra della variabile σ.
La moltiplicazione a sinistra definita in (1.1) puo` essere estesa per asso-
ciativita` al prodotto di due monomi qualsiasi tramite
(aσn)(bσm) = (aσn−1)(σ(b)σm+1) = aσn(b)σn+m (1.2)
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per ogni n,m ∈ N e puo` essere estesa a polinomi qualsiasi per la legge
distributiva tramite
(
∑
i
aiσ
i)(
∑
j
bjσ
j) =
∑
i
∑
j
(aiσ
i)(bjσ
j)
=
∑
i,j
aiσ
i(bj)σ
i+j
Siano A,B ∈ E[σ] non nulli, aσn e bσm i leading term rispettivamente di A
e B, ovvero i termini di grado massimo, dove a, b 6= 0 ed n,m ≥ 0. Allora
dalla (1.2) si ricava che il leading monomial di AB e` aσn(b)σn+m. Poiche´ σ
e` iniettiva, aσn(b) 6= 0, cos`ı
deg(AB) = deg(A) + deg(B) ≥ max(deg(A),deg(B))
Questa` uguaglianza mostra che E[σ] non ha divisori dello zero e che la
funzione grado soddisfa la disuguaglianza di una norma Euclidea per cui
E[σ] e` un anello euclideo sinistro. Vedremo infatti che E[σ] possiede un
algoritmo Euclideo di divisione sinistra. Analogamente si puo` vedere che
E[σ] e` anche un anello euclideo destro.
Esempio 1.1.2 Dato K = Eσ, il campo lasciato fisso dall’automorfismo
σ, si ha che i polinomi in K[σ], ovvero i σ-polinomi a coefficienti in K,
si comportano nella moltiplicazioni come gli usuali polinomi in K[X]. In
particolare commutano nel prodotto.
Sia E[σ] l’anello dei σ-polinomi ed A,B ∈ E[σ] due polinomi non nulli
con leading term aσn e bσm e n ≥ m. La divisione Euclidea sinistra di A
per B e` fatta nel seguente modo. Posto
Q0 =
a
σn−m(b)
σn−m
Il leading term di Q0B e` allora aσ
n cos`ıcche´ il grado di A−Q0B ha grado
minore di n e possiamo dividere ricorsivamente A in modo tale da trovare
Q tale che A−QB = R con deg(R) < m. Abbiamo allora che:
A = QB + R
dove deg(R) < deg(B). R e` chiamato il resto della divisione sinistra di A
per B e verra` denotato con rem(A,B) mentre Q e` chiamato il quoziente di
A per B.
Possiamo anche calcolare la sequenza dei resti Euclidei sinistri data da
R0 = A, R1 = B e Ri = rem(Ri−1, Ri−2) per i ≥ 2 e il massimo comune
divisore di A e B che e` l’ultimo elemento non zero della sequenza.
Analogamente ponendo
Q0 = σ
−m
(a
b
)
σn−m
si avrebbe che deg(A − BQ0) < n e nello stesso modo si puo` definire una
divisione destra ed un sequenza di resti Euclidei destri.
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1.2 Azione lineare
Dato un elemento u ∈ E consideriamo l’azione lineare ∗ : E[σ]×E → E
data da
(
n∑
i=0
aiσ
i) ∗ u =
n∑
i=0
aiσ
i(u) per ogni u ∈ E
dove con σ0 intendiamo l’automorfismo identita` da cui σ0(u) = u.
Questa operazione e` lineare rispetto alle costanti di K cos`ı gli elementi
di E[σ] possono essere visti come operatori K-lineari che agiscono su E. Ve-
dremo che la moltiplicazione in E[σ] corrisponde proprio alla composizione
di operatori.
Teorema 1.2.1 (AB) ∗ u = A ∗ (B ∗ u) per ogni A,B ∈ E[σ] ed u ∈ E
Dimostrazione Dimostriamo prima per induzione su n che
(aσnbσm) ∗ u = aσn ∗ (bσm ∗ u) (1.3)
per ogni n,m ≥ 0, a, b ∈ E ed u ∈ E. Se n = 0 allora
(aσ0bσm) ∗ u = (abσm) ∗ u = abσmu = a ∗ (bσmu) = aσ0 ∗ (bσm ∗ u)
Supponiamo ora che n > 0 e che (1.3) valga per n− 1. Allora usando (1.2)
si ha che
(aσnbσm) ∗ u =
(
(aσn−1)(σ(b)σm+1)
)
∗ u
= (aσn−1σ(b)σm+1) ∗ u
= aσn−1 ∗ (σ(b)σm+1 ∗ u)
= aσn−1 ∗ (σ(b)σm+1u)
= aσn−1 ∗ σ(bσmu) = aσn−1 ∗ (σ ∗ (bσm ∗ u))
= aσn ∗ (bσm ∗ u)
Scrivendo ora A =
∑
i aiσ
i e B =
∑
j bjσ
j si ha che
(AB) ∗ u =

∑
i
∑
j
(aiσ
i)(bjσ
j)

 ∗ u = ∑
i
∑
j
(
(aiσ
ibjσ
j) ∗ u
)
= A ∗ (B ∗ u)

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1.3 Zeri dei σ-polinomi
Definizione 1.3.1 Sia A ∈ E[σ]. Diciamo che α ∈ E e` uno zero di A
se A ∗ α = 0. Inoltre diciamo che A e` un annullatore per α se A 6= 0 e
A ∗ α = 0.
Poiche´ l’azione di A su E e` lineare rispetto a K e poiche´ A ∗ 0 = 0 per
ogni A ∈ E[σ] ne segue che gli zeri di A in E formano sempre uno spazio
vettoriale su K. Se α ha un annullatore allore ne ha almeno uno di grado
minimo che viene chiamato un annullatore minimo di α su E.
Lemma 1.3.2 Siano A,B ∈ K[σ]. Allora ogni zero di B in E e` anche uno
zero di AB.
Dimostrazione Dal teorema precedente abbiamo che
(AB) ∗ α = A ∗ (B ∗ α) = A ∗ 0 = 0

In generale non e` vero` che ogni zero di A e` anche uno zero di AB poiche´
la moltiplicazione non e` commutativa. Come per i polinomi gli annullatori
minimi dividono tutti gli annullatori esattamente.
Esempio 1.3.3 Supponiamo E = F8 = F2[α] con α radice del polinomio
X3 +X +1 e σ = φ2. Allora ponendo B = σ
2 +σ+1 si ha che B ∗α = α4 +
α2 + α = 0 ovvero α e` uno zero per B. Ora se prendiamo A = σ + α2 + 1
si ha che BA = σ3 + ασ2 + (α2 + α)σ + α2 + 1 da cui BA ∗ α = α2 + 1 per
cui α non e` uno zero per BA.
Il lemma appena dimostrato ci permette di affermare che l’insieme dei
σ-polinomi che annullano un dato elemento nel campo E formano un ideale
sinistro in E[σ]. Inoltre tale ideale sara` principale poiche´ nell’anello E[σ]
esiste un algoritmo di divisione Euclidea sinistro. Possiamo pertanto parlare
di generatore per l’ideale annullatore di un elemento in E.
Teorema 1.3.4 Sia dato B ∈ E[σ] un generatore per l’ideale degli annul-
latori di un elemento α. Allora per ogni A ∈ E[σ], A ∗ α = 0 se e solo se B
divide a sinistra A esattamente.
Dimostrazione Sia A∗α = 0. Allora A = QB+R per la divisione Euclidea
sinistra di A per B con R = 0 oppure deg(R) < deg(B). Usando il lemma
precedente otteniamo che
0 = A ∗ α = (QB) ∗ α + R ∗ α = R ∗ α = R ∗ α
14
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Poiche` B ha grado minimo tra gli annullatori di α su E ne segue che R = 0
e dunque che B divide A esattamente.
Al contrario se B divide A allora α e` uno zero di A per il lemma 1.3.2.

Come conseguenza qualsiasi zero comune di due o piu` σ-polinomi deve
essere uno zero del loro massimo comune divisore sinistro.
Corollario 1.3.5 Siano A,B ∈ E[σ] e α ∈ E. Allora A ∗ α = B ∗ α = 0
se e solo se gcd(A,B) ∗ α = 0 dove con gcd intendiamo il massimo comune
divisore sinistro.
Dimostrazione Sia G = gcd(A,B) e supponiamo prima che A ∗ α = B ∗
α = 0. Se A = B = 0 allora G = 0 cos`ı G ∗ α = 0. Altrimenti sia R un
annullatore minimo per α. Allora R divide a sinistra esattamente sia A che
B da cui divide a sinistra esattamente anche G che implica che G ∗ α = 0
per il teorema precedente.
Al contrario supponiamo che G ∗ α = 0. Allora, poiche´ A = A1G e
B = B1G per qualche A1, B1 ∈ E[σ] allora si ha che A ∗ α = B ∗ α = 0 per
il lemma precedente. 
Definizione 1.3.6 Definiamo pi come l’applicazione Eσ-lineare definita su
E∗ tale che
pi(α) =
σ(α)
α
Osservazione 1.3.7 Dato un elemento α osserviamo che (σ− pi(α)) ∗ α =
σ(α) − pi(α)α = 0 da cui σ − pi(α) e` l’annullatore minimo di α. Inoltre se
β e` annullato a sua volta dal σ-polinomio σ − pi(α) allora se ne ricava che
pi(α) = pi(β) e quindi che σ(α/β) = α/β ovvero che il rapporto fra α e β e`
un elemento lasciato fisso dall’automorfismo σ.
Teorema 1.3.8 Dato un polinomio F ∈ E[σ] di grado n la dimensione
dell’Eσ-sottospazio vettoriale degli zeri di F in E e` al piu` n su Eσ.
Dimostrazione
• n = 1 Se α e` uno zero di F e quest’ultimo e` di grado 1 allora dalla
precedente osservazione F (σ) = σ−pi(α) e per quanto visto ogni altro
suo zero giace nell’Eσ-sottospazio vettoriale generato da α.
• n− 1⇒ n Supponiamo vera la tesi per un σ-polinomio di grado n− 1.
Sia n il grado di F ed α un suo zero. Allora F appartiene all’idea-
le sinistro generato da σ − pi(α) per cui possiamo scrivere F (σ) =
F1(σ)(σ−pi(α)). Quindi l’azione di F su E e` data dalla composizione
degli operatori F1(σ), il cui ker ha dimensione ≤ n − 1 per ipotesi
induttiva, e σ − pi(α) che ha dimensione del ker esattamente 1 da cui
la dimensione del ker di F e` ≤ n.
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
Esempio 1.3.9 Sia E = Q(t) il campo delle funzioni razionali in t e sia σ
l’automorfismo che manda t 7→ t + 1. Chiaramente le uniche funzioni che
rimangono invariate sotto l’azione di σ sono le costanti e di conseguentza
Q(t)σ = Q. Dal teorema precedente si ricava che un’equazione del tipo
(σ − f(t)) ∗X(t) = X(t + 1)− f(t)X(t) = 0
dove f(t), X(t) ∈ Q(t), ha al piu` uno spazio vettoriale di dimensione 1 su Q
di soluzioni X(t).
Esempio 1.3.10 Se E = F2k e σ = φ2 allora il σ-polinomio σ − α ha
sempre α come zero. Di conseguenza ogni σ-polinomio lineare in F2k ha
sempre qualche zero non banale.
Osservazione 1.3.11 La dimensione del ker di un σ-polinomio puo` essere
strettamente inferiore al suo grado. Ad esempio, prendendo E = F4 =
F2[α] dove α e` una radice del polinomio X
2 + X + 1 e scegliendo σ = φ
l’automorfismo di Frobenius, si ottiene che il polinomio σ2 + σ + 1 non ha
zeri non banali in F4. Infatti (σ
2 +σ+1)∗1 = 1, (σ2 +σ+1)∗α = α4 +α2 +
α = α + 1 ed infine (σ2 + σ + 1) ∗ (α + 1) = (α + 1)4 + (α + 1)2 + α + 1 = α.
Proposizione 1.3.12 Se un σ-polinomio si annulla su un Eσ-sottospazio
vettoriale di dimensione n generato da ω1, . . . , ωn, allora e` divisibile per il
polionomio:
F (σ) = (σ − pi(Fn−1(ωn)))(σ − pi(Fn−2(ωn−1))) · · · (σ − pi(ω1)) (1.4)
dove gli Fi sono definiti per ricorrenza come
Fi(σ) = (σ − pi(Fi−1(ωi)))(σ − pi(Fi−2(ωi−1))) · · · (σ − pi(ω1))
Tale polinomio puo` essere anche scritto come
F (σ) =
∆(ω1, . . . , ωn, σ)
∆(ω1, . . . , ωn)
dove ∆(ω1, . . . , ωn, σ) rappresenta il Wronskiano, ovvero il determinante
della matrice 

ω1 . . . ωn id
σ(ω1) . . . σ(ωn) σ
...
...
σn(ω1) . . . σ
n(ωn) σ
n


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Dimostrazione Si vede che gli elementi ω1, . . . , ωn soddisfano l’equazione
(1.4). Quindi F (σ) e` il piu` piccolo σ-polinomio che annulla il sottospazio
generato da ω1, . . . , ωn poiche´ per il teorema precedente un annullatore di
tale sottospazio deve avere almeno grado n. Percio` e` un generatore dell’an-
nullatore del sottospazio ed ogni σ-polinomio nell’annullatore e` divisibile per
F (σ).
Il polinomio dato da ∆(ω1, . . . , ωn, σ) applicato ad un elemento a1ω1 +
· · ·+ anωn e` data dalla matrice

ω1 . . . ωn a1ω1 + · · · anωn
σ(ω1) . . . σ(ωn) σ(a1ω1 + · · · anωn)
...
...
σn(ω1) . . . σ
n(ωn) σ
n(a1ω1 + · · · anωn)


e si vede chiaramente che, essendo σ un automorfismo, l’ultima colonna e`
dipendente dalle precedenti. Quindi tutti gli elementi generati da ω1, . . . , ωn
sono suoi zeri ed essendo il grado esattamente n tale polinomio coincide con
F (σ) a meno di una moltiplicazione per un invertibile. 
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Capitolo 2
Moduli su anelli di
σ-polinomi
In questo capitolo studieremo le proprieta` dei moduli sinistri liberi sull’a-
nello dei σ-polinomi. Estenderemo il concetto di azione lineare ai vettori a
componenti in E[σ] ed estendermo il concetto di zeri per polinomi a quello di
zeri per vettori di polinomi. Per costruire gli algoritmi necessari per operare
con tali moduli sara` necessario sviluppare un importantissimo strumento
dell’algebra computazionale, ovvero quello delle basi di Groebner.
Molto di cio` che verra` introdotto riguardo alle basi di Groebner puo`
essere trovato nei libri [2], [3] mentre per una trattazione piu` completa legata
alle basi di Groebner su moduli rimandiamo a [5]. Tuttavia gli autori di
questi libri hanno considerato sempre e solo il caso di anelli di polinomi
commutativi. Noi dovremmo quindi prestare attenzione alle differenze che
vengono introdotte dal fatto che l’anello dei σ-polinomi non e` commutativo
per mostrare che la teoria puo` essere sviluppata comunque ottenendo gli
stessi risultati.
Allo stesso tempo, affrontando soltanto il caso di polinomi in una sola
variabile, mostreremo alcune proprieta` in piu` che valgono in questo caso e
che sono alla base dell’algoritmo che esporremo nel quarto capitolo. Molte
delle dimostrazioni che presenteremo sono facilmente generalizzabili al caso
di polinomi in piu` variabili, a patto che le variabili commutino fra loro e che
al piu` non commutino con i coefficienti, ma abbiamo preferito restringerci
soltanto al caso in una sola variabile dato che non ci servira` altro.
2.1 Nozioni preliminari
Sia R = E[σ] il nostro anello dei σ-polinomi. Consideriamo Rn un modulo
sinistro libero sull’anello R e di dimensione n su di esso. Quando specifichia-
mo sinistro vogliamo intendere che considereremo soltanto la moltiplicazione
per elementi di R a sinistra poiche´ soltanto questa ci servira` piu` avanti. Tut-
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tavia molte delle cose dette possono essere generalizzate alla moltiplicazione
destra. Chiameremo vettori gli elementi del modulo Rn e li visualizzere-
mo sia nel modo canonico con cui si rappresentano i vettori di uno spazio
vettoriale dove ogni componente e` un elemento dell’anello R sia in forma
polinomiale, ovvero come combinazione a coefficienti in R di vettori di una
opportuna base di Rn.
Definizione 2.1.1 Un sottomodulo sinistro di Rn e` un sottogruppo additivo
N di Rn chiuso per la moltiplicazione a sinistra per un elemento del nostro
anello R, ovvero
v + w ∈ N ∀v, w ∈ N
fv ∈ N ∀f ∈ R, v ∈ N
Quanto detto puo` essere tranquillamente generalizzato per la moltipli-
cazione a destra anche se in generale non e` vero che un sottomodulo sinistro
sia chiuso per la moltiplicazione a destra e viceversa che un sottomodulo
destro sia chiuso per moltiplicazione a sinistra.
Definizione 2.1.2 Un insieme di vettori {v1, . . . , vs} di R
n si dice una base
di un sottomodulo sinistro N se sono un insieme di generatori di N , ovvero
〈v1, . . . , vs〉 = N e se non esistono combinazioni lineari sinistre non banali
che si annullano ovvero non possono valere espressioni del tipo f1v1 + · · ·+
fsvs = 0 con fi ∈ R non tutti nulli.
Esempio 2.1.3 La base standard e1, . . . , en di vettori in R
n data da
e1 = (1, 0, 0, . . . , 0)
e2 = (0, 1, 0, . . . , 0)
...
en = (0, 0, 0, . . . , 1)
forma una base per Rn come R modulo. Ve ne sono comunque anche altre.
Un importante risultato valido per anelli di polinomi in piu` variabili e`
il teorema della base di Hilbert che ci dice che ogni ideale dell’anello dei
polinomi R = K[X1, . . . , Xn], con K campo, ha sempre una base finita. Nel
nostro caso in cui R = E[σ], l’anello dei σ-polinomi, si ha che tale afferma-
zione e` vera poiche´ R e` un anello euclideo sinistro e quindi in particolare un
anello sinistro a ideali principali. Esponiamo qui una dimostrazione tratta
da [6] che estende questo risultato al caso di sottomoduli sinistri di Rn.
Teorema 2.1.4 Sia N un sottomodulo sinistro del nostro modulo Rn. Al-
lora N e` libero su R e la sua dimensione e` minore o uguale ad n, ovvero
esiste una base per N composta da al piu` n vettori.
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Dimostrazione Sia Nr l’intersezione di N con 〈e1, . . . , er〉, il sottomodulo
generato da e1, . . . , er. Allora N1 = N ∩ 〈e1〉 e` un sottomodulo di 〈e1〉 ed
e` percio` del tipo 〈f1e1〉 per qualche f1 ∈ R. Dunque N1 e` o 0 o e` libero di
dimensione 1. Assumiamo induttivamente che Nr sia libero di dimensione
≤ r. Sia I l’insieme di tutti i σ-polinomi f ∈ R per i quali esiste un vettore
v ∈ N che puo` essere scritto come
v = g1e1 + · · ·+ grer + fer+1
con gi ∈ R. Allora I e` ovviamente un ideale sinistro di R ed e` principale,
quindi generato da un elemento fr+1. Se fr+1 = 0 allora Nr+1 = Nr e
il passo induttivo e` concluso. Se fr+1 6= 0 allora sia w ∈ Nr+1 tale che
il coefficiente di w rispetto a er+1 sia proprio fr+1. Se v ∈ Nr+1 allora il
coefficiente di v rispetto a er+1 e` divisibile a sinistra per fr+1, e dunque
esiste h ∈ R tale che v − hw appartiene ad Nr. Dunque
Nr+1 = Nr + 〈w〉
D’altra parte e` chiaro che Nr ∩ 〈w〉 e` 0 e dunque che la somma e` diretta
provando cos`ı il teorema. 
Definizione 2.1.5 Si dice rappresentazione polinomiale di un vettore v ∈
Rn la rappresentazione come combinazione a coefficienti in R dei vettori
della base standard, ovvero
v = f1e1 + · · · + fnen fi ∈ R i = 1, . . . , n
Il massimo grado fra i polinomi f1, . . . , fn e` detto grado totale del vettore v.
Definizione 2.1.6 Dato un sottomodulo sinistro N generato da v1, . . . , vs
con vi =
∑n
j=1 fi,jej, la matrice s× n data da

f1,1 f1,2 · · · f1,n
f2,1 f2,2 · · · f2,n
...
...
. . .
...
fs,1 fs,2 · · · fs,n


in cui su ogni riga si trovano le diverse componenti dei generatori, e` detta
una presentazione di N .
Definizione 2.1.7 Data A = (fi,j) una matrice di polinomi s × n, questa
e` detta in forma normale di Hermite (abbreviato HNF) se esiste r ≤ s e
una mappa t strettamente crescente da {1, . . . , r} a {1, . . . , n} che soddisfa
le seguenti proprieta`:
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1. Per 1 ≤ i ≤ r si ha che fi,t(i) 6= 0, fi,j = 0 se j < t(i) e deg fi,t(k) <
deg fk,t(k) se i < k
2. Le ultime n− r righe di A sono uguali a 0
Esempio 2.1.8 La seguente matrice a coefficienti in E[σ]


σ2 + 3 2σ − 6 σ2 + 5σ + 1 −3 6σ2 + σ + 1 6σ4 − 3σ3 − 7
0 0 σ3 − 2 4 5σ − 7 5σ3 + 2σ + 3
0 0 0 σ − 3 3σ3 − 2σ2 7σ2 − 2
0 0 0 0 σ4 − 3σ + 2 3σ
0 0 0 0 0 0


e` in forma normale di Hermite.
Dalla definizione di monomio per l’anello dei polinomi R = E[σ] pos-
siamo estendere questo concetto definendo un monomio r in Rn come quel
vettore che in forma polinomiale rappresentiamo come σαei per qualche α ∈
N ed i = 1, . . . , n. Diciamo che m contiene il vettore della base standard ei.
Ogni vettore v ∈ Rn puo` essere scritto in modo unico come una combinazione
E-lineare di monomi mi
v = a1m1 + · · · + asms
dove ai ∈ E, ai 6= 0. Cos`ı per esempio, in E[σ]
3
v = (5σ3 − σ2 + 3, 4σ4 + 2σ, 16σ)
= (5σ3, 0, 0) − (σ2, 0, 0) + 3(1, 0, 0) +
+ 4(0, σ4, 0) + 2(0, σ, 0) + 16(0, 0, σ)
= 5σ3e1 − σ
3e1 + 3e1 + 4σ
4e2 + 2σe2 + 16σe3
che e` una combinazione E-lineare sinistra di monomi.
Una volta definito un monomio su Rn analogamente estendiamo i con-
cetti di coefficiente e di termine. Il prodotto sinistro a ·m di un monomio m
per un elemento a ∈ E e` chiamato un termine e a e` detto il suo coefficiente.
Diciamo che i termini aimi, con ai 6= 0, nell’espressione di v ∈ R
n e i
corrispondenti monomi mi appartengono a v.
Se m1,m2 sono monomi in R
n, m1 = σ
αei, ed m2 = σ
βej , allora noi
diciamo che m2 divide a sinistra m1 (o m1 e` divisibile a sinistra per m2) se e
soltanto se i = j e σβ divide σα, ovvero α > β. Notiamo che non ci sarebbe
alcun bisogno di differenziare il caso in cui m2 divida m1 a sinistra o a destra
poiche´ i monomi commutano sempre tra loro nel prodotto. Se m2 divide m1
definiamo il quozionte m1/m2 come σ
α/σβ ∈ R ovvero m1/m2 = σ
α−β).
Nota che il quoziente e` un elemento dell’anello R e, se m2 divide m1,
abbiamo che (m1/m2) · m2 = m1, come ci aspetteremmo. Se m1 e m2
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sono monomi contenenti gli stessi vettori della base ei, definiamo il loro
massimo comune divisore, gcd(m,n), e il loro minimo comune multiplo,
lcm(m,n) rispettivamente come il massimo comune divisore e il minimo
comune multiplo di σα e σβ, ovvero rispettivamente σmin(α,β) e σmax(α,β),
moltiplicato per ei. D’altra parte, se m1,m2 contengono vettori distinti della
base standard, definiamo lcm(m1,m2) = 0.
Definizione 2.1.9 Un sottomodulo sinistro N ⊂ Rn e` un sottomodulo mo-
nomiale sinistro se N puo` essere generato da un insieme di monomi.
Notiamo che un sottomodulo sinistro monomiale e` anche un sottomodu-
lo destro monomiale e quindi questa differenziazione puo` essere omessa nel
caso di sottomoduli monomiali. Questo dipende dal fatto che la noncom-
mutativita` dei σ-polinomi riguarda solo il prodotto della variabile σ con i
coefficienti del campo e questi ultimi non compaiono nella moltiplicazione
fra due monomi. Inoltre, dato un sottomodulo monomiale N , indichiamo
con S = {m1, . . . ,ms} una sua base composta da monomi che sappiamo
esistere dal fatto che Rn e` finitamente generato.
Lemma 2.1.10 Sia N un sottomodulo monomiale generato dai monomi
m1, . . . ,ms. Allora un monomio m e` contenuto in N se e sole se m e`
divisibile per qualche mi ∈ S.
Dimostrazione Se m e` divisibile per qualche mi ∈ S allora m appartiene
a N per definizione di sottomodulo sinistro. Al contrario, se m ∈ N allora
m =
∑s
i=1 fimi dove fi ∈ E[σ] per i = 1, . . . , s. L’espressione di destra deve
contenere soltanto il vettore della base standard contenuto da m e quindi
l’uguaglianza fra monomi in Rn si riduce ad una uguaglianza fra monomi
in R e questo ci permette di dire che esiste j ∈ {1, . . . , s} e α ∈ N tale che
m = σαmj da cui m e` divisibile per mj 
Osservazione 2.1.11 Se N = 〈m1, . . . ,ms〉 con m1, . . . ,ms monomi in R
n
e v e` un arbitrario vettore di Rn, allora v ∈ N se e solo se ogni termine di
v e` divisibile a sinistra per qualche mi.
Una relazione d’ordine > sui monomi di Rn si dice un ordinamento
monomiale se
1. > e` un ordinamento totale
2. per ogni coppia di monomi m1,m2 ∈ R
n con m1 > m2, abbiamo che
σαm1 > σ
αm2 per ogni α ∈ N
3. > e` un buon ordinamento, ovvero ogni sottoinsieme non vuoto di
monomi di Rn ha un vettore minimo rispetto a >
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Osservazione 2.1.12 La terza condizione e` equivalente a chiedere che σαm >
m per tutti i monomi m ∈ Rn e tutti i monomi σα ∈ R tali che α ≥ 1.
Tutti gli ordinamenti monomiali su Rn derivano dall’estendere l’ordina-
mento standard su R dato dal grado. Ci sono due modi naturali di fare cio`,
una volta che abbiamo scelto un ordinamento sulla base standard di Rn.
Useremo sempre l’ordinamento “top-down” sulle entrate in una colonna:
e1 > e2 > · · · > en
sebbene qualsiasi altro ordinamento sarebbe equivalente (si noti che l’ordi-
namento sulla base standard e` invertito rispetto agli indici).
Definizione 2.1.13 Sia > un ordinamento monomiale su R.
• (ordinamento TOP ) Diciamo che σαei >TOP σ
βej se α > β oppure
se α = β ed i < j
• (ordinamento POT ) Diciamo che σαei >POT σ
βej se i < j oppure se
i = j ed α > β
TOP sta in inglese per term-over-position poiche´ l’ordinamento TOP
ordina i monomi prima per termini e poi per posizione all’interno di Rn. Al
contrario, POT sta per position-over-term.
Ad esempio se consideriamo l’ordinamento TOP su E[σ]3 otteniamo un
ordinamento >TOP tale che i termini in (2.1) sono ordinati come segue
(0, σ4, 0) >TOP (σ
3, 0, 0) >TOP (σ
2, 0, 0) >TOP (0, σ, 0) >TOP (0, 0, σ) >TOP (1, 0, 0)
Mentre se noi consideriamo l’ordinamento POT su E[σ]3 allora otteniamo
un ordinamento >POT tale che
(σ3, 0, 0) >POT (σ
2, 0, 0) >POT (1, 0, 0) >POT (0, σ
4, 0) >POT (0, σ, 0) >POT (0, 0, σ)
In entrambi i casi si ha che e1 > e2 > e3
Una volta che abbiamo un ordinamento > sui monomi, possiamo scrivere
qualsiasi vettore v ∈ Rn come somma di termini
v = a1m1 + · · · + asms
con ai 6= 0, ai ∈ E ed m1 > m2 > · · · > ms. Definiamo il leading coefficient,
il leading monomial e il leading term di v rispettivamente come
LC>(v) = a1
LM>(v) = m1
LT>(v) = a1m1
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Se per esempio
v = (5σ3 − σ2 + 3, 4σ4 + 2σ, 16σ) ∈ E[σ]3
come in (2.1) e stiamo considerando l’ordinamento TOP su E[σ], allora
LC>TOP (v) = 4, LM>TOP (v) = σ
4e2, LT>TOP (v) = 4σ
4e2
Analogamente se stiamo considerando l’ordinamento POT , allora
LC>POT (v) = 5, LM>POT (v) = σ
3e1, LT>POT (v) = 5σ
3e1
Una volta che abbiamo un ordinamento monomiale su Rn possiamo dividere
a sinistra per un insieme finito S ⊂ Rn esattamente nello stesso modo in cui
dividevamo per un singolo elemento in R.
Teorema 2.1.14 (Algoritmo di divisione in Rn) Fissato un qualsiasi or-
dinamento monomiale su Rn sia S = (v1, . . . , vs) una s-upla ordinata di
vettori di Rn. Allora ogni v ∈ Rn puo` essere scritto come
v = f1v1 + · · ·+ fsvs + r
dove fi ∈ R, r ∈ R
n, LT (fivi) ≤ LT (v) per tutti gli i = 1, . . . , s si ha che o
r = 0 oppure r e` una combinazione E-lineare di monomi nessuno dei quali
e` divisibile per qualcuno dei LM(v1), . . . , LM(vs). Noi indichiamo con r il
resto nella divisione per S.
Dimostrazione Per dimostrare l’esistenza di fi ∈ R ed r ∈ R
n e` sufficiente
dare un algoritmo per la loro costruzione. L’operazione chiave e` nell’eseguire
la divisione consiste nella divisione del dividendo parziale p (dove p = v
all’inizio) per un vi tale che LT (vi) divide LT (p). Se LT (p) = m · LT (vi)
per un termine m ∈ R allora definiamo
Red(p, vi) = p−mvi
e diciamo che abbiamo ridotto p per vi. Uno divide v per S riducendo
successivamente per il primo vi nella lista (cioe` il vettore con l’indice i piu`
piccolo) per il quale la riduzione e` possibile tenendo traccia dei quozienti.
Se ad un certo punto la riduzione non e` piu` possibile allora LT (p) non e`
piu` divisibile per alcuno dei LT (vi). In questo caso sottraiamo il leading
term di p, lo inseriamo nel resto e proviamo di nuovo a ridurre con i vi.
Il processo si ferma quando p si e` ridotto a 0. Ad ogni passo otteniamo
che il leading term del dividendo parziale e` strettamente minore rispetto a
quello del passo precedente e poiche´ non e` possibile avere una catena infinita
di monomi decrescenti se ne ricava che l’algoritmo deve terminare dopo un
numero finito di passi. 
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Esempio 2.1.15 Sia v = (5σ3 − σ2 + 3, 4σ4 + 2σ, 16σ) ∈ E[σ]3 come in
(2.1) e consideriamo per semplicita` σ l’automorfismo banale. Siano
v1 = (σ
2 + 4σ, 0, σ2)
v2 = (σ − 1, σ − 2, 0)
Sia > l’ordinamento POT su E[σ]. Allora LT (v) = 5σ3e1, LT (v1) = σ
2e1 e
LT (v2) = σe1. Sia p il dividendo parziale ad ogni passo dell’algoritmo. Sia
p = v per iniziare ed f1 = f2 = r = 0
1. Poiche´ LT (v1) divide LT (v) dopo il primo passo si ottiene che f1 =
5σ, f2 = 0, r = 0 e p = Red(v, v1) = (−21σ
2 +3, 4σ4 +2σ,−5σ3 +16σ)
2. LT (p) e` ancora divisibile per LT (v1) cos`ı possiamo ancora ridurre per
v1. Dopo questo passo si ottiene che f1 = 5σ − 21, f2 = 0, r = 0 e che
p = (84σ + 3, 4σ4 + 2σ,−5σ3 + 21σ2 + 16σ)
3. Nel passi successivo il leading term di p ha la prima componente che
non e` divisibile per il leading term del primo divisore, ovvero v1. Dun-
que dopo questo passo otteniamo valori intermedi f1 = 5σ − 21, f2 =
84, r = 0 e p = (3, 4σ4 − 82σ + 168,−5σ3 + 21σ2 + 16σ)
4. Il leading term di p a questo punto e` 3e1 che non e` divisibile per i
leading term di entrambi i divisori. Percio` il termine 3e1 viene inserito
dentro r. Da questo momento in poi si ha che il leading term di p
contiene sempre e2 od e3 e di conseguenza non e` mai divisibile per i
leading term di v1 o di v2. Otteniamo quindi alla fine che
f1 = 5σ−21, f2 = 84, r = 3e1 +(4σ
4−82σ +168)e2 +(−5σ
3 +21σ2 +16σ)e3
Se invece avessimo eseguito la divisione scambiando l’ordine dei divisori,
ovvero dividendo (5σ3 − σ2 + 3, 4σ4 + 2σ, 16σ) per S = {v2, v1}, avremmo
ottenuto
f1 = 5σ
2 + 4σ + 4, f2 = 0, r = 4e1 + (4σ
4 − 5σ3 + 6σ2 − 2σ − 8)e2 + 16σe3
ovvero un risultato ed in particolare un resto diverso da quello precedente.
Questo esempio mostra che in generale non si puo` trascurare l’ordine
dei divisori nella divisione. In particolare non e` sufficiente che il resto nella
divisione sinistra di un vettore per una base qualsiasi di un sottomodulo sini-
stro N sia non nullo per dire che tale vettore non appartiene a N . Questo e`
abbastanza scomodo poiche´ non ci permette di stabilire computazionalmente
quando un vettore appartiene o meno a un sottomodulo. Introdurremo ora
un tipo di basi, le basi di Groebner, rispetto alle quali l’algoritmo di divi-
sione si comporta bene nel senso che il resto nella divisione e` indipendente
dall’ordine dei divisori.
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2.2 Definizione di base di Groebner
Definizione 2.2.1 Sia N un sottomodulo di Rn, e sia > un ordinamento
monomiale.
1. Denoteremo con 〈LT (N)〉 il sottomodulo monomiale generato dai lea-
ding term di tutti i v ∈ N rispetto a >
2. Un insieme finito G = {g1, . . . , gs} ⊂ N e` chiamato una base di
Groebner per N se 〈LT (N)〉 = 〈LT (g1), . . . , LT (gs)〉
Proposizione 2.2.2 Sia G una base di Groebner per un sottomodulo N ⊂
Rn e sia v ∈ Rn
1. v ∈ N se e solo se il resto nella divisione per G e` zero.
2. Una base di Groebner per N genera N come sottomodulo sinistro,
ovvero N = 〈G〉
Dimostrazione Supponiamo per assurdo che esista un vettore v ∈ N tale
che il resto nella dividione per la base di Groebner G = {g1, . . . , gs} sia non
nullo, ovvero
v = f1g1 + · · · + ftgs + r
per qualche r che non contiene termini divisibili a sinistra per alcuno dei
LT (g1), . . . , LT (gs). Allora r = 0 poiche´ altrimenti basta notare che
r = v − f1g1 − · · · − ftgs ∈ N
Quindi se r 6= 0 allora LT (r) ∈ 〈LT (I)〉 = 〈LT (g1), . . . , LT (gs)〉 e quindi
per il lemma 2.1.10 deve essere divisibile da qualcuno dei LT (gi). Questo
contraddice la definizione di r come resto e conseguentemente r deve essere
zero. Cos`ı
v = f1g1 + · · ·+ ftgs + 0 ∈ 〈g1, . . . , gs〉
da cui N ⊂ 〈g1, . . . , gs〉 dimostra che G genera N . 
Quest’ultima proposizione mostra l’importanza chiave delle basi di Groeb-
ner, ovvero quella di permetterci, dato un vettore v ∈ Rn, di avere un pro-
cedimento algoritmico per decidere se v appartiene o meno al sottomodulo
N di cui conosciamo una base di Groebner. Tuttavia non tutte le basi sono
di Groebner e in certi situazioni non e` neanche cos`ı semplice a partire da
una certa base trovarne una che sia di Groebner rispetto a un certo ordina-
mento. In certi casi puo` essere anche utile trovare una base di Groebner per
un certo ordinamento >1 a partire da una base di Groebner per un diverso
ordinamento >2. Vedremo piu` avanti come affrontare questi problemi di
fondamentale importanza.
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Proposizione 2.2.3 Sia N un Rn-modulo e sia 〈LT (N)〉 = 〈m1, . . . ,ms〉
per qualche insieme finito di monomi. Se vi ∈ N per i = 1, . . . , s sono
vettori tali che LT (vi) = mi, allora {v1, . . . , vs} e` una base di Groebner per
N .
Dimostrazione Si vede facilmente dalla definizione di base di Groebner
data in 2.2.1. 
Definizione 2.2.4 Una base di Groebner minimale per un sottomodulo M
e` una base di Groebner G per M tale che
• LC(g) = 1 per ogni g ∈ G
• Per tutti i g ∈ G, LT (g) /∈ 〈LT (G \ {g})〉
Definizione 2.2.5 Una base di Groebner ridotta per un sottomodulo M e`
una base di Groebner G per M tale che
• LC(g) = 1 per ogni g ∈ G
• Per tutti i g ∈ G, nessun monomio di g appartiene a 〈LT (G \ {g})〉
Osservazione 2.2.6 Un base per un sottomodulo sinistro N tale che la
matrice generatrice ad essa associata sia in forma normale di Hermite e`
una base di Groebner ridotta rispetto all’ordinamento POT .
2.3 Proprieta` delle basi di Groebner
Discuteremo adesso qualche criterio per riconoscere quando un insieme ge-
neratore per un sottomodulo sinistro N sia o meno una base di Groebner.
Come abbiamo indicato, cio` che manca a {v1, . . . , vs} per essere una base di
Groebner e` il possibile verificarsi di combinazioni dei vi i cui leading term
non sono nel sottomodulo generato dai LT (vi). Un modo in cui questo
puo` accadere e` che i leading term in un’opportuna combinazione di vettori
vi, vj ∈ R
n
aσαvi − bσ
βvj
con a, b ∈ E e α, β ∈ N, cancelli i leading term lasciando soltanto termini
piu` piccoli. D’altra parte aσαvi − bσ
βvj ∈ N quindi il suo leading term
deve essere in 〈LT (N)〉. Per introdurre questo fenomeno di cancellazione
introduciamo una speciale combinazione fra due vettori.
Definizione 2.3.1 Fissato un ordinamento monomiale su Rn siano v, w ∈
Rn e indichiamo con m il lcm(LM(v), LM(w)). L’S-vettore fra v e w
denotato come S(v, w) e` il seguente vettore di Rn.
S(v, w) =
m
LM(v)
LC(v)−1v −
m
LM(w)
LC(w)−1w
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Per esempio se v = (σ2 − σ, σ3 + σ) e w = (σ3 + 2σ2, σ2 − σ) in E[σ]2 e
se usiamo l’ordinamento POT su E[σ], allora
S(v, w) = σv − w = (−3σ2, σ2 + σ)
Lemma 2.3.2 Supponiamo che si abbia una somma
∑s
i=1 aivi, dove ai ∈ E
e LM(vi) = m per tutti gli i. Se LM(
∑s
i=1 aivi) < m, allora
∑s
i=1 aivi e` una
combinazione lineare sinistra, a coefficienti in E, degli S-vettori S(vi, vk) per
1 ≤ j, k ≤ s. Inoltre, ogni S(vi, vk) ha leading monomial < m.
Dimostrazione Se bi = LC(vi), cos`ıcche´ aibi e` il leading coefficient di
aivi hanno leading monomial m a la loro somma ha leading monomial
strettamente minore, ne segue che
∑s
i=1 aibi = 0.
Definiamo v′i = b
−1
i vi e notiamo che i vi hanno leading coefficient 1.
Considerando la somma telescopica
s∑
i=1
aivi =
s∑
i=1
aibiv
′
i = a1b1(v
′
1 − v
′
2) + (a1b1 + a2b2)(v
′
2 − v
′
3) + · · ·+
(a1b1 + · · · + as−1bs−1)(v
′
s−1 − v
′
s) + (a1b1 + · · ·+ asbs)v
′
s
Per ipotesi LT (vi) = dim, che implica che il minimo comune multiplo di
LM(vj) e LM(vk) e` m. Cos`ı
S(vj, vk) = b
−1
j vj − b
−1
k vk = v
′
j − v
′
k (2.1)
Usando questa equazione e
∑s
i=1 aibi = 0 la somma telescopica diventa
s∑
i=1
aivi = a1b1S(v1, v2) + (a1b1 + a2b2)S(v2, v3)
+ · · ·+ (a1b1 + · · ·+ as−1bs−1)S(vs−1, vs)
che e` una somma della forma desiderata. Poiche´ i v ′j e i v
′
k hanno leading
monomial m e leading coefficient 1, la differenza v ′j−v
′
k ha leading monomial
< m. Per la (2.1) si puo` dire lo stesso per S(vj , vk) e cos`ı il lemma e` provato.

Quando v1, . . . , vs soddisfa le ipotesi del lemma 2.3.2 otteniamo un equa-
zione della forma
s∑
i=1
aivi =
∑
j,k
ajkS(vj , vk)
Consideriamo quando le cancellazioni avvengono. Nella somma sulla sini-
stra, ogni vettore della somma aivi ha leading monomial m, cos`ı la cancel-
lazione avviene solo dopo che questi sono stati sommati. Comunque nella
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somma sulla destra ogni vettore ajkS(vj , vk) ha leading monomial piu` pic-
colo di m, cos`ıcche´ la cancellazione e` gia` avvenuta. Intuitivamente questo
significa che tutte le cancellazioni sono dovute agli S-vettori.
Usando gli S-vettori e il lemma 2.3.2 possiamo provare il seguente cri-
terio di Buchberger che ci permette di riconoscere quando una base per un
sottomodulo sinistro e` una base di Groebner.
Teorema 2.3.3 (Criterio di Buchberger per sottomoduli di Rn) Un insieme
G = {g1, . . . , gs} ⊂ R
n e` una base di Groebner per il sottomodulo sinistro N
che genera se e solo se il resto sinistro nella divisione per G di S(gi, gj) e`
zero per tutti gli i, j.
Dimostrazione⇒ Poiche´ G e` una base di Groebner allora poiche´ S(gi, gj) ∈
N il resto nella divisione per G deve essere zero.
⇐ Sia v ∈ N un vettore non zero. Dobbiamo mostrare che se gli S-
vettori hanno tutti resto zero nella divisione per la base di Groebner G,
allora LT (v) ∈ 〈LT (g1), . . . , LT (gs)〉. Dato v ∈ N = 〈g1, . . . , gs〉, ci sono
polinomi hi ∈ R tali che
v = h1g1 + · · · + hsgs (2.2)
Ne segue allora che il leading monomial di v e` piu` piccolo dei leading
monomial degli higi, ovvero
LM(v) ≤ max(LM(hi, gi)) (2.3)
Se l’uguaglianza non valesse allora qualche cancellazione deve avvenire tra
i leading term di (2.2). Il lemma 2.3.2 ci permettera` di riscrivere questo
in funzione di S-vettori. Allora la nostra assunzione che gli S-vettori han-
no resti zero ci permettera` di rimpiazzare gli S-vettori con espressioni che
coinvolgono meno cancellazioni. Cos`ı otterremo un espressione per v che ha
meno cancellazioni di leading term. Continuando in questo modo troveremo
infine un’espressione (2.2) per v dove vale l’uguaglianza in (2.3). Allora
LM(v) = LM(hi, gi) per qualche i e ne segue che LT (v) e` divisibile per
LT (gi). Questo mostrera` che LT (v) ∈ 〈LT (g1), . . . , LT (gs)〉 che e` cio` che
vogliamo provare.
Data un’espressione del tipo (2.2) per v, sia m = max(LM(hi, gi)).
Allora la diseguagliangza (2.3) diventa
LM(v) ≤ m
Ora consideriamo tutti i possibili modi in v puo` essere scritto nella forma
(2.2). Per ognuna di tali espressioni avremo un m diverso. Poiche´ un ordina-
mento monomiale e` un buon ordinamento possiamo scegliere un’espressione
(2.2) per v tale che m sia minimale.
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Mostreremo allora che una volta che tale m minimale viene scelto abbia-
mo che LM(v) = m. Allora l’uguaglianza ha luogo in (2.3) e come abbiamo
osservato ne segue che LT (v) ∈ 〈LT (g1), . . . , LT (gs)〉. Questo provera` il
teorema.
Rimanda da provare che LM(v) = m. Ragioniamo per assurdo. L’ugua-
glianza non avviene solo quando LM(v) < m. Per isolare i termini piccoli,
scriviamo v nella forma
v =
∑
LM(higi)=m
higi +
∑
LM(higi)<m
higi
=
∑
LM(higi)=m
LT (hi)gi +
∑
LM(higi)=m
(hi − LT (hi))gi +
∑
LM(higi)<m
higi
I monomi che appaiono nel nella seconda e nella terza somma sulla secon-
da riga hanno tutti leading monomial < m. Cos`ı l’assunzione LM(v) < m
significa che la prima somma anche ha leading monomial < m.
Sia LT (hi) = aiσ
αi . Allora la prima somma
∑
LM(higi)=m
LT (hi)gi =∑
LM(higi)=m
aiσ
αigi ha esattamente la forma descritta nel lemma 2.3.2 con
fi = σ
αi . Cos`ı i lemma implica che questa somma e` una combinazione
lineare sinistra degli S-vettori S(σαj gj , σ
αkgk). Comunque
S(σαj gj , σ
αkgk) =
m
σαj LM(gj)
LC(σαj gj)
−1
σ
αj gj −
m
σαkLM(gk)
LC(σαkgk)
−1
σ
αkgk
=
m
LM(gj)
LC(gj)
−1
gj −
m
LM(gk)
LC(gk)
−1
gk
=
m
mjk
S(gj , gk)
dove mjk = lcm(LM(gj), LM(gk)). Cos`ı ci sono costanti cjk ∈ E tali che
∑
LM(higi)=m
LT (hi)gi =
∑
j,k
cjk
m
mjk
S(gj , gk) (2.4)
Il prossimo passo e` di usare la nostra ipotesi che il resto di S(gj , gk)
nella divisione per g1, . . . , gs e` zero. Usando l’algoritmo di divisione, questo
significa che ogni S-vettore puo` esere scritto nella forma
S(gj , gk) =
s∑
i=1
aijkgi
dove aijk ∈ R. Per come viene svolto l’algoritmo di divisione si ha che
LM(aijkgi) ≤ LM(S(gj , gk)) (2.5)
per tutti gli i, j, k. Intuitivamente questo ci dice che quando il resto e`
zero possiamo trovare un espressione per S(gj , gk) con i vettori di G dove
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i leading term non si cancellano tutti. Per spiegare questo moltiplichiamo
l’espressione per S(gj , gk) per m/mjk e otteniamo
m
mjk
S(gj , gk) =
s∑
i=1
bijkgi
dove bijk = m/mjkaijk. Allora (2.5) ed il lemma 2.3.2 implicano che
LM(bijkgi) ≤ LM(
m
mjk
S(gj , gk)) < m (2.6)
Se sostituiamo l’espressione sopra per m/mjkS(gj , gk) in (2.4) otteniamo
un’equazione∑
LM(higi)=m
LT (hi)gi =
∑
j,k
cjk
m
mjk
S(gj , gk) =
∑
j,k
cjk
m
mjk
(
∑
i
bijkgi) =
∑
i
h˜igi
che per la (2.6) ha la proprieta` che per tutti gli i
LM(h˜igi) < m
Infine sostituiamo
∑
LM(higi)=m
LT (hi)gi =
∑
i h˜igi nell’equazione (2.4) per
ottenere un espressione per v come una combinazione polinomiale sinistra
dei vettori gi dove tutti i termini hanno leading monomial < m. Questo
contraddice la minimalita` di m e completa la dimostrazione del teorema. 
Esempio 2.3.4 Per esempio G = {g1, g2} = {(σ
2 + 4σ, 0, σ2), (σ − 1, σ −
2, 0)} dell’esercizio precedente non e` una base di Groebner per il sottomodulo
che genera in E[σ]3 rispetto all’estensione POT dell’ordinamento lessicogra-
fico. La ragione e` che l’S-vettore soddisfa S(g1, g2) = (5σ,−σ
2 − 2σ, σ2) e il
resto di questo vettore per {g1, g2} e` (5,−σ
2 − 7σ + 10, σ2) che non e` zero e
quindi il Criterio di Buchberger implica che G non e` una base di Groebner.
Proposizione 2.3.5 Una base v1, . . . , vr per un sottomodulo N tale che
LC(vi) = 1 per ogni i = 1, . . . , r e` una base di Groebner minimale per N
se e solo se i leading term dei vettori della base contengono vettori distinti
della base standard.
Dimostrazione⇒ Supponiamo per assurdo che esistano due vettori g1, g2 ∈
G che abbiano leading term che contengono lo stesso vettore della base
standard ovvero che LT (g1) = a1σ
α1ei e LT (g2) = a2σ
α2ei per qualche
i ∈ {1, . . . , n}. Per simmetria possiamo supporre α1 < α2 da cui LT (g1) |
LT (g2) e questo ci dice che LT (g2) ∈ 〈LT (G \ {g2})〉 che e` assurdo per la
definizione 2.2.4 di base di Groebner minimale.
⇐ Basta mostrare che se LT (vi) = σ
αiek e LT (vj) = σ
αj el con k 6= l
allora si ha che S(vi, vj) = 0 poiche´ e` nullo il minimo comune multiplo fra i
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termini principali dei due vettori e quindi per il criterio 2.3.3 {v1, . . . , vr} e`
una base di Groebner. Il fatto che sia una base di Groebner minimale segue
facilmente dalla definizione 2.2.4. 
Corollario 2.3.6 Una base di Groebner minimale G per un sottomodulo
sinistro N ⊆ E[σ]n e` composta al piu` da n vettori.
2.4 Algoritmi per il calcolo di una base di Groeb-
ner
Presenteremo adesso degli algoritmi per trovare la base di Groebner di un
sottomodulo che sfruttano il fatto che ci troviamo nel caso di polinomi in
una sola variabili e che quindi sono piu` efficaci di quello di Buchberger, di
cui una descrizione puo` essere trovata in [2], che funzionerebbe allo stesso
modo anche nel caso piu` generale di polinomi in piu` variabili.
Questi algoritmi possono essere visti come un’estensione dell’algoritmo
di eliminazione di Gauss che funziona su En. Puo` esserci quindi comodo
adesso rappresentare una base per un sottomodulo sinistro N ⊂ E[σ]n come
una matrice a coefficienti in E[σ] dove su ogni riga si trova un vettore della
base.
Definizione 2.4.1 Un’operazione elementare sulle righe per una matrice e`
una delle seguenti:
1. scambio fra loro di due righe
2. sottrazione di un multiplo sinistro di una riga da un’altra
3. moltiplicazione sinistra di una riga per un invertibile
Due matrici A e B si dicono equivalenti se possono essere ottenute l’una
dall’altra tramite un numero finito di operazioni elementari sulle righe e
sulle colonne.
Analogmente si potrebbe definire che cos’e` un’operazione elementare fra
colonne ma questo e` uno strumento che non ci servira` negli algoritmi che
presenteremo.
Due matrici equivalenti presentano chiaramente lo stesso sottomodulo.
E’ infatti chiaro che un’operazione di tipo (1) e di tipo (3) non fanno altro
che scambiare fra loro due generatori e moltiplicarne uno a sinistra per un
invertibile. Inoltre un operazione del tipo (2) aggiunge a un generatore f1
un multiplo di un altro generatore f2 e cos`ı facendo si puo` ancora scrivere
f1 come combinazione di f2 e del nuovo vettore.
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Sia N un sottomodulo di E[σ]n con base v1, . . . , vr e quindi presentato
dalla matrice 

v11(σ) · · · v1n(σ)
...
. . .
...
vr1(σ) · · · vrn(σ)


Sia di = multideg(vi) per i = 1, . . . , r e sia d = maxi=1,...,r(di). Indi-
chiamo con LCS(vi) il vettore in E
n che ha come componente j-esima
σd−di(LC(vij)) se deg(vij) = di e 0 altrimenti. Analogamente definiamo
LCS(H) la matrice r × n che ha come righe i vari LCS(vi). Il seguen-
te algoritmo restituisce una base di Groebner minimale per l’ordinamento
TOP .
Algorithm 1: Calcolo di una base di Groebner per l’ordinamento
TOP
Input: una matrice r × n associata ad una base per un sottomodulo
sinistro N ⊂ E[σ]n
Output: una matrice associata ad una base di Groebner minimale di
N per l’ordinamento TOP
A← matrice associata ad N
L← LCS(A)
while rankL = r do
calcola il vettore a = (a1, . . . , ar) ∈ E
r tale che aL = 0
max← un indice tale che dmax sia massimo fra i di per cui ai 6= 0
vmax ← a1σ
dmax−d1v1 + · · ·+ amaxvmax + · · ·+ arσ
dmax−drvr
if hmax = 0 then
rimuovi la riga hmax dalla matrice
r ← r − 1
end
L← LCS(A)
end
while esistono due vettori vi ed vj con di ≥ dj che hanno leading
term che contengono lo stesso vettore della base standard do
vi ← LC(vi)
−1vi − σ
di−dj LC(vj)
−1vj = S(vi, vj)
end
return A
Dimostrazione Le uniche sostituzioni che avvengono su A durante l’ese-
cuzione dell’algoritmo sono la sostituzione di vmax con a1σ
dmax−div1 + · · ·+
amaxvmax + · · · + arσ
dmax−drvr nel primo passo e di vi con LC(vi)
−1vi −
σdi−dj LC(vj)
−1vj nel secondo. In entrambi i casi tale sostituzione non
cambia il sottomodulo N che viene presentato da A poiche´ tali operazioni
possono essere ottenute con operazioni elementari sulle righe.
Se poniamo D = d1 + · · · + dr allora ad ogni iterazione del primo passo
il valore di D decresce. Infatti la combinazione lineare a1σ
dmax−div1 + · · ·+
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amaxvmax + · · · + arσ
dmax−drvr e` pensata in modo tale che le componenti
di grado piu` alto che intervengono nella somma, cioe` di grado dmax, si
annullino fra loro. Pertanto il primo passo deve terminare dopo un numero
finito di iterazioni.
Nel secondo passo dell’algoritmo si ha che i di sono costanti. Se non lo
fossero allora avremmo potuto trovare una combinazione lineare dei vettori
LCS(vi) nulla ma questo e` assurdo poiche´ i vettori LCS(vi) per i = 1, . . . , r
erano linearmente indipendenti dalla condizione di uscita del primo ciclo.
Ad ogni esecuzione del secondo passo almeno una delle componenti piu`
a sinistra della matrice LCS(A) viene annullata e di conseguenza dopo un
numero finito di iterazioni otterremo una matrice A tale che le righe vi sono
vettori con termini principali contenenti distinti vettori della base standard
che e` equivalente ad essere una base di Groebner minimale in E[σ]n per la
proposizione 2.3.5. 
Osservazione 2.4.2 Il pregio di questo algoritmo e` quello di cercare in un
primo momento di ridurre il piu` possibile i multigradi dei vettori su cui
lavoriamo per limitare il numero di operazioni da eseguire sul campo E.
Il secondo passo non e` altro che una visione semplificata dell’algoritmo di
Buchberger nel caso in una variabile che stiamo studiando.
Esempio 2.4.3 Supponiamo il nostro sottomodulo N ⊆ F2[σ]
3 sia presen-
tato dalla matrice
A =

 σ3 + σ2 σ3 + σ + 1 σ3 + σ1 σ2 + 1 σ3 + σ2
σ σ + 1 1


Allora la nostra matrice LCS(A) sara` la seguente
LCS(A) =

 1 1 10 0 1
1 1 0


ed essendo una matrice singolare ha una combinazione lineare delle ri-
ghe non banale che si annulla. Il nostro v sara` (1, 1, 1) e di conseguenza
sostituiamo
v1 ← v1 + v2 + σv3
= (σ3 + σ2, σ3 + σ + 1, σ3 + σ) +
+ (1, σ2 + 1, σ3 + σ2) +
+ σ2(σ, σ + 1, 1)
= (σ2 + 1, σ, σ)
ottenendo la matrice
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A =

 σ2 + 1 σ σ1 σ2 + 1 σ3 + σ2
σ σ + 1 1


Ora LCS(A) e` uguale a
LCS(H) =

 1 0 00 0 1
1 1 0


e non essendo singolare ha rango massimo. Passiamo quindi al secondo
passo dell’algoritmo. Notiamo innanzitutto che v1 ed v3 hanno rispettiva-
mente termini principali σ2e1 ed σe1. Sostituiamo quindi ad v1 il vettore
v1 − σv3 = (1, σ
2, 0). Adesso la matrice A e` diventata
A =

 1 σ2 01 σ2 + 1 σ3 + σ2
σ σ + 1 1


Tutti i vettori hanno leading term contenente un vettore distinto della
base e di conseguenza quella ottenuta e` una base di Groebner minimale per
l’ordinamento TOP .
Faremo adesso vedere invece come un algoritmo standard per ridurre una
matrice in forma normale di Hermite possa essere applicato al nostro caso per
ottenere una base di Groebner per l’ordinamento POT di un sottomodulo
N di cui sia stata data una base. Si noti infatti che le righe di una matrice in
forma normale di Hermite corrispondono proprio ad una base di Groebner
ridotta per tale ordinamento.
Adesso diamo una procedura algoritmica per calcolare la forma normale
di Hermite di una matrice A di dimensioni n × n associata ad una base
composta da n vettori per un sottomodulo sinistro N . L’idea di base e`
quella di calcolare passo dopo passo la forma normale di Hermite delle sot-
tomatrici i × i (ovvero le sottomatrici costituite dalle prime i righe e dalle
prime i colonne cos`ıcche´ dopo l’i-esimo passo la nostra matrice assomigli
alla seguente 

∗ ∗ ∗ ∗ ∗ ∗ · · · ∗
0 ∗ ∗ ∗ ∗ ∗ · · · ∗
0 0 ∗ ∗ ∗ ∗ · · · ∗
0 0 0 ∗ ∗ ∗ · · · ∗
∗ ∗ ∗ ∗ ∗ ∗ · · · ∗
∗ ∗ ∗ ∗ ∗ ∗ · · · ∗
...
...
...
...
...
...
...
∗ ∗ ∗ ∗ ∗ ∗ · · · ∗


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L’algortimo e` tratto da [10]. Data una matrice di polinomi A ne restitui-
sce la sua forma normale ottenuta tramite operazioni elementari sulle righe.
Con Ai indicheremo l’i-esimo vettore riga della matrice.
Algorithm 2: calcolo forma normale di Hermite per matrice su E[σ]
Input: una matrice A di dimensione n× n a coefficienti in E[σ]
Output: una matrice A, equivalente a quella data, in forma normale
di Hermite
for i = 2, . . . , n do
Mettiamo l’i-esima sottomatrice in forma normale di Hermite
for j = 1, . . . , i do
Calcolare r = gcd(Ajj, Aij), il massimo comune divisore
sinistro, e quattro polinomi p, q, s, t tali che r = pAjj + qAij,
s ∗ Ajj + tAij = 0 e pt− sq = 1 utilizzando la versione estesa
dell’algoritmo euclideo.
Eseguire operazioni elementari sulle righe in modo tale che Aij
diventi zero nel seguente modo:
Sia D la matrice 2× 2
D =
(
p q
s t
)
Rimpiazzare le righe Aj ed Ai con le due righe del prodotto.
D
(
Aj
Ai
)
Questo equivale ad eseguire ripetute operazioni di tipo (2) fra
le due righe fino a quando il coefficiente Aij della matrice non
si annulla.
Se j > 1 allora eseguire un RIDUCI SOPRA LA
DIAGONALE(j, A)
end
Eseguire un RIDUCI SOPRA LA DIAGONALE(i, A)
end
return la matrice A
Function RIDUCI SOPRA LA DIAGONALE(i,A)
Riduciamo tutti gli elementi sopra Aii in modo tale che
deg(Aji) < deg(Aii) per ogni j < i.
Per far cio` sia qj il quoziente nella divisione fra Aji e Aii ovvero quel
polinomio tale che Aji = qjAii + rj per qualche polinomio rj con
deg(rj) < deg(Aii).
for j = 1, . . . , i− 1 do sostituisci Aj con Aj − qjAi
In questo modo ora Aji = rj che ha grado minore di Aii come voluto.
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Osservazione 2.4.4 Ad ogni iterazione del sottociclo principale viene resa
nulla la componente Aij al di sotto della diagonale percio` dopo circa n
2/2
iterazioni del sottociclo il processo termina. Questo algoritmo ha il pre-
gio di cercare di mantenere il grado dei polinomi sopra la diagonale il piu`
basso possibile chiamando ripetutamente la funzione RIDUCI SOPRA LA
DIAGONALE ad ogni iterazione del sottociclo principale.
Si noti infatti che per ogni entrata Aij della matrice che viene posta a
zero viene chiamato tale funzione. Se utilizzassimo come approccio quello di
annullare prima tutte le componenti sotto la diagonale e poi quello di ridurre
le componenti sopra la diagonale, si rischierebbe che il grado dei polinomi
della matrice possa crescere molto velocemente anche se non daremo una
dimostrazione esplicita di questo fatto.
Le componenti sulla diagonale al termine dell’algoritmo non sono mai
nulle. Se qualcuna di esse lo fosse allora si avrebbe che un insieme dei vettori
della base non sarebbe indipendente e pertanto la dimensione del sottomodulo
sinistro N non sarebbe n ma piu` piccola in contrasto con l’ipotesi iniziale
che la base di partenza era composta da n vettori e che quindi la dimensione
di N era proprio n.
2.5 Sottomoduli zero-dimensionali
Adesso mostreremo un approccio completamente diverso basato su [20] che
permette, data una matrice non singolare di polinomi le cui righe formano
una base di Groebner rispetto all’ordinamento TOP , di passare ad una base
di Groebner in forma POT e quindi di ottenere la forma normale di Hermite
della matrice che presenta l’ideale.
Definizione 2.5.1 Un sottomodulo N di Rn si dice zero-dimensionale se
il modulo quoziente sinistro Rn/N ammette una base finita come spazio
vettoriale su E.
Dato un sottomodulo N denoteremo con (G, <) la base di Groebner
ridotta rispetto all’ordinamento <. Diremo che un vettore v ∈ Rn e` ridotto
rispetto a G se nessun vettore g ∈ G ha leading monomial che divide il
leading monomial di v. Dato un vettore v, denotiamo con vG , il resto della
divisione di v per la base di Groebner G, e la chiameremo forma normale di
v in Rn/N .
Definizione 2.5.2 Dato un sottomodulo zero-dimensionale N ⊂ Rn e (G, <
) una base di Groebner ridotta per N , chiameremo una base naturale per
il E-spazio vettoriale Rn/N rispetto a (G, <), la base B(G) i cui vettori
sono monomi ridotti rispetto a G. Denoteremo con D(N) la dimensione del
E-spazio vettoriale Rn/N .
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Esempio 2.5.3 Sia R = F2[σ] ed N =< v1, v2, v3 > dove v1, v2, v3 e` una
base di Groebner ridotta rispetto all’ordinamento TOP data dalla seguente
matrice: 
 σ2 + σ σ + 1 1σ + 1 σ3 + σ + 1 0
σ σ2 + 1 σ


N e` un ideale zero-dimensionale e una base per Rn/N come spazio vettoriale
su F2 e` data dai vettori b1 = (1, 0, 0), b2 = (σ, 0, 0), b3 = (0, 1, 0), b4 =
(0, σ, 0), b5 = (0, σ
2, 0), b6 = (0, 0, 1).
Teorema 2.5.4 N e` zero dimensionale se e solo se ammette una base di
Groebner minimale G = {g1, . . . , gr} con r = n. Inoltre se N e` zero dimen-
sionale allora la dimensione come E-spazio vettoriale di Rn/N e` data da
deg(LT (g1)) + · · · + deg(LT (gn)).
Dimostrazione Se G = {g1, . . . , gr} con r < n allora esiste i tale che ei
non e` contenuto nel leading term di nessuna vettore della base G. Allora i
monomi ei, σei, σ
2ei, . . . non si riducono rispetto a G e pertanto formano un
insieme infinito e linearmente indipendente di Rn/N .
D’altra parte se | G |= n allora possiamo supporre che LM(gi) = X
αiei
per i = 1, . . . , n e che quindi ogni vettore v si riduce modulo G ad un vettore
che in forma normale si scrive come vG = f1e1+· · ·+fnen dove deg(fn) < αn
per cui una base per Rn/N e` composta dai vettori
e1, σe1, · · · · · · σ
α1−1e1, e2, σe2, · · · σ
α2−1e2, · · · en, σen, · · · · · · · · · σ
αn−1en
che sono in tutto α1 + · · ·+ αn. 
Definizione 2.5.5 Sia B(G) la base naturale per Rn/N rispetto alla base
di Groebner G, definiamo:
M(G) = {σb|b ∈ B(G), 1 ≤ i ≤ n, σb /∈ B(G)}
Esempio 2.5.6 Nell’esempio precedente M(G) = {(σ2, 0, 0), (0, σ3 , 0), (0, 0, σ)}
L’idea principale dell’algoritmo che stiamo per descrivere e` abbastanza
semplice. Iniziamo con una base di Groebner G per un sottomodulo zero-
dimensionale N rispetto all’ordinamento TOP . L’algoritmo riceve come
input dei monomi in ordine crescente rispetto all’ordinamento POT . Ad
ogni passo abbiamo un insieme GPOT di vettori in N ed una lista BPOT di
monomi inizialmente vuota.
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Algorithm 4: Cambio base di Groebner da ordinamento TOP a POT
Input: Una base di Groebner G per l’ordinamento TOP
Output: Una base di Groebner GPOT ridotta per l’ordinamento POT
repeat
Dato il monomio σα(i)eki calcoliamone la sua forma normale
σαeki
G
rispetto a G.
if σα(i)eki
G
e` linearmente dipendente dalla forma normale dei
monomi in BPOT then
data la combinazione lineare σα(i)eki
G
−
∑
j cjσ
α(j)ekj
G
= 0
dove σα(j)ekj ∈ BPOT e cj ∈ E.
Allora g = σα(i)eki −
∑
j cjσ
α(j)ekj ∈ N
aggiungiamo g alla lista GPOT come ultimo vettore.
else
aggiungiamo σα(i)eki a BPOT come ultimo vettore.
end
sostituiamo a σα(i)eki
G
il successivo monomio nell’ordinamento
POT non e` divisibile da alcuno dei LM(gi) per gi ∈ GPOT .
until il leading term dell’ultimo g aggiunto a GPOT contiene e1
return GPOT
Esempio 2.5.7 Consideriamo il sottomodulo N dell’esempio precedente ge-
nerato da
f1 = (σ
2 + σ)e1 + (σ + 1)e2 + e3
f2 = (σ + 1)e1 + (σ
3 + σ + 1)e2
f3 = σe1 + (σ
2 + 1)e2 + σe3
Allora B = {e3, e2, σe2, σ
2e2, e3, σe3} e le forme normali dei vettori f ∈
M/N rispetto alla base G = {f1, f2, f3} sono combinazioni degli vettori di B.
Dopo aver calcolato i resti dei monomi e3, σe3, σ
2e3, σ
3e3, σ
4e3, σ
5e3, σ
6e3
otteniamo
GTOP = {(σ
6 + σ5 + σ2 + σ + 1)e3}
BTOP = {e3, σe3, σ
2e3, σ
3e3, σ
4e3, σ
5e3}
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Sono stati infatti eseguiti i seguenti calcoli:
e3
G = e3
σe3
G = σe1 + (σ
2 + 1)e2
σ2e3
G
= e1 + σe2 + 1
σ3e3
G
= e2
σ4e3
G
= σe2
σ5e3
G
= σ2e2
σ6e3
G
= σ3e3
Ora si nota che e3
G , . . . , σ5e3
G
sono linearmente indipendenti mentre σ6e3
G
e` linearmente dipendente da e3
G , σe3
G , σ2e3
G
, σ5e3
G
ed σ6e3
G
. Successiva-
mente passeremo all’algoritmo i monomi e2 ed e1 la cui forma normale e`
linearmente dipendente dalla precedente. Da cui
GTOP = {(σ
6 + σ5 + σ2 + σ + 1)e3, , e2 + σ
3e3, e1 + (σ
4 + σ2 + 1)e3}
che si verifica essere una base di Groebner del sottomodulo N per l’ordina-
mento POT . La matrice che presenta il sottomodulo associata a questa base
e` infatti in forma normale:
 1 0 σ4 + σ2 + 10 1 σ3
0 0 σ6 + σ5 + σ2 + σ + 1


Teorema 2.5.8 Data una base di Groebner G che genera un sottomodulo
N zero-dimensionale l’algoritmo 4 termina e calcola una base di Groebner
rispetto all’ordinamento POT e una base per il sottomodulo quoziente Rn/N .
Dimostrazione Osserviamo innanzitutto che i monomi sono aggiunti alla
lista BPOT in ordine strettamente crescente. Analogamente, se GPOT =
{g1, . . . , gk} allora
LT (g1) <POT · · · <POT LT (gk)
Questo poiche´ ogni volta che aggiungiamo un vettore gk+1 a GPOT il leading
term LT (gk+1) e` il monomio che e` stato appena processato dall’algoritmo.
Per come vengono scelti questi monomi si ha che
LT (gi) - LT (gk+1) ∀i = 1, . . . k (2.7)
Se l’algoritmo non terminasse per qualche G verrebbero aggiunti infiniti vet-
tori a GPOT o a BPOT . Nel primo caso avremmo una lista infinita di monomi
LT (g1), LT (g2), . . .. Per il lemma di Dickson esisterebbe allora un intero n
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tale che ogni σα(i)eki e` divisibile da uno fra σ
α(1)ek1 , . . . , σ
α(n)ekn e questo
contraddirebbe (2.7). D’altra parte nel secondo caso se la seconda alternati-
va fosse scelta infinite volte allora BTOP conterrebbe infiniti monomi σ
α(i)eki
il cui resto nella divisione per G risulterebbe essere linearmente indipen-
dente in M/N . Questo contraddirebbe l’ipotesi che N sia un sottomodulo
zero-dimensionale. Quindi l’algoritmo termina.
Supponiamo che l’algoritmo termini con GPOT = {g1, . . . , gk}. LT (gk) =
σαe1. Supponiamo inoltre che ci sia un vettore g ∈ N tale che LT (g) non
e` multiplo di alcuno dei LT (gi) per i = 1, . . . , k. A meno di sostituire g
con la sua forma normale rispetto a GPOT (ovvero g
GPOT ) possiamo suppore
che g sia ridotto. Se LT (g) > LT (gk) = σ
αe1 allora non puo` essere che un
multiplo di LT (gk). Quindi
LT (gi) < LT (g) ≤ LT (gi + 1)
per qualche i < k. Ma l’algoritmo inserisce monomi in BPOT in ordine
strettamente crescente. Inoltre tutti i monomi non principali in g devono
essere piu` piccoli di LT (g) nell’ordinamento POT . Essi non sono divisibili
per alcuno dei LT (gj) per j ≤ i, poiche´ g e` ridotto. Cos`ı i monomi non
principali di g sarebbero stati inclusi in BPOT al momento in cui LT (g)
veniva processato dall’algoritmo e g sarebbe stato il polinomio successivo
a gi incluso in GPOT dall’algoritmo (ovvero g = gi+1). Questo contraddice
la nostra assunzione su g che dimostra che GPOT e` una base di Groebner
rispetto all’ordinamento POT .
Risulta infine facile vedere che BTOP e` una base per R
n/N rispetto alla
nuova base di Groebner GPOT . Infatti, per come sono stati aggiunti i monomi
in BTOP , non esistono altri monomi che non siano divisibili per LT (gi) per
qualche i = 1, . . . , k. Percio` i monomi in BTOP formano effettivamente una
base. 
2.6 Azione lineare dei vettori in E[σ]n
Definiamo ora il concetto di azione lineare di un vettore in E[σ]n su un vet-
tore in En. Questo ci permettera` di associare ad ogni sottomodulo sinistro
N ⊂ E[σ]n il sottospazio dei vettori su cui l’azione lineare dei vettori v ∈ N
restituisce zero e tale strumento tornera` utile in seguito quando parleremo
di fattorizzazione di polinomi.
Definizione 2.6.1 Dato un vettore a = (a1, . . . , an) nello spazio vettoriale
En definiamo l’azione su di esso di un vettore v = (v1, . . . , vn) nel modulo
E[σ]n nel seguente modo: ∗ : E[σ]n ×En → E
(v1, . . . , vn) ∗ (a1, . . . , an) = v1 ∗ a1 + · · ·+ vn ∗ an
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Esempio 2.6.2 Sia E = F8 = F2[α] con α che soddisfa l’equazione α
3 +
α + 1 e scegliamo σ = φp l’automorifismo di Frobenius, ovvero la mappa
α 7→ αp. Allora l’azione del vettore v = (0, α2 +α, σ+1) ∈ F8[σ]
3 sul vettore
a = (1, α2 + α, α2) ∈ F38 ci da`
v ∗ a = (0, α2 + α, σ + 1) ∗ (1, α2 + α, α2)
= 0 ∗ 1 + (α2 + α) ∗ (α2 + α) + (σ + 1) ∗ (α2)
= (α2 + α)(α2 + α) + σ(α2) + α2
= α + α2 + α + α2 = 0
e quindi diremo che a e` uno zero per il vettore v.
Definizione 2.6.3 Dato un sottomodulo sinistro N di E[σ]n diciamo che
a ∈ En e` uno zero per tale sottomodulo se v ∗ a = 0 per ogni v ∈ N .
Osservazione 2.6.4 Dato K = Eσ, il sottocampo lasciato fisso da σ, si
vede facilmente che gli zeri di un sottomodulo N formano un K-sottospazio
vettoriale. Infatti se a, b ∈ En sono tali che v ∗ a = v ∗ b = 0 per ogni v ∈ N
allora, dati λ, µ ∈ K, si ha che:
v ∗ (λa + µb) = v1 ∗ (λa1 + µb1) + · · ·+ vn ∗ (λan + µbn)
= λv1 ∗ a1 + µv1 ∗ b1 + · · · + λvn ∗ an + µvn ∗ bn
= λv ∗ a + µv ∗ b = 0
Definizione 2.6.5 Dato un sottospazio W di En diciamo che v ∈ E[σ]n e`
un annullatore per tale sottospazio se v ∗ a = 0 per ogni a ∈W .
Osservazione 2.6.6 Gli annullatori per un dato sottospazio W formano
un sottomodulo di E[σ]n. Infatti dati v, w ∈ E[σ]n tali che v ∗ a = w ∗ a = 0
per ogni s, t ∈ E
(sv + tw) ∗ a = (sv1 + tw1) ∗ a1 + · · ·+ (svn + twn) ∗ an
= sv1 ∗ a1 + tw1 ∗ a1 + · · ·+ svn ∗ an + twn ∗ an
= sv ∗ a + tw ∗ a = 0
ed inoltre se v ∗ a = 0 e f ∈ E[σ] un σ-polinomio qualsiasi allora si ricava
che
(fv) ∗ a = (fv1, . . . , fvn) ∗ a
= fv1 ∗ a + · · · + fvn ∗ a
= f ∗ (v1 ∗ a) + · · ·+ f ∗ (vn ∗ a)
= f ∗ (v1 ∗ a + · · ·+ vn ∗ a)
= f ∗ (v ∗ a) = f ∗ 0 = 0
dove si e` fatto uso del teorema 1.2.1.
43
2- Moduli su anelli di σ-polinomi
44
Capitolo 3
Fattorizzazione di polinomi
su campi finiti
In questo capitolo studieremo alcuni degli algoritmi fondamentali per la
fattorizzazione di polinomi su campi finiti. Sarebbe impossibile dare una
panoramica completa di tutti quelli esistenti poiche´ troppo numerosi. Noi
svilupperemo soltanto la teoria riguardante gli algoritmi principali basati
sull’algebra lineare, ovvero quello di Berlekamp e quello di Niederreiter che
e` una sua variazione, innanzitutto poiche´ sono fra i pochi che forniscono
dei buoni running time deterministici e poi perche´ il nuovo algoritmo che
presenteremo nel prossimo capitolo e` un estensione di questi. Per com-
pletezza mostriamo anche il funzionamento dell’algoritmo probabilistico di
Cantor-Zassenhaus poiche´ sull’idea contenuta in questo si basano i principali
algoritmi di fattorizzazione usati nei package di computer algebra.
Rifacendoci alla nomenclatura introdotta in [4], nello studio dei running
time indicheremo con M(n) il numero di operazioni necessarie per moltipli-
care fra loro due polinomi di grado n. In genere non e` molto chiaro a che
cosa M(n) corrisponda. Nel caso n sia molto grande la moltiplicazione fra
due polinomi viene eseguita tramite la trasformata discreta di Fourier e il
numero di operazioni sul campo dei coefficienti e` O(n log n), ovvero quasi
lineare nel grado del polinomio. Tuttavia per n ragionevoli nelle applicazioni
come quella dei codici di Reed Solomon puo` risultare piu` conveniente utiliz-
zare l’algoritmo classico di moltiplicazione fra polinomi che ha un running
time di O(n2) operazioni o al limite quello di Karatsuba che ha un running
time asintotico all’incirca di O(n1,59) operazioni.
3.1 Algoritmo di Berlekamp
Nel 1967 Berlekamp in [8] e [9] sugger`ı un metodo per la fattorizzazione
di polinomi in campi finiti per polinomi f a coefficienti in Fq con metodi
lineari. Sia f ∈ Fq[X] un polinomio monico squarefree, ovvero che nella
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scomposizione in fattori irriducibili non ha fattori che compaiono piu` di una
volta, di grado n > 0 ed R = Fq[X]/(f). Allora R e` uno spazio vettoriale
di dimensione n su Fq (in particolare e` una Fq-algebra) e la mappa β =
σ − id : R → R tale che β(a) = aq − a e` Fq-lineare. Se f = g1 · · · gr e` la
fattorizzazione di f in polinomi monici irriducibili e distinti allora grazie al
teorema Cinese del resto abbiamo che
R ∼= Fq[X]/(g1)× · · · × Fq[X]/(gr) (3.1)
Poiche´ i gi sono irriducibili ogni componente Fq[X]/(gi) e` un campo finito
con qdeg gi elementi e chiaramente contiene il sottocampo Fq composto dalle
costanti modulo gi. Dato a ∈ Fq[X] si ha che
a mod f ∈ kerβ ⇐⇒ aq ≡ a mod f ⇐⇒ aq ≡ a mod gi ∀i = 1, . . . , r
⇐⇒ a mod gi ∈ Fq ∀i = 1, . . . , r
Definizione 3.1.1 Dato f ∈ Fq[X] un polinomio square-free, con f =
g1g2 . . . gr prodotto di fattori irriducibili distinti, si chiama sottoalgebra di
Berlekamp l’Fq-algebra di polinomi
Bq = {h : h
q ≡ h (mod f)} (3.2)
Cos`ı Bq = kerβ e` il sottospazio correspondente a Fq×· · ·×Fq = F
r
q in R.
Se chiamiamo χ l’isomorfismo in (3.1) allora a mod f ∈ Bq se e solo se esisto-
no costanti a1, . . . , ar ∈ Fq tali che χ(a mod f) = (a1 mod g1, . . . , ar mod gr).
Osservazione 3.1.2 Se un polinomio f si spezza completamente in fattori
lineari sul campo Fq allora la sottoalgebra di Berlekamp altro non e` che tutto
lo spazio Fq[X]/(f) e quindi qualsiasi polinomio h soddisfa l’equazione (3.2).
La matrice Q ∈ Fn×nq rappresentante la mappa σ rispetto alla base po-
linomiale Xn−1 mod f, . . . ,X mod f, 1 mod f di R viene chiamata matrice
di Petr-Berlekamp di f . L’algoritmo di Berlekamp prima determina una
base b1 mod f, . . . , br mod f di Bq usando l’eliminazione di Gauss su Q− I.
Notiamo subito che dimBq = r come Fq-spazio vettoriale, dove ricordiamo
che r e` il numero di fattori irriducibili di f , e quindi
f e irriducibile ⇐⇒ r = 1 ⇐⇒ rank(Q− I) = n− 1
Applicare l’eliminazione di Gauss a Q− I, matrice n×n a coefficienti in
Fq, richiede con metodi classici O(n
3) operazioni su Fq.
Una volta ottenuta una base b1, . . . , br di Bq possiamo utilizzare la se-
guente decomposizione
hq − h =
∏
a∈Fq
(h− a)
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Da cui f = gcd(hq − h, f) = gcd(
∏
a∈Fq
(h − a), f) =
∏
a∈Fq
gcd(h − a, f)
poiche´ i fattori h−a sono tutti primi fra loro. Quindi, a meno che h non sia
una costante, si ha che l’uguaglianza sopra e` in realta` una fattorizzazione di
f poiche´ nessuno dei fattori e` f stesso. Una volta ridotti gli elementi della
base b1, . . . , br modulo i nuovi polinomi si puo` procedere ricorsivamente alla
fattorizzazione degli altri fattori.
Algorithm 5: Fattorizzazione deterministica data una base per la
sottoalgebra di Berlekamp
Input: S = {b1, . . . , br} una base per la sottoalgebra di Berlekamp
Bq associata all’algebra Fq[X]/(f)
Output: I fattori irriducibili del polinomio f
C ← {f}
foreach b ∈ S do
foreach a ∈ Fq do
C ′ ← ∅
foreach h ∈ C do
d← gcd(b− a, h)
if d = 1 then
C ′ ← C ∪ {h}
else
C ′ ← C ∪ {d, h/d}
end
end
C ← C ′
end
end
return C
Teorema 3.1.3 L’algoritmo 5 fattorizza f in O(qrM(n) log n) operazioni
su Fq.
Dimostrazione Il primo ciclo dell’algoritmo verra` eseguito in tutto r volte
mentre il suo sottociclo viene eseguito |Fq| = q volte. Ogni volta si richiede
che vengano calcolati dei gcd con polinomi h ∈ C i cui gradi sommati danno
il grado n del polinomio di partenza quindi si puo` stimare che tutti questi gcd
assieme richiedano O(M(n) log n) operazioni sul campo Fq. La correttezza
dell’algoritmo dipende dal fatto che se due fattori g1 e g2 non venissero
separati allora si avrebbe che bi mod g1 e bi mod g2 sarebbero uguali per
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ogni i = 1, . . . , r ma questo e` assurdo poiche´ altrimenti S non sarebbe una
base per Bq. 
Notare che l’algoritmo non e` polinomiale in log(q). Infatti nel caso di
q molto grande quest’ultima parte risulterebbe il collo di bottiglia princi-
pale dell’algoritmo di Berlekamp. Vale la pena quindi descrivere adesso
un procedimento probabilistico alternativo denominato Cantor-Zassenhaus
e descritto in [11] per evitare di dover calcolare ogni volta il gcd con q
polinomi, operazione che potrebbe diventare molto costosa nel caso di q
grande.
Sia b = c1b1 + · · · + crbr una combinazione casuale degli elementi della
base con c1, . . . , cr ∈ Fq scelti indipendentemente. In questo modo b sara`
un elemento casuale della sottoalgebra Bq e cos`ı anche i b mod gi saranno
elementi casuali di Fq per i = 1, . . . , r. Nel caso nessun gi divida b, ovvero
gcd(b, f) = 1, allora
b
q−1
2 ≡ ±1 (mod gi) se q dispari
T rFq |F2(b) ≡ {0, 1} (mod gi) se q pari
ed entrambe le probabilita` si manifestano con probabilita` 1/2 indipendente-
mente per ogni i. Quindi se i b(q−1)/2 mod gi (risp. TrFq|F2(b) mod gi) non
sono tutti uguali allora
f = gcd(b
q−1
2 − 1, f) gcd(b
q−1
2 + 1, f) se q dispari
f = gcd(TrFq |F2(b), f) gcd(TrFq |F2(b) + 1, f) se q pari
e` una fattorizzazione non banale e tale evenienza si presenta con probabilita`
1− 1/2r−1 ≥ 1/2.
Presentiamo allora un analogo dell’algoritmo 5 che sfrutta queste pro-
prieta`.
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Algorithm 6: Fattorizzazione probabilistica data una base per la
sottoalgebra di Berlekamp
Input: S = {b1, . . . , br} una base per la sottoalgebra di Berlekamp
Bq associata all’algebra Fq[X]/(f)
Output: I fattori irriducibili del polinomio f
C ← {f}
while C contiene meno di r elementi do
b← c1b1 + · · · + crbr un elemento a caso di Bq
C ′ ← ∅
foreach h ∈ C do
d← gcd(b, h)
if d 6= 1 then
C ′ ← C ∪ {d, h/d}
else
if q e` pari then
c← TrFq |F2(b)
else
c← b
q−1
2
end
d← gcd(c− 1, h)
if d = 1 then
C ′ ← C ∪ {h}
else
C ′ ← C ∪ {d, h/d}
end
end
end
C ← C ′
end
return C
Teorema 3.1.4 L’algoritmo 6 fattorizza f in O(M(n) log q log r) operazioni
su Fq.
Dimostrazione Il costo principale dell’algoritmo consiste nel calcolo di c =
b(q−1)/2 mod f (o c = TrFq |F2(b) nel caso q sia pari) che con metodi clas-
sici richiede O(M(n) log q) operazioni su Fq. Supponendo che gcd(b, h) o
gcd(c − 1, h) non siano entrambi banali al variare di h, cosa che avviene
con probabilita` maggiore di 1/2 per quanto detto, si ha allora che il nu-
mero dei fattori in C aumenta ad ogni iterazione del ciclo principale. In
generale ogni c permette di scomporre piu` di uno dei fattori gia` trovati e in
media l’algoritmo trova tutti i fattori di f dopo O(log r) passi per un totale
di O(M(n) log q log r) operazioni su Fq. Per una maggiore precisazione su
quest’ultima affermazione si veda [4] 
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Questo running time e` sensibilmente minore rispetto a quello trovato
per l’algoritmo 5. Tuttavia si basa sull’assunzione che gcd(c− 1), h sia non
banale e questo non e` vero sempre percio` si tratta soltanto di un running
time probabilistico. Mettendolo assieme al running time per trovare una
base della sottoalgebra Bq otteniamo un costo totale di O(n
3 +n2 log q log r)
operazioni su Fq.
Nel prossimo capitolo studieremo un metodo deterministico alternativo
che utilizza un approccio un po’ diverso e che permette di ridurre il numero
di iterazioni che deve compiere l’algoritmo 5 nel caso q = pk con k ≥ 2.
3.2 Sottospazi che fattorizzano f
Supponiamo f =
∏r
i=1 gi e che i gi siano polinomi irriducibili e distinti in
Fq[X]. Allora, data la sottoalgebra di Berlekamp Bq, per ogni gi esiste un
bi ∈ Bq tale che gcd(bi, f) = gi. Questo fatto vale anche per il sottospazio di
Niederreiter che definiremo piu` avanti. Questi spazi sono detti fattorizzare
f completamente. Introdurremo ora piu` precisamente tali concetti.
Definizione 3.2.1 Supponiamo f =
∏r
i=1 gi con i gi ∈ Fq[X] irriducibi-
li. Sia S un sottospazio in Fq[X]/(f). Allora S fattorizza f se esistono
s1, s2, . . . , sr ∈ S tutti distinti tali che gi|si. Si noti che la divisibilita` di si
per gi non dipende dal particolare rappresentante di si in Fq[X]/(f).
Esempio 3.2.2 Supponiamo f =
∏r
i=1 gi. Definiamo si,k =
f
gigi+1...gi+k
dove i pedici sono ridotti modulo r e 1+k < r. Sia Sk il sottospazio generato
dagli elementi {si,k : i = 1, 2, . . . , r}. Allora gi|si ed Sk fattorizza f . Nota
che i fattori irriducibili di f non devono necessariamente essere elementi di
Sk.
Definizione 3.2.3 Sia S = {s1, . . . , sk} e τ = {j1, . . . , jl} ⊆ {1, . . . , k} con
l ≤ k. Definiamo f0 = f ed fσ = gcd(sj1 . . . sjl, f).
Definizione 3.2.4 Diciamo che un insieme di polinomi S fattorizza f com-
pletamente se esistono r polinomi distinti s1, s2, . . . , sr ∈ S tali che f0 = f
e i fattori g1, . . . , gr di f possono essere trovati nell’insieme {fα : α e` un
sottoinsieme di {1, 2, . . . , r}}.
Chiaramente un sottospazio S che fattorizza f completamente necessa-
riamente fattorizza f poiche´ se gi = fσi per i = 1, 2, . . . ,m allora esiste
ki ∈ σi tale che ki /∈ σj ∀j 6= i. Dunque ski per i = 1, 2, . . . ,m sono
polinomi distinti tali che ski |gi.
Esempio 3.2.5 Sia f =
∏r
i=1 gi con gi ∈ Fq[X] irriducibili. Definiamo
si = gi per i = 1, . . . , r. Il sottospazio S generato da {s1, s2, . . . , sr} fattoriz-
za f completamente. In generale se S e` un sottospazio che contiene i fattori
di f allora S fattorizza f completamente.
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Esempio 3.2.6 Supponiamo f =
∏r
i=1 gi con gi ∈ Fq[X] irriducibili. Con-
sideriamo il sottospazio S ′ generato dall’insieme { fg1 ,
f
g2
, . . . , fgr } in Fq[X]/(f).
Definiamo si+1 =
f
gi
dove i pedici sono ridotti modulo r. Allora e` facile vede-
re che S′ fattorizza f . Ora sia fi = gcd(f, si) = si e gcd(fi, sj) =
f
gi−1gj−1
=
fij per i 6= j. Dunque, prendendo i massimi comun divisori di f con si per
i 6= k consecutivamente si ottiene fl1l2...lr−1 = gk−1 dove li 6= k. Cos`ı S
′
fattorizza f completamente.
Questo e` un esempio dove S non contiene fattori di f quando r ≥ 3 e
allo stesso tempo S fattorizza f completamente.
Esempio 3.2.7 Sia dato un polinomio f ∈ Fq[X] come sopra. Consideria-
mo i polinomi hi =
∑
j 6=i yj
f
gj
per i = 1, . . . r dove yj e` l’inverso di f/gj nel
campo Fq[X]/(gj). Questi generano il sottospazio di Berlekamp Bq. Tale
sottospazio fattorizza f completamente come risulta dall’algoritmo 5.
Definizione 3.2.8 Sia S un sottospazio con base {c1, c2, . . . , cr} in Fq[X]/(f).
Un sottospazio H in Fq[X]/(f) con base {d1, d2, . . . , dr} e` detto essere equi-
valente ad S se e solo se esiste un polinomio l ∈ Fq[X]/(f) tale che gcd(l, f) =
1 e lci ≡ di (mod f) per i = 1, . . . ,m. Noi scriviamo H ≡ lS (mod f)
quando H e` equivalente ad S.
Chiaramente la relazione definita sopra e` una relazione di equivalenza in
Fq[X]/(f).
Lemma 3.2.9 Dato un polinomio f ∈ Fq[X]/(f), il sottospazio di Berle-
kamp associato ad f e` equivalente al sottospazio S ′ definito nell’esempio
3.2.6.
Dimostrazione Supponiamo f =
∏r
i=1 gi ∈ Fq[X]. Allora gli elementi{
yi
f
gi
: yi
f
gi
≡ 1 mod gi
}
i=1,...,r
formano una base per Bq.
Per il teorema cinese del resto esiste un unico polinomio h ∈ Fq[X]/(f)
tale che h ≡ f/gi mod gi per i = 1, . . . , r. Abbiamo quindi che
h
f
gi
≡ yi
f
gi
mod f
Poiche´ {f/gi}i=1,...,r e` una base per S
′ si conclude che h e` il polinomio
cercato, ovvero S ′ = hBq e quindi S
′ e` associato al sottospazio di Berlekamp.

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Proposizione 3.2.10 Gli elementi dello spazio vettoriale u · Bq associato
alla sottoalgebra di Berlekamp, con u invertibile in Fq[X]/(f), soddisfano
l’equazione
hq ≡ uq−1h (mod f) (3.3)
Inoltre se q e` dispari dato g ∈ u · Bq si ha che
f = gcd(g, f) · gcd(g
q−1
2 − u
q−1
2 , f) · gcd(g
q−1
2 + u
q−1
2 , f)
Dimostrazione Dato b ∈ Bq si ha che
(ub)q ≡ (u)qbq ≡ (u)qb ≡ (u)q−1(ub) (mod f)
Dalla questa relazione si ricava che se g ∈ u · Bq allora
f = gcd(gq − guq−1, f)
= gcd(g · (g
q−1
2 − u
q−1
2 ) · (g
q−1
2 + u
q−1
2 ), f)
= gcd(g, f) · gcd(g
q−1
2 − u
q−1
2 , f) · gcd(g
q−1
2 + u
q−1
2 , f)

Definizione 3.2.11 Per un fissato intero k ≥ 0 definiamo la derivata di
Hasse-Teichmu¨ller H (k) di ordine k come l’operatore Fq-lineare definito sul
campo delle serie formali di Laurent in X−1 su Fq nel seguente modo
H(k)(
∞∑
n=n0
snX
−n) =
∞∑
n=n0
(
−n
k
)
snX
−n−k
Definizione 3.2.12 Dato f un polinomio square-free, si chiama sottospazio
di Niederreiter il seguente
Nq = {h : H
(q−1)(h/f) = (h/f)q}
dove H(q−1) e` la q − 1-esima derivata di Hasse-Teichmu¨ller.
Osservazione 3.2.13 Questa e` la versione originale con cui Niederreiter
aveva definito il sottospazio Nq in [15]. All’apparenza puo` sembrare una
complicata equazione differenziale da risolvere ma non lasciamoci ingannare.
L’operatore H (q−1) non e` altro che quell’operatore Fq-lineare tale che
H(q−1)Xn =
{
Xn−q−1 se n ≡ q − 1 mod q
0 altrimenti
Questo e` dovuto al fatto che(
n + q − 1
q − 1
)
≡
{
1 mod p per n ≡ 0 mod q
0 mod p per n 6≡ 0 mod q
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Teorema 3.2.14 Il sottospazio vettoriale di Niederreiter e` associato al sot-
tospazio di Berlekamp ed in particolare Nq = f
′Bq, dove con f
′ indichiamo
la derivata formale del polinomio f , o anche
Nq = {h : h
q ≡ f ′q−1h (mod f)}
Dimostrazione Consideriamo un elemento h ∈ f ′Bq. Questo sara` della
forma f ′b per qualche b ∈ Bq. Allora h soddisfera` l’equazione (3.3) con
u = f ′. Ora consideriamo l’espressione H (q−1)(f q−1h). Dalla formula di
Leibniz per le derivate estesa alla derivata di Hasse-Teichmu¨ller si ricava
che
H(q−1)(f q−1h) ≡ (f ′)q−1h (mod f)
poiche´ tutti gli altri termini nello sviluppo della derivata risultano multipli
di f . D’altra parte si ottiene dalla formula per lo sviluppo del binomio e
dalla regola di Liebniz per la derivata di Hasse-Teichmu¨ller che
H(q−1)(f q−1h) = H(q−1)(f qh/f)
=
q−1∑
k=0
H(k)f qH(q−1−k)(h/f)
= f qH(q−1)(h/f)
poiche´ tutti i termini per k > 0 sono nulli in quanto f q e` un polinomio in
Xq e quindi le sue derivate sono tutte nulle. Percio` si ricava che:
(f ′)q−1h ≡ f qH(q−1)(h/f) (mod f)
Quindi h soddisfa l’equazione f qH(q−1)(h/f) ≡ hq (mod f) che in realta` e`
un’uguaglianza poiche´ entrambi i membri sono polinomi in X q di grado mi-
nore di d ed essendo 1, Xq , . . . , Xq(d−1) linearmente indipendenti nell’algebra
Fq[X]/(f) si ha l’uguaglianza di tutti i coefficienti ovvero
f qH(q−1)(h/f) = hq
da cui si ricava che h soddisfa l’equazione
H(q−1)(h/f) = (h/f)q
e quindi h ∈ Nq. Viceversa se h ∈ Nq si ricava procedendo a ritroso che h
soddisfa l’equazione hq ≡ (f ′)q−1h (mod f) 
Corollario 3.2.15 Il sottospazio Nq di Niederreiter fattorizza f completa-
mente.
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Osservazione 3.2.16 Si noti che Nq a differenza di Bq non e` una sottoal-
gebra ma semplicemente un sottospazio vettoriale. Questo significa che non
e` stabile per moltiplicazione interna. E’ interessante invece notare come
il prodotto di due elementi di Bq sia ancora un elemento di Bq. Questa
proprieta` sta alla base del passo randomizzato che costituisce l’ultima parte
dell’algoritmo descritto in [11].
Osservazione 3.2.17 Durante la dimostrazione abbiamo mostrato come gli
elementi del sottospazio di Niederreiter soddisfino in realta` un’equazione
polinomiale piu` semplice, ovvero
Nq = {h : H
(q−1)(f q−1h) = hq} (3.4)
Data la semplicita` dell’azione dell’operatore H (q−1) sui polinomi questa defi-
nizione e` pienamente operativa e permette di impostare facilmente la relativa
equazione lineare sullo spazio vettoriale Fq[X]/(f). Avremmo potuto intro-
durla immediatamente per tale sottospazio ma quella che abbiamo dato nella
definizione 3.2.12 e` la forma originale data dall’autore in [15] che non si
era accorto della notevole semplificazione possibile. E’ curioso notare come
un simile metodo algebrico sia stato scoperto indirettamente dallo studio di
un’equazione differenziale.
3.3 Algoritmo di Niederreiter
Diamo adesso una semplice descrizione di come risolvere l’equazione (3.4).
Poniamo a := f q−1 = a0+a1X+· · ·+an(q−1)X
n(q−1). Notiamo innanzitutto
che deg(ah) ≤ nq − 1 dove n = deg(f). Possiamo scrivere ah come
ah = j0 + j1X + · · · + jq−1X
q−1
+ jqX
q + jq+1X
q+1 + · · · + j2q−1X
2q−1
...
...
...
...
...
. . .
...
...
+ j(n−1)qX
(n−1)q + j(n−1)q+1X
(n−1)q+1 + · · · + jnq−1X
nq−1
Allora H(q−1)(ah) = jq−1 + j2q−1X
q + · · · + jdq−1X
(n−1)q ovvero
H(q−1)(ah) = ( aq−nhn−1 + aq−n+1hn−2 + · · · + aq−1h0 )
+ ( a2q−nhn−1 + a2q−n+1hn−2 + · · · + a2q−1h0 ) X
q
...
...
...
...
...
. . .
...
...
...
+ ( anq−nhn−1 + anq−n+1hn−2 + · · · + anq−1h0 ) X
q(n−1)
dove alcune componenti ai potrebbero essere nulle. La matrice Nf
associata all’operatore H (q−1)(f q−1·) e` allora
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Nf =


anq−n 0 · · · 0 0
a(n−1)q−n a(n−1)q−n+1 · · · a(n−1)q−2 a(n−1)q−1
...
...
. . .
...
...
a2q−n a2q−n+1 · · · a2q−2 a2q−1
aq−n aq−n+1 · · · aq−2 aq−1


Trovare una polinomio h = hn−1X
n−1 + · · ·+ h1X + h0 che soddisfi l’e-
quazione (3.4) e` allora equivalente a trovare un vettore h := (hn−1 · · · h1h0)
che soddisfi l’equazione lineare (Nf − I)h = 0 e questo puo` essere fatto
con metodi lineari applicando l’algoritmo di eliminazione di Gauss. Una
volta trovata una base per il sottospazio Nq si puo` riapplicare l’algoritmo 5
adattandolo alla nuova decomposizione
hq − uq−1h =
∏
a∈Fq
(h− au)
oppure un analogo dell’algoritmo probabilistico di Cantor-Zassenhaus ricor-
dando pero` che questa volta, dato h ∈ Nq avremo che se gcd(h, f) = 1 allora
h(q−1)/2 ≡ ±f ′ mod gi per ogni fattore irriducibile gi di f . In alternativa
possiamo sempre ricondurci dal sottospazio di Niederreiter alla sottoalgebra
di Berlekamp semplicemente calcolando l’inverso dell’invertibile f ′ nell’alge-
bra Fq[X]/(f) e moltiplicando gli elementi della base di Nq per tale elemento
ottenendo una base per Bq.
Esempio 3.3.1 Vediamo adesso un esempio pratico su come lavorano i due
algoritmi di Berlekamp e Niederreiter. Supponiamo di dover fattorizzare il
polinomio X6 + X5 + X2 + 1 sul campo F2[X]. Tale polinomio e` libero da
quadrati come si puo` verificare dal fatto che gcd(f, f ′) = 1.
• BERLEKAMP
Calcoliamo il valore di X2i mod f(X) per i = 1, . . . , 5. Otterremo
allora X6 ≡ X5 + X2 + 1 mod f , X8 ≡ X5 + X4 + X3 + X + 1
mod f ed X10 ≡ X5 +X2 +X mod f . La matrice di Petr-Berlekamp
associata e` allora:
Q =


1 1 1 0 0 0
0 1 0 1 0 0
0 1 0 0 0 0
1 0 1 0 1 0
1 1 0 0 0 0
0 1 1 0 0 1


Applicando l’algoritmo di eliminazione di Gauss alla matrice Q− I si
ottiene la matrice
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

1 0 1 0 1 0
0 1 1 0 0 0
0 0 0 1 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0


il cui nucleo e` generato dato dai vettori (0, 0, 0, 0, 0, 1), (1, 0, 0, 0, 1, 0) e
(1, 1, 1, 0, 0) che corrispondono ai polinomi 1, X+X 5 ed X3+X4+X5
che appunto formano una base per Bq. Ora eseguendo l’algoritmo 5 si
ricava che
gcd(X + X5, f(X)) = X + 1
gcd(X3 + X4 + X5, f(X)) = X2 + X + 1
da cui la fattorizzazione di f e`
f(X) = (X + 1)(X2 + X + 1)(X3 + X2 + 1)
• NIEDERREITER
Siccome stiamo lavorando su F2 abbiamo che a = f
q−1 = f quindi
possiamo scrivere direttamente la matrice di Niederreiter leggendo i
coefficienti del nostro polinomio:
Nf =


1 0 0 0 0 0
0 1 1 0 0 0
1 0 0 1 1 0
1 0 1 0 0 1
0 0 1 0 1 0
0 0 0 0 1 0


Applicando l’algoritmo di eliminazione di Gauss questa volta sulla
matrice Nf − I otteniamo


1 0 0 1 0 1
0 0 1 0 0 0
0 0 0 0 1 1
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0


Questa volta il nucleo della matrice e` generato dai vettori (1, 0, 0, 0, 1, 1),
(1, 0, 0, 1, 0, 0) e (0, 1, 0, 0, 0, 0) che corrispondono ai polinomi X 5+X+
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1, X5 + X2 ed X4 che formano una base per Nq. Di nuovo abbiamo
che
gcd(X5 + X + 2 + f ′(X), f(X)) = X + 1
gcd(X5 + X2 + f ′(X), f(X)) = X3 + X2 + 1
da cui ritroviamo la fattorizzazione di f
f(X) = (X + 1)(X2 + X + 1)(X3 + X2 + 1)
Osservazione 3.3.2 L’algoritmo di Niederreiter risulta molto simile a quel-
lo di Berlekamp. Tuttavia ci sono delle differenze sostanziali che possono
favorire l’uno o l’altro a seconda dei casi. Innanzitutto nella matrice Q
di Petr-Berlekamp osserviamo che sulla destra le ultime n/q colonne sono
quasi tutte vuote per un totale di n2/q componenti nulle. Nella matrice Nf
di Niederreiter invece ci sono garantite soltanto n2/2q componenti nulle in
alto a destra. Se ci troviamo nel caso q = 2 la situazione cambia leggermente
a favore di Nf . Infatti la costruzione della matrice di Niederreiter risulta
immediata dato che a = f e quindi i coefficienti di Nf possono estrapolarsi
direttamente dal polinomio da fattorizzare f mentre per Q esistono dei costi
non trascurabili per calcolare i vari X qi mod f per i = 1, . . . , n− 1. Inoltre
la matrice di Niederreiter assume la forma
Nf =


fn 0 0 · · · 0 0 0 0 0
fn−2 fn−1 fn · · · 0 0 0 0 0
fn−4 fn−3 fn−2 · · · 0 0 0 0 0
...
...
...
. . .
...
...
...
...
...
0 0 0 · · · f1 f2 f3 f4 f5
0 0 0 · · · 0 f0 f1 f2 f3
0 0 0 · · · 0 0 0 f1 f0


che ci assicura all’incirca altre n2/2q componenti nulle in basso a sini-
stra per un totale di n2/q = n2/2 componenti nulle anche se una semplice
eliminazione di Gauss non e` in grado di trarre vantaggio da entrambe. Infine
vi e` il considerevole vantaggio che nel caso il polinomio f sia sparso allora
anche la matrice Nf e` sparsa cosa che non e` necessariamente vera per la
matrice Q.
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Capitolo 4
Nuovi metodi deterministici
per la fattorizzazione
4.1 Sottoalgebra primitiva di Berlekamp
Nell’analizzare gli algoritmi di Berlekamp e di Niederreiter abbiamo sfruttato
la notevole proprieta` dell’algebra Fq[X]/(f) di essere un Fq-spazio vettoriale
di dimensione n dove n e` il grado del polinomio f . Questo ci ha permesso
di poter applicare dei ben noti metodi lineari per ricondurci a sottospazi
vettoriali come Bq ed Nq piu` piccoli. Tuttavia, nel caso in cui q = p
k con k ≥
2, abbiamo che Fq stesso, e quindi Fq[X]/(f), sono dotati di una struttura
ulteriore che e` quella di Fp spazio vettoriale. Gli algoritmi presentati non
si avvalgono di questa notevole proprieta` e cio` che studieremo in questo
capitolo e` come estenderli affinche´ possano trarne vantaggio.
Definizione 4.1.1 Dato f un polinomio square-free, con f = g1g2 . . . gr
prodotto di fattori irriducibili distinti, si chiama sottoalgebra primitiva di
Berlekamp l’Fp-algebra di polinomi
Bp = {h : h
p ≡ h (mod f)} (4.1)
Data una base 1, α, . . . , αk−1 per il campo Fq come Fp-spazio vettoriale,
tale equazione diviene un sistema lineare nelle n× k incognite
1 mod f, α mod f, . . . αk−1 mod f
X mod f, αX mod f, . . . αk−1X mod f
...
...
. . .
...
Xn−1 mod f, αXn−1 mod f, . . . αk−1Xn−1 mod f
e risolvendolo con sistemi lineari classici come l’eliminazione di Gauss si
ottiene una stima di O(n3k3) operazioni su Fp per trovare una base per
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Bp. Questa poi puo` essere utilizzata per decomborre f tramite l’algoritmo
5 utilizzando la scomposizione
f = gcd(hp − h, f) =
∏
a∈Fp
gcd(h− a, f)
che ci permette di ridurre sul numero dei massimi comun divisori da eseguire
per trovare una scomposizione non banale essendo composta da soltanto p
fattori invece che q. Anche nel caso si usi la fattorizzazione
f = gcd(hp − h, f) = gcd(h, f) gcd(h
p−1
2 − 1, f) gcd(h
p−1
2 + 1, f)
per poter applicare l’algoritmo di Cantor-Zassenhaus si ottiene un note-
vole risparmio poiche´ per calcolare h
p−1
2 mod f sono necessarie soltanto
O(n2 log p) operazioni su Fq. Addirittura nel caso di caratteristica p = 2 si
ottiene dalla fattorizzazione
f = gcd(h2 − h, f) = gcd(h, f) gcd(h− 1, f)
che ciascun elemento h ∈ Bp diverso da 0 e da 1 fattorizza f in modo non
banale.
Tuttavia l’elevato costo del calcolo del sottospazio Bp diviene la parte piu`
impegnativa dell’algoritmo con la conseguenza che, nel caso si usi l’algoritmo
probabilistico di Cantor-Zassenhaus come ultimo passo nella fattorizzazione,
rimane conveniente cercare una base per Bq come Fq-sottospazio vettoriale
e usare questa per fattorizzare f .
Stesse considerazioni possono essere fatte per l’algoritmo di Niederreiter.
Basta considerare il sottospazio primitivo di Niederreiter
Np = {h : H
(p−1)(fp−1h) = hp} (4.2)
che puo` essere trovato in modo analogo a quanto detto per la sottoalgebra
primitiva di Berlekamp.
In definitiva questo metodo riconduce la fattorizzazione di un polinomio
di grado n su un campo Fq con q = p
k, alla risoluzione si un sistema li-
neare rappresentabile da una matrice nk × nk che e` computazionalmente
equivalente al problema di fattorizzare un polinomio di grado nk su un
campo finito di cardinalita` p con l’algoritmo di Berlekamp classico. Cos`ı
facendo la struttura di Fq-spazio vettoriale non ha piu` alcuna importanza
nella risoluzione dell’equazione (4.1).
L’ingrediente in piu` che andremo ad usare nello sviluppare l’algoritmo
che stiamo per presentare e` quello di sfruttare contemporaneamente il fatto
che Fq[X]/(f) e` sia un Fq-spazio vettoriale che un Fp-spazio vettoriale trami-
te un ingegnoso uso delle basi di Groebner per moduli studiate nel secondo
capitolo. Tale idea e` nata dallo studio dell’equazione (4.2) anche se poi e`
stato possibile estenderla anche per l’algoritmo di Berlekamp.
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4.2 Applicazione dei σ-polinomi all’algoritmo di
Niederreiter
Definizione 4.2.1 Definiamo φp : Fq → Fq l’automorfismo di Frobenius,
ovvero la mappa Fp-lineare che manda α 7→ α
p con p la caratteristica del
campo.
Ponendo a = f p−1 = a0 + a1X + · · · + an(p−1)X
n(p−1) l’equazione (4.2)
diventa un’uguaglianza tra i coefficienti del polinomio H (p−1)(fp−1h) e quelli
del polinomio hp ovvero


anp−nhn−1 + anp−n+1hn−2 + · · · + anp−1h0 = φp(hn−1)
a(n−1)p−nhn−1 + a(n−1)p−n+1hn−2 + · · · + a(n−1)p−1h0 = φp(hn−2)
...
...
. . .
...
...
ap−nhn−1 + ap−n+1hn−2 + · · · + ap−1h0 = φp(h0)
Posto σ = φp il sottospazio Np puo` essere rivisto come quel sottospazio
di vettori h := (hn−1 · · · h1h0) ∈ F
n
q che annullano il sottomodulo di Fq[σ]
n
presentato dalla matrice


anp−n − σ anp−n+1 · · · anp−1
a(n−1)p−n a(n−1)p−n+1 − σ · · · a(n−1)p−1
...
...
. . .
...
ap−n ap−n+1 · · · ap−1 − σ

 (4.3)
Le righe della matrice che presentano questo sottomoulo formano una
base di Groebner per l’ordinamento TOP , che chiameremo GTOP , ed inoltre
per il teorema 2.5.4 il sottomodulo generato da questa base e` zero dimen-
sionale. Questo ci permette di applicare l’algoritmo 4 per ottenere rapida-
mente una base di Groebner per l’ordinamento POT con la quale sara` poi
piu` facile trovare una base per gli elementi annullano il sottomodulo. Data
inoltre la particolare forma della base GTOP l’algoritmo si puo` ulteriormente
semplificare e percio` ne ridiamo adesso una descrizione.
Data una base di Groebner minimale GTOP per l’ordinamento TOP di
un sottomodulo zero-dimensionale N il cui spazio residuo Fq[σ]
n/N ha di-
mensione n su Fq, il seguente l’algoritmo restituisce una base ridotta di
Groebner GPOT per l’ordinamento POT dello stesso sottomodulo.
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Algorithm 7: Cambio base da ordinamento TOP a POT
Input: matrice n× n associata ad una base di Groebner minimale
per l’ordinamento TOP della forma (4.3)
Output: matrice n× n associata ad una base di Groebner ridotta
per l’ordinamento POT
GTOP ← matrice n× n della forma (4.3)
BTOP ← matrice n× n di elementi in Fq
BPOT ← matrice n× n di elementi in Fq[σ]
GPOT ← matrice n× n di elementi in Fq[σ]
m← en come vettore in Fq[σ]
n
b← 0, g ← n
repeat
if mGTOP e` dipendente dalle prime b righe della matrice BTOP
then
data la combinazione mGTOP = a1B
1
TOP + · · ·+ abB
b
TOP
inserisci m− (a1B
1
POT + · · ·+ abB
b
POT ) nella g-esima riga della
matrice GPOT
g ← g − 1
if g > 0 then m← il prossimo vettore della base standard
con leading monomial non divisibile dai leading monomial dei
vettori inseriti in GPOT
else
b← b + 1
inserisci mGTOP nella b-esima riga della matrice BPOT
m← σm
end
until g = 0
return GPOT
L’algoritmo termina correttamente restituendo una nuova base di Groeb-
ner GPOT per l’ordinamento POT . Inoltre nelle matrici BTOP e BPOT alla
fine sara` inserita una base per il modulo Fq[σ]
n/N composta da vettori in
forma ridotta rispettivamente rispetto alla base GTOP e GPOT . Osserviamo
inoltre che i vettori nella matrice BTOP che a priori possono essere considera-
ti come vettori in Fq[σ]
n sono in realta` vettori in Fnq per la particolare forma
della base GTOP . Poiche´ ad ogni passo dell’algoritmo viene aggiunto un
elemento alla matrice BPOT e GPOT e sappiamo che entrambi devono essere
composti ciascuno da n elementi, l’algoritmo terminera` dopo 2n iterazioni
restituendo una matrice


p11(σ) p12(σ) · · · p1n(σ)
0 p22(σ) · · · p2n(σ)
...
...
. . .
...
0 0 · · · pnn(σ)

 (4.4)
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corrispondente ad una base di Groebner ridotta per l’ordinamento POT
dove la somma dei gradi delle componenti sulla diagonale e` n per il teorema
2.5.4. Notiamo che tale matrice, per quanto osservato in 2.2.6, e` in forma
normale di Hermite. Quindi questo risultato si sarebbe potuto ottenere
anche applicando l’algoritmo 2 ma il calcolo risulterebbe enormemente piu`
dispendioso. Inoltre non avremmo in questo modo sfruttato la notevole
proprieta` del sottomodulo sinistro N di essere zero-dimensionale.
Teorema 4.2.2 L’algoritmo 7 ha un running time di O(n3) operazioni su
Fq.
Dimostrazione Ogni iterazione dell’algoritmo consiste nel verificare se il
vettore ridotto mGTOP e` dipendente o meno dai b vettori gia` inseriti in BTOP .
Questo puo` essere fatto riducendo mGTOP rispetto a tali vettori. Poiche´ ogni
vettore e` composto da n componenti su Fq ogni iterazione richiedera` al piu`
bn ≤ n2 operazioni su Fq per un totale di O(n
3) operazioni in totale. 
Osservazione 4.2.3 Nell’implementare l’algoritmo al calcolatore ci siamo
resi conto che un modo pratico e veloce di verificare se mGTOP e` linearmente
dipendente o meno dai b vettori gia` inseriti in BTOP potrebbe essere quello
di calcolarsi via via una base di Groebner per il sottospazio vettoriale in Fnq
generato dai vettori inseriti in BTOP .
Una volta ottenuta una base di Groebner per N rispetto all’ordinamento
POT risulta molto piu` semplice trovare l’insieme degli zeri di N . Per far
questo si utilizza una tecnica definita di sollevamento delle soluzioni. Ricor-
diamo che gli zeri del sottomodulo N sono dei vettori in Fnq . Nel cercare
le soluzioni v ∈ Fnq che soddisfano il problema si comincia per sono i valori
ammissibili per l’ultima componente vn del vettore v. Dato che la matri-
ce che presenta N e` in forma normale di Hermite questo puo` essere fatto
semplicemente risolvendo l’equazione pnn(σ) ∗ vn = 0. Successiavamente nel
calcolare la componenete vn−1 dovremo risolvere l’equazione pn−1,n−1(σ) ∗
vn−1 +pn−1,n(σ)∗vn = 0 e nel farlo ci restringeremo ai valori ammissibili vn
calcolati precedentemente. Procedendo in questo modo si calcolano tutte le
componenti v1, . . . , vn dei vettori che annullano il sottomodulo sinistro N .
Presentiamo adesso un algoritmo che data una matrice n × n in forma
normale di Hermite per un sottomodulo N ⊂ Fq[σ]
n restituisce una base per
lo spazio degli zeri associato ad N .
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Algorithm 8: Calcolo zeri per un sottomodulo zero-dimensionale
Input: matrice n× n associata ad una base di Groebner ridotta per
l’ordinamento POT della forma (4.4)
Output: base per lo spazio vettoriale degli zeri del sottomodulo
associato a GPOT
GPOT ← matrice n× n della forma (4.4)
V ← lista di vettori in Fnq
W ← lista di vettori in Fkp
U ← lista di vettori in Fkp
di ← dimensione del sottospazio degli zeri di pii(σ) per i = 1, . . . , n
i← n
repeat
PRIMO PASSO
W ← 0
foreach v ∈ V do aggiungi w =
∑n
j=i+1 pij(σ) ∗ vj a W
supponiamo |W | = s
considero A = {(a1, . . . , as) ∈ F
s
p : a1w1 + · · ·+ asws appartiene
all’immagine dell’operatore lineare pii(σ)}
Sia B una base per il sottospazio A ⊂ Fsp
V ′ ← 0 foreach vettore b ∈ B do
aggiungi v in V ′ tale che
vi ← soluzione per l’equazione pii(σ) ∗ vi = b1w1 + · · · + bsws
for j = i + 1, . . . , n do vj ← b1w1 + · · · + bsws
end
V ← V ′
SECONDO PASSO
U ← {u1, . . . , udi} base per il sottospazio degli zeri di pii(σ) in F
k
p
foreach u ∈ U do
aggiungi un vettore v in V
vi ← u
for j = i + 1, . . . , n do vj ← 0
end
i← i− 1
until i = 0
return V
L’idea dell’algoritmo e` quella di calcolare una base v1, . . . , vr (questa
volta gli indici identificano vettori diversi e non componenti distinte dello
stesso vettore) per il sottospazio degli zeri di N cominciando a calcolare
le ultime componenti. Nel primo passo si verifica se le soluzioni trovate
sono estendibili e se lo sono si estendono altrimenti vengono scartate. Nel
secondo passo invece si cercano le soluzioni aggiuntive che hanno tutti zeri
nelle ultime componenti. L’algoritmo termina dopo n iterazioni, ovvero
dopo che tutte le componenti dei vettori v1, . . . , vr, che sono esattamente n,
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sono state calcolate risolvendo le opportune equazioni lineari.
Segue dal teorema 1.3.8 che le soluzioni trovate nel secondo passo sono
al piu` n poiche´ questa e` la somma dei gradi dei polinomi sulla diagonale.
Quindi anche le soluzioni v ∈ Fnq che otterremo alla fine sono al piu` n.
Se sappiamo a priori che r il numero dei fattori irriducibili del polinomio,
che e` anche la dimensione della sottoalgebra di Berlekamp, e` proprio ugua-
le ad n questo ci permette di dire che ogni volta che cerchiamo una base
per il sottospazio degli zeri di pii(σ) questa avra` la dimensione massima
consentita dal teorema 1.3.8, ovvero deg(pii(σ)), e ogni soluzione trovata
sara` estendibile, ovvero la dimensione dello spazio A e` proprio s, ovvero
A = Fsp. Questo permette, nell’estendere le soluzioni, di semplificare un po’
il problema poiche´ non dobbiamo piu` preoccuparci di quali combinazioni di
vettori wi sta nell’immagine di pii(σ) in quanto ciascun vettore sappiamo
essere nell’immagine per ipotesi.
Teorema 4.2.4 L’algoritmo 8 ha un running time di O(n3k2 + nk3) ope-
razioni su Fp.
Dimostrazione Per calcolare il secondo membro dell’equazione
w =
n∑
j=i+1
pij(σ) ∗ vj
e` necessario calcolare l’azione dei σ-polinomi pij(σ) sugli elementi vj. Que-
sto puo` essere fatto dopo aver convertito ciascun σ-polinomio alla matrice
k×k corrispondente alla sua applicazione lineare su Fq visto come Fp-spazio
vettoriale. Possiamo quindi supporre che ogni applicazione richieda O(k2)
operazioni su Fp. Inoltre ogni volta e` necessario estendere al piu` n soluzio-
ni poiche´ per il teorema 1.3.8 ogni volta che si cercano nuove soluzioni al
secondo passo dell’algoritmo la dimensione del sottospazio V cresce al piu`
del grado del polinomio pii(σ) e siccome la somma dei gradi dei polinomi
sulla diagonale della matrice (4.4) e` n questa e` la massima dimensione che
puo` raggiungere V . Essendo i polinomi sopra la diagonale all’incirca n2/2, il
totale di applicazioni necessarie e` O(n3) per un totale di O(n3k2) operazioni
su Fp.
Trovare poi delle soluzioni in vi alle equazioni pii(σ) ∗ vi = b1w1 + · · · +
bsws e trovare una base per gli zeri del σ-polinomio pii(σ) puo` analogamente
essere fatto considerando l’azione Fp-lineare di pii(σ) su Fq come l’azione di
una matrice k × k a coefficienti in Fp su un vettore in F
k
p. Basta quindi
eseguire l’eliminazione di Gauss sulle matrici associate a tali polinomi che
ha un costo di O(k3) operazioni su Fp. Dovendo eseguire n iterazioni il costo
totale dell’algoritmo e` di O(nk3) operazioni su Fp. 
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Osservazione 4.2.5 Un leggero miglioramento si potrebbe ottenere calco-
lando l’applicazione dei σ-polinomi sugli elementi vj nel modo standard ese-
guendo operazioni aritmetiche su Fq nel caso in cui il grado del σ-polinomio
non sia troppo elevato. Questo potrebbe risultare molto vantaggioso soprat-
tutto se si utilizzasse per Fq una base normale su Fp cosi che l’applicazione
di σ risulti semplicemente nel permutare ciclicamente gli elementi della base.
Una volta trovata una base V per lo spazio degli zeri del sottomodulo N
possiamo convertire tale base ad una base di polinomi per il sottospazio pri-
mitivo di Niederreiter Np facendo attenzione che al vettore v = (v1, . . . , vn)
corrisponda il polinomio h(X) = vn + · · · + v0X
n−1. Il costo totale del-
l’applicazione dei due algoritmi 7 e 8 e` di O(n3k2 + nk3) operazioni su Fp
che e` notevolmente inferiore se paragonato a quello di Berlekamp classico
per trovare una base della sottoalgebra primitiva Bp che e` di O(n
3k3). Cer-
to per k = 1 non vi e` alcun vantaggio ma quando k ed n sono entrambi
abbastanza grandi la differenza e` notevole come abbiamo potuto verificare
implementando l’algoritmo.
Esempio 4.2.6 Esponiamo un esempio volutamente semplice per chiari-
re in che modo funziona l’algoritmo. Pertanto sceglieremo un campo di
caratteristica p = 2.
Supponiamo di voler fattorizzare con il metodo di Niederreiter il polino-
mio f(X) = X3 + αX2 + X + α2 + α su F8 = F2[α] dove α e` un elemento
che soddisfa la relazione α3 + α + 1 = 0. La matrice che presenta il nostro
sottomodulo N e` la seguente:
 σ + 1 0 01 σ + α 1
0 α2 + α σ + 1


Il primo monomio che consideremo come candidato per la nostra nuova ba-
se di Greobner e` chiaramente e3 = (0, 0, 1) che non appartenendo al nostro
modulo metteremo direttamente in BTOP e chiameremo β1. L’elemento suc-
cessivo sara` σe3 che ridotto modulo GTOP scriviamo come β2 = (0, α
2+α, 1).
L’elemento successivo sara` σ2e3. Noi pero` nel calcolare la sua immagine in
BTOP non partiremo da dall’elemento σ
2e3. Infatti l’immagine ridotta in
BTOP di σ
2e3 = σ(σe3) e` la stessa dell’elemento σβ2 e quindi possiamo recu-
perare il calcolo precedente per risparmiare del tempo. Ora σβ2 = σ(0, α
2 +
α, 1) = (0, ασ, σ) che ridotto rispetto alla nostra base GTOP ci da` l’elemento
β3 = (α, α, α+1). Questo elemento non e` ancora dipendente dai precedenti.
Elenchiamo gli elementi in BTOP finora trovati
 0 0 10 α2 + α 1
α α α + 1


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Questi tre elementi generano lo spazio vettoriale BTOP quindi ci aspettiamo
che i prossimi monomi che aggiungeremo saranno linearmente dipendenti
una volta ridotti. Il monomio σ3e3 ridotto a partire da σ(α, α, α + 1) =
(α2σ, α2σ, (α2 + 1)σ) ci da` l’elemento (0, 0, 1) e questo e` proprio uguale alla
forma ridotta del nostro primo monomio. Quindi abbiamo ricavato che (σ3+
1)e3 = (0, 0, σ
3 + 1) e` un elemento della nostra nuova base di Groebner. Il
prossimo monomio da considerare sara` quindi e2 = (0, 1, 0) che e` linearmen-
te indipendente dai nostri generatori. Infatti (0, 1, 0) = (α+1)β1 +(α+1)β2
e il nuovo elemento da aggiungere a GPOT e` (0, 1, (α + 1)σ + α + 1). Infine
l’ultimo monomio da considerare e` e1 = (1, 0, 0) che soddisfa la relazione
(1, 0, 0) = (α2 + α + 1)β1 + (α + 1)β2 + (α
2 + 1)β3. La matrice che presenta
allora il nostro modulo rispetto alla nuova base di Groebner GPOT e`:
 1 0 (α2 + 1)σ2 + (α + 1)σ + α2 + α + 10 1 (α + 1)σ + α + 1
0 0 σ3 + 1


Notiamo che il σ-polinomio σ3+1 rappresenta l’operatore nullo su F8. Quin-
di per ricavare lo spazio vettoriale degli elementi che annullano N ci basta
assegnare un valore qualsiasi alla terza componente del vettore cercato e sol-
levarla per trovare le prime due. Questo ci permette di ricavare facilmente
quali sono i vettori su cui si annulla il nostro sottomodulo N , ovvero:
 1 α2 + α α21 1 α
1 0 1


che corrispondono ai seguenti polinomi:
h1(X) = X
2 + (α2 + α)X + α2
h2(X) = X
2 + X + α
h3(X) = X
2 + 1
Nel calcolare i massimi comun divisori di f(X) con i polinomi appena trovati
ci accorgiamo che gcd(h1(X), f(X)) = h1(X) e gcd(h2(X), f(X)) = h2(X).
Quindi, in questo caso particolare, e` capitato che h1(X) ed h2(X) fossero
proprio dei fattori non irriducibili del polinomio f(X). Per ottenere una
fattorizzazione completa in irriducibili calcoliamo
f(X)/h1(X) = X + α
2
f(X)/h2(X) = X + α + 1
da cui si ricava anche il terzo fattore irriducibile e quindi la fattorizzazione
f(X) = (X + α + 1)(X + α2)(X + α2 + 1)
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Notiamo che il polinomio h3(X) del sottospazio di Niederreiter non produce
alcuna fattorizzazione non banale. Infatti quest’ultimo e` proprio f ′(X) e
quindi gcd(h3(X), f(X)) = 1 e gcd(h3(X) − f
′(X), f(X)) = f(X). Notia-
mo che e` sempre vero che il polinomio f ′(X) appartiene al sottospazio di
Niederreiter cos`ı come l’elemento 1 appartiene sempre alla sottoalgebra di
Berlekamp.
4.3 Applicazione dei σ-polinomi all’algoritmo di
Berlekamp
Vedremo ora come estendere gli algoritmi 7 e 8 all’algoritmo di Berlekamp in
modo da poter usufruire di due algoritmi molto simili che possono risultare
l’uno leggermente superiore all’altro a seconda delle circostanze.
Definizione 4.3.1 Dato φp l’automorfismo di Frobenius α 7→ α
p, con p la
caratteristica del campo, definiamo Φ come l’operatore esteso Fq[X]→ Fq[X]
tale che Φ(X) = X e Φ|Fq coincide con φp.
Definizione 4.3.2 Definiamo ∇ come l’operatore espansione Fq[X]→ Fq[X]
tale che ∇(X) = Xp e ∇|Fq e` uguale all’identita`.
Proposizione 4.3.3 Gli elementi della sottoalgebra di Berlekamp Bp sod-
disfano l’equazione
∇h ≡ Φ−1h mod Φ−1f
Dimostrazione Se h risolve l’equazione di Berlekamp (4.1) allora Φ∇h =
hq = h+kf per qualche k ∈ Fq[X]. Applicando l’operatore Φ
−1 ad entrambi
i membri si ottiene che ∇h = Φ−1(h + kf) = Φ−1h + Φ−1k · Φ−1f da cui la
tesi. 
Posto X i = a0i +a1iX + · · ·+an−1,iX
n−1 mod Φ−1f allora trovare una
base di Bp e` equivalente a risolvere simultaneamente le equazioni

an−1,n−1hn−1 + an−1,n−2hn−2 + · · · + an−1,0h0 = φ
−1
p (hn−1)
an−2,n−1hn−1 + an−2,n−2hn−2 + · · · + an−2,0h0 = φ
−1
p (hn−2)
...
...
. . .
...
...
a0,n−1hn−1 + a0,n−2hn−2 + · · · + a0,0h0 = φ
−1
p (h0)
Posto σ = φ−1p si ha che trovare una base per la sottoalgebra Bp e` allora
equivalente a trovare il sottospazio di vettori h := (hn−1 · · · h1h0) ∈ F
n
q che
sono zeri per il sottomodulo sinistro N di Fq[σ]
n presentato dalla matrice

an−1,n−1 − σ an−1,n−2 · · · an−1,0
an−2,n−1 an−2,n−2 − σ · · · an−2,0
...
...
. . .
...
a0,n−1 a0,n−2 · · · a0,0 − σ


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Per il criterio 2.3.5 la base associata a questa matrice e` una base di
Groebner minimale per l’ordinamento TOP . Questo ci permette di applicare
l’algortimo 7 per ottenere una base di Groebner per l’ordinamento POT
la cui matrice associata e` in forma normale di Hermite. Data questa si
applica infine l’algoritmo 8 per calcolare una base per il sottospazio degli
zeri associati al sottomodulo N corrispondente alla sottoalgebra dei polinomi
appartenenti alla sottoalgebra di Berlekamp.
4.4 Sottoalgebre intermedie
Sia nel caso considerato dell’algoritmo di Berlekamp che in quello dell’al-
goritmo di Niederreiter, tramite la risoluzioni di sistemi lineari si cerca di
trovare una base per la sottoalgebra Bp (o per Np). In sostanza ci si ri-
duce dall’algebra Fq[X]/(f), inizialmente nota, ad un’algebra sensibilmente
piu` piccola che ha delle proprieta` che ci interessano. Possiamo visualizzare
questa riduzione con un diagramma
Fq[X]/(f)
n3k2+nk3
−−−−−−→ Bp
dove sopra la freccia indichiamo il costo necessario per effettuare la riduzione
in operazioni su Fp. E’ possibile migliorare leggermente tale running time
spezzando il processo della ricerca di una base per Bp (o per Np) in piu`
passi. Per quanto esposto nel capitolo precedente sappiamo che e` possibile
trovare una base per Bq (o per Nq) nel modo classico con O(n
3) operazioni
su Fq. Una volta nota una base per Bq (o per Nq) nulla ci vieta di applicare
gli algoritmi 7 e 8 a partire direttamente da questa base, in generale di
dimensione piu` piccola, invece che dalla base canonica {1, X, . . . ,Xn−1} per
Fq[X]/(f). Questo ci permette di spezzare il processo nel seguente modo
Fq[X]/(f)
n3M(k)
−−−−−→ Bq
r3k2+rk3
−−−−−−→ Bp
dove ricordiamo che M(k) indica il numero di operazioni necessarie per
moltiplicare fra loro due polinomi di grado k che nel nostro caso rappresenta
il numero di operazioni su Fp per moltiplicare fra loro due elementi di Fq.
Nel caso poi in cui q = pk con k = lm scomponibile in fattori esistono
dei campi intermedi tra Fq ed Fp. Sia s una potenza di p che divide q, ad
esempio s = pl. Definiamo ora
Bs = {h : h
s ≡ h mod f}
Bs e` un Fs spazio vettoriale e analogamente si puo` definire Ns. Avre-
mo in questo modo una catena di sottospazi l’uno incluso nel precedente
visualizzata dal seguente diagramma:
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Fq[X]/(f) = 〈1, X, . . . ,X
n−1〉Fq
| |
Bq = Fqb1 ⊕ . . .⊕ Fqbr
| |
Bs = Fsb1 ⊕ . . .⊕ Fsbr
| |
Bp = Fpb1 ⊕ . . .⊕ Fpbr
Allo stesso modo di prima possiamo utilizzare una prima volta l’algorit-
mo per una base di polinomi per Bs una volta nota una base per la sottoalge-
bra Bq e poi utilizzare quest’ultima per trovare una base per la sottoalgebra
primitiva Bp reiterando una volta ancora l’algoritmo. In questo modo la
dimensione dei sistemi lineari da risolvere diminuisce un po’ ma allo stesso
tempo aumenta il numero di quelli che dobbiamo risolvere.
Ponendo σ = φs la mappa Fs-lineare che manda α 7→ α
s e` possibile
vedere i polinomi pij(σ) della matrice (4.4) come matrici m×m a coefficienti
in Fs. Questo permette di ridurre il costo dell’algoritmo 8 ad un running
time di O(r3m2 + rm3) operazioni su Fs. Analogamente per passare poi
da Bs (o Ns) a Bp (o Np) saranno necessarie per l’algoritmo 8 soltanto
O(r3l2 + rl3) operazioni su Fp.
Spezzando l’algoritmo in tre passi come visualizzato qui sotto
Fq[X]/(f)
n3M(k)
−−−−−→ Bq
(r3m2+rm3)M(l)
−−−−−−−−−−−→ Bl
r3l2+rl3
−−−−−→ Bp
si ottiene un running time finale di
O(n3M(k) + r3(m2M(l) + l2) + r(m3M(l) + l3))
operazioni sul campo primitivo Fp.
Chiaramente la complessita` dell’algoritmo cresce molto in questo modo e
potrebbe risultare conveniente applicare questi accorgimenti soltanto quando
n >> r e quando k >> max(m, l). Se k si scompone in piu` di due fattori e`
possibile suddividere il processo della ricerca di una base per la sottoalgebra
di Berlekamp in ancora piu` passi. In generale nel problema della decodifica
dei codici di Reed Solomon i polinomi da scomporre si spezzano in fattori
lineari e percio` n = r e la base {1, X, . . . ,Xn−1} e` gia` una base per l’algebra
di Berlekamp Bq (o Nq) rendendo inutile il primo passo. Tuttavia il campo
dei coefficienti Fq puo` essere scelto nella fase di progettazione del codice
affinche´ k sia ben scomponibile e la suddivisione dell’algoritmo in piu` passi
risulti effettivamente conveniente.
Esempio 4.4.1 Consideriamo il polinomio f = X3 +(β+1)X2 +(αβ+β+
α+1)X+αβ = (X+αβ+β+α)(X2+(αβ+α+1)X+αβ+α+β) su F16 visto
come estensione su F2 prima tramite β tale che β
2 +β +1 = 0 e poi tramite
α tale che α2 + α + β = 0. Possiamo allora vedere F16 = F4[α] = F2[β][α]
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come un F2 spazio vettoriale sulla base {αβ, β, α, 1}. Abbiamo il seguente
diagramma:
F8[X]/(f) = 〈1, X,X
2〉F8
| |
B8 = 〈1, X
2 + (αβ + α + 1)X〉F8
| |
B4 = 〈1, (β + α)X
2 + (αβ + β)X〉F4
| |
B2 = 〈1, (αβ + α + 1)X
2 + (α + 1)X + β〉F2
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Capitolo 5
Conclusioni
Dopo aver esposto il funzionamento di questo nuovo algoritmo ci chiediamo
in quali situazioni esso possa risultare pratico e conveniente. Risulta molto
difficile fare un certo tipo di paragone innanzitutto perche´ vi e` una grande
varieta` di algoritmi diversi per alcuni dei quali rimandiamo a [4]. In secondo
luogo perche´ molti degli algoritmi esistenti sono preferibili in certe situazioni
rispetto ad altri. Alcuni poi sono asintoticamente validi al crescere dell’input
ma non vengono usati perche´ all’atto pratico risultano piu` lenti per lunghezze
degli input piu` ragionevoli.
Inoltre nell’analisi del running time dell’algoritmo entrano in gioco piu`
parametri. Per primo n il grado del polinomio f da fattorizzare. Poi r il
numero dei fattori distinti del polinomio, p la caratteristica del campo dei
coefficienti, che nelle applicazioni si puo` spesso supporre uguale a 2, e k
il grado dell’estensione di tale campo sul campo primitivo composto da p
elementi.
Poiche´ questo algoritmo e` nato con l’idea di essere applicato alla fase di
decodifica dei codici di Reed Solomon noi vorremmo paragonarlo con altri
algoritmi di fronte a questo caso concreto. Non ci dilungheremo sulla teoria
dei codici per la quale un buon testo e` sicuramente [1]. Ci bastera` sapere
che nella decodifica dei codici di Reed Solomon e` necessario fattorizzare
dei polinomi denominati locatori di errore che si scompongono in fattori
lineari. Quindi possiamo benissimo supporre che r = n. Ricordiamo che
in questo caso non c’e` alcuna differenza nel parlare dell’algebra Fq[X]/(f)
e della sottoalgebra Bq poiche´ sono la stessa cosa. Inoltre per semplicita`
supporremo che f , il polinomio da scomporre, sia squarefree, ovvero libero
da quadrati.
5.1 Running time a confronto
Di solito la fattorizzazione di un polinomio in una variabile su un campo
finito si svolge in tre passi
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1. Fattorizzazione squarefree (SFF)
2. Fattorizzazione distinct-degree (DDF)
3. Fattorizzazione equal-degree (EDF)
La fattorizzazione squarefree toglie dal polinomio i fattori multipli, la
fattorizzazione distinct-degree spezza il polinomio in prodotti di irriducibili
dello stesso grado e la fattorizzazione equal-degree si occupa del rimanente
problema di trovare le componenti irriducibili distinte dello stesso grado. Il
primo passo e` abbastanza facile, sia in teoria che in pratica. Quando l’input
e` molto grande e casuale e` probabile che il terzo passo venga richiesto solo
per polinomi molto piccoli e di conseguenza e` il secondo passo a consumare
la maggior parte del tempo di calcolo. Nel nostro caso, invece, i polinomi
non possono essere considerati casuali poiche´ imponiamo che si spezzino
completamente in fattori lineari. Quindi siamo interessati soltanto al run-
ning time dell’algoritmo di fattorizzazione equal-degree nel particolare caso
in cui tutti i fattori siano di primo grado.
Dato f = g1 · · · gr con gi fattori distinti e irriducibili. Definiamo S nel
seguente modo
S = {h : h ≡ 0,±1 mod gi ∀i = 1, . . . , r}
Questo insieme ha una grande importanza negli algoritmi probabilistici di
fattorizzazione. Notiamo che S contiene tutti gli idempotenti e nel caso di
caratteristica p = 2 coincide proprio con questi. Nel caso di caratteristica
p = 2, 3 l’insieme S coincide esattamente con la sottoalgebra Bp mentre in
generale per p > 3 ne e` soltanto un sottoinsieme. Inoltre S, a differenza
di Bp, non e` un sottogruppo additivo ma e` un sottogruppo moltiplicativo.
L’utilita` degli elementi h ∈ S dipende dalla scomposizione
f =
{
gcd(f, h) gcd(f, h + 1) se p = 2
gcd(f, h) gcd(f, h− 1) gcd(f, h + 1) se p > 2
che per piu` di 1/2 degli elementi in S e` non banale se f non e` irriducibile.
Ci sono molti modi diversi di trovare questi polinomi e anche in questo caso
l’idea di ridursi da un elemento a caso in Fq[X]/(f) ad un elemento in S
passando attraverso delle sottoalgebre intermedie ha la sua importanza.
Un’implementazione data in [28], invece di cercare direttamente elementi
di S elevando alla q−12 elementi della sottoalgebra Bq, come esposto nell’al-
goritmo 6, applica l’operatore traccia a polinomi in Bq per ottenere dei
polinomi casuali appartenenti a Bp e poi eleva alla
p−1
2 i polinomi ottenuti
per ottenere degli elementi casuali di S. Tale algoritmo e` stato effettivamen-
te implementato in AXIOM, un package di computer algebra, e ci permette
di calcolare un elemento casuale di S in Fq[X]/(f) con O(M(n)(k + log p))
operazioni su Fq, dove ricordiamo che M(n) indica il numero di operazioni
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sul campo dei coefficienti necessarie per moltiplicare fra loro due polinomi.
Possiamo schematizzare il procedimento nel seguente modo
Bq
M(n)k
−−−−→ Bp
M(n) log p
−−−−−−→ S
Questo permette di ottenere una scomposizione non banale di f con
probabilita` maggiore di 1/2 in
O(M(n)M(k)(k + log p + log n))
operazioni sul campo primitivo Fp e in media e` sufficiente ripetere l’opera-
zione O(log n) per ottenere una scomposizione completa di f .
In generale molti degli algoritmi probabilistici in uso utilizzano strumenti
come la traccia o la norma per passare da polinomi in Bq a polinomi in Bp.
Il problema e` che in questo modo non si riesce ad ottenere una base per
Bp ma soltanto degli elementi casuali di tale sottoalgebra. L’algoritmo di
Berlekamp, come quello di Niederreiter, ci permette invece di ottenere una
base per la sottoalgebra primitiva Bp in modo deterministico in O(n
3k3)
operazioni su Fp mentre la nostra implementazione ne necessita soltanto
O(n3k2+nk3). Ottenere una base di polinomi per Bp contenuta in S non e` un
compito facile se vogliamo restringerci soltanto ad algoritmi deterministici e
in generale non si conosce un modo semplice per effettuare questo passaggio
da Bp ad S con algoritmi deterministici. Tale problema e` strettamente
legato ad alcuni fatti di teoria dei numeri legati alla distribuzione dei residui
quadratici modulo un primo. Per un approfondimento rimandiamo a [31].
Tuttavia per p piccoli, in particolare per p = 2, il problema non si pone.
Poiche´ quest’ultimo e` il caso che effettivamente ci interessa, dato che i codici
di Reed Solomon di solito funzionano su campi finiti di caratteristica 2,
consideremo soltanto questo. Percio` i running time dipenderanno soltanto
dai due parametri n, il grado del polinomio, e k il grado dell’estensione Fq
su Fp.
Otteniamo la seguente tabella dove con Cantor-Zassenhaus indichiamo
l’algoritmo probabilistico implementato in [28], con New Berlekamp/Niederreiter
indichiamo l’algoritmo classico per trovare una base di Bp mentre con New
Berlekamp/Niederreiter indichiamo il nuovo algoritmo per trovare una base
della sottoalgebra primitiva di Berlekamp.
Algoritmo Running time
Cantor-Zassenhaus M(n)M(k)(k + log n) log n
Old Berlekamp/Niederreiter n3k3
New Berlekamp/Niederreiter n3k2 + nk3
Nel caso non utilizzassimo alcun algoritmo di moltiplicazione veloce fra
polinomi i running time sarebbero i seguenti:
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Algoritmo Running time classico
Cantor-Zassenhaus n2k3
Old Berlekamp/Niederreiter n3k3
New Berlekamp/Niederreiter n3k2 + nk3
Questo confronto ci permette di dire che qualche validita` potrebbe averla
il nuovo algoritmo nel caso in cui k, il grado delle estensione di Fq sul campo
primitivo Fp, sia abbastanza grande. Tuttavia, data la complessita` degli
algoritmi, un paragone valido sarebbe stato possibile solo implementando
gli algoritmi a computer.
Proprio per questo motivo abbiamo deciso di eseguire l’algoritmo diret-
tamente dal calcolatore. L’implementazione e` stata scritta in C++ e tale
lavoro e` stato reso possibile grazie alle libreria NTL, scaricabile gratuita-
mente dal sito www.shoup.net, che includeva gia` tutta l’aritmetica di base
per la manipolazione di polinomi a coefficienti su campi finiti. Il listato
del programma e` reperibile nell’appendice. Nel fare i confronti abbiamo
generato dei polinomi casuali squarefree scomponibili in fattori lineari e li
abbiamo fattorizzati con cinque diversi algoritmi
• Berlekamp con il nuovo approccio (New Berl)
• Niederreiter con il nuovo approccio (New Nied)
• Berlekamp classico (Old Berl)
• Niederreiter classico (Old Nied)
• Cantor-Zassenhaus (RootEDF)
Quest’ultimo algoritmo e` gia` implementato all’interno della libreria NTL
e fa uso dell’approccio probabilistico descritto in [14] che altro non e` che
un’implementazione dell’algoritmo 6. Ognuno dei primi quattro algoritmi
utilizza lo stesso procedimento per spezzare il polinomio una volta nota una
base della sottoalgebra primitiva di Berlekamp quindi quest’ultimo calcolo
e` stato eseguito una sola volta per tutti e quattro gli algoritmi. Si noti che
tale procedimento e` deterministico nel caso di caratteristica p = 2, poiche´
consiste semplicemente nell’eseguire qualche massimo comune divisore di f
con i polinomi della base per Bp appena trovata, mentre per caratteristica
p > 2 utilizza l’approccio probabilistico di cercare degli elementi casuali di
S elevando alla p−12 un polinomio casuale della sottoalgebra Bp.
Per ognuno dei primi quattro algoritmi e` stata calcolata indipendente-
mente una base per la sottoalgebra primitiva di Berlekamp e i tempi sono
stati riportati nelle rispettive colonne delle tabelle. Nel caso dei primi due
i tempi sono stati divisi in due parti, una riguardante il cambio di base di
Groebner eseguito dall’algoritmo 7 e una riguardante il sollevamento delle
soluzioni eseguito dall’algoritmo 8. Per eseguire i calcoli abbiamo utilizzato
un AMD Athlon 64 3200+ con un clock a 2000MHz e con 512MB di memoria.
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5.2 Tabelle comparative
Nella tabella 5.1 abbiamo voluto mettere a confronto i cinque algoritmi al
crescere del grado n del polinomio. Sono quindi stati scelti fissi k = 64, il
grado dell’estensione, e p = 2, la caratteristica del campo. Si nota che il
nuovo algoritmo non e` neanche piu` veloce della sua versione classica per n
abbastanza grande e rispetto alla versione probabilistica e` asintoticamen-
te molto piu` lento. Questo, come previsto, dipende dal fatto che rispetto
ad n il running time cresce come n3 nel nostro caso e come n2 nel caso
probabilistico.
Nella tabella 5.2 abbiamo voluto invece mettere a confronto i diversi
algoritmi al crescere del grado dell’estensione k. In questo caso sono fissi
n = 64 e p = 2. Si nota che la differenza del nuovo algoritmo con la
sua versione classica diventa molto piu` marcata e decisamente a favore del
primo. Rimane leggermente piu` veloce l’algoritmo probabilistico anche se
asintoticamente risulta piu` lento come si vede dal diverso modo di crescere
dei tempi nelle prime due colonne e nell’ultima. Questo e` normale poiche´
rispetto a k il nostro algoritmo si comporta come n3k2 + nk3 mentre quello
probabilistico come n2k3.
Abbiamo voluto percio` ripetere il paragone al crescere di k abbassando
il grado fisso del polinomio. Nella tabella 5.3 sono stati scelti fissi n = 24
e p = 2. Come si puo` osservare dall’ultimo risultato il nuovo algoritmo sul
campo binario e` addirittura piu` veloce della sua controparte randomizzata
al crescere di k. Questo e` in accordo con i running time asintotici calcolati
nella sezione precedente e ci permette di affermare la validita` dell’algoritmo
anche a livello pratico oltre che a livello teorico in quanto deterministico.
Nella tabella 5.4 abbiamo voluto mettere a confronto i diversi algoritmi
al crescere della caratteristica p del campo dei coefficienti. In questo caso
sono fissi n = 64 e k = 64. L’implementazione per il caso di caratteristica
dispari funziona in modo molto diverso ed a parita` di dimensione dell’input
e` molto piu` lenta rispetto a quella in caratteristica pari. Notiamo che non
vi e` alcuna differenza tra i running time degli algoritmi di Berlekamp e di
Niederreiter al crescere di p e questo e` dovuto al fatto che i coefficienti in
Fp sono trattati dal calcolatore quasi allo stesso modo a prescindere dalla
grandezza di p. L’algoritmo di Niederreiter inoltre non si puo` usare quando
p e` troppo grande poiche´ il calcolo del polinomio f p−1 nell’algebra Fq[X]
richiederebbe troppa memoria per allocare i coefficienti. D’altra parte l’al-
goritmo RootEDF implementato nella libreria NTL non sembra essere stato
scritto con la finalita` di essere veloce in caratteristica p > 2 in quanto uti-
lizza il semplice approccio descritto nell’algoritmo 6 mentre l’approccio in
[28] sarebbe stato molto piu` conveniente.
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Tabella 5.1: Running time per polinomi di grado n su F264 [X]
n New Berl New Nied Old Berl Old Nied RootEDF
3.14 sec 2.94 sec
128 3.48 sec 3.46 sec 11.13 sec 16.54 sec
0.12 sec 0.31 sec
10.35 sec 9.81 sec
192 9.36 sec 9.08 sec 29.00 sec 45.58 sec
0.27 sec 0.63 sec
24.37 sec 22.97 sec
256 21.43 sec 20.42 sec 60.28 sec 94.63 sec
0.46 sec 0.93 sec
81.56 sec 76.54 sec
384 75.31 sec 74.57 sec 157.11 sec 260.85 sec
1.21 sec 1.79 sec
193.73 sec 181.71 sec
512 182.95 sec 178.55 sec 317.51 sec 585.93 sec
1.87 sec 2.57 sec
655.05 sec 614.41 sec
768 626.65 sec 617.90 sec 845.89 sec 1699.01 sec
4.51 sec 5.16 sec
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Tabella 5.2: Running time per polinomi di grado 64 su F2k [X]
k New Berl New Nied Old Berl Old Nied RootEDF
0.30 sec 0.29 sec
128 1.41 sec 1.36 sec 9.71 sec 14.83 sec
0.02 sec 0.30 sec
0.45 sec 0.42 sec
192 2.6 sec 2.52 sec 25.89 sec 41.44 sec
0.03 sec 0.65 sec
0.55 sec 0.52 sec
256 4.2 sec 4.02 sec 53.00 sec 85.59 sec
0.04 sec 1.11 sec
1.13 sec 1.05 sec
384 10.68 sec 10.30 sec 139.87 sec 244.44 sec
0.12 sec 3.29 sec
1.24 sec 1.15 sec
512 15.87 sec 15.21 sec 272.89 sec 539.49 sec
0.14 sec 5.27 sec
2.86 sec 2.64 sec
768 39.92 sec 38.51 sec 727.05 sec 1552.87 sec
0.29 sec 18.37 sec
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Tabella 5.3: Running time per polinomi di grado 24 su F2k [X]
k New Berl New Nied Old Berl Old Nied RootEDF
0.03 sec 0.03 sec
256 0.51 sec 0.46 sec 4.57 sec 6.63 sec
0.01 sec 0.25 sec
0.07 sec 0.06 sec
384 1.30 sec 1.20 sec 12.21 sec 19.14 sec
0.02 sec 0.79 sec
0.08 sec 0.07 sec
512 1.98 sec 1.81 sec 23.86 sec 39.91 sec
0.02 sec 1.33 sec
0.17 sec 0.14 sec
768 5.17 sec 4.70 sec 70.96 sec 113.07 sec
0.04 sec 4.51 sec
0.22 sec 0.19 sec
1024 8.72 sec 7.98 sec 132.12 sec 230.17 sec
0.03 sec 7.94 sec
0.46 sec 0.39 sec
1536 23.16 sec 20.64 sec 365.83 sec 724.13 sec
0.10 sec 27.68 sec
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Tabella 5.4: Running time per polinomi di grado 64 su Fp64 [X]
p New Berl New Nied Old Berl Old Nied RootEDF
32.87 sec 32.91 sec
25 − 1 50.42 sec 50.26 sec 313.11 sec 313.94 sec
14.89 sec 81.14 sec
33.58 sec 33.85 sec
28 + 1 51.16 sec 50.88 sec 314.93 sec 315.10 sec
17.82 sec 141.92 sec
36.28 sec sec
213 − 1 51.60 sec sec 312.27 sec sec
25.04 sec 336.07 sec
36.39 sec sec
216 + 1 51.65 sec sec 312.39 sec sec
22.58 sec 392.14 sec
36.37 sec sec
219 − 1 51.64 sec sec 312.36 sec sec
24.39 sec 431.27 sec
39.14 sec sec
231 − 1 53.75 sec sec 313.39 sec sec
31.48 sec 784.69 sec
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Appendice A
Codice sorgente del
programma
Per poter essere compilato il programma necessita di un compilatare C++
e che la libreria NTL di Victor Shoup, reperibile al sito www.shoup.net, sia
correttamente installata sul sistema. Sono inclusi in tutto sette file:
• main.c - richiama gli algoritmi implementati in fglm.h
• fglm.h - contiene la maggior parte degli algoritmi discussi nella tesi
• config.h - configura la caratteristica del campo
• vec vec FFEX.h - header per vettori su vettori su polinomi
• vec vec FFEX.c - codice per vettori su vettori su polinomi
• mat FFEX.h - header per implementare matrici su polinomi
• mat FFEX.c - codice per implementare matrici su polinomi
Gli ultimi quattro file contengono solo delle macro utilizzate dal precompi-
latore per riutilizzare del codice interno alla libreria NTL scritto apposita-
mente per implementare una classe di matrici generica.
E’ possibile comunque ricevere una copia elettronica dei sorgenti contat-
tando l’autore tramite una mail all’indirizzo genovese@sns.it
A.1 main.c
// compile with g++ *.c -o fglm -lntl
#include <iostream>
using namespace std;
#include "config.h"
#include "fglm.h"
#include <time.h>
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int main(int argc, char** argv)
{
long i,j;
long n=64;
long d=64;
long p=2;
long flag=1;
if(argc>1) n=atoi(argv[1]);
if(argc>2) d=atoi(argv[2]);
if(argc>3) p=atoi(argv[3]);
if(argc>4)
{
if(!strncasecmp(argv[4],"berlekamp",3)) flag = 0;
if(!strncasecmp(argv[4],"niederreiter",3)) flag = 1;
}
cout << "Degree of the polynomial: " << n << endl;
cout << "Degree of extension: " << d << endl;
cout << "Characteristic of the field: " << p << endl;
srand((unsigned)time( NULL ));
clock_t starttime, stoptime;
#ifdef ODDCHAR
FF::init(p);
#endif
// costruisce il campo e un polinomio casuale da scomporre
FFX P;
BuildIrred(P, d);
FFE::init(P);
vec_FFE roots = randomSet(n);
FFEX f = BuildFromRoots(roots);
FFEXModulus F;
build(F, f);
// scompone il polinomio con approccio probabilistico
starttime = clock();
vec_FFEX g = RootEDF(f);
stoptime = clock();
cout << "(elapsed time for probabilistic EDF "
<< (float)(stoptime-starttime)/CLOCKS_PER_SEC << "s)\n";
vec_FFEX B;
mat_FFE Gtop;
mat_FFEX Gpot;
if(flag) Gtop = niederreiter(f);
else Gtop = berlekamp(f);
// applica l’algoritmo classico di Berlekamp/Niederreiter
starttime=clock();
mat_FF X,C = to_mat_FF(subsigmaident(Gtop));
kernel(X,C);
for(i=0; i<X.NumRows(); i++) append(B,to_poly_FFEX(X[i]));
stoptime=clock();
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cout << "(elapsed time for classic gaussian elimination "
<< (float)(stoptime-starttime)/CLOCKS_PER_SEC << "s)\n";
// applica l’algoritmo fglm di conversione di base di Groebner
starttime=clock();
Gpot = fglm(Gtop);
stoptime=clock();
cout << "(elapsed time for fglm "
<< (float)(stoptime-starttime)/CLOCKS_PER_SEC << "s)\n";
// solleva le soluzioni data Gpot in forma normale di Hermite
starttime=clock();
B = findzeros(Gpot);
stoptime=clock();
cout << "(elapsed time for lifting "
<< (float)(stoptime-starttime)/CLOCKS_PER_SEC << "s)\n";
// si riconduce dallo spazio di Niederreiter all’algebra di Berlekamp
if(flag)
{
FFEX u = InvMod(diff(f),f);
for(i=0; i<B.length(); i++) B[i]=MulMod(B[i],u,F);
}
// verifica che le soluzioni appartengano all’algebra di Berlekamp
for(i=0; i<B.length(); i++)
if(!IsZero(PowerMod(B[i],p,F)-B[i]))
cout << B[i] << " not in Berlekamp subalgebra!" << endl;
// fattorizza f grazie alla base per l’algebra di Berlekamp
starttime=clock();
vec_FFEX factors = separate(f,B);
stoptime=clock();
cout << "(elapsed time for final probabilistic step "
<< (float)(stoptime-starttime)/CLOCKS_PER_SEC << "s)\n";
}
A.2 fglm.h
#include "config.h"
/**************************************************************************\
routine per l’applicazione e la conversione dei sigma polinomi
\**************************************************************************/
mat_FF *mat_sigma;
// inizializza l’automorfismo sigma e le sue potenze
void init_sigma(unsigned long exp)
{
long i,j;
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long p = to_long(FF::modulus());
long d = to_long(FFE::degree());
mat_sigma = new mat_FF[d];
vec_FFE basis = vec_FFE(INIT_SIZE,d);
for(i=0; i<d; i++) basis[i] = to_FFE(FFX(i,1));
ident(mat_sigma[0],d);
for(i=1; i<d; i++)
{
mat_sigma[i*exp%d]=mat_FF(INIT_SIZE,d,d);
for(j=0; j<d; j++)
{
power(basis[j],basis[j],p);
mat_sigma[i*exp%d][j]=VectorCopy(basis[j].LoopHole(),d);
}
}
}
// restituisce sigma^k applicato all’elemento a
FFE sigma(unsigned long k, FFE a)
{
long d = to_long(FFE::degree());
return to_FFE(to_FFX(VectorCopy(a.LoopHole(),d)*mat_sigma[k%d]));
}
// restituisce f(sigma) applicato all’elemento a
FFE apply(const FFEX &f, const FFE& a)
{
long i;
long df = deg(f);
FFE b = FFE::zero();
for(i=0; i<=df; i++) b+=coeff(f,i)*sigma(i,a);
return b;
}
// questa funzione genera una matrice kxk a partire da un sigma polinomio
mat_FF to_mat_FF(const FFEX& f)
{
long i;
long d = FFE::degree();
FFEX g = f % (FFEX(d,1)-1);
vec_FFE basis = vec_FFE(INIT_SIZE,d);
for(i=0; i<d; i++) basis[i] = to_FFE(FFX(i,1));
mat_FF A = mat_FF(INIT_SIZE,d,d);
for(i=0; i<d; i++)
{
basis[i] = apply(g,basis[i]);
A[i] = VectorCopy(basis[i].LoopHole(),d);
}
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return A;
}
// converte una matrice di polinomi in una matrice ndxnd a coefficienti nel campo
mat_FF to_mat_FF(const mat_FFEX& A)
{
long i,j,k,l;
long n = A.NumRows();
long m = A.NumCols();
long d = FFE::degree();
mat_FF tmp = mat_FF(INIT_SIZE,d,d);
mat_FF X = mat_FF(INIT_SIZE,d*n,d*m);
for(i=0; i<n; i++)
for(j=0; j<m; j++)
{
tmp = to_mat_FF(A[i][j]);
for(k=0; k<d; k++)
for(l=0; l<d; l++)
X[j*d+k][i*d+l] = tmp[k][l];
}
return X;
}
// converte un vettore con nd coefficienti su F_p in un polinomio di grado n su F_q
FFEX to_poly_FFEX(const vec_FF& v)
{
long i,j;
long d = FFE::degree();
if(v.length()%d != 0) Error("Cannot convert vector to polynomial\n");
long n = v.length() / d;
vec_FF tmp;
tmp.FixLength(d);
FFEX f;
for(i=0; i<n; i++)
{
for(j=0; j<d; j++) tmp[j] = v[i*d+j];
SetCoeff(f,i,to_FFE(to_FFX(tmp)));
}
return f;
}
// restituisce n elementi distinti e casuali del campo
vec_FFE randomSet(long n)
{
long i,j;
long p = to_long(FF::modulus());
long d = to_long(FFE::degree());
for(i=0, j=n; p<=j; i++, j/=p);
if(i>=d) Error("Too much elements in the field asked\n");
vec_FFE set = vec_FFE(INIT_SIZE,n);
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for(i=0; i<n; i++)
{
set[i]=random_FFE();
for(j=0; j<i; j++) if(set[i]==set[j]) { i--; break; }
}
return set;
}
/**************************************************************************\
routine per le operazioni di base nell’anello dei sigma polinomi
\**************************************************************************/
// a dividendo, b divisore, q quoziente, r resto
void _div(FFEX& q, FFEX& r, const FFEX& a, const FFEX& b)
{
r=a, q=0;
long dr = deg(r);
long db = deg(b);
long i,g;
FFE tmp;
FFEX tmpX;
while(dr>=db)
{
tmpX=0;
g=dr-db;
for(i=0; i<=db; i++)
{
SetCoeff(tmpX,i+g,sigma(g, coeff(b,i)));
}
tmp=LeadCoeff(r)/LeadCoeff(tmpX);
q+=FFEX(g, tmp);
r-=tmp*tmpX;
dr = deg(r);
}
}
// moltiplicazione fra due sigma polinomi
void _mul(FFEX& c, const FFEX& a, const FFEX& b)
{
long da = deg(a);
long db = deg(b);
long dc=da+db;
long i,k;
FFE tmp;
c=0;
for(k=0; k<=dc; k++)
{
tmp=0;
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for(i=max(0,k-db); i<=min(da,k); i++)
{
tmp+=coeff(a,i)*sigma(i,coeff(b,k-i));
}
SetCoeff(c,k,tmp);
}
}
// massimo comune divisore fra due sigma polinomi
void _GCD(FFEX& x, const FFEX& a, const FFEX& b)
{
FFE t;
FFEX y,q,r;
x=a; y=b;
while(y != 0)
{
_div(q,r,x,y);
x=y; y=r;
}
/* make gcd monic */
inv(t, LeadCoeff(x));
mul(x, x, t);
}
// restituisce il massimo comun divisore fra a e b e quattro
// elementi tali che sa+tb=d, s1a+t1b=0 e st1-s1t=1
void _XXGCD(FFEX& d, FFEX& s, FFEX& t, FFEX& s1, FFEX& t1,
const FFEX& a, const FFEX& b)
{
FFE z;
FFEX y,q,r;
FFEX s2,t2;
d=a; y=b; s=1; t=0; s1=0; t1=1;
while(y != 0)
{
_div(q,r,d,y);
d=y; y=r;
_mul(s2,q,s1);
s2=s-s2;
s=s1; s1=s2;
_mul(t2,q,t1);
t2=t-t2;
t=t1; t1=t2;
}
/* make gcd monic */
inv(z, LeadCoeff(d));
mul(d, d, z);
mul(s, s, z);
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mul(t, t, z);
mul(s1, s1, z);
mul(t1, t1, z);
}
/**************************************************************************\
routine per il calcolo della forma normale di Hermite
\**************************************************************************/
mat_FFEX subsigmaident(mat_FFE A)
{
long i,j,n=A.NumCols();
if (A.NumRows() != n) Error("gauss: matrix not squared");
mat_FFEX B = mat_FFEX(INIT_SIZE,n,n);
for(i=0; i<n; i++)
for(j=0; j<n; j++)
{
B[i][j] = A[i][j];
if(i==j) B[i][j] -= FFEX(1,1);
}
return B;
}
// moltiplica due righe per la matrice [s t][s1 t1]
long erase(long row, long col, mat_FFEX &A)
{
long i,j,swp;
long m = A.NumCols();
row--; col--;
for(swp=row-1; swp>0 && A[swp][col]==0; swp--);
FFEX a = A[swp][col];
FFEX b = A[row][col];
FFEX d,s,t,s1,t1,tmp1,tmp2;
_XXGCD(d, s, t, s1,t1, a, b);
for(i=0; i<m; i++)
{
a = A[swp][i];
b = A[row][i];
_mul(tmp1,s,a);
_mul(tmp2,t,b);
A[swp][i] = tmp1 + tmp2;
_mul(tmp1,s1,a);
_mul(tmp2,t1,b);
A[row][i] = tmp1 + tmp2;
}
return ++swp;
}
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void reduce(long row, mat_FFEX& A)
{
long i,j,col;
long m = A.NumCols();
row--;
for(col=0; col<m && A[row][col]==0; col++);
if(col==m) return;
FFEX q,r;
for(i=0; i<row; i++)
{
_div(q,r,A[i][col],A[row][col]);
for(j=col; j<m; j++)
{
_mul(r,q,A[row][j]);
A[i][j]-=r;
}
}
}
mat_FFEX gauss(const mat_FFEX& A)
{
long i,j,swp;
long n = A.NumRows();
long m = A.NumCols();
mat_FFEX X = mat_FFEX(A);
for(i=2; i<=n; i++)
{
for(j=1; j<i; j++)
{
swp = erase(i,j,X);
if(swp>1) reduce(swp,X);
}
reduce(i,X);
}
return X;
}
/**************************************************************************\
routine per il calcolo delle soluzioni al sistema composto da sigma polinomi
\**************************************************************************/
// restituisce la matrice associata all’equazione primitiva di Berlekamp
mat_FFE berlekamp(FFEX &f)
{
long i,j;
long p = to_long(FF::modulus());
long d = FFE::degree();
long df = deg(f);
FFEX m,g,h = to_FFEX(1);
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mat_FFE X = mat_FFE(INIT_SIZE,df,df);
init_sigma(d-1);
for(i=0; i<=df; i++)
SetCoeff(g,i,sigma(1,coeff(f,i)));
FFEXModulus G;
build(G, g);
PowerXMod(m, p, G);
for(j=0; j<df; j++, h=MulMod(h, m, G))
for(i=0; i<df; i++)
X[i][j] = coeff(h,i);
return X;
}
// restituisce la matrice associata all’equazione primitiva di Niederreiter
mat_FFE niederreiter(FFEX &f)
{
long i,j;
long p = to_long(FF::modulus());
long df = deg(f);
long dg = df*(p-1);
FFEX g = power(f, p-1);
mat_FFE X = mat_FFE(INIT_SIZE,df,df);
init_sigma(1);
for(i=0; i<df; i++)
for(j=0; j<df; j++)
X[i][j] = coeff(g,p-1+i*p-j);
return X;
}
// eseguen l’eliminazione di gauss quando viene aggiunta la w-esima riga
long row_gauss(mat_FFE& A, long row)
{
long i,j;
long d = A.NumCols()/2;
for(i=0; i<row; i++)
{
for(j=0; j<d && IsZero(A[i][j]); j++);
A[row] -= (A[row][j] / A[i][j]) * A[i];
}
for(j=0; j<d && IsZero(A[row][j]); j++);
if(j==d) return 1;
else return 0;
}
// somma fra loro due vettori composti da sigma polinomi
void add(vec_FFEX& x, const vec_FFEX& a, const vec_FFEX& b)
{
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long n = a.length();
if (b.length() != n) Error("vector add: dimension mismatch");
x.SetLength(n);
long i;
for (i = 0; i < n; i++)
add(x[i], a[i], b[i]);
}
// moltiplica a sinistra un vettore per un elemento del campo
void mul(vec_FFEX& x, const vec_FFEX& a, const FFE& b_in)
{
FFE b = b_in;
long n = a.length();
x.SetLength(n);
long i;
for (i = 0; i < n; i++)
mul(x[i], a[i], b);
}
// funzioni c++ per l’overload degli operatori + e *
inline vec_FFEX operator+(const vec_FFEX& a, const vec_FFEX& b)
{ vec_FFEX res; add(res, a, b); NTL_OPT_RETURN(vec_FFEX, res); }
inline vec_FFEX operator*(const vec_FFEX& a, const FFE& b)
{ vec_FFEX res; mul(res, a, b); NTL_OPT_RETURN(vec_FFEX, res); }
// algoritmo fglm di conversione di una base da ordinamento top a pot
mat_FFEX fglm(const mat_FFE& Gtop)
{
long i,j,k,l;
long d = Gtop.NumCols();
if (Gtop.NumRows() != d) Error("fglm: matrix not squared");
mat_FFE Btop = mat_FFE(INIT_SIZE,d+1,2*d+1);
mat_FFEX Bpot = mat_FFEX(INIT_SIZE,d+1,d);
mat_FFEX Gpot = mat_FFEX(INIT_SIZE,d,d);
vec_FFE Xold = vec_FFE(INIT_SIZE,d);
vec_FFE tmp = vec_FFE(INIT_SIZE,d);
Bpot[0][d-1] = to_FFEX(1);
Btop[0][d-1] = to_FFE(1);
Btop[0][d] = to_FFE(1);
Xold[d-1] = to_FFE(1);
for(i=0, j=d; j>0; )
{
if( row_gauss(Btop,i) )
{ // aggiunge un elemento alla nuova base di Groebner
j--;
for(k=0; k<=i; k++)
Gpot[j]=Gpot[j]+Bpot[k]*Btop[i][d+k];
if(j)
{
clear(Btop[i]);
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clear(Xold);
for(k=0; k<d; k++) clear(Bpot[i][k]);
Btop[i][j-1] = to_FFE(1);
Btop[i][d+i] = to_FFE(1);
Bpot[i][j-1] = to_FFEX(1);
Xold[j-1] = to_FFE(1);
}
}
else
{ // aggiunge un elemento al sottospazio ridotto
i++; clear(tmp);
for(k=0; k<d; k++) tmp += sigma(1,Xold[k]) * Gtop[k];
Xold = tmp;
for(k=0; k<d; k++) Btop[i][k] = Xold[k];
Btop[i][d+i] = to_FFE(1);
for(k=0; k<d; k++) Bpot[i][k] = FFEX(1,1) * Bpot[i-1][k];
}
}
return Gpot;
}
// questa parte andrebbe ottimizzata meglio per ottenere runnig time migliori
// riduce la matrice in forma pseudo diagonale attraverso operazioni sulle righe
// prima esegue un eliminazione di Gauss, poi riposizionan i pivot sulla
// diagonale e infine li rinormalizza rendendoli monici
void reduce(mat_FF &A)
{
long i,j;
long d = to_long(FFE::degree());
gauss(A,d);
for(i=d-1; i>=0; i--)
{
for(j=0; j<d && IsZero(A[i][j]); j++);
if(j<d)
{
A[i]*=inv(A[i][j]);
swap(A[i],A[j]);
}
}
for(j=0; j<d; j++)
if(!IsZero(A[j][j]))
for(i=0; i<j; i++)
A[i]-=A[i][j]*A[j];
}
// algoritmo di sollevamento degli zeri associati ad un sottomodulo
// presentato da una matrice in forma normale di Hermite
// si suppone che tutte le soluzioni possano essere sollevate (n=r)
vec_FFEX findzeros(const mat_FFEX Gpot)
{
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long i,j,k,l;
long n = Gpot.NumCols();
long d = to_long(FFE::degree());
mat_FFE V = mat_FFE(INIT_SIZE,n,n);
mat_FF *P = new mat_FF[n];
mat_FF A;
FFE tmp;
for(i=n-1, j=0; i>=0; i--)
{
for(k=n-1; k>i; k--) if(deg(Gpot[i][k])) P[k]=to_mat_FF(Gpot[i][k]);
if(deg(Gpot[i][i])) A=P[i]=to_mat_FF(Gpot[i][i]);
A.SetDims(d+j,d);
// estende ogni soluzione trovata precedentemente
for(k=0; k<j; k++)
{
A[d+k]=vec_FF(INIT_SIZE,d);
for(l=i+1; l<n; l++)
{
if(deg(Gpot[i][l]))
A[d+k] -= VectorCopy(V[k][l].LoopHole(),d)*P[l];
else A[d+k] -= VectorCopy(apply(Gpot[i][l],V[k][l]).LoopHole(),d);
}
}
// cerca nuove soluzioni soltanto se il polinomio sulla diagonale non e` una costante
if(deg(Gpot[i][i]))
{
A=transpose(A);
reduce(A);
A=transpose(A);
for(k=0; k<j; k++) V[k][i]=to_FFE(to_FFX(A[d+k]));
kernel(A,P[i]);
for(k=0; k<A.NumRows(); k++,j++)
{
V[j][i]=to_FFE(to_FFX(A[k]));
for(l=i+1; l<n; l++) V[j][l]=0;
}
}
else
{
tmp=inv(ConstTerm(Gpot[i][i]));
for(k=0; k<j; k++) V[k][i]=tmp*to_FFE(to_FFX(A[d+k]));
}
}
vec_FFEX B = vec_FFEX(INIT_SIZE,n);
for(i=0; i<n; i++) for(j=0; j<n; j++) SetCoeff(B[i],j,V[i][j]);
return B;
}
// algoritmo per la fattorizzazione di un polinomio una volta
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// nota una base per la sottoalgebra primitiva di Berlekamp
// notare che questo e` deterministico nel caso di caratteristica pari
// e probabilistico nel caso di caratteristica dispari
vec_FFEX separate(const FFEX &f, const vec_FFEX &B)
{
long i,j,k = 1;
long r = B.length();
long p = to_long(FF::modulus());
FFEX a,b,c,gcd;
vec_FFEX C;
append(C,f);
// questo e` sufficiente nel caso p=2
for(i=0; i<r; i++)
{
for(j=0; j<k; j++)
{
gcd = GCD(B[i],C[j]);
if(gcd != 1 && gcd != C[j])
{
append(C, gcd);
C[j] /= gcd;
}
}
k=C.length();
if(k==r) break;
}
// questo e` un metodo probabilistico nel caso p>2
while(k<r)
{
a=0;
for(i=0; i<r; i++) a+=(rand()%p)*B[i];
for(j=0; j<k; j++)
{
b = a%C[j];
gcd = GCD(b,C[j]);
if(gcd != 1 && gcd != C[j])
{
append(C, gcd);
C[j] /= gcd;
}
else
{
c = PowerMod(b, (p-1)/2, C[j]);
gcd = GCD(c-1,C[j]);
if(gcd != 1 && gcd != C[j])
{
append(C, gcd);
C[j] /= gcd;
}
}
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}
k=C.length();
if(k==r) break;
}
return C;
}
A.3 config.h
#ifndef FGLM
#define FGLM
// decommentare per lavorare in caratteristica dispari
// #define ODDCHAR
#ifdef ODDCHAR
#define FF zz_p
#define FFX zz_pX
#define FFE zz_pE
#define FFEX zz_pEX
#define FFEXModulus zz_pEXModulus
#define vec_FF vec_zz_p
#define vec_FFE vec_zz_pE
#define vec_FFEX vec_zz_pEX
#define mat_FF mat_zz_p
#define mat_FFE mat_zz_pE
#define mat_FFEX mat_lzz_pEX
#define to_FFE to_zz_pE
#define to_FFX to_zz_pX
#define to_FFEX to_zz_pEX
#define random_FFE random_zz_pE
#include <NTL/lzz_pXFactoring.h>
#include <NTL/lzz_pEXFactoring.h>
#include <NTL/mat_lzz_p.h>
#include <NTL/mat_lzz_pE.h>
#else
#define FF GF2
#define FFX GF2X
#define FFE GF2E
#define FFEX GF2EX
#define FFEXModulus GF2EXModulus
#define vec_FF vec_GF2
#define vec_FFE vec_GF2E
#define vec_FFEX vec_GF2EX
#define mat_FF mat_GF2
#define mat_FFE mat_GF2E
#define mat_FFEX mat_lGF2EX
#define to_FFE to_GF2E
#define to_FFX to_GF2X
#define to_FFEX to_GF2EX
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#define random_FFE random_GF2E
#include <NTL/GF2XFactoring.h>
#include <NTL/GF2EXFactoring.h>
#include <NTL/mat_GF2.h>
#include <NTL/mat_GF2E.h>
#endif
using namespace NTL;
#include "vec_vec_FFEX.h"
#include "mat_FFEX.h"
#endif
A.4 vec vec FFEX.h
#ifndef NTL_vec_vec_FFEX__H
#define NTL_vec_vec_FFEX__H
// #include <NTL/FFEX.h>
NTL_OPEN_NNS
NTL_vector_decl(vec_FFEX,vec_vec_FFEX)
NTL_eq_vector_decl(vec_FFEX,vec_vec_FFEX)
NTL_io_vector_decl(vec_FFEX,vec_vec_FFEX)
NTL_CLOSE_NNS
#endif
A.5 vec vec FFEX.c
#include "config.h"
#include "vec_vec_FFEX.h"
#include <NTL/new.h>
NTL_START_IMPL
NTL_vector_impl(vec_FFEX,vec_vec_FFEX)
NTL_eq_vector_impl(vec_FFEX,vec_vec_FFEX)
NTL_io_vector_impl(vec_FFEX,vec_vec_FFEX)
NTL_END_IMPL
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A.6 mat FFEX.h
A.6 mat FFEX.h
#ifndef NTL_mat_FFEX__H
#define NTL_mat_FFEX__H
#include "vec_vec_FFEX.h"
NTL_OPEN_NNS
NTL_matrix_decl(FFEX,vec_FFEX,vec_vec_FFEX,mat_FFEX)
NTL_io_matrix_decl(FFEX,vec_FFEX,vec_vec_FFEX,mat_FFEX)
NTL_eq_matrix_decl(FFEX,vec_FFEX,vec_vec_FFEX,mat_FFEX)
NTL_CLOSE_NNS
#endif
A.7 mat FFEX.c
#include "config.h"
#include "mat_FFEX.h"
#include <NTL/new.h>
NTL_START_IMPL
NTL_matrix_impl(FFEX,vec_FFEX,vec_vec_FFEX,mat_FFEX)
NTL_io_matrix_impl(FFEX,vec_FFEX,vec_vec_FFEX,mat_FFEX)
NTL_eq_matrix_impl(FFEX,vec_FFEX,vec_vec_FFEX,mat_FFEX)
NTL_END_IMPL
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