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1 A B S T R A C T
Organic electronics, such as organic solar cells, light-emitting diodes, and field-
effect transistors, are based on tailored conjugated small molecules or polymers.
In virtually all organic optoelectronic devices, the material’s ability to transport
excitation energy plays an important role and is a constraint for device design.
For instance, the distance over which energy can be transported is of great
importance for organic solar cell performance, as an excitation has to reach an
interface to form a charge-separated state.
Artificial nanostructures with tailored properties are important model systems
to investigate and understand energy transport phenomena. In this context,
supramolecular chemistry offers a powerful tool for the construction of functional
materials. Non-covalent interactions between molecular building blocks and
advanced processing pathways are exploited to adapt the molecules’ spatial
arrangement within the supramolecular architecture and thus to tune the
(overall) electronic properties.
So far, studies on supramolecular assemblies have demonstrated that energy
transport is closely related to the precise arrangement of interacting molecules
and that the function typically results from the collective properties of many
interacting molecules. However, reports on nanostructures that support long-
range or directed transport of excitons are still rare. This might be related to
the lack of model systems, since their construction is a challenge. In particular,
subtle changes in the molecular framework and the processing can have a huge
impact on the material properties. Moreover, numerous fundamental questions
about the mechanisms of exciton transport remain unanswered. For instance, the
precise role of quantum coherence (delocalization), the influence of electronic and
structural disorder, the local environment, the dimensionality and morphology
of the structures, and the mutual interplay of these factors are still not fully
understood.
In order to further advance in this direction, disentangling the different
contributions of energy transport is essential. This requires methods for the
direct resolution and unambiguous quantification of energy transport at the level
of single objects to avoid ensemble averaging over the intrinsic structural and
electronic disorder of supramolecular assemblies. To uncover the role of coherence
in energy transport, supramolecular systems that allow disorder and electronic
coupling to be adjusted separately are indispensable. In addition, concepts to
control exciton transport, preferably externally, are needed to increase the range
of possible applications.
This thesis contributes to the points raised above and is thus concerned with
the issue of tailoring long-range energy transport in supramolecular assemblies.
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The first part of this thesis (4.1) contributes to obtaining unambiguous
information about spatio-temporal exciton dynamics in self-assembled materials.
We use state-of-the-art spatio-temporal imaging of energy transport via detection-
beam scanning of the transient photoluminescence of individual crystals based
on thiophene-benzene-thiophene oligomers. In combination with numerical
simulations, we address and resolve ambiguities in direct measurements of
spatio-temporal exciton dynamics and are able to quantify the influence of
exciton-exciton annihilation, photon recycling, and leaky mode waveguiding as
sources of ’error’ in such experiments. We demonstrate how these mechanisms
can be discriminated by a careful design of experiments, data evaluation, and
numerical simulations. Furthermore, our single crystals, in which the oligomers
are stacked in an H-type arrangement, exhibit singlet exciton transport distances
of up to 210 nm with a diffusivity of up to 0.2 cm2/s. Surprisingly, we observe
a variation in the exciton transport lengths and exciton dynamics from crystal
to crystal, which we relate to varying degrees of electronic disorder.
The second part (4.2) deals with the construction and characterization of
suitable supramolecular architectures that allow for tailoring coherence charac-
teristics. Depending on the solvent, we can prepare either single supramolecular
nanofibers or bundles of supramolecular nanofibers based on a carbonyl-bridged
triarylamine-based (CBT) building block. We found that the excited state en-
ergy landscape, i.e., the correlation between transition energies of the building
blocks, is tuned by bundling-induced electronic disorder. Consequently, excitons
in single nanofibers are delocalized over more molecules than in bundles. Using
optical microscopy with detection-beam scanning capability, we visualize long-
range singlet exciton transport in both architectures. Due to the high degree
of exciton delocalization, single nanofibers feature superior energy transport
characteristics with the largest exciton diffusion coefficients of 1 cm2/s reported
for H-aggregates so far. The unique combination of these supramolecular model
systems and advanced optical microscopy methods thus enables us to reveal
the role of morphology and coherence, i.e., exciton delocalization in energy
transport.
The last part of this thesis (4.3) is concerned with the demonstration of an
all-optical approach to control singlet exciton transport pathways via singlet-
triplet annihilation in supramolecular CBT-based bundles of nanofibers. We use
two temporally and spatially separated laser pulses to generate a triplet and a
subsequent singlet exciton population. The laser-generated, freely positionable
triplet exciton population acts as a barrier for the mobile singlet exciton popu-
lation since singlet-triplet annihilation suppresses singlet exciton transport in
the direction of the triplet barrier. Our new approach paves the way towards
new design principles for functional photonic nanodevices and ultimately to
complete control over singlet exciton motion.
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Organische Elektronik, wie z.B. organische Solarzellen, Leuchtdioden und Feld-
effekttransistoren, basiert auf maßgeschneiderten konjugierten Molekülen oder
Polymeren. In praktisch allen organischen optoelektronischen Bauelementen
spielt die Fähigkeit des verwendeten Materials, Anregungsenergie zu trans-
portieren, eine wichtige Rolle und kann daher das Bauteildesign einschränken.
Zum Beispiel ist die Entfernung, über die Energie transportiert werden kann,
von großer Bedeutung für die Leistungsfähigkeit organischer Solarzellen, da eine
Anregung eine Grenzfläche erreichen muss, um einen ladungsgetrennten Zustand
zu bilden.
Künstliche Nanostrukturen mit maßgeschneiderten Eigenschaften sind wichtige
Modellsysteme zur Untersuchung von Energietransportphänomenen. Hierbei ist
die supramolekulare Chemie ein leistungsfähiger Ansatz zur Konstruktion funk-
tioneller Materialien. Nicht-kovalente Wechselwirkungen zwischen molekularen
Bausteinen werden in Kombination mit ausgeklügelten Verarbeitungswegen aus-
genutzt, um die räumliche Anordnung der Moleküle innerhalb der supramoleku-
laren Architektur anzupassen und so die elektronischen Eigenschaften abzustim-
men.
Bisherige Studien über supramolekulare Architekturen haben gezeigt, dass der
Energietransport eng mit der genauen Anordnung der interagierenden Moleküle
zusammenhängt und dass die Funktion typischerweise aus den kollektiven Eigen-
schaften vieler Moleküle resultiert. Jedoch sind Berichte über Nanostrukturen,
die einen weit reichenden oder gerichteten Transport von Exzitonen zulassen,
noch selten. Dies hängt zum Teil mit dem Fehlen von Modellsystemen zusammen,
denn selbst subtile Veränderungen des molekularen Gerüstes und der Verar-
beitung können enorme Auswirkungen auf die Materialeigenschaften haben.
Darüber hinaus sind zahlreiche grundlegende Fragen zu den Mechanismen des
Exzitonentransports unbeantwortet. So sind zum Beispiel die genaue Rolle der
Quantenkohärenz (Exziton-Delokalisation), der Einfluss der elektronischen und
strukturellen Unordnung, der lokalen Umgebung, der Dimensionalität und Mor-
phologie der Strukturen und das gegenseitige Zusammenspiel dieser Faktoren
noch nicht vollständig verstanden.
Um weitere Fortschritte in diese Richtung zu erzielen, ist eine Entflechtung
der verschiedenen Beiträge zum Energietransport unerlässlich. Dies erfordert
Methoden zur direkten Auflösung und eindeutigen Quantifizierung des Energie-
transports auf der Ebene einzelner Objekte, um eine Ensemble-Mittelung über
die intrinsische strukturelle und elektronische Unordnung in supramolekularen
Aggregaten zu vermeiden. Nur so kann ein allumfassendes Bild der Mechanis-
men erworben werden, die den Energietransport diktieren. Um die Rolle der
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Kohärenz beim Energietransport aufzudecken, werden supramolekulare Sys-
teme benötigt, die es erlauben Unordnung und elektronische Kopplung getrennt
voneinander einzustellen. Darüber hinaus sind Konzepte zur Steuerung des
Exzitonentransports (vorzugsweise durch externe Einflussnahme) erforderlich,
um die Bandbreite möglicher Anwendungen zu erweitern.
Diese Arbeit leistet einen Beitrag zu den oben aufgeworfenen Aufgaben und
Fragestellungen und beschäftigt sich mit der Frage, wie der Energietransport in
supramolekularen Anordnungen verbessert und kontrolliert werden kann.
Der erste Teil dieser Arbeit (4.1) trägt dazu bei, eindeutige Informationen
über die raumzeitliche Exzitondynamik in selbst-assemblierten Materialien zu
erhalten. Wir verwenden modernste raumzeitliche Bildgebungsmethoden des
Energietransports mittels Detektionsstrahlabtastung der transienten Photo-
lumineszenz. Als Modellsystem wurden Thiophen-Benzol-Thiophen-Oligomer
Einkristalle verwendet. In Kombination mit numerischen Simulationen konn-
ten wir Mehrdeutigkeiten bei direkten Messungen der raumzeitlichen Exzi-
tondynamik aufdecken und waren in der Lage, den Einfluss von Exziton-
Exziton-Annihilation, Photonen-Recycling und Leaky-Mode-Wellenleitung als
„Fehlerquellen" in solchen Experimenten zu quantifizieren. Wir zeigen, wie diese
Mechanismen durch eine sorgfältige Versuchsplanung, Datenauswertung und
numerische Simulationen unterschieden werden können. Unsere Einkristalle, in
denen die Oligomere in einer H-Typ-Anordnung gestapelt sind, weisen eindeutig
zugeordnete Singulett-Exziton-Transportstrecken von bis zu 210 nm und Diffu-
sivitäten von bis zu 0,2 cm2/s auf. Überraschenderweise beobachten wir eine
Variation der Exzitonentransportlängen und der Exzitondynamik von Kristall
zu Kristall, die wir mit unterschiedlichen Graden elektronischer Unordnung in
Verbindung bringen.
Der zweite Teil (4.2) dieser Arbeit befasst sich mit der Konstruktion und
Charakterisierung geeigneter supramolekularer Architekturen, die eine Anpas-
sung der Kohärenzeigenschaften ermöglichen. Je nach Lösungsmittel sind wir
in der Lage, entweder einzelne supramolekulare Nanofasern oder Bündel von
supramolekularen Nanofasern auf der Basis eines Carbonyl-verbrückten Triaryl-
amin (CBT) Bausteins herzustellen. Wir fanden heraus, dass die Energieland-
schaft des angeregten Zustands, genauer gesagt die Korrelation zwischen den
Übergangsenergien der Bausteine, durch Bündelung induzierte elektronische Un-
ordnung abgestimmt wird. Folglich sind Exzitonen in einzelnen Nanofasern über
mehr Moleküle als in Bündeln delokalisiert. Mit Hilfe der optischen Mikroskopie
und der Detektionsstrahlabtastung der transienten Photolumineszenz visuali-
sieren wir den langreichweitigen Transport von Singulett-Exzitonen in beiden
Architekturen. Aufgrund des hohen Grades der Exziton-Delokalisierung besitzen
einzelne Nanofasern überlegene Energietransporteigenschaften gegenüber Bün-
deln. Insbesondere stellen wir fest, dass einzelne supramolekulare Nanofasern die
höchsten Diffusivitäten von bis zu 1 cm2/s aufweisen, die bisher für H-Aggregate
berichtet wurden. Die einzigartige Kombination dieser supramolekularen Modell-
systeme mit fortschrittlichen Methoden der optischen Mikroskopie ermöglicht
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es uns somit, die Rolle der Morphologie und Kohärenz (Delokalisierung der
Exzitonen) beim Energietransport aufzuzeigen.
Der letzte Teil dieser Arbeit (4.3) befasst sich mit der Demonstration eines rein
optischen Ansatzes zur Kontrolle von Singulett-Exziton-Transportwegen durch
Singulett-Triplett-Annihilation in supramolekularen CBT-basierten Nanofaser-
bündeln. Wir verwenden zwei zeitlich und räumlich getrennte Laserpulse, um
eine Triplett- und eine nachfolgende Singulett-Exzitonenpopulation zu erzeugen.
Die mit dem Laser erzeugte, frei positionierbare Triplett-Exzitonenpopulation
wirkt als Barriere für die mobile Singulett-Exzitonenpopulation, da durch die
Singulett-Triplett-Annihilation der Transport von Singulett-Exzitonen in Rich-
tung der Triplett-Barriere unterdrückt wird. Unser neuer Ansatz ebnet den Weg
zu neuen Designprinzipien für funktionelle photonische Nanobauelemente und
letztlich zur vollständigen Kontrolle über die Bewegung von Singulett-Exzitonen.
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2 I N T R O D U C T I O N
2.1 motivation
The steadily increasing demand for energy is one of the greatest challenges of
modern age [1–3]. In this context, sunlight is both the largest and the most
widely available energy source on our planet [1, 3, 4]. Within one hour, more
solar energy reaches the earth than humans consume within a whole year [3].
However, to make a significant contribution to primary energy supply, we have to
gain a deeper understanding of how to improve solar energy harvesting, energy
transport, and storage of energy [1, 3–6].
Research in this field is inspired by the manner how nature has mastered and
optimized this challenging task [4, 7–13]. In natural photosynthetic systems,
the elementary steps are photon capture (absorption) by a dense network of
pigment-protein complexes, subsequent energy transport through the network
to a reaction center, and utilization of energy to drive a desired reaction.
Specifically, excitation energy from absorbing molecules is funneled with near-
unity efficiency to a target molecule due to an outstanding spatial control of
densely packed molecules with precisely tuned interactions [4, 11, 14, 15]. Since
efficient transport of excitation energy is a key process in photosynthesis, as
well as in the development of renewable and clean energy technology [9, 10, 16,
17], many scientists are working to extract and mimic natural mechanisms to be
exploited for artificial systems. Synthetic molecular chemistry has been successful
in optimizing photon absorption by creating extended π-conjugated molecules
with highly tunable optical properties [12, 18, 19]. However, an important lesson
learned from nature as well as from many studies on organic materials is that
function arises from the collective behavior of many interaction molecules [4, 6,
7, 9, 14, 20–22]. Thus, design principles beyond the molecular formula must be
developed to gain an in-depth understanding of energy transport [6, 9, 17, 23].
In this context, self-assembly offers bioinspired strategies to develop nanoscale
functional materials for energy transport, storage and conversion [10]. In this
bottom-up approach, directed non-covalent interactions between molecules
are exploited for the construction of well-defined model systems that provide
functionalities beyond the molecular framework [10, 24–27]. However, the con-
struction of suitable model systems is challenging. In addition to the molecular
design, which inherits the capability of forming non-covalent interactions, pro-
cessing conditions, such as solvent, concentration, temperature window, and
rate are important. Moreover, to meet the desired functionality of the self-
assembled material, a development feedback loop between the molecular design,
the processing conditions, and the material properties is needed. Thus, creating
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functional self-assembled systems is not yet fully understood and often remains
unpredictable [10, 24].
A large number of studies have been performed to explain and characterize
energy transport in various self-assembled model systems, e.g., molecular crystals
[28, 29], 1-dimensional nanofibers [26, 30] and nanotubes [31–34]. It turns out
that excitation energy transport is highly dependent on the interaction between
the building blocks and their respective alignment [5, 7, 22, 35]. In these
model systems, the molecules are tightly packed and thus feature reasonably
strong electronic coupling, facilitating the formation of delocalized excited
states (exciton states), i.e., excitations are coherently shared by many molecules.
These delocalized exciton states are widely considered to play a key role in
the enhancement of energy transport [4, 7, 8, 20, 26, 31, 34]. Electronic and
structural disorder competes with the coupling between the molecules and
impedes the delocalization of the exciton states. Reducing disorder typically
facilitates exciton delocalization, which is considered to be highly beneficial for
long-range energy transport [7, 16, 17, 20, 26, 36]. In this regard, molecular
H-type nanofibers based on carbonyl-bridged triarylamine trisamides, featuring
a suppressed radiative decay channel in addition to high order and coupling,
have attracted considerable interest, as they are able to transport excitation
energy over more than 4 µm [26]. Since the interplay between intermolecular
interactions, electronic and structural disorder, and the interactions with the
surrounding environment is complex, a full understanding and control of energy
transport remains elusive [6, 7, 9, 16, 20, 23]. This challenging task requires
model systems that make it possible to disentangle the complex interplay of
parameters. In addition, the achievement of a directed exciton transport remains
a major challenge [6, 11, 37]. Directed, controllable energy transport would not
only lead to increased efficiency of solar cells but also represents a key function
in optical communication and information processing [6, 11, 27, 37, 38]. To date,
the available concepts are either limited in their transport lengths [11, 39] or
are not reversible [40] or flexible [38] in their use, inhibiting full control over
transport.
Moreover, to achieve a full picture of exciton dynamics, experimental methods
are required to resolve energy transport much more directly on the level of
single nanostructures [41, 42]. Widely used bulk approaches suffer from sample
heterogeneities and thus are unable to detect structural defects or (local) changes
in the environment [41]. These insights remain hidden but are highly relevant to
understand the underlying mechanisms that dictate energy transport. The latest
optical imaging techniques allow spatio-temporal detection of energy transport
in individual nanostructures [41]. These new methods facilitate the development
of new theoretical descriptions of energy transport beyond the standard diffusion
models and ultimately lead to a microscopic picture of material properties that
determine energy transport [41]. However, such direct measurements are also
sensitive to several additional effects, such as photon recycling [28] and exciton-
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exciton annihilation [41]. Thus, a differentiation between these effects is required
to extract the material characteristics of interest.
This thesis focuses on finding concepts to influence exciton energy transport
in supramolecular systems. For this purpose, spatio-temporal detection of energy
transport on pico- to nanosecond time scales was implemented experimentally
and applied to self-assembled H-type model systems. On the experimental side,
this work contributes to an unambiguous identification of exciton dynamics
using direct imaging techniques of exciton transport in single nanostructures.
Moreover, it adds new dimensions to a fundamental understanding of the
interplay of morphology, electronic coupling and disorder, and their influence
on the energy transport properties in self-assembled materials. Finally, a new
all-optical approach to control singlet exciton transport is introduced and
implemented experimentally.
This thesis is organized as follows: Chapter 2 aims to provide the theoretical
background necessary to understand the results of this work. In section 2.2 the
basic photophysical properties of organic molecules are discussed. Since the
focus of this work are the photophysical and energy transport properties of
self-assembled structures, in section 2.3 the interaction between molecules is
considered and the associated spectral changes are discussed. In this context,
collective excited states of aggregates and their spectroscopic signatures are
discussed in the framework introduced by Spano and co-workers. In section 2.4,
the transport of excitation energy in such systems is explained and section 2.5
deals with the associated mechanism of exciton-exciton annihilation. The last
two sections in the introduction deal with the possible waveguiding effects within
self-assembled structures (section 2.6) and experimental methods to resolve
excitation energy transport in space and time (section 2.7). Chapter 3 shows
the connections between the publications and summarizes their content. The
publications can be found in chapter 4.
2.2 electronic structure and optical prop-
erties of molecules
Most molecular spectroscopy experiments probe quantum mechanical properties
[43]. In particular, in electronic molecular spectra, in principle any combination
of energy levels {Ei, Ef} of a molecule can be assigned to a frequency ffi
according to hffi = |Ei − Ef |, with the Planck constant h. However, whether
this frequency is observed in the spectrum and the intensity of this spectral line
can be explained by so-called selection rules [44]. The observed absorption and
emission spectra can be rather complex and can consist of line sequences, bands,
or band systems, covering the spectral range between ultraviolet and far-infrared.
Moreover, spectra provide information about several basic molecular properties,
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such as the energy level structure, the frequencies of rotations and vibrations,
relaxation mechanisms, and much more [44–46].
An understanding of molecular properties and the analysis of molecular
spectra is provided by the framework of quantum mechanics [47]. As a starting
point, it is assumed that molecules can be described as a many-body system
composed of electrons and nuclei with the electronic and nuclear coordinates r
and R, respectively. All quantum mechanical information about the stationary
properties of the molecule is contained in wave functions |Ψ〉 that obey the
stationary Schrödinger equation
Ĥ |ψ〉 = E |ψ〉 . (2.1)
The solution of equation (2.1) provides an energy spectrum E and the corre-
sponding eigenfunctions |Ψ〉 [47]. The non-relativistic many-body Hamiltonian
Ĥ of the molecule consists of five terms:
Ĥ = T̂el(r) + T̂nuc(R) + Ûel,el(r) + Ûnuc,nuc(R) + V̂el,nuc(r,R). (2.2)
Here, T̂el and T̂nuc describe the kinetic energy of the electrons and the nuclei.
The terms Ûel,el and Ûnuc,nuc contain the repulsive Coulomb interaction between
electrons and nuclei, respectively, and V̂el,nuc describes the attractive interaction
between electrons and nuclei. Interactions due to electron and nuclear spins were
neglected. However, the Schrödinger equation (2.1) cannot be solved exactly
for molecules, not even for the simplest one, H+2 . Therefore, equation (2.1) is
solved numerically or simplifications have to be introduced [44].
One fundamental approximation in molecular physics is the adiabatic ap-
proximation. It is based on the large mass difference between electrons and
nuclei, i.e., the mass of electrons is negligible compared to the nuclear mass.
Consequently, the nuclei of a molecule move much slower compared to their elec-
trons. Hence, the electrons can follow the oscillations of the nuclei adiabatically
and adjust to the respective nuclear configuration. As a result, each nuclear
configuration R has a defined electron distribution [43, 44, 47–49]. Treating the
kinetic energy of the nuclei as a small perturbation and neglecting the coupling
terms between electronic and nuclear wave functions during a perturbation
theoretical calculation, one arrives at the Born-Oppenheimer approximation [44,
50]. In the Born-Oppenheimer approximation, the Schrödinger equation splits
into two separate, decoupled equations for the electronic |Φeln (r)〉 and nuclear
wave functions |χn,ν(R)〉. The total wave function of the molecule in the n-th
electronic state and ν-th nuclear state can then be written as a product of the
corresponding wave functions (leaving aside the electrons’ spin)
|Ψn,ν(r,R)〉 = |Φeln (r;R)〉 |χn,ν(R)〉 . (2.3)
Note, that the electronic wave functions depend parametrically on the nuclear
coordinates R. The solution of the electronic part of the Schrödinger equation
as a function of the nuclear coordinates R yields the eigenvalues Vn(R) of
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the molecule in the n-th electronic state. These eigenvalues are known as
potential energy surfaces (see Fig. 2.1) and describe effective potentials for
the nuclei, in which the nuclear framework can perform quantized oscillations.
For each electronic state |Φeln 〉 with energy Vn(R) there is a set of vibrational
wave functions |χn,ν〉 of the nuclei with the corresponding vibrational quantum
number ν.
The quantized oscillations of the nuclear framework can be described in terms
of several normal modes, which can be approximated as harmonic oscillations
around an equilibrium position R0 in the minima of the corresponding potential
energy surface. Then, the total vibrational energy of the molecule is the sum of
the vibrational energies of all excited normal modes. Consequently, the total
energy of the system is [43, 44, 50, 51]







where ωn,i is the energy of the i-th vibrational mode in the n-th electronic
state. The total energy is the sum of the kinetic energy of the nuclei and the
electronic energy. Hence, the Born-Oppenheimer approximation allows to assign
transitions as primarily electronic or vibrational in nature and is therefore of
fundamental importance in spectroscopy [49].
In the context of this work, energetically close vibrational modes cannot be
resolved. Therefore, an effective vibrational mode of energy ωn,0 is considered
[35, 51] and equation (2.4) reduces to




where ωn,0(ν + 12) is the quantized vibrational energy of the effective oscillation
around the equilibrium position in the n-th electronic state.
2.2.1 Radiative and non-radiative transitions
Absorption and emission spectra are results of optical transitions between
different energy states in molecules. The different spectral shapes of molecular
spectra are based on the fact that certain transitions are more likely than others.
The starting point of the quantum mechanical description is an unperturbed
system, described with the Hamiltonian Ĥ0. If, for example, the molecule
is exposed to an external electromagnetic field or experiences an additional
intramolecular interaction that was not considered in Ĥ0, transitions between
states can occur [43]. As long as these interactions are small compared to those
already present in the absence of the interaction, it is appropriate to treat
them as a perturbation Ĥ ′. Consequently, the total Hamiltonian is the sum
of the original Hamiltonian and the perturbation Ĥ = Ĥ0 + Ĥ ′ [43, 48, 51]
and in general, the new wave functions of the system can be described in good
approximation as a linear combination of the eigenstates of Ĥ0.
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From time-dependent perturbation theory, an expression can be obtained
that describes how a perturbation affects an initially unperturbed system in an
eigenstate |Ψi〉 of the unperturbed Hamiltonian Ĥ0. The transition rate from
an initial state |Ψi〉 to a final state |Ψf〉, with energies Ei and Ef , respectively,





| 〈Ψf |Ĥ ′|Ψi〉 |2δ
(
|Ef − Ei| − hf
)
. (2.6)
Here, 〈Ψf |Ĥ ′|Ψi〉 is the matrix element of the perturbation between the final
and the initial state. The delta function δ
(
|Ef − Ei| − hf
)
ensures energy
conservation during the transition, i.e., the transition rate between states is only
significant if the energy difference between initial and final state matches hf





and hence, only transitions between states with the
same energy are possible [43]. Equation (2.6) is called Fermi’s golden rule. An
alternative form of Fermi’s Golden rule can be derived for the transition from
one initial state to a quasi-continuum of finals states. In this case, the delta
function must be replaced by the density of energy-conserving final states ρF
and the matrix element by an averaged matrix element [43, 48, 49, 51–53].
To completely describe electrons and the basic electronic transitions between
states, the spin degree of freedom must also be considered [47, 54]. Since the
non-relativistic Hamiltonian in equation (2.2) makes no references to spin,
a spin wave function has to be introduced. Importantly, owing to the Pauli
principle, the wave function of a system of electrons has to be anti-symmetric
with respect to the interchange of any two electronic indices (spin and space)
[47, 54]. Therefore, within the Born-Oppenheimer approximation, the total wave
function can be approximated as the product of the electronic (|Φel〉), nuclear
(|χ〉) and spin wave function (|Φspin(αi, βi)〉). The latter describes the spins of
the electrons. αi and βi are the spin wave functions of the individual electrons,
which describe electrons whose spin is parallel (spin up) or anti-parallel (spin
down) with respect to some direction in space [47]. The spins are coupled to
a total spin quantum number S and states with distinct spins are orthogonal
[43, 49, 54, 55]. For example, in electronic singlet states, S = 0 and all electron
spins are paired and anti-parallel with respect to each other. In triplet states
S = 1 due to two unpaired (parallel) spins.
radiative transitions Radiative transitions are accompanied by the ab-
sorption or emission of a photon. In spectroscopy, the most common perturbation
is a time-dependent oscillatory perturbation of frequency f , originating from
electromagnetic radiation [43]. In the simplest approach, the perturbation is
assumed as the interaction of a classical electric field E(t) with an electrically
neutral molecule. The leading term of this interaction, writing the molecular
charge distribution in a multipole expansion and assuming that the electromag-
netic field strength hardly varies over the extensions of the molecule, is the
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dipole interaction, i.e., Ĥ ′ = E(t)p̂ [43]. The so-called transition dipole operator
p̂ = p̂el + p̂nuc consists of an electronic and nuclei part and is determined by
the charges e and the coordinates of electrons ri as well as the charges Zje





49, 56]. In the case of spontaneous emission, the perturbation is caused by the
zero-point radiation field [43, 49].
According to Fermi’s golden rule (Eq. (2.6)), transitions occur between states
whose energy difference corresponds to hf , where f is the frequency of the
electromagnetic field [43, 48, 49]. Moreover, for electric dipole transitions, such
as absorption and emission of light (radiative transitions), the matrix element
in equation (2.6) is proportional to the transition dipole moment
µif = 〈Ψf |p̂|Ψi〉 . (2.7)
The squared magnitude of the transition dipole moment is called the dipole
strength Dif , which is a measure for the intensity of the transition [48, 49, 56].
Inserting the total wave function |Ψ〉 = |Φel〉 |Φspin〉 |χ〉 into the expression
for the dipole strength yields
Dif = |µif |2 ≈ | 〈Φel,f |p̂el|Φel,i〉 |2| 〈Φspin,f |Φspin,i〉 |2| 〈χf |χi〉 |2. (2.8)
The separation into three factors is rigorously not correct because of the para-
metric dependence of the electronic wave functions on R. This so-called Condon
approximation is only possible, if the dependence of the nuclear degrees of
freedom on the electronic transition moment is sufficiently weak or averaged
over the nuclear configurations [43, 48, 49, 51].
To make statements about transition probabilities, the integrals in equation
(2.8) must be evaluated. This can be complicated since one must know the wave
functions of the initial and final state and these are usually only available as
approximations. However, using symmetry consideration it can be determined
whether one of the three terms is nonzero, i.e., whether the transition is optically
allowed (for this section see Ref. [51]).
If the integral | 〈Φel,f |p̂el|Φel,i〉 |2 is not equal to zero, the transition is dipole
allowed. Since the electronic dipole operator is of odd symmetry, the integral
disappears if the parities of initial and final wave functions are equal.
The second factor | 〈Φspin,f |Φspin,i〉 |2 specifies that the spin state must be
maintained during a transition. Since spin wave functions with different spin
quantum numbers are orthogonal by definition [43, 49, 54, 55], this integral
is nonzero (spin-allowed) for transitions between states with the same spin
quantum number. In particular, the spin-allowed emission of a photon is called
fluorescence. Concerning the non-relativistic Hamiltonian (2.2), there is no term
coupling spatial coordinates and spin, resulting in a product type wave function.
One can speak of having pure singlet and pure triplet states [57]. However, due
to a relativistic effect called spin-orbit coupling, states of different spin quantum
numbers are mixed, i.e., singlet states (S = 0) are mixed with a small triplet
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character (S = 1) and vice-versa. Therefore, quantum mechanically, radiative
transitions between states of different spins become possible, treating spin-orbit
coupling in the framework of a perturbation theory approach [51, 57, 58]. Here,
the so-called spin-forbidden emission of a photon is termed phosphorescence. In
particular, it can be shown that spin-orbit coupling Hamiltonians depend on
the nuclear charge [43, 51, 57, 58]. For example, in atoms, one can show that
spin-orbit coupling is proportional to the fourth power of the atomic charge.
Therefore, spin-orbit coupling is expected to increase with the atomic number
[43, 51, 58]. Simplified, an electron in the immediate vicinity of a nucleus with
positive charge Z is accelerated to relativistic velocities, and hence the coupling of
spin and orbital magnetic momentum is large [59]. As a result, phosphorescence
is often observed, when atoms with high masses are incorporated (so-called
heavy atom effect) [51, 57, 58].
The third term of equation (2.8) is called Franck-Condon factor. The inte-
gral fν̃,ν = 〈χf,ν̃ |χi,ν〉 describes the overlap of the vibrational wave functions
involved in the transition and is called the Franck-Condon overlap integral.
The corresponding Franck-Condon factor is the squared magnitude of the this
integral, i.e., f 2ν̃,ν . This factor describes the probability of a transition from
the vibrational state ν = ν1...νn of the electronic state Ψi to an vibrational
state ν̃ = ν̃1...ν̃m of the final electronic state Ψf . Since the other two factors
of equation (2.8) are constant for transitions between two potential energy
surfaces, the Franck-Condon factor is responsible for the relative intensities
of the vibronic transitions and hence is responsible for the spectral shape [48,
51]. An analytical form of Franck-Condon factors for vibronic transitions can
be obtained using the wave functions of the harmonic oscillator with equal
vibrational energies but different equilibrium positions R0 (shifted harmonic
wells or displaced oscillators) [35, 43, 51]. Then, the Franck-Condon factors for
the transition from the lowest vibrational level of the ground state to level ν̃ of







Here, λ2 is the Huang-Rhys parameter, which specifies the relaxation energy
in units of the vibrational energy, i.e., Erel = λ2ω0 ∝ ∆R. It serves as a measure
for the coupling of the vibrations to the electronic transition (electron-phonon
coupling) [49], or is a measure for the displacement ∆R of the excited state
potential curve along the configuration coordinate of the associated oscillation
with respect to the ground state potential curve [43, 51]. The general case, fν̃,ν
can be calculated numerically as an overlap integral between the eigenfunctions
of the harmonic oscillator.
Figure 2.1 summarizes the basic concepts of dipole- and spin-allowed optical
transitions (Dif 6= 0, see Eq. (2.8)) and illustrates the resulting spectra. The
transitions between electronic states take place on a femtosecond time scale [49,
51, 60, 61] and can be considered to be fast compared to the movement of the
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Figure 2.1: Radiative transitions. a) Ground state S0 and first excited stated S1
potential energy surfaces are shifted by ∆R with respect to each other
along the configurational coordinate Ri of an effective vibrational mode.
Selected wave function amplitudes of the vibrational wave functions are
sketched in grey, ν and ν̄ denote the vibrational quantum numbers in
S0 and S1, respectively. Optical transitions are shown as vertical blue
(absorption) and red (emission) arrows. b) Franck-Condon progression in
absorption (blue) and emission (red) for a Huang-Rhys parameter λ2 = 0.5
according to equations (2.11) and (2.10). c) Franck-Condon progression
for λ2 = 1. With increasing λ2, the probability of transitions into higher
vibrational states increases. For further details, see text. Adapted from
[35].
nuclei. Hence, the nuclear configuration can be considered as stationary during
the transition [47, 62]. Therefore, radiative transitions are drawn as vertical
arrows in the picture of potential energy surfaces, which is called Franck-Condon
principle. Due to changed charge densities upon excitation, the potential energy
surfaces of the ground and excited state (here denoted as S0 and S1) are shifted
with respect to each other and because of relaxation processes, emission occurs at
a different nuclear configuration compared to absorption [49–51, 61]. The energy
released upon this relaxation to the minimum of the excited state potential
is called relaxation energy Erel [35, 51]. As explained above, the probability
of radiative transitions occurs with a higher likelihood between states whose
nuclear wave functions show a high overlap. Depending on the shift between the
potential energy surfaces against each other, this results in distinct transition
probabilities between the involved vibrational states. Typically, the resulting
vibronic transitions are labeled by the initial and final vibrational quantum
number [48], i.e., ν − ν̃. For absorption, which normally takes place from the
so-called vibrationless ground states (electronic and vibrational ground state
with ν = 0), only the final quantum number is used and labeled as 0− ν̃ = Aν̃+1
[35].
The observed spectra consist of lines separated by the corresponding vibra-
tional energy ω0. For one dominant vibrational mode whose vibrational energy is
15
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large compared to the thermal energy (kT  ω0), the emission and absorption




















Γδ(ω − (ω0−0 +mω0)). (2.11)
The factor [n(ω)ω]3 and [n(ω)ω], respectively, stems from the density of photon
states of the surrounding medium with refractive index n(ω) at the photon energy
ω. m = 0, 1, 2... count the number of the vibrational level of energy ω0. ω0−0 is
the energy of the 0-0 transition, corresponding to the energetic distance of the
vibrationless electronic ground state and excited state. Γ(w) = exp(−(ω/2σ)2)
is the lineshape function, which is usually assumed to be a Gaussian function
with variance σ2. This function is necessary because transitions are not observed
as sharp lines, but are homogeneously and inhomogeneously broadened (see
also sections 2.3 and 2.4). The δ-function describes the conservation of energy
and ω is the energy of the absorbed or emitted photon. These expressions are
known as Franck-Condon progressions. It should also be mentioned that for
an adequate description of molecular spectra several vibrational modes might
be involved. If the inhomogeneous broadening of the individual lines is large
compared to the energetic separation between two modes, they can no longer
be distinguished. Therefore, instead of several vibrational modes, an effective
mode is used in equations (2.10) and (2.11) [35, 51].
According to equations (2.10) and (2.11), the intensities of the vibronic peaks
depend strongly on the Huang-Rhys parameter, since the overlap between the
vibrational wave functions of the excited and ground states is determined by
the displacement of the corresponding potential energy surfaces, e.g., for λ2 = 0
only purely electronic (0-0) transitions are allowed. With increasing Huang-Rhys
parameter, transitions to energetically higher vibrational states become more
and more likely (see Fig. 2.1).
The Huang-Rhys parameter can be determined from the line strength ratio,
IA2/IA1 = I0−1/I0−0 = λ
2, where IAν̃+1 and Iν−ν̃ correspond to the intensities of
the transitions in absorption and emission, respectively. In the later course of
this work, special attention will be paid to these ratios, since they change upon
aggregation and contain information on, e.g., the interaction between molecules
and the coherence of exciton wave functions [35].
non-radiative transitions Non-radiative transitions are isoenergetic
transitions that take place from the 0-th vibrational level of the initial elec-
tronic state (or thermally populated vibrational levels) to the k-th isoenergetic
vibrational state of the final electronic state and therefore are shown as hor-
izontal arrows in energy diagrams. Usually, this transition is followed by the
rapid irreversible dissipation of vibrational energy to the environment within
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one electronic state (thermal relaxation, vibrational relaxation). These non-
radiative transitions are shown as vertical arrows in energy diagrams [51], but
are not discussed further here. The non-radiative transition rate can be approxi-
mately described using Fermi’s golden rule (Eq. (2.6)) and is given, according




f 2ν̃,ν 〈Φel,f |Ĥ ′|Φel,i〉 δ(Ef − Ei). (2.12)
Here, f 2ν̃,ν is the Franck-Condon factor and 〈Φel,f |Ĥ ′|Φel,i〉 is the matrix element
of the perturbation between the initial and the isoenergetic final state |f〉, with
energies Ei and Ef = Ei, respectively. The delta function δ(Ef − Ei) ensures
energy conservation [43, 57, 65].
If the involved states have both the same spin quantum number, then Ĥ ′
is the nuclear kinetic energy operator and the transition is called internal
conversion [51, 57]. The coupling terms between electronic and nuclear wave
functions are no longer negligible, i.e., electronic and nuclear motion can no
longer be separated. This means, the wave functions given in equation (2.3) are
not actually stationary states of the system and transition between them can
occur induced by nuclear motion. Consequently, different electronic states are
mixed by the nuclear movement [43, 44].
Another reason for the deviation from the Born-Oppenheimer approximation
is the spin-orbit coupling. If the involved states have different spin quantum
numbers and Ĥ ′ is a spin-orbit coupling operator the transition is called intersys-
tem crossing [43, 51, 57, 58]. Additionally, the matrix element, and consequently
the rate of intersystem crossing, depends also on the involved states, as outlined
qualitatively by El-Sayed [43, 57, 58, 66–68]. Hence, to achieve an efficient
intersystem crossing, changes in spin must be compensated by a corresponding
change in angular momentum to guarantee the conversation of the total angular
momentum. [43, 57, 58, 67].
As a limitation to this discussion, it should be noted that for almost all
molecules the wave function of a state is usually a superposition consisting of
odd and even parity and different spin states. Thus, practically every transition
is possible, even with partly very low probabilities.
2.2.2 Jablonski diagram
In summary, the basic transitions can be discussed in an energy level scheme
known as Jablonski diagram (see Fig. 2.2) [51, 61]. In this diagram, states are
arranged vertically in ascending energetic order and horizontally according to
their total spin quantum number. For most organic molecules, the energetically
lowest state is a singlet state denoted by S0 with an overall spin quantum
number of S = 0. The energetically higher excited singlet states are denoted
by S1, S2,... . In triplet states, denoted by T1, T2, ..., the overall spin quantum
number is S = 1. These electronic states are accompanied by vibrational states
17
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Figure 2.2: Jablonski diagram for a typical organic molecule. Radiative transitions
are drawn as solid lines and non-radiative transitions are illustrated as
curved lines. IC stands for internal conversion (solid curved horizontal
lines) and ISC for intersystem crossing (dashed curved horizontal lines).
Vibrational relaxation is depicted with curved vertical lines. For reasons
of clarity, vibrational levels are not labeled. For further details, see text.
Adapted from [61].
(νi). Typical vibrational energies are in the range of 100–300 meV, and hence at
room temperature mainly the lowest vibrational level of the electronic ground
state is occupied [43, 51], since the thermal energy (≈ 26meV ) is not sufficient
to occupy energetically higher states. As explained above, transitions between
states can only occur if the transition rates are not zero. Typically, by absorbing
a photon (on a time scale of 10−15 s), the molecule is excited to an vibrational
state of S1, S2, ... . Then, it usually relaxes non-radiatively within 10−13−10−11s
(so-called vibrational relaxation) into the energetically lowest vibrational state
of S1.
From this state a radiative transition to a vibrational state of the electronic
ground state S0 can take place, which is approximately determined by the
Franck-Condon factor. This spin-allowed process is called fluorescence. Typical
fluorescence lifetimes are in the order of nanoseconds. Subsequently, a vibra-
tional relaxation into the energetically lowest vibrational state (ν = 0) of the
electronic ground state S0 takes place. Due to relaxation processes (mainly due
to solvent relaxation) and interaction of the molecule with its environment, the
0-0 transition in emission is red-shifted with respect to the A1 transition in
absorption. This shift is called Stokes-shift.
Another possible process is the non-radiative internal conversion from S1 to
S0, which is accompanied by subsequent vibrational relaxation.
Furthermore, a non-radiative transition from the S1 to the T1 level can take
place by means of intersystem crossing. The subsequent spin-forbidden relax-
ation from the triplet state to the ground state takes place either via emission of
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a photon (so-called phosphorescence) or non-radiatively by intersystem crossing
and subsequent vibrational relaxation. Due to the low transition probabilities
between singlet and triplet states, the excited state lifetimes of triplet states are
significantly longer compared to those of singlet states, ranging from microsec-
onds to a few minutes. Because of their long lifetime, triplet states are very
efficiently deactivated non-radiatively, e.g., by collision with solvent molecules,
due to molecular motion, and thermal perturbations [61, 69].
2.2.3 Photophysical parameters
Molecular properties, such as the excited state lifetime and the quantum yield
of a process, are determined by the rates explained above. In the following,
the radiative deactivation of an excited state is described by the rate constant
kr and the non-radiative deactivation by the rate knr. Here, knr includes all
non-radiative processes, i.e., is a sum over internal conversion kic, intersystem
crossing kisc, and energy transport processes kET in more complex systems [49,
51, 61]. The depopulation of an excited state is governed by the sum of all decay





which is the average time a molecule remains in its excited state before it returns
into lower energy states, e.g., the electronic ground state.
The quantum yield of a process indicates the probability how often a certain
event out of several possible processes occurs, i.e., it is defined by the ratio of
the rate constant of the process of interest to the total rate constant [51, 60, 61].
Concerning radiative quantum yields, a distinction is made between fluorescence
and phosphorescence. The fluorescence quantum yield (ΘF ) is a measure of the
fraction of exited molecules that typically return from an singlet excited state





= kr,S1 τS1 . (2.14)
Here, τS is the lifetime of the exited singlet state S1. Since ordinarily, the triplet
excited state T1 is generated via intersystem crossing from initially excited
singlet states, for the phosphorescence quantum yield the intersystem crossing
yield has to be taken into account [51, 61, 70]. The quantum yield of intersystem
crossing (Θisc) describes the conversion efficiency from a singlet excited state












Typical values for these quantum yields can be found elsewhere [51, 61].
Since transitions are stochastic processes, the depopulation of an excited state







Here, n(t) is the time-dependent density of excited molecules. In particular,
the fluorescence intensity I(t), which is proportional to the number of excited
molecules in S1, follows a simple exponential decay according to equation (2.17)
[51]
I(t) ∝ exp(−t/τS1). (2.18)
The experimentally measured intensity decay is an average over a large number
of excitation-emission cycles, that can be recorded for example using the method
of time-correlated single photon counting. If one averages over a distribution of
lifetimes, which is the case, e.g., when measuring multiple molecular species or
a sample that shows inhomogeneities in the structure or the environment, more
complex expressions are required. Therefore, the decay of the intensity is often
described with a multiexponential approach [60].
2.3 collective excited states
Organic electronics and their applications in displays, renewable, clean energy,
and wearable technology are based on electronic excitation in organic aggre-
gates, films, and crystals [10, 18, 19, 35]. Intermolecular interactions, which are
strongly correlated to the mutual arrangement of the densely packed molecules
in these materials, lead to the formation of collective excited states, i.e., the
excitation energy is coherently shared by many molecules [22, 35, 71]. Moreover,
intermolecular interactions and the collective excited states give rise to changed
optical properties and play an important role in energy transport processes
within multi-chromophoric systems [35, 71–74]. Generally, the nature of elec-
tronically excited states and their dynamics are governed by a complex interplay
of parameters, such as the intermolecular interactions, electronic and structural
disorder, and the coupling between the system and the environment [7, 22, 72].
In this context, Jelley [75] and Scheibe [76] were the first who realized, that
aggregation influences the optical properties of a molecular system. Here, the
term aggregate is used to characterize a system that consists of non-covalently
bound molecules [47]. Upon increasing the concentration of pseudo-isocyanine
(PIC), they observed that the absorption spectrum of PIC-molecules disappears
and is replaced by a narrower, red-shifted absorption band. These changes were
attributed to the aggregation of PIC molecules and the formation of collective
excited states.
The basic concepts for understanding the relationship between morphology
and photophysical properties were developed by the photochemist Michael Kasha
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[22, 35, 71, 77, 78]. Kasha showed that for molecular side-by-side stacked dimers
the absorption maximum is blue-shifted and the radiative decay is suppressed,
while dimers stacked in a head-to-tail fashion exhibit a red-shifted absorption
and an enhanced radiative decay compared to the isolated molecule. Extensions
of the theory of Kasha, for example, the integration of charge-transfer states
and electron-phonon coupling, are part of current research and summarized in
the review of Hestand and Spano [35].
2.3.1 Supramolecular systems
To investigate and understand the properties of collective excited states, artificial
supramolecular nanostructures with tailored properties can be important model
systems. In this context, supramolecular chemistry offers the opportunity to
control the arrangement of molecules within aggregates using non-covalent
interactions [18, 22, 24, 25, 79–81], which can result in polymer-like chains
termed as supramolecular polymers [82]. Thus, in principle, one can manipulate
the interaction between molecules and influence the properties of the collective
excited states [22, 83].
The building blocks, i.e., the individual molecules, are designed to inherit
the capability of forming non-covalent interactions, such as hydrogen-bonding,
π−π-stacking, Van-der-Waals, and hydrophilic/-phobic interactions. These non-
covalent interactions are the driving forces in self-assembly and determine the
thermodynamically stable structure [25, 81, 84–86]. Even small changes in the
molecular structure can have a major impact on the associated intermolecular
interactions and therefore ultimately on the supramolecular architecture and
the optical properties of the system. Since the involved non-covalent interactions
are significantly weaker compared to covalent bonds, self-assembly is usually a
dynamic process and the formed bonds can be easily created and released. Due
to this reversibility of non-covalent interactions, supramolecular polymers often
display self-healing effects [24, 25, 82, 87].
In addition to the molecular design, processing conditions, such as changes
in temperature (T ), concentration or solvent, are equally important and can
drive the aggregation in certain directions [24, 25, 80, 87]. Thermodynamically,
self-assembly is an interplay between enthalpy and entropy. The increase in
enthalpy (∆H), associated with the intermolecular forces, must compensate for
the entropic losses (−T∆S) associated with higher order within an aggregate,
i.e., the changes in the Gibbs free energy should be negative upon aggregation
∆G = ∆H − T∆S < 0. For spontaneous self-assembly, the decrease in entropy,
∆S < 0, due to the higher organization, must be compensated by the enthalpy
term that holds the structures together. This highly dynamic organization
process is not completed until the energetically most stable state is reached.
Depending on the kinetics, the system may fall into thermodynamic traps and
may even not reach the state of the global energy minimum, i.e., the final state
depends strongly on the processing conditions [25, 87–91].
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Figure 2.3: Self-assembly of a building-block. a) Pathway complexity: Self-assembly
free energy landscape of a monomer with different pathways, resulting
in nanostructures with different morphologies and optical properties. A
metastable state A is kinetically formed, but over time this states trans-
forms into the stable state B. Adapted from [91]. b) Multistep approach.
Multiple processing steps can lead to the formation of hierarchical archi-
tectures or multi-component assemblies. For example, starting from the
monomer, fibers can be produced, which in turn can be further processed
into bundles or in supramolecular block copolymers via admixing of a
second building-block.
Therefore, because of kinetic and thermodynamic considerations, different
pathways for self-assembly may be accessible. This phenomenon, referred to
as pathway complexity, results in thermodynamically and kinetically stable
supramolecular aggregates with different molecular packings and thus signifi-
cantly different photophysical properties [25, 81, 86, 90–92]. For example, Fukui
et al. have demonstrated that self-assembly of the same building-block can
follow different pathways leading either to kinetically trapped nanoparticles or
thermodynamically stable nanofibers [91] (see Fig. 2.3a).
In addition, multiple steps of processing (multistep approach) can be ad-
vantageous for the construction of model systems [29, 85, 93], since ,e.g., each
hierarchical structure [31, 33, 94, 95] can be examined and understood indi-
vidually [10, 24]. This can, on the one hand, simplify the identification of the
architectures and, on the other hand, make an understanding of the involved
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interactions easier [24]. For instance, Wagner et al. [85] have recently demon-
strated, that mixing aggregates formed from two distinct building blocks can
lead to the formation of supramolecular block copolymers (see Fig. 2.3b).
In summary, the desired material properties depend not only on the molecule
itself (information stored in the covalent framework) but also on the kinetics
and thermodynamic reactions, i.e., the experimental processing protocols [24,
25].
To study self-assembly and the changed optical signatures due to the for-
mation of collective excited states upon aggregation, spectroscopic techniques
are important tools [7, 22, 35, 96]. The following sections focus on the descrip-
tion of collective excited states, their optical signatures, and energy transport
mechanisms in molecular aggregates.
2.3.2 Frenkel excitons
As a starting point to explain the concept of collective excited states, a molecular
aggregate is assumed to consist of N equidistantly arranged identical molecules
(for this section see [22, 47]). Although a molecule usually exhibits many excited
states, its energy level structure is approximated as a two-level system with a
ground state |g〉 and an excited state |e〉, energetically separated by the energy
E0. Neglecting the nuclei degree of freedom, i.e., a rigid molecular framework is
assumed, these two states correspond to the ground S0 and first electronically
excited state S1 of the molecules (see section 2.2). Furthermore, the exchange
of electrons between monomers is neglected (tight-binding approximation),
the Born-Oppenheimer approximation is used to factorize the wave functions
and a rigid lattice is assumed [97]. In other words, the electronic structure of
the individual molecules stays approximately unchanged, i.e., the molecules
keep their identity, and their positions are fixed [7]. The Hamiltonian for N




E0 |n〉 〈n| , (2.19)
where |n〉 describes a wave function in which only molecule n is excited while
all other N − 1 molecules remain in their ground state. Since the probability of
being in the excited state is the same for all molecules, this wave function is
N-fold degenerate.
However, due to intermolecular interactions this degeneracy is cancelled and
the optical properties are significantly changed with respect to the individual,
non-interacting molecules due to the formation of collective excited states. The










Jnm |n〉 〈m| . (2.20)
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Here, the first term describes the excitation energies, i.e., E0 is the transition
energy of the monomer’s S0 → S1 transition and D is the gas-to-crystal shift
caused by London dispersion forces, such as Van-der-Waals interactions, between
the molecule and its environment [5, 35, 98].
The second term accounts for the interaction energies between the molecules.
Jmn = 〈n|V (nm)|m〉 is the matrix element that describes the interaction between
the molecules n and m. This matrix element is also known as the transfer
integral or coupling between the molecules. In particular, the interaction and the
exchanges of electronic excitations between two molecules n and m is mediated










ρn and ρm are the charge distributions of molecules n and m, respectively, which
depend on the electronic coordinates r and ε0ε reflects the electric permittivity
of the surrounding environment. If the extension of the charge distributions
of the individual molecules is much smaller than the intermolecular distances
|Rnm| = |rm − rn| between the centers of masses of the molecules (rn and rm),
the leading term of V (nm) for an electronically neutral molecule can be specified
in the dipole-dipole approximation [22, 47, 50]. Under this approximation, the







where µn = 〈gn|p̂|en〉 is the transition dipole moment of the i-th molecule and
κnm is the so-called orientation factor defined as
κnm = enem − 3(enmen)(enmem). (2.23)
The unit vector en (em) points in the direction of the transition dipole moment
µn (µm) and enm along the distance vector Rnm. Thus, excited molecules
interact with each other via a Coulomb interaction between their transition
dipole moments [7]. Moreover, according to equation (2.22), the coupling between
molecules strongly depends on the mutual arrangement of the building blocks,
i.e., the distance and the orientation between the molecules. Hence, for different
orientations of the transition dipole moments, the values of κnm range between
−2 and 1. For example, for a collinear head-to-tail arrangement κnm = −2 and
the sign of the interaction energy is negative, defining a J-aggregate. Instead,
for parallel stacked transition dipole moments, a so-called cofacial arrangement,
κnm = 1 and the interaction energy is positive, defining an H-aggregate (see Fig.
2.4). Note that in this section and in the following a dominant Coulomb coupling
is assumed, which is only mediated through space. However, for closely spaced
molecules, as it is common for molecular π-stacks, the intermolecular distances
are often smaller than the intramolecular distances and so-called short-range,
charge-transfer-mediated couplings due to overlap of the wave functions can
occur [35, 71].
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As a consequence of the interaction between the molecules, the wave functions
|n〉 are no longer eigenstates of the total Hamiltonian Ĥ. Considering only
nearest neighbor interactions J0 and assuming periodic boundary conditions,
the new eigenstates and eigenenergies of the coupled system are obtained via





eikn |n〉 , k = 0,±2π/N,±4 π/N, ..., π (2.24)
with the eigenenergies
Ek = E0 +D + 2J0cos(k). (2.25)
The new eigenstates are superpositions of the locally excited states |n〉 and hence
the excitation is delocalized over all N spatially separated molecules, i.e., the
excitation is shared coherently with all molecules. Generally, delocalization can
lead to profound changes in optical as well as energy transport properties (see
also section 2.4) and serves as a signature of quantum coherence in aggregates [7].
The new eigenstates are called Frenkel excitons [47] and according to equation
(2.25) the N-fold energy degeneracy is cancelled. Note that also for open boundary
conditions and finite sizes of the aggregates, the general conclusions are not
affected [22]. Figure 2.4 shows the splitting of the energy levels caused by the
coupling and the resulting exciton band of width W = 4|J0|. This width is
defined as the energy difference between the energetically highest and lowest
exciton state and is called free exciton bandwidth.
To understand the optical properties of an aggregate, the transition dipole
moments between the ground- and exciton states (Eq. (2.24)) must be considered







n p̂n is the total transition dipole operator, given by the sum
of the molecular dipole operators p̂ and |G〉 is the overall ground state wave
function, which is approximated as the product of the individual ground state
wave functions of the molecules |G〉 =
∏
n
|gn〉 [5, 35, 49, 51]. The transition
dipole moments µ(k) of the aggregate are proportional to the vector sum of the
transition dipole moments of the individual molecules. In particular, due to the
electronic coupling, the dipole moments are redistributed to only a few states,
e.g., from equation (2.26) it follows, that k = 0 inherits the maximal dipole
moment µ(k = 0) =
√
Nµ, since the phase of the wave function coefficients
does not change along the entire aggregate (see Eq. (2.24)). The transition
dipole moment is enhanced by
√
N relative to the monomer [35], meaning the
transition dipole moments of the coupled monomers interfere constructively. In
the |k = π〉 state, the phase alternates from molecule to molecule, resulting in a
cancelled transition dipole moment µ(k = π) = 0 [35]. Depending on the sign
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Figure 2.4: Energy diagram for linear aggregates with periodic boundary conditions
and next-neighbor interaction J0. The free exciton bandwidth isW = 4|J0|.
For H-aggregates, the |k = 0〉 state is at the top of the band and the
|k = π〉 state is at the bottom. For J-aggregates the opposite is the case.
Only transitions to the |k = 0〉 state are accessible from the ground state
|G〉. Emission takes place from the lowest energy exciton state. This
transition is forbidden for H-aggregates. The grey arrows illustrate the
phase relationship of the transition dipole moments from molecule to
molecule for the |k = 0〉 and |k = π〉 states. The ellipses above show the
morphological arrangement of the molecules with the orientation of their
transition dipole moments with respect to each other. The gas-to-crystal
shift D is set to zero. The inset illustrates the dependence of the dipole-
dipole interaction on the mutual arrangement of the molecules.
of the coupling, i.e., whether J- or H-aggregates are formed, these states are
located at the bottom or at the top of the exciton band.
Figure 2.4 shows the energy diagram for ideal H- and J-aggregates and the
possible optical transitions. Absorption occurs in the |k = 0〉 state since this
state exhibits the combined dipole moment. For J-aggregates, the sign of the
coupling is negative (J0 < 0) and states with a dipole moment (i.e. |k = 0〉)
to the ground state |G〉 are located at the bottom of the exciton band. The
opposite is true for H-aggregates (J0 > 0). For J-aggregates this results in a
redshift of the main absorption peak compared to the monomer spectrum, while
for H-aggregates a blueshift of the absorption peak is observed [22, 35]. Note
that these shifts are no reliable criteria for the identification of whether the
aggregate is of H- or J-type, since the energy shift D can be larger than the
exciton bandwidth [5, 98].
According to Kasha’s rule, emission takes place from the energetically lowest
excited state for low temperatures. For J-aggregates, emission occurs from the
|k = 0〉 state, which features a N-fold increased radiative rate with respect to the
decay rate of the monomer. Therefore, this state is referred to as a superradiant
state with lifetimes as short as a few picoseconds. Ideally, there is no Stokes shift
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[22, 35]. In H-aggregates, rapid relaxation from the highest energy exciton state
|k = 0〉 populates the |k = π〉 state, and hence the transition to the ground state
is optically prohibited [22, 35, 78]. Therefore, perfectly ordered H-aggregates are
non-emissive and emission is only possible in the presence of symmetry breaking
disorder or vibronic coupling [22, 35].
2.3.3 Frenkel polarons: Expanded theory of H- and J-aggregates
As already mentioned in section 2.2, both absorption and emission spectra of
organic molecules show a vibronic progression due to electron-phonon coupling to
vibrational modes (e.g., a carbon-bond stretching modes with energy ω0 between
0.15-0.2 eV (1200-1600 cm−1)), characterized by the Huang-Rhys parameter.
Since molecules are the building blocks of aggregates, these vibrational modes can
also be found in the aggregate spectra. Hence, the simple two-level approximation
of molecules, as used above, is not sufficient and the influence of electron-phonon
coupling on the aggregate spectra has to be included.
The theory of Spano and co-workers considers the coupling of exciton states
to an effective molecular vibration for H- and J-aggregates. Thus, a quantitative
understanding of the vibrational structures of aggregate spectra is obtained.
Furthermore, the theory explains how the Franck-Condon progression is modified
as a function of the interaction between the molecules and how information
about the structural arrangement, exciton bandwidth, disorder, and coherence
length can be obtained [5, 35, 51]. The following section summarizes the results
of [74, 98–101]. A more detailed summary can be found in the review by Hestand
and Spano [35].
theoretical description Each molecule is described as a two-level system
(S0, S1), which couples to one (effective) intramolecular vibration with the
vibrational energy ω0. The ground and excited state potential energy surfaces are
displaced harmonic potentials (see Fig. 2.5 and Fig. 2.1). This shift is quantified
by the Huang-Rhys parameter λ2. Furthermore, each aggregate consists of N
equally spaced identical monomer units.
The key element of this theory is the expansion of the exciton wave functions
based on one- and two-particle basis states (see Fig. 2.5). A one-particle state
|n, ν̃〉 consists of one vibronically excited molecule n, i.e., molecule n is in its
electronically excited state with ν̃ vibrational quanta while all other molecules
of the aggregate remain in their vibrationless electronic ground state. For two-
particle states |n, ν̃;n′, ν ′〉, in addition to the vibronic excitation of molecule
n, molecule n′(6= n) is in a vibrationally excited state ν ′ ≥ 1 of its electronic
ground state. These states are necessary to describe the spatial impact of the
vibronically excited molecule on its environment and thus a collective excitation,
i.e., the deformation of the aggregate with respect to the central excitation.
Without electronic coupling, the states shown in Fig. 2.5 are eigenstates of
Ĥ0, describing a system of N non-interacting molecules. Hence, in the one- and
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Figure 2.5: Examples of two basic excitations in organic aggregates within the Spano
model. a) One-particle state: Here only molecule n is vibronically excited
(|n, ν̃ = 1〉), while all other molecules remain in the vibrationless ground
state. b) Two-particle state: In addition to the vibronic excitation of the
molecule n, one molecule n′ 6= n is in its vibrationally excited ground state
(|n, ν̃ = 1;n+ 1, ν ′ = 2〉). The excitations are indicated in red. Adapted
from [35, 74, 98].
two-particle basis set, Ĥ0 is diagonal. The eigenenergies of one-particle (En,ν̃)
and two-particle states (En,ν̃;n′,v′) are given by
En,ν̃ = ω0−0 +D + ∆n + ν̃ω0, (2.27)
and
En,ν̃;n′,v′ = ω0−0 +D + ∆n + (ν̃ + v
′)ω0. (2.28)
In this equations ω0−0 is the molecular 0-0 (S0 → S1) transition energy, D is
the gas-to-crystal shift due to Van-der-Waals interactions between the molecules
and their environment, ∆n accounts for a shift in the transition energies of
the monomers, which allows the simulation of energetic disorder within the
aggregate, and ω0 is the vibrational energy. In analogy to the concepts of Frenkel
excitons, the Coulomb interactions between the molecules have a delocalizing
effect on the excitations and the above mentioned one- and two-particle states
are no longer eigenstates of the system. The Hamiltonian Ĥ for the coupled
system can be written as





Jnm |n〉 〈m| . (2.30)
Here again, Ĥ0 is the diagonal part of Ĥ containing the above defined eigenen-
ergies of the basis set (Eq. (2.27) and Eq. (2.28)). The off-diagonal elements are
determined by Ĥex, represented in the basis of pure electronic states |n〉 (see
Frenkel excitons). Further, Jnm is the electronic coupling between the n-th and
m-th molecule. In the following, the calculations are simplified by assuming only
next-neighbor interaction J0. Due to the coupling Ĥex, one- and two-particle
states are mixed. Therefore, within the two particle basis set approximation,
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the α-th eigenstate of the aggregate can be approximated as a superposition of









cαn,ν̃;n′,ν′ |n, ν̃;n′, ν ′〉 , (2.31)
where the wave function coefficients cij are obtained via diagonalization of the
Hamiltonian Ĥ. Note that higher order contributions (e.g., the three-particle
approximation) have negligible effect on absorption and emission within the
weak-to-intermediate exciton coupling regime (see below) [35, 98].
In what follows, the reduced absorption and emission spectra are derived.
That is, the pure dipole strengths are shown, as conveniently used in the
literature [35]. Therefore, the respective photon density of states are neglected
via suppressing the n(ω)ω dependence in equation (2.32) and by suppressing
the n(ω)3ω3 dependence in equation (2.33) [35] (see also section 2.2).
The absorption spectrum A(ω) derives from the sum over all allowed transi-







| 〈G| M̂ |Ψ(α)〉 |2Γ(ω − ω(α)). (2.32)
Here, M̂ is the total transition dipole operator of the aggregate, µ is the
magnitude of the transition dipole moment of a monomer and the dividing
with N normalizes the spectrum to the number of molecules [35]. Γ(ω) is the
homogeneous line shape function, taken to be Gaussian Γ(ω) = exp(−(ω/σhom)2)
[35, 98]. Since the spectral widths at room temperature are often dominated
by static, inhomogeneous broadening, the details of homogeneous broadening
are not that important [35]. Rather, an average over a distribution of transition
energies, chosen randomly from a distribution function (usually taken to be
Gaussian), is needed [35]. The detectable bands in the absorption spectrum
are referred to as Aν̃+1 (ν̃=0,1,...) (see Fig. 2.6 and Fig. 2.7), analogous to
the optically accessible states |Aν̃+1〉 of the monomer (see Fig. 2.1). Thermally
populated vibrational states of the electronic ground state are neglected since the
considered vibrational energy exceeds the thermal energy at room temperature
(ω0 > kbT , i.e., ≈ 170meV > 26meV ).
At zero temperature (T = 0K), according to Kasha’s rule, emission originates
only from the energetically lowest excited state |em〉 with energy ωem. The




I0−vtΓ(ω − ωem + vtω0) (2.33)




| 〈em| M̂ |T (νt)〉 |2. (2.34)
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Figure 2.6: Simplified energy level scheme in the Spano picture for the weak coupling
regime in ideal H- and J-aggregates. The corresponding energy diagram
of the monomer is shown on the left side. In the aggregate, |k = 0〉 states
are shown in blue, while red drawn levels represent |k = π〉 states. Only
transitions into |k = 0〉 states are optically accessible from the vibrationless
ground state |G〉 (absorption, blue arrows). For H-(J-)aggregates, these
states are located at the upper (lower) edge of the bands. For T = 0K,
emission takes place from the energetically lowest exciton state |em〉 (red
arrows). In H-aggregates, the transition from |em〉 to the vibrationless
ground state is optically forbidden. Adapted from [98]. For details, see
text.
The terminal states, |T (νt)〉, are vibrational excited electronic ground states
with a total of νt =
∑
n νn vibrational quanta and importantly these vibrational
quanta can be distributed over all N molecules [98]. At higher temperatures
T 6= 0K, emission stems no longer exclusively from the lowest-energy exciton
state |em〉, since the electronic coupling gives rise to energetically densely packed
exciton bands (see Fig. 2.6). This means, energetically higher exciton states can
be thermally excited and participate in the emission. Therefore, the emission
spectrum is obtained by averaging over a Boltzmann distribution of the emitting,
thermally accessible states |Ψα〉.
Figure 2.6 shows the schematic energy diagram with allowed and forbidden
transitions for ideal (disorder-free) aggregates at temperature T = 0K. Com-
pared to the Frenkel exciton picture, each vibronic state of the molecule splits
into a band, which is characterized by its vibrational quantum number. Due
to electron-phonon coupling, the energetic widths W ′ of the bands are reduced
by approximately the respective Franck-Condon factor compared to the free





Depending on the coupling strength, these bands may overlap. According to
Spano’s notation, the coupling strength is defined via the free exciton bandwidth
W = 4|J0| and the relaxation energy Erel = λ2ω0. W > λ2ω0, indicates the
strong coupling limit, in which bands overlap and a cumulative band is formed.
Otherwise, in the weakly coupled limit (W < λ2ω0), the bands are separated
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(approximately by ω0, see Fig. 2.6), making this regime ideal to illustrate the
underlying physics of electron-phonon coupling in H- and J-aggregates. Note
that in the Frenkel exciton picture the coupling strength is defined differently.
The coupling is regarded as strong as long as the interaction is much larger
than the difference in site energies of the molecules, i.e., |J0|  ∆n, whereas
|J0|  ∆n indicates the weak-coupling limit [22] (see also section 2.4).
For H-(J-)aggregates only transitions from the ground state to the highest-
energy (lowest-energy) exciton states of each band are allowed. These optically
accessible states are labeled |Aν̃+1〉 (ν̃=0,1,...) and correlate to the 0− ν̃ transi-
tions of the isolated molecule and in cases where periodic boundary conditions
apply these states are |k = 0〉 states in analogy to the Frenkel exciton picture.
Consequently, in the absorption spectrum, the optically accessible exciton states
show up as a progression of peaks, which are energetically separated by the
vibrational energy ω0. According to Kasha’s rule (for T = 0K), emission takes
place from the energetically lowest exciton state |em〉. For ideal H-aggregates
(without disorder at temperature T = 0K) this state is a |k = π〉 state, but
in contrast to the Frenkel exciton picture only the 0-0 transition is symmetry
forbidden.
Figure 2.7 shows the calculated spectra for increasing exciton bandwidths W
(left for H-aggregates, right for J-aggregates). The absorption spectrum of the
isolated monomer is shown in grey, while the theoretically calculated absorption
spectrum for aggregates is shown in blue and the emission in red. Here λ2 = 1,
because for this value the 0-0 and 0-1 transitions of the monomer spectrum are
equally intense and hence the influence of the coupling on the aggregate spectra
can be demonstrated ideally. As the magnitude of the coupling |J0| or rather
the exciton bandwidth W = 4|J0| rises, the oscillator strength is increasingly
redistributed towards higher (lower) energy bands, i.e., from |A1〉 ( |A2〉) to




line strength of the first two vibronic peaks A1 and A2 decreases (increases)
as the coupling |J0| rises. Hence, a comparison of Rabs between the isolated
molecule and the aggregate provides a reliable test for H- or J-type aggregation
and a direct measure for the magnitude of the electronic coupling.
In addition, for weak coupling a blueshift (redshift) in the H-(J-)aggregate
absorption spectrum is observable. This results from the fact that in H-(J-)aggre-
gates mainly the transition to the energetically highest (lowest) exciton state of
the bands (|Aν̃+1〉 see Fig. 2.6) is allowed. When W reaches the regime of strong
coupling (W > λ2ω0), only statements about spectral centroids are possible,
since the energetic separation between the |Aν̃+1〉 states exceed the vibrational




2 and Fig. 2.6). With increasing W , the spectral
centroids shift to higher energies for H-aggregates and to lower energies for
J-aggregates, due to the redistribution of the dipole strengths mediated by the
electronic coupling.
Emission takes place from the lowest-energy exciton state |em〉 of the lowest-
energy vibronic exciton band (for T = 0K). In the case of non-rigid molecules
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Figure 2.7: Calculated absorption (blue) and emission spectra (red) for ideal H- and
J-aggregates (at T = 0K) together with the absorption spectrum of the
monomer (grey) to illustrate the changed optical properties in aggregates.
Linear aggregates of N=20 monomers and only next-neighbor interaction
are assumed. Further, ω0 = 0.17eV , σhom = 0.4ω0 D = 0 and (∆n = 0,
for all n). The exciton bandwidth W (the coupling |J0|) increases from
the top to the bottom. The emission spectra of J-aggregates were reduced
by the factor N. For details, see text. Adapted from [35].
(λ2 > 0), only the 0-0 transition (|em〉 → |G〉) is optically forbidden for H-
aggregates (see also Fig. 2.6). This is, in the absence of disorder, |em〉 possesses a
highly symmetric exciton wave function with an alternating sign of wave function
coefficients between consecutive monomers, leading to destructive interference
of the 0-0 transition dipole moments. Hence, in ideal H-aggregates the 0-0-peak
in emission is completely suppressed, while the remaining progression (0-1, 0-2,
etc.) is still visible because such a destructive interference cannot occur for
the sidebands. As W increases, the emission spectrum shifts towards lower
energies, since the width of the exciton bands increases, leading to a reduction
of the emitting state’s (|em〉) energy. In addition, sideband emissions strongly
decrease, resulting in a diminished fluorescence of H-aggregates. Consequently,
the radiative rate kr ∝
∫
ω3S(ω) decreases.
For J-aggregates, the energetically lowest state |em〉 corresponds to the state
|A1〉 (see Fig. 2.6). In contrast to H-aggregates, the wave function coefficients
between the monomers are in phase and nodeless, leading to constructive in-
terference of the 0-0 transition dipole moments and hence the emitting exciton
(|em〉 = |k = 0〉) exhibits the greatest dipole strength. Therefore, the 0-0 transi-
tion is allowed and the transition rate is amplified by the factor N, compared to
the isolated monomer. Additionally, since the emitting state corresponds to the
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state |A1〉, the Stokes shift is negligible. Analogous to the H-aggregates, as W
increases (see Fig. 2.7), the emission spectra shift towards lower energies.
disorder and thermal effects Until now, disorder-free aggregates, with
excitons being delocalized over the entire aggregate, are considered, i.e., the
number of coherently coupled monomers equals N (Ncoh = N). However, in
real H- and J-aggregates structural and electronic disorder is unavoidably
present and breaks the perfect symmetry, leading to a localization of the exciton
wave functions on a smaller part of the aggregate (Ncoh < N). Disorder in
the structural arrangement of the assembly gives rise to a variation of the
electronic interaction around a mean value [35]. However, within this work, only
electronic disorder is considered. The electronic disorder is caused by a variation
in the interaction between the building blocks and their immediate environment.
Consequently, the transition energies of the individual molecules are shifted by
[∆1, ...,∆N ] and distributed around an average transition energy w0−0, where
∆n is the transition energy offset of the n-th molecule (see Eq. (2.27) and Eq.
(2.28)). For a description of this distribution, the transition energy offsets ∆n
are chosen from a joint Gaussian distribution











where (A−1)mn are elements of the inverse covariance matrix A. The matrix
elements are given by
Amn = 〈∆n∆m〉C = σ
2
inhomexp(−|m− n|/l0), (2.36)
where σinhom is a measure for the disorder strength, i.e., the standard deviation
of the site-energy distribution. 〈...〉C denotes the average over different aggregate
energy configurations C = [∆1, ...,∆N ], which specifies the energy disorder of
one aggregate in an ensemble. According to the work of Knapp [102], the intersite
correlation depends exponentially on the spatial distance between the molecules
and here l0 describes the spatial correlation of transition energies in units of
monomers. Figure 2.8 shows two different energy configurations of the monomers
in an aggregate for four different correlation lengths. For l0 = 0 each transition
energy offset ∆n is chosen independently from a Gaussian distribution. With
increasing l0 the distribution of the transition energies within one realization
becomes smoother until, in the opposite limit of infinite spatial correlation
(l0 = ∞), each monomer within one aggregate exhibits the same energy and
disorder is entirely inter-aggregate. By means of spatially correlated transition
energies, inter-aggregate (disorder between aggregates, parameter σinhom) as
well as intra-aggregate electronic disorder (within one aggregate, parameter l0)
is taken into account.
Note that besides most standard models, which consider a Gaussian dis-
tribution for the molecule’s energies, theses distributions may not always be
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Figure 2.8: Two representations of energy configurations C = [∆1, ...,∆N ] along an
aggregate consisting of N = 20 monomers for four different correlation
lengths l0. The correlation length l0 increases from left to right. For l0 = 0
there is no correlation, whereas for l0 → ∞ each monomer within one
aggregate shows the same site-energy offset. Adapted from [74].
appropriate [35, 103, 104]. For example, energy funneling in one-dimensional J-
aggregates was explained using Levy distributions [104], which are non-Gaussian
distributions that increases the likelihood of local, low energy states, termed
traps. These traps can act as a barrier in energy transport and can also be
populated more efficiently [103, 104].
In the following, special attention is paid to the intensity ratio Rem = I0−0I0−1 ,
which increases (decreases) with increasing disorder in H-(J-)aggregates [98]. The
changes in this ratio derive from the fact, that the 0-0 peak in aggregates depends
entirely on the coherence of the emitting exciton, in contrast to the sideband
emissions 0-1, 0-2,... [74]. Therefore, ultimately the 0-0 photoluminescence (PL)
intensity reports not only about the disorder but also on the degree of coherence
of the emitting exciton. Exciton delocalization is of considerable interest, since
delocalization can be beneficial for energy transport dynamics (see section 2.4)
[7, 16, 20, 35, 74]. In particular, as a measure for the spatially collective emission






| 〈Cem(s)〉 |. (2.37)
Here, the coherence function for the emitting exciton |em〉, i.e., the delocalization











where fν̃,ν are the Franck-Condon overlap integrals, cemn,ν̃ are the one-particle
coefficients, and s counts the monomers along the aggregate.
For example, for aggregates without disorder (σinhom = 0 and/or l0 =∞) and
periodic boundary conditions, the coherence number equals the total number
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Figure 2.9: Calculated emission spectra for H- and J-aggregates as a function of
increasing disorder σinhom at T = 0K for linear aggregates with N=20
monomers averaged over 103 configurations of energetic disorder C. Fur-
ther, for all graphs D = 0, W = λ2ω0, λ2 = 1, ω0 = 0.17eV , l0 = 0 and
σhom = 0.4ω0 were used. For J-aggregates, the 0-0 transition has been
reduced by a factor of 10. For details, see text. Adapted from [98].
of molecules within the aggregate Ncoh = N . For completely localized exciton
states, in the presence of huge disorder, Ncoh reduces to one [35]. Generally, in
H-(J-)aggregates the ratio Rem = I0−0I0−1 decreases (increases) as the coherence
number Ncoh increases.
Figure 2.9 shows the effects of increasing inter-aggregate electronic disorder
(σinhom) on the emission spectra. The variation of l0 represents a change in the
intra-aggregate disorder and leads to similar effects as shown in the following.
Qualitatively, at T = 0K and for increasing disorder (increasing σinhom and/or
decreasing l0) the 0-0 PL intensity in H-(J-)aggregates increases (decreases),
due to the broken symmetry in the exciton wave function. Additionally, rising
disorder σinhom increases the probability of low-energy states of the monomers
within the aggregates (see also Fig. 2.8), which increases the probability of low-
energy exciton states. This leads to a redshift of the aggregate emission spectrum.
In addition, the lines broaden with increasing disorder. As mentioned above,
with growing disorder Rem = I0−0I0−1 increases (decreases) in H-(J-)aggregates [98].
If emission spectra are recorded at temperatures T 6= 0K, states above the
lowest-energy exciton state become thermally accessible (thermally activated
emission), i.e., emission stems no longer exclusively from the lowest-energy
exciton state |em〉. For ideal H-(J-)aggregates, increasing temperature leads to
an enhanced (decreased) 0-0 PL intensity (see Fig. 2.10). In H-aggregates, this
can be explained by thermally activated emission from the dipole allowed |k = 0〉
state (|A1〉), which is e−λ
2
W above the lower edge of the band. In J-aggregates,
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Figure 2.10: Calculated emission spectra for ideal (∆n = 0) H- and J-aggregates as a
function of temperature T , averaged over a Boltzmann distribution of
the emitting states. Linear aggregates of N=20 monomers and only next-
neighbor interaction are assumed. The parameters D = 0, W = λ2ω0,
λ2 = 1, ω0 = 0.17eV and σhom = 0.4ω0 were used. For details, see text.
Adapted from [98].
these thermally activated states with k 6= 0 have a smaller dipole strength,
leading to the reduction of the 0-0 transition. As the bandwidth W ′ of the
lowest-energy exciton band rises, thermal occupation of higher-energy exciton
states becomes less likely, i.e., the 0-0 PL intensity is determined by the ratio
between the thermal energy and the exciton bandwidth W ′. Importantly, the
peak ratio Rem = I0−0I0−1 remains an accurate measure of exciton coherence, even
when disorder and thermal effects are present [35].
2.4 energy transport
In perfectly ordered and isolated aggregates, excitons are delocalized over
the entire aggregate [35, 47]. However, as mentioned above, aggregates are
surrounded by an environment, for example, a solvent or they are embedded in
a film, and hence aggregates perceive an environment that can change spatially
and temporally [7, 9]. The interaction of the aggregate with the environment
induces disorder in the aggregate, causing heterogeneities and fluctuations
in the electronic parameters [7, 16, 47]. Therefore, energy transport occurs
across a disordered energy landscape that is modulated by the surrounding
environment and is an interplay between intermolecular interactions, causing
exciton delocalization, and the interaction with an environment, leading to
localization and relaxation of excitons [7, 9, 16, 103]. Hence, the degree of
delocalization and the type of exciton motion strongly depends on the interaction
of the aggregates with the environment [7, 47, 105]. Note that in the following,
the considerations are limited to the Frenkel exciton picture, but the presented
concepts are generally valid and can also be transferred to the Spano theory.
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Mainly, there are two effects depending on the timescale in which the environ-
ment changes the aggregate properties [47, 103]: Static and dynamic disorder.
Changes that are slow compared to the exciton dynamics are often modeled as
static disorder. Here, the local environment can be interpreted as a time indepen-
dent stochastic potential in which the excitons move in [7, 47, 103]. Essentially
each molecule sees its own local environment, leading to a statistic distribution
of transition energies E = E0 + ∆n (so-called diagonal static disorder). Here,
E0 is the mean transition energy and ∆n accounts for the environmentally
changed transition energies, which are taken from a distribution with a standard
deviation of σinhom, serving as a measure for the amount of induced disorder [35,
106]. Energetic disorder breaks wave function’s symmetry and localizes excitons
on parts of the aggregates (see above) [7, 22, 103]. As long as σinhom  |Jnm|,
electronic excitations are localized on individual molecules (see Fig. 2.11a). In
the opposite situation (|Jnm| ≥ σinhom), the description of electronic excitations
in terms of largely delocalized excitons is a good approximation (see Fig. 2.11b)
[7, 22]. Since, due to static disorder, the transition energies of each molecule
differ, averaging over an ensemble of molecules leads to broadening of spectral
lines. Usually, this is referred to as inhomogeneous line broadening [47]. Note,
as stated above, there is also the possibility of disorder due to structural inho-
mogeneities, which leads to a variation in the interaction between the molecules
around a mean value (so-called off-diagonal static disorder) [22, 35, 106].
In contrast, for dynamic disorder, the modulation of the molecules’ transition
energies by the environment is fast or comparable to the time scale of exciton
dynamics. This leads to dynamic localization of initially delocalized excitons [7,
47, 103]. Generally, the environment tends to destroy phase relations between
the excited states of different molecules, ultimately yielding an excited state
to be more localized compared to an isolated aggregate, i.e., an aggregate in
a vacuum. This can be described with a rate γij [7, 8], which measures the
environmentally induced dephasing of coherence. Experimentally, this rate can
be obtained from non-linear pump-probe spectroscopy [7, 8, 105]. The decay of
the phase relation between the ground and excited state wave function, which is
manifested in the homogeneous line broadening σhom, also reflects an estimation
of the aggregate environment interaction [7, 17]. This dynamic effects of the
environment on the aggregate is often modeled as a dynamical, time-dependent
(t) modulation of the transition energy E = E0 + ∆n(t) [7, 106].
Since energy transport is closely related to the coupling of the aggregate to the
environment (here denoted with σhom) and the magnitude of the intermolecular
interactions |Jnm|, transport mechanisms can be classified with respect to these
two parameters [7, 47, 107]. In the following, two limits of energy transport
mechanisms are presented, in which the excitation energy is transported from
one molecule to the next in a completely incoherent or coherent manner.
The first mentioned limit offers a good description, if the homogeneous line
width is much larger than the electronic interaction (σhom  |Jnm|), i.e., if the
electronic coupling is weak compared to the aggregate environment coupling. In
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Figure 2.11: Localization of excitons in an electronic dimer. a) In the weak electronic
coupling regime, the environment fully localizes the excited states |n〉. b)
In the strong coupling regime, the aggregate is in a mixture of the fully
delocalized Frenkel exciton states |k〉. c) In the intermediate electronic
coupling regime, the environment localizes the exciton states to some
degree. Depending on whether static or dynamic disorder should be con-
sidered, σ must be replaced accordingly. In the case of dynamic disorder,
the interaction leads to relaxation and time-dependent localization of
excitons. For more details, see text. Adapted from [7].
the so-called Förster regime, the intermolecular interactions can be treated as
a small perturbation and the energy transport can be understood as hopping
of the completely localized excitations, since the environment rapidly destroys
the coherence between the molecules (see Fig. 2.11a) [7, 9, 107]. Within Förster
theory, all coherence between consecutive molecules is neglected and energy










where pi describes the probability of finding molecule i in the excited state and






Here, ρ denotes the density of the energy conserving terminal states, which can
be interpreted as the overlap of the emission spectrum of the energy donor and
the absorption spectrum of the energy acceptor. The first term in equation (2.39)
describes the depopulation and the second term the population of molecule
i, which is possible between all molecules as long as kij 6= 0. To account for
thermally activated transport, these rates have to be weighted by a Boltzmann
factor such that in thermal equilibrium the molecules are populated according
to a Boltzmann distribution [7, 47, 103, 108–110].
In the very strong electronic coupling limit |Jnm|  σhom, excitation energy
can move through the aggregate as a quantum mechanical wave packet [7,





= Ĥ |Ψ(t)〉 (2.41)
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and requires fixed phase relations between the exited state wave functions
of different molecules. Therefore, it is called the coherent transport limit in
which the excited state is delocalized and the wave function forms a pattern
of amplitudes across the molecules [7, 8]. Phenomena of this kind were found
in individual, highly ordered polydiacetylene chains at cryogenic temperatures
[111]. However, this type of motion is characteristic for an isolated quantum
system without interaction to an environment or only valid for very small time
scales and perturbations from the environment have to be included [47]. If the
electronic interaction is still stronger than the aggregate environment coupling
(|Jnm| > σhom), relaxation between the eigenstates of the Frenkel Hamiltonian
takes place. In thermal equilibrium, the system is a statistical mixture of the
eigenstates (see Fig. 2.11b).
In the intermediate regime (|Jnm| >∼ σhom), coupling to the temporally
changing environment effectively renormalizes the exciton basis and hence
dynamical localization and relaxation take place. However, the excitation can
remain to some degree delocalized (see Fig. 2.11c) [7].
In reality, in self-assembled materials, energy transport is likely a mixture of
coherent and incoherent transport [16, 17, 26, 74, 103, 107]. On very short time
scales, it is possible to enter a regime in which the environmental interaction is
too slow and the coherence is not completely destroyed. Quantum mechanical
processes lead to a coherent wave packet that is delocalized across several
molecules. On longer time scales unavoidable interaction with the environment
becomes dominant and destroys the phase coherence and the transport becomes
quasi-classical [47, 112].
incoherent transport dynamics: pauli master equation In this
work, the focus is on the regime of incoherent energy transport. In this case, ini-
tial femtosecond coherent population oscillations between molecules are damped
quickly on the time scale of energy transport processes due to interaction with
the environment and energy transport can be described through incoherent rate
equations [7–9]. In order to illustrate how energy transport occurs within a
disordered energy landscape (see Fig. 2.12a), the limit of weak aggregate environ-
ment coupling is ideal and offers a straightforward approach to understand the
underlying processes. Under the Born-Markov approximation, which assumes
the environment to equilibrate infinitely fast after an electronic transition and its
interaction with the aggregate can be treated as a small perturbation [7, 16, 110,
113], the interaction of the aggregate with the environment makes incoherent
hopping between the eigenstates of the aggregate Hamiltonian possible [16, 114].
Thus, on the one hand, excitons can relax within their exciton band, and on
the other hand, it enables excitons to spatially diffuse [103, 115]. Here, the
environment represents the vibrations of the outer part of the molecules [114],
including, e.g., molecular side groups and the surrounding matrix. The consid-
ered time scales are long compared to the typical times for coherent oscillations
of populations between individual molecule sites and hence the time evolution
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of the population Pk(t) of the exciton state |k〉 can be written in terms of a







Note that all decay channels are neglected since the focus is on the transport.
The first term on the right side describes all population that enters state |k〉
from all other states |k′〉, while the second term describes the depopulation of
state |k〉 to all other states |k′〉. The exciton eigenstates |k〉, with energies Ek
and wave function coefficients (site amplitudes) ckn, follow from diagonalizing
the exciton Hamiltonian. The model includes on-site scattering of excitons on a
phonon bath. Wkk′ are transition rates (scattering rates) from state |k〉 to |k′〉,
which are given using Fermi’s golden rule, with the exciton-vibration interaction
as the perturbation. In the limit of one-phonon processes, the transition rates
are [72, 103, 113]
Wkk′ = W0S(|Ek − Ek′ |)
N∑
n=1
|ckn|2|ck′n|2B(Ek − Ek′). (2.43)
Here, W0 denotes the magnitude of the exciton scattering. The spectral factor
S(|Ek − Ek′|) depends on the details of the environment and how it couples
to the aggregate, i.e., this factor covers the phonon spectral density of states
as well as the coupling to the excitons [72]. For example this factor has been
modeled with a linear as well as a cubic dependency of |Ek − Ek′| [72, 114,
115]. The term
∑N
n=1 |ckn|2|ck′n|2 represents the overlap integral of the exciton
probabilities between the state |k〉 and |k′〉. Due to this term, only hops between
neighboring localized states are efficient. The last term,
B(Ek − Ek′) =
[exp(Ek−Ek′kBT )− 1]−1 Ek > Ek′1 + [exp(Ek′−Ek
kBT
)− 1]−1 Ek < Ek′
, (2.44)







thermalizing the population distribution, in absence of decay channels, to a
Boltzmann distribution [103, 110, 113]. Essentially, the transition probability
depends on the temperature, the energy spacing between the involved states,
and their wave function overlap [115].
The resulting energy transport within this model can be best understood for
a one-dimensional Frenkel exciton chain of N coupled molecules with transition
energies randomly taken from a Gaussian distribution. The energy structure of
disordered excitons is shown in Fig. 2.12a. Disorder tends to localize exciton
wave functions at segments of the aggregate of typical size N ′ < N (localization
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Figure 2.12: Energy transport in a disordered aggregate. a) Left: Schematic picture
of the transition energies of individual molecules along an aggregate
(energy landscape), randomly taken from a Gaussian distribution with
a standard deviation of σ. Right: Typical realization of exciton wave
functions for a disordered aggregate. Intraband relaxation processes are
shown with gray arrows and thermally activated transport processes are
shown with red arrows. The ellipses indicate the delocalization of the
exciton states. Adapted from [103, 115]. b) Mean squared displacement
for normal, sub- and superdiffusion. Adapted from [41]. For details, see
text.
length). In detail, molecules with transition energies in the tails of the Gaussian
energy distribution will coherently share their excitation with their neighbors to a
small extent, effectively acting as segment boundaries, separating the system into
weakly coupled subchains of variable length [103, 115]. Typically, energetically
higher states are more delocalized and hence provide a higher overlap with
other (energetically lower) exciton states. Generally, transitions between states
localized on the same part of the aggregate are allowed due to wave function
overlap and hence localization will reduce the transport. Starting at an exciton
state |k〉, transitions to higher states are only possible by absorbing thermally
available phonons with the appropriate energy. Transitions to lower states are
possible via emitting a phonon or stimulated emission of phonons. At low
temperatures (compared to the exciton bandwidth), localized, low-energy states
will tend to trap excitations and exciton motion is inhibited for two reasons: First,
traps have a small overlap with wave functions localized in their neighborhood
and second, they are lying energetically to deep. Both effects make transitions
out of traps unlikely. At higher temperatures, scattering to a more delocalized,
higher-energy state enables the exciton to escape from low-energy traps [103,
110]. Once the time evolution has been calculated according to equation (2.42),
the mean squared displacement (MSD) is considered to characterize the spatial





where pn is the population of monomer n in the site basis and n0 the mean
value of the starting position [103].
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The temporal evolution of the MSD due to exciton transport is modeled as
[28, 33, 103, 116–118]
MSD(t) = 2D(t)t. (2.47)
In a general situation, the diffusivity is given by D(t) = 0.5Aαtα−1, where A is
the exciton hopping coefficient with fractional time units. For normal diffusion
α = 1 and the MSD evolves linearly in time. The diffusivity D = 0.5A is
time independent with units of cm2s−1. For subdiffusion, 0 < α < 1, the MSD
increases slower, due to the inhibited exciton motion in a disordered excited state
energy landscape [103, 119]. In the limit of so-called ballistic or superdiffusivity,
1 < α ≤ 2 and the temporal increase of the MSDs is larger compared to normal
diffusion. This limit is characteristic of coherent motion of delocalized states
that are frequently interrupted by scattering effects [41] (see Fig. 2.12b).
While a microscopic picture of exciton diffusion has been described above, the
exciton dynamics are often modeled in a macroscopic picture using a classical









where D is the time-dependent diffusivity (see above), τ the exciton lifetime and
n(x, t) the exciton density as a function of time t and space x (for details, see
supporting information of sections 4.1 and 4.2). In this picture, the diffusivity
D depends on the exciton delocalization. In a simple random walk, the diffusion
constant D scales quadratically with the step size or in this case with the
delocalization, i.e., D = kN ′2/2, where N ′ is the exciton’s localization length and
k is the exciton transport rate [20]. Simplified, excitons with lager delocalization
can move farther within one hopping step of size N ′ [20, 124]. However, with
increasing delocalization, the transport rate k decreases as the wavefunction
amplitude at each molecular site diminishes (for example see Eq. (2.43)). In
the ideal case, k scales with 1/N ′ [20], meaning that the diffusion constant
could increase proportionally to exciton delocalization [16, 20]. The MSD of the
exciton density also evolves in time according to equation (2.47).
To conclude this discussion, it should be mentioned that there are plenty
of models treating exciton dynamics. For example, the Haken-Strobl-Reineker
(HSR) model treats the aggregate-environment interaction as classical fluctu-
ations of transition energies. Here, an initial ballistic period is followed by a
diffusive transport, and hence the HSR-model covers coherent and incoherent
transport in a high-temperature limit [9, 16, 120]. Standard versions of Redfield
theory assume a Markovian environment and also allow the treatment of coher-
ent and incoherent motion in the limit of weak aggregate environment coupling
[7]. Similarly to Redfield theory, an intuitive picture for coherent-incoherent
transport is provided considering the exciton as a quantum walker moving
through the sites [17, 124]. The walker propagates coherently with the speed of
2J0. Either the walker reaches its delocalization length on the time scale tl and
subsequently gets stuck or the number of steps is limited by the interaction with
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the environment on the time scale tH . The subsequent interaction with the en-
vironment frees the walker and enables him to propagate further. Consequently,
the total number of steps is determined by the exciton lifetime [17, 124]. The
hierarchical equation of motion approach (HEOM) accounts for non-Markovian
aggregate environment interactions and thus captures time-dependent reorgani-
zation of the environment [7, 9]. However, HEOM is computationally expensive
[9].
As key parameters for optimized energy transport, many studies on organic
materials have shown that energy transport properties are closely related to
highly defined arrangements of the building blocks, reasonable electronic cou-
pling, and the associated formation of collective excited states. For example,
Caram et al. [17] have demonstrated transport distances of 1.6 µm in a J-type ag-
gregate of double-walled tubular nanostructures. It was suggested that the high
energetic order within the structures and resulting long delocalization length of
excitons are key factors for long-range energy transport in J-aggregates. Hence,
simplified transport is enhanced due to the increased step size during exciton
hopping achieved by delocalization [20]. However, in J-aggregates, the lowest
exciton state is a superradiant state and transport competes with radiative
deactivation. In H-type aggregates, a step further was gone and besides the
delocalization of the wave functions also their non-radiative character, i.e., the
optically forbidden lowest-energy transition, was exploited to minimize radiative
losses and thus distances up to 4.4 µm were demonstrated [26]. However, many
key parameters that determine efficient energy transport and their interplay are
not fully understood and are the subject of current research [6, 20, 23, 73]. These
issues will be addressed in section 4.2 of this thesis, which adds new aspects
for a theoretical understanding of energy transport and design principles for
supramolecular architectures that enable long-range energy transport.
2.5 exciton-exciton annihilation
The above explained single exciton limit is only appropriate for weak laser
excitation intensities, resulting in the formation of single Frenkel excitons
[47, 125]. However, upon increasing the excitation intensity, several excitons
localized at different positions within the aggregate are excited. When these
mobile excitons interact, they annihilate, and thus excitons can act as (mobile)
quenching centers for other excitons [17, 70]. This opens up a new relaxation
channel for excitons, known as exciton-exciton annihilation (EEA) [17, 47, 70,
125]. In particular, at high excitation densities, EEA can represent a large part of
the possible relaxation mechanisms and hence becomes an important dimension
in the context of energy transport processes [47, 70, 125] and in the design of
optoelectronic devices [42, 73, 123].
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Figure 2.13: Energy level scheme visualizing singlet-exciton singlet-exciton annihila-
tion. Shown are the ground state S0, the first excited state S1, and a
higher excited state Sn of two excitons (the spheres indicate the degree
of excitation). Left part: Both excitons are in the first excited state.
Central part: The left exciton is excited to a higher state while the right
exciton returns to its ground state (exciton fusion). Right part: Internal
conversion leads the left exciton to reach its first excited state. For details,
see text. Adapted from [125].
Figure 2.13 shows a scheme of the EEA process in the simplest case for
completely localized excitons on single molecules [47, 125], but the mechanisms
shown are generally valid for any kind of interacting excitons (delocalized or
localized). Here, the molecular building blocks are approximated as three-level
systems with a ground state S0, a first excited state S1, and a higher excited
state Sn. The prerequisite for EEA are neighboring excitons, both in their first
excited state. In this picture, EEA is represented as a two-step process. First,
both excitons have to approach each other by means of energy transport. If
the excitons interact, their excitation energies can be used to excite one of the
excitons to a higher excited state Sn (n > 1). This step, called exciton-fusion,
leaves behind the other exciton in its ground state S0. In the second step,
probably internal conversion returns the exciton in Sn back to S1 [47, 125]. If
the energy loss due to relaxation is large, the generation of two S1 excitons is
prohibited [42] and hence of the initial two excitons, only one is available for
the cycle S1 → S0. Therefore, the fluorescence quantum yield decreases and the
excited state lifetime of S1 is reduced [17, 125].
EEA is commonly regarded as an incoherent, stochastic process described
with a rate equation for the exciton density n(r, t) at the spatial position r and
a delay time t after laser excitation. In this description, a term −γn(r, t)2 was
introduced phenomenologically to describe annihilation with an annihilation
rate γ [42, 47, 70, 125]. Especially, the rate equation describing the singlet
exciton decay for exciton self-quenching in a homogeneous system is given by








where τ is the intrinsic exciton lifetime due to radiative and non-radiative decay
of excitons and the non-linear term −1
2
γ(t)n(t)2 describes the depopulation of
excitons by annihilation. The factor 1
2
indicates, that only one exciton remains
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after an EEA process (S1 +S1 → Sn+S0 → S1 +S0 +heat). The formal solution










Since EEA is usually a diffusion-limited process, the annihilation rate γ(t) de-
pends on a diffusion coefficient D. For example, for diffusion in three dimensions
(3D) γ(t) is given by




where R is the interaction radius of the excitons. For longer times t R2/(2πD)
the annihilation rate becomes time independent γ3D = 8πDR. For diffusion in





Due to the different time dependencies of the annihilation rate, EEA probes




If singlet excitons can be converted into triplet excitons via intersystem
crossing, singlet-triplet annihilation creates an additional decay channel for







γ(t)n(t)2 − γSTnT (t)n(t), (2.53)
where γST is the rate of singlet-triplet annihilation and nT is the density of
triplet states. These rate equations (Eq. (2.49) and (2.53)) can be easily extended
since other products of energy transport and annihilation are possible [121].
For example, diffusion equations comparable to Eq. (2.48) with a time- and
position-dependent exciton density have been extended for the diffusion of
singlet as well as triplet excitons and there are also variants that include singlet
fission, triplet fusion, and many more [121, 123, 128].
Also, EEA is described using Monte-Carlo simulations. Here, excitons move
to neighboring molecules with a transport rate until they can interact with each
other within their interaction radius [17, 73].
Note that these descriptions using rate equations are macroscopic pictures
valid for large aggregates and excitons propagating in a diffusive manner [47,
70]. As illustrated in figure 2.13, a microscopic picture has to account for at
least a three-level model for every molecular building block, at least two-exciton
states, and internal conversion. Further, to consider any type of spatial exciton
delocalization, delocalized single- and two-exciton states have to be used, and
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hence EEA can take place between delocalized, localized, and between localized
and delocalized states. A detailed description can be found in [47, 125]. Doing
so, Roel Tempelaar et. al [42] have demonstrated a strong dependence of the
annihilation rate on the sign of the dipole-dipole coupling, i.e., whether H-
or J-aggregates are considered. Because of the destructive interference in the
annihilation properties, due to the phase relations of the two-exciton wave
function in H-aggregates, annihilation rates of H-aggregates are reduced by a
factor of three compared to J-aggregates at room temperature. This reduction
is even more pronounced at lower temperatures, where annihilation rates differ
up to one order of magnitude.
In summary, with increasing excitation densities the probability of introducing
several excitons into the system increases and according to the equation (2.49)
EEA becomes more likely. Similarly, high laser pulse repetition frequencies
fpulse can lead to accumulated populations, since exciton populations may not
have decayed completely between subsequent laser pulses (τ > 1
fpulse
). Thus,
effectively a higher density of excitons is available, leading to an increased
annihilation probability [70, 129, 130]. On the one hand, EEA can be exploited
to study the structure-function relationship of materials [17, 42, 73, 131], e.g.,
EEA can be used to determine the exciton diffusion length through its character-
istic signatures on fluence-dependent time-resolved spectroscopy measurements.
On the other hand, EEA can complicate the interpretation of experimental
measurements [41, 42], and hence a careful design of experiments and knowledge
about the signatures characteristic of the process are required.
In section 4.1 of this thesis, EEA becomes relevant as it leads to an apparent
enhancement of exciton transport in direct measurements of spatio-temporal
exciton dynamics. Moreover, in section 4.3 singlet-triplet annihilation is exploited
to manipulate the direction of mobile singlet excitons.
2.6 wave guiding in self-assembled material
Besides their spectroscopic signatures and their ability to transport excitation
energy, self-assembled organic materials such as micro- or nanocrystals can show
optical microcavity behavior, optically pumped lasing and waveguiding [18, 19,
132]. The ability to confine and guide light results from the fact that these
crystals show a higher refractive index than their environment [18, 133].
For example, in an asymmetric planar waveguide, the middle layer with
refractive index n2 is surrounded by media with smaller reflective indices n1,3 <
n2 (see Fig. 2.14). This three-layer geometry allows light to be confined and
guided in the middle layer. In a ray optic description, guided transport of light
through the material is achieved by multiple total internal reflections of the
light at the boundaries, i.e., light is transported through the waveguide without
radiating into the surrounding media [133]. Total internal reflection at the
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Figure 2.14: Active waveguiding in the picture of ray optics. The waveguide with
refractive index n2 is surrounded by media with lower refractive indices




guided by total internal reflection towards the edges of the waveguide.
For smaller angles Θ < ΘC the emitted light is not completely confined
and can escape into the surrounding media. For details, see text. Adapted
from [133].
boundaries occurs if the angle of incidence is greater than the critical angle ΘC .
For light waves incident from a medium with refractive index n2 to a medium
with refractive index n1,3 < n2 the critical angle for total internal reflection is





Rays propagating under larger angles can be reflected multiple times within the
material by bouncing between the surfaces. Rays making smaller incident angles
are not completely confined and leak into the adjacent medium (see Fig. 2.14)
[133, 134]. They are partly reflected and refracted according to Fresnel’s equations
and thus lose a portion of their power to the environment at each reflection
(see Fig. 2.14) [133]. More precisely, for waves to be guided in the waveguide, a
self-consistency condition must be fulfilled, i.e., for a planar dielectric waveguide,
this means that rays must reproduce themselves in phase and amplitude after
reflection at both boundary layers. Thus, only discrete bounce angles Θm > ΘC
fulfill the condition for constructive interference [133]. Fields that satisfy the
self-consistency condition are called modes of the waveguide. Since in this
example, the discrete mode angles are limited by the critical angle and the
surface (ΘC < Θm ≤ π2 ), the waveguide can support a certain number of modes
only. For a sufficiently thin layer or sufficiently long wavelength, a single-mode
operation can be achieved, where exactly one propagation angle is allowed [133].
Note that the principle of operation explained above is also similar for channel
waveguides, but the mathematical treatment is more complex [133].
In self-assembled dielectric waveguides, a distinction is made between passive
and active waveguiding. Passive waveguiding refers to the ability to guide
light which is coupled into the material externally [133]. In the case of active
waveguiding, the transported light is generated by the excitation of the material
itself, i.e., the guided light results from photoluminescence (PL) of the waveguide
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[18]. Only emission fulfilling the self-consistency condition is guided and the
other part of the emission leaves the waveguide [132]. Therefore, if the waveguide
is excited at one position, emission can be detected directly at the excitation
position or the emission can be guided to the output point, which is usually an
edge of the waveguide (see Fig. 2.14) [134].
Notably, since the absorption and emission spectrum in organic materials
often overlap strongly, photon recycling, which refers to the re-absorption and
delayed re-emission of PL-photons by other molecules within the waveguide,
can occur. In combination with waveguiding, photon recycling can take place
more frequently. This effect can be significant if the PL quantum yield of the
material is high and/or the absorption and PL spectra strongly overlap and
hence, photon recycling can have an influence on the spectral as well as temporal
signatures of organic materials [135–137].
In summary, a variety of effects, such as waveguiding, exciton transport,
exciton-exciton annihilation, and many other effects can occur in self-assembled
materials. Therefore, in order to design experiments correctly and to draw the
right conclusions, all these mechanisms have to be considered, as demonstrated
in section 4.1.
2.7 experimental methods for measuring en-
ergy transport
To study energy transport in molecular assemblies, various indirect methods
have been applied to date [121, 131]. For example, emission quenching at
sensitizers or surfaces [29, 30, 116, 121, 138, 139] have been used to extract
exciton dynamics in organic materials. These methods are based on knowing
the distance to the surface or the average distance between sensitizer. If these
distances approach the exciton diffusion length, a fraction of the excitons will
be quenched and consequently, the PL lifetime will be shortened compared to a
non-modified sample. The changes in the PL signal can then be fitted to model
assumptions, yielding the exciton diffusion length and diffusion constant [121,
140, 141]. However, quencher molecules perturb the system and can introduce
structural defects. Exciton-exciton annihilation is also frequently used [17,
73, 141] to obtain information about the exciton dynamics (see section 2.5).
However, these methods are usually applied to ensembles in films or solutions and
thus the extracted transport parameters represent averaged values. Ordinarily,
the investigated materials are not perfectly homogeneous and can suffer from
structural defects or other forms of disorder [41]. These insights remain hidden
but are highly desirable to understand the underlying mechanisms that dictate
the transport properties, i.e., as shown in sections 2.3 and 2.4, the energy
landscape of an aggregate has a huge influence on the spectroscopic signatures
and energy transport properties. The main disadvantage of these methods is
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that they do not directly measure the time-resolved transport distance. Rather,
they are based on translating an indirect measurement quantity, such as the
lifetime of annihilation measurements, into a diffusion constant or diffusion
length via theoretical considerations.
Only recently, a few direct measurements of transport distances have been
reported. In analogy to single-molecule spectroscopy, the spectroscopic properties
are measured locally in space, allowing to characterize distributions of properties
in addition to mean parameters [41]. These techniques are based on detecting the
broadening of an exciton population that is initially created in a defined spatial
region. A simple approach uses static microscopy to create an initial exciton
population with a diffraction-limited excitation spot. The spatial broadening
of the detected steady state PL is compared to the excitation profile and
broadenings are attributed to exciton diffusion [26, 31, 33].
This technique has been extended for time-resolution using locally focused
pulsed laser excitation and follows the exciton dynamics in space and time (see
Fig. 2.15). Common to all these spatio-temporal methods is that they are based
on repeated excitation and time-delayed imaging cycles of the exciton dynamics.
In a transient absorption approach, the exciton population can be followed
via raster scanning a focused probe pulse [122] or using a wide-field probe
pulse in combination with widefield detection [142]. Recently, a time-resolved
transient scattering method has been used to characterize how the spatio-
temporal exciton population alters the local dielectric constant [143]. Finally,
detection-beam scanning of the transient photoluminescence signal can probe
the exciton dynamics via the radiative recombination as excitons return to the
ground state [28, 119]. Since all these methods are based on measuring absolute
changes in the spatial exciton distributions over time, there is in principle no
limit to the minimum diffusion length that can be measured [41]. In this context,
Ginsberg and Tisdale presented a detailed review of spatio-temporal techniques,
the evaluation of the measurement results, and selected experimental results
[41]. The advantage of these methods is to determine the exciton dynamics in
time and space and to apply and develop theoretical concepts beyond standard
diffusion models [41].
In this work, self-assembled materials showing long-range energy transport in
the order of 200 nm with partly small absorption cross-sections are used. To avoid
non-linear effects like annihilation (see section 4.1), and thus to be able to detect
exciton dynamics at low excitation densities, the detection-scanning method
of the PL-signal is particularly suitable, because it has the highest sensitivity
and requires the lowest excitation powers [41]. The experimental realization is
shown in Fig. 2.15. The pulsed laser excitation is directed via a dichroic mirror
into a high-numerical aperture objective and focused on the sample. The PL
of the focal plane is collected by the same objective and separated from the
excitation light by the dichroic mirror. The following detection path consists
of two telecentrically arranged lenses (L1 and L2), a scanning mirror, and a
detection lens (L3), which images the PL onto a photodiode (detector).
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Figure 2.15: Experimental implementation of detection scanning. Left: The solid blue
lines show the excitation path, the green lines represent the emission
beam path with the undeflected mirror, and the green dashed lines
correspond to the emission beam path with the mirror tilted. During the
entire detection-beam scan, the confocal excitation spot remains at the
same position in the sample, while the detection position imaged onto the
detector is independently moved with the scan mirror. Right: Schematic
representation of the initially generated exciton population with a focused
laser pulse and three snapshots showing how the population evolves in
space and time due to the energy transport. For details, see text. Adapted
from [41] and [144].
The telecentric lens system is designed for ensuring that all PL collected by
the objective reaches the detector regardless of the scanning angle of the mirror.
For this purpose, the scanning mirror must be imaged into the objective rear
aperture to prevent signal fall-off at the scan extremes. Therefore, the front
focal point of L1 is centered in the objective rear aperture and the distance
between the telecentric lenses corresponds to the sum of the two focal lengths
of L1 and L2. Hence, parallel PL light remains parallel after passing through
the telecentric lens system. Importantly, the pivot point of the mirror and the
rear focal point of L2 must coincide. Then, a change of the mirror’s pivot angle
leads to a linear shift of the detected position in the sample plane, and hence
scanning of the detection point over the sample is enabled independently of the
excitation position [145, 146].
The electrical signal of the photodiode is fed into a time-correlated single-
photon-counting module, allowing the measurement of the time-resolved PL.
With this method, the PL of the sample can be recorded at different positions
and at different times after laser excitation and thus information about the
exciton kinetics can be obtained.
A detailed characterization of this microscope was worked out in the context
of a master thesis by Stephan Wiesneth [144]. Further details, concerning the
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experimental setup and the analyses of the obtained signals, can be found in
this master thesis and the additional information of sections 4.1 and 4.2.
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3 O V E R V I E W O F T H E T H E S I S
This thesis focuses on tailoring long-range energy transport in supramolecular
assemblies based on functional organic molecules. It contributes to a funda-
mental understanding of the interplay between morphology, electronic coupling,
and disorder as well as their influence on the optical and energy transport
characteristics in self-assembled materials. One key insight of this thesis is
the superior energy transport properties in isolated supramolecular nanofibers
compared to those in bundles, which is in contrast to the common notion. In
consequence, these results suggest that individual nanofibers should be preferred
over fiber bundles when implementing them in devices. Another highlight is the
developed all-optical approach to control singlet exciton transport pathways via
singlet-triplet annihilation in bundles of supramolecular nanofibers. The most
impactful results that were obtained in the course of this thesis are condensed
in 3 publications. One is published in the Journal of the American Chemical
Society, one is submitted to The Journal of Chemical Physics and one is in-
tended for submission to Nano Letters. An outline of the conducted research is
presented in Figure 3.1.
The transport of excitation energy is a key process in natural and artificial
light-harvesting as well as in the operation of organic electronics. In order
to exploit the full potential of new materials and to tune their properties, a
complete understanding of the properties of collective excited states, as well as
energy transport, is necessary. For example, the interplay between electronic and
structural disorder as well as the electronic coupling between densely packed
molecules, and its impact on optical spectra and energy transport properties
have been widely studied but not fully understood. Disentangling the contri-
butions of the different factors to energy transport becomes difficult, both on
the theoretical and experimental side since electronic Coulomb coupling and
(structural and electronic) disorder in organic assemblies are typically of the
same order of magnitude. Sophisticated experimental techniques are required
to analyze such systems on the level of single objects to avoid ensemble aver-
aging over the intrinsic structural and electronic disorder of supramolecular
assemblies. Moreover, progress in this field is hampered by the lack of suit-
able supramolecular architectures and concepts that allow for tailoring energy
transport characteristics.
For these reasons, this thesis was divided into three parts:
1. The characterization and differentiation of energy transport and light prop-
agation mechanisms in self-assembled material, using a spatio-temporal
detection scanning approach of the transient photoluminescence.
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Figure 3.1: Key aspects of this thesis. Left: Fundamental experimental investigations of
spatio-temporal dynamics, using detection-beam scanning of the transient
photoluminescence. Center: Processing and characterization of a model
system with tailored energy transport properties. Right: Concept for
directed singlet exciton transport based on singlet-triplet annihilation. For
details, see text and section 4.
2. The processing and characterization of a model system, allowing for robust
and tunable energy transport properties.
3. The development of a new concept based on singlet-triplet annihilation,
allowing directed energy transport.
Consequently, the approach of this thesis was to start at the experimental
level and to develop a comprehensive picture of the photoluminescence sig-
nal obtained with recently introduced spatio-temporal techniques for resolving
energy transport. We used PL microscopy combined with detection-beam scan-
ning and time-correlated single-photon counting on individual supramolecular
architectures. The spatio-temporal dynamics of long-range exciton transport
(> 100nm) on pico- to nanosecond time scales can thus be tracked by detecting
the spatio-temporal broadening of their PL signal after radiative decay. How-
ever, in addition to energy transport, exciton-exciton annihilation, waveguiding
effects, and photon recycling have been reported to occur in organic functional
assemblies. Because all these effects can occur simultaneously, resolving the
exciton dynamics unambiguously is highly challenging. This issue is addressed
in the first part of this thesis (section 4.1, Fig. 3.1, left part).
To shed light on the spatio-temporal dynamics of excitons in organic materi-
als, we studied highly defined macroscopic single crystals of thiophene-based
oligomers (Sajedeh Motamen and Günter Reiter, Freiburg), which should sup-
port all the mechanisms mentioned above. Using detection beam scanning in
combination with numerical simulations, we addressed and resolved ambiguities
in direct measurements of spatio-temporal exciton dynamics. In particular,
we were able to distinguish and quantify exciton transport, exciton-exciton
annihilation, photon recycling, and leakage radiation upon waveguiding. It is
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shown that exciton-exciton annihilation and photon recycling lead to additional
spatio-temporal transport dynamics and thus must be considered as possible
spatio-temporal mechanisms. We showed that these additional dynamics can
be reduced significantly by using low excitation fluences (reduces annihilation)
and samples with sufficiently small PL quantum yields (reduces photon recy-
cling). The latter can usually be found in H-aggregates. In summary, it was
demonstrated how these various effects and mechanisms can be discriminated
by a careful design of experiments, data evaluation, and numerical simulations.
Thus, this publication provides important reference parameters for appropriate
experimental conditions, a blueprint for data analysis of the spatio-temporal
signal as well as insights regarding the selection of suitable model systems.
After characterizing the experimental conditions that grant statements about
exciton energy transport, the second part of this thesis (section 4.2, Fig. 3.1,
central part) is dedicated to the realization and characterization of a well-defined
model system that allows for tuning morphology, electronic properties as well
as the experimental observation of exciton transport. We utilized controlled
self-assembly of a carbonyl-bridged triarylamine-based (CBT) building block
(Hans-Werner Schmidt, Bayreuth) into H-type architectures to obtain either
single supramolecular nanofibers or bundles of supramolecular nanofibers. The
aggregates were studied by means of comprehensive steady-state investigations
in solution in combination with numerical simulations. We found that exci-
ton delocalization is influenced by bundling-induced electronic disorder. In
particular, bundling leads to a loss of transition energy correlations between
neighboring molecules. As a result, excitons in single nanofibers are delocalized
over more molecules than in bundles. Using optical microscopy with detection
beam scanning capability at low excitation fluences, we visualized long-range
(µm) transport of singlet excitons in both architectures. We found significantly
enhanced exciton diffusivities in single supramolecular nanofibers due to the
increased exciton delocalization. Moreover, single nanofibers feature the largest
exciton diffusivities of up to 1 cm2/s that have been reported for H-aggregates so
far. This finding provides the first direct experimental evidence that correlated
transition energies of adjacent building blocks of supramolecular architectures
improve the transport of electronic excitations. Therefore, the obtained results
are relevant for the development of a theoretical understanding of energy trans-
port as well as for the design of supramolecular architectures that are optimized
for robust and highly efficient energy transport.
Based on these results, we developed and demonstrated an all-optical approach
for tailoring the direction and magnitude of singlet exciton transport in bundles
of CBT nanofibers, described in the third part of this thesis (section 4.3, Fig.
3.1, right part). For this purpose, we have extended the detection beam scanning
setup introduced in section 4.1, using two temporally and spatially separated
laser pulses. Intersystem crossing of the laser-generated singlet excitons creates
a triplet population, which acts as a barrier for the mobile singlet population
generated by the time-delayed following pulse since singlet excitons cannot pass
71
overview of the thesis
the triplet excitons due to singlet-triplet annihilation. Thus, by moving the laser
excitation location, we can generate a freely positionable triplet-barrier for the
mobile singlet excitons. Our new all-optical approach for tailored singlet exciton
transport paves the way towards new design principles for functional photonic
nanodevices and ultimately to a complete control over singlet exciton motion.
The key results of the publications are summarized in the following section
and incorporated in the overall context. Details on the samples, the experiments,




section 4.1: energy transport and light propagation mechanisms
in organic single crystals Transport of excitation energy, exciton-
exciton annihilation, and light propagation via waveguiding or photon recycling
are key processes in nano- to micrometer-scale structures based on organic
molecules, and are exploited in applications, such as excitonic and optoelec-
tronic devices. However, the discrimination of these processes is challenging,
since they can lead to similar spatio-temporal characteristics and can thus
erroneously be attributed to exciton transport. Hence, to extract correct exciton
diffusion lengths and to develop suitable design principles for novel structures,
unambiguous identification of these processes is required.
The first section of this thesis aims at the differentiation and quantification
of energy transport and light propagation mechanisms in organic functional
materials. Therefore, we used the most direct tool available for imaging en-
ergy transport: Tracking the spatial and temporal evolution of photogenerated
excitons. The goal was to identify ambiguities in direct measurements of spatio-
temporal exciton dynamics, to find experimental methods to exclude mechanisms,
and ultimately distinguish and quantify the influence of these various effects in
such experiments. This would allow a better understanding of the individual
mechanisms, their individual contributions to energy transport, and their mutual
interplay.
As a model system, we investigated single crystals consisting of thiophene-
benzene-thiophene (3TBT) oligomers. Due to their highly defined arrangement
within the crystal and reasonable H-type coupling of the densely, cofacially
stacked molecules, long-range exciton transport should be possible. These organic
crystals show dimensions in the µm scale, sufficiently smooth surfaces, and
a higher refractive index than their surrounding environment, allowing for
waveguiding effects. Furthermore, 3TBT crystals feature strong spectral overlap
between their absorption and PL spectra. Thus, photon recycling can take
place, which refers to re-absorption and delayed re-emission of photons by other
distant molecules within the crystal. These crystals are an ideal model system
for the above mentioned goals since all relevant transport mechanisms should
be supported.
The crystals were investigated using a home-built microscope with detection
beam scanning capabilities in combination with single photon counting. We
were able to exclude photon recycling via measuring the lifetimes of the directly
out-coupled PL at the excitation position and the waveguided PL out-coupled at
the distant crystal tip while keeping the excitation position fixed (see Fig. 3.2a,b).
We found identical PL decay curves (see Fig. 3.2c) and thus re-absorption and
delayed re-emission of distant molecules do not play a significant role in our
system. This finding was confirmed by simulations of photon recycling using a
kinetic Monte-Carlo ray-tracing algorithm. However, our simulations illustrate
that photon recycling is manifested in the spatio-temporal data with identical
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Figure 3.2: a) Widefield PL image of a 3TBT single crystal. b) PL image of the
same crystal upon confocal excitation at the position marked with the
green filled circle (within the blue dashed box). The blue and red dashed
boxes indicate the detection area for PL decay measurements. c) PL decay
curves measured for a spatially fixed excitation (green circle in b)) at
the excitation position (blue) and at the tip of the crystal (red) after
light propagation. d) Normalized PL intensity distribution I(y,t) and its
spatio-temporal evolution for the 3TBT crystal in a), measured along
the long crystal axis for a low excitation fluence. The white contour lines
indicate the time evolution of the full width at half maximum. For details,
see text and section 4.1.
characteristics as exciton diffusion and can be very pronounced in organic
structures with high PL quantum yields and large overlap between the PL and
absorption spectra. Since H-aggregates typically have small PL quantum yields,
which reduces photon recycling, these systems seem ideal for spatio-temporal
techniques.
To quantify the influence of leakage radiation upon waveguiding and energy
transport on the PL signal, we performed detection beam scanning of the
transient PL signal on individual crystals at low excitation fluences. The scans
are performed along the long crystal axis, corresponding to the π-stacking
direction of 3TBT molecules. Hence, Coulomb interactions along this direction
are the strongest and exciton transport is most efficient. The resulting normalized
intensity distribution, I(y, t), as a function of distance y relative to the center of
the excitation spot (y = 0) and time t after laser excitation reveals a broadening
of the PL signal along the crystal’s long axis within one nanosecond (see Fig.
3.2d).
Pure waveguiding effects only affect the smallest observable, "instantaneous"
width of the PL profile at t = 0 and do not account for the further spatio-
temporal dynamics. Using a Monte Carlo ray-tracing algorithm, we found
that 20% of the instantaneous broadening of the non-Gaussian emission profile
evaluated at time t = 0 of the spatio temporal PL intensity distribution originates
from radiative leaky mode waveguiding. If not taken into account, this effect
would lead to an overestimation of transport distances determined via steady-
state direct imaging methods.
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Figure 3.3: a) Temporal changes of the mean square displacements (MSD) for a
low (red) and a high excitation fluence (black). The solid lines represent
fits to a power law with a diffusion exponent α. b) Distribution of the
diffusion exponent α. We found an average value of ᾱ = 0.70 ± 0.23.
c) Energy transport distances defined as LD =
√
max(MSD(t)). The
average energy transport distance is 0.17± 0.02 µm. For details, see text
and section 4.1.
The temporal broadening of the PL intensity distributions I(y, t) were at-
tributed to exciton diffusion. The analysis of in total 14 single crystals clearly
showed a sublinear diffusion behavior, which is characteristic of exciton motion
in a disordered energy landscape (see Fig. 3.3a, red dots). Moreover, we found a
strong variation in the diffusion exponents from crystal to crystal, distributed
around ᾱ = 0.70± 0.23 (see Fig. 3.3b). This rather broad distribution is note-
worthy since crystals are usually considered to be structurally highly defined.
Therefore, disorder is likely of electronic nature due to, e.g., non-perfect side
group arrangement. Thus, this finding underpins the intrinsic heterogeneous
nature of organic self-assembled materials. Despite subdiffusion, we found re-
markable exciton transport distance of up to 0.21 µm (see Fig. 3.3c) and high
diffusivities of up to 0.2 cm2/s.
To characterize the influence of exciton-exciton annihilation on the PL inten-
sity distribution, we conducted an additional detection-beam scanning measure-
ment at a high excitation fluence. In accordance with numerical simulations,
we found a characteristic increase of exciton diffusivities and reduced diffusion
exponents due to exciton-exciton annihilation (see Fig. 3.3a, black dots). Due
to the Gaussian-shaped excitation profile, the generated exciton density is high-
est in the center and at short times after laser excitation. Consequently, the
probability of exciton-exciton annihilation is highest in this center and at short
times. This leads to a reduction of the peak PL-intensity, which artificially
broadens the PL profiles in space. Importantly, these spatio-temporal effects
of annihilation are not included in commonly used rate equation approaches,
which assume normal diffusion.
In summary, we demonstrated the unambiguous assignment of the exciton
transport properties in 3TBT crystals. We observed variation in the exciton
diffusivity from crystal to crystal and found remarkable transport distances
of up to 210 nm. We address and resolve ambiguities in direct measurements
of spatio-temporal exciton dynamics and are able to quantify the influence of
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exciton-exciton annihilation, photon recycling, and leaky mode waveguiding
as possible sources of misinterpretation in such experiments. These insights
pave the way for a precise characterization of exciton transport, enabling the
development of design principles for enhanced exciton energy transport.
section 4.2: enhancing long-range energy transport in supra-
molecular architectures by tailoring coherence properties
Controlling long-range energy transport in supramolecular assemblies based on
functional organic molecules is a hot topic and highly relevant for fundamental
research as well as for future applications. In particular, the exploitation of
quantum coherence effects for the development of novel nanophotonic and
excitonic organic devices has been a long-standing goal. However, the realization
of a well-defined system that allows for tuning morphology and electronic
properties as well as for the direct detection of singlet exciton transport in space
and time is challenging.
Having established an experimental design to resolve and quantify exciton
transport in section 4.1, this section focuses on finding and characterizing a
suitable model system that allows for tuning energy transport characteristics.
As a model system, we choose a carbonyl-bridged triarylamine-based (CBT)
trisamide. The molecular design gives rise to the formation of H-aggregates,
with the CBT-cores comprising an almost perfect cofacial stacking, enforced by
three hydrogen-bonding amides. The H-type arrangement of the CBT-cores has
recently been reported to support exciton transport up to several micrometers.
However, all conclusions about the nature of this long-range energy transport
were only indirect, because excitation energy was incoherently transferred to a
fluorescent periphery. To go one step further, we have replaced the periphery
with non-radiative side groups, which allows uncovering quantum coherent
signatures of the H-aggregated cores and the underlying mechanisms enabling
long-range exciton transport.
We utilize controlled self-assembly of a CBT-based building block into two
well-defined supramolecular H-type architectures of different hierarchical levels.
In this context, hierarchical self-assembly provides a means to control the local
dielectric environment and can induce different types of energetic disorder along
the supramolecular building blocks. Depending on the processing protocols,
we are able to prepare either single supramolecular nanofibers or bundles of
supramolecular nanofibers (see Fig. 3.4a,b), as confirmed by atomic force mi-
croscopy. Importantly, selected area electron diffraction revealed a characteristic
cofacial stacking distance of 0.33 nm for both architectures and an intercolum-
nar spacing of 3.2 nm in the bundled system. Since the latter is substantially
smaller than the building block’s diameter (4.4 nm for extended side-chains),
the peripheries of adjacent nanofibers are expected to interact strongly.
A comprehensive study of the steady state optical spectra in combination with
numerical simulations based on the theory of Spano and co-workers leads to the
conclusion that these aggregates with different hierarchical levels feature the same
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Figure 3.4: Self-assembly of a carbonyl-bridged triarylamine trisamide (CBT) building-
block in n-dodecane results in single supramolecular nanofibers a) and in
anisole in bundles of supramolecular nanofibers b). c,d) Representation
of three simulated realizations of transition energies of the building-blocks
at position n within one single column for the simulated spectra in e)
and f). The spatial correlation length of transition energies for single
nanofibers is l0 ≥ 10 c) and for bundles of nanofibers l0 = 0 d) (left,
intracolumn energy landscape), while the corresponding ensemble averages,
with a Gaussian width of σ, over all columns (right), are almost identical.
The ellipses indicate the delocalization of relaxed emitting states. e,f)
Normalized absorption (blue) and photoluminescence spectra (red) of
single supramolecular nanofibers in n-dodecane (40 µM) e) and bundles of
supramolecular nanofibers in anisole (200 µM) f), together with simulated
spectra based on a Frenkel-Holstein Hamiltonian (black lines). For details,
see text and section 4.2.
structural arrangement of the building blocks, i.e., the same electronic coupling
and structural order within the columns of both architectures, with only subtle
variations in the local electronic environment. This leads to different energetic
disorder in individual fibers and bundles and hence the excited-state energy
landscapes along one column (single nanofiber and within a bundle, respectively)
show significant differences in their spatial transition energy correlations. We
found that transition energies of adjacent CBT-cores in single supramolecular
nanofibers are spatially correlated, resulting in smooth excited-state energy
landscapes and a high degree of exciton delocalization (see Fig. 3.4c). In contrast,
in bundles of nanofibers, spatial correlations of transition energies are absent.
This leads to a disordered excited-state energy landscape with strongly localized
exciton states (see Fig. 3.4d). Most likely, the uncorrelated transition energies
in bundles of nanofibers are caused by very subtle local electronic perturbations
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Figure 3.5: Direct visualization of long-range energy transport along supramolecu-
lar architectures. a,b) Widefield photoluminescence image of a single
supramolecular nanofiber and a bundle of supramolecular nanofibers, re-
spectively. Red dashed arrows indicate the scanning axis x; dashed circles
label the position x = 0 of the excitation spot. c,d) Normalized PL in-
tensity distributions and their evolution in space and time for the single
nanofiber in a) and the bundle in b). The white contour lines indicate the
time evolution of the full width at half maximum. e,f) Temporal changes
of the second moments of the spatial intensity profiles for 56 nanofibers
and 32 bundles of nanofibers (thin green and blue solid lines). The thick
lines represent the average of all curves and the dashed lines the evolution
of the second moment for the data in c) and d). The black lines indicate
a linear scaling in time, i.e., normal diffusion, as a guide for the eye. For
details, see text and section 4.2.
due to interacting peripheries. These effects can be seen most clearly in the
emission spectra. For supramolecular nanofibers, the 0-0 peak seems to be absent
at room temperature (see Fig. 3.4e), suggesting a large degree of delocalization
of the emitting excitons. In contrast, the PL spectrum of bundles shows a 0-0
peak that is only slightly suppressed compared to the non-aggregated system
(see Fig. 3.4f), indicating strong localization of the excitons. Thus, these results
demonstrate that our supramolecular architectures allow for tailoring coherence
characteristics by altering the hierarchical level of the structures and hence are
ideal to resolve the interplay between morphology, correlated electronic disorder,
and delocalization in exciton transport.
Figure 3.5a and b show representative widefield photoluminescence images
of spatially isolated nanostructures. We performed detection-beam scanning
of the transient PL signal for in total 56 individual single nanofibers and 32
bundles. The normalized PL intensity distributions I(x, t), as a function of
the distance x relative to the center of the excitation spot and time t after
laser excitation, revealed a clear broadening of the PL signal (see Fig. 3.5c,d),
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which we have assigned to singlet exciton diffusion. We analyzed this temporal
broadening quantitatively by changes of the second moments µ2(t) of the spatial
intensity profiles with respect to the second moment of the initial profile µ2(0),
i.e., ∆µ2(t) = µ2(t)− µ2(0). The obtained ∆µ2 curves (see Fig. 3.5e,f) clearly
demonstrate the faster and more pronounced broadening in single nanofibers
due to enhanced energy transport properties. We attributed this difference to
the distinct excited-state energy landscapes, i.e., the high degree of coherence
(exciton delocalization) in single supramolecular nanofibers facilitates long-range
energy transport. In particular, increasing the degree of coherence, i.e., exciton
delocalization, via the supramolecular architectures enhances exciton diffusivities
up to one order of magnitude. Moreover, we found that single supramolecular
nanofibers exhibit diffusivities in the range of D = 1cm2/s, which corresponds
to the highest reported value for H-aggregates so far.
Our work provides new design principles for supramolecular architectures
that are optimized for robust and highly efficient long-range energy transport.
Specifically, our results suggest using isolated nanofibers rather than bundles of
nanofibers for applications. Furthermore, our findings are relevant for the devel-
opment of new theoretical approaches to describe long-range energy transport,
in which the treatment of correlated transition energies of the supramolecular
building blocks is a key aspect.
section 4.3: all-optical control of singlet exciton transport
in individual supramolecular nanostructures by triplet gating
Manipulating long-range energy transport along supramolecular architectures
of functional organic molecules is a central goal of nanotechnology, as it opens
up a new world of applications in fields as diverse as information technology
and sustainable energy generation. However, progress is hampered by the lack
of concept and model systems that operate at room temperature.
This part of the thesis demonstrates a method to block singlet exciton
transport within supramolecular structures in a specific direction. The processing
protocols, leading to the supramolecular architectures with long-range singlet
exciton transport properties, and their spectroscopic characterization, elaborated
in section 4.2, form the basis of this section.
As a model system, we choose bundles of CBT-based supramolecular nanofibers,
because spatio-temporal measurements on bundles provide a high signal-to-noise
ratio, enabling to detect small changes in the singlet exciton dynamics.
We have expanded our photophysical knowledge about singlet exciton proper-
ties of molecularly dissolved CBT and bundles to their triplet properties. Using
time-correlated single-photon counting, we observed a weak delayed signal on
microsecond time scales in addition to the rapid initial fluorescence decay that
was already characterized in section 4.2. In combination with time-resolved
electron paramagnetic resonance spectroscopy, we attributed the former to the
phosphorescence signal from triplet states, which are populated by intersystem
crossing from initially photoexcited singlet states. In particular, the triplet
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Figure 3.6: a) Fluorescence decay traces of bundles of supramolecular nanofibers
in anisole (400 µM) at a fixed excitation fluence of 8.6 × 1015
photons/(pulse cm2) for different laser repetition rates. The effect of
singlet-triplet (ST) annihilation is visible as a reduction of the singlet
exciton lifetimes. b) Schematic illustration of spatio-temporal tailoring
of singlet exciton transport. At t0 = 0 a laser pulse creates an initial
singlet exciton that is converted into a triplet exciton (blue filled circle)
via intersystem crossing. A second laser, arriving at t1 > t0, creates mobile
singlet excitons (orange filled circle), spatially separated from the triplet
population. At t2 > t1, the mobile singlet exciton encounters the triplet
exciton and annihilation takes place, leaving behind a triplet exciton. For
details, see text and section 4.3.
lifetime of molecularly dissolved CBT is 766 ns, while for bundles we found a
lifetime of 1320 ns.
Moreover, we characterized the interaction of singlet and triplet excitons in
bundles of supramolecular nanofibers, performing fluence and laser repetition
rate dependent fluorescence lifetime measurements on a bulk dispersion in
anisole. We found a decrease of the fluorescence lifetime upon increasing the
laser repetition rate while keeping the excitation fluence per pulse constant,
which is characteristic of singlet-triplet-annihilation (see Fig. 3.6a). The presence
of long-lived triplet excitons in bundles of nanofibers can therefore strongly
influence the dynamics of the singlet exciton population via singlet-triplet
annihilation. Thus, our bundles of nanofibers are a suitable model system for an
all-optical approach to manipulate singlet exciton transport via singlet-triplet
annihilation. Since, after singlet-triplet annihilation, an excited triplet state
survives due to spin conservation, appropriately positioned triplet excitons can
serve as a barrier for the mobile singlet excitons. For this purpose, we have
extended the detection scanning setup introduced in section 4.1, using two
temporally and spatially separated laser pulses, i.e., a two-pulse experiment is
conducted. The temporally preceding pulse (first pulse) effectively generates a
triplet population via intersystem crossing of photo-generated singlet excitons.
This triplet population acts as a barrier for the mobile singlet population
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Figure 3.7: a) Widefield image of an individual bundle of nanofibers. Orange dashed
arrows indicate the detection scanning axis x. The orange circle labels
the center of the singlet population at position x = 0 nm. The blue circle
indicates the center of the triplet exciton population at x = −800 nm. b)
Normalized fluorescence intensity distribution and its evolution in space
(x) and time (t) for the bundle in a) with the presence of the triplet
exciton population (two-pulse experiment). c) Normalized fluorescence
intensity distribution as in b), but here without the presence of the triplet
exciton population (reference experiment). The white contour lines in
b) and c) indicate the widths of the intensity profiles. The solid arrows
indicate the position at x = −800 nm from where fluorescence decay
curves were extracted for f). d) Fluorescence intensity profiles retrieved
from the fluorescence intensity maps in b) (blue) and c) (orange) at
different delay times t after singlet exciton generation. The grey line
shows the initial intensity distribution at time t = 0 for the reference
experiment. e) Temporal changes of the second moments ∆µ2 of the
spatial intensity profiles determined from the data in b) (blue) and c)
(orange). f) Fluorescence decay curve, extracted at position x = −800
nm from the data in b) (blue) and c) (orange). For details, see text and
section 4.3.
generated by the following pulse (second pulse), because singlet excitons cannot
pass the triplet population due to singlet-triplet-annihilation (see Fig. 3.6b).
We resolved and quantified the control over singlet exciton transport within
an individual bundle of nanofibers (see Fig. 3.7a). For this purpose, we followed
the fluorescence signal of the singlet population generated by the second laser via
detection-beam scanning of their transient fluorescence. The unambiguousness of
our measurements was verified with an interleaved reference experiment on the
same bundle, for which we have deactivated the first laser. Thus, the intrinsic,
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unmanipulated singlet exciton dynamics were recorded, which can be compared
to the two-pulse experiment.
Figure 3.7b shows the normalized spatio-temporal fluorescence distribution
I(x, t) as a function of the distance x relative to the center of the second
pulse and time t after its arrival on the sample and Figure 3.7c shows the
corresponding reference experiment. In contrast to the reference experiment, in
which we observe singlet exciton transport in both directions along the bundle,
for the two-pulse experiment exciton transport is asymmetrical and diminished
towards the side where the triplet population is present (i.e., at x = −800nm,
black arrow, Fig. 3.7b). This effect is clearly evident in the temporal evolution
of the intensity profiles in Figure 3.7d: While for positions x < 0 µm the initial
(grey line) and delayed (blue line) profiles overlap, i.e., no spatial broadening
of the initial singlet exciton population occurs, to the right (x > 0 µm) singlet
exciton transport is entirely unperturbed since the profiles in the absence (orange
line) and presence (blue line) of the triplet population overlap.
This observation is further supported by the temporal evolution of the second
moments µ2(t) of the spatial intensity profiles, with respect to the second moment
of the initial profile µ2(0), i.e., ∆µ2 = µ2(t)− µ2(0). We found systematically
smaller ∆µ2 values for the two-pulse experiment compared to the reference
experiment, underpinning the diminished singlet exciton diffusion in the presence
of a triplet population (see Fig. 3.7e). The lifetimes at the spatial position of
the first laser pulse (x = −800 nm) shows shorter lifetimes for the two-pulse
experiment compared to the reference measurement (Figure 3.7f). This clearly
proves the presence of singlet-triplet annihilation within a single bundle of
nanofibers.
Thus, through a spatial and temporal separation of singlet and triplet popu-
lations, we prepared a reversible, position-dependent singlet-triplet-annihilation
rate in the nanostructure. The presence of the triplet population acts as a barrier
for the subsequently generated singlet exciton population because singlet-triplet
annihilation reduces singlet exciton diffusion in the direction of the triplet exci-
ton population. Moreover, this barrier can be created in any direction without
restructuring the sample. These results demonstrate a scheme for all-optical
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Abstract: 
Unambiguous information about spatio-temporal exciton dynamics in three-
dimensional, nano- to micrometre-sized organic structures is difficult to obtain 
experimentally. Exciton dynamics can be modified by annihilation processes, and 
different light propagation mechanisms can take place, such as active waveguiding 
and photon recycling. Since these various processes and mechanisms can lead to 
similar spectroscopic and microscopic signatures on comparable time scales, their 
discrimination is highly demanding. Here, we study individual organic single crystals 
grown from thiophene-based oligomers. We use time-resolved detection-beam 
scanning microscopy to excite a local exciton population and monitor the subsequent 
broadening of the photoluminescence (PL) signal in space and on pico- to 
nanosecond time scales. Combined with Monte Carlo simulations we were able to 
exclude photon recycling for our system, whereas leakage radiation upon active 
waveguiding leads to an apparent PL broadening of about 20% compared to the 
initial exciton profile. Exciton-exciton annihilation becomes important at high 
excitation fluence and apparently accelerates the exciton dynamics and increases 
diffusion lengths. At low excitation fluences the spatio-temporal PL broadening 
results from exciton diffusion with diffusion lengths of up to 210 nm. Surprisingly, 
even in structurally highly ordered single crystals, the transport dynamics is 




       
Introduction: 
Transport of excitation energy in assemblies of functional organic molecules is a key 
process in e.g. organic solar cells and organic light-emitting diodes 1–4. In particular, 
the exciton diffusion length, i.e., the distance over which energy can be transported, 
is of great importance for device efficiency 2–4: While in solar cells a long transport 
distance is desired to reach an interface for generation of free charge carriers, in 
light-emitting diodes long transport distances can lead to unwanted non-radiative 
quenching at defect sites. Hence, precise measurements of transport distances and 
dynamics are required to be able to understand energy transport properties and to 
ultimately optimize molecular assemblies for the desired functionality. 
Currently, organic single crystals attract substantial attention as suitable building 
blocks for new devices and applications 1,5–13. In structurally highly ordered crystals 
molecules are densely packed and thus feature reasonably strong electronic 
Coulomb interactions. Hence, delocalised singlet excitons form that can propagate by 
incoherent hopping 14. However, direct measurements of transport distances in single 
crystals are scarce. For too high excitation densities such measurements can easily 
be misleading, since several excitons within the exciton diffusion length can be 
created. Excitons can then interact and annihilate (Fig. 1a), which yields an apparent 
increase in diffusion lengths and prevents a precise characterisation of energy 
transport distances 15–17. A further complication arises, because organic crystals are 
three-dimensional systems with spatial dimensions of some tens of nanometres up to 
millimetres, and they possess usually a higher refractive index than their surrounding 
media. Hence, different light propagation mechanisms can occur upon 
photoexcitation: First, active waveguiding can take place (Fig. 1b).  
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Figure 1. Energy transport and light propagation mechanisms in organic 
single crystals. (a) Exciton diffusion in a disordered energy landscape. 
Photogenerated excitons (red circles) can diffuse, annihilate or (radiatively) 
decay. (b) Active waveguiding of photoluminescence created within the 
crystal: The crystal, with anisotropic refractive index n2, is surrounded by 
media with lower refractive indices (glass substrate: n1, air: n3). If emitted light 
is reflected at an angle Θ larger than the critical angle for total internal 
reflection, it is guided towards the crystal tip and then out-coupled. For angles 
Θ smaller than the critical angle the emitted light can escape into the 
surrounding media (radiative leaky waveguide modes). (c) Photon recycling: 
PL generated at time t=t1 is re-absorbed during its propagation through the 
crystal, which can generate delayed emission at t2>t1. (d) Schematic 
illustration of the detection-beam scanning PL measurements on a 3TBT 
crystal: The crystal is confocally excited at a fixed position (light blue), while 
the detection position (red) is independently moved along the crystal’s long (y-
) axis.  
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Photoluminescence (PL) emitted within a crystal is reflected at interfaces of the 
crystal with e.g. a substrate or air. A fraction of light remains confined within the 
structure and propagates over long (µm to mm) distances 5,6,18. Notably, we have 
recently demonstrated that an organic layer with a sub-wavelength thickness of ca. 
50 nm supports already active waveguiding 19. In addition to such propagating 
waveguide modes, so-called radiative leaky waveguide modes  (Fig. 1b) leave the 
structure into the substrate in close proximity to the excitation position 20, which can 
erroneously be attributed to energy transport. Second, photon recycling can take 
place, which refers to re-absorption and re-emission of photons by other (distant) 
molecules within a crystal (Fig. 1c). This effect can be significant if the PL quantum 
yield is high and/or the absorption and PL spectra strongly overlap 21,22. Since all 
these processes (except waveguiding) often occur on similar time scales, their 
discrimination and quantification become very challenging. The unambiguous 
identification of these processes, however, is of key importance to extract correct 
exciton diffusion lengths and to develop suitable design principles for novel 
structures. 
To study energy transport in molecular assemblies, various indirect methods have 
been applied to date 23, such as time-resolved exciton-exciton annihilation 24, and PL 
quenching at sensitisers or surfaces 2,25–27. However, these methods have several 
shortcomings: They are usually applied to large ensembles (films and solutions) and 
thus average over disorder. Annihilation measurements on bulk samples lack direct 
spatial information, i.e., we do not know where the annihilation process takes place. 
Finally, quencher molecules or nearby surfaces perturb the system by deliberately 
introducing defects. Only recently, a few direct measurements of transport distances 
have been reported. These techniques exploit that an initial, spatially confined 
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exciton population broadens in space due to energy transport. A simple approach 
uses static microscopy to create an initial exciton population with a diffraction-limited 
excitation spot. The spatial broadening is detected by PL imaging and a comparison 
between this PL image and the excitation spot 28,29. Using confocal microscopy with 
time-resolved detection-beam scanning 30,31, the spatial broadening of the PL signal 
can be followed on pico- to nanosecond time scales. The time resolution can be 
extended to the femtosecond range with transient absorption microscopy 15,32,33. The 
temporal information of these direct methods allows to rule out waveguiding via leaky 
modes as broadening effect, since waveguiding occurs quasi instantaneously with 
the speed of light. But the distinction between exciton transport, annihilation and 
photon recycling requires a more careful design of experiments and data evaluation. 
Here, we report on the quantification of the spatio-temporal dynamics of energy 
transport, annihilation and light propagation mechanisms in organic single crystals 
based on thiophene-benzene-thiophene (3TBT) oligomers 18,34. These crystals are 
grown as previously described and possess a well-defined elongated geometry with 
the 3TBT oligomers being stacked cofacially along the long axis (y direction, Fig. 1d) 
18. This H-type assembly of 3TBT molecules should favour long-range transport of 
excitation energy (singlet excitons) along the crystals’ long axis 29, which, however, 
has not been detected so far. The crystals’ µm-scale dimensions and high refractive 
index allow for efficient active waveguiding 18,20. Moreover, the spectral overlap 
between the absorption and PL spectra enables photon recycling. To distinguish the 
different transport regimes and propagation mechanisms, we use confocal PL 
microscopy combined with detection-beam scanning and time-correlated single-
photon counting, see Supporting Information (Materials and Methods). In combination 
with Monte-Carlo simulations, we are able to distinguish and quantify all 
transport/propagation mechanisms. We find that exciton diffusion represents the 
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dominant contribution to the broadening of the diffraction-limited excitation spot in 
3TBT crystals on a pico- to nanosecond timescale, while waveguiding via radiative 
leaky modes and photon recycling play only a minor role. Despite subdiffusive 
exciton transport in our highly ordered crystals, we observe long energy transport 
lengths up to 210 nm. 
Results: 
A widefield PL image of a representative 3TBT crystal with a width of 2.7 µm and a 
length exceeding 30 µm is shown in Fig. 2a. The crystal shows a weak and relatively 
homogeneous PL from its body and bright emission from its tip. This behaviour is 
characteristic of active waveguiding of PL that is emitted within the crystal into 
propagating waveguide modes and out-coupled at the crystal tip 18,20. 
Upon confocal excitation of the crystal at the position labelled with the green filled 
circle in Fig. 2b, we observe two distinct emission spots: First, there is relatively 
weak emission from the crystal tip (red dashed box), which results from active 
waveguiding of PL created at the excitation spot. Second, we observe direct emission 
from the excitation position (blue dashed box), which is clearly broadened along the 
crystal’s long (y-) axis compared to the excitation profile (Fig. 2c and Fig. S1). We 
recently attributed this broadening to result predominantly from short-distance (m) 
leaky-mode active waveguiding into the substrate 20. However, based on the highly 
ordered H-type arrangement of the 3TBT molecules with reasonable electronic 
Coulomb coupling of about 320 cm-1 13, substantial exciton diffusion lengths are to be 
expected as well. Moreover, 3TBT crystals feature strong spectral overlap between 
the absorption and PL spectra with a substantial extinction coefficient of ~0.2 µm-1 
(Fig. S2 and Ref. 20), which, in principle, enables photon recycling. Hence, there is a 
clear need to discriminate between these transport/propagation mechanisms. 
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Figure 2. (a) Widefield PL image of a 3TBT single crystal. (b) PL image of the 
same crystal upon confocal excitation at the position marked with the green 
filled circle (within the blue dashed box). The blue and red dashed boxes 
indicate the detection area for PL decay measurements. (c) Excitation (green) 
and PL emission profile (blue) retrieved at the excitation position within the 
blue square in (b) along the long crystal axis. (d) PL decay curves measured 
for a spatially fixed excitation (green circle in (b)) at the excitation position 
(blue) and at the tip of the crystal (red) after light propagation. 
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Photon recycling. We first address photon recycling by measuring PL lifetimes at 
different positions, while the excitation remains fixed at the position labelled with the 
green filled circle in Fig. 2b. We recorded the PL lifetimes from this excitation position 
(blue dashed box) as well as from the crystal tip (red dashed box), which is 14 µm 
away from the excitation. The PL decay curves from both positions are identical and 
show a lifetime of  = 0.35
 (Fig. 2d, see also Fig. S3 for a second example). 
Photon recycling would lead to increasingly longer PL lifetimes with increasing 
distance to the excitation spot 21,22 due to delayed emission of (re-)absorbed and re-
emitted photons. Thus, we can rule out photon recycling as a significant propagation 
mechanism over 14 m towards the crystal tip. Consequently, photon recycling can 
also not dominate the PL broadening on a smaller length scale below 1 µm directly 
around the excitation spot (Fig. 2c). To further corroborate this finding, we simulated 
photon recycling using a kinetic Monte-Carlo ray tracing algorithm (Fig. S4). We 
indeed found only a very small fraction of photons (< 3.4%) that is recycled over a 
distance of 14 µm (Figs. S5-S7, Tab. S1). We can thus exclude photon recycling for 
our system. 
Leaky-mode waveguiding. To quantify the contribution of leakage radiation into the 
substrate in the vicinity of the excitation spot upon short-distance (µm) waveguiding, 
we performed a detection beam scanning experiment on the crystal shown in Fig. 2. 
We kept the excitation position fixed and measured PL decay curves, while scanning 
the detection position across the excitation position by some µm along the long 
crystal axis. To avoid exciton-exciton annihilation, we used a low excitation fluence of 
0.4 µJ/cm² and thus created only about 2.4 excitations/µm along one π–stack of 
3TBT molecules. Fig. 3a shows the resulting normalised PL intensity distribution, 
(, ), as a function of distance y relative to the centre of the excitation spot (y=0) 
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and time t after laser excitation. This distribution reveals a slight broadening of the PL 
signal along the crystal’s long axis within one nanosecond.  
Considering the timescale of this broadening, this cannot result from leakage 
radiation. The latter propagates with the speed of light and can thus only be visible as 
an instantaneous (t=0), non-Gaussian broadening in the PL profile compared to the 
width of the excitation profile. Indeed, the instantaneous PL profile (,  = 0) has a 
rather broad full width at half maximum (FWHM) of about 760 nm (Fig. S8). 
Measuring the influence of leakage radiation on this instantaneous PL profile requires 
two reference samples: A very thin sample and one with the same dimensions as the 
crystal in Fig. 2a with identical refractive index, surface roughness, etc., but without 
the ability of exciton diffusion. Such reference samples, however, are very difficult to 
realise. Thus, we demonstrate the instantaneous broadening due to radiative leaky-
mode waveguiding using a Monte-Carlo ray trace algorithm that simulates PL profiles 
at the excitation position for two crystals with different heights (Fig. S9): One has a 
height of 2 µm, which is similar to that in the experiment and features waveguiding; 
the second crystal has a height of only 5 nm, and thus waveguiding and radiative 
leaky modes are suppressed. Note that photon recycling was ‘deactivated’ in these 
simulations by setting the PL quantum yield to zero (see SI). We find that the FWHM 
of the PL profile at  = 0 is 20% broader for the thick crystal compared to the thin one 
(Fig. S9). This effect is exclusively caused by the µm dimensions of the thick crystal 
with accompanying leakage radiation upon waveguiding.  
Exciton Diffusion. The pico- to nanosecond broadening of the PL intensity 
distribution (, ) in Fig. 3a is attributed to exciton diffusion over many tens of 
nanometres 16,30,31. That is, the initial exciton population, created by the excitation 
pulse, is transported away from the excitation spot prior to (radiative) decay.  
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Figure 3. (a, b) Normalized PL intensity distributions I(y,t) and their spatio-
temporal evolution for the 3TBT crystal in Fig. 2, measured along the long 
crystal axis for an excitation fluence of 0.4 µJ/cm² (a) and 40 µJ/cm² (b). The 
white contour lines indicate the time evolution of the full width at half 
maximum. (c) Temporal changes of the mean square displacements (MSD) 
calculated from a (red) and b (black). The solid lines represent fits to a power 
law with a diffusion exponent . (d) Time-dependent diffusivities D(t), as 
determined from the fits to the MDS curves in c. (e) PL lifetime curves 
determined from the distributions in a (red) and b (black) by spatial integration. 
 
We analysed the time-dependent broadening of this (, ) distribution by calculating 
the mean-square displacement (MSD) as a function of time. We used a reconvolution 
approach to account for all instantaneous non-Gaussian broadening effects due to 
e.g. leaky-mode waveguiding (see SI for details). The measured spatio-temporal PL 
distribution (, ) is fitted by a convolution of the initial (non-Gaussian) profile (,  =
0) and the Gaussian probability density function for exciton diffusion (, ):  
(, ) = (, 0) ∗ (, ).    (1) 
The variance of (, ) corresponds to the MSD reflecting the PL broadening due to 
transport as a function of time. The evolution of the MSD for the data in Fig. 3a is 
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shown in Fig. 3c (red points). We observe a clear sub-linear behaviour, which is 
characteristic of subdiffusive exciton motion. This indicates the presence of disorder 
that increasingly slows down diffusion for longer times 10,14,35. We found the same 
qualitative behaviour for 14 other single crystals (Fig. S10). 
Subdiffusive motion can be modelled by fitting the MSD with a 1-dimensional model 
14,35–37:  
() = . (2) 
Here α is the diffusion exponent and A is the exciton hopping coefficient, which is 
related to a time-dependent diffusivity via () = 

. For normal diffusion, α=1, 
the diffusivity becomes time independent. In contrast, for subdiffusive motion, α<1, a 
time-dependent diffusivity () arises, which results from a disordered energy 
landscape with asymmetric hopping rates (see Fig. 1a). Both the exponent and time-
dependent diffusivity are determined by a fit to the data (Fig. 3c, red points, solid 
line).  
The exponent is  = 0.59 ± 0.03, which indicates subdiffusion. The analysis of in total 
14 different crystals yields a distribution of diffusion exponents with a mean value of 
̄ = 0.70 ± 0.23 (Fig. S10). This variability of the exponent for different crystals is 
remarkable, since these are usually considered to be highly defined. Our observation 
thus underpins the intrinsic heterogeneous nature of organic self-assembled 
materials 30,31. The time-dependent diffusivity determined from the fit (Fig. 3d, red 
line) exhibits a rapid decrease by more than one order of magnitude within the first 
nanosecond. The initial high diffusivity is probably caused by fast energetic downhill 
migration to lower energy exciton states 35,38–40, and a subsequent equilibration into a 
quasi-static diffusion within the inhomogeneously broadened excited-state energy 
landscape of the crystal. Using the excited-state lifetime  = 0.35 
 (Fig. 3e, red), 
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measured for this low-fluence excitation, we find here () = 0.19 $%/ (see also 
Fig. S10).  
The analysis of the MSD as a function of time also allows us to retrieve the exciton 
diffusion length in this system using the square root of the maximum MSD, '( =
)max (()). From the measurement shown in Fig. 3a we find a diffusion length 
of 0.19 µ%. For the measurements on 14 crystals, we find that the diffusion lengths 
are distributed around an average value of '.(  = 0.17 ± 0.02 %, and a maximum 
diffusion length of 0.21 µm (Fig. S10). These exciton diffusion lengths are among the 
largest reported for H-aggregated crystalline structures 25,26,33.  
Exciton-exciton annihilation. To characterize the influence of increasing excitation 
fluence, and thus of exciton-exciton annihilation on the PL intensity distributions, we 
conducted an additional detection-beam scanning measurement at a high fluence of 
40 µJ/cm², corresponding to 240 excitations/µm (Fig. 3b). Notably, this measurement 
was performed on the same crystal and at the same excitation position as that shown 
in Fig. 3a. The presence of annihilation in our data is verified by the reduction of the 
excited-state lifetime from  = 0.35 
 at low fluence to  = 0.28 
 at high fluence 
(Fig. 3e). Laser excitation generates an initial density of excitons within the excitation 
spot, which can diffuse as well as decay radiatively and non-radiatively. Interaction 
between excitons leads to annihilation, and thus to an additional decay channel with 
a concomitant decrease in the PL-lifetime. Fig. 3b shows the normalized spatial PL 
intensity distribution from the detection-beam scanning experiment at high fluence. 
Compared to the low-fluence measurement, the intensity distribution broadens faster 
and in a more pronounced way over the entire time range.  
Following the same approach for the analysis of the PL broadening as above, we find 
that the MSDs are systematically larger for each point in time as compared to the low 
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fluence experiment (Fig. 3c, black dots vs. red dots). At high fluence the subdiffusive 
behaviour is still clearly visible. Based on the 1-dimensional diffusion model, we find 
a smaller diffusion exponent of  = 0.44 ± 0.02, and a larger diffusivity, which steeply 
decreases as function of time (Fig. 3d, black line). At the excited state lifetime  =
0.28
 under high fluence excitation (Fig. 3e, black), we find () = 0.67 $%/. 
Moreover, the exciton diffusion length increases to '(= 270 nm, which, however, is 
only an apparent increase. At higher fluence the mobility seems to be enhanced 
(larger ()), but diffusion is increasingly hindered by annihilation (smaller ). 
Importantly, this behaviour is not included in standard rate equation approaches for 
normal diffusion commonly applied to model such data 41,42, see also Fig. S11.  
To gain insight into the relationship between energetic disorder, annihilation as well 
as the spatio-temporal dynamics of exciton diffusion, we performed kinetic Monte-
Carlo simulations (see SI for details). For these simulations we averaged over 2000 
energy landscapes with random Gaussian energy disorder. The same realisations of 
energy landscapes were used for both excitation densities of 2.4 excitations/µm and 
240 excitations/µm as in the experiment. Our simulations in Fig. 4a-d reproduce all 
experimental trends, i.e., a time-dependent broadening of the exciton distribution as 
well as an apparently enhanced exciton mobility (and decreased diffusion exponent) 
for high excitation densities.  
The apparent enhancement of the diffusivity at high excitation fluence can be traced 
back to the spatio-temporal behaviour of the annihilation probability: The Gaussian 
excitation profile creates an initial Gaussian-shaped exciton population. The loss of 
excitations due to annihilation is therefore highest in the centre of this distribution 15 
and at short times after laser excitation (Fig. S12). As illustrated in Fig. 4e, at early 
times we find an annihilation probability of 96% for high fluence (while for low fluence 
it is only 22 %).  
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Figure 4. Kinetic Monte Carlo simulations of exciton diffusion and exciton-
exciton annihilation. (a, b) Simulated normalized PL intensity distributions and 
their spatio-temporal evolution for an average over 2000 realizations of 
energetic disorder. The initial excitation densities were 2.4 excitations/µm (a) 
and 240 excitations/µm (b). The white contour lines indicate the time evolution 
of the full width at half maximum. (c) Temporal changes of the simulated MSD 
(dots) from a and b, with power law fits (solid lines). (d) Time-dependent 
diffusivities D(t). (e) Calculated probabilities for exciton-exciton annihilation as 
a function of time. 
 
Consequently, in the high fluence regime annihilation rapidly thins out the exciton 
population in the centre of the initial distribution. In other words, the peak exciton 
population is rapidly reduced, which ‘cuts off’ the peak of the PL-intensity profile at 
short times and artificially broadens this initial PL profile in space. The annihilation 
probability then decreases with time (Fig. 4e) due to annihilation, exciton diffusion 
and (non-)radiative decay. Exciton diffusion spatially broadens the annihilation 
probability with time (Fig. S12), which causes the PL intensity distribution to broaden 
further. This spatio-temporal behaviour of the annihilation probability highlights the 
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efficiency of energy transport in our 3TBT crystals. Our simulations along with our 
experiments thus reveal the origin of the apparently changed singlet exciton 
dynamics for increasing excitation fluences. 
 
Conclusion: 
We studied the spatio-temporal dynamics of energy transport and light propagation 
mechanisms in micrometre-scale 3TBT-based organic single crystals as a model 
system. We focussed here specifically on transport/propagation processes along the 
long axis of the crystals, which corresponds to the -stacking direction of the 3TBT 
molecules. Along this direction the Coulomb interaction between molecules is 
strongest and thus (long-range) exciton transport is most efficient. We used 
detection-beam scanning methods in combination with kinetic Monte-Carlo 
simulations to distinguish between photon recycling, radiative leaky-mode 
waveguiding, energy transport and exciton-exciton annihilation. We excluded photon 
recycling as the main effect of the broadened emission in 3TBT crystals, because it 
only accounts for 3.4% of all detected photons. However, our study illustrates that 
photon recycling can be significant in organic structures with a high PL quantum yield 
and large overlap between the PL and absorption spectra, which is typical for J-
aggregates. Moreover, our simulations show that photon recycling is manifested in 
spatio-temporal data with very similar characteristics as exciton diffusion. Leaky-
mode waveguiding leads to about 20% instantaneous broadening of the non-
Gaussian emission profile at time t=0 of the spatio-temporal PL-intensity distributions. 
If not taken into account, this mechanism therefore leads to a substantial 
overestimation of the total exciton diffusion lengths determined by steady-state direct 
imaging methods. Only the pico- to nanosecond temporal broadening of the spatial 
PL intensity distribution in the 3TBT crystals can be unambiguously attributed to 
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exciton diffusion, if low excitation fluences are used to avoid annihilation. Under 
those conditions, we found surprisingly large exciton diffusion lengths up to 210 nm. 
Exciton-exciton annihilation results in an apparent broadening of the spatial PL-
intensity distribution with increasing excitation fluence, and thus leads to an 
overestimation of exciton diffusion lengths. Independent of the excitation fluence, the 
temporal PL-broadening exhibits a clear subdiffusive behaviour during the entire 
time-range. This observation is in contrast to standard rate equation approaches 15,41 
that assume normal diffusion for the short-time dynamics and a transition to 
subdiffusive transport at later times. In general, subdiffusive behaviour results from 
intrinsic disorder in organic structures. Since the structural arrangement of molecules, 
especially in single crystals, is very well-defined, this disorder is very likely purely 
electronic in nature, i.e., it results from disorder in the excited-state energy levels for 
instance due to non-perfect side group arrangements. Our results highlight that 
quantification of spatio-temporal exciton dynamics in nano- to micrometre scale 
organic structures requires careful evaluation of different energy transport regimes 
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Supplementary Material: 
See Supplementary Material for a description of materials and methods, of control 
experiments, of kinetic Monte Carlo ray tracing simulations of photon recycling and 
leaky mode waveguiding, and of kinetic Monte Carlo simulations of exciton transport 
and annihilation.  
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Materials and Methods 
Materials. 3TBT is 100% regioregular with a molecular weight of M = 1492.32 g/mol and a 
contour length of 3.6 nm. As reported recently1, micrometer-sized 3TBT single crystals are 
grown in solution at a relatively high crystallization temperature (60 °C). Subsequently, 10 μL 
of this solution is spin cast at 1000 rotations/min onto a cleaned glass substrate, so that 
spatially well-separated single crystals can be optically identified on the substrate. This 
preparation results in a three-layer geometry of the sample: glass substrate, single crystal, and 
air. 
Optical imaging and spectroscopy. Optical imaging and spectroscopy was performed at room 
temperature under ambient conditions using a home-built microscope. The excitation source 
was a pulsed diode laser (LDH-P-C-450B, Picoquant; 2.5 MHz repetition rate, 70 ps pulse 
duration) that operates at a wavelength of 450 nm. The laser light was spatially filtered and 
directed to the microscope, which was equipped with an infinity-corrected high-numerical 
aperture oil-immersion objective (PlanApo, 60×, numerical aperture 1.45; Olympus). The 
sample was placed in the focal plane of the objective, and the sample position was controlled 
by a piezo-stage (Tritor 102 SG, piezosystem jena). Photoluminescence (PL) was collected by 
the same objective and passed a set of dielectric filters (dichroic beam splitter z460RDC, 
long-pass filter LP467; AHF Analysentechnik) to suppress scattered or reflected laser light. 
For the detection of the PL signal several detection paths were used and switching between 
these modes is achieved by flip mirrors. These detection paths comprise two telecentrically 
arranged lenses and a closed-loop piezo scan mirror (S-335.2.SH, PI):  
First, in imaging mode the PL signal is imaged onto a sCMOS camera (Zyla 4.2 sCMOS, 
Andor) using two illumination methods. For confocal illumination the laser light is tightly 
focused by the high-NA objective to a spot with a full width at half maximum of ∼235 nm in 
the sample plane (see Fig. S1). For widefield illumination we flipped an additional lens 
(widefield lens) into the excitation beam path to focus the laser light into the back-focal plane 
of the microscope objective. This allows for nearly uniform illumination of a large area with 
∼70 µm diameter in the sample plane, to acquire overview PL images of our samples and to 
identify isolated crystals (see e.g. Fig. 2a).  
Second, to position the detection spot independently from the confocal excitation spot within 
the objective’s focal plane, the piezo scan mirror is used. As detectors we used a single-
photon-counting avalanche photodiode (MPD, Picoquant), and fed its electrical signal into a 
time-correlated single-photon-counting module (TimeHarp 260 PICO, Picoquant). For PL-
lifetime measurements at the excitation and crystal tip position (Fig. 2d) the magnification 
was chosen to be 16x, which corresponds to a detector’s active area in the sample plane of 
3µm x 3µm (see blue and red boxes in Fig. 2b). This low magnification allows taking into 
account spatially dependent effects at the excitation position that alter the PL-lifetime, such as 
exciton diffusion and exciton-exciton annihilation. Since the PL-decay curves do not behave 
mono-exponentially, all lifetimes reported correspond to the passed time until the curve has 
decayed to the 1/e value of the maximum. For the detection-beam scanning experiments in 
Fig. 3, the magnification was 83x to allow for a sufficient spatial resolution.  
Finally, to record emission spectra, we focused the PL onto the entrance slit of a spectrograph 
(IsoPlane 160, Princeton Instruments, 150 grooves per millimetre, blaze wavelength 500 nm) 
equipped with a back-illuminated electron-multiplying CCD camera (iXon Ultra DU-897U-
CS0-BVF, Andor Technology). 
The excitation fluences were between 0.4 µJ cm−2 and 40 µJ cm−2 for confocal illumination 
and 0.01 µJ cm−2 for widefield illumination. These confocal fluences correspond to a 




stacked 3TBT molecules (corresponding to 1 µm), calculated for a typical absorption cross 
section of 𝜎 ≈ 10−15cm². Hence, in the confocal excitation spot 0.6, respectively, 60 
excitations were generated. 
Numerical Simulations. For kinetic Monte-Carlo simulations of photon recycling and energy 
transport we used home-written Matlab-scripts. Further details are outlined in the sections of 





















Fig. S1: Comparison of excitation and PL profiles. (a) Characterisation of the laser 
excitation profile. We raster scanned a single fluorescence microsphere (0.1 µm diameter, 
Red Fluorescence Carboxylated Ps Latex, Nanosphere) across the laser excitation spot to 
characterise its size. The confocal image is shown as a map with colour-coded intensity. The 
shown profiles are along the x- and y-scanning axis and were taken through the intensity 
maximum of the map. (b) PL image of the same crystal as in Fig. 2 upon confocal excitation 
at the position marked with the green circle. The arrows indicate the direction along which we 
extracted the PL profiles around the excitation position. (c) Excitation (green, see also (a)) 
and PL profiles along the corresponding axes in (b). The side peaks in the profile along the 
crystal’s short (x-) axis result from active waveguiding of PL along the crystal’s short axis 










Fig. S2: Spatially resolved PL spectra. In order to obtain a more profound insight into 
propagation behaviour, we have aligned the long crystal axis along the slit of a spectrometer. 
This allows us to characterize the spectral changes spatially. a) Widefield PL image of a 
3TBT crystal and (b) PL of the same crystal as in (a) upon confocal excitation at the position 
marked with the blue circle. The blue, respectively, red box highlight the position of the PL at 
the excitation position and at the tip of the crystal. (c) Spatially resolved PL spectra. The blue 
and the red boxes correspond to the PL spectra at the excitation position and at the crystal’s 
tip. While the electronic 0-0 PL peak at around 550 nm is still present at the excitation 
position, it disappeared completely at the tip of the crystal 1. This distance- and energy-
dependent behaviour of the PL-spectrum is characteristic for reabsorption of emitted photons 
in the overlap region of absorption (black line, taken from 2) and PL spectra and hence can 












Fig. S3: PL lifetime measurement on a thin crystal. (a) Widefield PL image of a thin 3TBT 
crystal. (b) PL image of the same crystal as in (a) upon confocal excitation at the position 
marked with the green circle. The blue and red boxes indicate the detection area for PL-decay 
measurements at the excitation position and at the tip of the crystal, respectively. (c) PL-decay 
measured at the excitation position (blue) and at the tip of the crystal (red), as shown in (b). 




















Photon Recycling: Kinetic Monte Carlo Ray-Tracing  
For our simulation, we have extended the Monte Carlo ray tracing algorithm of Wang et al. 3 
to a kinetic Monte Carlo simulation that includes the temporal information of the processes. 
Schematically, the simulation runs as follows (Fig. S4): It starts by generating a photon and 
tracks it until it either is lost due to non-radiative decay or leaves the crystal or stays in a loop 
for more than 100 iterations. Photon generation is modelled as an isotropic emission process 
from a point source. A wavelength is randomly assigned using the normalized PL spectrum as 
distribution function. At each encounter of the photon trajectory with the boundary of the 
crystal, the probabilities of reflection and refraction are considered based on the Fresnel 
equations. Based on the distance travelled in the crystal and the wavelength, the probabilities 
of photon re-absorption and re-emission are evaluated. Detection of a photon occurs if the 
photon leaves the crystal in the direction of the glass substrate, where the objective is located 
(Fig. 1). All relevant information about the photon is then saved in a database, i.e., its 
position, arrival time, and wavelength. 
 
Fig. S4: Flow chart of the kinetic Monte Carlo ray tracing simulation. 
 




The crystal is modelled as a rectangular cuboid, with a width of 2.7 µm, a height of 2 µm 
(calculated from the measured aspect ratio from Ref. 2) and a length of 28 µm. The crystal has 
a wavelength dependent refractive index 𝑛2(𝜆) 
2 and lies on a glass substrate with refractive 
index 𝑛1 = 1.5. The remaining five faces of the cuboid are surrounded by air with the 
refractive index 𝑛3 = 1.  
Since the probability of absorbing a photon is proportional to the excitation intensity, the 
simulation starts by generating a photon within the confocal laser excitation profile modelled 
by a Gaussian function  









𝜔2(𝑧) . (1) 
Here, 𝑧 is the direction of the optical axis (normal to the glass substrate) and 𝜌 = √𝑥2 + 𝑦2 
corresponds to the radial distance with respect to the optical axis. 𝐼0 is the incident intensity, 
which is attenuated along the optical axis with an absorption coefficient of 𝛼(𝜆 = 450 𝑛𝑚) =





) is the lateral beam width with a minimum value of 𝜔0= 




≈ 560 𝑛𝑚 is the Rayleigh length and 𝜆𝑒𝑥 = 450𝑛𝑚 is the 
wavelength of the laser excitation.  
The time 𝑡𝐷𝑒𝑐𝑎𝑦 of photon emission is determined by 𝑡𝐷𝑒𝑐𝑎𝑦 =  −𝜏 𝑙𝑛 (𝜁1), where 𝜏 = 0.35𝑛𝑠 
is the lifetime of the excited state (Fig. 2) and 𝜁𝑖 ∈ (0,1] are uniform random numbers. The 
probability of the emission at some wavelength is equal to the normalized PL spectrum at the 
same wavelength. 
The photons are emitted isotropically from a point source. The direction of emission is 
determined by the azimuthal angle 𝛷 and polar angle 𝛩 in spherical coordinates according to 
𝜙 = 2𝜋𝜁2   (2) 
𝛩 = acos (1 − 2𝜁3).     (3) 
Based on the position of the emitter and the direction of emission, the point of impact on the 
cuboid faces, the distance travelled 𝑙𝐵, the angles of reflection and the angle to the normal of 
the face are determined.  
The probability that a photon is reabsorbed while traversing the distance 𝑙𝐵 is 𝑝 = 1 −
𝑒𝛼(𝜆)𝑙𝐵, where 𝛼(𝜆) is the wavelength dependent absorption coefficient. This probability is 
compared with another random number 𝜁4 and if 𝑝 > 𝜁4, the photon is re-absorbed, otherwise 
the photon reaches the face of the cuboid. If the photon is re-absorbed, the distance 𝑙0 that the 
photon traversed before being absorbed is expressed as 𝑙0 = −
𝑙𝑛 (1−𝑝𝜁5) 
𝛼(𝜆)
. The required time 
for traversing this distance is given by 𝑡1 =
𝑙0
𝑣𝑔(𝜆)
 , with 𝑣𝑔(𝜆) being the group velocity of the 
photon.  
The probability of re-emission is determined by the PL quantum yield 𝑄𝑌, and occurs for 
𝜁6 < 𝑄𝑌. If re-emission takes place, the wavelength, the direction and the time of emission 




In case a photon reaches the boundary, the probability of reflection is derived from the 
Fresnel equations. Assuming the photon with a random polarization, the probability that it is 
reflected on the surface is  




 . (4) 
Here, 𝑟 𝑠   and 𝑟𝑝 are the reflection coefficients for p and s polarized light, respectively. 
Another random number is used to decide whether reflection occurs, e.g. if 𝑞 < 𝜁7 the photon 
is reflected. A schematic representation of the main decision steps with the relevant physical 
properties is presented in the flow chart Fig. S4. 
Figs. S5 to S7 show simulated PL spectra, PL decay curved, and spatio-temporal PL intensity 
distributions based on the kinetic Monte Carlo ray tracing approach. Since for our 3TBT 
crystals only the PL quantum yield (QY) is unknown, we specifically simulate PL decay 
curves and PL intensity distributions as a function of the QY, that can then be compared to 
our experimental results shown in Fig. 2 and 3 of the main text. 
 
 
Fig. S5: Simulations of spatially resolved PL spectra based on the kinetic ray tracing 
simulation. (a) Simulated PL image of a 3TBT crystal upon confocal excitation at the 
position with the highest PL intensity (centre). The white dotted rectangle shows the edges of 
the simulated crystal. We used the same geometry as for the real crystal in Fig. 2. The black 
and red boxes highlight the position of the PL at the excitation position and at the tip of the 
crystal. These areas are used for the simulation of the PL-decay curves shown in Fig. S6. (b) 
Simulated PL spectra at the excitation position (black) and at the tip of the crystal after 










Fig. S6: Simulations of spatially resolved PL-decays based on the kinetic ray tracing 
simulations. Simulated PL-decay curves evaluated at the excitation position (black box, Fig. 
S5) and at the tip of the crystal (red box, Fig. S5) for increasing PL quantum yields (QY). Up 
to a quantum yield of 𝑄𝑌 = 0.1 the lifetime curves at the excitation spot and the crystal tip 
are essentially identical. From these simulations we are thus able to estimate an upper bound 







QY 0.05 0.1 0.2 0.5 0.9 
Recycled Emission (%) 1.66 3.34 6.71 17.32 32.67 
 
Tab. S1: Calculated contribution of re-emitted (recycled) photons to the total number of 
detected photons for increasing PL quantum yields (QY). The specified percentage is 
calculated as the ratio between re-emitted (at least once) and detected photons divided by the 
total number of detected photons. With increasing quantum yields the percentage of re-

















Fig. S7: Spatio-temporal broadening of the PL caused by photon recycling based on the 
kinetic ray tracing simulations. (a,c) Normalized spatio-temporal PL intensity distributions 
evaluated along the long crystal axis shown in Fig. S5 for PL quantum yields QY=0.05 (a) 
and QY=0.9 (c). The excitation position is y=0, and the arrival time of the excitation pulse is 
at t=0 ns. The contour lines indicate the time evolution of the full width at half maximum of 
the distribution. (b,d) Normalized spatial intensity distributions 𝐼(𝑦, 𝑡𝑖) extracted from (a) and 
(c) at three times. (e) Mean square displacements (MSD) as function of time, calculated from 
PL intensity distributions 𝐼(𝑦, 𝑡) for different QY. For 𝑄𝑌 ≤ 0.1 we do not find a broadening 
of the MSDs due to photon recycling, which is related to e.g. the limited number of maximum 
detected photons, and the limited spatial and temporal resolution. For 𝑄𝑌 > 0.1 the MSD 
grows linearly in time, which is characteristic of normal diffusion. Importantly, a QY between 
0.2 and 0.5 already leads to a broadening that can be resolved in our experiments. This 
illustrates that (i) photon recycling must be regarded as a broadening mechanism in 3D 





Fig. S8: Comparison of the spatio-temporal broadening for a nanobead and a 3TBT 
crystal. (a) Widefield PL image of an isolated SiOx-nanobead with a diameter of 52 nm. The 
red arrow illustrates the direction of the detection scanning (y-axis). (b) Normalized spatio-
temporal PL intensity distribution measured along the axis indicated in (a). The excitation 
position is at y=0, and t=0 is the arrival time of the excitation pulse. The contour lines indicate 
the time evolution of the full width at half maximum (FWHM). (c) Normalized profiles taken 
from the spatial intensity distribution 𝐼(𝑦, 𝑡𝑖) of the nanobead at three times. The solid lines 
are fits using a reconvolution approach (see below). (d) FWHM of the 𝐼(𝑥, 𝑡𝑖) profiles for the 
nanobead, revealing no temporal broadening. (e) Normalized profiles taken from the spatial 
intensity distribution 𝐼(𝑥, 𝑡𝑖) for the 3TBT crystal shown in Fig. 2 at three times with the 
corresponding fits. (f) FWHM of the 𝐼(𝑥, 𝑡𝑖) profiles for the 3TBT crystal, revealing a clear 
temporal broadening and an initial FWHM(𝑡 = 0) of 760 nm. The FWHM at time 𝑡 = 0 for 
the crystal is broader compared to the single nanobead due to the convolution of the 3D-
sample area of the crystal with the excitation profile and leakage radiation modes from the 3D 
crystal (see also Fig. S9)2. 
 





Fig. S9: Quantification of emission profiles due to leaky-mode waveguiding based on 
kinetic ray tracing simulations. Normalised profiles of full spatio-temporal PL intensity 
distributions as in Fig. S7 for a 3TBT crystal with a height of 2 µm (a) and 5 nm (b). In these 
simulations the PL quantum yield was set to QY=0 to suppress photon recycling (Note that 
the QY is only required to calculate photon recycling; the ‘first’ emitted photon after 
absorption of a laser photon always creates an emitted photon). We find that the FWHM at 
t=0 is 20% broader for the thick crystal due to leaky-mode waveguiding into the substrate 














Fig. S10: Statistics of energy transport measurements for 14 different single crystals 
measured with low excitation fluence. (a) Temporal changes of the MSDs extracted from 
spatio-temporal PL intensity distributions as described in the main text. The thick line 
represents the average of all curves. The black dotted line indicates a linear scaling in time, 
i.e., normal diffusion, as a guide to the eye. (b) Energy transport distances defined as 𝐿𝐷 =
√𝑚𝑎𝑥(𝑀𝑆𝐷(𝑡)) . The average energy transport distance is 0.17 ± 0.02 µ𝑚. (c) Distribution 
of the diffusion exponent 𝛼, evaluated for 𝑡 < 3𝜏 = 1.05𝑛𝑠, where 𝜏 is the excited state 
lifetime. We found an average value of  ?̅? = 0.70 ± 0.23. (d) Averaged hopping coefficients 














Fig S11: Fitting MSD(t) with two diffusion regimes. The MSD retrieved from the crystal in 
Fig. 3a at low excitation fluence is shown here on a double-logarithmic scale and analysed 
with the standard approach of normal diffusion at small times and an apparent transition to 
subdiffusion for longer times. For 𝑡 < 0.27𝑛𝑠 normal diffusion, 𝛼 = 1, yields a diffusion 
constant of 𝐷 = 0.23 ± 0.01 𝑐𝑚2/𝑠. For 𝑡 > 0.27𝑛𝑠 a subdiffusive fit gives a diffusion 





















Kinetic Monte Carlo Simulation of Exciton-Exciton Annihilation. 
The dynamics of exciton transport along a one dimensional stack were simulated numerically 
using a kinetic Monte Carlo (KMC) algorithm, in which the excitons undergo a series of 
stochastic transport steps (incoherent hopping) in a disordered energy landscape. We assume a 
one-dimensional diffusion model because 𝜋 − 𝜋 −stacking of the 3TBT results in the highest 
electronic couplings and exciton delocalization along the long crystal axis. Therefore 
diffusion mainly takes place in this direction, and diffusion along directions perpendicular to 
the -stacking direction can be neglected here. 
A one-dimensional stack is built from N = 30000 3TBT molecules with a 𝜋 − 𝜋 −spacing of 
0.37 nm. To take exciton delocalization in the simulation into account, each stack is divided 
into domains comprising 10 molecules. This domain size 𝑁′=10 was determined from the best 
fit to our experimental data (Fig. 3a and b), and this number is in agreement with typical 
delocalization lengths of excitons in thiophene-based H-aggregated polymers 4. The excited-
state energy landscape is chosen from a Gaussian distribution with a standard deviation of 
𝜎 = 43 𝑚𝑒𝑉 determined from the inhomogeneous line width in Ref. 2. Since our crystal 
represents in fact an ensemble of 1D H-aggregated stacks, we average over 2000 realisations 
of energy landscapes. Excitations were generated in the middle of a stack within a Gaussian 
excitation profile according to the experimentally created exciton density. Furthermore, the 
generation time of the excitons is randomly chosen from a Gaussian-shaped temporal 
distribution with a FWHM of 70 ps, in accordance to the experimental pulse duration. The 
excitations can decay within their excited state lifetime or hop between adjacent domains. 
Excitons can also interact with each other, i.e., exciton-exciton annihilation (EEA) takes 
place. The annihilation radius is set to be one domain size. An EEA event causes immediate 
deletion of one of the excitons, and only the remaining one can be transported or decay. 
For the excited-state decay we use the experimental decay rate 𝑘𝑑 =
1
0.35𝑛𝑠
 (inverse lifetime). 
All decayed photons are “detected” by sorting them into the corresponding bin of the spatio-
temporal PL distribution 𝐼(𝑦, 𝑡). For a hopping step, the exciton is either transferred to the 
right or left neighbouring domain with a transport rate 𝑘𝐸𝑇. This transport rate depends on the 
specific energy landscape, i.e., on the energy difference 𝛥𝐸 between the adjacent domains: 
𝑘𝐸𝑇 = {




)                     𝑖𝑓 𝛥𝐸 > 0.
                               (5) 
Here, the rate constant 𝑘0 = 25000 1/𝑛𝑠 is treated as a free parameter and determined from 
the best fit to the data. Hops to energetically higher levels are scaled with a Boltzmann factor 
with 𝑘𝐵𝑇 ≈ 25𝑚𝑒𝑉 corresponding to the thermal energy at room temperature. This procedure 
is repeated until 4000 photons were detected in the maximum of the spatio-temporal map 
𝐼(𝑦, 𝑡). To obtain an image comparable to the experiment, the simulated map is convoluted 
with a Gaussian point-spread function. 
Finally, we note that the assumption of incoherent hops of delocalised excitons was necessary 
to describe the high diffusion lengths in the subdiffusive regime for our crystals. Without 
delocalization, we would not have been able to reproduce the experimental data (Fig. 3a and 
b) within this model.   
 





Fig. S12: Dynamics of the annihilation probability for the simulations shown in Fig. 4 of 
the main text. (a,b) Simulated normalized probability of annihilation and its evolution in 
space and time for an average of 2000 realizations of energetic disorder with 2.4 
excitations/µm (a) and 240 excitations/µm (b). (c,d) Illustration of the normalized spatial 
annihilation probability 𝑃𝑎𝑛𝑛𝑖ℎ𝑖𝑙𝑎𝑡𝑖𝑜𝑛(𝑦, 𝑡𝑖) for three times 𝑡𝑖. The annihilation probability is 
described by a broadening Gaussian that is broadening and features a decreasing amplitude 










Incoherent Exciton Diffusion Model 
The extended diffusion equation for 1-dimensional incoherent transport with an exponential 






− 𝑘𝑛(𝑦, 𝑡) + 𝑝 ∙ 𝐸𝑥𝑐(𝑦),   (6) 
where 𝑛(𝑦, 𝑡) is the exciton distribution that depends on both space and time, p is the 
probability of absorption and 𝐸𝑥𝑐(𝑦) is the excitation profile. 𝐷(𝑡) is the time-dependent 





fractional time units for 𝐴 8. Finally, 𝑘 is the constant exciton decay rate, i.e., the inverse 
exciton lifetime. Superdiffusive transport is characterized by 1 < 𝛼 ≤ 2. For normal 
diffusion, 𝛼 =  1, the diffusivity 𝐷 =
1
2
𝐴 is time independent with units of cm2s−1. 
Subdiffusion is characterized by 0 < 𝛼 <  1 and occurs for exciton motion in a disordered 
excited-state energy landscape 9,10. 
The solution to equation (6) using a delta-function shaped excitation profile 𝐸𝑥𝑐(𝑦) centred at 
𝑦 = 0, is given by 5,6 
𝑛(𝑦, 𝑡) ∝ 𝑒𝑥𝑝 (−
𝑦2
2𝐴𝑡𝛼
) 𝑒𝑥𝑝 (−𝑘 𝑡) ≡ 𝐺(𝑦, 𝑡).  (7) 
Note that the exponential decay (𝑒𝑥𝑝 (−𝑘𝑡) ) for the exciton population in equation (7) only 
changes the magnitude of this distribution at any point in time, but not its shape (width). 
Normalization of the distribution to its maximum value at each point in time removes this 
exponential decay. Equation (7), is the probability density function, or the propagator function 
for diffusion. 
Equation (7) shows that the variance of the exciton distribution, the mean square displacement 
MSD 〈𝑛(𝑡)2〉, evolves in time as 5–7 
〈𝑛(𝑡)2〉 = 𝑀𝑆𝐷(𝑡) = 𝐴𝑡𝛼,   (8) 
In a general situation with electronic disorder in the excited-state energy landscape the time-




𝛼−1 decreases with time 7,8, see also Fig. 3d of the main 
text. 
For normal diffusion (α = 1), equation (8) transforms to 
〈𝑛(𝑡)2〉 = MSD(t) = 2𝐷𝑡.   (9) 
For an arbitrary initial distribution 𝑛(𝑦, 0), the time dependent exciton distribution at time 𝑡 is 
given as a convolution of the initial condition with the time-dependent propagator function 
𝑛(𝑦, 𝑡) = 𝑛(𝑦, 0) ∗ 𝐺(𝑦, 𝑡). 
In general, the measured spatial intensity distribution (e.g. Fig. 3a,b) is a convolution of the 
initial exciton distribution 𝑛(𝑦), the Gaussian probability density function for exciton 
diffusion (diffusion propagator) 𝐺(𝑦, 𝑡), the detection point spread function 𝑃𝑆𝐹(𝑦) and the 
function of the APD detector size 𝐶(𝑦) 6,7 
𝐼(𝑦, 𝑡) = 𝑛(𝑦) ∗ 𝐺(𝑦, 𝑡) ∗ 𝑃𝑆𝐹(𝑦) ∗ 𝐶(𝑦).  (10) 




Here, we used a reconvolution approach to account for all non-Gaussian broadening effects 
due to e.g. reflections at interfaces, scattering at defects and radiative leaky waveguide modes. 
The measured spatio-temporal emission distribution I(y,t) is fitted to a convolution of the 
initial profile 𝐼(𝑦, 𝑡 = 0), which includes the initial exciton distribution, the PSF, the detector 
size, reflections and other time-independent effects, and 𝐺(𝑦, 𝑡):  
𝐼(𝑦, 𝑡) ∝ 𝐼(𝑦, 0) ∗ 𝐺(𝑦, 𝑡).             (11) 
Again, the variance of 𝐺(𝑦, 𝑡) corresponds to the MSD, reflecting the PL broadening as a 
function of time. 
 
Characterisation of the setup 
To characterise the setup, we used agglomerated SiOx-nanobeads (Corpuscular, diameter 52 
nm), because energy transport between the nanobeads is negligible and a time-dependent 
broadening of the PL profile is not expected. Fig. S13 displays the results of detection-beam 
scanning on these nanobeads. 
 
 
Fig. S13: Control experiment on a reference sample without long-range energy 
transport. (a) Widefield PL image of agglomerated SiOx-nanobeads. The dashed red circle 
and arrow illustrate the position of confocal excitation and the direction of the detection 
scanning (y-axis), respectively. (b) Spatio-temporal PL intensity distribution 𝐼(𝑦, 𝑡). (c) 
Normalized PL intensity distribution. In (b) and (c) the position y denotes the distance relative 
to the excitation position (y=0) along the arrow in (a), and t=0 ns corresponds to the arrival 
time of the excitation pulse. To emphasize changes in the width of the distribution, it is 
normalized for the representation in (c) at each time step. The contour lines indicate the time 
evolution of the full width at half maximum. (d) Profiles taken from the normalized intensity 
distribution 𝐼(𝑦, 𝑡𝑖) in (c) for three times 𝑡𝑖 and the fits, as explained above. (e) Temporal 
changes of the MSD of the profiles in (d), revealing no resolvable energy transport in 
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ABSTRACT: Efficient long-range energy transport along supra-
molecular architectures of functional organic molecules is a key
step in nature for converting sunlight into a useful form of energy.
Understanding and manipulating these transport processes on a
molecular and supramolecular scale is a long-standing goal.
However, the realization of a well-defined system that allows for
tuning morphology and electronic properties as well as for
resolution of transport in space and time is challenging. Here we
show how the excited-state energy landscape and thus the
coherence characteristics of electronic excitations can be modified
by the hierarchical level of H-type supramolecular architectures.
We visualize, at room temperature, long-range incoherent transport
of delocalized singlet excitons on pico- to nanosecond time scales
in single supramolecular nanofibers and bundles of nanofibers. Increasing the degree of coherence, i.e., exciton delocalization, via
supramolecular architectures enhances exciton diffusivities up to 1 order of magnitude. In particular, we find that single
supramolecular nanofibers exhibit the highest diffusivities reported for H-aggregates so far.
■ INTRODUCTION
Supramolecular chemistry provides intriguing opportunities to
create nano- to mesoscale assemblies with unprecedented
optical and electronic functionalities owing to cooperative
interactions between the constituent building blocks.1−7 A key
functionality for potential applications is, for example, efficient
long-range excitation energy transport.4,8−14 In general, energy
transport in organic materials is governed by the delicate
interplay between electronic Coulomb coupling between
densely packed molecules and electronic and structural
disorder. On the one hand, electronic coupling leads to the
formation of delocalized exciton states; that is, electronic
excitations are coherently shared by many molecules, which we
refer to as (quantum) coherent transport. On the other hand,
electronic and structural disorder leads to a localization of
excitons on small domains of supramolecular assemblies.15,16 If
disorder dominates, long-range transport cannot be realized,
because incoherent Förster-type hopping of strongly localized
excitons limits transport to some tens of nanometers.17 In
contrast, reducing disorder increases exciton delocalization,
and thus the degree of coherence.15,18−20 Such combined
incoherent−coherent transport, i.e., incoherent hops of
delocalized excitons,12,21−24 with a strong contribution of
coherence, indeed allowed achieving distances beyond 1
μm.12,23 However, a full understanding and control of long-
range energy transport is still highly complex, because in
supramolecular nanostructures the electronic coupling and
disorder are typically of the same order of magnitude. This so-
called intermediate regime renders disentangling the different
contributions to energy transport difficult, on both the
theoretical and experimental side.16 Since transport efficiencies
and distances are predicted to be largest in this regime,21,25,26 a
unique picture is desirable for the design of novel excitonic
materials and devices.2,4,5,7−9
A straightforward approach to modify electronic coupling
and disorder makes use of the self-assembly of defined
nanostructures based on the same building blocks. In this
context, so-called pathway complexity can be exploited to form
thermodynamically and kinetically stable supramolecular
aggregates with different structural order6,27,28 and thus with
significantly altered photophysical and energy transport
properties. In contrast, supramolecular aggregates with differ-
ent hierarchical levels11,29−31 feature the same structural
arrangement of the building blocks, i.e., the same electronic
coupling, with only subtle variations in the local electronic
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environment. Such structures are therefore ideal candidates to
reveal the interplay between the electronic coupling and
disorder.
Here we present stable and robust supramolecular
architectures based on a carbonyl-bridged triarylamine
trisamide (CBT, compound 1, see ref 32) with different
hierarchical levels depending on the solvent, i.e., single
supramolecular nanofibers and bundles of supramolecular
nanofibers (Figure 1). The molecular design of compound 1
results in columnar structures with a well-defined, cofacial H-
type arrangement of the CBT cores that is driven by directed
hydrogen bonding between amide groups. Excitons in these
supramolecular architectures possess different degrees of
coherence (delocalization), tuned by bundling-induced elec-
tronic disorder. We are thus able to resolve the competition
between coherence and disorder and to demonstrate its impact
on long-range, pico- to nanosecond, incoherent transport of
singlet excitons in supramolecular architectures on the level of
single nanostructures at room temperature. In contrast to
previous work on nanotubular assemblies,11,30 we find a higher
degree of coherence and thus enhanced exciton diffusivities in
single supramolecular nanofibers.
■ RESULTS AND DISCUSSION
Controlled Self-Assembly of Single Nanofibers and
Bundles of Nanofibers. Using two selected solvents, we are
able to self-assemble compound 1 into distinct supramolecular
morphologies (see Supporting Information section 1). In n-
dodecane, compound 1 forms single supramolecular nanofibers
of several micrometers in length (Figures 2A and S1) and
uniform heights of about 2 nm (Figure 2B), as shown by
atomic force microscopy (AFM), which is consistent with our
previous work on single CBT-nanofibers.23,32 Transmission
electron microscopy (TEM, Figure 2C) reveals single supra-
molecular nanofibers and nanofibers partially located next to
each other due to sample preparation. The selected area
electron diffraction (SAED) pattern features a signal
corresponding to a distance of 0.33 nm (Figure 2D) caused
by cofacial stacking of CBT cores along the supramolecular
nanofibers.23,32
Self-assembly of compound 1 in anisole results in bundles of
supramolecular nanofibers with widths and heights on the
order of 100 nm, as shown by AFM and TEM measurements
(Figure 2E,F,G and Figure S1). The SAED pattern yields the
characteristic cofacial stacking distance of 0.33 nm between
CBT cores (Figure 2H). Additionally, SAED at smaller angles
(Figure S2) reveals defined signals corresponding to a distance
of 2.8 nm. Assuming a columnar hexagonal packing of the
nanofibers,32 we obtain an intercolumnar spacing of 3.2 nm.
This distance is substantially smaller than the calculated
diameter of about 4.4 nm for the extended compound 1.32 In
bundles the peripheries of adjacent nanofibers therefore
strongly interact. Based on these data, we estimate that one
bundle consists of approximately 2000 nanofibers.
Optical Properties of Nanofibers and Bundles. UV−
vis and photoluminescence (PL) spectra of dissolved
compound 1 in THF (Figure 3A) exhibit the characteristic
vibronic progression of an aromatic molecule (see Supporting
Information section 4, Table S1). The maxima at 460 nm and
490 nm, respectively, are attributed to the electronic (0−0)
π−π* transition of the CBT core.33,34
The absorption spectra of supramolecular nanofibers and
bundles of nanofibers are shown in Figure 3B and C,
respectively (see also Figure S3). Both feature a substantially
reduced intensity of the highest-wavelength (lowest-energy)
peak around 520 nm (labeled A1) compared to the spectrum of
dissolved compound 1. This spectral change is characteristic
for delocalized absorbing excitons in H-aggregates, formed by
substantial electronic Coulomb coupling between adjacent
CBT cores.35 Circular-dichroism spectra of dispersions of both
supramolecular morphologies feature nearly identical signa-
tures (Figure S4) indicating no significant difference in the
structural arrangement of the CBT cores in supramolecular
nanofibers and bundles of nanofibers.
After absorption rapid, subpicosecond relaxation within the
exciton bands takes place toward lower-energy, relaxed exciton
states,22 from where emission occurs (see Supporting
Figure 1. Supramolecular architectures of compound 1 with different hierarchical levels. Left: Compound 1 comprising a carbonyl-bridged
triarylamine core (red), three amide moieties (blue), and chiral bulky peripheries (gray). Self-assembly in n-dodecane results in single
supramolecular nanofibers (A) and in anisole in bundles of supramolecular nanofibers (B).
Journal of the American Chemical Society pubs.acs.org/JACS Article
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Information section 4, Figure S5). In the PL spectrum of
supramolecular nanofibers the 0−0 peak seems to be absent at
room temperature (Figure 3B, see also Supporting Information
section 4, Figure S6). These data suggest a large degree of
electronic order and thus of coherence with a pronounced
delocalization of relaxed emitting excitons35 along nanofibers.
In contrast, the corrected PL spectrum of bundles of
nanofibers (Figures 3C and S7) features a 0−0 peak that is
only slightly suppressed compared to that of dissolved
compound 1. This observation indicates strong localization
of the relaxed emitting exciton over only a few CBT cores and
thus a small degree of coherence. The localization must result
predominantly from electronic disorder, because the structural
order within the columns of both architectures appears to be
comparable (Figure S4). Our data for bundles of nanofibers
thus demonstrate a rapid disorder-induced localization of
initially delocalized absorbing excitons prior to emission.21
The influence of electronic disorder on the relaxed emitting
excitons in our supramolecular architectures is further
confirmed by the trend in the excited-state lifetimes (PL
quantum yields), which increase (decrease) from 2.7 ns
(13.8%) for the dissolved compound 1 to 3.5 ns (2.6%) for
bundles and 5.4 ns (1.3%) for single nanofibers (see Table S2
and Figure S8). This enhancement in lifetimes is highly
beneficial for long-range energy transport,15 as we previously
reported.23
To quantify the electronic Coulomb coupling and the
electronic disorder between CBT cores from the spectra in
Figure 3B,C, we performed numerical simulations based on the
theory of Spano and co-workers using a disordered Holstein
Hamiltonian (ref 35 and Supporting Information section 5).
The intercolumnar distance of 3.2 nm within bundles prevents
delocalization of electronic excitations between columns. A
bundle is thus modeled as an arrangement of independent
nanofibers. Electronic (energy) disorder is included by taking
the CBT cores’ transition energy offsets from a Gaussian
distribution with a width σ. Moreover, we include a correlation
length l0 that accounts for differences in the spatial distribution
of disorder in the transition energies (Figure S5).
The simulations (Figure 3B,C, black lines) agree very well
with the experimental data in the relevant spectral region. The
absorption spectra of both architectures are well described by a
common set of parameters, i.e., by an electronic coupling of J0
= 735 cm−1 (91 meV) and an electronic disorder of σ = 1036
cm−1 (130 meV, see Figure S9 and Supporting Information
section 5), which places both morphologies in the intermediate
coupling regime.
The differences between the PL spectra of nanofibers and
bundles can only be modeled using different correlation
lengths. The absence of the 0−0 PL peak in the spectrum of
nanofibers requires a correlation length of l0 ≥ 10 CBT cores
with a disorder of σ = 1076 cm−1 (134 meV, see Supporting
Information section 5). Due to this spatial correlation in the
transition energies, a nanofiber is segmented into domains that
possess a rather uniform excited-state energy landscape (Figure
3E). The delocalization of the relaxed, emitting singlet excitons
can then be quantified by the coherence number of Ncoh ≥ 5.4
CBT cores. In contrast, the strong 0−0 PL peak intensity in
the PL spectrum of bundles of nanofibers requires a vanishing
correlation length (l0 = 0). The relaxed emitting exciton in
bundles is thus localized on approximately 2.9 CBT cores due
to the rough excited-state energy landscape along nanofibers in
bundles (Figure 3F). The different excited-state energy
landscapes along one column (single nanofiber and within a
bundle, respectively) due to the distinct spatial transition
energy correlations is visualized in Figure 3E,F. We note that
these realizations are directly taken from the numerical
simulations.
Direct Visualization of Exciton Transport. Our optical
spectroscopy data demonstrate that we are able to tune the
Figure 2. Morphological and structural characterization of the supramolecular architectures. (A) AFM image (topographical scan) of single
supramolecular nanofibers prepared from a dispersion of compound 1 in n-dodecane (4 μM, ∼10 ppm). (B) Height profiles along the arrows
labeled in A. (C) TEM image of single nanofibers partially located next to each other (40 μM, ∼100 ppm). Arrows indicate isolated single
nanofibers. (D) SAED pattern corresponds to a stacking distance of 0.33 nm between CBT cores. (E) AFM image of a bundle of supramolecular
nanofibers prepared from a dispersion of compound 1 in anisole (40 μM, ∼100 ppm). (F) Height profiles along the arrows labeled in E. (G) TEM
image of a bundle of nanofibers. (H) SAED pattern corresponds to a stacking distance of 0.33 nm.
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coherence characteristics of the relaxed excitons along the H-
type columns by altering the hierarchical level of our
architectures. These relaxed excitons are responsible for
incoherent long-range transport, since they perform many
hopping steps within their substantial excited-state lifetime in
our H-aggregates. Importantly, the hopping rates of delocalized
excitons have to be described by a generalized Förster theory,
in which optically dark exciton states contribute to the hopping
rates.36−38 These systems are thus ideal to resolve the interplay
between morphology, correlated electronic disorder, and
coherence (delocalization) in the long-range incoherent
transport of excitons along individual, spatially isolated
nanostructures on pico- to nanosecond time scales. Figure
4A and B display representative wide-field PL images of
isolated nanostructures, both with lengths of several micro-
meters, in agreement with the AFM data (Figure 2A,E). The
single nanofiber shows a small PL signal (Figure 4A), which
demonstrates the weakly optically allowed nature of the
emitting excitons and thus the high degree of coherence within
the nanofiber. The signal from the bundle of nanofibers is
significantly stronger mainly owing to the large number of
columns within the bundle (Figure 4B) and to a lesser extent
due to the higher PL quantum efficiency of one column in a
bundle (see Table S2).
Having located isolated nanostructures, we switched the
microscope to confocal illumination and centered each
nanostructure in the diffraction-limited focus of a pulsed
laser (red dashed circles, Figure 4A,B). Combining detection-
beam scanning with time-correlated single-photon counting39
(see Supporting Information sections 1 and 6), we measured
Figure 3. Optical properties of compound 1 and supramolecular architectures. (A) Normalized absorption (blue) and photoluminescence spectra
(red) of dissolved compound 1 in THF (40 μM) with the corresponding Franck−Condon analysis (black lines). (B, C) Normalized absorption
(blue) and photoluminescence spectra (red) of single supramolecular nanofibers in n-dodecane (40 μM) (B) and bundles of supramolecular
nanofibers in anisole (200 μM) (C), together with simulated spectra based on a Frenkel−Holstein Hamiltonian (black lines). (D) Illustration of
the inhomogeneous distribution of transition energies of dissolved compound 1 for three realizations. (E, F) Representation of three simulated
realizations of transition energies of the building block at position n within one single column for the simulated spectra in B and C. The spatial
correlation length of transition energies for single nanofibers is l0 ≥ 10 and for bundles of nanofibers l0 = 0 (left, intracolumn energy landscape),
while the corresponding ensemble averages, with a Gaussian width σ, over all columns (right) are almost identical. The ellipses indicate the
delocalization of relaxed emitting states.
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PL decay curves while scanning the detection position along
the long axis of the nanostructures (dashed arrows in Figure
4A,B). Figure 4C and D show the resulting PL intensity
distributions, I(x, t), as a function of the distance x relative to
the center of the excitation spot and time t after laser
excitation. Normalization of the spatial intensity distributions
at each point in time (Figure S13) reveals the broadening of
the PL signal along the nanostructures’ long axes on (sub-)
nanosecond time scales. Hence, the initial singlet exciton
population, created by the diffraction-limited excitation pulse,
is transported away from the excitation spot prior to
(radiative) decay. This energy transport is significantly more
pronounced for the single nanofiber compared to the bundle of
nanofibers (Figure 4C,D, white contour lines). We attribute
this difference to the distinct excited-state energy landscapes
(Figure 3E,F). We rule out artifacts due to saturation and
technical issues, since we operate under very low excitation
fluences, and we have performed an independent control
experiment on a system that does not show long-range energy
transport (see Supporting Information, Materials and Meth-
ods, and Figure S12).
To quantitatively describe the time-dependent broadening
of the spatial intensity distributions, we calculated the second
moments μ2(t)
22 at time t as a measure for their widths (Figure
S13). We evaluated changes of μ2(t) with respect to the second
moment (width) of the initial distribution μ2(0):
t t( ) ( ) (0)2 2 2μ μ μΔ = − (1)
The Δμ2(t) curves retrieved from the data in Figure 4C,D are
shown as thick dashed lines in Figure 4E,F. At short times (t ≤
1 ns), we find similar slopes for both curves. However, the
Δμ2(t) values for the single nanofiber are larger by more than 1
order of magnitude compared to those for the bundle. This
observation reflects the faster and more pronounced broad-
ening of the initial exciton population in the single nanofiber
due to more efficient energy transport. For longer times (t ≥
2.5 ns) the broadening slows down and a plateau is reached for
both architectures. We confirmed the same trend for in total 56
single nanofibers and 32 bundles, illustrated with thin solid
green and blue lines in Figure 4E,F.
The second moments Δμ2(t) follow to a good approx-
imation a power law for t < 1 ns. We can thus fit the transport
dynamics with a diffusion model11,17,22,39−41 (see Supporting
Information section 7):
t At( )2μΔ = α (2)
Here α is the diffusion exponent and A is the exciton hopping
coefficient, which is related to the time-dependent diffusivity
D t A t( ) 1
2
1= α α− . Figure 4G shows the exponents for nano-
fibers (green bars) and bundles (blue hatched bars) for all
curves in Figure 4E,F. We find a broad distribution with 0 ≤ α
≤ 1 (for t < 1 ns) due to the intrinsic electronic disorder in
deposited supramolecular nanostructures. For single nanofibers
the mean exponent is αFiber = 0.78 ± 0.24, and a significant
fraction exhibits α ≈ 1, which indicates normal diffusion
visualized in Figure 4E,F with black solid lines. In contrast, the
mean exponent for bundles is smaller with αFiber = 0.37 ± 0.47,
which is characteristic for strongly subdiffusive transport due to
the disordered energy landscape.22 Notably, for bundles the
highest occurrence of exponents is at α ≈ 0. This behavior is
expected for a system with strong local electronic perturbations
(Figure 3F), in which trapping hinders exciton transport.22 For
the single nanofibers the average exciton hopping coefficients
A as a function of the exponent α are larger (Figure 4H). This
Figure 4. Direct visualization of long-range energy transport along supramolecular architectures. (A, B) Wide-field photoluminescence image of a
single supramolecular nanofiber and a bundle of supramolecular nanofibers, respectively. Red dashed arrows indicate the scanning axis x; dashed
circles label the position x = 0 of the excitation spot. (C, D) Normalized PL intensity distributions and their evolution in space and time for the
single nanofiber in A and the bundle in B. The white contour lines indicate the time evolution of the full width at half-maximum. (E, F) Temporal
changes of the second moments of the spatial intensity profiles for 56 nanofibers and 32 bundles of nanofibers (thin green and blue solid lines).
The thick lines represent the average of all curves, and the dashed lines the evolution of the second moment for the data in C and D. The black
lines indicate a linear scaling in time, i.e., normal diffusion, as a guide for the eye. (G) Distribution of the diffusion exponent α for all nanofibers
(green) and bundles (blue) in E and F, evaluated for t < 1 ns. (H) Averaged hopping coefficients A as a function of α for nanofibers (green) and
bundles (blue).
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translates into higher diffusivities D(t) for single nanofibers:
For example, for the nanofiber shown in Figure 4C we find
DFiber(t = 1 ns) = 1.03 cm
2/s, which is the largest value
reported for an H-aggregate and is more than 1 order of
magnitude larger than the diffusivity for the bundle shown in
Figure 4D with DBundle (t = 1 ns) = 0.05 cm
2/s (see also Figure
S14).
■ CONCLUSION
Our H-type supramolecular architectures with different
hierarchical levels represent a versatile system to understand
the subtle interplay between electronic coupling, disorder, and
coherence for efficient long-range, incoherent transport of
delocalized singlet excitons. We have demonstrated remarkable
differences in the spectroscopic properties as well as in the
energy transport characteristics of single supramolecular
nanofibers and bundles of nanofibers. The transition energies
of adjacent CBT cores in single supramolecular nanofibers are
spatially correlated, resulting in smooth excited-state energy
landscapes. The concomitant high degree of coherence
(exciton delocalization) facilitates long-range incoherent
energy transport. In contrast, in bundles of nanofibers spatial
correlations in the transition energies are found to be absent.
This gives rise to a disordered excited-state energy landscape
with strongly localized excitons. Hence, exciton transport is
hindered by trapping in local energy minima.22 The
uncorrelated transition energies in bundles of nanofibers can
be explained by very subtle local electronic perturbations due
to interacting peripheries.30 Alternatively, disorder on a local
scale between columns may arise from a geometric frustration
in a hexagonal packing due to compensation of macrodi-
poles.42 Both effects can destroy shared electronic environ-
ments. Our observations are a manifestation of coherence-
enhanced diffusivities of excitons15,18,43 and highlight the
critical role of spatially correlated transition energies of the
supramolecular building blocks for long-range energy trans-
port.44 The present data therefore add a new dimension to the
development of a detailed theoretical understanding of energy
transport in columnar H-type supramolecular nanostructures45
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1. Materials and Methods 
Materials. The synthesis, purification and characterization of compound 1 is described in detail 
elsewhere 1. All solvents were of HPLC grade and used as received.  
Molecularly dissolved solution of compound 1. A 40 µM solution of compound 1 in THF 
(boiling point: 66 °C) was refluxed for 20 minutes under stirring and allowed to cool to room 
temperature. 
Self-assembly of compound 1. Compound 1 was added at a concentration of 40 µM (~100 
p.p.m., 0.01 wt%) in n-dodecane (bp.: 216 °C) or anisole (bp.: 154 °C), respectively. A 
homogeneous dispersion was ensured by ultrasonication for 15 minutes. The dispersions were 
refluxed for 30 minutes under stirring and then allowed to cool to room temperature. The self-
assembly process was monitored via UV/vis and PL spectroscopy until no spectral changes 
were detected. Subsequently, all samples were stored for 24 hours prior investigation.  
AFM. For AFM measurements, we used silicon wafers as substrate. The self-assembled 40 µM 
dispersions were either spin-coated directly or spin-coated after dilution to a concentration of 4 
µM. All samples were dried under vacuum. AFM images were recorded on a Dimension 3100 
NanoScope V (Veeco Metrology Group). Scanning was performed in tapping mode using 
silicon nitride (Si3N4) cantilevers (OTESPA-R3, Bruker) with a typical spring constant of 26 N 
m−1 and a typical resonance frequency of 300 kHz. Image processing and analysis was 
conducted with the Gwyddion 2.52 software. 
TEM and SAED. The self-assembled 40 µM dispersions were drop-cast on a carbon-coated 
copper grid and the solvent was removed with a filter paper. Finally, all samples were dried 
under vacuum. TEM images were recorded with a Zeiss / LEO EM922 Omega and a JEOL 
JEM-2200FS energy filtering transmission electron microscope (EFTEM) both operated at 200 
kV in bright-field and diffraction mode. Zero-loss filtered micrographs (∆E ~ 0 eV) were 
recorded with bottom mounted camera systems. The Zeiss microscope was equipped with a 
CCD camera system (Ultrascan 1000, Gatan) and the JEOL microscope with a CMOS camera 
system (OneView, Gatan). Both camera systems were operated with an image acquisition and 
processing software (Digital Micrograph GMS 1.9 resp. 3.3). 
UV/vis, photoluminescence and circular dichroism spectroscopy in solution. UV/vis absorption 
spectra were recorded on a Perkin Elmer Lambda750 spectrophotometer. Photoluminescence 
(PL) spectra were measured on a Varian Cary Eclipse at excitation wavelengths of 430 nm for 
n-dodecane dispersions and THF solutions and 380 nm for anisole dispersions. All PL spectra 
were corrected for reabsorption with the factor 𝒌𝒂𝒃𝒔 = 𝟏𝟎
𝟎.𝟓 𝑶𝑫(𝝀), where 𝑶𝑫(𝝀) is the 
wavelength dependent absorbance. The PL quantum efficiency was measured on a JASCO FP-
8600 spectrofluorometer equipped with an integrating sphere (ILF-835). Circular dichroism 
spectra were recorded on a Jasco J-715 spectrophotometer. All measurements were conducted 
with Hellma QS quartz-glass cuvettes. 
Optical imaging and spectroscopy of single supramolecular nanofibres and bundles. The 40 
µM-dispersions were either diluted to 4 µM before spin-coating, or spin-coated undiluted on 
microscopy cover slips (borosilicate glass; thickness 0.17 µm; Carl Roth). All samples were 
dried under vacuum. Optical imaging and spectroscopy was performed using a home-built 
microscope (Fig. S11). The excitation source was a pulsed diode laser (LDH-P-C-450B, 
Picoquant; 2.5 MHz repetition rate, 70 ps pulse duration) that operates at a wavelength of 450 
nm. The laser light was spatially filtered and directed to the microscope, which was equipped 
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with an infinity-corrected high-numerical aperture oil-immersion objective (PlanApo, 60×, 
numerical aperture 1.45; Olympus). The sample was placed in the focal plane of the objective, 
and the sample position was controlled by a piezo-stage (Tritor 102 SG, from piezosystem jena). 
Photoluminescence was collected by the same objective and passed a set of dielectric filters 
(dichroic beam splitter z460RDC, long-pass filter LP467; AHF Analysentechnik) to suppress 
scattered or reflected laser light.  
The detection beam path is equipped with a closed-loop piezo scan mirror (S-335.2.SH, PI) and 
a single-photon-counting avalanche photodiode (MPD, Picoquant) to position the detection spot 
independently from the confocal excitation spot (Fig. S11). The electrical signal of the 
photodiode was fed into a time-correlated single-photon-counting module (TimeHarp 260 
PICO, Picoquant).  
In imaging mode, the photoluminescence signal was imaged onto a CMOS camera (Zyla 4.2 
sCMOS, Andor). In this mode, we used two illumination methods. First, for widefield 
illumination we flipped an additional lens (widefield lens) into the excitation beam path to focus 
the laser light into the back-focal plane of the microscope objective. This allows for nearly 
uniform illumination of a large area with ∼70 µm diameter in the sample plane, to acquire 
overview PL images of our samples and to identify elongated nanostructures (Fig. 4A and 4B). 
Second, for confocal illumination the widefield lens was removed and the laser light was tightly 
focused to a spot with a half width at half maximum of ∼170 nm in the sample plane. A flip-
mirror allows to switch between imaging and single-photon counting mode of the setup.  
For measurements on single supramolecular nanofibres and bundles, the excitation intensities 
were below 140 W cm−2 for confocal illumination and 1.3 W cm−2 for widefield illumination 
These intensities correspond to a maximum excitation probability of 0.1 absorbed photon per 
pulse per 3000 CBT-cores along a column and confirm that our experiments are conducted in 
a regime where annihilation does not play a role. All experiments were carried out at room 
temperature under ambient conditions.  
Numerical Simulations. For the numerical simulation of the absorption and PL spectra shown 
in Fig. 3B,C we used home-written Matlab-scripts. The electronic Coulomb coupling between 
CBT-cores along a column was treated in nearest-neighbour approximation. The transition 
energies of the CBT-cores were taken from a Gaussian distribution with width 𝜎. To account 
for different degrees of intra-column electronic disorder, a correlation length 𝑙0 was introduced, 
i.e., with increasing 𝑙0, the distribution of transition energies within a column becomes 
smoother (see Fig. 3D). To model the experimental spectra we averaged over 104 realisations 
of electronic disorder and performed a residual analysis. Further details are outlined in the 
Supplementary Materials, Fig. S9 and S10 and section 5.  
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Fig. S1: AFM images of single supramolecular nanofibres and bundles of nanofibres. A-
C) AFM images (topographical scan) of single nanofibres spin-coated from a dispersion of 
compound 1 in n-dodecane (A,B: 40 µM; C: 4 µM) demonstrating the presence of single 
nanofibres at concentrations of 4 µM as well as of 40 µM. The discrepancy between the heights 
and the diameters of the nanofibres, as determined by AFM (2–2.5 nm) and molecular 
modelling (4.4 nm) 2, respectively, is a known phenomenon 3,4. D,E) AFM images 
(topographical scan) of bundles of nanofibres spin-coated from a dispersion of compound 1 in 















Fig. S2: Selected Area Electron Diffraction (SAED) at smaller angles. SAED pattern from 
a sample as in Fig. 2G (prepared from a dispersion of self-assembled compound 1 in anisole, 
concentration 40 µM), which reveals sharp signals corresponding to a distance of 2.8 nm. 
Assuming a columnar hexagonal packing of nanofibres within bundles 1, this plane-plane 
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4. Optical Spectroscopy and Spectroscopic Characteristics 
of H-Aggregates 
 
Franck-Condon Analysis of Absorption and PL Spectra 
 
For the Franck-Condon analysis of the PL and absorption spectra of molecularly dissolved 
compound 1 in THF (Fig. 3A) we assume coupling of the electronic transition to a single 
effective vibrational mode (carbon-bond stretch). In this situation, the normalized spectra for 







𝑒−𝑆𝛤[𝜔 − (𝜔0−0 − 𝑚𝜔0)]  (1) 
𝐼𝐴𝑏𝑠(𝜔)
𝑛𝜔
 ∝  ∑
𝑆𝑚
𝑚!𝑚
𝑒−𝑆𝛤[𝜔 − (𝜔0−0 + 𝑚𝜔0)] (2) 
Here 𝑆 is the Huang–Rhys factor for the effective vibrational mode with energy 𝜔0, 
𝜔0-0 is the energy of the purely electronic 0–0 transition, 𝑚 = (1,2, … ) denotes the vibrational 
quantum number and 𝑛 is the refractive index. Γ is the Gaussian (inhomogeneous) line width 
function with a standard deviation 𝜎, which we allow to be different for the electronic and 
vibronic transitions (the effective mode is typically a superposition of several modes that are 
closely spaced and that give rise to a larger “effective” inhomogeneous line width for the 
ensemble vibronic transition). 
To describe both the absorption and the PL with the same Huang-Rhys factor 𝑆 and vibrational 
energy 𝜔0, we fit absorption and PL simultaneously. The parameters for the best fit are shown 
in Tab. S1. 
 
Tab. S1: Franck-Condon analysis of the absorption and PL spectra of molecularly 
dissolved compound 1 in THF. 
 𝑆 𝜔0−0/𝑒𝑉 𝜔0/𝑒𝑉  𝜎0−0/𝑒𝑉 𝜎0−1,2../𝑒𝑉 
Abs. 0.54 ± 0.02 2.664 ± 0.003 0.157 ± 0.005 0.090 ± 0.002 0.133 ± 0.008 






Concentration-Dependent Absorption Spectra of Compound 1 in Anisole 
 
Fig. S3: Concentration-dependent absorption spectra of compound 1 in anisole. Due to the 
remaining solubility of compound 1 at low concentrations (40 µM, black) in anisole, the 
absorption is a superposition of the absorption of molecularly dissolved compound 1 and of 
bundles of nanofibres. We therefore increased the concentration until no further spectral 
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Fig. S4: Circular dichroism spectroscopy of compound 1. Circular dichroism spectra of 
compound 1 in THF (molecularly dissolved, black), n-dodecane (single supramolecular 
nanofibres, blue) and anisole (bundles of supramolecular nanofibres, cyan), each recorded at a 
concentration of about 40 µM (~100 ppm) at room temperature. While there is no circular-
dichroism signal for the molecularly dissolved building block in THF, aggregates formed in n-
dodecane and anisole exhibit a nearly identical circular-dichroism activity, which suggests a 




Optical Absorption and PL Spectra of Molecular Aggregates 
 
Fig. S5: Spano model of H-type assemblies. a) Left: Energy level scheme for a molecule with 
an intra-molecular vibrational mode of energy 𝑤0, coupling to the electronic transition between 
electronic ground |𝑔⟩ and excited electronic state |𝑒⟩. Right: Upon electronic Coulomb coupling 
between molecules a progression of vibronic exciton bands is formed, separated in energy by 
the vibrational energy 𝑤0 and with an exciton bandwidth W’. The optically accessible exciton 
states, labelled |𝐴1⟩, |𝐴2⟩, …, are located at the top of each band (blue solid lines), while 
emission occurs only from the lowest-energy exciton state |𝑒𝑚⟩ (red solid line). In a perfect H-
aggregate the 0-0 transition from |𝑒𝑚⟩ into the ground state |𝐺⟩ is optically forbidden, while 
the 0-1, 0-2, … transitions are still allowed. Thermal energy populates (optically allowed) 
higher-energy exciton states in the lowest-energy exciton band. Hence, with increasing 
temperature an increasing intensity of the 0-0 PL intensity is observed. Solid coloured arrows 
indicate the allowed optical transitions 7,8. b) Six realisations of correlated site-energy disorder 
along an aggregate. Left and right column depict two different realisations of transition energy 
offsets 𝛥𝑛 of an aggregate consisting of N=20 monomers for three correlation lengths 𝑙0 
(increasing from the top to the bottom) 7,9. 
 
The optical spectra of organic molecules show a pronounced vibronic progression (Fig. 3A). 
This electron-phonon coupling of intra-molecular vibrations (typically carbon-bond stretch 
modes with energies 𝜔0 ≈ 1400 − 1600 𝑐𝑚
−1) to electronic transitions is characterised by the 
Huang-Rhys parameter S. In the simplest picture, each molecule is described as a two level 
system, which couples to one (effective) intra-molecular vibration with the vibrational energy 
𝜔0 (Fig. S5a, left).  
If organic molecules are densely assembled in an aggregate, their transition dipole moments 
interact via electronic Coulomb coupling 𝐽0 (in nearest-neighbour approximation). To include 
the influence of electron-phonon coupling on the aggregate spectra, Spano et al. 6–9 introduced 
one- and two-particle states. A one-particle state |𝑛, 𝜈 ⟩ consist of one vibronically excited 
molecule 𝑛, i.e., molecule 𝑛 is in its electronically excited state with 𝜈 ≥ 0 vibrational quanta, 
and all other molecules of the aggregate are in their vibrationless electronic ground state. For 
two-particle states |𝑛, 𝜈,̃  𝑛′, 𝜈′⟩, in addition to the vibronic excitation of molecule 𝑛, molecule 
𝑛′(≠ 𝑛) is in a vibrational excited state 𝜈′ ≥ 1 of its electronic ground state. The 𝛼𝑡ℎ eigenstate 
of the aggregate can then be written as a superposition of one- and two-particle states,  
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|𝛹𝛼⟩ = ∑  𝑐𝑛,?̃?
𝛼 
𝑛,?̃?  |𝑛, 𝜈 ⟩ +  ∑  
 
𝑛,?̃? ∑  𝑐𝑛,?̃?,𝑛′,𝜈′
𝛼 
𝑛′,𝜈′   |𝑛, 𝜈,̃  𝑛
′, 𝜈′⟩, (3) 
where the wave function coefficients 𝑐𝑗
𝑖 are obtained via diagonalization of the Hamiltonian of 
the system. 
Now a series of vibronic exciton bands form (Fig. S5a, right) that feature a reduced bandwidth 
𝑊′ compared to the free exciton bandwidth 𝑊 = 4|𝐽0| due to electron-phonon coupling. In 
perfect, disorder-free systems, vibronic excitons are delocalised over the entire aggregate. For 
H-aggregates only transitions from the ground state to the highest-energy exciton of each band 
are allowed. These optically accessible states are labelled |𝐴𝑖+1⟩ (𝑖 = 0,1, … ) and correlate to 
the 0 − 𝑖 transitions of the isolated molecule (Fig. S5 a). Consequently, the optically accessible 
vibronic exciton states show up as a progression of peaks with an energy difference of 𝜔0 in 
the absorption spectrum. Furthermore, as the coupling 𝐽0 rises, the oscillator strength is 
increasingly redistributed towards higher energy bands (e.g. from |𝐴1⟩ 𝑡𝑜, |𝐴2⟩, … ), leading to 
a decreased |𝐴1⟩ intensity compared to the monomer 0-0-intensity in absorption. Hence, the 
relative intensity of the |𝐴1⟩ absorption is a direct measure for the magnitude of the electronic 
Coulomb coupling. 
PL takes place from the lowest-energy exciton state |𝑒𝑚⟩ of the lowest-energy vibronic exciton 
band. Absence of disorder leads to a highly symmetric exciton wave function for this state with 
alternating sign of wavefunction coefficients between consecutive monomers, leading to 
destructive interference of the 0-0-intensity compared to the monomer PL spectrum. Hence, in 
ideal H-aggregates the 0-0-peak in emission is completely suppressed, while the remaining 
progression (0-1, 0-2, etc.) is still visible, because momentum conservation is satisfied by 
simultaneously exciting a vibration in the electronic ground state.  
If PL spectra are recorded at temperatures 𝑇 ≠ 0K, states above the lowest-energy exciton state 
become thermally accessible (thermally activated emission), i.e., PL stems no longer 
exclusively from the lowest-energy exciton state |𝑒𝑚⟩. For ideal H-aggregates, increasing 
temperature thus leads to an enhanced 0-0 PL intensity. As the bandwidth W’ of the lowest-
energy exciton band rises, thermal occupation of higher-energy exciton states becomes less 
likely (for a given temperature, see Fig. S5a, right, thermal occupation of states), i.e., the 0-0 
PL intensity is determined by the ratio between the thermal energy and the exciton bandwidth 
W. 
Until now we considered disorder-free aggregates with excitons being delocalised over the 
entire aggregate (𝑁𝑐𝑜ℎ = 𝑁, 𝑁𝑐𝑜ℎ is the number of coherently coupled molecules). In real 
aggregates, structural and electronic disorder is present, which localises excitons (𝑁𝑐𝑜ℎ < 𝑁).  
Because of electronic disorder, the transition energies of the individual molecules of the 
aggregate are distributed around an average transition energy 𝜖0. For a description of this 
distribution, the individual transition energy offsets 𝛥𝑛 are chosen from a joint Gaussian 
distribution 9 





√𝑑𝑒𝑡 𝐴   
𝑒𝑥𝑝[−0.5 ∑ (𝐴−1)𝑛𝑚𝛥𝑛𝛥𝑚
 
𝑛.𝑚=1  ]       (4) 
where (𝐴−1)𝑛𝑚 are the elements of the inverse of the covariance matrix A. The matrix elements 





𝑙0 ,    (5) 
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where 𝜎 is a measure for the disorder strength, defined as 𝜎 ≡ √〈𝛥𝑛
2 〉 (〈… 〉 denotes the mean 
over all realizations). 𝑙0 describes the spatial correlation of transition energies in units of 
monomers. For 𝑙0 = 0 each transition energy offset 𝛥𝑛 is chosen independently from a Gaussian 
distribution. In the opposite limit of infinite spatial correlation (𝑙0 = ∞) each monomer within 
one aggregate exhibits the same energy and disorder is entirely inter-aggregate, see Fig. S5b. 
By means of correlated energy disorder, inter-aggregate (disorder between aggregates, 
parameter ) as well as intra-aggregate electronic disorder (within one aggregate, parameter 𝑙0) 
is taken into account. 
Qualitatively, at 𝑇 = 0𝐾 and for increasing disorder (increasing 𝜎 and/or decreasing 𝑙0) the 0-
0 PL intensity increases, due to the broken symmetry in the exciton wave function. Moreover, 
the 0-0 PL intensity is a strong function of 𝑁𝑐𝑜ℎ, in contrast to the sideband PL 0-1, 0-2, etc. 
9. 
Therefore, the 0-0 PL-intensity reports on the degree of coherence of the emitting exciton, in 




∑ |〈𝐶𝑒𝑚(𝑠)〉|𝑁−1𝑠=−(𝑁−1) . (6) 
Here, the coherence function for the emitting exciton |𝑒𝑚⟩, i.e., the delocalisation of the 
vibronically excited centre of mass of the exciton, is defined as 9 




𝑛 𝑓𝜈 ̃′,0 𝑐𝑛,?̃?
𝑒𝑚 𝑐𝑛+𝑠,?̃?′
𝑒𝑚 , (7) 
where  𝑓?̃?,𝜈 are the vibrational overlap factors,  𝑐𝑛,?̃?
𝑒𝑚 are the one-particle coefficients and 𝑠 counts 
the monomers along the aggregate.  
For example, for aggregates without disorder (𝜎 = 0 𝑎𝑛𝑑/𝑜𝑟 𝑙0 = ∞) and periodic boundary 
conditions 𝑁𝑐𝑜ℎ = 𝑁. 
Note that motional narrowing should be in principle observable in our data. However, motional 
narrowing affects mainly the 0-0 PL peak line width, which is largely suppressed in our 
supramolecular nanofibres. Also the probability of the presence of energetically low-lying 
states in an aggregate decreases with increasing correlation length 𝑙0 
9. Consequently, the 
linewidths in emission decrease only slightly with increasing size of the aggregates. 
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Temperature-Dependent PL Spectroscopy of Compound 1 in n-Dodecane 
 
Fig. S6: Temperature-dependent PL spectra of compound 1 in n-dodecane. To support our 
assignment of the 0-0 and 0-1-peak in the PL spectrum taken from a dispersion of compound 1 
in n-dodecane at room temperature (Fig. 3B), we performed temperature dependent PL-
spectroscopy on this dispersion. Upon cooling from 210 °C to room temperature, the 0-0 peak 
decreases continuously. For these measurements, the dispersions are filled in Hellma QS quartz-
glass cuvettes at a concentration of 40 µM (100 ppm). The cuvettes were placed inside an 
aluminium block on a heating plate. The excitation source was a continuous-wave laser that 
operates at a wavelength of 405 nm. The PL passed a dielectric filter (long-pass filter LP467; 
AHF Analysentechnik) and was focussed onto the entrance slit of a spectrograph (SpectraPro 
2150, Princeton, 300 grooves per millimetre, blaze wavelength 500 nm) equipped with a CCD 







Correction of Bundle PL Spectra 
 
Fig. S7: Correction of the PL spectrum of compound 1 in anisole. a) Raw PL-spectrum of 
compound 1 in anisole at a concentration of 200 µM at room temperature. The peak at 490 nm 
stems from molecularly dissolved compound 1 in the dispersion due to some degree of 
remaining solubility. The stronger signal at longer wavelengths (> 510 nm) corresponds to PL 
from bundles of nanofibres. b) To obtain exclusively the PL spectrum of bundles (without 
monomer contribution), we converted the PL spectrum to an energy scale 𝐼𝑃𝐿(𝐸) and to dipole 
strength via 𝐼𝐷𝑃(𝐸) ∝ 𝐼𝑃𝐿(𝐸)/𝐸
3, black curve. We then subtracted a converted, scaled and 
slightly shifted (0.01 eV) molecularly dissolved spectrum of compound 1 (red curve) from the 
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Excited-State Lifetimes, Radiative Rates and PL Quantum Yields (PL-QY) 
The PL decay was recorded by time-correlated single-photon counting (Fig. S8). For bundles 
an additional long-pass filter LP545 (AHF Analysentechnik) was used to suppress the monomer 
emission. The PL decay of dissolved compound 1 (THF) shows an exponential behaviour, see 
table S2.  
Fig. S8: PL-lifetime measurements. Left: Molecularly dissolved compound 1 in THF, middle: 
Single nanofibres in n-dodecane, right: Bundles of nanofibres in anisole. Top row: Time-
correlated single-photon counting data (red) with fit function (blue). Bottom row: Weighted 
residuals. For all measurements, the concentration was 40 µM. 
 
For both single supramolecular nanofibres (in n-dodecane) and for bundles of nanofibres 
(anisole) we found a bi-exponential PL decay with time constants 𝑡𝑖 (relative amplitudes 𝐹𝑖) of 
𝑡1 =  2.26 𝑛𝑠 (𝐹1 = 3705.7) and 𝑡2 = 10.45 𝑛𝑠 (𝐹2 = 2353.59), respectively 𝑡1 =  2.65 𝑛𝑠 









.    (8) 
 
Tab. S2: PL-QY, excited-state lifetime and radiative lifetimes of (self-assembled) 
compound 1 in THF, n-dodecane and anisole (concentration: 40 µM). 
 PL-QY Excited state lifetime 
𝑡𝑎𝑣 
Radiative lifetime 𝜏𝑟 
THF 13.79 % 2.72 ns 19.72     ns 
n-Dodecane 1.30 % 5.44 ns 418.46   ns 




5. Numerical Simulations of Experimental Spectra  
To determine the electronic Coulomb coupling 𝐽0 between the CBT-cores, the electronic 
disorder 𝜎 and the correlation length 𝑙0 along the columns (single nanofibres as well as in 
bundles), we simulated the optical spectra of self-assembled compound 1 based on the 
numerical solution of a disordered Holstein Hamiltonian 6–9 and a residual analysis between 
simulation and data (Fig. 3B,C). The size of each nanofibre was limited for most of the cases 
to N = 20 CBT-cores for two reasons: First, this reduces the computational effort if combined 
with a truncation of the two-particle basis set (i.e., the position of the vibrationally excited 
molecule with respect to the vibronically excited molecule, see Fig. S5a; e.g. CutOff = 3: the 
vibrationally excited molecule sits at most three units away). Second, the 0-0 PL intensity is 
almost independent of N 9 and for N > 20 the absorption spectra remain unchanged 6. Finally, 
we shifted the calculated spectra in energy to fit the measurements, which accounts for the 
(unknown) change of non-resonant dispersive interactions 8 when going from molecularly 
dissolved compound 1 to self-assembled compound 1. 
Usually, absorption spectra are used to determine the exciton bandwidth 𝑊 = 4𝐽0. 
Unfortunately, our broad absorption spectra (Fig. 3B,C) made an unambiguous retrieval of all 
parameters (𝜎, 𝐽0, 𝑙0) impossible. We started therefore with the PL spectrum of isolated 
supramolecular nanofibres with its unique feature - the largely suppressed 0-0 peak intensity 
(Fig. 3B), which is approximately a function of (𝑙0,
𝜎
𝑊
) 9. We obtained then a lower bound for 
𝑊 for a maximised correlation length, i.e., 𝑙0 = ∞ (see below for details). Based on these values 
for 𝑊 the parameters 𝑊,  𝜎 and 𝑙0 were further refined to reproduce all measured spectra of the 
different supramolecular morphologies. We exploited that the electronic Coulomb coupling 𝐽0 
(and thus the exciton bandwidth 𝑊) must be very similar in both isolated nanofibres and 
bundles of nanofibres, because the 𝜋 − 𝜋-distance between CBT-cores (Fig. 2), the absorption 
spectra (Fig. 3B,C) as well as the circular dichroism spectra (Fig. S4) are almost identical for 
both morphologies.  
Overall, we were able to reproduce the experimental spectra in Fig. 3 with good agreement 
using the following set of parameters: 
𝑊 ≈ 4.3 𝑆𝜔0 ,  
𝜎  ≈ 0.85 𝜔0,  
𝑙0  ≈ 10   for single nanofibres in n-dodecane, 
𝑙0  ≈ 0   for bundles of nanofibres in anisole. 
 
The parameters 𝑆 = 0.54 and 𝜔0 = 0.157 were determined by a Franck-Condon analysis of 
the PL and absorption spectra of molecularly dissolved compound 1 in THF (see Tab. S1). 
 
 
Simulation of the PL of isolated nanofibres:  
We varied 𝑊 within the interval 𝑊 = 𝑆𝜔0 [2, 2.5, … , 6] to reproduce the suppressed 0-0 PL 
peak of the isolated nanofibres, and the energy disorder 𝜎 within the interval 𝜎 =
𝜔0[0.75, 0,8, … ,1.05 ] to reproduce the linewidth. Smaller values of 𝑊 did not describe the 
suppressed 0-0 PL intensity of isolated nanofibres at room temperature. For a correlation length 
of 𝑙0 = ∞ the smallest residual for a truncation CutOff = 3 was obtained for 𝑊 = 5.5 𝜔0 𝑆 and 
 𝜎 = 0.85 𝜔0 (Fig. S9a and black dashed curve in Fig. 3B). Also a more accurate calculation 
with a truncation of CutOff = 6 (Fig. S9b) led to nearly identical results, and the residuals ran 
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into a minimum for 𝑊 ≥ 4.0 𝜔0𝑆  and 0.80 𝜔0  ≤  𝜎 ≤  0.90 𝜔0. Note that the values for 𝑊 
represent lower bounds, because the correlation length was maximised. 
 
 
Figure S9: Residual analysis for the PL-spectrum of isolated nanofibres. a) Residuals for a 
calculation with truncation of CutOff = 3. b) Residuals for a calculation with a truncation of 
CutOff = 6.  
 
 
Simulation of the absorption of isolated nanofibres and bundles of nanofibres: 
Since the absorption depends only weakly on 𝑙0 (because 𝜎 is of the order of W 
10), we also set 
𝑙0 = ∞ for the simulation of the absorption spectra and performed a residual analysis for 𝑊 
and 𝜎. To be consistent with the simulation of the PL we limit the intervals to 𝑊 =
𝑆𝜔0 [4, 4.1, . . . , 5.5] and 𝜎 = 𝜔0[0.75, 0.76, … , 0.85 ]. For both single nanofibres and bundles 
the smallest residual was obtained for 𝑊 = 4.3 𝜔0 𝑆 and 𝜎 = 0.84 𝜔0, see Fig. 3B,C (black 
lines).  
 
Simulation of the PL of bundles of nanofibres: 
Here, the challenge was to reproduce a “monomer-like” PL spectrum with a relatively large 
value of 𝑊 = 4.3 𝜔0 𝑆  for the exciton bandwidth. We took two steps: (i) We increased the 
disorder within the nanofibres in bundles by setting 𝑙0 = 0, and (ii) we increased the number of 
monomers to N = 60 to increase the probability of finding monomers with site energies in the 
bottom tail of the Gaussian inhomogeneous distribution. For computational reasons, we chose 
a truncation of CutOff = 1. The PL spectrum in anisole, in particular the pronounced 0-0 PL 
intensity, can then be reproduced with the parameters   𝑊 = 4.3 𝜔0 𝑆 and 𝜎 = 0.8. Note, in 
order to get a good fit for higher values of 𝜎, i.e. 𝜎 = 0.85 ω0, the size of the nanofibres N have 
to be increased further.  Importantly, a heavy-tailed Levy-type disorder 11 is not required to 







Coherence length 𝐍𝐜𝐨𝐡 for nanofibres and bundles of nanofibres: 
Finally, we refined the value of 𝑙0 to obtain an estimate for the coherence length 𝑁𝑐𝑜ℎ in isolated 
nanofibres in n-dodecane. We chose the values determined above for 𝑊 = 4.3 𝜔0 𝑆  and 𝜎 =
0.85 ω0 and performed a residual analysis for the PL spectrum with respect to 𝑙0. To describe 
the suppresses 0-0 PL peak we restricted the spectral region to 486 nm - 600 nm (Fig. S10a). 
Furthermore, we used N = 40 monomers per nanofibre to minimize boundary effects and a 
truncation of CutOff = 3 to minimize computational efforts. From the best fit we found that 
𝑙0 ≈ 10 CBT-cores, which leads to the coherence number 𝑁𝑐𝑜ℎ = 5.44 CBT-cores (Fig. S10 
b). Note, that as a consequence of our underestimated value for the coupling, this correlation 
length and coherence number itself is a lower limit only. 
We obtained a coherence number for the bundles of 𝑁𝑐𝑜ℎ = 2.94 CBT-cores, using 𝑊 =
4.3 𝜔0 𝑆;  𝜎 = 0.85 ω0;  𝑙0 = 0 and 𝑁 = 60 CBT-cores from the simulation of the of the 
bundle PL (see above). Note, that this coherence number decreases with increasing N. 
 
 
Figure S10: Coherence length in isolated nanofibres. a) PL spectrum of single 
supramolecular nanofibres in n-dodecane. The area highlighted in grey indicates the spectral 
region used for the residual analysis. b) Results of the residual analysis for the area highlighted 
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6. Experimental Setup 
 
Fig S11: Experimental Setup. A) Optical setup with detection-beam scanning capabilities. For 
details, see 1. Materials and Methods. B) Schematic illustration of detection-beam scanning 
[modified,  12]. During the entire detection-beam scan, the confocal excitation spot remains at 
the same position of the nanostructure, while the detection position imaged onto the APD is 





To characterise the setup in Fig. S11, we used agglomerated SiOx-nanobeads (Corpuscular, 
diameter 52 nm), because energy transport between the nanobeads is negligible and a time-
dependent broadening of the PL profile is not expected. Fig. S12 displays the results of 




Fig. S12: Control experiment. A) Widefield PL image of agglomerated SiOx-nanobeads. The 
dashed red circle and arrow illustrate the position of confocal excitation and the direction of the 
detection scanning (x-axis), respectively. B) Spatio-temporal PL intensity distribution 𝐼(𝑥, 𝑡). 
C) Normalized PL intensity distribution as it evolves in space and time, measured along the 
axis illustrated by the red dashed arrow in A). The position x denotes the distance relative to 
the excitation position (x=0) along the arrow in A), and t = 0 ns corresponds to the arrival time 
of the excitation pulse. To emphasize changes in the width of the distribution, it is normalized 
at each time step. The contour lines indicate the time evolution of the full width at half 
maximum. D) Illustration of the normalized spatial intensity distribution 𝐼(𝑥, 𝑡𝑖) for three times 
𝑡𝑖 and the corresponding Gaussian fits, yielding e.g. a standard deviation of 𝜎𝐼 (𝑡 = 0) =
411 𝑛𝑚. Note that this number is determined by the convolution of the Gaussian excitation 
profile, the detection point-spread function and the detector chip size. E) Temporal changes of 
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7. Incoherent Exciton Diffusion Model 
The extended diffusion equation for 1-dimensional incoherent transport with an exponential 






− 𝑘𝑛(𝑥, 𝑡), (9) 
where 𝑛(𝑥, 𝑡) is the exciton distribution that depends on both space and time. 𝐷(𝑡) is the time-





with fractional time units for 𝐴 16. Finally, 𝑘 is the constant exciton decay rate.  




𝐴 is time independent with units of cm2s−1. Subdiffusion is characterized by α < 1 and 
occurs for exciton motion in a disordered excited-state energy landscape 17,18. 
In our experiments the diffraction-limited confocal excitation spot creates to a good 
approximation an exciton population with a Gaussian profile and a standard deviation of 𝜎. The 
solution to equation (9) is given then  
𝑛(𝑥, 𝑡) ∝ 𝑒𝑥𝑝 (−
𝑥2
2𝜎2+2𝐴𝑡𝛼
)  𝑒𝑥𝑝 (−𝑘 𝑡) .  (10) 
Note that the exponential decay (𝑒𝑥𝑝 (−𝑘𝑡) ) for the exciton population in equation (10) only 
changes the magnitude of this distribution at any point in time (and not its shape) and vanishes 
upon normalization to its maximum value at a given time, see Fig. 4C,D. 
Equation (10) shows that the variance of the exciton distribution, which is also called the mean 
square displacement MSD 〈𝑥(𝑡)2〉, evolves in time  as 13,14 
〈𝑥(𝑡)2〉 = 𝜎𝑛
2(𝑡) = 𝜎2 + 𝐴𝑡𝛼,  (11) 
In a general situation with electronic disorder in the excited-state energy landscape the time-




𝛼−1 decreases with time 15,16 (Fig. S14). 
For normal diffusion (α = 1), equation (12) transforms to 
〈𝑥(𝑡)2〉 = 𝜎𝑛
2(𝑡) = 𝜎2 + 2𝐷𝑡.  (12) 
 
In general, the measured spatial intensity distribution (e.g. Fig. 4C,D) is a convolution of the 
exciton distribution 𝑛(𝑥, 𝑡), the detection point spread function 𝑃𝑆𝐹(𝑥) and the function of the 
APD detector size 𝐶(𝑥) 
𝐼(𝑥, 𝑡) = 𝑛(𝑥, 𝑡) ∗ 𝑃𝑆𝐹(𝑥) ∗ 𝐶(𝑥).  (13) 
The PSF can be well approximated by a Gaussian function. The APD detector size is 50 µm 
and if the magnification of the setup of 83.9 is considered, the convolution of the PSF and the 
APD function can be well approximated with a Gaussian function with a time-independent 





2 .  (14) 
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The temporal changes in the variance of the spatial intensity distributions, i.e., the changes in 
the MSD, are calculated using the difference of the Gaussian variance (Eq. (14)) at a time t and 
the Gaussian variance at a fixed reference time 𝑡 = 0. Using Eq. (11), the changes in the MSD 
due to diffusion with a Gaussian initial condition is then given by 13,14 
𝛥𝑀𝑆𝐷 = 𝜎𝐼
2(𝑡) − 𝜎𝐼
2(0) =  𝐴𝑡𝛼.          (15) 
 
 
Fig. S13: Normalized spatial intensity distributions. a,b) Profiles from the normalized 
spatial intensity distributions 𝐼(𝑥, 𝑡𝑖) for the single nanofibre and the bundle of nanofibres, 
respectively, shown in Fig. 4C,D. The profiles were extracted at three times 𝑡𝑖 and the solid 
lines show fits with Gaussian functions. 
 
Fig. S13a,b show three profiles from the normalised spatial intensity distributions in Fig. 4C,D 
at different times. While Gaussian fits can roughly reproduce the intensity distribution of 
bundles, the profiles for the single nanofibre are very clearly non-Gaussian. This observation is 
related to the fact that each single nanofibre possesses its own unique excited-state energy 
landscape, which we directly probe in our single nanofibre experiment. In other words, we do 
not perform an ensemble average, and thus do not average out the specifics of each individual 
system. Thus, 𝑛(𝑥, 𝑡) does not evolve in time according to a Gaussian function.  
To account for the non-Gaussian profiles, we evaluated the changes of the second moments (a 
measure for the widths) of our spatial intensity distributions, i.e.,  
𝛥𝜇2(𝑡) = 𝜇2(𝑡 = 0) − 𝜇2(𝑡) =  𝐴𝑡
𝛼.  (16) 





 ∫ (𝑥 − 𝜇1)
2𝐼(𝑥, 𝑡)𝑑𝑥   (17) 
where 𝑁 = ∫ 𝐼(𝑥, 𝑡)𝑑𝑥 is the integrated PL intensity and 𝜇1(𝑡) =
1
𝑁
 ∫ 𝑥𝐼(𝑥, 𝑡)𝑑𝑥 is the 
corresponding first moment (i.e., a measure for the centre of mass of the profile).  
 
 
4.2 enhancing long-range energy transport in supramolecular
architectures by tailoring coherence properties
157
 
Fig. S14: Time-dependent diffusivities. Time-dependent diffusivity D of the single 
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Abstract: 
Directed transport of singlet excitation energy is a key process in natural light harvesting and 
a desired feature in assemblies of functional organic molecules for organic electronics and 
nanotechnology applications. However, progress in this direction is hampered by the lack of 
concepts and model systems. Here we demonstrate an all-optical approach to control singlet 
exciton transport pathways via singlet-triplet annihilation within individual 1-dimensional H-
type supramolecular nanostructures. We use two temporally and spatially separated laser 
pulses to generate a local triplet exciton population and a subsequent local singlet exciton 
population. The local triplet exciton population operates as a gate for the singlet exciton 
transport, since singlet-triplet annihilation hinders singlet exciton motion across the triplet 
exciton population. We visualize and quantify the control over singlet exciton transport via 
the fluorescence signal of the supramolecular nanostructure using a detection-beam scanning 
approach combined with time-correlated single-photon counting. Our new approach paves the 
way towards complete, all-optical control over singlet exciton transport and ultimately 





Controlling the flow of excitation energy (excitons) within supramolecular assemblies of 
functional organic materials is a key feature to expand their applicability in various fields, 
from sustainable energy generation to (quantum) information technology. While important 
design principles for long-range energy transport are emerging 1–7, there is a lack of 
approaches to manipulate transport of excitation energy within supramolecular structures in a 
reliable and reversible manner. In this direction, an intriguing example is provided by the 
photosynthetic apparatus in nature 8–10: Sophisticated pigment-protein complexes direct 
excitation energy towards a reaction centre via a built-in energy funnel using only a single 
species of pigment molecules. This funnel is created by a precise spatial organisation of the 
pigments as well as by carefully tuned interactions between the pigments and the protein 
scaffold. Although this energy funnel is not reversible, it inspired several synthetic 
approaches. For instance, appending chemically distinct chromophores to a DNA scaffold 11,12 
or doping 1-dimensional supramolecular nanostructures with acceptor molecules 13,14 
predefines the direction for energy transfer using one or more transfer steps. Control of energy 
transport by external stimuli was shown in organic single crystals by applying an electric field 
15 or a local strain gradient with an atomic force microscope tip that creates local topological 
quenchers 16. However, all these approaches are based on structuring samples / substrates in 
advance, i.e., the direction of transport cannot be reversed, or they can induce irreversible 
changes to the system, which inhibits full control over exciton transport. Hence, there is a lack 
of suitable model systems and concepts to enable room-temperature manipulation of exciton 
transport and to promote the development of flexible and reconfigurable organic excitonic 
devices. 
A highly flexible, reversible and non-invasive approach to control exciton transport in 
supramolecular nanostructures is an all-optical method based on independently photo- 
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Figure 1. Gated singlet exciton transport in individual bundles of supramolecular 
nanofibres via a triplet exciton barrier. Left: An initial, photo-generated singlet 
exciton population (orange area) on a single bundle symmetrically broadens as 
function of time (double-headed arrow, grey area) due to transport of singlet excitons. 
Centre: Gated singlet exciton transport. Two spatially separated laser pulses generate 
an initial triplet exciton population (blue area) and - with a time delay - a singlet 
exciton population (orange area). Singlet-triplet annihilation hinders the flow of 
singlet excitons in the direction of the local triplet population, while in the opposite 
direction singlet exciton transport is unperturbed (black arrow, grey area). Right: 
Chemical structure of the supramolecular building block, CBT, consisting of a 
carbonyl-bridged triarylamine core (red), three amide moieties (blue), and chiral bulky 
peripheries (grey). 
 
generated singlet and triplet exciton populations. Singlet-triplet annihilation can then be 
exploited to gate the (long-range) transport of singlet excitons by a local triplet exciton 
population (Fig. 1). This approach exploits three intrinsic properties of singlet and triplet 
excitons in organic assemblies 17,18: First, the excited-state lifetime of singlet excitons is in the 
nanosecond range, while triplet excitons typically have micro- to millisecond lifetimes. 
Second, singlet exciton transport is mediated predominantly by long-range Coulomb 
interactions, described often in dipole-dipole approximation, whereas triplet exciton transport 
is driven by short-range exchange interactions, making triplet excitons essentially immobile 
compared to singlet excitons. Finally, contrary to singlet-singlet or triplet-triplet annihilation, 





→         𝑆0 + 𝑇𝑛>1  
𝑖𝑛𝑡𝑒𝑟𝑛𝑎𝑙 𝑐𝑜𝑛𝑣𝑒𝑟𝑠𝑖𝑜𝑛
→               𝑆0 + 𝑇1. 
An appropriately positioned local triplet exciton population can therefore serve as a barrier for 
the transport of singlet excitons and form a controllable gate. This gate is self-sustaining 
within the long triplet lifetime, due to the survival of an excited triplet exciton after the 
annihilation process. 
Here, we demonstrate this all-optical approach and control singlet exciton transport pathways 
via singlet-triplet annihilation in individual 1-dimensional supramolecular nanostructures. 
Using a two-pulse excitation scheme we effectively generate an initial triplet exciton 
population via inter-system crossing of initially generated singlet excitons, and subsequently 
with a spatial offset, we generate mobile singlet excitons (Fig. 1). The presence of a local 
triplet exciton population effectively steers singlet excitons away from the triplet population. 
This controlled singlet exciton transport within a single nanostructure is then monitored with 
time-resolved detection-beam scanning.  
We exploit supramolecular nanostructures based on a carbonyl-bridged triarylamine trisamide 
(CBT, Fig. 1, see Ref. 6,19,20). The molecular design of CBT gives rise to a cofacial 
arrangement of the CBT-cores, which is driven by directed hydrogen bonding between the 
amide groups. This H-type arrangement of the CBT cores supports singlet exciton transport 
up to several micrometres 6,7. Moreover, long-lived triplet states in carbonyl-bridged 
triarylamines have been observed 21. We specifically study individual bundles of 
supramolecular nanofibres that we reported recently 6. Since each bundle comprises more than 
1000 H-type nanofibres, the fluorescence signal from singlet excitons features a high signal-
to-noise ratio to detect small changes in time- and spatially resolved measurements. CBT-
based bundles of supramolecular nanofibres are therefore a prototypical test bed for studying 
and controlling singlet exciton transport via a triplet exciton gate.  
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Results and Discussion: 
The presence of a long-lived excited triplet state in our supramolecular CBT building block, 
molecularly dissolved in THF, was verified by time-resolved detection of the electron 
paramagnetic resonance (TREPR) signal following pulsed laser excitation 22 (Fig. S1a, see 
also Materials and Methods in the Supporting Information, SI). In supramolecular assemblies 
based on triarylamines triplet excitons have recently been shown to exist as well 21. We 
determined singlet and triplet excited-state lifetimes on bulk dispersions both of molecularly 
dissolved CBT and of bundles of nanofibres (in anisole) using time-correlated single-photon 
counting after pulsed excitation of singlet states (Fig. 2a and Fig. S1b). For both samples, we 
find a rapid initial decay on nanosecond time scales, associated with the prompt fluorescence 
from the singlet excited states. Moreover, a much weaker delayed signal on microsecond time 
scales is present. We attribute this long-lived signal to phosphorescence from triplet states that 
are populated via intersystem crossing from initially excited singlet states. For molecularly 
dissolved CBT the singlet lifetime is 2.7 ns, while for bundles of nanofibres we find a longer 
singlet exciton lifetime of 4.1 ns due to the H-type aggregation of CBT cores 6. This trend is 
also found for the phosphorescence lifetimes: For molecularly dissolved CBT the triplet 
lifetime is 766 ns (Fig S1), while for the bundles we find 1320 ns (Fig. 2a).  
To characterize the influence of singlet-triplet annihilation on the singlet exciton dynamics, 
we performed fluence and laser repetition rate dependent fluorescence lifetime measurements 
on bundles of nanofibres in anisole dispersion. Fig. 2b shows an example for which the 
excitation fluence per pulse was kept constant at 8.6 ∙ 1015 photons/(pulse ∙ cm2), while the 
laser repetition rate was increased from 0.25 MHz to 10 MHz. We find that the fluorescence 
lifetime decreases from 4 ns to 3.3 ns. This characteristic trend indicates efficient annihilation 
between mobile singlet excitons and triplet excitons 17,23 within bundles of nanofibres. This 




Figure 2. Photoluminescence kinetics of bundles of supramolecular nanofibres in 
anisole dispersion. a) Time-resolved photoluminescence decay with a prompt 
fluorescence signal within nanoseconds, originating from singlet excitons (red boxed 
area), and a weaker phosphorescence signal on microsecond time scales, stemming 
from triplet excitons (grey boxed area). b) Fluorescence decays of singlet excitons at a 
fixed excitation fluence of 8.6𝑥1015 𝑝ℎ𝑜𝑡𝑜𝑛𝑠/(𝑝𝑢𝑙𝑠𝑒 ∙ 𝑐𝑚2) for increasing laser 
repetition rates. The effect of singlet-triplet (ST) annihilation is clearly visible as a 
reduction of the singlet exciton lifetimes. For both measurements the concentration of 
the dispersion was 400 µM. 
 
inverse triplet lifetime (Fig. S2). In this situation, the triplet population accumulates and does 
not fully decay between subsequent laser pulses. Mobile singlet excitons thus encounter an 
increasing number of triplet excitons for annihilation, which creates an additional decay 
channel for singlet excitons and reduces their excited-state lifetime (Fig. S3).  
These data demonstrate that the presence of long-lived triplet excitons in bundles of 
nanofibres strongly influences the dynamics of singlet excitons via singlet-triplet annihilation. 
The combination of long-range singlet exciton transport, the presence of long-lived triplet 
states that enable singlet-triplet annihilation and the 1-dimensional nature of our bundles of 
nanofibres make this system perfectly suited to manipulate singlet exciton transport by spatio-
temporal control of local triplet exciton populations. 
To demonstrate such control of singlet exciton motion in individual bundles of nanofibres, we 
spin-coated bundles from a 40 µM anisole dispersion onto microscopy cover slips. Fig. 3a  
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Figure 3. Controlled singlet exciton transport in a single bundle of 
supramolecular nanofibres. a) Widefield photoluminescence image of an individual 
bundle. The orange dashed arrow indicates the detection scanning axis 𝑥. The orange 
circle labels the centre of the singlet population at position 𝑥 = 0 nm. The blue circle 
indicates the centre of the triplet exciton population at 𝑥 = −800 nm. b) Normalized 
fluorescence intensity distribution and its evolution in space (𝑥) and time (𝑡) for the 
bundle in (a) without the presence of the triplet exciton population. c) Normalised 
fluorescence intensity distribution as in (b), but here with the presence of the triplet 
exciton population. The white contour lines in (b) and (c) indicate the widths of the 
intensity profiles. The solid and dashed arrows indicate the positions at 𝑥 = −800 nm 
and 𝑥 = 800 nm from where fluorescence decay curves were extracted for (f). d) 
Fluorescence intensity profiles retrieved from the fluorescence intensity maps in (b) 
(orange) and (c) (blue) at a delay time of 𝑡 = 4 ns after singlet exciton generation. The 
grey line shows the initial fluorescence intensity distribution at time 𝑡 = 0 ns. e) 
Temporal changes of the second moments ∆𝜇2 (widths) of the spatial intensity profiles 
determined from the data in (b) (orange) and (c) (blue). f) Fluorescence decay curves 
extracted from the data in (b) (orange) and (c) (blue) at position 𝑥 = 800 nm (top, 
dashed lines) and 𝑥 = −800 nm (bottom, solid lines). 
 
displays a representative widefield image of an isolated bundle (note that this image 
represents predominantly the prompt fluorescence from singlet excitons, see Fig. 2a). For this 
bundle we find a length of several micrometres, in agreement with our recent work 6. We 
excite this bundle confocally by two distinct pulsed lasers: First, a 420 nm laser (‘triplet 
laser’) is used to create a singlet exciton population 800 nm to the left of the centre of the 
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bundle (i.e., at 𝑥 = −800 𝑛𝑚, blue circle, Fig. 3a). Second, a 450 nm laser (‘singlet laser’) is 
used to create a singlet exciton population in the centre of the bundle (i.e., at 𝑥 = 0 𝑛𝑚, 
orange circle, Fig. 3a). This ‘singlet laser’ hits the sample 120 ns after arrival of the ‘triplet 
laser’. The naming of the two lasers reflects that 120 ns after the arrival of the ‘triplet laser’ 
all (short-lived) singlet excitons already decayed and only triplet excitons generated by 
intersystem crossing survived. The ‘singlet laser’ excitation thus creates a spatially separated 
and temporally delayed singlet exciton population. If those singlet excitons diffuse to the left, 
they can interact with triplet excitons via singlet-triplet annihilation, whereas singlet excitons 
migrating to the right along the bundle will not encounter this triplet population and transport 
is unperturbed. 
We visualise the spatio-temporal dynamics of singlet excitons along the bundle, created by 
the ‘singlet laser’, using a detection-beam scanning approach combined with time-correlated 
single-photon counting of the prompt fluorescence signal 6,24. We measure fluorescence decay 
curves at fixed positions of the laser foci, while scanning the detection position along the long 
(x-) axis of the bundle. We thus create a time-dependent distribution of the prompt 
fluorescence of singlet excitons, 𝐼(𝑥, 𝑡), as a function of the distance x relative to the centre of 
the ‘singlet laser’ and time t after its arrival on the sample (see Materials and Methods, SI). To 
exclude artefacts (defocusing, bleaching etc.) we record two fluorescence decay curves for 
each detection position before moving to the next. The first fluorescence decay is measured 
only with the ‘singlet laser’ as the excitation source, while for the second decay curve both the 
‘triplet laser’ and the ‘singlet laser’ hit the sample with time ordering as explained above. This 
interleaved experiment allows to unambiguously assign changes in the singlet exciton 
dynamics to the presence or absence of the triplet population, since the measurement with 
only the ‘singlet laser’ serves as a reference for the unperturbed singlet exciton dynamics 
along the bundle. Finally, we normalize the spatial intensity distributions at each point in time 
to emphasize the fluorescence broadening along the bundle’s long axis. 
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Fig. 3b shows the resulting spatio-temporal fluorescence distribution 𝐼(𝑥, 𝑡) of our reference 
experiment, generated only by ‘singlet laser’ excitation. In analogy to our previous work 6, the 
fluorescence intensity distribution reveals a broadening in both directions of the bundle’s long 
axis on a (sub-)nanosecond time scale. The symmetric nature of this broadening is evident 
from intensity profiles at different times 𝑡𝑖 after singlet exciton generation (Fig. 3d, grey and 
orange lines). This temporal change of the fluorescence profiles reflects the unperturbed, 
long-range nature of singlet exciton diffusion in both directions.  
For the measurement with both lasers active the resulting temporal broadening of the 
fluorescence distribution 𝐼(𝑥, 𝑡) is shown in Fig. 3c. This broadening now appears to be 
asymmetrical and hindered towards the left side (𝑥 <  0 µm), where the triplet exciton 
population is present on the bundle. This effect is also visible in the temporal evolution of the 
intensity profiles in Fig. 3d: While for positions 𝑥 <  0 µm the initial and delayed profiles 
overlap (grey and blue lines), i.e., no spatial broadening of the initial singlet exciton 
population occurs, to the right (𝑥 >  0 µm) singlet exciton diffusion is unperturbed, since the 
profiles in absence and presence of the triplet population overlap (orange and blue lines).  
We analysed this temporal broadening quantitatively by changes of the second moments 
𝜇2(𝑡) of the spatial intensity profiles 
6, with respect to the second moment of the initial profile 
𝜇2(0), i.e., 
Δ𝜇2(𝑡) = 𝜇2(𝑡) − 𝜇2(0). 
The Δ𝜇2(𝑡) curves retrieved from the data in Figs. 3b and 3c are shown in Fig. 3e. For both 
curves we clearly observe a sub-linear behaviour, which is characteristic of subdiffusive 
exciton motion due to a disordered excited-state energy landscape 25, as we recently reported 
6. However, for times 𝑡 > 1 𝑛𝑠 and both lasers active, the Δ𝜇2(𝑡) values (Fig. 3e, blue line) 
are systematically smaller compared to those with only the ‘singlet laser’ active, i.e., without 
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the initial triplet population on the bundle (Fig. 3e, orange line). This behaviour underpins the 
restricted singlet exciton diffusion in the presence of the triplet exciton population. 
To confirm that this hindered singlet exciton diffusion towards the left of the bundle is caused 
by singlet-triplet annihilation, we extracted the fluorescence lifetimes as a function of the 
position relative to the centre (𝑥 =  0 µm) of the ‘singlet laser’ from the fluorescence 
intensity distributions in Fig. 3b and 3c. While the fluorescence lifetimes retrieved at 𝑥 =
 800 nm to the right of the ‘singlet laser’ do not differ (Fig. 3f, top), the lifetimes at 𝑥 =
 −800 nm to the left side are shorter for the measurement where both lasers excite the bundle 
(Fig. 3f, bottom). This clearly proves that singlet-triplet annihilation processes take place in 
our system, and that this process only occurs locally at the position of the initial triplet exciton 
population. 
The presence of a triplet exciton population thus creates a barrier, which is responsible for the 
hindered singlet exciton dynamics within the bundle of nanofibres towards the position of the 
‘triplet laser’ excitation. Thus, we designed a controllable gate for singlet excitons with their 
motion being regulated by a local triplet exciton population (Fig. S4). Notably, this gate can 
be written at any suitable position (Fig. S5). The ‘triplet laser’ serves as the user input for our 
gate, i.e., if this input is active, diffusion in one direction is suppressed via singlet-triplet 
annihilation: If a singlet exciton approaches the triplet barrier, singlet-triplet annihilation 
occurs, leaving behind a triplet exciton to create a self-sustaining barrier. Numerical 
simulations using a simple diffusion equation reproduce this behaviour with an effective 
position-dependent annihilation rate (see SI, 2. Numerical Simulations and Fig. S4). This rate 
is approximately constant over time for the (short) singlet exciton lifetime. The gate remains 
closed until the user input is deactivated, i.e., the ‘triplet laser’ is turned off, the triplet 
excitons return to the ground state, and the annihilation rate becomes zero. 
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Conclusion: 
In conclusion, we visualized tailored singlet exciton transport in bundles of supramolecular H-
type nanofibres based on organic functional molecules. Using two spatio-temporally separated 
laser pulses we photo-excite two independent exciton populations within a bundle. The first 
pulse effectively generates a triplet exciton population via inter-system crossing of initially 
generated singlet excitons. This triplet population acts as a barrier for the subsequently 
generated singlet exciton population, because singlet-triplet annihilation hinders singlet 
exciton diffusion across the triplet exciton population within the bundle of nanofibres. The 
singlet-triplet annihilation rate is position-dependent and can be controlled by the spatial 
separation of the singlet and triplet exciton populations. In this way, a fully reversible, 
optically switchable triplet exciton gate for the control of singlet exciton migration is created 
that does not require restructuring the sample. This result opens new opportunities for design 
principles for new photonic nanodevices and paves the way towards tailored, all-optical 
control of singlet exciton energy transport. 
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1. Materials and Methods: 
Materials.  
The synthesis, purification and characterization of the supramolecular CBT building 
block is described in detail elsewhere 1.  
Molecularly dissolved solution of CBT. A 40 µM solution in THF (boiling point: 66 °C) 
was refluxed for 20 minutes under stirring and allowed to cool to room temperature. 
Self-assembly of CBT. CBT was added at a concentration of 40 µM (~100 p.p.m., 
0.01 wt%) or 400 µM (~1000 p.p.m., 0.1 wt%) in anisole (boiling point: 154 °C). A 
homogeneous dispersion was ensured by ultrasonication for 15 minutes. The 
dispersions were refluxed for 30 minutes under stirring and then allowed to cool to 
room temperature. All solvents were of HPLC grade and used as received 2. 
Methods. 
Time-resolved detection of the electron paramagnetic resonance (TREPR). TREPR 
spectroscopy with a time resolution of down to 10 ns allows for real-time observation, 
e.g., of short-lived radical-pair and triplet states generated by pulsed laser excitation 
3. In contrast to conventional continuous-wave EPR spectroscopy, which usually 
involves magnetic-field modulation to improve the signal-to-noise ratio, TREPR is 
recorded in a high-bandwidth direct-detection mode, so as not to constrain the time 
resolution of the experiment. Consequently, positive and negative signal amplitudes 
in TREPR correspond to enhanced absorptive (A) and emissive (E) electron-spin 
polarisations of the EPR transitions, respectively.  
All TREPR experiments were performed at 80 K using a commercial EPR 
spectrometer (Bruker ESP380E) in conjunction with a Bruker microwave bridge (ER 
046 MRT) equipped with a low-noise high-bandwidth video amplifier. The sample 
was placed in a synthetic-quartz (Suprasil) sample tube (3 mm inner diameter) and 
irradiated in a dielectric-ring resonator (Bruker ER 4118X-MD5), which was immersed 
in a helium gas-flow cryostat (Oxford CF-935) cooled with liquid nitrogen. The 
temperature was regulated to ±0.1 K by a temperature controller (Oxford ITC-503). 
The time resolution of the experimental setup was in the 10 ns range. A microwave 
frequency counter (Hewlett-Packard HP 5352B) was used to monitor the microwave 
frequency. Optical excitation at the respective wavelengths was carried out with an 
optical parametric oscillator (OPO) system (Opta BBO-355-vis/IR) pumped by an 
Nd:YAG laser (Spectra Physics, Quanta Ray GCR 190-10) with a pulse width of 
approximately 6 ns, and a pulse energy of 1 mJ. The repetition rate of the laser was 
set to 10 Hz. A transient recorder (LeCroy 9354A) with a digitizing rate of 2 ns/11 bit 
was used to acquire the time-dependent EPR signal. To eliminate the background 
signal induced by the laser entering the EPR cavity, TREPR signals were 
accumulated at off-resonance magnetic-field positions (background) and subtracted 
from those recorded on-resonance. This background signal is completely 
independent in its shape from both, laser wavelength and magnetic field, and 
normally long-lived compared to the detected spin-polarised EPR signal. Background 
subtraction was performed directly in the transient recorder and a background signal 





Further experimental parameters: Microwave frequency, 9.69010 GHz, microwave 
power: 2 mW (20 dB attenuation, source power 200 mW), frequency-mixer detection, 
video amplifier set to 42 dB amplification and 25 MHz bandwidth, 1000 averages per 
point, laser excitation at 464 nm with 1 mJ per pulse and a shot repetition rate of 10 
Hz. 
Optical experiments. Time-resolved photoluminescence decays of dispersions were 
recorded with a time‐resolved confocal fluorescence microscope (MicroTime 200, 
Picoquant), equipped with a 405 nm pulsed diode laser (LDH-D-C-405, Picoquant) at 
a repetition rate of 0.2 MHz with an air objective (NA=0.4). The excitation fluence was 
4.3 ·  1016 photons/(pulse·cm²). In detection, we used a long-pass filter LP561 (AHF 
Analysentechnik).  
Fluence- and repetition rate dependent time-resolved fluorescence decays of 
dispersions were recorded with a home-built microscope (see below), equipped with 
a 450 nm pulsed laser diode (LDH-P-C-450B, Picoquant) an air objective (NA=0.5). 
An additional long-pass filter LP545 (AHF Analysentechnik) was used to suppress 
the CBT monomer emission in the dispersion. All measurements of dispersions were 
conducted using Hellma QS quartz-glass cuvettes. 
Optical imaging and spectroscopy of single bundles of supramolecular nanofibres. 
The 40 µM-dispersion was spin-coated on microscopy cover slips (borosilicate glass; 
thickness 0.17 µm; Carl Roth). All samples were dried under vacuum. Optical 
imaging and spectroscopy was performed using a home-built microscope (see Ref. 
2). The excitation sources were pulsed diode lasers (LDH-P-C-450B, LDH-D-C-420, 
Picoquant; 70 ps pulse duration) that operate at a wavelength of 450 nm and 420 
nm, respectively. The temporal separation between the pulses from both lasers is 
controlled by two laser drivers (PDL-800-D, PDL800-B, Picoquant), which are 
connected via their respective Sync-output and Sync-input and thus both lasers use 
the same internal clock. Due to the cable length and the internal-delay of the external 
trigger input of the laser driver, the 450 nm laser is delayed by 120 ns with respect to 
the 420 nm laser. A shutter in front of the lasers allows a separate activation of the 
lasers. The spatial separation of the lasers in the sample plane is achieved by two 
excitation paths, in which the 420 nm laser is scanned via tilting a mirror. The lasers 
were combined via a 50/50 beam splitter and directed to the microscope, which was 
equipped with an infinity-corrected high-numerical aperture oil-immersion objective 
(PlanApo, 60×, numerical aperture 1.45; Olympus). The sample was placed in the 
focal plane of the objective, and the sample position was controlled by a piezo-stage 
(Tritor 102 SG, from piezosystem jena). Photoluminescence was collected by the 
same objective and passed a set of dielectric filters (dichroic beam splitter z460RDC, 
long-pass filter LP467; AHF Analysentechnik) to suppress scattered or reflected laser 
light.  
The detection beam path is equipped with a closed-loop piezo scan mirror (S-
335.2.SH, PI) and a single-photon-counting avalanche photodiode (MPD, Picoquant) 
to position the detection spot independently from the confocal excitation spot. The 
electrical signal of the photodiode was fed into a time-correlated single-photon-
counting module (TimeHarp 260 PICO, Picoquant).  
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In imaging mode, the photoluminescence signal was imaged onto a CMOS camera 
(Zyla 4.2 sCMOS, Andor). In this mode, we used two illumination methods. First, for 
widefield illumination we flipped an additional lens (widefield lens) into the excitation 
beam path to focus the laser light into the back-focal plane of the microscope 
objective. This allows for nearly uniform illumination of a large area with ∼70 µm 
diameter in the sample plane, to acquire overview PL images of our samples and to 
identify elongated nanostructures (Fig. 3A). Second, for confocal illumination the 
widefield lens was removed and the laser light was tightly focused to a spot with a full 
width at half maximum (FWHM) of ∼211 nm for the 450 nm laser in the sample plane 
and 265 nm for the 420 nm laser, respectively (see Fig. S6). A flip-mirror allows to 
switch between imaging and single-photon counting mode of the setup.  
For measurements on isolated bundles of supramolecular nanofibres, we used a 
repetition rate of 5 MHz and an excitation intensity of 115 W cm−2 for confocal 
illumination of the 450nm laser, respectively, 540 W cm−2 for the 420nm laser. For 
widefield illumination we used a excitation intensity of 1 W cm−2. All experiments 
were carried out at room temperature under ambient conditions.  
Simulations. All simulations of triplet spectra have been performed using the fitting 
framework TSim 4 based on the EasySpin software package 5 available for 
MATLAB® (MathWorks), and here the routine “pepper”. Parameters included were 
the g and D tensor and the triplet sublevel populations (in zero field). Line broadening 
(Γ) was included using a combination of Lorentzian (ΓL) and Gaussian (ΓG) lines.  
For all simulations, the 𝑔 tensor was assumed to be isotropic, with 𝑔𝑖𝑠𝑜  =  2.002. This 
left the parameters 𝐷 and 𝐸 of the zero-field splitting tensor 𝐷, the populations 𝑝1, 𝑝2, 
and 𝑝3, and the two line widths ΓL and ΓG as the only free parameters that were 
adjusted. For a more detailed explanation of these parameters and their meanings, 
see Ref. 3. 
Fitting the spectral simulations to the experimental data was done with the routine 
“lsqcurvefit” from the MATLAB® Optimization Toolbox™ using the trust-region-
reflective least squares algorithm. For the final simulation parameters obtained from 
fitting, cf. Table S1. 
For the numerical simulation of the spatio-temporal singlet-triplet annihilation shown 
in Fig. S4b, we used home-written Python-scripts. Further details are outlined below 












Table S1. Simulation parameters for the TREPR spectrum shown in Fig. S1. The 
simulation parameters are the complete set of parameters used for simulating the 
spectrum shown in Fig. S1.  is the line width the simulation has been convoluted 
with. 
 
giso p1 p2 p3 D / MHz E / MHz G / mT L / mT 
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Fig. S1: TrEPR spectrum and photoluminescence decays. a) TrEPR spectrum of 
a 40 µM dispersion of molecularly dissolved CBT (black) in THF measured at 𝑡 =
900 𝑛𝑠 after laser excitation of CBT, together with the simulated curve (green). The 
parameters used for the simulations are shown in Tab. S1. b) Time-resolved 
photoluminescence decay of a 40 µM dispersion of molecularly dissolved CBT in 
THF (black), respectively of a 400 µM dispersion of bundles of nanofibres in anisole 
(red). Both show a prompt fluorescence signal within nanoseconds and a weaker 
phosphorescence signal on microsecond time scales. For molecularly dissolved CBT 
the triplet lifetime is 700 ns (black line), while for the bundles we find a longer lifetime 


















Fig. S2: Fluorescence decay traces of bundles of nanofibres dispersed in 
anisole (400 µM) at different excitation fluences. The laser repetition rates were 
0.25 MHz (a), 2.5 MHz (b) and 10 MHz (c). Left parts: Representative fluorescence 
decay traces for the fluences indicated in the legend in units of photons/(pulse·cm²). 
Right parts: Amplitude-averaged lifetimes of the fluorescence decays as a function of 
the corresponding fluence. We fitted the data to a convolution of the instrument 
response function and a bi-exponential fluorescence decay with time constants 𝑡𝑖 and 
relative amplitudes 𝐹𝑖. The shown amplitude-averaged lifetimes are calculated 
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Fig. S3: Determination of the singlet-triplet annihilation rate in bundles of 
nanofibres in a 400µM anisole dispersion. a) Each panel shows, for a fixed 
excitation fluence of 0.09𝑥1015 𝑝ℎ𝑜𝑡𝑜𝑛𝑠/(𝑝𝑢𝑙𝑠𝑒 𝑐𝑚2) but different laser repetition rate, 
a fluorescence decay trace (top, red line) with the corresponding bi-exponential fit 
function (top, blue line) and the weighted residuals (bottom). For 0.25 MHz we found 
time constants 𝑡𝑖 (relative amplitudes 𝐹𝑖) of 𝑡1 =  3.19 𝑛𝑠 (𝐹1 = 4174.1) and 𝑡2 =
12.55 𝑛𝑠 (𝐹2 = 442.92). For 2.5 MHz we found 𝑡1 =  3.18 𝑛𝑠 (𝐹1 = 5310.06) and 𝑡2 =
12.73 𝑛𝑠 (𝐹2 = 519.36). For 10 MHz we found 𝑡1 =  3.00 𝑛𝑠 (𝐹1 = 5188.49) and 𝑡2 =
10.8998 𝑛𝑠 (𝐹2 = 632.041). b) To extract the singlet-triplet annihilation rate, we use a 
simple exponential fit 𝑆450(𝑡) = 𝑆450(𝑡 = 0)𝑒
(−𝑘+𝛾𝑇450)𝑡 6. Here, 𝑆450(𝑡 = 0) is the total 
concentration of the generated singlet excitons at time 𝑡 = 0 after ‘singlet laser’ 
excitation at 450 nm, 𝑘 is the total decay rate for the singlet excitons, 𝛾 is the rate 
constant of singlet-triplet annihilation and 𝑇450 is the stationary triplet exciton 
concentration formed after intersystem crossing. The singlet population along one 
nanofibre in a bundle is estimated according to 7 



















where 𝜒 = 6 𝑥 10−14𝐽 is the pulse energy, 𝑅𝑏 = 225𝑛𝑚 is the radius of excitation, 
𝑂𝐷𝑒𝑥𝑐 = 1.48 is the optical density of the dispersion at the laser excitation, 
respectively 𝑂𝐷𝑚𝑎𝑥 = 1.8 at the absorption maximum, 𝜆𝑒𝑥 = 450𝑛𝑚 is the wavelength 
of excitation, hc is Planck’s constant times the speed of light, 𝜖𝑚𝑎𝑥 =
4500 (𝑀−1𝑐𝑚−1) the molar absorptivity at the absorption maximum, and 𝑎0 =
0.33𝑛𝑚 is the distance between the monomers along a nanofibre 2. The product of 
the first term (number of excitations) and the second term (focal concentration) is a 
measure for the excitation probability of one monomer within the excitation spot 7. 
The last term corresponds to the number of monomers along one fibre within the 








 is the intersystem crossing rate, 𝜏𝑟𝑒𝑝 is the repetition time of the 
laser excitation and 𝑘𝑇 =
1
1320𝑛𝑠
 is the decay rate for triplet excitons. 𝑘𝐼𝐶𝑆 is an upper 
limit, since we assumed that the entire non-radiative channel for singlet exciton decay 
contributes to intersystem crossing. The fluorescence quantum yield of bundles is 
𝑄𝑌 = 2.58% 2.  
The data shown in (a) are, for simplicity, approximated mono-exponentially, where 







 of our bi-
exponential fits. We used a global fit of 𝑆450(𝑡) = 𝑆450(𝑡 = 0)𝑒
(−𝑘+𝛾𝑇450)𝑡 to this 
approximated data set (see b), i.e., this equation is fitted simultaneously to all three 
traces to obtain the best overall fit. This best fit yields an annihilation rate of 𝛾 =
1
(4133±30)𝑛𝑠
= (2.4 ± 0.02)𝑥10−4𝑛𝑠−1. 
Since the real intersystem crossing rate is unknown, we also fitted the data to the 
intersystem crossing rates of 𝑘𝐼𝑆𝐶 = 0.0238
1
𝑛𝑠
 (𝑘𝐼𝑆𝐶 = 0.00238
1
𝑛𝑠
), yielding 𝛾 =
0.002 𝑛𝑠−1 (𝛾 = 0.02 𝑛𝑠−1). These additional numbers were then also used for the 
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2. Numerical Simulations: 
For the simulation of the singlet exciton dynamics in the presence of a triplet barrier, 
we assume 3 coupled equations. We distinguish between the singlet 𝑆𝑖 and triplet 
population 𝑇𝑖 generated by two lasers, indicated by the index 𝑖 = 450, 420 for the 
















Here, 𝐷𝑆 is the diffusivity of the singlet excitons, 𝛾 is the singlet-triplet annihilation rate 
along a fibre in the bundle (Fig. S3) and 𝑘 is the total decay rate of the bundle’s 
singlet exciton population. The singlet exciton population generated by the 'triplet' 
420 nm laser is not considered here because our experimental conditions ensure that 
it has already decayed when the 'singlet' laser arrives on the sample. The term 
𝑘𝑆450(𝑥, 𝑡) reflects the (non-)radiative decay of the singlet excitons and does not play 
a role after normalizing the signal at each point in time for the spatio-temporal maps, 
analogous to the experiment (Fig. 3b,c). Therefore, this term is no longer considered. 
During the singlet exciton lifetime, we assume a constant triplet exciton population 
given by 𝑇450,420 =
−𝑘+√𝑘2+4𝛾𝑘𝐼𝑆𝐶𝑆450,420(𝑡=0)/𝑘𝑇𝜏𝑟𝑒𝑝
2 𝛾
, where 𝑆450,420(𝑡 = 0) is the initially 
generated singlet exciton population generated by the ‘singlet’ and the ‘triplet’ laser, 
respectively (see Fig. S3). Equation (1.) indicates that singlet-triplet annihilation 
already occurs for the ‘singlet laser’ alone. In general, annihilation leads to an 
additional broadening of the spatio-temporal intensity map. However, this term is not 
relevant for the changed singlet exciton dynamics in Fig. 3c, since both reference 
experiment (only ‘singlet laser’ activated, Fig. 3b) and the experiment with both lasers 
activated (Fig. 3c) are equally affected by this term. Thus equation (1.) can be 







𝑆450(𝑥, 𝑡) − 𝛾𝑇420(𝑥)𝑆450(𝑥, 𝑡). 
Hence, the changed singlet exciton dynamics in the presence of triplet excitons can 
be understood by a simple diffusion equation with an effective singlet-triplet 
annihilation rate defined as 𝛾𝑒𝑓𝑓(𝑥) = 𝛾𝑇420(𝑥). Equation (4.) is numerically solved 
using a home written python script to calculate the spatio-temporal fluorescence 
intensity distributions in Fig. S4 below. 
Note that we normalize all populations to that of the singlet population generated by 
the ‘singlet laser’, i.e., 𝑆450(𝑡 = 0). Due to the different absorption cross section of 
𝜎450𝑛𝑚 = 1.4x10
−17cm2 (𝜎420𝑛𝑚 = 1.03x10
−17cm2) and the excitation intensities of 
115 W cm−2 (540 W cm−2) for the ‘singlet’ laser (‘triplet’ laser), the initial singlet 
population generated by the ‘triplet laser’ is 3.45 times larger compared to the singlet 










. For the spatial distribution of both the singlet and 
the triplet exciton population we assume Gaussian initial distributions with standard 
deviations according to the experimental conditions (see Fig. S6). Furthermore, we 
used the estimated annihilation rate of 𝛾 = 8.04𝑥10−4𝑛𝑠−1 (see Fig. S3). Without loss 
of generality, we choose 𝐷𝑆 = 0.05
𝑐𝑚2
𝑠
 in accordance with our previous work 2. The 
simulated and, analogously to the experiment, normalized spatio-temporal singlet 
exciton dynamics are shown in Fig. S4b. 
Note that also for the above mentioned pairs for intersystem crossing rate and 
annihilation constant (𝑘𝐼𝑆𝐶 = 0.0238
1
𝑛𝑠




and 𝛾 = 0.08 𝑛𝑠−1), see Fig. S3, we obtain similar results. Finally, we note that also 
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Fig. S4: Schematic illustration and numeric simulation of tailored spatio-
temporal singlet-triplet annihilation. (a) Schematic illustration of gated singlet 
exciton diffusion: At 𝑡0 = 0 a laser pulse creates an initial singlet exciton that is 
converted into a triplet exciton (blue filled circle) via intersystem crossing. A second 
laser arriving at 𝑡1 > 𝑡0 creates mobile singlet excitons (orange filled circle), spatially 
separated from the triplet population. At 𝑡2 > 𝑡1, the mobile singlet exciton encounters 
the triplet exciton and annihilation takes place, leaving behind only a triplet exciton 
(self-sustaining barrier, see main text). Finally, at time 𝑡3 >> 𝑡2 the triplet exciton 
decays (by phosphorescence or non-radiatively) and the gate is deactivated. b) 
Simulated singlet exciton diffusion in the absence (top) and in the presence of a 







Fig. S5: Direct visualization of controlled singlet exciton transport in another 
single bundle of supramolecular nanofibres. a) Widefield image of an individual 
bundle. Orange dashed arrows indicate the detection scanning axis 𝑥. The orange 
circle labels the position 𝑥 = 0 of the singlet population. The blue circle indicates the 
position of the triplet population. b) Normalized fluorescence intensity distribution and 
its evolution in space and time for the bundle in (a) for the measurement with only the 
‘singlet laser’ activated. c) Normalized fluorescence intensity distribution as in (b), but 
here both the ‘singlet’ and ‘triplet laser’ are activated. The triplet population is 
generated on the left side of the map. The white contour lines in (b,c) indicate the 
widths of the intensity profiles. d) Intensity profiles retrieved from the fluorescence 
intensity maps in b) (orange) and c) (blue) at different delay times 𝑡 after singlet 
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exciton generation. The grey line shows the initial intensity distribution at time 𝑡 = 0 
generated by the ‘singlet laser’. While for positions x < 0 µm the initial (grey line) and 
delayed (blue line) profiles partly overlap, i.e., spatial broadening of the initial singlet 
exciton population is hindered, to the right (x > 0 µm) singlet exciton diffusion is 
entirely unperturbed, since the profiles in absence (orange line) and presence (blue 































Fig S6: Characterisation of the laser foci. a) 450 nm ‘singlet’ laser. b) 420 nm 
‘triplet’ laser. We raster scanned single fluorescence microsphers (0.1µm diameter, 
Red Fluorescence Carboxylated Ps Latex, Nanosphere) along the laser excitation 
spot to characterise their sizes. The confocal image is shown as map with colour-
coded intensity. The shown profiles are along the x- and y-scanning axis and were 
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