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LIFTING IMAGES OF STANDARD REPRESENTATIONS OF SYMMETRIC
GROUPS
JEFFREY YELTON
Abstract. We investigate closed subgroups G ⊆ Sp2g(Z2) whose modulo-2 images coincide with
the image S2g+1 ⊆ Sp2g(F2) of S2g+1 or the image S2g+2 ⊆ Sp2g(F2) of S2g+2 under the standard
representation. We show that when g ≥ 2, the only closed subgroup G ⊆ Sp2g(Z2) surjecting onto
S2g+2 is its full inverse image in Sp2g(Z2), while all subgroups G ⊆ Sp2g(Z2) surjecting onto S2g+1
are open and contain the level-8 principal congruence subgroup of Sp2g(Z2). As an immediate
application, we are able to strengthen a result of Zarhin on 2-adic Galois representations associated
to hyperelliptic curves. We also prove an elementary corollary concerning even-degree polynomials
with full Galois group.
1. Introduction
Let d be a positive integer, and let Sd denote the symmetric group on d points. We have the
well-known standard representation of Sd over F2, which is defined as in [9, §2.2]. Namely, given an
F2-vector space W of dimension d and an ordered basis {e1, ..., eg}, there is an obvious left action
of Sd defined by
σei = eσ(i) for σ ∈ Sd and 1 ≤ i ≤ d. The subspace
W0 := {w ∈W |
2g∑
i=1
e∗i (w) = 0},
where each e∗i : W → F2 is the ith coordinate map, is clearly invariant under this action of Sd.
Moreover, if d is even, the element w0 ∈W whose coordinates with respect to our fixed basis are all
1’s lies in W0 and is fixed by Sd, thus inducing a representation of Sd on W0/〈w0〉. The standard
representation when d is odd (resp. when d is even) is the induced representation of Sd on V¯ := W0
(resp. on V¯ :=W0/〈w0〉). Note that in both cases, V¯ has dimension 2g, where g = ⌊(d− 1)/2⌋.
Since any element of W0 can be written as Σi∈Iei where I ⊆ {1, ..., d} is an even-cardinality
subset, each element of V¯ is determined by such a subset I. We will therefore denote the element
of V¯ given by the subset I by vI , keeping in mind that when d is odd (resp. even), we have vI = vI′
if and only if I = I ′ (resp. I = I ′ or I = {1, ..., d} r I ′). We have an alternating bilinear pairing
〈·, ·〉 : V¯ × V¯ → F2 given by setting 〈vI , vI′〉 to be the cardinality of the intersection I∩ I ′ modulo 2.
It is immediate to check that the action of Sd respects this pairing, and therefore, each σ acts on V¯ as
a symplectic automorphism of V¯ with respect to 〈·, ·〉. We therefore write ρ : Sd → Sp(V¯ ) to denote
the standard representation of Sd, where Sp(V¯ ) := {ϕ ∈ Aut(V¯ ) | 〈ϕv,ϕw〉 = 〈v,w〉, v, w ∈ V¯ } is
the group of symplectic automorphisms with respect to the alternating form 〈·, ·〉. We denote the
image of ρ by Sd ⊆ Sp(V¯ ). It is well known that ρ is injective if and only if d 6= 4 and that ρ is
surjective if and only if d ∈ {3, 4, 6}, so in particular, Sp(V¯ ) = S3 = S4 ∼= S3 when g = 1 and
Sp(V¯ ) = S6 ∼= S6 when g = 2.
Given a free Z2-module V of rank 2g and an alternating Z2-bilinear pairing on V , on identifying
V¯ with V/2V and assuming that the pairing on V induces the pairing 〈·, ·〉 on V¯ , it is natural (for
instance, in the abelian variety context discussed below) to consider the properties of subgroups
G ⊆ Sp(V ) whose images modulo 2 coincide with Sd. We will now present our main result, which
classifies these liftings.
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1.1. Main result. In the below statement and for the rest of the paper, we adopt the following
notations. By mild abuse of notation, we write 〈·, ·〉 both for the pairing on V and for the pairing
on V/2V . For each integer n ≥ 1, we denote the reduction-modulo-2n map by ̟2n : Sp(V ) →
Sp(V/2nV ) = Sp(V )/Γ(2n); if m ≥ n is another integer, we write ̟2m→2n : Sp(V/2mV ) ։
Sp(V/2nV ) for the induced reduction-modulo-2n map. These maps are well known to be surjective.
For each n ≥ 1, we write Γ(2n)✁ Sp(V ) for the kernel of ̟2n .
Theorem 1.1. With V and Sd ⊆ Sp(V/2V ) as above for some fixed d ≥ 3, let G ⊆ Sp(V ) be a
closed subgroup (under the 2-adic topology), and assume that we have ̟2(G) ⊇ Sd.
a) If d ≥ 6 is even, then G coincides with the inverse image of ̟2(G) under the reduction-
modulo-2 map ̟2; it is thus an open subgroup of Sp(V ) which contains Γ(2)✁ Sp(V ).
b) If d ≥ 5 is odd, then G contains Γ(8) ✁ Sp(V ) and is therefore again an open subgroup of
Sp(V ). If moreover we have ̟2(G) = Sd and G 6⊃ Γ(4), then the order of ̟8(G) is exactly
d! · 24g2−2g, and all such G are conjugate as subgroups of ̟−12 (Sd).
We establish some preliminary results needed to prove the above theorem in §2; we then proceed
to give a full proof of Theorem 1.1 by classifying all possible modulo-4 images of subgroups G
satisfying the hypotheses of the theorem in §3 (in particular, Theorem 1.1(a) is proved here);
classifying all possible modulo-8 images in §4; and then showing that G ⊃ Γ(8) in §5. Finally, we
discuss an elementary application to even-degree polynomials with full Galois group in §6. Before
moving on to §2, however, we describe the main motivation for this problem.
1.2. Application to abelian varieties. The context which led the author to the problem of
lifting symmetric groups to subgroups of Sp2g(Z2) is as follows. Let K be a field of characteristic
different from 2, and let f(x) ∈ K[x] be a squarefree polynomial of degree d ≥ 3 with Galois group
Gal(f); we denote the splitting field of f by L. To the hyperelliptic curve defined by the equation
y2 = f(x), there is the associated 2-adic Tate module T2, which is a free Z2-module of rank 2g
(where g, the genus of the curve, is again ⌊(d−1)/2⌋), and which comes endowed with an alternating
Z2-bilinear pairing e2 : T2 × T2 → Z2 called the Weil pairing (here we are defining it with respect
to the canonical principal polarization on the Jacobian). The image modulo 2 is identified with
the even-cardinality subsets of the roots α1, ..., αd ∈ K¯ of the polynomial f , where subsets I and
I ′ are identified if I ′ = {α1, ..., αd} r I in the case that d is even. We may therefore identify the
modulo-2 image of T2 with the space V¯ defined at the start of §1.1 in an obvious way, and it is
known that the F2-bilinear pairing 〈·, ·〉 on V¯ described there is the one induced by the modulo-2
reduction of e2. There is a natural representation of the absolute Galois group Gal(K¯/K) on T2
which respects the pairing e2 up to homothety (in fact, the Galois automorphisms fixing all 2-power
roots of unity in K¯ act on T2 as elements of Sp(T2)). Its image in Aut(T2), which we denote by
G2, is closed under the 2-adic topology. It is well known that the induced action of Gal(K¯/K)
on T2/2T2 factors through Gal(L/K) = Gal(f) ⊆ Sd, which acts on T2/2T2 through the standard
representation ρ : Sd → Sp(T2/2T2). In particular, the modulo-2 image of G2 ∩ Sp(T2) coincides
with Sd ⊆ Sp(T2/2T2) when Gal(f) = Sd. It would be interesting to know what kind of subgroup
G2∩Sp(T2) ⊆ Sp(T2) may appear as the image of this 2-adic Galois representation intersected with
Sp(T2) in the case that our polynomial f has full Galois group. See [11, §2] for more details.
In [11], Zarhin investigated ℓ-adic Galois representations associated to hyperelliptic curves over
fields K of characteristic different from 2, defined by equations of the form y2 = f(x), where
f(x) ∈ K[x] is a squarefree polynomial of degree d ≥ 5 with large Galois group. In particular,
he showed (see [11, Theorems 2.4, 2.5, and 2.6]) that under certain hypotheses on the ground
field K, the natural representation discussed above of the absolute Galois group Gal(K¯/K) on
the associated 2-adic Tate module T2 contains an open subgroup of Sp(T2) provided that Gal(f)
contains a large enough subgroup of Sd. Theorem 1.1 allows us to independently prove a stronger
version of this statement in the case that Gal(f) = Sd as follows.
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Corollary 1.2. Let K be a field of characteristic different from 2, and let f(x) ∈ K[x] be a
squarefree polynomial of degree d ≥ 5 with full Galois group. Let ρ2 : Gal(K¯/K)→ Aut(T2) denote
the natural action of the absolute Galois group of K on the 2-adic Tate module T2 of the Jacobian
of the hyperelliptic curve over K defined by the equation y2 = f(x). Then the image G2 of this
representation contains the principal congruence subgroup Γ(2) ⊂ Sp(T2) (resp. Γ(8) ✁ Sp(T2)) if
d is even (resp. if d is odd); thus, G2 contains an open subset of Sp(T2).
Proof. As was explained in the above discussion, the action of ρ2 : Gal(K¯/K)→ Aut(T2) composed
with the reduced-modulo-2 map Sp(T2)։ Sp(T2/2T2) factors through Gal(f) ⊆ Sd, which acts on
the 2g-dimensional F2-vector space T2/2T2 through the standard representation of Sd. Therefore, if
Gal(f) is the full Sd, the image modulo 2 of G2 coincides with Sd ⊆ Sp(T2/2T2). Then by Theorem
1.1, the intersection G2 ∩ Sp(T2) contains the full subgroup Γ(2) ✁ Sp(T2) (resp. Γ(8)✁ Sp(T2)) if
d is even (resp. if d is odd); in particular, G2 ∩ Sp(T2) ⊆ Sp(T2) is open.

Remark 1.3. a) A variant on the above corollary applies to the 2-adic Galois representation
associated to any g-dimensional abelian variety over K such that the modulo-2 action contains
S2g+1 orS2g+2: this says that the restriction of the 2-adic image of Galois to the group of symplectic
automorphisms of the 2-adic Tate module is very large, thus providing a strengthening of special
cases of [11, Theorems 2.2 and 2.3].
b) The results of Zarhin cited above also suggest that the conclusions given by Theorem 1.1
might still hold under the weaker hypotheses that ̟2(G) contains the image of the alternating
subgroup Ad. Unfortunately, our methods, which heavily involve generating images of G using lifts
of transpositions in Sd, do not seem easily adaptable to providing an answer to this problem.
Remark 1.4. Viewing liftings of images of Sd in the context of abelian varieties allows us to
see that when d = 3, we do not get the conclusion of Theorem 1.1(b) in general. Indeed, let E
be the elliptic curve defined by the equation y2 = f(x) := x3 − 2. Since the cubic f(x) has full
Galois group, we get that the image G ⊂ Aut(T2) of the natural 2-adic Galois action on the 2-adic
Tate module T2 satisfies ̟2(G) = S3. However, E is well known to have complex multiplication,
implying that G contains an abelian subgroup of finite index in G (see [8, Corollary 2 in §4]), and
so G ∩ Sp(T2) ⊂ Sp(T2) is certainly not open under the 2-adic topology.
1.3. Acknowledgments. The author would like to thank Aaron Landesman (whose article [6],
co-authored with A. Swaminathan, J. Tao, and Y. Xu, helped to inspire this work) for discussions
and computations which were helpful in approaching this problem. The author is also very grateful
to Dan Collins for providing computational evidence of this paper’s modulo-8 and modulo-16 results
in the key case that g = 2 and d = 5; this was instrumental in guiding the author towards the
correct conclusions.
2. Preliminaries
We retain all of the notation from §1; in particular, we let V be a free Z2-module of rank 2g
equipped with a symplectic form 〈·, ·〉 and let G ⊆ Sp(V ) be a closed subgroup. Given any element
a ∈ V , we define the transvection with respect to a to be the linear automorphism ta ∈ Sp(V ) given
by v 7→ v + 〈v, a〉a. We define transvections similarly over the quotients V/2nV , using the same
notation ta ∈ Sp(V/2nV ) for a ∈ V/2nV . When a = vI ∈ V/2V corresponds to an even-cardinality
subset I ⊆ {1, ..., d}, we simply write tI for ta. Below we will freely use the easily-verifiable fact
that the image in Sd any transposition (i, j) ∈ Sd is the transvection t{i,j}. (In several places
below we mildly abuse notation by expressing elements of End(V/2n+1V ) for some n ≥ 1 which are
divisible by 2n as 2n times some element of End(V/2V ).)
We now fix, for the rest of this paper, a choice of vectors ai,j = aj,i ∈ V for 1 ≤ i < j ≤ 2g + 1
which satisfy ̟2(ai,j) = v{i,j}.
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In order to prove Theorem 1.1, it clearly suffices to prove the statement under the assumption
that ̟2(G) = Sd for d = 2g + 1 or d = 2g + 2. We therefore assume that ̟2(G) = Sd for some
fixed d ∈ {2g + 1, 2g + 2}. To avoid cumbersome arguments, we also assume for the rest of the
paper that d 6= 4, so that the symmetric group Sd may be identified with its image Sd ∈ Sp(V/2V )
(when d = 4, we are simply reduced to the d = 3 case anyway because we have S4 = S3). We
begin by looking more closely at the subgroups ̟2n+1(Γ(2
n))✁ Sp(V/2n+1V ) for n ≥ 1.
2.1. The groups ̟2n+1(Γ(2
n)). We now recall the following description of ̟2n+1(Γ(2
n)) for n ≥ 1.
Let sp(V/2V ) denote the F2-vector space of endomorphisms of V/2V generated by the elements of
the form Ta := ta − 1 for all a ∈ V (the group variety sp gives the symplectic Lie algebra). It is
well known (see [5, §A.3]) that sp(V/2V ) has dimension 2g2 + g and that the map sp(V/2V ) →
̟2n+1(Γ(2
n)) given by X 7→ 1 + 2nX is an isomorphism. Therefore, the multiplicative group
̟2n+1(Γ(2
n)) is an elementary abelian 2-group of rank 2g2 + g. More precisely, we have the
following.
Proposition 2.1. Fix an integer n ≥ 1.
a) A basis for the elementary abelian 2-group ̟2n+1(Γ(2
n)) is given by {̟2n+1(t2nai,j )}1≤i<j≤2g+1.
b) Let u ∈ ̟2n+1(G) be any element, and let σ = ̟2n+1→2(u) ∈ Sd be its image viewed as a
permutation in Sd. Then conjugation by u permutes the elements ̟(2n+1(t
2n
ai,j ) ∈ ̟2n+1(Γ(2n)) by
the formula u̟2n+1(t
2n
ai,j )u
−1 = ̟2n+1(t
2n
aσ(i),σ(j)
).
Proof. Note that ̟2n+1(t
2n
ai,j ) = 1 + 2
nT{i,j} regardless of our choice of ai,j. Therefore, by the
isomorphism sp(V/2V )
∼→ ̟2n+1(Γ(2n)) given in the above discussion, in order to prove part (a) it
suffices to show that the elements T{i,j} for 1 ≤ i < j ≤ 2g+1 form a basis for sp(V/2V ). Since the
cardinality of this set is 2g2 + g, which is the dimension of sp(V/2V ), we only need to show that
the set spans sp(V/2V ). This is already given by [2, Lemma 2.2.1], but it is convenient to provide
a different proof here. Let vI ∈ V/2V be any vector, where I ⊆ {1, ..., d} is an even-cardinality
subset. If d is even and 2g + 2 ∈ I, we may replace I with its complement in {1, ..., d} without
changing vI ; we therefore assume that I ⊂ {1, ..., 2g + 1}. Lemma 2.2 below then says that TI
can be expressed as a sum of elements in {T{i,j}}1≤i<j≤2g+1. Since sp(V/2V ) is generated by such
elements, this set does span sp(V/2V ), as desired.
To prove part (b), we first observe that we have u̟2n+1(t
2n
ai,j )u
−1 = t2
n
u(̟2n+1(ai,j ))
. Since the
modulo-2 image of u(̟2n+1(ai,j)) is clearly σ(v{i,j}) = v{σ(i),σ(j)}, we have 1 + 2
nT{σ(i),σ(j)} =
t2
n
u(̟2n+1 (ai,j))
, whence the statement.

Lemma 2.2. For any even-cardinality subset I ⊆ {1, ..., d}, we have the identity
(1) TI =
∑
i,j∈I; i<j
T{i,j}.
Proof. This can be verified directly using the formula T{i,j} : vJ 7→ #(J ∩ {i, j})v{i,j} for elements
J ∈ V/2V corresponding to 2-element subsets of {1, ..., d} (which in turn clearly generate V/2V ).

We can now show that we may reduce our problem to a study of certain subgroups of ̟−14→2(Sd).
Lemma 2.3. If H ⊆ Sp(V ) is a closed subgroup satisfying ̟2n+1(H) ⊇ ̟2n+1(Γ(2n)) for some
n ≥ 1, then we have H ⊇ Γ(2n). Therefore, in order to prove Theorem 1.1, it suffices to show that
if d is even (resp. if d is odd), we have ̟4(G) ⊃ ̟4(Γ(2)) (resp. ̟16(G) ⊃ ̟16(Γ(8))), and that
in the d odd case, ̟8(G) 6⊃ ̟8(Γ(4)) implies that ̟8(G) has order d! · 24g2−2g.
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Proof. Since H is closed, it is enough to show that ̟2m+1(H) ⊇ ̟2m+1(Γ(2m)) for all m ≥ n. This
statement is true for m = n by hypothesis; assume that it holds for m − 1 ≥ n. Then the group
̟2m(H) contains the elements 1 + 2
m−1Tai,j ∈ Sp(V/2mV ) for 1 ≤ i < j ≤ 2g + 1. These each lift
to elements 1 + 2m−1Tai,j + 2
mBi,j ∈ ̟2m+1(H) for some Bi,j ∈ sp(V/2V ). The squares of these
elements are 1 + 2mTai,j ∈ ̟2m+1(H), which by Proposition 2.1(a) generate ̟2m+1(Γ(2m)), so we
have proved the statement by induction. (See also the proofs of [3, Lemma 4] and [6, Lemma 6].)

In light of Proposition 2.1, given a fixed n ≥ 1, for 1 ≤ i < j ≤ d, we write [i, j] = [j, i]
for the element ̟2n+1(t
2n
ai,j ) of ̟2n+1(Γ(2
n)) (noting that it does not depend on our choice of
ai,j). Proposition 2.1(b) says that Sd acts on ̟2n+1(Γ(2
n)) by permuting this set of generators as
σ[i, j] = [σ(i), σ(j)]. Since ̟2n+1(Γ(2
n)) is elementary abelian, we treat it as a vector space over
F2 and use additive notation when expressing its elements in terms of the [i, j]’s.
We remark that each F2-space ̟2n+1(Γ(2
n)) has a (unique) Sd-invariant subspace of dimen-
sion 1, namely the subspace consisting of all elements
∑
1≤i<j≤2g+1 ci,j[i, j] ∈ ̟2n+1(Γ(2n)) with∑
1≤i<j≤2g+1 ci,j = 0, which we denote by ̟2n+1(Γ(2
n))0.
2.2. The subspace N ⊂ ̟2n+1(Γ(2n)). We now define an Sd-invariant subspace of̟2n+1(Γ(2n)) =⊕
i<j F2[i, j] which will turn out to be very crucial. Given a fixed n ≥ 1, we define N (2
n) ⊂
̟2n+1(Γ(2
n)) to be the subset consisting of all elements
∑
1≤i<j≤2g+1 ci,j[i, j] (with ci,j = cj,i ∈ F2)
satisfying the following property: for 1 ≤ i ≤ 2g + 1, we have ∑j 6=i ci,j = 0. It is easy to see that
N (2
n) is a subspace of ̟2n+1(Γ(2
n)); we now present a proposition describing some of its properties.
Proposition 2.4. For each n ≥ 1, the subspace N (2n) ⊂ ̟2n+1(Γ(2n)) satisfies the following.
a) An element
∑
1≤i<j≤d ci,j [i, j] (with ci,j = cj,i ∈ F2) lies in N (2
n) if and only if for 1 ≤ i ≤ d,
we have
∑
j 6=i ci,j = 0 (regardless of whether d = 2g + 1 or d = 2g + 2). Therefore, N
(2n) is an
Sd-invariant subspace of ̟2n+1(Γ(2
n)).
b) The subspace N ⊂ ̟2n+1(Γ(2n)) is generated by the elements ∆i,j,k := [i, j] + [i, k] + [j, k] for
all distinct i, j, k ∈ {1, ..., d}. A full set of linear relations amongst these generators is given by
∆i,j,k +∆i,j,l +∆i,k,l +∆j,k,l = 0 for all distinct i, j, k, l ∈ {1, ..., d}.
c) The subspace N (2
n) ⊂ ̟2n+1(Γ(2n)) has dimension 2g2 − g. The images of the elements
[i, 2g+1] for 1 ≤ i ≤ 2g modulo N (2n) form a basis for the 2g-dimensional quotient space M (2n) :=
̟2n+1(Γ(2
n))/N (2
n). There is an isomorphism V/2V
∼→ M (2n) given by sending v{i,j} ∈ V/2V
to the image modulo N (2
n) of [i, j]. The action of Sd on V/2V induced by the composition of
surjections ̟2n+1(Γ(2
n))։M (2
n) ∼→ V/2V is the standard representation ρ.
d) The subspace N (2
n) is maximal among proper Sd-invariant subspaces of ̟2n+1(Γ(2
n)).
e) The intersection N
(2n)
0 := N
(2n) ∩̟2n+1(Γ(2n))0 is a codimension-1 subspace of N (2n) satis-
fying the following property: if W is an Sd-invariant subspace of ̟2n+1(Γ(2
n)) with N
(2n)
0 ⊂ W 6⊂
̟2n+1(Γ(2
n))0, then W contains N
(2n) (and therefore coincides with N (2
n) or with ̟2n+1(Γ(2
n))).
f) For 1 ≤ s ≤ n − 1, we have that ̟2n+1(Γ(2s)) and ̟2n+1(Γ(2n+1−s)) commute and that the
commutator of ̟2n+1(Γ(2
s)) and ̟2n+1(2
n−s)) coincides with N (2
n). More explicitly, the commu-
tator of ̟2n+1(tai,j )
2s and ̟2n+1(tai,k)
2n−s is given by ∆i,j,k ∈ N (2n).
g) For 0 ≤ s ≤ n, given vectors a, b ∈ V/2n+1V with a ≡ b (mod 2s), we have t2n−sb t−2
n−s
a ∈ N (n).
Proof. In the case that d is odd, part (a) is simply a restatement of the definition of N , so we
assume for the moment that d is even. Let u =
∑
1≤i<j≤d ci,j [i, j] be an element of ̟2n+1(Γ(2
n))
as in the statement, and let I ⊂ {1, ..., 2g + 1} be the subset consisting of the natural numbers k
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such that ck,2g+2 = 1; we note that I has even cardinality. By Lemma 2.2, we have the identity
(2) [k, 2g + 2] =
∑
i,j∈{1,...,2g+1}r{k}; i<j
[i, j].
It is a straightforward but tedious exercise to determine that the sum of the above expressions
for k ∈ I, written as ∑1≤i<j≤2g+1 c′i,j[i, j], satisfies the property that ∑j 6=i c′i,j = 1 if i ∈ I and∑
j 6=i c
′
i,j = 0 if i /∈ I, for 1 ≤ i ≤ 2g+1. Then the expression
∑
1≤i<j≤2g+1 c
′
i,j[i, j]−
∑
k∈I [k, 2g+2]
satisfies the property given in the statement of (a). Since this expression is equal to 0, we may
add it to
∑
1≤i<j≤d ci,j[i, j] and obtain an expansion for u in terms of the basis elements [i, j] for
1 ≤ i < j ≤ 2g +1 which satisfies that property if and only if the expansion ∑1≤i<j≤d ci,j [i, j] did,
thus reducing to the d odd case and proving (a).
Choose any element u =
∑
i,j,kmi,j,k∆i,j,k ∈ N (2
n) for scalars mi,j,k ∈ F2. If we consider u as
an element of the vector space ̟2n(Γ(2
n+1) and write the basis expansion
∑
1≤i<j≤2g+1 ci,j[i, j]
for coefficients ci,j ∈ F2, we have ci,j =
∑
k 6=i,j mi,j,kfor each i, j. We assume that u = 0, so we
have that
∑
k 6=i,j mi,j,k = for each i, j. If all scalars mi,j,k are trivial, we are done, so we assume
without loss of generality that the even-cardinality subset I ⊂ {3, ..., 2g + 1} whose elements k
satisfy mi,j,k = 1 is nonempty. We partition I into 2-element subsets, and for each such subset
{k, l} subtract the element ∆1,2,k + ∆1,2,l + ∆1,k,l + ∆2,k,l from the sum
∑
i,j,kmi,j,k∆i,j,k; the
resulting sum
∑
i,j,km
′
i,j,k∆i,j,k satisfies m1,2,k = 0 for 3 ≤ k ≤ 2g + 1. Now for each other pair
i, j with 1 ≤ i < j ≤ 2g + 1, we can repeat this process of getting rid of all summands ∆i,j,k by
subtracting sums of the form ∆i,j,k+∆i,j,l+∆i,k,l+∆j,k,l until the sum is trivial, thus proving that
such expressions provide a full set of relations among the ∆i,j,k’s and giving the second statement
of part (b).
Now choose any element u ∈ ̟2n+1(Γ(2n)), whose basis expansion is
∑
1≤i<j≤2g+1 ci,j[i, j] for
some scalars ci,j . For each pair of distinct i, j ≥ 2 such that ci,j = 1, we add the element ∆1,j,k ∈ N
to u until the only basis elements left appearing in the linear expansion are of the form [1, i]; we
write u′ for this resulting vector. It follows directly from the definition of N that u′ ∈ N if and
only if u′ = 0, which implies that u ∈ N if and only if u is the sum of elements of the form ∆i,j,k as
in the statement of (b), thus proving that N2n is generated by the ∆i,j,k’s. This finishes the proof
of part (b).
We also deduce from the above argument that the 22g-element set of elements of the form∑
i∈I [1, i] for all subsets I ⊆ {2, ..., 2g + 1} is a set of coset representatives for N ⊂ ̟2n+1(Γ(2n)).
Therefore, the induced quotient M (2
n) has dimension 2g, implying that N has dimension (2g2 +
g) − 2g = 2g2 − g. It is now straightforward to check that the map V/2V → M (2n) given in
the statement of (c) is an isomorphism, using the fact that [i, j] + [i, k] ≡ [j, k] (mod N (2n)) for
distinct i, j, k. Finally, the fact that the induced representation on V/2V is simply the standard
representation ρ follows easily from the fact that σ[i, j] = [σ(i), σ(j)] for 1 ≤ i < j ≤ d, proving
part (c).
Thanks to the statement of (c), the statement of part (d) is equivalent to the observation that the
standard representation of Sd has no proper, nontrivial invariant subspaces. At any rate, we can
prove parts (d) and (e) together. LetW ⊆ ̟2n+1(Γ(2n)) be an Sd-invariant subspace which properly
contains N (2
n) (resp. which contains N
(2n)
0 and is not contained in ̟2n+1(Γ(2
n))0), and assume that
there is a vector w lying inW rN (2
n)
0 (resp. W r(̟2n+1(Γ(2
n))0∪N (2n))). We shall show that this
assumption implies thatW = ̟2n+1(Γ(2
n)). By what we have shown to prove part (c), we may write
w as a sum of an element in N (2
n) and the element
∑
j∈I [1, j] for some subset I ⊆ {2, ..., 2g + 1}.
Since W 6⊂ N (2n), we have I 6= ∅. If I = {2, ..., 2g + 1}, let σ = (1, 2) ∈ Sd; otherwise, let
σ = (i, j) ∈ Sd for some i ∈ I and j ∈ {2, ..., 2g+1}r I. Then by Sd-invariance we get w+σw ∈W
and, after subtracting an appropriate element of N
(2n)
0 ⊂ W , we either get that [1, 3] + [2, 3] ∈ W
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(if I = {2, ..., 2g + 1}) or we get that [1, i] + [1, j] ∈ W (otherwise). So by Sd-invariance, we have
[i, j] + [i, k] ∈ W for all distinct i, j, k ∈ {1, ..., 2g + 1}, and it is easy to see that these elements
generate ̟2n+1(Γ(2
n))0. But since the subspaceW contains the element [1, 2]+[1, 3]+[2, 3] ∈ N (2n)
(resp. w /∈ ̟2n+1(Γ(2n))0), we have W ) ̟2n+1(Γ(2n))0 and the desired conclusion results from
the maximality of ̟2n+1(Γ(2
n))0 as a subspace of ̟2n+1(Γ(2
n)). We have thus proven part (d). To
prove part (e), we first observe that ∆1,2,3 ∈ N (2n) rN (2
n)
0 and so N
(2n)
0 ( N
(2n) is a subspace of
codimension 1. Therefore, given any w ∈ ̟2n+1(Γ(2n))rN (2n), if w ∈ N (2
n)
0 we have W ⊇ N (2
n),
and if w /∈ N (2n), then our argument above shows that W = ̟2n+1(Γ(2n)), and we are done.
One proves (f) by first checking directly that the identity
(3)
(1+2sT{i,j})(1+2
n−sT{i,k}) ≡ (1+2n−sT{i,k})(1+2sT{i,j})(1+2nT{i,j})(1+2nT{i,k})(1+2nT{j,k}) (mod 2n+1)
holds for any distinct i, j, k, where the elements T{i,j} ∈ sp(V ) are defined as in the above discussion.
Since we have the easily-derived identity t2
r
{i,j} = 1+2
rT{i,j} for integers r ≥ 0, this gives the formula
for the commutator given in the statement. It also implies that ̟2n(Γ(2
s)) and ̟2n(Γ(2
n−s)) in
Sp(V/2nV ), which is the first statement of (f) (with n replaced by n−1). This statement, combined
with the fact that each ̟2n+1(Γ(2
s)) is generated by ̟2n+1(Γ(2
s+1)) and the elements ̟2n+1(tai,j )
s
by Proposition 2.1(a) along with part (b) of the proposition we are proving, implies that the
commutator of ̟2n+1(Γ(2
s)) and ̟2n+1(2
n−s)) coincides with N (2
n).
Finally, to prove (g), we first note that we must have b = t(a) for some t ∈ ̟2n+1(Γ(2s)), and
since ̟2n+1(Γ(2
s)) is generated by elements of the form t2
s
c , we may assume that b = t
2s
c (a) for
some c ∈ V/2n+1V . Then we get t2n−sb t−2
n−s
a = t
2s
c t
2n−s
a t
−2s
c t
−2n−s
a , which by part (f) lies in N
(2n).

Remark 2.5. Part (a) of the proposition above effectively provides an alternate definition of N (2
n);
here we present a third definition which is easily seen to be equivalent. Let 〈·, ·〉 : ̟4(Γ(2)) ×
̟4(Γ(2))→ F2 be the alternating bilinear pairing given by setting 〈[i, j], [k, l]〉 = #({i, j} ∩ {k, l})
and extending F2-linearly. Then N (2
n) coincides with the kernel of this pairing, and the induced
pairing on M (2
n) is the one given by transport de structure via the isomorphism V/2V
∼→ M (2n)
described in part (c).
3. Lifting to Z/4Z
We will now find all possible liftings of Sd to subgroups of Sp(V/4V ), thus classifying all possible
subgroups ̟4(G) ⊂ ̟−14→2(Sd). We retain all previous notation, in particular our choice of lifts
ai,j ∈ V of the vectors v{i,j} ∈ V/2V and the subgroup N (2) ⊂ ̟4(Γ(2)) defined in §2.1 and
its corresponding quotient M (2). Since it should not cause confusion, throughout this section we
denote these group simply by N and M respectively. We write π : ̟4(Γ(2))։M for the quotient
map with respect to N .
3.1. The possible images of G ∩ Γ(2) modulo 4. We now show that the only possibilities for
the subgroup ̟4(G∩ Γ(2)) ⊆ ̟4(Γ(2)) are that it is the full ̟4(Γ(2)) or that it coincides with N .
Lemma 3.1. Suppose that H ⊂ ̟−14→2(Sd) is a subgroup satisfying ̟4→2(H) = Sd. We have the
(strict) containment N ⊂ H. In fact, we have that H 6⊃ ̟4(Γ(2)) implies H ∩̟4(Γ(2)) = N .
Proof. We first observe that H ∩̟4(Γ(2)) is an Sd-invariant subspace of ̟4(Γ(2)) in the sense of
§2.1; this follows from Proposition 2.1(b) and the fact that H surjects onto Sd. Now Proposition
2.4(d) says that the only Sd-invariant subgroup of ̟4(Γ(2)) strictly containing N is ̟4(Γ(2)) itself;
therefore, the second statement follows from the first.
Choose any transposition in Sd, say σ := (1, 2) ∈ Sd = Sd, and let u ∈ ̟4(G) be an element
with ̟4→2(u) = σ. Choose a vector a ∈ V/4V whose modulo-2 image is given by v{1,2} ∈ V/2V .
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Then it is straightforward to check that ̟4→2(ta) = σ so we have u = φta for some φ ∈ ̟4(Γ(2)).
Note that we have t2a = [1, 2] ∈ ̟4(Γ(2)). By Proposition 2.1(a), we have φ =
∑
1≤i<j≤2g+1 ci,j[i, j]
for unique scalars ci,j ∈ F2. Using Proposition 2.1(b), we compute
u := u2 = φ(taφt
−1
a )t
2
a = t
2
aφ(taφt
−1
a ) = [1, 2] +
∑
1≤i<j≤2g+1
ci,j([i, j] + [σ(i), σ(j)])
(4) = [1, 2] +
∑
3≤j≤2g+1
(c1,j + c2,j)([1, j] + [2, j]) = [1, 2] +
∑
j∈I
([1, j] + [2, j]) ∈ ̟4(G ∩ Γ(2)),
where I ⊆ {3, ..., 2g + 1} is the subset consisting of all j such that c1,j 6= c2,j. If I = ∅, then the
computation above shows that u = [1, 2]. It then follows from the Sd-invariance of ̟4(G ∩ Γ(2))
and Proposition 2.1(b) that [i, j] ∈ ̟4(G) for all 1 ≤ i < j ≤ 2g+1. Since these elements generate
̟4(Γ(2)) by Proposition 2.1(a), we are done. We therefore assume that I 6= ∅ and choose a natural
number k ∈ I. It is straightforward to compute that
(5) u+(2,k)u+(1,2,k)u = [1, 2] + [1, k] + [2, k] ∈ N.
Since u +(2,k) u +(1,2,k) u ∈ ̟4(G ∩ Γ(2)), similarly by Sd-invariance we get that the elements
[i, j] + [i, k] + [j, k] = ∆i,j,k lie in ̟4(G) for all distinct i, j, k. Since these elements generate N by
Proposition 2.4(b), we get N ⊂ ̟4(G). 
Corollary 3.2. Suppose that H ⊂ ̟−14→2(Sd) is a subgroup satisfying ̟4→2(H) = Sd and H ∩
̟4(Γ(2)) = N . For each σ ∈ Sd, let uσ ∈ H be an element such that ̟4→2(uσ) = σ. Then the set
of uσ’s generates H.
Proof. Let H ′ ⊆ H be the subgroup generated by the uσ’s. Choose any element u ∈ H, and let
σ = ̟2(u). Then we have uu
−1
σ ∈ H ∩̟4(Γ(2)) = N . But by applying Lemma 3.1 to H ′, we see
that N ⊂ H ′ and so u = (uu−1σ )uσ ∈ H ′. We thus get the desired equality H ′ = H.

3.2. Quasi-cocycles. We now fix, once and for all, a set of lifts σ˜ ∈ Sp(V ) for all σ ∈ Sd which
satisfies the following hypothesis.
Hypothesis 3.3. We assume the following.
a) We have ˜(1) = 1 and ̟2(σ˜) = σ for σ ∈ Sd.
b) For each transposition (i, j) ∈ Sd, we have (˜i, j) = tai,j .
In practice, we shall only be concerned with lifts of transpositions, and lifts of nontrivial non-
transpositions can be chosen arbitrarily.
Lemma 3.4. The lifts of transpositions fixed above satisfy the relations
(6) ̟8((˜i, j)(˜i, k)(˜i, j)) = ̟8((˜i, k)(˜i, j)(˜i, k))
and
(7) π ◦̟4((˜i, j)(˜k, l)) = π ◦̟4((˜k, l)(˜i, j))
for distinct i, j, k, l.
Proof. Using the fact that 〈(˜i, j), (˜i, k)〉2 ≡ 1 (mod 8), one checks straightforwardly from formulas
for transvections that (6) holds. To prove (7), one again checks using formulas for transvections
that if 〈ai,j , ak,l〉 ≡ 0 (mod 4) (resp. 〈ai,j , ak,l〉 ≡ 2 (mod 4)), the operators tai,j and tak,l commute
modulo 4 (resp. we have tai,j tak,lt
−1
ai,j t
−1
ak,l
≡ t2ai,j+ak,lt2ai,j t2ak,l (mod 4) and we see using Lemma 2.2
that its image in ̟4(Γ(2)) is equal to ∆i,j,k +∆j,k,l ∈ N).

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Definition 3.5. A (level-4) quasi-cocycle is a map ϕ : Sd →M satisfying the following condition:
ϕ(στ) = ϕ(σ) +σϕ(τ) + π ◦̟4(σ˜τ˜(σ˜τ )−1).
Our motivation for introducing quasi-cocycles is the following lemma, which says that finding
a subgroup of ̟−14→2(Sd) surjecting onto Sd whose intersection with ̟4(Γ(2)) coincides with N
amounts to furnishing a quasi-cocycle.
Lemma 3.6. Suppose that H ⊂ ̟−14→2(Sd) is a subgroup generated by a set {uσ}σ∈Sd with
̟4→2(uσ) = σ. Let ϕ : Sd → M be the map given by σ 7→ π(uσ̟4(σ˜)−1). Then we have
H ∩ ̟4(Γ(2)) = N if and only if ϕ is a quasi-cocycle. In fact, there is a one-to-one correspon-
dence between quasi-cocycles and such subgroups H ⊂ ̟−14→2(Sd): this correspondence is given by
sending a quasi-cocycle ϕ : Sd → M to the subgroup generated by the elements φσ̟4(σ˜), where
φσ ∈ ̟4(Γ(2)) is any element such that π(φσ) = ϕ(σ).
Proof. Let H ⊂ ̟−14→2(Sd) be a subgroup generated by elements uσ as in the statement. Suppose
that we have H ∩̟4(Γ(2)) = N . Let φσ = uσ̟4(σ˜)−1, and let ϕ : Sd → M be the map given by
σ 7→ π(φσ). Let σ, τ be any two elements of Sd. Then we have
(8) uσuτu
−1
στ = φσ̟4(σ˜)φτ̟4(τ˜ )̟4(σ˜τ)
−1φστ .
Since ̟4→2(uσuτu
−1
στ ) = 1 ∈ Sd, we have uσuτu−1στ ∈ H ∩̟4(Γ(2)) = N and thus, we have
(9) φστ ≡ φσ̟4(σ˜)φτ̟4(τ˜)̟4(σ˜τ)−1 = φσσφτ̟4(σ˜)̟4(τ˜ )̟4(σ˜τ)−1 (mod N).
Writing this as an equation of the images in M yields precisely the condition in Definition 3.5.
Conversely, suppose that ϕ : Sd → M is a quasi-cocycle. Let u ∈ H be any element with
̟4→2(u) = 1. Then u can be written as a product uσ1 ...uσr for some (not necessarily distinct)
elements σ1, ..., σr ∈ Sd with σ1...σr = 1. It follows from writing uσi̟4(σ˜)−1 ∈ ϕ(σi) +N and by
relating uσ1...σr with uσ1 ...uσr by repeated applications of the condition in Definition 3.5 that we
have
(10) 1 = u(1) = uσ1...σr ≡ uσ1 ...uσr = u (mod N),
which implies that u ∈ N . Since u was chosen as an arbitrary element of H ∩ ̟4(Γ(2)) and we
have N ⊆ H ∩̟4(Γ(2)) from Lemma 3.1, we get the desired statement.
Finally, to prove the one-to-one correspondence, we note that by Corollary 3.2, a subgroup
H ⊂ ̟−14→2(Sd) satisfying ̟4→2(H) = Sd and H ∩ ̟4(Γ(2)) = N is generated by any choice
of elements uσ ∈ ̟−14→2(σ) and therefore is induced by the quasi-cocycle ϕ : σ 7→ π(uσ̟4(σ˜)−1).
Moreover, this quasi-cocycle is unique: suppose that ϕ and ϕ′ are two quasi-cocycles which give
rise to the subgroup H ⊂ ̟−14→2(Sd) in this way. Then for any σ ∈ Sd, we have that uσ := φσ̟4(σ˜)
and u′σ := φ
′
σ̟4(σ˜) are both elements of H (where π(φσ) = ϕ(σ) and π(φ
′
σ) = ϕ
′(σ)), and so we
have φ′σφ
−1
σ ∈ H ∩̟4(Γ(2)) = N . Thus, we have φσ ≡ φ′σ (mod N), or equivalently, ϕ(σ) = ϕ′(σ),
and so the quasi-cocycles ϕ and ϕ′ are equal.

Lemma 3.7. Let ϕ : Sd →M be a quasi-cocycle. Then the map ϕ satisfies the following conditions.
(i) We have 〈ϕ((i, j)), v{i,j}〉 = 1 for 1 ≤ i < j ≤ d.
(ii) We have 〈ϕ((i, j)), v{k,l}〉 = 0 for distinct i, j, k, l.
Conversely, suppose that we define a map ϕ : Sd → M as follows. We first assign values of
ϕ((1, j)) for 2 ≤ j ≤ d which satisfy conditions (i) and (ii) and then, for each σ ∈ Sdr{(1, j)}2≤j≤d,
we write σ as a product of the generators (1, j) and apply the condition given in Definition 3.5
to determine ϕ(σ). Then the map ϕ is well defined (i.e. it does not depend on the choice of
presentation of each σ as a product of generators), and ϕ is a quasi-cocycle.
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Proof. It is easy to check from Definition 3.5 that any quasi-cocycle takes the trivial permutation
to 0 ∈M . Given any transposition σ = (i, j), we compute
(11) 0 = ϕ(1) = ϕ(σ2) = σϕ(σ) + ϕ(σ) + π ◦̟4((˜i, j)
2
) = 〈ϕ(σ), v{i,j}〉v{i,j} + v{i,j},
and therefore (i) holds. Now given any transpositions σ = (i, j) and τ = (k, l) with {i, j}∩{k, l} = ∅
(so σ and τ commute), the second relation given by Lemma 3.4 says that the elements π ◦̟4(σ˜)
and π ◦̟4(τ˜ ) commute. Let w = π ◦̟4(σ˜τ˜(σ˜τ )−1) = π ◦̟4(τ˜ σ˜(τ˜σ)−1) ∈M . We compute that
ϕ(στ) = ϕ(σ) +σϕ(τ) + w = ϕ(σ) + ϕ(τ) + 〈ϕ(τ), v{i,j}〉v{i,j} + w(12)
= ϕ(τσ) = ϕ(τ) +τϕ(σ) + w = ϕ(τ) + ϕ(σ) + 〈ϕ(σ), v{k,l}〉v{k,l} + w.(13)
Thus, we have 〈ϕ(τ), v{i,j}〉v{i,j} − 〈ϕ(σ), v{k,l}〉v{k,l} = ϕ(στ) − ϕ(τσ) = 0. Since v{i,j} and v{k,l}
are linearly independent, this implies that 〈ϕ(τ), v{i,j}〉 = 〈ϕ(σ), v{k,l}〉 = 0, and therefore (ii) holds.
Now suppose that we have constructed a map ϕ : Sd →M according to the procedure described
in the converse statement. We recall that a presentation for the symmetric group Sd is given
by the generators (1, 2), ..., (1, d) and relations (1, j)2 = 1 for 2 ≤ j ≤ d and (1, j)(1, k)(1, j) =
(1, k)(1, j)(1, k) for 2 ≤ j < k ≤ d. Therefore, showing that the map ϕ does not depend on
particular presentations of each element σ ∈ Sdr{(1, j)}2≤j≤d as a product of the (1, j)’s amounts
to showing that (a) we get the same value for ϕ((1, j)2) for 2 ≤ j ≤ d (which must be ϕ((1)) = 0),
and (b) we get the same value for ϕ((1, j)(1, k)(1, j)) and ϕ((1, k)(1, j)(1, k)) for 1 ≤ j < k ≤ d.
We have proven above that (a) is equivalent to condition (i), so we set out to prove (b).
Fix distinct j, k ∈ {2, ..., d}. By applying the condition in Definition 3.5 to the product (1, j)(1, k)(1, j)
and expanding, we get
ϕ((1, j)(1, k)(1, j)) − π ◦̟4((˜1, j)(˜1, k)(˜1, j)(˜j, k)
−1
) = ϕ((i, j)) +(1,j)ϕ((1, k)) +(1,j)(1,k)ϕ((1, j))
(14) = ϕ((1, k))+ 〈ϕ((1, k)), v{1,j}〉v{1,j}+ 〈ϕ((1, j)), v{1,k}〉v{1,k}+ 〈ϕ((1, j)), v{1,j}+v{1,k}〉v{1,j}.
By doing the same computation with j and k reversed, subtracting the resulting expression from
the one in (14), and using the first identity given by Lemma 3.4, we compute the difference
ϕ((1, j)(1, k)(1, j)) − ϕ((1, k)(1, j)(1, k)) to be
(15) ϕ((1, k)) + ϕ((1, j)) + 〈ϕ((1, j)), v{j,k}〉v{1,j} + 〈ϕ((1, k)), v{j,k}〉v{1,k}.
We claim that the above expression is equal to 0 ∈M , as desired. Due to the nondegeneracy of the
pairing 〈·, ·〉 on M , this follows from a verification that that the expression in (15) lies in the kernel
of the pairing, which can be checked straightforwardly by pairing it with v{1,j} (and by symmetry
with v{1,k}), with v{i,j} (and by symmetry with v{i,k}), and with v{i,l} for i, l /∈ {1, j, k}.
The map ϕ which we have obtained in the above way is clearly a quasi-cocycle by construction,
and the proposition is proved.

3.3. The possible images of G modulo 4. Thanks to Lemma 2.3, the following theorem implies
Theorem 1.1(a) and takes us a step closer to proving Theorem 1.1(b).
Theorem 3.8. a) There does not exist a quasi-cocycle S2g+2 → M . Therefore, there does not
exist a subgroup H ⊂ ̟−14→2(S2g+2) with ̟4→2(H) = S2g+2 and H ∩̟4(Γ(2)) = N .
b) For each c = (c2, ..., c2g+1) ∈ F2g2 , let ϕc : S2g+1 → M be the map defined by assigning
ϕc((1, j)) = cjv{1,j} + v{2,...,2g+1} for 2 ≤ j ≤ 2g + 1 and determining ϕc(σ) for σ ∈ S2g+1 r
{(1, j)}2≤j≤2g+1 as in the second statement of Lemma 3.7 (by that lemma, this map is a well-
defined quasi-cocycle). Then every quasi-cocycle ϕ : S2g+1 → M is equal to ϕc for some c ∈ F2g2 .
Therefore, there are precisely 22g subgroups H ⊂ ̟−14→2(S2g+1) satisfying ̟4→2(H) = S2g+1 and
H ∩̟4(Γ(2)) = N . Moreover, the set of these subgroups forms a full conjugacy class of subgroups
of ̟−14→2(S2g+1).
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Proof. Suppose that we have a quasi-cocycle ϕ : S2g+2 → M . Then condition (ii) in the state-
ment of Lemma 3.6 implies that 〈ϕ((1, 2)),∑3≤i<j≤2g+2 v{i,j}〉 = 0. But since we have v{1,2} =∑
3≤i<j≤2g+2 v{i,j} by Lemma 2.2, this contradicts condition (i) given by Lemma 3.6. Therefore
there is no such quasi-cocycle. The statement about nonexistence of the subgroup H now follows
from Lemma 3.6, and part (a) is proved.
It is immediate to verify that the 22g (distinct) maps ϕc : S2g+1 →M satisfy conditions (i) and
(ii) given by Lemma 3.7 for the transpositions (1, j) and are therefore quasi-cocycles. Now let ϕ
be any quasi-cocycle satisfying those conditions (i) and (ii) for the transpositions (1, j). Then for
each j, those conditions (i), (ii) imply that 〈(ϕ − ϕ0)((1, j)), v{1,j}〉 = 〈(ϕ − ϕ0)((1, j)), v{k,l}〉 = 0
for all k, l /∈ {1, j}. Thus, the vector (ϕ−ϕ0)((1, j)) ∈M lies in the orthogonal complement of the
subspace of M generated by {v{1,j}} ∪ {v{k,l}}k,l/∈{1,j}, which clearly coincides with the subspace
spanned by the vector v{1,j}. It follows that (ϕ − ϕ0)((1, j)) = cjv{1,j} for some cj ∈ F2, which
implies that ϕ = ϕc where c = (c2, ..., c2g+1). The fact that these correspond to 2
2g distinct
subgroups H as in the statement now follows from Lemma 3.6.
We now prove the statement about conjugacy. It is clear that conjugating any subgroup H
satisfying ̟4→2(H) = S2g+1 and H ∩ ̟4(Γ(2)) = N by any element in ̟−14→2(S2g+1) yields
another subgroup with those same properties (here we are using the fact that the S2g+1-invariance
of N implies that N ✁̟−14→2(Sd)). It remains to show that all such subgroups are conjugate. For
each c ∈ F2g2 , we denote the subgroup of ̟−12 (Sd) corresponding to ϕc via Lemma 3.6 by Hc; we
shall prove that the subgroups Hc are all conjugate. Fix a vector c ∈ F2g2 and choose a set of
generators uσ for Hc with π(uσ̟4(σ˜)) = ϕc(σ). For a choice of distinct i, j ∈ {1, ..., 2g + 1}, we
have ̟4((˜i, j))
2Hc̟4((˜i, j))
−2 = Hc′ for some c
′ = (c′2, ..., c
′
2g+1) ∈ F2g2 . We claim that we have
c′ − c = (〈v{i,j}, v{1,k}〉)2≤k≤2g+1. Indeed, for k ∈ {2, ..., 2g + 1}, setting φ(1,k) = u(1,k)̟4((˜1, k)),
we compute that ̟4((˜i, j)
2
)u(1,k)̟4((˜i, j)
−2
) = ̟4((˜i, j)
2
)φ(1,k)̟4((˜1, k)(˜i, j)
−2
)
(16)
= ̟4((˜i, j)
2
)φ(1,k)̟4
(
(˜1, k)(˜i, j)
−2
(˜1, k)
−1
)̟4((˜1, k)) = ̟4
(
(˜i, j)
2
((˜1, k)(˜i, j)
−2
(˜1, k)
−1
)
)
u(1,k).
We know that ̟4((˜i, j))
2u(1,k)̟4((˜i, j))
−2 has image (1, k) ∈ Sd under π and therefore is equal to
φ′(1,k)̟4((˜1, k)) ∈ Hc′ for some φ′(1,k) ∈ ̟4(Γ(2)) with π(φ′(1,k)) = ϕc′((1, k)) ∈ M . Multiplying
the expression on the right-hand side of (16) by ̟4((˜1, k))
−1 and reducing modulo N to get an
expression for ϕc′((1, k)) yields v{i,j} +
(1,k)v{i,j} + ϕ((1, k)) = 〈v{i,j}, v{1,k}〉v{1,k} + ϕ((1, k)) ∈ M .
We therefore have c′k − ck = 〈v{i,j}, v{1,k}〉, thus proving the claim.
The above claim implies by linearity that for any u ∈ ̟4(Γ(2)), if c′ ∈ F2g2 is the vector such
that uHcu
−1 = Hc′ , then we have c
′ − c = (〈π(u), v{1,k}〉)2≤k≤2g+1. Now it follows from the
nondegeneracy of the pairing 〈·, ·〉 on M and the fact that the v{1,k}’s form a basis forM that given
any c, c′ ∈ F2g2 , we may choose an element u ∈ ̟4(Γ(2)) such that (〈π(u), v{1,k}〉)2≤k≤2g+1 = c′− c
and thus uHcu
−1 = Hc′ . The desired statement is proved.

We conclude the section with the following remark, which will be useful in §4.2.
Remark 3.9. For any c ∈ F2g2 , it is easy to show directly from properties (i) and (ii) given in the
statement of Lemma 3.7 that the subset I ⊂ {1, ..., 2g + 1} such that ̟c((i, j)) = vI satisfies the
property that {1, ..., 2g + 1}r I is a singleton subset of {i, j}.
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4. Lifting to Z/8Z
For the rest of the paper, we assume that g ≥ 2 and that d = 2g + 1. We retain all previous
notation and in particular our fixed choices of ai,j ∈ V from earlier, with (˜i, j) = tai,j ∈ Sp(V ). In
this subsection we shall determine all lifts to Sp(V/8V ) of each of the subgroups we classified by
Theorem 3.8(b). We begin by determining the possible intersections of such lifts with ̟8(Γ(2)).
4.1. The possible images of G ∩ Γ(2) modulo 8. We first show that the only possibilities for
the subgroup ̟8(G ∩ Γ(4)) ⊆ ̟8(Γ(4)) are that it is the full ̟8(Γ(4)) or that it coincides with
N (4).
Lemma 4.1. Suppose that H ⊂ ̟−18→2(Sd) is a subgroup satisfying ̟8→2(H˜) = Sd. We have the
(strict) containment N (4) ⊂ H. In fact, we have that H 6⊃ ̟8(Γ(4)) implies H ∩̟8(Γ(4)) = N (4).
Proof. Exactly as in the proof of the analogous statement of Lemma 3.1, we have that H∩̟8(Γ(4))
is an Sd-invariant subspace of ̟8(Γ(4)) (a fact which we will use freely below) and so the second
statement follows from the first.
We know from Lemma 3.1 that ̟8→4(H) ∩̟4(Γ(2)) ⊇ N (2). For ease of notation, for 1 ≤ i <
j ≤ 2g + 1 we write ⌊i, j⌋ = ⌊j, i⌋ ∈ ̟8(Γ(2)) for the image modulo 8 of t2ai,j . Choose elements
∆˜1,2,3, ∆˜1,2,4 ∈ H ∩̟8(Γ(2)) whose respective images modulo 4 are ∆1,2,3,∆1,2,4 ∈ N (2). Then we
can write
(17) ∆˜1,2,3 = s⌊1, 2⌋⌊1, 3⌋⌊2, 3⌋, ∆˜1,2,4 = s′⌊1, 2⌋⌊1, 4⌋⌊2, 4⌋
for some s, s′ ∈ H ∩ ̟8(Γ(4)). Now we use Proposition 2.4(f) to compute that the commutator
∆˜1,2,3∆˜1,2,4∆˜
−1
1,2,3∆˜
−1
1,2,4 ∈ H is
(18) ∆1,2,3 +∆1,2,3 +∆1,2,4 +∆1,3,4 +∆1,2,4 +∆2,3,4 = ∆1,3,4 +∆2,3,4 ∈ ̟8(Γ(4)).
We therefore get that H contains all elements of the form ∆i,j,k + ∆l,j,k ∈ ̟8(Γ(4)) for distinct
i, j, k, l. It is easy to see that the set of all such elements generates N
(4)
0 , and so we have H ⊇ N (4)0 .
By Proposition 2.4(e), it now suffices to show thatH contains some element of̟8(Γ(4))r̟8(Γ(4))0.
If we have ̟8→4(H) ⊃ ̟4(Γ(2)), then by Lemma 2.3, we have H ⊃ ̟8(Γ(4)) and we are
done. We therefore assume otherwise, which implies by Lemma 3.1 that we have the equality
̟8→4(H ∩ ̟8(Γ(2))) = N (2). Lemma 3.6 and Theorem 3.8(b) imply that ̟8→4(H) is conjugate
in ̟−14→2(S2g+1) to a subgroup corresponding to the quasi-cocycle ϕ0 where 0 ∈ F2g2 is the zero
vector. We therefore assume, after possibly conjugating by a suitable element of ̟−18→2(S2g+1),
that ̟8→4(H) ⊂ ̟−14→2(S2g+1) is the subgroup corresponding to the quasi-cocycle ϕ0 via the
constructions given in §3. Since we have π ◦ ̟8→4(⌊1, 2⌋...⌊1, 2g + 1⌋) = v{2,...,2g+1} ∈ M (2), the
elements ̟8→4(⌊1, 2⌋...⌊1, 2g + 1⌋)̟4((˜1, j)) lie in ̟4(H) for 2 ≤ j ≤ 2g + 1. Choose respective
liftings u(1,j) ∈ H of these elements, so that we have u(1,j) = sj⌊1, 2⌋...⌊1, 2g +1⌋̟8((˜1, j)) for each
j, where the sj ’s are elements of ̟8(Γ(4)). We claim that there exist j, k ∈ {2, ..., 2g+1} such that
we have u(1,j)u(1,k)u(1,j)u
−1
(1,k)u
−1
(1,j)u
−1
(1,k) ∈ ̟8(Γ(4)) r̟8(Γ(4))0, thus proving the lemma.
For 2 ≤ j ≤ 2g + 1, let u′(1,j) = s−1j u(1,j) = ⌊1, 2⌋...⌊1, 2g + 1⌋̟8((˜1, j)). Using Proposition
2.4(f), we see that u′(1,j)u
′
(1,k)u
′
(1,j)u
′−1
(1,k)u
′−1
(1,j)u
′−1
(1,k) = s
−3
j s
−3
k u(1,j)u(1,k)u(1,j)u
−1
(1,k)u
−1
(1,j)u
−1
(1,k). Since
g ≥ 2, there is some choice of j, k such that sj ≡ sk (mod ̟8(Γ(4))0), and in this case we have
u′(1,j)u
′
(1,k)u
′
(1,j)u
′−1
(1,k)u
′−1
(1,j)u
′−1
(1,k) ≡ u(1,j)u(1,k)u(1,j)u−1(1,k)u−1(1,j)u−1(1,k) (mod ̟8(Γ(4))0). It therefore suf-
fices to show that u′(1,j)u
′
(1,k)u
′
(1,j)u
′−1
(1,k)u
′−1
(1,j)u
′−1
(1,k) ∈ ̟8(Γ(4)) r̟8(Γ(4))0 for 2 ≤ j < k ≤ 2g + 1.
By slightly abusing notation for the sake of brevity, below we use the superscript (˜i,j) to indicate
conjugation by ̟8((˜i, j)) for distinct i, j. We also write µ for ⌊1, 2⌋...⌊1, 2g + 1⌋ ∈ ̟8(Γ(2)).
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Since ̟8(Γ(4))0 is normal in ̟
−1
8→2(S2g+1), it suffices to show for any j, k that we have
µ−1u′(1,j)u
′
(1,k)u
′
(1,j)u
′−1
(1,k)u
′−1
(1,j)u
′−1
(1,k)µ ∈ ̟8(Γ(4)) r ̟8(Γ(4))0. Using the first relation given by
Lemma 3.4, we compute
(19) µ−1u′(1,j)u
′
(1,k)u
′
(1,j)u
′−1
(1,k)u
′−1
(1,j)u
′−1
(1,k)µ = (
(˜1,j)µ)((˜1,j)(˜1,k)µ)((˜1,k)(˜1,j)µ)−1((˜1,k)µ)−1.
We now proceed to show that this element lies in N (4)rN (4)0 ⊂ ̟8(Γ(4))r̟8(Γ(4))0, freely using
the fact that elements of N (4) commute with everything in ̟8(Γ(2)) by Proposition 2.4(f).
Step 1: We show that the expression in (19) is equivalent modulo N
(4)
0 to
(20) µj(
(˜1,j)µk)(
(˜1,k)µj)
−1µ−1k ,
where µi denotes ⌊i, 2⌋...⌊i, i−1⌋⌊i, 1⌋⌊i, i+1⌋...⌊i, 2g+1⌋ for 2 ≤ i ≤ 2g+1. We do this by showing
that νi := (
(˜1,i)µ)µ−1i ∈ N (4) for any i; we will then be able to factor νj((˜1,j)νk)((˜1,k)νj)−1ν−1k ∈ N (4)0
from the expression in (19) to get the expression in (20) multiplied by an element of N
(4)
0 . Fix a
choice of i ∈ {2, ..., 2g + 1}. We first observe that
(21) (˜1,i)⌊1, l⌋⌊i, l⌋−1 = ̟8(ta1,it2a1,lt−1a1,it−2ai,l) = ̟8(t2ta1,i (a1,l)t
−2
ai,l
),
and that since ta1,i(a1,l) ≡ ai,l (mod 2), by Proposition 2.4(g) we have (˜1,i)⌊1, l⌋⌊i, l⌋−1 ∈ N (4). It
follows that (˜1,i)µ ≡ ⌊i, 2⌋...⌊i, i − 1⌋⌊i, 1⌋⌊i, i + 1⌋...⌊i, 2g + 1⌋ = µi (mod N (4)).
Step 2: We show that (˜1,k)µj ≡ µj (mod N (4)0 ) for any distinct i, l ∈ {2, ..., 2g + 1}, which will
allow us to reduce the expression in (20) to µjµkµ
−1
j µ
−1
k . Since the commutator of any two terms
of the form ⌊j, l⌋ lies in N (4) by Proposition 2.4(f), we can reorder the terms in the defining formula
for µj and get ν
′
j := µ
′
jµ
−1
j ∈ N (4), where µ′j = ⌊j, k⌋⌊j, 1⌋
∏
l 6=1,j⌊j, l⌋ with the product taken from
least to greatest. Then we have (˜1,k)µjµ
−1
j =
(˜1,k)µ′jµ
′−1
j [(
(˜1,k)ν ′j)ν
′−1
j ] ≡(˜1,k)µ′jµ′−1j (mod N (4)0 ).
We now check directly from formulas for transvections that for any a, b ∈ V with 〈a, b〉 ≡ 0 (mod
2), we have the relation t−2a t
2
ta(b)
≡ t4a+bt4at4b (mod 8). Then for any choice of l 6= 1, j, k, if we put
b = aj,l and a = a1,k, this relation yields
(22) ⌊j, l⌋−1((˜1,k)⌊j, l⌋) = ̟8(t4aj,l+a1,k t4aj,lt4a1,k),
which we identify with T{1,j,k,l}+ T{j,l}+ T{1,k} ∈ sp(V/2V ) ∼= ̟8(Γ(4)). Using Lemma 2.2, we see
that this equals [1, j]+[1, l]+[k, j]+[k, l] ∈ N (4)0 , so we have (˜1,k)µ′jµ′−1j ≡ (˜1,k)(⌊j, 1⌋⌊j, k⌋)(⌊j, k⌋⌊1, j⌋)−1
(mod N
(4)
0 ). Since ta1,j (a1,k) ≡ aj,k (mod 2), we have sj,k := ta1,j⌊1, k⌋t−1a1,j ⌊j, k⌋−1 = t2ta1,j (a1,k)t
−2
aj,k
lies in N (4) by Proposition 2.4(g). We are therefore able to compute (using the first identity given
by Lemma 3.4)
(˜1,k)(⌊j, k⌋⌊1, j⌋) =(˜1,k)(s−1j,kta1,j⌊1, k⌋t−1a1,j ⌊1, j⌋) =(˜1,k)s−1j,kta1,k ta1,j t2a1,k ta1,j t−1a1,k
=(˜1,k)s−1j,kta1,j ta1,k ta1,j ta1,k ta1,j t
−1
a1,k
=(˜1,k)s−1j,kta1,j t
2
a1,k
ta1,j =
(˜1,k)s−1j,kta1,j⌊1, k⌋t−1a1,j ⌊1, j⌋
(23) =(˜1,k)s−1j,ksj,k⌊j, k⌋⌊1, j⌋ ≡ ⌊j, k⌋⌊1, j⌋ (mod N (4)0 ).
We therefore get (˜1,k)µjµ
−1
j ≡(˜1,k)(⌊j, 1⌋⌊j, k⌋)(⌊j, k⌋⌊1, j⌋)−1 ≡ 0 (mod N (4)0 ), as desired.
Step 3: Finally, we show that the commutator µjµkµ
−1
j µ
−1
k lies in N
(4) r N (4)0 , which will
conclude the proof. Using the fact that the commutator subgroup of ̟8(Γ(2)) is contained in the
center of ̟8(Γ(2)) by Proposition 2.4(f), we have µjµkµ
−1
j µ
−1
k =
∏
l 6=k(µj⌊k, l⌋µ−1j ⌊k, l⌋−1). We
further deduce using Proposition 2.4(f) that for l 6= j, k that µj⌊k, l⌋µ−1j ⌊k, l⌋−1 is ∆j,k,l +∆j,k,l =
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0 ∈ ̟8(Γ(4)), while µj⌊j, k⌋µ−1j ⌊j, k⌋−1 is computed to be
∑
i 6=j,k∆i,j,k ∈ N (4) rN (4)0 , and we are
done.

Remark 4.2. The step in the above proof where we choose j and k so that sj ≡ sk (mod̟8(Γ(4))0)
is the only step of the argument for which the assumption that g ≥ 2 is necessary. When g = 1, there
indeed exist subgroups H ⊂ ̟−18→2(S3) with ̟8→2(H) = S3 and H ∩̟8(Γ(4)) = N (4)0 = {1} (e.g.
letting H be generated by ̟8(t
−2
a1,2t
−2
a1,3ta1,2) and ̟8(t
4
a2,3t
2
a1,2t
3
a1,3), we have H ∩̟8(Γ(2)) = {±1}).
If we impose an additional assumption in the g = 1 case that H ∩̟8(Γ(4)) = N (4), the arguments
in the rest of §4 still carry through and such subgroups can still be classified as in the statement of
Theorem 4.13 below.
Now that we have determined the subgroup H ∩ ̟8(Γ(4)) ⊂ H in the case that H does not
contain ̟8(Γ(4)), we are able to determine the only possible subgroup H ∩ ̟8(Γ(2)) ⊂ H in
this case. We retain the notation of ⌊i, j⌋ = ̟8(t2ai,j ) used in the proof of Lemma 4.1 and define
N˜ ⊂ H ∩̟8(Γ(2)) to be the subgroup generated by the elements
δi,j,k := ⌊i, j⌋⌊i, k⌋⌊j, k⌋
∏
1≤l<m≤2g+1
{l,m}∩{i,j,k}6=∅
⌊l,m⌋2
(note that the elements of the product commute with everything in ̟8(Γ(2)) by Proposition 2.4(f),
so in particular there is no need to specify any order). We write M˜ for the quotient ̟8(Γ(2))/N˜ and
write π˜ : ̟8(Γ(2))/N˜ ։ M˜ for the corresponding quotient map. The fact that π˜◦̟8→4 = ̟8→4◦π
implies that M˜ is an extension of M (2) by M (4). It is clear from Proposition 2.4(f) that M˜ is an
abelian group and in fact a Z/4Z-module generated by the order-4 elements ⌊i, j⌋ := π˜(⌊i, j⌋) for
1 ≤ i < j ≤ 2g + 1 which satisfy certain relations coming from the definition of the elements
δi,j,k ∈ ̟8(Γ(2)). We therefore use additive notation when expressing the elements of M˜ in terms
of the ⌊i, j⌋’s.
Proposition 4.3.
a) The subgroup N˜ ⊂ ̟8(Γ(2)) is the unique normal subgroup of ̟−18→2(S2g+1) whose intersection
with ̟8(Γ(4)) coincides with N
(4) and whose image modulo 4 coincides with N (2).
b) The conjugation action on the normal subgroup ̟8(Γ(2)) ✁̟
−1
8→2(S2g+1) induces an action
of Sd = S2g+1 = ̟
−1
8→2(S2g+1)/̟8(Γ(2)) on M˜ = ̟8(Γ(2))/N˜ which is given as follows: any
permutation σ ∈ S2g+1 sends each generator ⌊i, j⌋ to ⌊σ(i), σ(j)⌋.
Proof. We first show that we have N˜ ✁̟−18→2(S2g+1). It is clear from Proposition 2.1(a) and the
fact that S2g+1 is generated by transpositions that the group ̟
−1
8→2(S2g+1) is generated by the lifts
(˜i, j). As in the proof of Lemma 4.1, we check using Proposition 2.4(g) that for 1 ≤ i < j ≤ 2g+1,
conjugation by the image modulo 8 of its lift σ˜ = (˜i, j) sends ⌊k, l⌋ to ⌊σ(k), σ(l)⌋ times an element
of N (4) ⊂ N˜ , which proves the normality statement.
We next observe that ̟8→4(δi,j,k) = ∆i,j,k ∈ N (2) for all i, j, k and so ̟8→4(N˜ ) coincides with
N (2) ⊂ ̟4(Γ(2)). Moreover, we get the inclusion N (4) ⊆ N˜ ∩ ̟8(Γ(4)) from Proposition 2.4(a)
and the easily verifiable fact that δi,k,jδ
−1
i,j,k is equal to ∆i,j,k ∈ ̟8(Γ(4)) for any i, j, k. To get the
reverse inclusion, we refer to the full set of relations among the generators ∆i,j,k of N
(2) given by
Proposition 2.4(b); we need to show that δi,j,kδi,j,lδi,k,lδj,k,l ∈ N (4) for all distinct i, j, k, l. It is
straightforward to compute (again using the fact that commutators between elements of the form
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⌊i, j⌋ lie in N (4) by Proposition 2.4(f)) that δi,j,kδi,j,lδi,k,lδj,k,l is the element
[i, j] + [i, k] + [i, l] + [j, k] + [j, l] + [k, l] +
∑
m6=i,j,k,l
([m, i] + [m, j] + [m,k] + [m, l]) ∈ ̟8(Γ(4)),
which belongs to N (4) by definition. Thus, the subgroup N˜ ⊂ ̟8(Γ(2)) satisfies N˜ ∩̟8(Γ(4)) =
N (4) and ̟8→4(N˜) = N
(2).
To prove uniqueness, suppose that N˜ ′ ⊂ ̟8(Γ(2)) is another subgroup which is normal in
̟−18→2(S2g+1), whose intersection with ̟8(Γ(4)) coincides with N
(4), and whose image modulo 4
coincides with N (2). We compare the quotients N˜/N (4) and N˜ ′/N (4) as subgroups of ̟8(Γ(2))/N
(4)
as follows. For all distinct i, j, k, we choose lifts δ′i,j,k ∈ N˜ ′ satisfying ̟4(δ′i,j,k) = ∆i,j,k (noting
that this choice is unique modulo N (4)), and we let ǫi,j,k ∈ ̟8(Γ(2))/N (4) be the image modulo
N (4) of δ′i,j,kδ
−1
i,j,k. It follows from Proposition 2.4(f) that the group ̟8(Γ(2))/N
(4) is abelian.
From this it is easy to see that the elements ǫi,j,k lie in ̟8(Γ(4))/N
(4) ∼= M (4) where M is the
vector space with the S2g+1-action given by Proposition 2.4(c), and that for distinct i, j, k, l, these
elements (identified with their images in M (4) and written additively) satisfy σǫi,j,k = ǫσ(i),σ(j),σ(k)
and ǫi,j,k + ǫi,j,l + ǫi,k,l + ǫj,k,l = 0. The former property implies that for a given i, j, k, the vector
ǫi,j,k is either 0 or vI ∈M , where I is the compliment of {i, j, k} in = {1, ..., 2g + 1}. Suppose the
latter; then for any l 6= i, j, k, the former and latter properties above give
(24) 0 = ǫi,j,k + ǫi,j,l + ǫi,k,l + ǫj,k,l = ǫi,j,k +
(k,l)ǫi,j,k +
(j,l)ǫi,j,k +
(i,l)ǫi,j,k = v{i,j,k,l},
and we have a contradiction. Therefore, we have that ǫi,j,k and so δ
′
i,j,k = δi,j,k for all i, j, k, implying
the desired equality N˜ ′ = N˜ . Part (a) is proved.
Now the fact that N˜ is normal in ̟−18→2(S2g+1) implies that the conjugation action induces
an action of ̟−18→2(S2g+1) on the quotient M˜ . Since the commutator subgroup of ̟8(Γ(2)) is
contained in N˜ , conjugation by any element of̟8(Γ(2)) fixes each element of̟8(Γ(2)) modulo N˜ ; it
follows that the induced action of ̟−18→2(S2g+1) on the quotient M˜ factors through ̟
−1
8→2(S2g+1)։
̟−18→2(S2g+1)/̟8(Γ(2)) = S2g+1. The formula for the action given in the statement of (b) follows
from the observations that for any u ∈ Sp(V ) with σ := ̟2(u) ∈ S2g+1 and for each ai,j ∈ V as
given by Hypothesis 3.3(b), we have utai,ju
−1 = tu(ai,j ); the image modulo 2 of u(ai,j) is v{σ(i),σ(j)} ∈
V/2V ; and the fact (evident from Proposition 2.4(f)) that we have π˜ ◦̟8(tb) = ⌊σ(i), σ(j)⌋ for any
b ∈ V whose image modulo 2 is v{σ(i),σ(j)} ∈ V/2V .

Corollary 4.4. Suppose that H ⊂ ̟−18→2(Sd) is a subgroup satisfying ̟8→2(H) = Sd. We have
the (strict) containment N˜ ⊂ H. In fact, we have that H 6⊃ ̟8(Γ(4)) implies H ∩̟8(Γ(2)) = N˜ ;
in this case, we have #H = (2g + 1)! · 24g2−2g.
Proof. Proposition 2.4(f) implies that the commutator of any element of ̟8(Γ(2)) with any element
of H ∩̟8(Γ(2)) lies in N (4), which by Lemma 4.1 is contained in H ∩̟8(Γ(2)), so we have that
H∩̟8(Γ(2)) is a normal subgroup of ̟8(Γ(2)). SinceH∩̟8(Γ(2)) is clearly normal in H and since
̟−18→2(S2g+1) is generated by its subgroups H and ̟8(Γ(2)), we have H∩̟8(Γ(2))✁̟−18→2(S2g+1).
The second statement of the corollary clearly implies the first, so we now assume that H does not
contain ̟8(Γ(4)) and show that H ∩̟8(Γ(2)) = N˜ . Indeed, thanks to Lemma 2.3, our assumption
implies that ̟8→4(H) does not contain ̟4(Γ(2)). Then Lemmas 3.1 and 4.1 respectively show
that ̟8→4(H) ∩ ̟4(Γ(2)) = N (2) and H ∩ ̟8(Γ(4)) = N (4). Thus, the uniqueness statement in
Proposition 4.3(a) implies that the subgroup H ∩̟8(Γ(2))✁̟−18→2(S2g+1) must coincide with N˜ .
The claimed cardinality of H comes from the computation #H = #̟8→2(H)#(H ∩̟8(Γ(2)) =
#S2g+1#N˜ = (2g + 1)! ·#N (2)#N (4) = (2g + 1)! · 24g2−2g. 
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Corollary 4.5. Suppose that H ⊂ ̟−18→2(Sd) is a subgroup satisfying ̟8→2(H) = Sd and H ∩
̟8(Γ(2)) = N˜ . For each σ ∈ Sd, let uσ ∈ H be an element such that ̟8→2(uσ) = σ. Then the set
of uσ’s generates H.
Proof. This is exactly the same as the proof of Corollary 3.2 (except that we refer to Corollary 4.4).

4.2. Quasi-cocycles at level 8. We now set out to classify all possibilities for the image of
G ⊂ Sp(V ) modulo 8 assuming that G does not contain Γ(4) ✁ Sp(V ). In this subsection and the
next, we will present a series of definitions, lemmas, propositions which are analogous to the ones
in §3.2 and §3.3 with analogous proofs; the arguments will therefore be presented briefly and with
references to the corresponding arguments for the results in those earlier subsections. Proposition
5.2 below does not rely on any of the results presented in this subsection and the next, and the
reader interested in our argument for why G must contain Γ(8) may therefore skip the rest of §3.
We retain our choices of vectors ai,j ∈ V and lifts σ˜ ∈ Sp(V ) which were fixed in §3.2. For
each c = (c2, ..., c2g+1) ∈ F2g2 , we recall the construction given by Theorem 3.8(b) which yields
a quasi-cocycle ϕc : S2g+1 → M (2) and a corresponding subgroup Hc ( ̟−14→2(S2g+1). For any
c ∈ F2g2 and any i, j ∈ {1, ..., 2g+1}, we have seen in Remark 3.9 that the compliment of the subset
I ⊂ {1, ..., 2g + 1} such that ̟c((i, j)) = vI consists of exactly one natural number which is either
i or j; we denote this number by mc,i,j ∈ {i, j}. We fix, once and for all, a set of lifts yc,σ ∈ Sp(V )
for all σ ∈ S2g+1 which satisfies the following hypothesis.
Hypothesis 4.6. For each c ∈ F2, we assume the following.
a) We have yc,(1) = 1 and π ◦̟4(yc,σσ˜−1) = ϕc(σ) ∈M (2) for σ ∈ Sd.
b) For each transposition (i, j) ∈ S2g+1, we have
yc,(1,j) = ˜(mc,i,j , 1)
2
... ˜(mc,i,j,mc,i,j − 1)
2
˜(mc,i,j,mc,i,j + 1)
2
... ˜(mc,i,j, 2g + 1)
2
(˜i, j).
It is clear from the construction given by Theorem 3.8(b) for ϕc and our definition for the mc,i,j’s
that part (b) of the above hypothesis is compatible with part (a) and that therefore a set of such
lifts does exist (again, lifts of nontrivial non-transpositions may be chosen arbitrarily). In order to
obtain an analog of Lemma 3.4, we first need another lemma.
Lemma 4.7. Let a, b, c ∈ V be vectors whose images modulo 2 form a linearly independent subset
of V/2V and which satisfy 〈a, b〉 = 〈b, c〉 = −1 and 〈a, c〉 = 0. We have the identity
(25) t2at
2
tb(a)
t2tc(tb(a))t
2
bt
2
tc(b)
t2c = t
2
at
2
a−bt
2
a−b+ct
2
bt
2
b−ct
2
c = t
2
a+c.
Proof. This can be checked through a straightforward but tedious computation which we outline as
follows. We first note that the submoduleW ⊂ V consisting of vectors v satisfying 〈v, a〉 = 〈v, c〉 = 0
is of rank 2g − 2 as it is the orthogonal compliment of the subspace generated by a and c (which
by linear independence modulo 2 and Nakayama’s Lemma has rank 2). Then it is clear that there
is a vector d ∈ V satisfying 〈d, a〉 = 1 and 〈d, c〉 = 0 and that V is generated over its submodule
W by the elements b, d. Thus it suffices to check using formulas for transvections that the operator
on the left-hand side of (25) acts as the identity on W , fixes b, and sends d to d+ a+ c.

Remark 4.8. The above lemma has a topological interpretation which the author used to first
arrive at the formula in (25). The rough idea is to imagine a compact genus-g Riemann surface Σ
with a degree-2 covering map to the Riemann sphere S, ramified at the points 1, ..., 2g + 1,∞ ∈
S, and to identify V with H1(Σ,Z) ⊗ Z2 in such a way that the vectors a, b, c ∈ V correspond
to classes of simple loops on Σ whose images on S wrap counterclockwise around the subsets
{1, 2}, {2, 3}, {3, 4} of the ramification points respectively. There is an action of the planar braid
group B2g+1 on H1(Σ,Z) given by the reduced integral Burau representation as described in [1, §2.1]
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(which is also induced by the action ρ on the fundamental group of Sr{1, ..., 2g+1,∞} given in [4,
§2.1]). This action is such that for any even-cardinality subinterval {2r+1, ..., 2s} ⊂ {1, ..., 2g+1},
the (pure) braid αI ∈ B2g+1 given by rotating the points in I counterclockwise in a full circle acts
on H1(Σ,Z) as t2aI where aI ∈ H1(Σ,Z) is represented by a simple loop whose image on S wraps
counterclockwise around the subset I of ramification points. Meanwhile, the standard generators βi
of B2g+1 for 1 ≤ i ≤ 2g (where βi rotates the points i and i+ 1 in a counterclockwise semicircular
motion) each act as ta{i,i+1} . Then the desired identity follows from the visual verification that
α{1,2,3,4} equals the composition α{1,2}(β2α{1,3}β
−1
2 )(β3β2α{1,4}β
−1
2 β
−1
3 )α{2,3}(β3α{2,4}β
−1
3 )α{3,4}.
There are also topological interpretations of a similar flavor for Lemmas 2.2 and 5.1.
Lemma 4.9. With respect to any c ∈ F2g2 , the lifts of transpositions fixed above satisfy the relations
(26) π˜ ◦̟8(yc,(i,j)yc,(i,k)yc,(i,j)) = π˜ ◦̟8(yc,(i,k)yc,(i,j)yc,(i,k))
and
(27) π˜ ◦̟8(yc,(i,j)yc,(k,l)) = π˜ ◦̟8(yc,(k,l)yc,(i,j))
for distinct i, j, k, l.
Proof. We start by noting that the first identity in Lemma 3.4 implies that π˜◦̟8((˜i, j)(˜i, k)(˜i, j)) =
π˜ ◦̟8((˜i, k)(˜i, j)(˜i, k)). Meanwhile, let us first assume that mc,i,j = mc,i,k = i. Then we have
π˜ ◦̟8(yc,(i,j)yc,(i,k)yc,(i,j)(˜i, j)
−1
(˜i, k)
−1
(˜i, j)
−1
) =
∑
m6=i
⌊i,m⌋ +(i,j)
∑
m6=i
⌊i,m⌋+(i,j)(i,k)
∑
m6=i
⌊i,m⌋
(28) =
∑
l=i,j,k; m6=i,j,k
⌊l,m⌋.
Since this expression is invariant under transposition of j and k, we get the desired equality
π˜ ◦̟8(yc,(i,j)yc,(i,k)yc,(i,j)) = π˜ ◦̟8(yc,(i,k)yc,(i,j)yc,(i,k)). In the other cases (where (mc,i,j,mc,i,k)
is (i, k), (j, i), or (j, k)), the first identity in the statement results from a similarly straightforward
calculation.
To prove the second identity, we first note that the element π˜ ◦ ̟8(yc,(i,j)(˜i, j)
−1
) is fixed by
the element (k, l) ∈ S2g+1 under the S2g+1-action on M˜ , and therefore conjugating π˜ ◦̟8(yc,(i,j))
by π˜ ◦ ̟8(yc,(k,l)) yields π˜ ◦ ̟8(yc,(i,j)(˜i, j)
−1
(˜k, l)(˜i, j)(˜k, l)
−1
). It therefore suffices to show that
π˜ ◦̟8((˜i, j)) and π˜ ◦̟8((˜k, l)) commute. Clearly we have 〈ai,j , ak,l〉 ∈ 2Z2. One computes directly
from formulas for transvections that tai,j tak,lt
−1
ai,j t
−1
ak,l
is equivalent modulo 8 to t4ai,j+ak,lt
4
ai,j t
4
ak,l
(resp. t±2ai,j+ak,lt
±2
ai,j t
±2
ak,l
) if 〈ai,j , ak,l〉 ≡ 0 (mod 4) (resp. if 〈ai,j, ak,l〉 ≡ ±2 (mod 8)). In the first
case, since ̟8(t
4
ai,j+ak,l
t4ai,j t
4
ak,l
) = 2(⌊i, k⌋ + ⌊i, l⌋ + ⌊j, k⌋ + ⌊j, l⌋) = ∆i,j,k +∆j,k,l ∈ N (4) ⊂ N˜ , we
get that π˜ ◦ ̟8(tai,j tak,lt−1ai,j t−1ak,l) = 0 and we are done. We therefore assume that 〈ai,j, ak,l〉 ≡ 2
(mod 4). We will use Lemma 4.7 to expand the image of the term t4ai,j+ak,l . Set a = ai,j and set
c to be ak,l minus 〈ai,j , ak,l〉 times some vector d ∈ V with 〈a, d〉 = 1, so that 〈a, c〉 = 0. Since we
have 〈a, aj,k〉, 〈aj,k, c〉 ∈ Z×2 , after multiplying aj,k by a suitable scalar and then adding a suitable
multiple of ak,l to it, we get a vector b ∈ V with 〈a, b〉 = 〈b, c〉 = −1. Using Proposition 2.4(f)
and the fact that a ≡ ai,j , b ≡ aj,k, and c ≡ ak,l (mod 2), we see that π˜ ◦̟8(t±2ai,j+ak,lt±2ai,j t±2ak,l) =
π˜ ◦̟8(t±2a+ct±2a t±2c ). Now we apply Lemma 4.7 to get
π˜ ◦̟8(t±2a+ct±2a t±2c ) = ±(⌊i, j⌋ + ⌊i, k⌋ + ⌊i, l⌋+ ⌊j, k⌋ + ⌊j, l⌋ + ⌊k, l⌋ + ⌊i, j⌋ + ⌊k, l⌋)
(29) = ±π˜(δi,j,kδi,j,l)± π˜(
∑
m6=i,j,k,l
∆k,l,m) = 0.
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We have thus shown that the commutator of π˜ ◦ ̟8((˜i, j)) and π˜ ◦ ̟8((˜k, l)) is trivial, and the
second identity follows.

We now introduce a modulo-8 analog of a quasi-cocycle.
Definition 4.10. A level-8 quasi-cocycle (of type c) is a map ϕ : S2g+1 → M (4) satisfying the
condition that
ϕ(στ) = ϕ(σ) +σϕ(τ) + π˜ ◦̟8(yc,σyc,τy−1c,στ )
for some c ∈ F2g2 .
We see that level-8 quasi-cocycles correspond to the subgroups H ⊂ ̟−18→2(S2g+1) we are looking
for, analogously to the situation modulo 4.
Lemma 4.11. Suppose that H ⊂ ̟−18→2(S2g+1) is a subgroup generated by a set {uσ}σ∈S2g+1
with ̟8→2(uσ) = σ. Assume that we have ̟8→4(H) ∩ ̟4(Γ(2)) = N (2), so that the subgroup
̟8→4(H) ⊂ ̟−14→2(S2g+1) corresponds via Theorem 3.8(b) to the quasi-cocycle ϕc : S2g+1 →M (2)
for some c ∈ F2g2 . Let ϕ : S2g+1 → M (4) be the map given by σ 7→ π˜(uσ̟8(yc,σ)−1). Then we
have H ∩̟8(Γ(2)) = N˜ if and only if ϕ is a level-8 quasi-cocycle of type c. In fact, there is a one-
to-one correspondence between level-8 quasi-cocycles of type c and such subgroups H ⊂ ̟−14→2(Sd):
this correspondence is given by sending a level-8 quasi-cocycle ϕ : S2g+1 → M (4) to the subgroup
generated by the elements φσ̟8(yc,σ), where φσ ∈ ̟8(Γ(2)) is any element such that π˜(φσ) = ϕ(σ).
Proof. This argument is precisely analogous to the one used to prove Lemma 3.6 (here we refer to
Corollaries 4.4 and 4.5).

We now present an analog of Lemma 3.7 (note the difference in property (i) of each statement).
Lemma 4.12. Let ϕ : S2g+1 → M (4) be a level-8 quasi-cocycle. Then the map ϕ satisfies the
following conditions.
(i) We have 〈ϕ((i, j)), v{i,j}〉 = g for 1 ≤ i < j ≤ 2g + 1.
(ii) We have 〈ϕ((i, j)), v{k,l}〉 = 0 for distinct i, j, k, l.
Conversely, suppose that we define a map ϕ : S2g+1 →M (4) as follows. We first assign values of
ϕ((1, j)) for 2 ≤ j ≤ d which satisfy conditions (i) and (ii) and then, after fixing a vector c ∈ F2g2 ,
for each σ ∈ S2g+1 r {(1, j)}2≤j≤d we write σ as a product of the generators (1, j) and apply the
condition given in Definition 3.5 to determine ϕ(σ). Then the map ϕ is well defined (i.e. it does not
depend on the choice of presentation of each σ as a product of generators), and ϕ is a quasi-cocycle
of type c.
Proof. As with level-4 quasi-cocycles, we know that any level-8 quasi-cocycle takes the trivial
permutation to 0 ∈ M (4), and by a similar argument as in the beginning of the proof of Lemma
3.7, for any transposition (i, j) ∈ S2g+1 we get
(30) 0 = σϕ(σ) + ϕ(σ) + π˜ ◦̟8(y2c,(i,j)) = 〈ϕ(σ), v{i,j}〉v{i,j} + π˜ ◦̟8(y2c,(i,j)).
We proceed show that π˜◦̟8(y2c,(i,j)) = gv{i,j} ∈M (4), from which it follows that property (i) holds.
Now an easy calculation shows that
π˜ ◦̟8(y2c,(i,j)) =
∑
k 6=j
⌊j, k⌋ +
∑
i 6=j
⌊i, k⌋ + ⌊i, j⌋ = −⌊i, j⌋ +
∑
k 6=i,j
(⌊i, k⌋ + ⌊j, k⌋)
(31) = 2g⌊i, j⌋ +
∑
k 6=i,j
̟8(δi,j,k) +
∑
{l,m}∩{i,j}=∅
2⌊l,m⌋ = 2g⌊i, j⌋ = gv{i,j} ∈M (4).
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(For the second-to-last equality we have used the fact that
∑
{l,m}∩{i,j}=∅[l,m] ∈ N (4) by definition
and therefore the element
∏
{l,m}∩{i,j}=∅⌊l,m⌋2 ∈ ̟8(Γ(4)) lies in the kernel of π˜.)
The rest of the proof of this lemma is precisely analogous to the proof of Lemma 3.7 (here we
refer to Lemma 4.9).

4.3. The possible images of G modulo 8. The following theorem provides us with the full
story modulo 8 and, along with the cardinality result in Corollary 4.4, proves all of Theorem 1.1(b)
except for the assertion that G contains Γ(8) ✁ Sp(V ) (which we show in the next section).
Theorem 4.13. Fix any vector c ∈ F2g2 . For each d = (d2, ..., d2g+1) ∈ F2g2 , let ϕc,d : S2g+1 →
M (4) be the map defined by assigning ϕc,d((1, j)) = djv{1,j} + g
∑
2≤k≤2g+1 v1,k and determining
ϕc,d(σ) for σ ∈ S2g+1 r {(1, j)}2≤j≤2g+1 as in the second statement of Lemma 4.12 with respect
to c (by that lemma, this map is a well-defined level-8 quasi-cocycle of type c). Then every level-8
quasi-cocycle ϕ : S2g+1 →M (4) of type c is equal to ϕc,d for some d ∈ F2g2 .
Therefore, there are precisely 24g subgroups H ⊂ ̟−18→2(S2g+1) satisfying ̟8→2(H) = S2g+1 and
H ∩̟8(Γ(2)) = N˜ . Moreover, the set of these subgroups forms a full conjugacy class of subgroups
of ̟−18→2(S2g+1).
Proof. One proves that each level-8 quasi-cocycle of type c is of the form ϕc,d in a precisely analo-
gous way to the way we proved the corresponding statement in Theorem 3.8(b), this time referring
to Lemmas 4.11 and 4.12.
We now prove the statement about conjugacy. As in the proof of the analogous statement in
Theorem 3.8(b), it is clear that conjugating any subgroupH ⊂ ̟−18→2(S2g+1) satisfying ̟8→2(H) =
S2g+1 and H ∩̟8(Γ(2)) = N˜ by any element in ̟−18→2(S2g+1) yields another subgroup with those
same properties. It remains to show that all such subgroups are conjugate. For each c,d ∈ F2g2 ,
we denote the subgroup of ̟−12 (Sd) corresponding to ϕc,d via Lemma 3.6 by Hc,d. Choose any
c,d, c′,d′ ∈ F2g2 . It follows from what we have shown in (the proof of) Theorem 3.8(b) that there
is some element u ∈ ̟4(Γ(2)) such that uHc′u−1 = Hc (where Hc,Hc′ ⊂ ̟−14→2(S2g+1) are the
subgruops denoted as such in that proof). It follows that for any lift u˜ ∈ ̟8(Γ(2)) with ̟8→4(u˜) =
u, we have u˜Hc′,d′ u˜
−1 = Hc,d′′ for some d
′′ ∈ F2g2 . It therefore suffices to prove conjugacy under the
assumption that c = c′; in other words, we only need to show for a fixed c ∈ F2g2 that all subgroups
H ⊂ ̟−18→2(S2g+1) satisfying ̟8→4(H) = Hc and H ∩̟8(Γ(4)) = N (4) are conjugate. To do this,
we fix c,d ∈ F2g2 and we claim that for any choice of distinct i, j ∈ {1, ..., 2g + 1}, if d′ ∈ F2g2 is the
vector such that Hc,d′ = ̟8((˜i, j)
4
)Hc,d̟8((˜i, j)
4
)−1, then we have d′ − d = (〈ci,j , c1,k〉)2≤k≤2g+1.
This claim is shown using the same argument as was used for the analogous claim in the proof of
Theorem 3.8(b) with the terms (˜i, j)
2
, (˜1, k), π, M (2), and N (2) replaced by (˜i, j)
4
, yc,(1,k), π˜, M
(4),
and N (4) respectively. Now the desired conjugacy statement follows by the same nondegeneracy
argument as in the end of the proof of Theorem 3.8(b).

5. Lifting to Z/16Z
In this section we show that the only possible modulo-16 images of a subgroup G ⊆ Sp(V ) with
̟2(G) = S2g+1 are the inverse images under ̟16→8 of the possible modulo-8 images found in the
previous section, i.e. that we must have ̟16(G) ⊃ ̟16(Γ(8)). By Lemma 2.3, this is equivalent
to saying that we always have G ⊃ Γ(8)✁ Sp(V ), so in showing this we will complete the proof of
Theorem 1.1(b). We first need the following (easier) variant of Lemma 4.7.
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Lemma 5.1. Given any vectors a, b ∈ V with 〈a, b〉 ∈ {±1}, the map t2at2tb(a)t2b : V → V is the
order-2 linear automorphism which acts on the subspace generated by {a, b} as the scalar −1 and
on the orthogonal compliment of that subspace as the identity.
Proof. This can be verified directly from the formulas defining the transvections ta and tb by
checking that the map t2at
2
tb(a)
t2b sends a to −a and b to −b while fixing all c ∈ V satisfying
〈c, a〉 = 〈c, b〉 = 0.

Proposition 5.2. Suppose that H ⊂ ̟−116→2(Sd) is a subgroup satisfying ̟16→2(H) = S2g+1.
Then we have ̟16(Γ(8)) ⊂ H.
Proof. We know from Corollary 4.4 that the image ̟16→8(H) contains N˜ . In particular, if we
choose lifts ∆˜i,j,k ∈ H satisfying ̟16→8(∆˜i,j,k) = ∆i,j,k ∈ N (4) ⊂ N˜ ⊂ ̟16→8(H), it is easy to see
(using the fact that ̟16(Γ(4)) is abelian by Proposition 2.4(f)) that the squares ∆˜
2
i,j,k of these lifts
are the generators ∆i,j,k of N
(8) (and also that given any s˜ ∈ ̟−116→8(N (4)), we have s˜2 ∈ N (8)).
This implies in particular that we have N (8) ⊆ H ∩ ̟16(Γ(8)), and so by Proposition 2.4(d) it
suffices to show that this containment is strict.
Consider the element δ1,2,3 = ̟8(t
2
a1,2t
2
a1,3t
2
a2,3)
∏
4≤l<m≤2g+1̟8(t
4
al,m
) ∈ ̟8(Γ(2)) which lies in
N˜ ⊂ ̟16→8(H) by definition. We clearly have ta1,2(a1,3) ≡ a2,3 (mod 2). Then Proposition 2.4(g)
implies that we have s := t−2a2,3t
2
ta1,2 (a1,3)
∈ N (4). Now choose a lift δ˜1,2,3 ∈ H with ̟16→8(δ˜1,2,3) =
δ1,2,3, which we write as δ˜1,2,3 = ̟16(t
2
a1,2t
2
a1,3t
2
a2,3)s˜
∏
4≤l<m≤2g+1̟16(t
4
al,m
) for some s˜ ∈ ̟16(Γ(4))
with ̟16→8(s˜) = s. Since the commutator of ̟16(t
2
a1,2t
2
a1,3t
2
a2,3) with any element of ̟16(Γ(4)) lies
in N (8) by Proposition 2.4(f), we see that
(32) δ˜21,2,3 ≡ ̟16((t2a1,2t2a1,3t2a2,3)2)s˜2
∏
4≤l<m≤2g+1
̟16(t
8
al,m
) (mod N (8)).
As we have noted above, we also have s˜2 ∈ N (8); moreover, Lemma 5.1 implies that (t2a1,2t2a1,3t2a2,3)2 =
1 ∈ Sp(V ). Therefore, we have δ˜21,2,3 ∈ H ∩̟16(Γ(8)) and the right-hand side of the equivalence
in (32) can be simplified to
∑
4≤l<m≤2g+1[l,m] ∈ ̟16(Γ(8)). Since g ≥ 2, this element is not an
empty sum, and so by definition it does not belong to the subgroup N (8) ⊂ ̟16(Γ(8)) and we are
done.

6. An application
We now present a corollary of Theorem 1.1(a), which is a purely elementary statement regarding
roots of even-degree polynomials with full Galois group.
Theorem 6.1. Let K be a field of characteristic different from 2; let f(x) ∈ K[x] be a separable
polynomial of even degree d ≥ 6 with full Galois group; and let L be the splitting field of f over K.
Assume that the discriminant ∆ of f does not lie in −K2. Write α1, ..., αd ∈ L for the roots of f .
Then the image modulo (L×)2 of the set of elements αj −αi ∈ L× for 1 ≤ i < j ≤ d is independent
in the multiplicative group L×/(L×)2.
Proof. We first assume that
√−1 /∈ K. Then we must have √−1 /∈ L as well, because otherwise
the unique quadratic subextension K(
√
∆)/K would coincide with K(
√−1), which would violate
the hypothesis that ∆ /∈ −K2. It follows that K(√−1)∩L = K, so L(√−1) is the splitting field of
f over K(
√−1) and the Galois group of f over K(√−1) is still Sd. If the statement of the corollary
is true when K is replaced by K(
√−1), then it clearly holds over K as well (since independence
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modulo (L(
√−1)×)2 is stronger than independence modulo (L×)2). In light of this, we will assume
for the rest of the proof that
√−1 ∈ K.
The statement of the corollary amounts to saying that no product of elements in a nonempty
subset of {αj − αi}1≤i<j≤d is a square in L. We first show that ±
∏
1≤i<j≤d(αj − αi) is not a
square in L. We first observe that the square of this product is the discriminant ∆ of f , so the
claim amounts to saying that L does not contain a 4th root of ∆. Suppose that 4
√
∆ ∈ L. Since
Gal(L/K) is not contained in Ad, we have that
√
∆ /∈ K. It follows that the extension K( 4√∆)/K
has Galois group isomorphic to Z/4Z, which does not appear as a quotient of Gal(L/K) = Sd, so
we have a contradiction.
For 1 ≤ i, j ≤ d−1, write γi,j = (αj −αi)
∏
l 6=i,j(αd−αl), and let L′ = L({
√
γi,j}1≤i<j≤d−1). We
claim that if the αi’s are chosen “generically” (i.e. if there is a field k ⊂ K such that the αi’s are
transcendental and independent over k, with L = k({αi}1≤i<j≤d) andK ⊂ L being the subfield fixed
under all permutations of the αi’s), then there is a free Z2-module V of rank (d/2−1) equipped with
a nondegenerate alternating bilinear pairing such that Gal(L′/K) = H := ̟−14→2(Sd) ⊂ Sp(V/4V ),
with Gal(L′/L) ⊂ Gal(L′/K) corresponding to ̟4(Γ(2)) ⊂ H. In fact, it is possible to verify
this claim directly, but in any case it follows from the description of the 4-division field of the
Jacobian of the hyperelliptic curve defined by y2 = f(x) in [10, Theorem 2.4], in which case V
is the 2-adic Tate module T2. This implies that without the “genericness” assumption, we have
an inclusion Gal(L′/K) →֒ H such that the subgroup corresponding to Gal(L′/L) coincides with
the intersection of Gal(L′/K) ⊆ H with ̟4(Γ(2)). Since the image of Gal(L′/K) ⊆ H modulo
̟4(Γ(2)) is Gal(L/K) ⊆ ̟4→2(H) = Sd, which is isomorphic to Sd by our assumption on the Galois
group of f , we have ̟2(Gal(L
′/K)) = Sd. Theorem 1.1(a) then implies that Gal(L
′/K) contains
̟4(Γ(2)) ⊂ H (or equivalently, that Gal(L′/K) = H). It follows that Gal(L′/L) = ̟4(Γ(2)), which
in turn is isomorphic to (Z/2Z)(d−1)(d−2)/2 by [7, Corollary 2.2] and its proof. Thus, the extension
L′ is generated over L by the square roots of (d−1)(d−2)/2 elements of L× which are independent
modulo (L×)2. It then follows from the definition of L′ that the (d − 1)(d − 2)/2-element set
{γi,j}1≤i<j≤d−1 is independent modulo (L×)2.
Now suppose that we are given a subset I′ ⊆ I := {(i, j) ∈ {1, ..., d}2 | i < j} such that∏
(i,j)∈I(αj − αi) = a2 for some a ∈ L. Note that for any permutation σ ∈ Sd = Gal(L/K),
the element
∏
(i,j)∈I(ασ(j) − ασ(i)) = (σa)2 lies in L2. We will now show that I′ = ∅, which
directly implies the statement of the corollary. Suppose that I′ 6= ∅. We showed above that∏
1≤i<j≤d(αj−αi) /∈ L2, which implies that I′ 6= I. Therefore, there exist distinct natural numbers
q, r, s ∈ {1, ..., d} such that (q, r) ∈ I′ but (q, s), (s, q) /∈ I′. Then, letting σ be the transposition
(r, s), we have
∏
(i,j)∈I′(αj − αi)(ασ(j) − ασ(i)) ∈ L2. It is straightforward to check that
(33) 1 ≡
∏
(i,j)∈I′
(αj − αi)(ασ(j) − ασ(i)) ≡
∏
(i,j)∈I×{r,s}
(αj − αi) (mod (L×)2)
for some subset I ⊂ {1, ..., d} r {r, s} with q ∈ I.
First suppose that I has even cardinality. Then it follows from a straightforward computation
that the element on the right-hand side of the equivalence (33) is equivalent modulo (L×)2 to∏
(i,j)∈I×{r,s} γi,j . But (33) says that this is equivalent to 1, which contradicts the independence
of the γi,j’s. Now suppose that I has odd cardinality. Then I ( {1, ..., d} r {r, s}. Choose
t ∈ {1, ..., d} r ({r, s} ∪ I), and let τ ∈ Sd be the transposition (q, t). We then have
(34) 1 ≡
∏
(i,j)∈I×{r,s}
(αj − αi)(ατ(j) − ατ(i)) ≡
∏
(i,j)∈{q,t}×{r,s}
(αj − αi) (mod (L×)2).
Now similarly, the element on the right-hand side is equivalent modulo (L×)2 to
∏
(i,j)∈{q,t}×{r,s} γi,j,
and (34) contradicts the independence of the γi,j ’s.
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