This work presents a 3D computational/mathematical model to solve the heat diffusion equation with phase change, considering metal addition, complex geometry, and thermal properties varying with temperature. The finite volume method was used and the computational code was implemented in C++, using a Borland compiler. Experimental tests considering workpieces of stainless steel AISI 304 were carried out for validation of the thermal model. Inverse techniques based on Golden Section method were used to estimate the heat transfer rate to the workpieces. Experimental temperatures were measured using thermocouples type J-in a total of 07 (seven)-all connected to the welded workpiece and the Agilent 34970A data logger. The workpieces were chamfered in a 45 ∘ V-groove in which liquid metal was added on only one weld pass. An innovation presented in this work when compared to other works in scientific literature was the geometry of the weld pool. The good relation between experimental and simulated data confirmed the quality and robustness of the thermal model proposed in this work.
Introduction
Gas metal arc welding (GMAW) is an important manufacturing process often used for joining metals. This process is characterized by producing sufficient power to provide phase change and liquid metal deposition during welding.
However, several parameters need to be adjusted to ensure a "good quality" weld bead. Some of them are voltage, current, electrode/workpiece distance, torch speed, shielding gas, electrode diameter, and electrode speed, among others. All of these parameters are interdependent, and the variation of any of them affects all others. In this work, the interest is not in the analysis of how these parameters affect the process but in predefined parameters, which produce a "good quality" weld bead, to estimate the heat transfer and calculate the temperature distribution in the welded workpiece.
Kong et al. [1] developed a numerical and experimental study of thermally induced residual stress in the hybrid laser-GMA welding process. Based on numerical simulation the authors show that higher residual stress and temperature are distributed in the weld bead and surrounding heat-affected zone (HAZ) . A 3D numerical model based on Finite Element was developed to simulate the joint of thin stainless steel strips with conventional V-grooved and overlap welding. A GMAW double-ellipsoid heat source model was used [2] . After cooling down, the welded plate was cut and metallurgical structure at the cross-section of the specimens was checked and the stress and groove segment were measured. Although the authors have developed a sophisticated thermal model they despised an important phenomenon: the metal phase change during welding (solid/liquid and liquid/solid). Therefore, the thermal model considers only the sensible heat portion and despises the presence of latent heat. In this case, the proposed technique calculates extremely high temperatures in the weld bead, which certainly affected the calculated stress distribution in the plates.
Heinze et al. [3] also developed a numerical model using Sysweld software to calculate residual stress and temperatures of V-grooved flat plates with overlap welding. Experimental data was used to calibrate the heat source of the simulation.
Mathematical Problems in Engineering
Two aspects were considered in the temperature field adjustment. First, the cross-section geometry of the simulated weld pool was correlated with both the size and shape of the experimental macrosection of the weld seam. Second, the corresponding temperature cycles in the HAZ were correlated with the experimental measurements. Kamble and Rao [4] developed a numerical model using Ansys software. The simulations are performed on welded plates made of 60 ∘ groove angle and joined together using GMAW process. The height of the semicircular bead has been imposed based on experimental data. The heat transfer thermal model was divided only into three basic modes: conduction, convection, and radiation. Based on experimental data and calculated temperatures the authors analyzed the residual stress components of the welding and concluded that the developed model was reasonably accurate. Both works [3, 4] also ignored the phase change phenomenon during welding.
In this work it was developed a three-dimensional own code based on the finite volume method with fixed grid techniques for diffusion controlled phase change problems [5] . The welding process of metallic flat plates with moving heat source was also investigated. The workpieces were chamfered in a 45 ∘ V-groove where liquid metal was added during GMAW welding. Based on optimization techniques and inverse problems, the heat transfer rate and the dimensions of the welded bed were estimated. Experimental data was used to validate the results obtained in this work. Through this work it was possible to effectively identify the tridimensional geometry of the welding pool, defined as the region in which phase transition occurs (solid/liquid) and metal becomes completely liquid during gas metal arc welding. The novelty of this work when compared to the literature reports is the combination of a tridimensional thermal model with phase change and the use of inverse problems to analyze GMAW applied to the union of V-grooved flat plates.
Fundamentals: Computational and Mathematical Model
The mathematical model proposed in this work is based on a three-dimensional thermal model with phase change and material addition. Figure 1 shows the geometry of thermal model before and after GMAW welding process. Equation (1) represents the thermal model with phase change where the thermal properties ( ) and ( ) vary with temperature, as presented in Table 1 . The heat conduction equation was solved numerically using finite volumes techniques, a fully implicit procedure, and a nonregular mesh.
The following boundary conditions were also considered:
liquid metal addition in V-groove chamfer as presented in Figure 1 ,
in the remaining regions of the workpiece, and the initial condition
where / denotes differentiation along the outward-drawn normal to the boundary surface of the workpiece, is the calculated temperature, ℎ is the heat transfer coefficient by convection, ∞ is the room temperature, is a moving heat generation considered constant during the welding process, and ( ) and ( ) are temperature dependent thermal conductivity and specific heat, respectively. The mass fraction was calculated numerically using a predictive function as presented by Voller and Brent [5] . Figure 2 shows a flowchart of the computational algorithm called direct problem.
An iterative process for each step was used to solve the numerical thermal problem. At each iteration, based on the convergence of a quadratic error function (5), the algorithm proposed in this work updates the thermal properties and the mass fraction. Basically, the direct problem is treated as linear at each iteration. However, at each step, the computational algorithm provides a nonlinear solution of the thermal problem. The code was developed in C++ Builder 5.0.
In this work, the energy supplied to the workpiece was divided into two fractions: one resulting from the welding torch (heat generation) and other coming from liquid metal deposition. The heat generation was estimated using inverse heat conduction techniques. Based on the Golden Section method, the goal was to estimate a constant value for (1) that minimizes a quadratic error function based on experimental and calculated temperatures as presented in
An "extra mesh" was implemented in the thermal model to simulate the liquid metal deposition during welding. Figure 3 presents the region chamfered in V-groove upon which the "extra mesh" was added. It is noteworthy that the width and the top surface shape of the weld bead, as well as the metal deposition rate, were measured after performing experimental welding process, as presented in Figure 1 (c), and implemented in computational algorithm.
The direct problem simulates at each time step liquid metal deposition at 2500 ∘ C with mass fraction = 1. The thermal properties of liquid metal above its melting point were considered, as shown in Hirata et al. [6] , Figure 4. 
Experimental Assembly
To validate the computational algorithm, an experimental bench of testes was assembled in the welding laboratory of . This procedure facilitated the experimental assembly and installation of the workpiece in the support as shown in Figure 5 . The support used in the experiments has four screws with conical ends in order to fix the workpiece and minimize heat conduction between metal parts.
The experiments were performed using GMAW welding in inverse polarity: positive electrode. A weld rectifier LAI ESAB 400 was used in continuous mode. The arc current is set at 160 A, and arc voltage is set at 24 V. Table 2 summarizes the welding parameters adopted in the present work.
Run-on and run-off plates were positioned near to the workpiece where the electric arc was turned on and turned off during the welding process, as shown in Figure 5 . This procedure and the welding parameters adopted minimize interferences related to ignition/stability of the electric arc and keep constant the heat transfer rate and the liquid metal deposition during welding of the workpiece. It is important to emphasize that the sacrificial plates were not in direct contact with the workpiece. They were separated by enough distance to ensure stable welding conditions and the boundary conditions proposed for the thermal model (3). abs(T n − T * n ) < erro abs(T n − T * n ) > erro Experimental temperatures were measured by 7 thermocouples type J located in the opposite surface of the weld bead, according to the coordinates presented in Table 3 . A data acquisition system Agilent 34970A connected to a computer was used to analyze experimental data.
Results
The results presented in this work were calculated by software developed in Heat and Mass Transfer Laboratory (LTCM), at the Federal University of Uberlândia, Borges et al. [7] . This software was previously validated in simulations of threedimensional problems involving determination of thermal properties [7] and thermal simulation of a drilling process [8] . Figure 6 shows the temperature at the top surface of the welded plate after (a) 12 The thermal efficiency was estimated as presented in Table 4 based on useful energy (heat generation and liquid metal deposition) and the total power supplied by the weld rectifier LAI ESAB 400.
It is observed in Table 4 that the value obtained for the thermal efficiency is in accordance with Pépe et al. [9] , which proves the effectiveness and robustness of the thermal model proposed in the present work.
Through the analysis of articles available in the scientific literature, it can be seen that some adopt Goldak's doubleellipsoid heat flux distribution as a predefined geometry for the weld pool [10] . Others use experimental surface temperatures and contours to define the topology geometry of the weld pool [11] . Mathematical models based on heat transfer and fluid flow were also applied to study the gas metal arc welding process and the weld pool [9] . However, predefined heat source with Gaussian distribution and (2D) asymmetric model were examples of simplifications adopted by some authors in order to solve the numerical heat diffusion equation.
In this work the geometry of the weld pool was not imposed, it was estimated based on (1) to (4) and experimental data, such as width of the weld bead, liquid metal deposition, and speed of the welding torch. The combination of such parameters and inverse problems provided the threedimensional weld pool shown in Figure 7 . It is emphasized that similar results were not found in scientific literature. Most of the researchers use commercial software (Ansys, Fluent, Sysweld, Comsol, and others) and even then adopt a mathematical equation that disregards the effects of phase change inherent to the welding process: solid/liquid and liquid/solid. In both figures it can be seen that the weld pool reaches the surface opposite the welding torch, which proves that the thermal model proposed in this work is in agreement with the welding experiment. Figure 9 shows the comparison between experimental and calculated temperatures.
Uncertainties due to coordinates of the thermocouples, beginning and ending of the welding process, welding torch location in relation to the center line of the V-groove region, were expected and resulted in deviations between experimental and calculated values.
Conclusions
In this work a 3D computational/mathematical model was developed to solve the heat diffusion equation with phase change, considering metal addition, complex geometry, and thermal properties varying with temperature.
To validate the computational algorithm, an experimental bench of testes was assembled. Metal flat plates with a Vgroove were used where liquid metal was added on only one weld pass.
The Golden Section technique was used to estimate the heat transfer rate in the welding process, as well as the geometry of the weld bead and the thermal efficiency of the process. The temperatures were measured by thermocouples positioned at the bottom surface of the welded plate and small deviations were observed between experimental and calculated data. Subsequently the thermal efficiency of the process was calculated resulting in 92,71%, value which is consistent with literature report.
Literature review revealed that researchers usually ignore the phase change phenomenon when modeling welding processes, especially if the thermal problem is tridimensional and thermal properties vary with temperature. The authors investigated in this work used commercial software (Ansys and Sysweld) and they do not consider phase change in their thermal analysis. The thermal model developed in this work revealed that, during heating, the absence of latent heat term makes the temperature increase continuously, which provides extremely high temperature values, outside the range expected for the welding thermal problem.
The thermal problem proposed in this work was based on diffusion of controlled phase change problems [5] . In this sense, the thermal problem presented in (1) is nonlinear and an iterative process at each time step is required. Basically, during heating, when a region of the material reaches temperatures close to the melting point, the iterative process presented in Figure 2 starts. It keeps the weld pool temperature equal to the melting temperature. When such region melts completely, that is, the mass fraction " " reaches unity values, the enthalpy porosity technique allows the temperature of the weld pool to increase to values greater than the melting point. Finally, it is concluded that the technique adopted in this work is physically more realistic and can provide better results when compared to those presented in the literature report. 
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