We define a general product of two n-dimensional tensors A and B with orders m ≥ 2 and k ≥ 1, respectively. This product is a generalization of the usual matrix product, and satisfies the associative law. Using this product, many concepts and known results of tensors can be simply expressed and/or proved, and a number of applications of this product will be given. Using this tensor product and some properties on the resultant of a system of homogeneous equations on n variables, we define the similarity and congruence of tensors (which are also the generalizations of the corresponding relations for matrices), and prove that similar tensors have the same characteristic polynomials. We study two special kinds of similarity: permutational similarity and diagonal similarity, and their applications in the study of the spectra of hypergraphs and nonnegative irreducible tensors. We define the direct product of tensors (in matrix case it is also called the Kronecker product), and give its applications in the study of the spectra of two kinds of the products of hypergraphs. We also give applications of this tensor product in the study of nonnegative tensors, including a characterization of primitive tensors, the upper bounds of primitive degrees and the cyclic indices of some nonnegative irreducible tensors.
Introduction
In recent years, the study of tensors and the spectra of tensors (and hypergraphs) with their various applications has attracted much attention and interest, since the work of L. Qi ([12] ) and L.H. Lim ([8] ) in 2005.
As is in [12] , an order m dimension n tensor A = (a i1i2···im ) 1≤ij ≤n (j=1,··· ,m) over the complex field C is a multidimensional array with all entries a i1i2···im ∈ C (i 1 , · · · , i m ∈ [n] = {1, · · · , n}). For a vector x = (x 1 , · · · , x n ) T ∈ C n , let Ax m−1 be a vector in C n whose ith component is defined as the following:
a ii2···im x i2 · · · x im (1.1) and let x and in this case, x is called an eigenvector of A corresponding to the eigenvalue λ. L.Qi also defined several other types of eigenvalues (and eigenvectors) in [12] .
Since L.Qi introduced the definitions of various types of the eigenvalues (and eigenvectors) of tensors, quite many interesting research works in this area appeared (see [2] [3] [4] [5] and [8] [9] [10] [11] [12] [13] [14] [15] ). But noticing that, the term Ax m−1 in the left side of (1.1) is only a special notation (its inside part x m−1 does not have specific meaning), and also we can not view the notation Ax m−1 as some general operation between A and x m−1 .
Anyway, we have not seen some kinds of general product between tensors up to now.
In this paper, we will introduce (in Definition 1.1) a general tensor product defined for any two tensors of dimension n (one has order m ≥ 2 and another one has order k ≥ 1). We will see that, the product of two dimension n tensors is still a tensor of dimension n (but in general will have different order). This tensor product also possess many properties. Among them the most important and useful property is the associative law (see Theorem 1.1).
Besides these properties, we can also see that, when the two tensors are matrices (or the first one is a matrix and the second one is a vector), our definition of tensor product coincides with the usual matrix product, so it is a generalization of the matrix product.
In this paper, we will also give a number of applications of this tensor product. we will see that, by using this tensor product, not only many mathematical expressions can be simplified (for example, the term Ax m−1 in the left side of (1.1) can now be directly simplified as Ax), and many known results can be simply stated and proved, but we can also obtain many new results (see sections 2,3 and 4).
In section 2, we first use this tensor product and some properties on resultant (namely, the hyperdeterminant) to define the similarity of tensors. We prove that the similar tensors have the same characteristic polynomials, thus have the same spectrum (as multiset). We also study two special kinds of similarity: permutation similarity and diagonal similarity. Using the permutation similarity we can show that the spectrum of a hypergraph is independent of the ordering of its vertices (but the adjacency tensor of a hypergraph depends on the ordering of its vertices). Using the diagonal similarity, we obtain a result on the symmetry of the spectrum of a nonnegative irreducible tensor which is stronger than the result in [14] . That is: if a nonnegative irreducible tensor A has cyclic index k, then the whole spectrum of A is invariant under a rotation of angle 2π/k in the complex plane. We also define in section 2 the congruence relation between tensors and apply this relation to the study of E-eigenvalues and E-eigenvectors ( [12] ).
In section 3, we generalize the direct product of matrices to the direct product of tensors (of the same order, but may be different dimensions). We first prove a relation (Theorem 3.1) between the direct product of tensors and the general product of tensors defined in Definition 1.1. Then we use this to study the spectra of two kinds of products of hypergraphs.
In section 4, we apply this tensor product to the study of nonnegative tensors. We give a simple characterization for the primitivity of a nonnegative tensor in terms of the powers of A. We show that the primitivity of a nonnegative tensor A is uniquely determined by the zero pattern of A. From this we show the boundedness of the primitive degrees (for fixed n and m), and give some upper bounds for the primitive degrees of the primitive tensors. We also propose a conjecture concerning the upper bound of the primitive degrees.
For the sake of simplicity, we sometime use the following "binary notation" for the subscripts of the tensor. Namely, we will write a i1i2···im as a i1α , where
Now we define the general product of two n-dimensional tensors.
Definition 1.1: Let A (and B) be an order m ≥ 2 (and order k ≥ 1), dimension n tensor, respectively. Define the product AB to be the following tensor C of order (m − 1)(k − 1) + 1 and dimension n:
Example 1.1: When k = 1 and B = x ∈ C n is a vector of dimension n, then (m − 1)(k − 1) + 1 = 1. Thus AB = Ax is still a vector of dimension n, and we have
Thus we have Ax m−1 = Ax. So the first application of the tensor product defined above is that now Ax
can be simply written as Ax.
So in this case AB is still a tensor of order m.
(2). If m = 2 (namely A is a matrix of order n), then (m − 1)(k − 1) + 1 = k. So in this case AB is still a tensor of order k.
(3). It is easy to check from the definition that I n A = A = AI n , where I n is the identity matrix of order n.
Example 1.3:
In case when both A and B are matrices, or when A is a matrix and B is a vector, our tensor product AB coincides with the usual matrix product. So it is a generalization of the matrix product.
Proposition 1.1:
The tensor product defined in Definition 1.1 has the following properties.
(1). (The left distributivity):
(2). (The right distributivity in the case of m = 2): A(B 1 + B 2 ) = AB 1 + AB 2 (when A is a matrix).
(Note that in general when A is not a matrix, then the right distributivity does not hold.)
Next we will show that the associative law of this tensor product holds. The following identity will be needed in the proof of the associative law.
For the simplicity of the notation, we assume in the following that the tensors A ,B and C have the orders m + 1, k + 1 and r + 1, respectively. Theorem 1.1 (The associative law of the tensor product): Let A (and B, C) be an order m + 1 (and order k + 1, order r + 1), dimension n tensor, respectively. Then we have
r ) k , we write:
Then we have:
where the equation (*) follows from equation (1.1).
On the other hand, for
k , we write:
Then we also have:
Comparing the right hand sides of (1.2) and (1.3), we obtain A(BC) = (AB)C.
By the associative law, we can henceforth write (AB)C and A(BC) as ABC. We can also define A k as the product of k many tensors A. Furthermore, by the left distributive law and right distributive law for matrices, we have:
The unit tensor of order m and dimension n is the tensor I = (δ i1,i2,··· ,im ) with entries as follows:
It is easy to see from the definition that Ix = x 
The similarity and congruence of tensors
In this section, we first use the tensor product defined in section 1, together with some properties on the resultant of a system of homogeneous equations on n variables, to define the similarity of tensors (which is a generalization of the similarity of matrices), and then prove that the similar tensors have the same characteristic polynomials, hence the same spectrum (as a multiset). We further study two special kinds of similarity: permutation similarity and diagonal similarity, then apply them respectively in the study of the spectra of hypergraphs, and in the study of the symmetry of the spectra of nonnegative irreducible tensors. We also define the congruence relation between tensors, and show how this relation can be applied in the study of E-eigenvalues and E-eigenvectors of tensors ( [12] ).
In [6] , D.Cox et al used the resultant to define the hyperdeterminant det(A) of a tensor A.
Definition 2.1 ([6], hyperdeterminant): Let A be an order m dimension n tensor. Then the hyperdeterminant of A, denoted by det(A), is the resultant of the system of homogeneous equations Ax = 0, which is also the unique polynomial on the entries of A (viewed as independent variables) satisfying the following three conditions:
(1) det(A) = 0 if and only if the system of homogeneous equations Ax = 0 has a nonzero solution.
(2) det(I) = 1, where I is the unit tensor. The proof of the existence and uniqueness of the polynomial satisfying the above three conditions can be found in [7] . Definition 2.2: Let A be an order m dimension n tensor. Then the characteristic polynomial of A, denoted by φ A (λ), is the hyperdeterminant det(λI − A).
It is easy to see from the above discussions and the equation (1.5) that, λ 0 is an eigenvalue of A if and only if it is a root of the characteristic polynomial of A.
In the following study of the similarity and congruence of tensors, we need to use the following formula for the entries of the tensor P AQ (where P, Q are both matrices).
By using the three conditions of the hyperdeterminant in Definition 2.1, we can prove the following lemma.
Lemma 2.1: Let A be an order m dimension n tensor, I be the order m dimension n unit tensor, P and Q are two matrices of order n. Then we have:
Proof. We consider the following two cases.
Case 1: Both P, Q are invertible.
Then by the associative law of the tensor product, we can see that Ax = 0 has a nonzero solution x if and only if (P AQ)y = 0 has a nonzero solution y, which implies that det(A) = 0 if and only if det(P AQ) = 0. Now by the definition, det(A) is irreducible, so det(A) is a factor of det(P AQ). Similarly, det(P AQ) is a factor of det(A) since P, Q are both invertible. Thus there exists some constant c = c(P, Q) (independent of A) such that det(P AQ) = c · det(A).
Since c is independent of A, we can take A = I, which gives us that c = det(P IQ), so (2.2) holds in this case. Case 2: The general case.
Take P ǫ = P + ǫI and Q ǫ = Q + ǫI. Then P ǫ and Q ǫ can be both invertible when ǫ is in some small open interval (0, δ). Thus by Case 1 we have
Take the limit ǫ → 0 on both sides of (2.3), we obtain (2.2).
Definition 2.3:
Let A and B be two order m dimension n tensors. Suppose that there exist two matrices P and Q of order n with P IQ = I such that B = P AQ, then we say that the two tensors A and B are similar.
Remark 2.1: If P and Q are two matrices of order n with P IQ = I, where I is the order m dimension n unit tensor, then both P and Q are invertible matrices.
Proof. (1).
If Q is not invertible, then there exists some nonzero vector x ∈ C n such that Qx = 0. Thus by the associative law of the tensor product we have
(2). If P is not invertible, then there exists some nonzero vector y ∈ C n such that P y = 0. Now take
, then x is a nonzero vector since y is. But then we would have
Remark 2.2:
The similarity relation of tensors is an equivalent relation. Proof. The reflection follows from I n AI n = A (where I n is the identity matrix). The symmetry follows from Remark 2.1 and the associative law of the tensor product. The transitivity also follows from the associative law of the tensor product.
The following theorem shows that similar tensors have the same characteristic polynomials, and thus they have the same spectrum (as a multiset). Theorem 2.1: Let A and B be two order m dimension n similar tensors. Then we have:
Proof. By definition, there exist two matrices P and Q of order n with P IQ = I and B = P AQ. Then (1) follows directly from Lemma 2.1.
For (2), by using the equation (1.4) and the relations P IQ = I and B = P AQ, we have
Thus λI − A and λI − B are also similar. Using this and the result (1) of this theorem we have
In the following, we consider two special kinds of the similarity of tensors. The first one is the permutation similarity of tensors, and the second one is the diagonal similarity of tensors (also see [14, 15] ). Lemma 2.2: Let σ ∈ S n be a permutation on the set [n], P = P σ = (p ij ) be the corresponding permutation matrix of σ (where p ij = 1 ⇐⇒ j = σ(i)). Let A and B be two order m dimension n tensors with B = P AP T .
(Thus A and B are similar.) Proof. (1) By using the formula (2.1) we have:
. From (1) we see that the diagonal elements of B are those diagonal elements of A, and the non-diagonal elements of B are those non-diagonal elements of A. Thus we have B = I when A = I. Namely P IP T = I.
From (2) of Lemma 2.2, we see that if P = P σ is a permutation matrix, A and B are two order m dimension n tensors with B = P AP T , then A and B are similar tensors. In this case we say that A and B are permutational similar.
It is easy to see that if A and B are permutational similar, and A is supersymmetric, then B is also supersymmetric.
An important application of the permutational similar tensors is on the spectra of hypergraphs. According to the definition, the spectrum of a hypergraph is the spectrum of its adjacency tensor. But the adjacency tensor of a hypergraph depends on the ordering of its vertices. Thus a natural question arises: Is the spectrum of a hypergraph independent of the ordering of its vertices?
By using the permutational similar tensors, it is easy to see that if we have two different orderings of the vertices of a hypergraph, then the two adjacency tensors are permutational similar. Since permutational similar tensors have the same spectra (by Theorem 2.1), we can now obtain an affirmative answer to the above question: Theorem 2.2: (1). The spectrum (as a multiset) of a hypergraph is independent of the ordering of its vertices.
(2). Isomorphic hypergraphs have the same spectra. Now we consider the second special kind of similarity of tensors: the diagonal similarity. This relation of tensors was first studied in [14] and [15] , and was applied to the study of the spectra of nonnegative irreducible tensors. Here we use our tensor product to show that, this relation between tensors is also a special kind of similarity in the sense of Definition 2.3. Proof. By using the formula (2.1) we have Using Theorem 2.3, we can obtain the following result (which is stronger than a related result in [14] ) on the symmetry of the spectrum of a nonnegative irreducible tensor.
Theorem 2.4: Let
A be an order m dimension n nonnegative irreducible tensor with the spectral radius ρ(A). Suppose that the cyclic index of A is k (namely, A has exactly k distinct eigenvalues with modulus ρ(A)). Then spec(A) (as a multiset) is invariant under a rotation of an angle 2π k on the complex plane, and therefore φ A (λ) = λ r f (λ k ) for some nonnegative integer r and some polynomial f (
x).
Proof. By [14] , there exists an invertible diagonal matrix D, such that
So from Theorem 2.2 we have spec(A) = e
Then from the above result we have
and thus e
Comparing the coefficients of both sides, we obtain e 2πdi k a j = e
In [14] and [15] , Q.Yang and Y.Yang give the following results regarding the diagonal similar tensors. Here we show that the proofs of these results can be simplified by using the associativity of our tensor product. (2). Every nonnegative irreducible tensor A is diagonal similar to a multiple of some stochastic tensor.
Proof : (1) . By the associative law of the tensor product, we have for y = Dx that Now we consider another relation between tensors: the congruence relation (which is also a generalization of the congruence relation between matrices) and its applications on the E-eigenvalues and E-eigenvectors of tensors. First we recall that in [12, section 6], L.Qi defined a useful relation between tensors (which he called "orthogonal similarity") as follows.
Definition 2.5 (L. Qi, 2005 [12] ): Let P = (p ij ) be a matrix of order n, A and B be two order m dimension n tensors. If the elements of A and B satisfy the following relation:
Then it is written as B = P m A. In the case when P is a real orthogonal matrix, then A and B are called "orthogonal similar".
Remark 2.3:
(1) By using the tensor product defined in section 1 and the formula (2.1), we see that the relation B = P m A defined above is actually the same as the tensor relation B = P AP T . Since the corresponding relation for matrices is called the "congruence relation", so in this paper we choose to call the two tensors A and B to be congruent if B = P AP T for some matrix P . In the case when P is a real orthogonal matrix, then we call A and B as "orthogonal congruent".
(2) Notice that when P is a real orthogonal matrix, the relation P IP T = I does not necessarily hold. That is to say, P AP T and A are not necessary similar in the sense of our Definition 2.3. This is another reason why in this paper we choose to call them "orthogonal congruent" instead of "orthogonal similar".
It is easy to see that the orthogonal congruence relation is also an equivalent relation between tensors.
In [12, Theorem 7] , L.Qi also proved the following result about the E-eigenvalues and E-eigenvectors of tensors, which can now be simply stated and proved as the following, by using our tensor product and its associative law. Theorem 2.6 : Suppose that the two tensors A and B are "orthogonal congruent", namely B = P AP T for some real orthogonal matrix P . Then x is an E-eigenvector of A corresponding to the E-eigenvalue λ if and only if y = P x is an E-eigenvector of B corresponding to the E-eigenvalue λ.
Proof : Since y T y = x T x for y = P x, it is obvious that x T x = 1 if and only if y T y = 1. Also, by the associative law of the tensor product, we have By = λy ⇐⇒ (P AP T )(P x) = λ(P x) ⇐⇒ P (Ax) = P (λx) ⇐⇒ Ax = λx
The direct product A ⊗ B of tensors with applications on the spectra of products of hypergraphs
It is well-known that the direct product of matrices (denoted by ⊗) is a useful concept and tool in matrix theory. It has many applications in various fields, including the applications in the study of the spectra of products of graphs. In this section, we will show that the concept of the direct product of matrices can be generalized to tensors, and can also be applied to the study of the spectrum of the products of hypergraphs. Definition 3.1: Let A and B be two order k tensors with dimension n and m, respectively. Define the direct product A ⊗ B to be the following tensor of order k and dimension nm (the set of subscripts is taken as 
From this definition it is easy to see the following proposition. Proposition 3.1:
The following theorem gives an important relation between the direct product of tensors and the general product of tensors defined in section 1, which is also a generalization of the corresponding relation for matrices. Theorem 3.1: Let A and B be two order k + 1 tensors with dimension n and m, respectively. Let C and D be two order r + 1 tensors with dimension n and m, respectively. Then we have:
Proof. For the simplicity of notation, we write
In the following, we assume
Then by Definition 1.1 we have
Now we consider the applications of the direct product of tensors in the study of the spectra of the products of hypergraphs. (1). i 1 = · · · = i r and {j 1 , · · · , j r } ∈ E(H).
(2). j 1 = · · · = j r and {i 1 , · · · , i r } ∈ E(G).
A hypergraph H = (V, E) is called k-uniform if every edge of H is a subset of V with k elements. The adjacency tensor of H (under certain ordering of vertices) is the order k dimension n tensor A H with the entries ( [5] )
The characteristic polynomial and spectrum of a uniform hypergraph H are that of its adjacency tensor.
Using the direct product of tensors, the adjacency tensor of the Cartesian product of k-uniform hypergraphs can be expressed as in the following theorem.
Theorem 3.2:
Let A and B be the adjacency tensors of a k-uniform hypergraph G of order n and a kuniform hypergraph H of order m, respectively. Then the adjacency tensor of G✷H is A ⊗ I m + I n ⊗ B (where the ordering of the vertices of G✷H is taken to be the lexicographic ordering of the elements of the set V (G) × V (H)). Proof. Let C be the adjacency tensor of the hypergraph G✷H. Then by definition we can check that:
Notice that all the diagonal entries of A and B are zero, so it follows from (3.1) that
It is also easy to see that
Now we consider another kind of product of the hypergraphs.
Definition 3.3 (The direct product of hypergraphs): Let G and H be two hypergraphs. Define the direct product G × H of G and H as:
Using the direct product of tensors, the adjacency tensor of the direct product of k-uniform hypergraphs can be easily obtained as in the following theorem. Theorem 3.3: Let A and B be the adjacency tensors of a k-uniform hypergraph G of order n and a kuniform hypergraph H of order m, respectively. Then the adjacency tensor of G × H is (k − 1)!(A ⊗ B) (where the ordering of the vertices of G × H is taken to be the lexicographic ordering of the elements of the set V (G) × V (H)). Proof. Let C be the adjacency tensor of the hypergraph G × H. Then by definition we can check that
if a i1···i k and b j1···j k are both nonzero 0 otherwise
Thus it follows that
The following theorem gives the relation between the eigenvalue-eigenvectors of the tensors A and B and that of A ⊗ B and A ⊗ I m + I n ⊗ B. ] , and Bv = µv [k−1] , and we also write w = u ⊗ v. Then we have:
Theorem 3.4: Let
Proof. We have by Proposition 3.1 and Theorem 3.1 that:
From Theorem 3.4, we can obtain the following results about the spectra of the hypergraphs G✷H and G × H, where the result on the spectrum of G✷H was obtained by Cooper and Dutle in [5] , but by using the direct product of tensors defined here, our Theorem 3.4 actually gives a simplified proof of that result on the spectrum of G✷H. Theorem 3.5: Let G and H be two k-uniform hypergraphs. Let λ be an eigenvalue of G with corresponding eigenvector u, and µ be an eigenvalue of H with corresponding eigenvector v, respectively. Then we have:
(1). ( [5] ) λ + µ is an eigenvalue of G✷H with corresponding eigenvector u ⊗ v.
(2). λµ is an eigenvalue of G × H with corresponding eigenvector u ⊗ v.
Applications in the study of nonnegative tensors
In [2] and [4] , Chang et al studied the properties of the spectra of nonnegative tensors. They defined the irreducibility of tensors, and the primitivity of nonnegative tensors (also see [11] ), and extended the well-known Perron-Frobenius Theorem from the nonnegative irreducible matrices to nonnegative irreducible tensors. They also extended many important properties of primitive matrices to primitive tensors. In [14] and [15] , Q.Yang and Y.Yang gave some further results on the generalizations of Perron-Frobenius Theorem, including some results on the symmetry of the spectra of nonnegative irreducible tensors.
In this section, we will give some applications of the tensor product in the study of nonnegative tensors, especially in the study of primitive tensors. Among these applications, we will give a simple characterization of the primitive tensors in terms of the zero patterns of the powers of A (in the sense of the tensor product defined in section 1), and give some upper bounds for the primitive degrees of the primitive tensors. We also give some result on the cyclic index of a nonnegative irreducible tensor.
Let Z(A) be the tensor obtained by replacing all the nonzero entries of A by one. Then Z(A) is called the zero-nonzero pattern of A (or simply the zero pattern of A).
First we have the following result on the zero patterns of the products of two nonnegative tensors. 
From this it follows that c 1 c
A 1 B 1 (where m is the order of A 1 ). Thus we have
The following result will be used in Definition 4.1. By using the properties of tensor product and Lemma 4.1, we can obtain the following simple characterization for primitive tensors. Proof: For convenience, here we use the notation A ⋍ B to denote that A and B have the same zero pattern.
We first use induction on r to show that for any nonnegative nonzero vectors x ∈ R n , T r A (x) and A r x have the same zero pattern. When r = 1, we obviously have T A (x) = (Ax)
In general, by the inductive hypothesis, Lemma 4.1 and the associative law of the tensor product we have:
From this we have for any nonzero vector x ≥ 0 and positive integer r that:
Thus our result follows directly.
Using the similar ideas, the characterization of (nonnegative) irreducible tensors given in [ Proof: By hypothesis, A r x > 0 for all nonzero vectors x ≥ 0. It follows that y = Ax is also a nonzero (nonnegative) vector (otherwise we will have A r x = 0). Therefore we have (for any nonzero vectors x ≥ 0) that:
The following theorem shows that, although there are infinitely many primitive tensors of order m and dimension n, their primitive degrees are bounded above and have the following upper bound. In [10] , Pearson defined the majorization matrix M (A) of a tensor A as the following:
Pearson ( [10] ) also proved that if M (A) is an irreducible matrix, then A is also irreducible. Also, the spectral radius of A is denoted by ρ(A), and the cyclic index of a nonnegative irreducible tensor A is defined to be the number of distinct eigenvalues of A whose absolute value is ρ(A).
In the following theorem, we use the majorization matrix M (A) to study the cyclic index of a nonnegative tensor A. Proof: By ([10]) we know that A is also irreducible. Now let k be the cyclic index of A, and p be the cyclic index of the irreducible matrix M (A). If k = 1, the result holds obviously. So we assume that k ≥ 2.
Let λ = ρ(A)e i2π/k , let y = (y 1 , · · · , y n ) T be an eigenvector of A (with full support) corresponding to the eigenvalue λ, and write (as in [4] )
Then by [4, Lemma 4 .4], we have for any a i1···im > 0 that Thus k divides r. But r is an arbitrary cycle length of the associated digraph of the matrix M (A), so k divides the greatest common divisor of all the cycle lengths of the associated digraph of M (A), which is just p, the cyclic index of the irreducible matrix M (A) ( [1] ).
We also have the following relation between the primitive degrees of A and M (A). Now we propose the following conjecture on the primitive degrees.
Conjecture 1: When m is fixed, then there exists some polynomial f (n) on n such that γ(A) ≤ f (n) for all nonnegative primitive tensors of order m and dimension n.
In the case of m = 2 (A is a matrix), the Wielandt's upper bound tells us that we can take f (n) = (n − 1) 2 + 1. It is obvious that the strong primitivity implies the primitivity. Also, in the matrix case (m = 2), it is well-known ( [1] ) that a nonnegative matrix A is primitive if and only if it is strongly primitive. But the following example shows that these two concepts are not equivalent in the case m ≥ 3. Thus A k is not a positive tensor for all integers k, so A is not strongly primitive.
