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Abstract
The wind-related processes in the atmospheric roughness layer strongly affect our
comfort and health and can have a significant influence on our lives, especially in
urban areas. The flow patterns are the main drivers of dispersion and transport of
pollutants and particles. However, their evolution in the roughness layer is complex
because of disturbances introduced by topology or wind flows in the Atmospheric
Boundary Layer (ABL). Experimental approaches, such as wind-tunnels can signifi-
cantly improve the understanding of characteristics and be used for the improvement
and validation of model approaches. Nevertheless, they are conducted under ideal
conditions and do not represent the complex influences occurring in the atmospheric
roughness layer. Field measurements are therefore a very practicable approach to
study the chaotic behaviour of environmental flow patterns. The effort required to
obtain field measurements and their small spatial significance however make it dif-
ficult to obtain large spatial monitoring of the phenomena. In the past, numerical
studies often used simplified and idealized geometries or methods to model rough-
ness elements and only few studies were conducted in real environments using field
measurements to improve the knowledge of roughness layer flows, especially in urban
areas. While the different approaches have frequently been used separately, their
combination could lead to significant knowledge and new insights into the complex
processes. This thesis introduces the theory and major steps taken to model the
relevant roughness elements: sub-grid elements, such as surface texture, vegetation
elements, such as trees, and impermeable obstacles, such as buildings. The nu-
merical domains were based on real environments where either field or experimental
studies had been conducted providing data with which the numerical methods could
be validated, highlighting the advantages of a combined, multidisciplinary approach.
The bridge between the engineering derived Computational Fluid Dynamics (CFD)
methods and their application in environmental flow case-studies is introduced, as
well as methods to model urban areas from a micro to a neighborhood scale. Ways in
which to deal with problems, such as meshing complex geometrical data, as well as
an alternative approach for obtaining approximate transient results are shown using
examples from case studies in different environments. Four case studies, all vali-
dated with either experimental wind-tunnel or field measurements were conducted
for the relevant roughness elements: sub-grid, porous (e.g. trees) and impermeable
(e.g. buildings). The case studies also create a bridge between the engineering dom-
inated CFD methods and today’s applications in environmental flows. In each of the
case studies, the application of dispersion or transport is studied for gaseous fluids
or solid-particle detachment, dispersion and transport. Numerical problems occur-
ring, especially in urban areas, where the topology is complex and heterogeneous,
were addressed and the successful solution demonstrated. The implementation used
commercial software and OpenFOAM, an open-source code that was found to be an
ideal software package for research purposes because of its parallel capabilities and
flexibility for future studies.
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1 PREFACE
Part I.
Introduction
1. Preface
The air we breathe belongs to a chaotic and complex fluid system, the atmosphere
(Stull, 2000). Most of the time, humans are exposed to the weather on the Earth
surface, where interaction between the Atmospheric Boundary Layer (ABL) and
the surface occurs. Furthermore, an important part of anthropogenic emissions
are released close to the ground (Christen, 2005). The exposure to the different
meteorological properties, including wind, temperature and humidity, as well as
pollutants, affects life on Earth in many ways. In the few last decades, aware-
ness of the influence of pollutants and particles on health has increased drastically
(Grossman and Krueger, 1995; Molina and Molina, 2004). Dispersion characteris-
tics near the Earth surface are mainly influenced by the meteorological conditions,
especially by wind patterns (Rotach et al., 2004). Therefore, understanding the
wind patterns and their influence on dispersion and transport of secondary flow
parts, such as gases and particles, are key areas of research for disciplines including
architecture, urban development and planning, agriculture, medicine, as well as
related research, such as air quality measurements, wind-engineering, grain stor-
age.
Fluid flowing over a solid wall forms a boundary layer (Wilcox, 2000), leading to
the formation of the ABL in the troposphere. The troposphere can be divided in
four zones: firstly the laminar layer (few millimeters), and the roughness layer (50-
100 m above ground) forming the so-called Surface Boundary Layer (SBL). The
two others are the transition layer (extending to about 0.5-1 km above ground) and
the free atmosphere (extending to about 11 km above ground) (Rohli and Vega,
2008). We live in the lower region of the SBL and are exposed to the meteoro-
logical properties in the lower part of the boundary layer of the atmosphere the
roughness layer. The structure of the ABL is controlled by the stability, which has
an influence on the evolution of temperature and wind profiles (Stull, 2000). The
structure of the roughness layer is however, directly influenced by the roughness el-
ements on the ground. Roughness elements occur in different forms: texture of the
ground (grass, cultivated areas) and larger objects, like forests or buildings. The
roughness of a surface is generally expressed as the aerodynamic roughness length
and can be classified according the Davenport-Wieringa roughness length classi-
fication (Stull, 2000) or similar classifications (Oke, 2006). Simple correlations
describe the evolving ABL for neutral stabilities as a function of the velocity, the
altitude above ground and the aerodynamic length. These correlations, however,
reduce the complex flow situations, especially in rough areas to one parameter, the
roughness length. On a micro-scale (10-100 m) (Orlanski, 1975) such correlations
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are not sufficient to capture the complexity of the evolving flow patterns in and
around such roughness elements. But dispersion and transport characteristics, as
well as measurements in the roughness layer are directly influenced by the com-
plexity of the evolving flow patterns (Yassin et al., 2009).
Therefore, capturing the detail of flow characteristics within the roughness layer
is an important step to understanding the mechanisms influencing flow fields in a
wide variety of research areas, for example: a) pollutant dispersion in urban areas,
which influences our health, b) interpreting point measurements, which enriches
the knowledge of intensive field measurements, c) influence of forests on wind-
farms, which helps to optimize alternative energy resources, d) conceptualization
of future cities, especially the comfort in urban areas, e) requirements for wind-
breaks, which helps to improve protecting of farm land or stock areas, f) influences
on soil deposition, helps to optimize agricultural productivity.
There are three types of approaches frequently used to study the flow fields and
pollutant or particle concentrations, which will be addressed in this thesis:
Experimental / Laboratory measurements approaches are setup in controlled
environments, such as wind-tunnels.
Field measurements Field campaigns are conducted in real environments
Numerical approaches involving different forms of models, from analytical to
physically-based
2. State of current research
It is important to define the scale on which the influence of roughness on a flow
field is going to be studied (Orlanski, 1975). From a large scale perspective (meso-
or synoptic-scale), single or multiple roughness elements, even large objects with
dimensions of a few dozen meters and over a wide area (such as a city) will have
a minor influence. Such elements can be considered negligible for flows in the free
atmosphere or can be simplified using parameters such as the roughness length to
estimate the influence on the ABL. On a smaller scale, roughness elements such
as buildings, can have a significant influence on the flow patterns. According to
Orlanski (1975) the micro-scale involves process from ≈ 0 − 2 km. Britter and
Hanna (2003) introduced three spatial scales in urban environments: city scale
(< 10 − 20 km), neighborhood scale (< 1 − 2 km) and the street canyon scale
(< 100 m). This thesis studies flows in the micro-scale range (Orlanski, 1975),
from the street-canyon scale to neighborhood scale in urban contexts (Britter and
Hanna, 2003). At this scale, roughness elements forming the canopy scale, are
either sub-grid (for example, surface textures such as grass) or fully resolved (for
example, trees or buildings). These objects form a sublayer of the roughness
layer, the canopy layer (Britter and Hanna, 2003). Three roughness classes are
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introduced based on their fluid interaction characteristics: sub-grid (e.g. crop
sort), impermeable (e.g. buildings) and porous (e.g. trees).
2.1. Experimental approaches
Experimental studies are mainly conducted in wind or water tunnels, whereby the
full control makes this approach very practicable to study phenomena under ideal
conditions. Wind tunnel studies have been conducted with idealized urban ge-
ometries to study urban effects (impermeable): pollutant concentrations in simple
urban geometries (Davidson et al., 1996; Chang and Meroney, 2003), wind fields in
water channels (Princevac et al., 2010) or fluxes (Barlow and Belcher, 2002). Also
intensive wind tunnel experiments were conducted with real city geometries (Fed-
dersen, 2005). Castro et al. (2006) studied the influence of the roughness layer in a
wind-tunnel that was similar to urban structures to improve sub-grid approaches.
Others used portable wind-tunnels to obtain in-situ measurements (Fister et al.,
2011). Wind channel experiments were also conducted to study the effect of veg-
etation (porous) on wind flows (Grant, 1983). The results from the experimental
studies are often used to validate numerical approaches. Nevertheless, the simpli-
fication of the objects and the ideal flow conditions are not able to reproduce real
situations as they occur in urban areas or around large porous structures, such as
forest edges. Macdonald et al. (1998) draw a comparison between wind tunnel and
field experiments to bridge the gap between the two.
2.2. Field measurement campaigns
Field measurements provide the possibility to study real environmental flows. The
roughness elements are mostly complex and not idealized, and the influences of
synoptic phenomena are included. There is a large effort, in terms of both cost
and time invested, involved in obtaining good field measurements, but they do pro-
vide a unique insight into natural flow characteristics. Many field measurements
have been conducted in urban environments (impermeable) including one-point
measurements (Louka et al., 2000), particle distribution at three locations (Weber
and Weber, 2008) and turbulence (Brook, 1972; Rotach, 1995; Feigenwinter, 1999).
Other extensive field campaigns are the Joint Urban 2003 study (Leach, 2005) and
the BUBBLE (Christen, 2005; Rotach et al., 2005). Grimmond et al. (2002) give
an extensive overview of campaigns focusing on CO2 field measurements. A large
field campaign, FLUXNET, studied meteorological properties in vegetation struc-
tures (porous) (Baldocchi et al., 2001). Other studies focused on the turbulence
characteristics in and above forests (Allen, 1968; Raynor, 1971; Green et al., 1995)
and behind windbreaks (Finnigan and Bradley, 1983). A review of early studies
investigating the influence of roughness elements (sub-grid) can be found in Roth
(2000).
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2.3. Numerical approaches
The history of numerical approaches is long and encompasses a wide range of
methods. High resolution and physically-based numerical approaches with simple
objects or individual buildings addressing studies for impermeable roughness ele-
ments (Hunter et al., 1992; Calhoun et al., 2004). A series of studies used simple
geometries and different numerical models to simulate pollutant dispersion and
transport in urban environments (Sini et al., 1996; Andronopoulos et al., 2002;
Tsai and Chen, 2004; Huang et al., 2009; Yassin et al., 2009; Li et al., 2009).
Other studies focused on related topics such as the ventilation potential in urban
environments (Moonen et al., 2011). Several studies used real and complex ge-
ometries, but either were verified with measurements taken from other studies in
different backgrounds without validation, or their approaches (Chu et al., 2005;
Neifytou et al., 2006; Yang and Shao, 2008) or with experimental wind-tunnel mea-
surements (Carpentieri et al., 2009; Xie and Castro, 2009). In the scale sub-grid,
there are studies to refine the aerodynamic roughness representation (Grimmond
and Oke, 1999) or model approaches (Guilloteau and Mestayer, 2000; Singh et al.,
2008). There are high resolution numerical CFD approaches, which were com-
pared to field measurements (Murena et al., 2009; Wang and Zhang, 2009), but
most of them are only on street canyon scale by modelling a single street canyon
(Vardoulakis et al., 2003).
Only a few studies were conducted in real urban environments and compared to
field measurements, whereof Hanna et al. (2006) gives a good overview. There
have been many numerical studies verified using wind tunnels for vegetation ele-
ments (porous roughness elements) (Kobayashi et al., 1994; Packwood, 2000; Liang
et al., 2006; Endalew et al., 2009; Yeh et al., 2010). Several studies with porous
shelter roughness elements have been verified with field measurements (Hagen
et al., 1981; Bradley and Mulhearn, 1983). There are different plain numerical ap-
proaches, including Geographical Information System (GIS) (Vigiak et al., 2003) or
physically-based approaches (Bourdin and Wilson, 2008; Dalpe´ and Masson, 2009).
Very important knowledge can be drawn from the different approaches in the
past. The experimental systems are an ideal way to validate model approaches
because the ideal conditions in the controlled environment are readily transferable
to numerical results. But the simplification of the objects in experimental stud-
ies, as well as the controlled conditions, cannot represent the complex conditions
in the natural roughness layer, whereas field measurements capture the relevant
process dynamics in environmental flows. The intensive effort required makes it
difficult to realize spatially significant measurements over a larger extent (Chris-
ten, 2005). The numerical approaches are directly dependent on experimental and
field measurements because the modelled results have no relevance without vali-
dation. CFD methods are based on physically-derived governing equations that
are able to capture fluid dynamics in every detail (part II). Nevertheless, even
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with today’s computational resources, it is not practicable to resolve every scale.
Therefore, applicable models were derived, which enable a physically-based mod-
elling of environmental flows. The combination of field measurements and physical
numerical methods, combines the advantages of both approaches: the reality in
the field measurement with the spatial resolution of the numerical results.
3. Scope and objectives
Our living environment, the roughness layer, is a layer of the ABL, which is influ-
enced by natural (e.g. vegetation) and anthropogenic (e.g. buildings) roughness
elements, which introduce a wide range of flow patterns. Previous research sum-
marized in section 2 has been able to derive a large amount of important knowl-
edge. Nevertheless, the continuing progress in experimental, measurement meth-
ods and computational resources as well as an increased ability to combine these,
has opened up new possibilities to study the roughness layer. On the one hand,
there is a lack of numerical studies with physically-based methods validated with
field measurements. On the other hand, the increasing computational resources
permit modelling over different scales. Furthermore, the awareness and urgency
of the influence of anthropogenic emissions on climate (Charlson et al., 1992) and
health (Molina and Molina, 2004) makes it essential to understand the dispersion
and transport characteristics of pollutants and particles in the roughness layer.
A key factor when studying dispersion and transport in such heterogeneous and
complex surroundings, is the understanding and ascertainability of the evolving
wind patterns in high spatial and temporal resolution. CFD methods have shown
their ability of model flows in the ABL (Kim and Boysan, 1999) and, in combina-
tion with field measurements, to present new insights into phenomena that can be
found at different scales with high spatial and temporal significance.
This thesis aims to:
i) study the CFD methods to model flow patterns that arise from the three
roughness element classes:
a) sub-grid
b) impermeable
c) porous
ii) validate these applications using:
a) field measurements
b) experimental measurements
iii) study the dispersion, respectively, transport of two important substances:
a) gaseous fluids (e.g. CO2)
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b) solids (e.g. pollen, PM10-particles)
iv) study these phenomena on three scales:
a) micro-γ (Orlanski, 1975) / street canyon
b) neighborhood
c) regional (Britter and Hanna, 2003)
3.1. Structure
The background and theory of CFD methods in environmental flow simulations
is discussed in part II. This part is divided into in an introduction (section 4),
addressing the application of CFD in environmental flow simulations and arising
difficulties, a discussion (section 5) of the fundamentals of CFD, the numerical
methods applied and the software packages used and an overview of the methods
used to incorporate the different roughness classes in the CFD methods and derived
solution for some practicable problems, such as meshing of complex geometries
(section 6). The main body of this thesis is then separated into four further parts,
each covering a different aspect:
CFD in field experimental study (Part III) This part covers the use of experimental
techniques to investigate sub-grid roughness (aim ia), iib) and iiib) and ivc)).
CFD calculations were conducted for a portable wind-tunnel (Fister et al., 2011).
The wind-tunnel was designed to be usable in field campaigns and simulate the
ABL with real soil types. The tunnel was equipped with a rainfall simulator and
measurement devices to study particle detachment and transport with and without
rain. The measurements indicated a good reproduction of the logarithmic wind
profile and the numerical results could be used to validate the spatial variations
in the boundary layer development over the length of the tunnel. Secondary flow
properties, such as turbulence intensity distribution over the tunnel and shear
stresses on the ground, which are difficult to measure, were obtained from the
model. They were used to model the particle detachment characteristics and
compared to the collected data.
CFD with gaseous pollutants (Part IV) This part covers the use of field measure-
ments and modelling to study the effect of impermeable roughness elements on the
street canyon scale and the dispersion of transported gaseous fluid (aims ib) iia)
iiia) and iva)). The evolving flow patterns around a large building were modelled
and the numerical results were compared to CO2 measurements obtained during
a field campaign (Vogt et al., 2006). The traffic emissions were modelled and
evaluated at different altitude levels near the building wall. A parameter study,
which was validated with data of the BUBBLE campaign is described in detail.
No measurements for the velocity components were available to validate the flow
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patterns alone, but the agreement with the CO2 measurements show their correct
representation by the model.
CFD through a tree stand and solid particles (Part V) This part covers the applica-
tions of the combined approach to a synthesis with porous and sub-grid roughness
elements. The numerical results were verified with field measurements of the Mi-
croPoem campaign (Michel et al., 2010) and covers the aims ic), iia), iiib) and ivb).
The evolving wind patterns in and around a tree stand (windbreak) in southern
Switzerland were modelled for different velocity classes. A new turbulence closure
model was applied and the dispersion and transport of emitted pollen and the
background pollen concentration was simulated using a combination of Eulerian
and Lagrangian methods. The CFD methods show a very good accordance and
were able to reproduce the complex flows around the stand. The study mixed two
roughness classes (sub-grid and porous) and showed their significant influence on
the pollen dispersion. An explanation for measured pollen concentration on the
lee-side of the stand could be derived from the highly resolved numerical results.
CFD on a neighborhood scale (Part VI) This part examines the impact of imper-
meable roughness elements on street canyon and neighborhood scale (aims ib), iia)
iiia) and ivb)). A ’pseudo-transient’ method is introduced to model transient flow
patterns over a large spatial extent with a high spatial resolution and affordable
computational effort. Traditional transient calculations covering a large spatial
extent with a high spatial resolution (≈ 1 m) and a long time periods are not
practicable using today’s computer resources (Parra et al., 2010). A clear descrip-
tion of the influence of the spatial distance to boundaries and validation location
within the domain was obtained and the practicability to model complete cities
was demonstrated.
Finally, in the ’Conclusion and synopsis’ (Part VII) conclusions are drawn for
the different aspects in this thesis, finishing with an outlook for possible future
studies.
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Part II.
Method and Theory
This part covers the theoretical background of the numerical approaches and some
essential turbulence theory is outlined. An insight is given into the factors, which
influence the quality of CFD results, such as assumptions, meshing techniques,
software packages, techniques to model sub-grid, impermeable and porous rough-
ness elements and the challenges involved in comparing field data with modelled
results (e.g. turbulence scale problematic).
4. CFD in environmental applications
4.1. General considerations
CFD computations in environmental studies are influenced by many different pa-
rameters (Fig. 1). Four key considerations distinguish and define the different
influencing parameters:
Requirements This topic covers the spatial resolution needed to model the desired
phenomena in a given spatial extent, taking the available computational resources
into account (section 4.2).
Numerics The numerical CFD method involves several aspects, which can influ-
ence the quality of the results to a greater or lesser degree. Challenges are the
quality of the mesh, the applied turbulence models, the discretization method or
the applied solvers and the governing equations. These topics are further discussed
in section 5.
Meteorology In meteorology, the range of scales is wide, from synoptic (e.g.
Rossby waves) to small scales (e.g. urban micro-meteorological effects) (Stull,
2000). Meteorological conditions influence many parameters, such as temperature,
humidity, etc. (Stull, 2000). Due to the complexity, assumptions are needed to
be able to model the meteorological conditions. Furthermore, the handling and
processing of the measurement data to make them comparable to CFD results are
not straightforward, especially with regard to the turbulence properties, section
4.4.
Geometry Modelling in the roughness layer, especially impermeable elements is
greatly facilitated by the availability of geometrical data, such as CAD (or GIS).
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A method by which the influence of trees and other vegetation elements on the
flow can be modelled, needs to be incorporated into the numerical approach (6).
CFD methodology 
Computational resources 
Available data 
Spatial resolution 
Wide range of parameters 
Turbulence model 
Solution methods 
Requirements 
Discretization schemes 
Numerics 
Geometry 
Meteorology 
Representation 
methods 
Measurement data 
Temporal resolution 
Spatial Extent 
Complexity 
Governing equations 
Scales 
Time period 
Stability 
Figure 1: Influencing parameters on CFD calculations in environmental applications
4.2. Scales and resources
This section discusses the needs for the spatial and temporal resolution, taking
into account available resources.
4.2.1. Spatial resolution
As introduced in section 2, the street canyon (micro-γ (Orlanski, 1975)) and neigh-
borhood scale range from several meters up to 2 km. To resolve the processes at
this scale, a sufficiently high spatial resolution has to be chosen. According to
Franke et al. (2004), the resolution is dependent on the application. The intent of
this thesis is to resolve the flow pattern in sufficient detail to study the dominating
processes. Based on a common quality parameter y+ (see section 6.1) the spatial
resolution ranges from < 1 (near wall in part VI) to 2 m (horizontal resolution in
part V) for the case studies.
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4.2.2. Temporal resolution
CFD methods distinguish between steady-state and transient calculations: steady-
state solutions reflect the mean flow fields, whereas transient calculations resolve
temporal fluctuations explicitly. As the representation of the chosen scales (micro-
γ / street canyon, neighborhood scale, section 3) with sufficient spatial resolution,
the subdivision of the spatial extent can lead to a high number of elements. The
combination of a high temporal and a high spatial resolution requires unavailable
computational resources (Parra et al., 2010). For the case studies (parts III, IV
and V) a steady-state flow field satisfied the needs of the temporal resolution to
study the corresponding phenomena. To gain a deeper insight in the processes,
especially for urban areas, where very complex flows develop (Li et al., 2006), a new
approach is introduced: according to Parra et al. (2010) steady-state solution can
be used to create a ’pseudo-transient’ solution field. This is obtained by creating a
collection (henceforth referred to as inventory) of steady-state solutions and then
to use a driver, e.g. time resolved measurements, to drive the inventory. This
means to tie together steady-state solutions to obtain a ’pseudo-transient’ flow
field. This technique is already widely applied in wind-engineering applications to
estimate the potential of wind resources with numerical methods.
4.2.3. Computational resources
The University of Basel cluster maia could be used with > 1000 cores (since 2011)
and 2 workstations with (24GB and 48GB RAM), especially for pre-processing and
simpler calculations. The employed software packages (section 5.5.2) required ap-
proximately a relation of 2 KB/element for pre-processing and 1−1.3 KB/element
for calculation. Therefore, meshes up to 20 · 106 elements were feasible, restricted
by the pre-processing step and the software.
4.3. Stability and incompressibility
Two assumptions were set for the numerical approaches: neutral conditions for
stability and incompressibility of the flows.
4.3.1. Stability
The static stability is one method to study the ability of air parcels to rise. Static
stability only considers buoyancy effects, whereas the dynamic stability takes the
influence of shear forces in the mean wind into account. The static stability dis-
tinguishes between, (Stull, 2000):
1. unstable: The buoyancy force on a displaced air parcel is in the same direction
as the displacement
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2. neutral: An air parcel displacement does not feel the influence of the buoyant
force
3. stable: Temperature gradient is sub-adiabatic and the buoyancy force is op-
posite the displacement force
Assuming neutral conditions allows to neglect buoyancy effects, and makes it
unnecessary to model the thermal effects in the roughness layer.
In addition, the free and forced convection need to be defined (Incropera and Witt,
2002). Free convection describes the flow motion occurring from density differences
in a fluid, which results from different temperatures in the fluid and therefore are
driven by buoyancy forces (e.g. hot building walls enclosed by cooler air resulting
in fluid motion). Forced convection describes the situation, when the flow is not
driven by temperature differences. Therefore, the motions on the studied scales
(differing significantly on synoptic scale, e.g. cold fronts) convection caused by
free convection are neglectable in advection driven flows.
For all case studies, neutral conditions were assumed and thermal effects as well
as the influence of the buoyancy force were neglected. These assumptions are
valid, based on published results on neutral stabilities in urban areas (Lundquist
and Chan, 2006). The results from the study described in part V also show the
validity of this assumption for flows around similar roughness elements, such as
trees in advection dominated flows.
4.3.2. Thermal effects
To test the performance of CFD methods to represent thermal effects in the atmo-
sphere, a hot and a cold bubble were simulated in a neutral stratified atmosphere
and compared to the evolution according to Janjic et al. (2001). The software used
in the simulations is described in section 5.5.1.
In a two dimensional simulation, the evolution of a hot bubble, respectively a
disturbance near the ground in a neutrally stratified atmosphere over a horizontal
distance of 20 km and vertical extent of 13.5 km was modelled (Janjic et al., 2001).
The bubble was initialized according to:
T (x, z) = T¯ + 6.6cos2
pi
2
√(
x− 2750
2500
)2
+
(
z − 2750
2500
)2 (1)
Figure 2 shows the evolution of the bubble from 0 s to 550 s. The characteristic
rise of the bubble in the atmosphere is obtained. The upstreaming air pulls in
colder air from the atmosphere and a mushroom-shaped temperature distribution
can be observed. The corresponding movie is attached to this thesis in part VIII.
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t = 0 
t = 100 s 
t = 200 s 
t = 300 s 
t = 400 s 
t = 550 s 
Figure 2: Transient 2D calculation of a warm bubble in a stratified atmosphere with a
potential temperature of 300 K
In contrast, the cold bubble test was performed over a simulated horizontal extent
of 40 km and a vertical extent of 10 km. A cold bubble was initialized according
to:
T (x, z) = T¯ + 15cos2
pi
2
√(
x− 3000
4000
)2
+
(
z − 3000
2000
)2 (2)
if √(
x− 3000
4000
)2
+
(
z − 3000
2000
)2
6 1 (3)
Figure 3 shows the evolution up to 950 s simulation time. The bubble pulls colder
air down from the upper region of the simulation area. The strong disturbance
after 400 s originates from the defined periodic boundary conditions, from & 400 s
onwards.
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t = 0 
t = 150 s 
t = 350 s 
t = 550 s 
t = 750 s 
t = 950 s 
Figure 3: Transient 2D calculation of a cold bubble in a stratified atmosphere with a
potential temperature of 300 K
The comparison to the temperature distribution given by Janjic et al. (2001)
shows the feasibility of modelling thermal atmospheric processes by using CFD
methods. But for many reasons, e.g. microphysics (clouds, precipitation), physical
parametrization (soil, clouds, radiation), dynamics (large scale, conservation of
enstrophy), the CFD methods introduced here are not practicable in any way to
model meso-scale atmospheric processes.
4.3.3. Incompressibility
In fluid mechanics, incompressible flows are summarized as flows with very low
Mach numbers Ma < 0.3, where the Mach number Ma expresses the ratio between
the flow speed and the sound speed, (Wilcox, 2000). The description incompress-
ible describes the flow and not directly the fluid property. Most likely no flows
with Mach numbers > 0.3 occur in the roughness layer. Therefore, the assumption
of incompressible flows is acceptable.
4.4. Measurement validations
The comparison of time-averaged CFD results with time-series of point-wise field
measurements makes it necessary to define a average time-period for the Reynolds
Decomposition (eq. 15 in section 5). In field measurements the average time-
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period is defined to capture the relevant flow scales (Voronovich and Kiely, 2007).
To define an appropriate average time-period to compare with the modelled re-
sults, the 20 Hz data from the BUBBLE campaign at the ’Sperrstrasse’ location
were analysed. The Reynolds Decomposition is only applicable for stationary flows
(Foken and Wichura, 1996). The statistics of statistical stationary flows are invari-
ant to a time-shift (Pope, 2000). The data were filtered to select only stationary
situations, according to:
∆
{
σ2x(t1....tn)
}
=
σ2x
1
n
[σ2x(t1) + ....+ σ
2
x(tn)]
(4)
where σx is the dispersion of a variable under a time-shift in a full time series
(t1 · · · · · tn). Stationarity is fulfilled if ∆σx → 0. Therefore, a small trigger value
for the filter of ∆σx < 0.04 was chosen. The raw 20 Hz data were first decomposed
by the Reynolds decomposition (see section 5.3). Secondly a filter for the flow
angle was applied (e.g. 130◦). Figure 4 shows the correlation between the mean
velocity and the TKE for wind angle 130◦ and a long (1200 s) and a short (30 s)
time-period for filtered (stationarity) and not filtered data.
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Figure 4: Correlation of the mean velocity to the TKE for 4t = 1200 s (a) and 4t = 30 s
(b). The statistical analysis was carried out at the highest measurement point
in a street canyon, 31.7 m above ground.
A dependency of the TKE (for more details on TKE see subsection 5.3.1)on the
mean velocity properties was found in connection with the average time-periods
length, thereby introducing some implications for comparing field measurement
data and numerical CFD data. The results are outlined in part IV and part VIII.
4.5. Postprocessing - The ability of visualization
CFD results can represent a flow field with a high spatial resolution and therefore,
with highly resolved process characteristics. The flow can be visualized, for exam-
ple using stream-lines, vector plots, contour lines or similar visualization methods.
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The three dimensional visualization is primarily of use as a qualitative method as
it can show uniquely the complexity of flow patterns, as shown in Fig. 5.
Figure 5: Streamlines during Se wind over a part of ’Klein-Basel’, a city block of Basel,
Switzerland. Colors indicate velocity (slow: red, high: green)
The three dimensional flow behaviour can be expressed as a combination of two
variables: velocity as arrows and TKE as contours, Fig. 6(a) and Fig. 6(b).
This allows an easier interpretation of the phenomena and the derivation of such
numerical result fields with high spatial resolution is one advantage of CFD meth-
ods. Part IV illustrates how the interpretation of numerical flow fields can provide
an important qualitative insight into real-situation flow dynamics, although the
graphical representation alone lacks quantitative significance.
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(a) 130◦ Mean velocity (arrows) and TKE (con-
tour lines)
(b) 355◦ Mean velocity (arrows) and TKE (con-
tour lines)
Figure 6: Flow patterns within street canyon for two inflow conditions (130◦ and 355◦)
illustrated with arrows and contour lines at ’Sperrstrasse’ Basel Urban Bound-
ary Layer Experiment (BUBBLE)
5. CFD Theory
As environmental flows are turbulent flows, the characteristics and phenomena of
turbulent flows and their research history are briefly introduced in the next section,
the fundamentals of the CFD method are discussed as well.
5.1. General view on turbulent flow phenomena
Starting with Leonardo da Vinci’s ”la turbolenza” (Richter, 2005), followed by
500 years of intensive research and support by increasing computational ’help’,
the complexity and chaotic behaviour of turbulent flow is still a research topic
itself (Ecke, 2005). Turbulent flows can be found everywhere in our daily life
(Pope, 2000) and can be described as flow with irregular and chaotic spatial and
temporal fluctuations (Ecke, 2005). Turbulent flows have some important char-
acteristics; they have a greater ability to transport and mix fluids than stratified
(laminar) flows (Pope, 2000). In the last few centuries, major observations have
been made and progress was achieved, such as the Euler equation of motion and
the Navier-Stokes Equations (NSE) describing momentum conservation in fluid,
including viscosity effects, which fulfill Newton’s law of motion. The NSE, a set
of ’simple’ Partial Differential Equations (PDE), are able to describe every type
of flow over all scales (Pope, 2000). Nevertheless, sensitivity to smallest changes
in initial or flow conditions makes turbulent flow very difficult to capture. Inter-
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estingly, two statements of da Vinci are still state-of-the-art: the separation of the
flow into a mean part and a fluctuating part (known as the Reynolds Decomposi-
tion) and the description of ’eddies’ as elements in turbulence phenomena (Ecke,
2005). Richardson’s energy cascade (Richardson, 1922) introduced the concept of
transport energy from larger scales (or eddies), where the energy is introduced,
to smaller scales, where viscous effects dissipate the energy. In 1941 Kolmogorov
formulated a hypothesis about the relation between velocity and timescales to the
length of an eddy. Together, Richardson’s image of the energy cascade and Kol-
mogorov’s hypothesis led to the derivation of the subdivision of the eddy length
scales into an energy-containing range, inertial subrange and a dissipation range.
Kolmogorov’s hypothesis further deduced a transfer rate of energy, independent
of the eddy length, in the inertial subrange and probably one of the most impor-
tant consequences, a smallest scale of turbulence, the Kolmogorov scales (Pope,
2000), which characterize a definite scale for every turbulent flow. The wide range
of scales and the sensitivity to small perturbations makes the numerical study of
turbulent flows difficult.
5.1.1. Numerical approach to turbulence
There is a difference between turbulent flow simulations and turbulence models
(Pope, 2000): simulations solve the governing equations (NSE) to compute the
time-dependent velocity field for one realization of the turbulent flow. In contrast,
turbulence models solve the equations for mean properties (Pope, 2000). Fre-
quently applied approaches to turbulent flow simulations are a) Direct Numerical
Simulation (DNS), where all scales of the fluid motion are resolved (including the
Kolmogorov scales) and b) the Large Eddy Simulation (LES), where the scales for
a filtered velocity field are solved according to the NSE, but small scales (depen-
dent on the filter definition) are modelled using a turbulence model approach such
as Reynolds-Averaged Navier-Stokes (RANS), where all turbulent length scales
are modelled. DNS calculations are not feasible for environmental applications,
because all scales have to be represented (from meso-scale motions to the Kol-
mogorov scale). LES have found an increasing use in environmental applications
(Moonen et al., 2011). They show some advantages over RANS turbulence model
approaches, but are associated with a considerably higher computational effort
(Coirier et al., 2005; Salim et al., 2011). Turbulence models are mostly based on
the RANS approach, which apply the Reynolds Decomposition to the governing
equations (NSE).
Therefore, RANS models are still the most widely used methods, providing a good
compromises between computational costs and accuracy.
33
5 CFD THEORY
5.2. Governing equations
CFD simulations are based on discretization and solution of the Navier-Stokes-
Equations (NSE). The NSE describe the physics of liquids and gases in motion
and are thus commonly applied to problems such as open channel flow, ocean
currents and atmospheric wind. The NSE are based on Newton’s law of motion
that describes momentum conservation on an infinitesimal fluid element and are
written as
ρ · DUi
Dt
= ρ · fi + ∂τij
∂xj
(5)
where Ui are the velocity components in three dimensions, fi the components of
the body force per unit mass, ρ the density of the fluid and τij the surface force
per unit volume of the infinitesimal element. Equation (5) is often referred to
as Cauchy’s equation of motion (Kundu and Cohen, 2002). The stress in static
fluids is isotropic, which means it is independent of the orientation. If a fluid is
in motion, an additional stress is generated by the viscosity of the fluid such that
the surface force in a fluid can be expressed as
τij = −pδij + σij (6)
where δij refers to the Kronecker delta and p is the thermodynamic pressure. If
the term σij = 0, equation (6) represents the stress in a static fluid and reduces
to the pressure −pδij. The deviatoric stress tensor σij is the force generated by
the viscosity effects in a moving fluid. The gradient of the velocity consists of a
symmetric and an antisymmetric part. Because the antisymmetric part expresses
the deformation by rotation of the fluid, the viscous stresses can only be generated
by the symmetric component, i.e. the strain rate tensor eij.
eij =
1
2
(
∂Ui
∂xj
+
∂Uj
∂xi
)
(7)
For an isotropic medium with a symmetric stress tensor, it can be shown, that
σij = 2µtheij + λemmδij (8)
where µth and λ are variables expressing the local thermodynamic state (Kundu
and Cohen, 2002). Inserting equation (8) into equation (6), the stress tensor
equation (9) is formulated as
τij = −pδij + 2µtheij + λemmδij (9)
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By building an equation for the trace of the stress tensor and expressing emm =
∂Ui
∂xi
, the following relation can be derived:
p = p¯+
(
2
3
µth + λ
)
· ∂Ui
∂xi
(10)
using p¯ = −1
3
τii. With Stokes assumption λ +
2
3
µth = 0, (Kundu and Cohen,
2002), we obtain the stress tensor equation
τij = −
(
p+
2
3
µth
∂Ui
∂xi
)
δij + 2µtheij (11)
Substituting the stress tensor (eq. 11) in the momentum conservation equation
(eq. 5), the NSE for a compressible fluid can be derived
DUi
Dt
= −1
ρ
∂p
∂xi
+ fi +
∂
∂xj
[
2µtheij − 2
3
µth
(
∂Ui
∂xi
)
δij
]
1
ρ
(12)
Fluids with stress rates linearly proportional to the strain rate are called New-
tonian fluids. The viscosity µ is the constant of the proportionality, with µ =
f(T ) ∼ µth. The continuity equation for incompressible fluids reads:
∂Ui
∂xi
= 0 (13)
Using the strain rate tensor (eq. 7) and the incompressible continuity equation
(eq. 13), the NSE for an isostropic, incompressible, Newtonian fluid reduce to
DUi
Dt
= −1
ρ
∂p
∂xi
+ fi + ν
∂2Ui
∂x2i
(14)
where ν = µ
ρ
is the kinematic viscosity.
5.3. Turbulence modelling
One of the most common approaches to model turbulence is obtained by applying
the Reynolds Decomposition (eq. 15) to the NSE (eq. 14)
Ui = 〈Ui〉+ ui (15)
which leads to the RANS equations.
D¯〈Ui〉
D¯t
= −1
ρ
∂〈p〉
∂xi
+ fi + ν
∂2〈Ui〉
∂x2i
− ∂〈uiuj〉
∂xj
(16)
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The additional terms
∂〈uiuj〉
∂xj
are called the Reynolds stresses and play a crucial
role in turbulence modelling by using the RANS method. The mean velocity field
is governed by four independent equations in three dimensions (eq. (13) and (eq.
14)). 〈Ui〉, 〈p〉 and the Reynolds stresses constitute more than four unknown
variables, thus the set of equations cannot determine all of the unknown variables,
i.e. an ”unclosed” situation. The Reynolds stresses have to be defined in a separate
exercise to solve the so called ”closure problem”. The additional equations are
called ’turbulence models’ and are divided into models using the turbulent viscosity
hypothesis and models using Reynolds stress transport equations (Pope, 2000). A
common family of turbulent viscosity models are two-equation models.
5.3.1. Turbulence closure: Two-equation eddy-viscosity models
A detailed review of different two-equation eddy-viscosity models is given in Menter
(1994).
The turbulent kinetic energy (TKE) is defined as (Wilcox, 2000):
k =
1
2
〈uiui〉 (17)
The anisotropic stresses are defined as the shear stresses minus the isotropic
stresses 2
3
kδij:
asij = 〈uiuj〉 − 2
3
kδij (18)
For the momentum transport only the anisotropic components asij are relevant
and the isotropic part can be expressed by a modified mean pressure (Wilcox,
2000). In 1977, Boussinesq introduced the hypothesis that, in analogy to the stress-
rate-of-strain of Newtonian fluids, the shear Reynolds stresses can be assumed to
be proportional to the mean rate of strain (Versteeg and Malalasekera, 2007). The
relation between the Reynolds stresses and the mean rate of strain is defined by a
scalar coefficient, the turbulent viscosity νt.
〈uiuj〉 = 2
3
kδij − νt
(
∂〈Ui〉
∂〈xj〉 +
∂〈Uj〉
∂〈xi〉
)
(19)
It has be to mentioned that this approach assumes an isotropic behavior for the
normal Reynolds stresses.
In the widely applied two-equation model, the standard k −  model (Launder
and Spalding, 1974), the turbulent viscosity νt is obtained by:
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νt = Cµ
k2

(20)
where Cµ = 0.09 is a model constant (Wilcox, 2000). In the standard k − 
model, two transport equations in addition to the continuity equation (eq. 13)
and the RANS (eq. 16) are solved for the TKE k and the dissipation . Equation
21 shows the transport equation for the TKE:
D¯〈k〉
D¯t
=
∂
∂xi
(
νt
σk
∂k
∂xi
) + P − + Sk (21)
and for the standard k −  model  is calculated according to:
D¯〈〉
D¯t
=
∂
∂xi
(
νt
σ
∂k
∂xi
) + C1P 
k
− C2 
2
k
+ S (22)
where σk and σ are the turbulent Prandlt numbers, relating the diffusivity of k
and  to the turbulent viscosity νt according to the gradient-diffusion hypothesis
(Wilcox, 2000). The gradient-diffusion hypothesis relates the flux of a scalar to the
mean scalar gradient. C1 = 1.44 and C2 = 1.92 are model constants and Sk and
S source terms (section 6.2). Neglecting buoyancy effects, the TKE production is
P = νt2S2ij, where Sij is the shear stress.
5.4. Numerical Methods
Advective terms, such as 〈Uj〉∂2〈Ui〉∂xj in the NSE (eq. 16) contain non-linear quan-
tities and are intricately coupled (Versteeg and Malalasekera, 2007). To solve the
NSE, the velocity field has to be known and so the pressure has to be resolved.
There is no transport equation for the pressure term p. In compressible cases,
the pressure term is derived from density and temperature of the fluid. In the
incompressible case, the density is constant and the velocity field should satisfy
the incompressible continuity equation (eq. 13) if the pressure field is known.
5.4.1. Pressure coupling
The missing connection between the pressure and the density in incompressible
flows poses a problem for computing the pressure (Versteeg and Malalasekera,
2007). Therefore, the correct pressure field in the momentum equations (eq. 16)
must fulfill the continuity equations (eq. 13). The Semi-Implicit Method for
Pressure-Linked Equations (SIMPLE) is a widely used iterative approach for solv-
ing steady-state calculations. SIMPLE creates a link between the velocity and
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the pressure (Kundu and Cohen, 2002). Assuming the pressure is discretized at
the same nodes, a strongly non-uniform pressure field gives rise to a uniform field
in the NSE (Versteeg and Malalasekera, 2007). This non-physical artifact can be
overcome by creating a staggered grid, and the calculation of the pressure at the
nodes and the velocity at the midpoints of the mesh (Harlow and Welch, 1965).
The iterative SIMPLE approach starts with a estimated initial pressure field p∗
and uses the momentum equations to calculate a velocity set U∗i . The difference
between the pressure p and the estimated initial pressure p∗ is denoted as p′ and,
similarly, the difference between the velocity components is U ′i . The correction of
the velocity components U ′i can be calculated using p
′ by neglecting the influence
of the neighboring nodes, which is one of the main approximations in the SIMPLE
approach (Versteeg and Malalasekera, 2007; Kundu and Cohen, 2002).
U ′i = −
1
Ap
∂p′
∂xi
(23)
where Ap depends, among others, on the mesh topology discretization. These
new velocity components U ′i can be inserted into the continuity equation (eq. 13),
giving rise to a Poisson equation.
− 1
Ap
(
∂2p′
∂x2i
)
=
∂U∗i
∂xi
(24)
The obtained p′ were used to calculate the pressure p and the velocity field Ui by
iteration. As the iterative process might lead to divergence, an under-relaxation
factor αrelax has to be applied using equation 25 (Versteeg and Malalasekera, 2007),
where αrelax mostly range from 0.3-0.8.
pnew = p
∗ + αrelaxp′ (25)
Originally designed for transient calculations, the Pressure Implicit with Split-
ting of Operators (PISO) approach can also be applied to steady flow calculations
(Issa, 1985). The PISO approach contains one further step using the p′ of the
SIMPLE approach.
5.4.2. Discretization
The NSE (eq. 14) are a PDEs. To solve the PDEs for a computational domain, the
domain is split into finite cells and the PDE is discretized on the mesh vertices.
The creation of meshes is described in detail in section 6.2.2. Discretization is
the transformation of the PDE into a set of algebraic equations. One method to
discretize the PDE on the domain is the Finite Volume Methods (FVM) (Versteeg
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and Malalasekera, 2007). By integrating the terms of equation (eq. 14) over a cell
volume Ω, the PDE can be expressed in integral form as:∫
Ω
∂Ui
∂t
· dΩ +
∫
Ω
Uj
∂2Ui
∂x2j
· dΩ = 1
ρ
∫
Ω
∂p
∂xi
· dΩ− ν
∫
Ω
∂2Ui
∂x2i
· dΩ (26)
By applying Gauss’s theorem to convert the volume integrals to surface integrals∫
Ω
(
∂
∂xi
F
)
· dΩ =
∫
S
F · ndS (27)
one can rewrite the terms of the NSE (eq. 26). In the FVM, the surface integrals
can approximated by the summation of a flux terms over the cell surfaces:∫
S
(F · n) · dS ∼=
∑
F · S (28)
where F is any tensor field and n the normal vector on the surface S. The surface
integrals, respectively the summation of the flux terms over the cell bounds, can
be linearized by different schemes, e.g. central or upwind schemes, (Versteeg and
Malalasekera, 2007). The discretization of the PDE in the complete domain leads
to a set of linearized equations. These equations can be solved using one of many
iterative methods. A widely applied iterative solver in modern CFD codes is
the Conjugate Gradient Method (CGM). A good introduction can be found in
Hestenes and Stiefel (1952) or Weller et al. (1998).
5.4.3. Boundary conditions
In order to solve a PDE, boundary conditions and initial conditions have to
be specified. Boundary conditions characterize the flow behavior at the domain
boundaries. Two types of basic boundary conditions exist, from which different
commonly applied conditions are derived (Versteeg and Malalasekera, 2007; Open-
FOAM, 2009): Dirichlet and Neumann. While Dirichlet conditions set the value of
a dependent variable to a fixed value, Neumann conditions prescribe a gradient of
the variable. Initial conditions specify the flow conditions at the simulation time
t0 = 0.
Boundary conditions for solid bounds for the fluid are Dirichlet conditions. In the
near wall region, phenomena different to the free flow conditions can be found e.g.
for a wall normal to x2: 1) lower Reynolds numbers, 2) higher shear stresses, 3)
〈u22〉 turbulence varies with x42, 〈u21〉 and 〈u23〉 vary with x22 and 4) the impermeabil-
ity condition U2 = 0 affects the flow up to the integral scale from the wall (Pope,
2000), where the indices x1 − x3 denote the direction in the three-dimensional
cartesian coordinate system. This subject is discussed in detail in section 6.1.
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The typical inlet boundary conditions for simulation the ABL are introduced
by Richards and Hoxey (1993) and discussed in Tominaga et al. (2008). The
logarithmic inlet profile is specified according to:
U(z) =
U∗fric
κ
· ln(z + z0
z
) (29)
where the friction velocity U∗fric is calculated as:
U∗fric =
κ · Uh
ln(h+z0
z
)
(30)
The reference mean velocity Uh is the velocity at a reference altitude over ground
h, z the vertical distance, z0 is the roughness length and κ the von Ka´rma´n con-
stant.
As shown in part IV, there are two widely applied approaches for the specification
for the turbulent inlet conditions as suggested by Richards and Hoxey (1993), a
constant TKE value k is derived from the friction velocity:
k =
U∗2fric√
Cµ
(31)
where Cµ is the model constant for the k-  model (Cµ = 0.09) and the dissipation
 is computed as:
 =
U∗2fric
κ · (z + z0) (32)
The second approach widely applied in engineering problems relates k to the
turbulence intensity I and the mean velocity U :
k =
3
2
· U2(z) · I2 (33)
and employs a constant dissipation:
 =
k
3
2
Lt
(34)
where Lt is a characteristic length scale. Following Pope (2000) and ANSYS
(2006) the vertical altitude of the domain is used as Lt. The definition of the
boundary conditions, as well as the problems with the implemented wall-functions
(as discussed in section 6.1) are critically reviewed in Blocken et al. (2007).
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5.5. Numerical solvers and software
The history of CFD started with the introduction of the first mathematical ba-
sics in the early years of the 20th century and, supported by the progress in the
computer industry, has resulted in a wide range of methods and software pack-
ages. The software packages that implement CFD methods cover a wide range
of applications in different research areas and fields, mainly targeting engineering
problems. In the last decade the packages have been frequently used in environ-
mental simulations (section 2.3). Within this thesis, the following two packages
were used.
5.5.1. Commercial - ANSYS CFD / ANSYS ICEM CFD
For the study in part IV, the commercial software package ANSYS CFX and the
meshing software ANSYS ICEM CFD were used ANSYS (2006). The software
package covers all steps, from pre-processing (creating mesh, setup simulation),
solving, over to post-processing (visualization, data extraction). The available
license did not support parallel calculations.
5.5.2. Open-source - OpenFOAM
In the last years, the number of open-source packages increased in many different
applications (Mockus et al., 2002). In the area of CFD, Open Field Operation
and Manipulation (OpenFOAM) (Weller et al., 1998) is one of the most flexible
software packages among the open source codes. The basic concept of the soft-
ware package is to provide a set of C++ modules. The modules can be used to
create solvers that suit the specific research or engineering questions. For this
thesis, the solver simpleFoam and pisoFoam were mainly used and adapted and
extended to fulfill the necessary additional features, such as vegetation (part V),
logarithmic boundary conditions at boundaries with uneven elevations, etc. Fur-
ther, the Lagrangian package Intermediate was adapted and applied (part V). For
visualization purposes, the package ’Paraview’ (Paraview, 2011) was used.
6. CFD roughness methods
This section covers the implementation of the roughness effects in the CFD theory
introduced in section 5.
6.1. Sub-grid
As mentioned in section 5.4.3, flows near walls have different properties than free
flow. In CFD methodology, this is implemented by wall-functions that adapt the
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turbulent viscosity νt based on dimensionless properties. With this approach, sub-
grid roughness effects can be modelled (Pope, 2000; Blocken et al., 2007). In
this step, the research fields of meteorology and engineering meet. An adequate
correlation between the different definitions of the roughness (for example in me-
teorology z0 and in engineering sand-grain roughness height ks) must be deducted
(Blocken et al., 2007).
Because viscous effects have a minor influence in the free stream, but dominate
together with the shear stresses in the near-wall region, viscous scale quantities are
introduced to characterize the phenomena: the friction velocity uτ and the wall
units y+ and u+ (eq. 35 - 37).
uτ =
√
τw
ρ
(35)
y+ =
uτx⊥
ν
(36)
u+ =
〈U〉
uτ
(37)
Figure 7 shows a schematic view of the first grid cell next to the wall. x2,p
indicates the distance to the mid-point of the cell, where the dimensionless units
(eq. 35 - 37) were applied.
x2,p u+ 
Figure 7: Schematic view on first grid cell next to the wall. x2,p indicates the distance
to wall and u+ the dimensionless velocity
If fluid moves over a fixed surface, boundary layers develop (Pope, 2000). The
general distinction of the different layers is:
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• viscous sublayer,
• buffer layer,
• log-law region
In the viscous sublayer, the wall unit y+ equals u+. In the log-law region, a
logarithmic profile is developed and u+ is described as:
u+ =
1
κ
ln y+ +B −4B(k+s ) =
1
κ
lnEy+ −4B(k+s ) (38)
with the Ka´rma´n constant κ = 0.41, E = eBκ, B the integration constant,
which is determined numerically by DNS simulations (Pope, 2000) and 4B(k+s )
represents the influence of the roughness. The bridge between the roughness length
ks and z2, as well as the application is shown in detail in part V.
Further, the y+ can be used to quantify the mesh resolution in the near-wall
regions. The near-wall model approach requires the use of meshes with a high mesh
density in the near-wall regions. The k−  models are not capable of resolving the
near wall flow and therefore 30 < y+ . 300 should be reached. Other two-equation
models, such as the k−ω model are capable of resolving the near-wall flow without
wall-functions at sufficiently high mesh resolutions (y+ < 5) (Menter, 1994).
6.2. Impermeable
Opaque elements, such as buildings, must be geometrically resolved, if the influence
on the fluid flow should be obtained. This leads to some complexity when creating
the meshes. The geometry information is mostly provided in form of CAD or GIS
data, from which a mesh has to be created, suitable for CFD analysis. The next
sections introduce some mesh-techniques and also a problem with urban CAD
models.
6.2.1. Geometrical datasets
There are detailed CAD models for cities existing. The model used in this thesis
represent the city of Basel, Switzerland and was used for the studies in urban
areas, part IV and part VI. Figure 8 shows an overview of the 3 dimensional CAD
model.
The CAD model consists of polygon information in a Drawing Exchange For-
mat (DXF)-file format with three different layers: The ground layer, consisting
of Digital Elevation Model (DEM) model, a layer with the polygons describing
the building walls and one layer with the roof properties. Each polygon is stored
as a list of coordinates of the vertices and their connectivity. This gives a visual
impression of a closed and very detailed surface of the city topology. But the
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Figure 8: Image of the urban CAD model of Basel in birdseye perspective
geometrical data are often not directly be applicable to create meshes and there
are often some major problems in urban city models (Krischok, 2009).
6.2.2. Meshes
The construction of meshes is an important step for CFD calculations and can in-
fluence the accuracy of the calculations significantly (Franke et al., 2004). Complex
topology, such as urban areas consists of different objects. Unstructured meshes
provide the highest flexibility to create body-fitted grids for complex geometries,
but are the least accurate (Versteeg and Malalasekera, 2007). There are guidelines
for CFD calculations in urban areas recommending the important parameters for
CFD meshes (Franke et al., 2004; Tominaga et al., 2008).
6.2.3. Element shapes and mesh-types
Figures 9(a) to 9(d) show four commonly applied mesh-types.
Pure tetrahedral meshes are easy to build and result in body-fitted meshes.
But they have some negative properties, such as higher truncation errors due to
bulky shapes, poor iterative convergence and bad expansion ratios (Franke et al.,
2004; Versteeg and Malalasekera, 2007). The near-wall regions are not perpendic-
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(a) Tetrahedral elements (b) Tetrahedral elements with prismatic layers
(c) Tetrahedral elements with prismatic layers and
hexahedral elements
(d) Hexahedral / Cartesian mesh
Figure 9: Different mesh techniques demonstrated with an urban CAD model
ular to the building walls, leading to varying y+, which can negatively influence
wall-functions (section 6.1) (Pope, 2000). Introducing up to three prismatic layers
around object walls (Fig. 9(b)) leads to a better iterative convergence behavior
(Tominaga et al., 2008). The effort to build the hexahedral core in the free-stream
regions, Fig. 9(c) is a possible solution to reduce truncation errors and the number
of elements. Using plain hexahedral meshes (Fig. 9(d)) the detail of the geomet-
rical representation is dependent on the mesh-resolution. Hexahedral meshes are
easy to build and can handle even raw and volume-inconsistent (section 6.2.2) ge-
ometrical data sets, but need a sufficiently fine mesh resolution to represent the
geometrical details correctly. Nevertheless, hexahedral meshes with a sufficiently
high resolution to represent the object details, and a higher resolution near walls
(where stronger gradients evolve) give rise to good convergence behaviour and
smaller truncation errors (Franke et al., 2004; Karim et al., 2008).
6.2.4. The problem of volume inconsistency
The graphical representation of the object surfaces in the CAD data does not
necessarily describe a closed surface. For example, the urban CAD model of the
city of Basel consists of a large amount of single polygons (> 200′000 single entities)
describing the topology. Due to discontinuous surfaces, these CAD data could not
be used directly with standard meshing methods, as introduced in section 6.2.3.
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One approach is to manually clean up the geometry, which is very time consuming
and only feasable for small regions. But with this approach, it is possible to use
meshing software, as ANSYS ICEM CFD, to build the meshes.
6.2.5. Specific approach for urban meshes
Within this study, a simple approach to create high quality meshes for spatially
large computational domains with complex and raw urban CAD data was de-
veloped. The approach was designed for polygonal data sets, but can easily be
extended to data sets based on DEM. The steps involved in creating a mesh from
such data are:
Division of the geometrical data into layers The layers in the CAD model were split
into a) terrain description (DEM) and b) description of the walls and roofs of the
buildings and similar objects. The vertices were stored with their 3D coordinates
and the connectivity according a unique identifier to make each polygon accessible
by one index. To speed up a later search within the data, all polygons were
associated with a 2 dimensional search grid. Each grid-element index holds the
pointer to the polygon connectivity array, which consisted of the vertex indices.
Cartesian mesh A 3D structured cartesian mesh was built over the study site
with a ground-following surface mesh, representing the DEM. A sufficiently fine
mesh resolution must be specified to ressolve the urban structure in the coordinate
system of the CAD data. The data was stored as a structured mesh, which means
each ground-surface grid-cell specifies the horizontal coordinates of their four nodes
and the cells in higher levels can be deducted from their element number. Besides
the smaller storage use, the indexing and searching within a structured mesh is fast
compared to searching within a unstructured mesh, where each element consists
of nodes and no dependency on their location within the computational space can
be deducted from neighbor cells.
Geometrical implementation For each ground cell, the vertical geometrical extent
is calculated. This means, the calculation of lowest altitude hmin (normally from
DEM-polygons) and the altitude of the highest polygon above the element center-
point including the skew of roofs to obtain hmax. This needs a fast method to
search within the geometrical separated data as introduced in the first paragraph.
This step is stable even several polygons are superimposed upon each other. Also,
holes in the geometry do not influence this method or lead to an interruption of
the meshing process.
Conversion to unstructured mesh Unstructured meshes are the most flexible way
in which to represent very complex geometrical data. Furthermore, the mesh input
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for most of the CFD software packages (section 5.5) are configured for unstructured
meshes. Therefore, the structured Cartesian grid is converted into an unstructured
grid by associating each cell face with the corresponding meta data (boundary
conditions for CFD calculations) and deleting all elements with a value smaller
than hmax.
Higher resolution near walls The last step makes it possible to select all wall faces
in all elements, whereby each hexahedral element consists of 8 nodes and 6 faces
describing the cell completely. Their faces can be extruded (n times), leading to a
higher mesh resolution near walls for wall-functions (y+ > 30).
The approach is also stable with geometrically faulty data, such as discontinu-
ous topology, repetitive polygons with the same geometrical data, single polygons
describing e.g. eaves, etc. and leads to an ideal mesh as defined by Franke et al.
(2004).
Figure 10: Mesh with one boundary layer around all walls (ground and building), repre-
senting impermeable boundaries for flow
Figure 10 shows a small extent of the meshed domain, with the horizontal res-
olution given by a mean grid spacing of 1.5 m and vertical extension of 100 m. In
the bottom 25 m, the resolution is 1 m, after which the vertical grid spacing irreg-
ularly increases (max. 3 m) to achieve a detailed representation of the buildings.
Additionally, two sub-layers were created near the building walls and ground with
a resolution of each approx. 0.5 m.
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6.3. Porous
Porous structures can be modelled by different methods, e.g. as porous media
(Santiago et al., 2007). But the internal structure of the vegetation can have an
important influence on the flow evolution (Zhou et al., 2004). To incorporate the
effect in the introduced CFD methods in section 5, an additional source term is
added to the governing equations. This reflects the effects of vegetation in the
CFD calculations (Kobayashi et al., 1994; Wilson and Shaw, 1977). The source
terms are described here only with few comments, as their derivation is described
in detail in part V.
To reduce momentum, a negative source term is added in the RANS equations
(eq. 16):
Su,i =
1
ρ
∂p
∂x
= Cdα|U |Ui (39)
Both parameters Cd and α are dependent on the vegetation canopy. α is the
Leaf Area Density (LAD) of the vegetation and Cd the drag coefficient. According
to Green et al. (1995), trees reduce turbulent energy and following Sanz (2003),
the loss in the k transport equation (21) can be modelled with:
Sk = Cdα
[
βp|Ui|3 − βdk|Ui|
]
(40)
where βp ∈ [0, 1] is the transfer coefficient of turbulent energy production by the
mean velocity and βd the coefficient for the TKE breakdown. Furthermore, the
source term for the dissipation is:
S =
Cdα
2
[
C4βp

k
|Ui|3 − C5βd|Ui|
]
(41)
According Sanz (2003) the production βp, the reduction factor βd and, depend-
ing of the turbulence model, the model constants C4 and C5 can be derived
independent on the vegetation characteristics.
The vegetation density is incorporated into the computational domain by adding
a new static field. Figure 11 shows an example for an α-field implemented within
a domain.
7. CFD dispersion and transport
The introduced CFD methods allow the computation of wind fields in the differ-
ent roughness classes sub-grid, impermeable and porous. Two different types of
material are transported in environmental flows: gaseous fluids and solid parti-
cles (e.g. PM10-particles from traffic exhausts). The simulated wind fields can
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Tree stand 
α 
Figure 11: Incorporation of vegetation (dark green rectangle) by the leaf-area density α
(blue to red shaded cross-section) in a computational domain
be used to model the corresponding dispersion and transport processes of fluids.
CO2 disperses during transport, but is transported with the fluid (part IV). Solid
particles, with a defined weight m and diameter D, experience buoyancy and drag
forces (part V). The next two sections introduce the basics for both types of
transported materials.
7.1. Gaseous fluids
If a soluble fluid is transported, it can be seen as a multicomponent flow. This
approach was used for the simulation of CO2 dispersion in section IV. In multi-
component calculations, the fields are computed only for a single fluid based on the
governing equations. The fluid for which the flow fields are calculated is considered
as a mixture of individual fluids. The influence of the different fluid components is
represented by the individual fluid properties within the mixture. The properties
of the mixture in each cell is dependent on the proportion of each component in
the cell. The proportion of each component in the domain can be calculated by
solving an additional continuity equation for each component in the mixture (eq.
13):
ρ˜i
U˜i
δxi
= − δ
δxi
{
ρi(U˜ij − U˜i)− ρiuj
}
(42)
where˜indicates the mass-average, as for ρ˜i is the mass-averaged density and U˜ij
the mass-averaged velocity of fluid of component i (ANSYS, 2006). The relative
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mass flux term (U˜ij − U˜i) models the motions of the individual components in
the mixture. The primary driver for these motions are concentration gradients.
These lead to relative diffusive motions of the components in the mixture. The
kinematic diffusivity Di controls the physical influence of the single components in
the mixture. The turbulent fluxes ρiuj can be modelled using the eddy-dissipation
assumption (section 5.3.1), which leads to an advection-diffusion equation for the
proportion of the component in each cell Yi for component i:
∂(ρ¯U˜jY˜i)
∂xj
=
∂
∂xj
{
∂Yi
∂xj
(ρiDi +
µt
Sct
)
}
(43)
where Sct is the turbulent Schmidt number Sc = νt/D. The standard continuity
equation can be obtained (eq. 13), if all component continuity equations (eq. 42)
are summed.
7.2. Solid particles
To model transport of solid particles with weight m and diameter D, a Lagrangian
approach can be used. Lagrangian approaches describe the flow or path of a fluid
element, from the perspective of the element, whereas Eulerian approaches have
the perspective of the fluid field.
Particles transported by air are influenced by different forces, including gravity,
aerodynamic drag and lift. Newton’s Second Law postulates the following relation
for a falling particle in the air (Shao, 2008):
ρpV
∂Ui,p
∂t
= −ρf piD
2
8
Cd(Ui,p − Ui)|Ui,p − Ui|+ V g(ρp − ρf ) (44)
where the index p denotes particle properties, f for the gaseous fluid, g =
9.81ms−2, the gravitation constant, V the volume and D the particle diameter.
The particle aerodynamic drag coefficient is dependent on the particle Reynolds
number Rep (Shao, 2008) as follows:
Rep =
|Ui,p − Ui|D
ν
 1 : Cd = 24
Rep
(45)
Rep < 1000 : Cd =
24
Rep
(1 +
1
6
Re2/3p ) (46)
Rep > 1000 : Cd = 0.424 (47)
Turbulent behavior of the gaseous fluid strongly influences particle motion, es-
pecially if they are small (Fritsching, 2004). The influence of turbulence on the
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particle trajectories can be incorporated according to Sommerfeld (1992). The
basic idea is that the turbulence influences the particle path during a defined time
period τi, which is precisely the time, that the particle is influenced by one eddy,
before the influence of an other eddy begins.
τi =
L
|Ui,p − Ui| (48)
where L is the Lagrangian integral length of the turbulence according Sommer-
feld (1992)
L = c
k

(49)
where c = 0.3 is a constant derived from experiments. The fluctuating velocities
are sampled using a Gaussian distribution with a standard deviation of an isotropic
turbulence field ui =
√
2k/3 (Gjesing et al., 2009).
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a b s t r a c t
Computational fluid dynamics (CFD) methods enable the detailed study and analysis of three dimensional
flow patterns. This article provides a basic introduction to the fundamentals of CFD and its application as
an assessment tool for near-wall boundary layers in internal flows. The Reynolds-averaged Navier–Stokes
(RANS) approach with the k– turbulence model was used to model the characteristic channel flow prop-
erties observed in a portable wind tunnel with a coupled rainfall simulator. Wind velocity fields were
measured at four cross-sections and compared to simulated data sets.
A good correspondence between simulated and measured velocity profiles was obtained (RMSE
0.5 ms1). In addition, we simulated the complex flow patterns caused by the specific construction of
the wind tunnel and calculated the spatial distribution of derived measures such as wall shear stress
and turbulence characteristics. It is shown that these measurements deviated significantly from their the-
oretical distributions, and an explanatory model for an observed bias in wind erosion and transport rates
experimentally derived in the tunnel could be developed.
We conclude that CFD is a valuable tool for modelling measured flow fields and to assess the spatial
variation of variables that often cannot be sufficiently covered by measurements. Nevertheless, accurate
measurements of the wind field are necessary to calibrate and validate such simulations and to provide
reliable boundary conditions. CFD is thus a promising tool for aeolian research being complementary, to
but never separated from, a measurement setup.
 2011 Elsevier B.V. All rights reserved.
1. Introduction
The application of computational fluid dynamics (CFD) in aeo-
lian research and wind engineering has significantly increased in
the last two decades (Murakami et al., 1999; Parsons et al., 2004;
Bauer, 2009). CFD implements the concepts needed to solve the
governing equations for fluid mechanics using numerical methods
and is often used jointly with physical experimentation, such as
wind tunnels or field studies. Recently, CFD has been increasingly
applied in aeolian research to provide new insights into flow
dynamics and its interactions with soil surfaces and particles
(Parsons et al., 2004).
The application of CFD is often motivated by the limitations of
measurement techniques. Measuring devices may interfere with
the wind field and produce measurement artifacts (Greeley et al.,
1996) or may be often limited in spatial coverage. In addition, mea-
surements usually require elaborate equipment, manpower, and
time and thus involve high costs. Interpolation techniques are fre-
quently used to overcome this problem and to obtain spatially and
temporary coherent information. These techniques rely on various
assumptions and results are usually associated with high uncer-
tainties. Thus, CFD models are used to assess different scenarios
that cannot be, or are too costly to be, investigated experimentally
(Wakes et al., 2010) and were shown to be a flexible, efficient and
cheap alternative to experimental setups (Alhajraf, 2004; Parsons
et al., 2004).
At the same time, there is a strong need for validation and
assessment of the data obtained by simulation. It is not merely
the feedback process of formalizing knowledge and testing if the-
ory is in conflict with reliable data, but numerical approximations,
parametrization schemes (e.g. turbulence models, discretization
techniques) and the choice of boundary conditions can introduce
errors in simulated data sets that should be evaluated against mea-
sured data.
Recent advances in computational techniques have consider-
ably increased the use of numerical models, a demand that is
encountered by a growing range of commercial and academic
CFD software. There is considerable scope for further research in
the application of these tools to a wide range of problems in aeo-
lian dynamics. The effective application of CFD, however, requires
training in these methods, a thorough understanding of the phys-
ical basis of models applied and their inherent limitations of their
assumptions (Lane, 1998).
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Here, we present results of a study that was conducted to char-
acterize the wind field in a portable wind and rainfall tunnel using
CFD. The portable wind tunnel is used to experimentally assess
wind and water erosion in the field. During development and con-
struction of the wind tunnel emphasis was placed more upon opti-
mizing mobility than on approximation to natural wind and
rainfall conditions (Fister and Ries, 2009). This implies consider-
able limitations of the development of a thick boundary layer.
The central aim of this study is to assess the aerodynamic proper-
ties of the wind tunnel and to identify possible artifacts introduced
by the experimental setup itself by modeling the wind field using a
CFD approach. Our key objectives are (i) to shortly describe the
numerical techniques to solve the governing equations, (ii) to sim-
ulate and validate the wind velocity patterns in the wind tunnel,
(iii) to highlight the problems and potentials of the wind tunnel
based on the results of the simulation, (iv) and to show how these
results can be used to explain spatial patterns of erosion and trans-
port in the tunnel.
2. Basic principles
2.1. Governing equations
CFD simulations usually involve discretization and solution of
the Navier–Stokes-equations (NSE). The NSE describe the physics
of liquids and gases in motion and can be written for incompress-
ible fluids as
DUi
Dt
¼  1
q
dp
dxi
þ fi þ ld
2Ui
dx2j
ð1Þ
where Ui are the velocity components in three dimensions, fi the
body force per unit mass, q the density and l the dynamic viscosity
(Versteeg and Malalasekera, 1995).
The continuity equation for incompressible flows is:
@Ui
@xi
¼ 5U ¼ 0 ð2Þ
Incompressible flows are characterized by very low Mach num-
bers, where the Mach number Ma refers to the ratio between the
flow speed and the sound speed (Wilcox, 2000). The term incom-
pressible thus describes a property of flow and not a fluid property.
2.2. Turbulence modelling and closure problem
Turbulent-flow simulations involve the computation of a veloc-
ity field as one realization of the turbulent flow. The two best
known turbulent simulations are direct numerical simulations
(DNS) and Large Eddy simulations (LES). DNS of the NSE renounce
a turbulence model and are very cost- and time-intensive since all
significant time- and length-scales are resolved (Shao, 2008). The
computational costs increase with the Reynolds number Re3 (Eq.
(8)). LES solve the equations for a filtered velocity field for the lar-
ger-scale turbulence motions and apply turbulence models for
non-resolved turbulent motions. Turbulence models imply that
the fluid motion is computed based on mean quantities (Pope,
2000). One of the most applied turbulent models approach is ob-
tained by applying the Reynolds decomposition (Eq. (3)) to the
NSE (Eq. (1))
Ui ¼ hUii þ ui ð3Þ
which leads to the Reynolds-averaged Navier–Stokes (RANS)
equations
DhUii
Dt
¼  1
q
@hpi
@xi
þ fi þ m @
2Ui
@x2i
 @huiuji
@xj
ð4Þ
The additional terms @huiuji
@xj
are called the Reynolds stresses and
are crucial to turbulence modeling using the RANS method. The
mean velocity field is governed by four independent equations
(Eqs. (2) and (1)). hUii, hpi and the Reynolds stresses constitute
more than four unknown variables and the set of equations cannot
determine all the unknown variables, which is described as ‘‘un-
closed’’. The Reynolds stresses have to be defined in a separate
exercise to solve the so called ‘‘closure problem’’. The approaches
used to solve the closure problem are divided into models using
the turbulent viscosity hypothesis and models using Reynolds
stresses transport equations (Pope, 2000). The turbulent-viscosity
hypothesis (Eq. (5)) introduces a proportional relation between
the Reynolds stresses and the mean rate of strain using a scalar
coefficient, the turbulent viscosity mt
huiuji ¼ 23 kdij  mt
@hUii
@hxji þ
@hUji
@hxii
 
ð5Þ
where k is the turbulent kinetic energy (TKE) 12 huiuii. Among the
more evolved methods to compute the turbulent viscosity are
two-equation models. There are a wide range of approaches (Pope,
2000) of which the k–model is the most commonly used model in
engineering applications. It solves two transport equations for the
TKE k and the dissipation . Then the turbulent viscosity is obtained
by Eq. (6)
mt ¼ Cl k
2

ð6Þ
where Cl = 0.09 is a model constant. Based on mt, the Reynolds stres-
ses (Eq. (5)) are obtained and using this additional equation, all un-
known properties in the NSE can be computed.
3. Methods
3.1. Numerical methods
Advection terms, such as hUii @hUii@xi in the NSE (Eq. (1)) contain
non-linear quantities and are intricately coupled (Versteeg and
Malalasekera, 1995). To solve the NSE, the velocity field has to be
known and so the pressure has to be resolved. There is no transport
equation for the pressure term p. In compressible cases, the pres-
sure term is derived from density and temperature of the fluid.
In the incompressible case, the density is constant and the velocity
field satisfies the incompressible continuity equation (Eq. (2)) for a
given pressure field. Several methods were elaborated such as the
semi-implicit method for pressure-linked equations (SIMPLE) (Ver-
steeg and Malalasekera, 1995) which calculates the pressure in an
iterative procedure so the velocity field is divergence free (Eq. (2)).
A pressure field p⁄ is estimated and linked to the pressure field
p = p⁄ + p0 with a correction pressure term p0. The estimated pres-
sure is used to solve the momentum equations, which gives an
estimated velocity field Ui . U

i is coupled to the velocity field Ui
by the correction pressure term p0. By solving the continuity equa-
tion for the correction pressure field p0, a divergence free velocity
field can be found. Other methods used to solve the conjunction
in the advection terms of the NSE are described in Versteeg and
Malalasekera (1995).
The NSE (Eq. (4)) is a partial differential equation (PDE). To solve
the PDE on a computational domain, the domain is split into finite
cells and the PDE is discretized on the mesh vertices. One method
to discretize the PDE on the domain is the finite volume method
(FVM) (Versteeg and Malalasekera, 1995). By integrating the terms
of Eq. (4) over a cell volume V, the PDE can be expressed in integral
form. Using Gauss’s theorem, most of the derivative terms can be
converted to surface integrals
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Z
V
ð5  FÞdV ¼
Z
S
F  ndS 
X
F  S ð7Þ
where F is any tensor field and n the normal vector on the surface S.
The surface integrals and the summation of the flux terms over the
cell bounds are discretized by different schemes, e.g. central or up-
wind differencing, Versteeg and Malalasekera (1995). The discreti-
zation of PDE on the complete domain leads to a set of discretized
equations. These equations are solved using iterative methods such
as the conjugate gradient method (CGM) (Hestenes and Stiefel,
1952; Weller et al., 1998).
3.1.1. Boundary conditions and wall function
Boundary and initial conditions must be defined to completely
specify the PDE. Boundary conditions have to be specified for the
computational domain and characterize the flow behavior at the
domain boundaries. Two types of boundary conditions exist
(OpenFOAM, 2009): Dirichlet and Neumann. While Dirichlet condi-
tions set the value of a dependent variable to a fixed value, Neu-
mann conditions prescribe a gradient of the variable. Initial
conditions specify the flow conditions at the simulation time t0 = 0.
Boundary conditions for solid boundaries for the fluid are
Dirichlet conditions. In the near-wall region, different phenomena
to the free-flow conditions can be found e.g. for a wall there will
be: (1) lower Reynolds numbers, (2) higher sheer stresses, (3)
hu22i turbulence varies with x42, where x2 is the vector normal to
the wall, hu21i and hu23i varies with x22 and (4) the impermeability
condition U2 = 0 affects the flow up to the integral scale from the
wall (Pope, 2000).
To account for these circumstances, the wall conditions in CFD
calculations have characteristic properties. These were derived
from channel flows, where the boundary layer plays an important
role and were intensively studied at the end of the 1980s using
experimental data and DNS results (Pope, 2000). The Reynolds
number Re0 is used to characterize flows
Re0 ¼ U0h2m ð8Þ
where U0 ¼ hUix2¼h=2 is the mean velocity at the midpoint of the
channel and h the vertical channel height. Based on the NSE (Eq.
(4)) the total shear stress is calculated as function of the vertical
channel coordinate x2 (Eq. (9))
s ¼ qm d
U3ðx2Þ
dx2
 qhu2u3i ð9Þ
Viscous effects have a minor influence in the free stream,
whereas in the near-wall region, viscous effects and the wall shear
stress sw = s(x2 = 0) are important properties. These can be charac-
terized by viscous scales quantities: the friction velocity us and the
wall units y+ and u+ (Eq. (12))
us ¼
ffiffiffiffiffiffi
sw
q
r
ð10Þ
yþ ¼ usx2
m
ð11Þ
uþ ¼ hUi
us
ð12Þ
Treatment of flow in the near-wall region can be simplified by
considering four different regions:
 viscous sublayer, y+ < 5
 buffer layer, 5 < y+ < 30
 log-law region, y+ > 30 and 2x2h < 0:3
 outer layer, y+ > 50
The fully developed mean velocity gradient profile in a channel
can be defined by the friction velocity us and an additional, flow
specific, non-dimensional function (Pope, 2000). For the viscous
sublayer and the log-law region, different relations for u+ can be
evaluated. In the viscous sublayer the wall unit y+ is equal the u+.
In the log-law region u+ is described by:
uþ ¼ 1
j
ln yþ þ B ¼ 1
j
ln Eyþ ð13Þ
with the Karman constant j = 0.41, B = 5.2 (determined by DNS
simulations) and E = eBj. The outer layer is described by the veloc-
ity-defect law not shown here.
The wall laws are crucial in CFD simulations: In high Reynolds
number flows, and to incorporate the influence of surface rough-
ness, the transport equations for the turbulent quantities in the
RANS approach as well as the turbulent viscosity (Eq. (6)) are ad-
justed using wall functions (Pope, 2000; Blocken et al., 2007).
These wall functions are based on the segmentation of the
near-wall flow and the corresponding terms, for the turbulent
viscosity in the log-law region, Eq. (13). The described k– model
needs wall functions to be able to model boundary flow. More
sophisticated models, like the k–x are able to resolve the near-
wall regions without the use of wall functions (Menter, 1994)
but are computationally more expensive and require higher
resolved data of the inlet boundary conditions in the near-wall
region. The near-wall model approach requires the use of meshes
with a high mesh density in the near-wall regions. The y+ can be
used to quantify the mesh resolution in the near-wall regions. For
wall treatment using wall functions a y+ < 30 is needed to resolve
the wall region appropriately. For resolving the wall region with,
for example a k–x model, y+ < 5 has to be obtained (Salim and
Cheah, 2009).
3.1.2. Atmospheric boundary layer and particle detachment
The velocity in a neutral atmospheric boundary layer can be ex-
pressed following Richards and Hoxey (1993) as
UðzÞ ¼ u
j
log
zþ z0
z0
 
ð14Þ
where z0 is the aerodynamic roughness length. The friction velocity
is calculated using expression
u ¼ jU0
log hrefþz0z0
  ð15Þ
where U0 is the velocity at a reference height href above ground. z0 is
a roughness parameter of the surface. Various studies (Shao, 2008)
show that z0 is approximated by 1/30 of the roughness element
height and tables of values exist for different surface types. For
example, sea and smooth desert have z0 = 0.0002 and city centers
have z0 > 2 according to the Davenport–Wieringa classification
(Stull, 2000). The theoretical profile (Eq. (14)) is used as reference
velocity profile to characterize the CFD results as well as the flow
in the portable wind channel.
The characteristic of the flow near the surface governs particle
detachment and transport. Data on flow characteristics in the
free stream and boundary layer and its interplay with the surface
derived from CFD methods can thus provide valuable quantities
to assess particle detachment and transport. The motion of a
particle in the air is influenced in general by aerodynamic and
gravity force (Shao, 2008) and the terminal velocity can be
expressed as
wt ¼ g 4drp3CdðRepÞwt ð16Þ
where rp is the particle-to-air density qp/q, d the particle diameter,
Cd the aerodynamic drag coefficient and Rep = wtd/m. Here we ap-
plied following equation for the drag coefficient (Shao, 2008).
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Cd ¼ 24Rep 1þ 0:15Re
0:687
p
h i
ð17Þ
According to Shao (2008) the terminal velocitywt can be used to
characterize the particle motions in suspension, saltation and
creep. The vertical velocity in atmospheric surface layers is approx-
imately ju⁄ (Shao, 2008). By combining Eq. (16) and the vertical
velocity, a function for the critical diameter dss, where particles
with smaller diameters than dss are suspended and larger are sal-
tated, can be obtained:
wtðdssÞ ¼ jU ð18Þ
3.1.3. Numerical solvers and software
Different commercial software packages such as ANSYS CFX
(ANSYS, 2006) and open-source CFD codes exist. They cover a wide
range of application fields mainly targeting engineering problems.
OpenFOAM (Weller et al., 1998) is one of the most flexible software
packages among the open-source codes. The basic concept of the
software package is to provide a set of C++ modules that can be
used to create solvers that best fit the specific research or engineer-
ing question. Additional pre- and post-processing utilities com-
plete the library. Here, we used version 1.7.0 and the
‘simpleFoam’ solver (OpenFOAM, 2009) which solves the incom-
pressible and steady NSE for Newtonian fluids.
3.2. Experimental setup and measurement
The wind tunnel of a portable wind and rainfall simulator was
used for this study (Fig. 1). The main focus during development
and construction of the tunnel was its portability, and thus its
application in field surveys. Studies on wind and water erosion in
central Aragon and Andalusia, Spain, showed its applicability in-
situ soil erosion research (Fister and Ries, 2009).
The air-stream of the push-type wind tunnel is generated by a
4 kW fan with 163 cm3. A transition section of four meters length
leads the airstream to the honeycomb (H = 0.7 m, W = 0.7 m,
L = 0.15 m, tube opening of 0.04 m). A baffle made of 0.4 mm thick
plywood is attached in front of the honeycomb (angle of 22) in or-
der to divert the air stream from the upper 0.2 m downwards, thus
creating higher wind velocities near the ground and reducing wind
velocities at the tunnel roof where the rainfall nozzles are situated.
A double layer of wire mesh (spacing of 5 mm) is attached to the
honeycomb to further reduce turbulence of the air-stream. The
lowest tube row (0.04 m) is blocked with gaffer tape creating a
tripping fence. Downstream of the honeycomb there is a 0.5 m long
fetch, which is covered with a floor mat to protect underlying soil
from deflation and rainfall. This setup, including fan orientation,
baffle, wire mesh, honeycomb, tripping fence and fetch, is meant
to create a preformed turbulent boundary layer with best possible
homogeneity and reproducibility.
The working section of the wind tunnel has the same cross-sec-
tion as the honeycomb (0.7 m  0.7 m) and a length of 4 m. The
tunnel itself is made of four separate 1 m long sections of alumin-
ium and Perspex sheets that can be folded up completely for trans-
port. The wind tunnel covers a test plot 2.2 m wide and 3.15 m
long. The plot can be easily accessed by opening the Perspex sheets
on one side of the tunnel for preparation and measurement. A
more detailed description of the tunnel (Fig. 2), the rainfall compo-
nent and its simulated wind and rainfall conditions is given in Fis-
ter et al. (2011a,b).
Characterization of wind conditions in the tunnel was achieved
using a pietot tube and a multi-functional sensor (Testo 435-3). In
addition to recording static and dynamic pressure of wind-flow,
the air temperature and humidity were measured with a frequency
of 1 Hz for intervals of 20 s at every measurement point, thus
allowing calculation of wind velocities from recorded dynamic
pressure values. Four complete cross-sections of the tunnel were
measured at 0.5 m, 1.5 m, 2.5 m, and 3.5 m downstream of the
honeycomb (see Fig. 2). The first cross-section at 0.5 m is used as
inlet for all calculations with CFD and is therefore defined as the
zero position. According to their position behind the inlet, the fol-
lowing cross sections at 1.5 m, 2.5 m, and 3.5 m are therefore de-
fined as 1.0 m, 2.0 m, and 3.0 m, respectively. Spacing between
measuring points wasDx = Dz = 0.05 m, resulting in a total number
of 169 locations per cross-section (see Fig. 2). Wind velocities at
each position were measured consecutively for 20 s. In addition,
vertical wind velocity profiles were measured at each cross-section
at the centerline (0.35 m away from both sides of the wind tunnel).
Fig. 1. Wind tunnel setup for wind field calibration measurements. A bottom
structure made of wood and roof cardboard was used to create constant conditions
for the calibration (outdoor laboratory). In the field, the wind tunnel has an open
floor with natural soil surface.
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Out of three repeated measurements a mean velocity profile was
calculated. Spacing between points of measurements was 0.01 m
below 0.2 m height and 0.05 m for heights ranging from 0.2 m to
0.4 m.
The prototype of a combined sediment trap for simultaneous
sediment collection of surface runoff and wind-driven material is
only briefly described here. A more detailed description of the sam-
pler and the measurement procedure is given in Fister and Schmidt
(2008). The surface runoff from the plot is collected in a gutter sys-
tem (Fig. 3) made of 0.5 mm thick aluminium sheets (W = 0.7 m,
L = 0.6 m). Apart from sediment detached and transported by inter-
rill processes, the creeping and rolling fraction of sediment trans-
ported by wind can also be collected with the gutter. The gutter
is covered by a roof of same dimensions for protection from direct
rainfall and to collect detached wind-driven splash material. At-
tached to the gutter system are two wedge-shaped sediment traps
and a beam with four Modified Wilson and Cooke Samplers
(Wilson and Cooke, 1980).
4. Results and discussion
4.1. Comparison of theoretical and measured wind profiles
The analytic logarithmic velocity profile (Eq. (14)) is used to
compare the measured velocity profiles with the ideal atmospheric
boundary profile. The measured profiles deviate from the ideal pro-
file below 0.05 m and above 0.2 m. A good accordance was ob-
served between these heights. The correlation between the ideal
and measured profiles increases with distance from the inlet. The
discrepancy in the lower part aggravates the derivation of u⁄ and
z0 (Fig. 4). The best accordance over the whole profile was found
using for U0 at href = 0.1 m from the measurements 3 m behind
the inlet and z0 = 0.0005. This value characterizes the ground as
very smooth and agrees with the experimental setup.
The theoretical mean velocity profile largely disagrees with the
inlet profile (Fig. 4). While the correlation between the theoretical
and the experimental profiles increases with distance from the
inlet, the clear difference at the inlet shows that the inlet profile
is not consistent with an analytically fully developed velocity pro-
file in an ideal channel flow. The disparity is most likely related to
the inlet configuration of the tunnel, partly the 4 cm high tripping
fence and especially the baffle plate that generates a flow regime
different from an ideal channel geometry. In the near-surface re-
gion 0 < z < 0.05 m the velocity is higher than that of the theoretical
profile. The higher similarity of the theoretical profile and the pro-
files at y = 1,2 and 3 m behind the inlet indicate an increasing
adjustment of the preformed wind field to boundary conditions
with distance from the honeycomb.
The distinct velocity reduction for z > 0.25 m is only partly
caused by the friction from the upper boundary (roof). Instead, it
is induced by the position of the baffle that deflects the air flow
from the upper 0.2 m downwards to reduce wind velocities near
the roof where pressure nozzles are installed. These intrinsic con-
straints for the theoretical channel velocity profiles were expected
and taken into account to guarantee good rainfall conditions and
the portability of the combined wind and rainfall simulator.
The structural setup of the wind tunnel induces differences to
an ideal boundary wind profile, especially in the near-surface re-
gions and implies that the analytical model is not applicable to
characterize the wind field in the tunnel. It will be shown in the
following sections that solving the NSE using CFD allows for a de-
tailed, three-dimensional description of the aerodynamic charac-
terization of the tunnel.
4.2. Mesh configuration and boundary conditions
The CFD simulations were run with two different mesh config-
urations. A fixed element size of Dy = 0.01 m was specified for both
meshes along the length of the tunnel. One mesh was built using a
uniformmesh resolution in x and z direction with Dx =Dz = 0.01 m
(Fig. 5a). The second mesh was refined in the near-wall regions
(Fig. 5b) to enable higher y+ in the computations. A mean y+ ’ 5
could be obtained for the refined mesh, while the uniform mesh
has y+ ’ 22.
The wind-tunnel chamber was modeled using the measured
values at the first cross Section (0.5 m behind honeycomb) as inlet
boundary conditions. The experimental data were resampled to the
higher spatial resolution of the computational grid using linear
interpolation. Since experimental data is unavailable for regions
close to the tunnel walls, an extrapolation scheme is required to
characterize the inlet boundary conditions in this area. Based on
the wall boundary theory, this region is not in the viscous sublayer
Fig. 3. Image of the gutter at the end of the wind channel. More residual sediment
is caught underneath the upper wedge trap.
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Fig. 4. Theoretical mean velocity inlet profile based on the wall laws and measured
mean velocity profiles at the inlet and at y = 1, 2, and 3 m behind the inlet.
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and, thus, a linear interpolation to the boundary value on the side
with hUii = 0 would introduce an unrealistic wind profile. This is
confirmed by the inlet profile measurements (Fig. 4) which indi-
cate strong deviations from a linear wind profile in this region.
Moreover, test simulations with linear interpolated values towards
the walls lead to a secondary flow near the ground wall of the tun-
nel, which introduced strong turbulence and negatively affected
the velocity profile up to z  0.35 m. Thus, the analytical mean
velocity profile could not be used to model the extrapolation re-
gion at the inlet.
To overcome the problems of extrapolation, the velocity slope
for 0.01 < z < 0.05 m was derived from the mean velocity profile
at the inlet, Fig. 4. Subsequently, the gradient function was used
to extrapolate from the measured region to grid points located be-
tween 0.01 and 0.05 m from the walls. Between the walls and
0.01 m a linear interpolation was used. This scheme was used for
the ground and side walls but not the ‘‘upper zone’’ (Fig. 2). In this
area, the missing values were modeled using linear interpolation
between the outer measurement grid points and the wall value
hUi i = 0, because the velocity distribution behind the baffle plate
tends to zero. Fig. 6 shows the interpolated inlet mean velocity
field.
The inlet wind velocity field shows velocity gradients towards
all boundaries, except the upper area above 0.4 m where the influ-
ence of the baffle plate is dominant. Up to a height of 0.3 m, the
Fig. 5. Mesh at inlet boundary condition (a) uniform mesh resolution over the
cross-section of the wind tunnel (b) refined mesh in the near wall regions.
Fig. 6. Surface plot for the inlet velocity boundary condition at the beginning of the flow chamber. The errorbars in the right plot indicate the variability of the wind speed in
various depth for 0.1 > x > 0.6 m.
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error bars show a standard deviation of less than 1 m/s, above the
deviation further increases to values higher than 2 m/s. The two
areas with higher wind velocities in the upper part are caused by
parts of the airflow that bypassed the blend on each sides. The
low deviations of the velocity in the lower section of the wind tun-
nel show the effectiveness of the velocity rectifier elements before
the inlet surface to the wind tunnel chamber. So a wide cross sec-
tion with a uniform velocity field could be obtained.
The CFD calculations were performed with the k– model and
the SIMPLE algorithm for the velocity-pressure coupling. The stan-
dard deviation of the measurements were used for the TKE values
at the inlet boundary conditions according to Eq. (19)
kboundary ¼ 12  U
2
stdDev ð19Þ
The inlet dissipation field was estimated based on the TKE val-
ues at the inlet according to Eq. (20)
boundary ¼ k
3=2
Lt
ð20Þ
with the length scale Lt = 0.7 m for the inlet dimension of the wind
tunnel (ANSYS, 2006).
4.3. Wind field modelling
A very good agreement of the modeled wind profiles with the
measured data was found throughout the length of the tunnel.
The root-mean-square error between the values predicted by the
model and the measured data varies around 0.5 ms1 and visual
comparison of the velocity profiles (Fig. 7) suggests that the CFD
simulations were able to reproduce the modification of the velocity
profile along the flow chamber. The influence of the flow configu-
ration by the baffle plate in the upper zone (Figs. 2 and 5) is cap-
tured well by the simulations.
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Fig. 9. Velocity profile and stream lines in the wind tunnel as calculated by the CFD simulation. Slices through the 3D wind field are shown at x = 0.35 m, y = 1, 2, 3 and 4 m,
z = 0.1 m.
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As discussed in Section 4.1 the profiles have two distinct flow
regions. As can be seen in Fig. 8 the CFD simulations were able to
reconstruct both flow regions appropriately. The profiles with the
uniformmesh in Fig. 8 (Muni) are forced in the lowest element (be-
low z = 0.01 m) to the value of the theoretical profile Eq. (13),
where as the refined Mesh (Mref) is sufficient fine to resolve the
flow for z < 0.1 m.
The results from the refined mesh are in slightly better agree-
ment with the measured velocity profile. The effort for creating a
denser mesh in the near wall regions is compensated by a better
representation of the strong velocity gradients in this part of the
domain with the k– turbulence model.
The velocity pattern in the wind-tunnel chamber features a
back-flow in the stagnation area in the upper part next to the inlet
boundary (Fig. 9). These flow patterns introduce turbulence due to
the strong velocity gradients between the high velocity in the mid-
dle of the tunnel and the slower back-flowing part in the ‘‘upper
zone’’ where a rotating vertex develops. This disturbance can be
tracked until the end of the wind tunnel.
The measurement data can be used to validate the spatial accu-
racy of the simulations. The measurements and numerical results
were re-sampled to the refined grid with Dx =Dz = 0.07 m resolu-
tion using linear interpolation. The relative error was then ob-
tained using Eq. (21)
grel ¼ 100 
UCFD  Umeas
Umeas
ð21Þ
where UCFD and Umeas are the simulated and measured wind veloc-
ities, respectively. Irrespective of higher errors towards the corners
of the spatial domain, a good agreement between surface measure-
ments and simulated data is obtained (Fig. 10).
4.4. Turbulence characteristics and shear stress
The experimental quantification of turbulence characteristics
and wall shear stress is extremely difficult and nearly impossible
if characterization of spatial patterns is required since measure-
ments are often labor and time consuming and measurement de-
vices may influence the wind field. In most studies, shear stress
is calculated from wind profile measurements. Because of their dif-
ficulty studies that really measure shear stress are rare and usually
lack the spatial differentiation (Walker and Nickling, 2003). Such
data, however, is needed to assess the spatial variability of wind
erosion rates and can be obtained from CFD simulation results
I ¼
ffiffiffiffiffi
2
3 k
q
U
ð22Þ
A measure that characterizes turbulence is the turbulence
intensity I (Eq. (22)), which is calculated as the ratio between the
TKE and mean velocity (Pope, 2000). The vertical turbulence inten-
sity in the higher part (0.5 < z < 0.7 m) along the tunnel chamber
largely reflects the turbulence induced by the vortex behind the
baffle plate as can be seen in Fig. 11. When compared to an ideal
boundary layer intensity profile, turbulence intensity as derived
from the CFD simulations shows significant deviations near the
ground and in the upper part of the tunnel. While the turbulence
intensity near the ground is decreased, the turbulence induced
by the baffle plate increases the turbulence intensity above 0.3 m
compared to an ideal boundary layer. A good accordance was
found between 0.1 and 0.3 m.
Detached particles or water droplets can be influenced in differ-
ent ways by the turbulent characteristics (Pruppacher and Klett,
1997). In atmospheric flows the turbulence properties, in the case
of k– model results, the TKE can influencing the trajectories of
particles (Gorlé et al., 2009). Because the TKE level in the channel
is based on the standard deviation of 1 Hz measurements, the
numerical results have to be interpreted carefully. Nevertheless,
the deviations from the ideal boundary layer can be expected to
influence results gained by experiments with particle detachment
and rainfall simulations.
Fig. 12 shows the relative deviation of the wall shear stress on
the ground wall of the wind tunnel from the shear stress of the
ideal logarithmic profile obtained from a two-dimensional calcula-
tion. The plot has to be interpreted critically due to the problems
Fig. 10. Surface and contour plots of the relative error (Eq. (21)) of the simulated wind velocities in 1, 2, and 3 m distance behind the opening to flow chamber. Contour lines
are drawn at 5% distances. The solid line indicates the 0% contour, dotted and dot-dashed contours represent positive and negative errors, respectively. The spatial extend of
the figure is limited on the area covered by measurements (see Fig. 2).
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associated in defining the boundary conditions and the lack of val-
idation data mentioned above. Nevertheless, it is one of few op-
tions to obtain an impression of the spatial distribution of shear
stress on the surface and provides valuable information for analyz-
ing experimental results of e.g. transport phenomena.
The inlet velocity profile introduces a characteristic distribution
of the wall forces (Fig. 12). In the region near the inlet, two areas
developed symmetrically spread around the central axis of the
wind tunnel. The constant geometric properties and the adjust-
ment of the wind field to the boundary conditions lead to a more
homogeneous wall shear stress in the second half of the tunnel.
The increased wall shear stress on the left hand side (in flow direc-
tion) of the tunnel can be used to explain higher erosion rates on
this side during field measurements, which will be considered in
detail in the next section.
4.5. Particle transport
Experiments on particle detachment and transport conducted
with the wind tunnel detected a distinct bias of sediment transport
towards the left side (Figs. 3 and 13b). This pattern agrees well
with the lateral distribution of wind velocity and turbulent kinetic
energy (Fig. 13a). Together with the shear stress distribution on the
ground (Fig. 12), these data provides an explanation for the unsym-
metrical transport of the material and inherent bias in the tunnel.
The reason for the observed asymmetric shear stress lies in the
production of the wind by the fan. It produces not homogeneous
wind conditions over the whole length of the propeller. Instead,
we observe a velocity increase from the hub of the propeller to
about three quarters of the propeller length. Further outside the
velocity is again reduced. Although the wire mesh in front of the
honeycomb and the honeycomb reduces this effect significantly,
it is still weakly preserved. The highest erosion rates can be ex-
pected at the position of the wedge traps. This effect has an impor-
tant influence when calculating the mean erosion rate for the
tunnel. In contrast, at the position of the MWAC Samplers, we
would expect a reduced erosion rate due to the reduced shear
stress.
4.6. Saltation and suspension
By solving Eq. (18), the critical particle diameter can be ob-
tained to distinguish areas in the tunnel where saltation and sus-
pension prevails. The expression can be numerical evaluated on
the ground of the channel as function of shear stress.
Fig. 14 shows the diameter for which particles with higher
diameters are in saltation and creep. Particles with smaller diame-
ters are suspended. Based on the method, the pattern follows very
clearly the shear stress pattern. The pattern shows only minor spa-
tial variability in the micrometer range (34–40 lm) and suggests a
homogeneous spatial distribution of the governing transport pro-
cesses in the tunnel. The observed processes are the same all across
the ground with a distinction of grain size of approximately 40 lm,
which is very good for reproducibility and comparability of results
of different soils. Particles larger than 40 lm are detached and
transported as saltation, while smaller ones are transported as sus-
pension. This leads to the conclusion, that the dominating trans-
port mechanisms over the channel are, depending on soil texture,
saltation and, for large particles, creep. These results show that
the tunnel provides good conditions for detachment studies.
4.7. Geometrical modifications
The effort to change variables such as the geometry is less with
CFD methods than it is to implement and test changes in practice.
This gives the ability to perform modulations of the wind channel
and the results can be used for planning further enhancements and
modification of the wind tunnel. To examine the advantages of a
longer channel on the evolution of the velocity profile, the channel
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was extended to a length of 5.5 m and computed with the same
boundary conditions. Fig. 15 shows the effect on the vertical veloc-
ity profiles.
It can be seen that the profiles mitigate along the channel but
preserving the shape of the profile. The prolongation of the channel
leads only to a linear mitigation of the magnitude and the low dif-
ferences in the profiles would lead to the conclusion that an exten-
sion of the tunnel would not give any further improvement.
5. Conclusion
We conducted an in-depth analysis of the wind-field charac-
teristics of a portable wind tunnel using CFD simulations. The
tunnel’s wind-field that was previously measured experimentally
corresponds very well with the results obtained from the phys-
ically based CFD simulations. The numerical approach enables
us to study the flow conditions in the flow chamber in great de-
tail. Our analysis suggests that theoretical profiles for ideal
boundary flows are not applicable to approximate the velocity
evolvement along the experimental tunnel in sufficient accuracy.
In addition, the CFD simulation results and derivatives provide
an accurate method to explain secondary processes like particle
detachment. Further it provides explanations for an observed
bias in sediment transport in the channel and enables us to plan
and implement future structural changes to the tunnel to reduce
this bias.
Our results underpin the notion that a critical assessment of
experimental setups is vital to transfer their findings to natural
conditions and to compare them with data obtained by different
setups. In addition our results lay the corner stone for further ef-
forts and advances in simulating e.g. structural changes to the
wind tunnel and its effects on the wind field. CFD can thus become
a valuable and fast planning tool for rebuilding and improving the
portable wind tunnel.
Accurate measurements of the wind field are extremely impor-
tant to calibrate and validate such simulations and to provide reli-
able boundary conditions. CFD simulations can then be used to
assess the spatial variations that can often insufficiently be covered
by measurements and to derive variables such as shear stress and
TKE that are very difficult to determine experimentally. CFD may
thus be a valuable tool being complementary (Parsons et al.,
2004) to but never separated from a measurement setup.
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Abstract Studying urban air-transport phenomena is highly complex, because of the het-
erogenous flow patterns that can arise. The main reason for these is the variable topology of
urban areas, however, there is a large number of influencing variables such as meteorological
conditions (e.g., wind situation, temperature) and anthropogenic factors such as traffic emis-
sions. During a one-year CO2 measurement campaign in the city of Basel, Switzerland, steep
CO2 gradients were measured around a large building. The concentration differences showed
a strong dependency on the local flow regimes. Analysis of the field data alone did not provide
a complete explanation for the mechanisms underlying the observed phenomena. The key
numerical parameters were defined and the influence of turbulent kinetic energy dependency
on the time interval for the Reynolds decomposition was studied. A Reynolds-Average Na-
vier-Stokes Computational Fluid Dynamics (CFD) approach was applied in the study area
and the CO2 concentrations were simulated for six significant meteorological situations and
compared to the measured data. Two flow regimes dependent on the wind situation, which
either enhanced or suppressed the concentration of CO2 in the street canyon, were identified.
The enhancement of CO2 in the street canyon led to a large difference in CO2 concentration
between the backyard- and street-sides of a building forming the one wall of the canyon. The
specific characteristics of the flow patterns led to the identification of the processes determin-
ing the observed differences in CO2 concentrations. The combined analysis of measurement
and modeling showed the importance of reliable field measurements and CFD simulations
with a high spatial resolution to assess transport mechanisms in urban areas.
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1 Introduction
Human activity in urban areas degrades air quality, which in turn strongly affects the quality
of life and health of the population. Understanding the transport mechanisms of anthropo-
genic emissions from fossil-fuel combustion in urban areas is a key issue in assessing the
impact of pollution and improving air quality. Heterogeneous flow patterns evolve in both
space and time owing to the complexity of the topology in urban areas. The dispersion of
pollutants is dominated by micro-scale wind patterns within the urban boundary layer [13].
The flow patterns lead to strong horizontal concentration gradients of air pollutants, green-
house gases and particles [28]. CO2 concentration can be measured and can be used as a
substitute for combustion emissions, such as from traffic, in urban areas. Further assessment
of the contribution to the global CO2 cycle of the urban sources is challenging, as spatially
significant measurement data in urban areas are difficult to obtain [9].
A better understanding of such air borne phenomena and the key mechanisms for the
dispersion of pollutants in urban areas can be gained by different approaches.
Experimental studies with simple objects and numerical simulations such as data from
wind-tunnel experiments have been used to evaluate numerical methods for turbulent simula-
tions, such as Large Eddy Simulations (LES) or turbulent Reynolds-Average Navier-Stokes
(RANS) models [7,15,4,6]. These methods help to develop and verify numerical models
but the simplification of the geometry and the idealized flow conditions in experimental set-
ups do not have the same relevance to real situations as do field measurements. Extensive
field campaigns [9,20,28] provide data from point measurements that have high temporal
resolution, but contain little information about the spatial properties of the flow. Finally,
model studies with idealized city geometries have been utilized to study urban air-borne phe-
nomena [12,21,1,27,11]. An overview of street canyon modeling is given by [24]. Numer-
ical methods, such as computational fluid dynamics (CFD), are well-known instruments for
computing and analyzing flow patterns [13]. Different studies have been conducted with
idealized geometries and air pollution transport, [23], but only a few numerical studies used
complex city geometries and field-measurement data to validate the numerical results [10,
29].
To capture transport dynamics of CO2 distribution in a street canyon, a previous study
measured CO2 concentrations in a street canyon in Basel, Switzerland, and in an adjacent
backyard. The result showed a large difference in CO2 concentration between the front
(street-side) and back of a large building that constituted part of the canyon wall. The CO2
concentration differences were strongly dependent on wind direction and only weakly depen-
dent on traffic frequency and atmospheric stability [26].
This article describes the numerical approach and the comparison of CFD CO2 results
with field measurement data in a real city geometry. Basic guideline exists for CFD cal-
culations in urban areas, e.g., [8] or [22]. Based on these guidelines, a sensitivity study
was first conducted to determine the numerical parameters that influence the calculations.
An appropriate time-average period for the Reynolds decomposition in the measure-
ment data had to be defined for the comparison of RANS models with field measure-
ments. This was achieved in other studies by minimizing the error between modelled and
measured data through reducing the length of the Reynolds decomposition time-average
period, e.g., [5]. The length of the Reynolds decomposition time-average period has a
significant influence on the turbulent kinetic energy (TKE) in street canyons. The influ-
ence of time-average periods on the velocity and turbulence profiles in a street canyon was
analyzed in detail using field data of the Basel Urban Boundary Experiment (BUBBLE)
[20].
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Six representative wind flow conditions were modeled with the results from the sensi-
tivity analysis and the CO2 field-measurement data analysis. These were compared to the
measurement data to study the mechanisms in detail and to address the reason for the strong
dependency of the CO2 concentration differences on wind condition.
This article shows the application of CFD in a complex city geometry and the comparison
to field measurements, whereby the ability of CFD methods to obtain flow characteristics
and transport phenomena of fluid components within real urban areas was shown. Further,
it shows the influence of, and gives recommendations for, the definition of the time-average
period for the Reynolds decomposition of the field measurements in comparison to RANS
results.
2 Methods
2.1 Measurements
Two measurement data sets used for this study were obtained at two sites in the city of Basel,
Switzerland. Figure 1 shows the center of Basel with the locations of the two sites (A,B).
2.1.1 Sensitivity analysis
Field-measurement data of the Basel Urban Boundary Experiment (BUBBLE) [20] were
used for the sensitivity analysis. During the one year BUBBLE campaign, a measurement
tower was located within a street canyon in a densely built-up area of the city of Basel,
Fig. 1a. Wind fields were measured on six levels using sonic anemometers with a time
resolution of 20 Hz. This measurement setup provides an ideal framework to evaluate
the performance of solvers and numerical parameters for CFD calculations in a complex
topology.
0 250 500125 Meters
B
A
Fig. 1 Location of the two study sites in Basel, Switzerland. A indicates the computational domain for the
sensitivity analysis. B the location for the CO2 transport simulations. The green shaded area in B indicates the
building shown in Fig. 2. Base map copyright GVA BS, 25102002
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Fig. 2 Schematic view over the measurement site and cross section through the measurement setup (adapted
from [26])
2.1.2 CO2 dispersion
Figure 2 shows the area and the large 20 m high building (indicated as site B in Fig. 1), located
in the center of Basel, Switzerland, as a computer-aided design (CAD) model. A main street
with North-South orientation and heavy traffic runs in front of the building and at the rear of
the building there is a large backyard surrounded by smaller buildings. CO2 measurements
were carried out around the building from September, 2004 to August, 2005. A closed-path
gas analyzer (Li6262, LiCOR) and a multiplexer system with 10 inlets were used to measure
the CO2 concentration at 4, 15 and 21 m above the ground on each side and at 25, 28.5, 34
and 40 m over the top of the building on a measurement tower.
The concentration profiles were averaged over 30 min intervals. The detailed configu-
ration can be seen in the schematic view, where the dots represent the inlets for the CO2
measurements, inset Fig. 2. The stationary measurement tower on top of the building was
also equipped with an eddy covariance system. The streets adjoining the other side of the
smaller buildings are sidestreets with less traffic. The two dominant wind directions over the
region are from West, indicated by the arrow, and East [20].
2.2 Numerical modeling
2.2.1 Governing equations
The turbulent wind field in urban areas are strongly influenced by the heterogeneity of the
topology. For this reason, stability has a minor influence within the lower urban boundary
layer [14]. This allows the simplification of neglecting buoyancy and thermal effects, which is
applicable for advection dominant flows. Following [25], the Navier-Stokes equations (NSE)
for incompressible fluid flow can be written as:
DUi
Dt
= − 1
ρ
δp
δxi
+ fi + μδ
2Ui
δx2j
(1)
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where Ui are the velocity components in three dimensions, ρ the density, fi body forces, p
the pressure and μ the viscosity of the fluid [25]. Together with the incompressible continuity
equation
δUi
δxi
= 0 (2)
the NSE build the governing equations for CFD simulations. By applying the Reynolds
decomposition
Ui = 〈Ui 〉 + ui (3)
on the NSE, Eq. 1, one of the most applied turbulent model approaches, the Reynolds-Aver-
aged Navier-Stokes (RANS), Eq. 4, is obtained [18].
D¯〈Ui 〉
D¯t
= − 1
ρ
δ〈p〉
δxi
+ fi + ν δ
2〈Ui 〉
x2i
− δ〈ui u j 〉
δx j
(4)
where ν is the kinematic viscosity ν = μ/ρ. The additional terms δ〈ui u j 〉
δx j are the Reynolds
stresses and increase the number of unknown variables to more than four. The Reynolds
stresses have to be obtained by other assumptions, which is called the closure problem [18].
One way to solve the closure problem is through models using the viscosity hypothesis
[18]. The turbulent-viscosity hypothesis introduces a proportional relation between the Rey-
nolds stresses and the mean rate of strain using a scalar coefficient, the turbulent viscosity
νt
〈ui u j 〉 = 23 kδi j − νt
(
δ〈Ui 〉
〈x j 〉 +
δ〈U j 〉
〈xi 〉
)
(5)
where k is the turbulent kinetic energy. Two-equation models, where the k −  model is one
of the most applied approaches, solve for the TKE k and the dissipation  each an additional
transport quation [18]. Thus, the turbulent viscosity can be obtained from:
νt = Cμ k
2

(6)
where Cμ = 0.09 is a model constant [18]. A good overview of other two-equation
approaches can be found in [16].
A multicomponent flow approach was used for the simulation of the CO2 dispersion.
In multicomponent simulations the fields are computed only for a single fluid based on
the governing equations. The fluid is considered as a mixture of single fluids in order to
incorporate the influence of the different fluid components. The properties of the mixture
in each cell is dependent on the proportion of each component in the cell. The proportion
of each component in the domain can be calculated using a separate continuity equation for
each component k:
Dρ˜k
Dt
= δρ˜k
δt
+ δ(ρ˜kU˜i )
δxi
= − δ
δxi
{
ρk(U˜ki − U˜i ) − ρkui
}
(7)
where∼ indicates the mass-average and U˜ki the mass-averaged velocity of the fluid of com-
ponent k [2]. The relative mass flux term (U˜ki − U˜i ) models the motions of the single
components in the mixture. The primary effect for these motions are the concentration gra-
dients, which lead to relative motions in form of diffusion of the components in the mixture.
The physical influence of the component is incorporated using the kinematic diffusivity Dk .
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The turbulent fluxes ρkui can be modeled using the eddy dissipation-assumption, which leads
to a advection-diffusion equation for the fraction Yk :
δ(ρ¯Y˜k)
δt
+ δ(ρ¯U˜i Y˜k)
δxi
= ∂
∂xi
{
∂Yk
∂xi
(
ρk Dk + μtSct
)}
(8)
where Sct is the turbulent Schmidt number Sc = νt/D. If all continuity equations (Eq. 7)
are summed, the standard continuity equation can be obtained (Eq. 2).
2.2.2 Setup
The commercial software package ANSYS CFX [2] was used for all CFD calculations. The
buildings within 150 m of the CO2 measurement location were included in the CFD computa-
tions. The meshes were constructed with the package ANSYS ICEM CFD [3]. All numerical
simulations were steady-state simulations.
For the ground and building walls, smooth wall-functions were applied because the rough-
ness influence would be of a smaller order than the resolved scales and a slip condition was
set for the top of the domain, which ensured a parallel flow at the top of the boundary [8].
The CO2 dispersion was modeled using a multicomponent approach. The simulated mix-
ture was given the gaseous fluid properties of air, CO2 and N2 as a constraint. The mass
fraction of air and CO2 is computed according Eq. 8, with the mass fraction of N2 as resid-
ual to ensure unity in every cell. The influence of the CO2 traffic source was modeled as a
surface source term with constant fluxes from the streets. Different source strengths had to
be defined, because of the irregular traffic frequency on the main street (average 800–1200
vehicles per hour) compared to the smaller streets (< 400 vehicles per hour). For weekend
situations, the source strengths on the streets were reduced by half, due to lower traffic den-
sity. Six conditions were modeled (three westerly wind and three easterly wind situations)
for the comparison and the analysis of the experimentally determined CO2 characteristics.
The numerical parameters as mesh resolution, boundary conditions and turbulence closure
for the CO2 CFD calculations were defined based on the results of a prior sensitivity analysis.
2.3 Sensitivity analysis
The influence of the numerical parameters of the applied CFD code was evaluated because
the evaluation of CFD calculations should be based on high resolution measurements
[17]. The domain for the validation cases had a spatial extent over 200 m in both horizontal
directions within a densely built-up area. The vertical extent was 80 m and the maximal height
of the buildings in the model domain approx. 20 m.
The following numerical parameters were tested with the applied numerical CFD code:
(1) mesh, (2) turbulence model, (3) boundary condition, based on the general guidelines for
urban CFD calculations [8,22]. All results were compared to the mean velocity and the TKE
measurement profiles to obtain their performance.
1—Mesh: Four meshing methods with different complexities were tested using cell-size
resolutions between 0.8 m and 4 m: (A) Plain tetrahedral, (B) tetrahedral with prism layers
around walls, (C) tetrahedral with prism layers around walls and hexahedral shapes in the
free stream regions, (D) cartesian [3].
The advantage of tetrahedral meshes (A, B, C) is their ability to represent the geomet-
rical data more or less independently of the resolution [25]. Although dependent on mesh
resolution, Cartesian meshes (D) result in simplification of the geometrical data. Tetrahedral
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meshes can produce elements with poor aspect ratios [22]. Changing distances of the first
mid-point to surface elements can be prevented in (B) by adding prism layers near surfaces.
Hexahedral element shapes introduce smaller errors and have a better iteration convergence
[8], which was tested by adding hexahedral, rectangular shapes in the free stream region (C).
The plain tetrahedral meshes show poor results near walls because of the changing dis-
tances of the element midpoints to the wall surfaces. This leads to changes in the y+ value
(dimensionless distance from the wall), which is a key value for the necessary wall-functions
[2]. The strongest correlation with the measured profiles was achieved using a minimum of
three prism cell layers around walls. The additional hexahedral elements in the free stream
regions had a minor influence on the results and only small effects on the divergence proper-
ties of the computations. In contrast to the tetrahedral meshes, the Cartesian meshes rendered
poor results for the wind patterns within the street canyon.
The best results were found using tetrahedral meshes with approximately 1 m resolution
and a minimum of three prismatic layers around walls.
2—Turbulence Model: Both the standard k −  model and the RNG k −  model were
tested, because the widely used k −  turbulence closure for RANS calculation has limita-
tions due to the overproduction of kinetic energy in regions with stagnated flow situations
[8]. However, the direct comparison of computations using the RNG k −  approach and the
standard model, showed no significant difference in this case.
3—Boundary Conditions: Uniform inlet conditions as well as logarithmic profiles were
tested. For the logarithmic inlet profiles of the mean velocity U (z) Eq. 9, as suggested by
[19], was applied in combination with the friction velocity U f ric
U (z) = U
∗
f r ic
κ
· ln
(
z + z0
z0
)
(9)
U∗f r ic =
κ · Uh
ln
(
h+z0
z0
) (10)
The reference mean velocity Uh is the velocity at a reference altitude over ground h, z
the vertical distance, z0 is the roughness length and κ the von Karman constant. For the
sensitivity analysis, the reference height to calculate the friction velocity U∗f r ic, the height
above ground of the highest measurement point was used (h = 32 m).
For the TKE k and the dissipation , two approaches were tested: (A) as suggested by
[19] a constant TKE value k is derived from the friction velocity
k = U
∗2
f r ic√
Cμ
(11)
where Cμ is the model constant for the k-  model (Cμ = 0.09) and the dissipation  is
computed according:
 = U
∗2
f r ic
κ · (z + z0) (12)
The second approach (B) relates k to the turbulence intensity I and the mean velocity U :
k = 3
2
· U 2(z) · I 2 (13)
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and also dissipation:
 = k
3
2
Lt
(14)
where Lt is a characteristic length scale. Following [18] and [2] the vertical extension of the
domain of 80 m was used.
3 Results and discussion
The time-average period for the Reynolds decomposition of the measured data had to be spec-
ified before the field measurements could be compared to velocities from RANS models.
3.1 Time-average period
Figure 3a shows the correlation between measured mean velocity Vmean and the TKE values
for time-average periods of 1200 s and (b) 30 s for the same data set of July and August, 2002
in the street canyon, where the sensitivity analysis was conducted.
A strong dependency between time-average periods used for the Reynolds decomposition
and the TKE values in the street canyon was observed. The ratio between the mean velocity
and the TKE was significantly higher when longer time-averages (e.g., 1200 s) were applied
compared to shorter time-averages (e.g., 30 s). This indicates that different time-averages
lead to different ratios between the mean velocity and TKE. This is an important fact when
RANS results are compared to measurement data, which is discussed in the next section.
Figure 4 shows the profiles for measured data with different time-average periods and the
numerical results from the sensitivity analysis. The mean velocity values are only weakly
influenced by the time-average periods, as can be seen in Fig. 4a. Figure 4b shows the influ-
ence of the time-average periods on the TKE distribution within the street canyon and the
mean deviation, where the time-average period has a significant influence on the TKE pro-
files. For the mean velocity components, a good agreement between observations and model
results was achieved, as can be seen in Fig. 4a. Using approach (A) for the turbulence entities
leads to TKE profiles with higher TKE than with approach (B), Fig. 4b.
Fig. 3 Data points (+) represent
the turbulent kinetic energy
(TKE) magnitude at top of the
tower (32 m above ground) and
the solid lines represent the
polynomial fit for Reynolds
decomposition time-average
periods of a 1200 s, b 30 s for SE
wind angle (130◦)
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Fig. 4 Comparison between
modeled data using Eqs. 11 and
12 (Approach A) or based on
Eqs. 13 and 14 (Approach B) and
measured data (time-average
period for Reynolds
decomposition 1200 and 30 s):
a mean velocity, b TKE as profile
from distance to the ground z[m]
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A weak correlation could be found in the mean velocity profiles, using the approach with
constant inlet turbulent values (A). Constant boundary conditions for TKE lead to compa-
rable results for time-average periods of >600 s, but then to weaker correlations with mean
velocity values, see Fig. 4. The best results were found with the boundary conditions (B)
for the TKE (I = 5−10 %) together with time-average period of 15–60 s for all studied
conditions and over all six measured levels in the street canyon. The results are in good
agreement with appropriate time-average periods described in another study [5]. The better
accordance between the CFD results and the measurements on all six levels using over two
months of 20 Hz measurement data for the analysis indicated that there is an optimal average-
time period for comparison. Other studies found the same appropriate time-average periods.
Therefore, the use of 15–60 s for the Reynolds decomposition of field measurements in street
canyons can be recommended for the comparison to RANS results. Because a defined time-
average period does not exist for the Reynolds decomposition in RANS models caused by
the model assumptions, the time-average period is not to be considered as the time-scale for
the TKE. Generally, long time-average periods are associated with large spatial scale eddies.
It is possible that, owing to the high spatial resolution in the model, explicitly resolved tur-
bulence (as advection in the CFD results) is accounted as TKE in measurements. Further,
an assumption for the Reynolds decomposition is the statistical stationarity of the flow. In
urban areas the stationary condition for the Reynolds decomposition is rarely fulfilled and
the longer the time-average length is, the higher the probability that the assumption is not
fulfilled.
Independent of the time-average period, the significant change in the TKE profile at
roof level (approx. 20 m above ground) has a poorer correlation with the measurement data
compared to the lower part of the canyon, Fig. 4. Neither of the applied models were able to
adequately simulate the acceleration of the TKE. This might be due to either the model formu-
lation or the limitation of an insufficient horizontal extent. No significant differences could
be found by comparing simple uniform inlet conditions and logarithmic profiles, because
the influence of the topology was significantly stronger than the influence of the boundary
conditions in densely built-up areas. Nevertheless the logarithmic profiles are recommended.
3.2 CO2 concentration simulations
The measured CO2 concentrations showed large differences between the street and backyard
profiles, with a strong dependency on wind direction [26]. During westerly wind flow, the
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Table 1 30 min averaged
velocity Umag and background
concentrations cbackground
measured at top of the tower
during the six scenarios. Day
stands for weekdays (WD) and
weekends (WE) and the absolute
wind direction (WDir)
nr Day Date WDir Umag cbackground
1 WE 03.07.2005–09:00 Easterly 1.38 408.7
2 WE 17.07.2005–11:30 Westerly 1.82 378.6
3 WE 23.07.2005–09:00 Easterly 1.75 401.3
4 WE 23.07.2005–11:00 Westerly 2.4 370.2
5 WD 28.07.2005–12:00 Easterly 3.11 383.5
6 WD 21.07.2005–10:30 Westerly 3.55 378.4
Table 2 Measurement and
modeled differences between
front and backyard CO2
concentrations for weekdays
(WD) and weekends (WE) for
easterly and westerly wind
situations at the six conditions
nr Day WDir λmeas [−] λc f d [−] η []
1 WE Easterly 5.4 6.7 0.24
2 WE Westerly 32.2 66.7 1.07
3 WE Easterly 13.3 16.1 0.21
4 WE Westerly 51.3 49.3 0.04
5 WD Easterly 6.9 4.5 0.34
6 WD Westerly 52.7 66.9 0.27
CO2 concentration was much higher on the street side then on the rear side of the building.
The concentration differences between the two sides of the building were negligible during
easterly wind episodes. There was practically no dependency on stability conditions and only
a weak dependency on traffic frequency. To involve the representative cases for one week, 3
days were modeled: one weekday, Saturday and Sunday. A westerly and an easterly wind case
was included for each weekday type. To account for different velocities for each of the three
westerly and easterly wind cases, different velocities based on the measurement point on top
of the tower on the building were selected in the data. As discussed, the time-average period
had a strong influence on the TKE distribution in a street canyon. As the averaging interval of
the concentration profiles was at least 30 min, boundary conditions suggested by [19] were
used and the average mean velocities of 30 min at top of the tower for the six situations were
used as Uh in Eq. 10. Table 1 summarizes the six situations with the 30 min averaged veloci-
ties and the CO2 concentration, which were used as background concentrations measured at
top of the tower at 40 m above ground.
To compare the measured and the modeled results qualitatively, the concentrations on each
side of the building are summed with the highest available temporal resolution of 30 min and
then the difference λ between the front and backyard side were calculated according:
λ =
∑
ci, f ront −
∑
ci,back (15)
where ci expresses the concentration at 4, 15, respectivly 21 m above ground. Table 2 shows
the concentration differences λ based on the measurements and the CFD computations. The
relative error η was computed using:
η =
∣∣∣∣λc f d − λmeasλmeas
∣∣∣∣ (16)
As can be seen in Table 2, a good correlation was found between the modeled results and
the experimental data (relative error <30%). The variable dispersion of the CO2 from the
street to the measurement points (Fig. 2) were the main reason for the strong dependency of
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Fig. 5 Contour plot (location indicated in Fig. 8) of percentage of CO2 relative to background concentration
during westerly situations (Table 1) with following velocity magnitudes: a situation 2—Umag = 1.8 m/s;
b situation 4—Umag = 2.4 ms−1; c situation 6—Umag = 3.6 m/s
the concentration differences between backyard and street. The good correlation between the
measured and modeled differences of the CO2 concentrations leads to the conclusion that the
main characteristics of the flow patterns in the street canyon could be modeled in sufficient
detail. The outlier on the weekend during the westerly wind episode might be due to higher
traffic frequency or local irregular high emissions and could not be completely explained
over that time period.
One of the advantages of CFD calculation is their spatial validity. The flow and corre-
sponding CO2 part in the fluid can be visualized and analyzed by using the CFD data.
The levels of the CO2 layers could be visualized using the cross sections of the CO2 mass
part fields, representing the CO2 concentrations. Figure 2 shows an overview of the site and
Fig. 8 the location of the cross sections. Figure 5 shows the relative CO2 concentration dur-
ing westerly wind situations. The CO2 from the street was transported towards the building
wall in all three cases. A significantly higher CO2 concentration (averaged 5 %) occurred on
the western side of the street canyon (Fig. 5), whereas approximately the background CO2
concentration was found on the eastern side.
One can see that the higher the velocity was, the more of the emitted CO2 from the street
was transported to the right area. Figure 6 shows the concentration levels during easterly wind
situations, where a completely different CO2 distribution was found. The CO2 emitted from
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Fig. 6 Contour plot of relative
CO2 concentration (% of
background) during easterly
situations with following
velocities: a situation
1—Umag = 1.4 m/s; b situation
3—Umag = 1.8 m/s; c situation
5—Umag = 3.1 m/s
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Fig. 7 Vector and contour plot:
a westerly wind situation
(Table 2—nr. 6) b easterly wind
situation (Table 2—nr. 5).
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the street was not transported vertically, but concentrated close to the street level. Concen-
trations not higher than 1 % of the background can be expected near the left side of the street
canyon. For all velocities, the CO2 concentration field was more or less homogeneous in the
area directly above the street. The cause of the concentration levels lies in the structure of
the evolving flow patterns in the street canyon. Figure 7a shows a vector plot during westerly
wind episodes, where the vectors show the projected velocity components on the cross sec-
tion and the contour lines the percentage of the velocity magnitude of the components normal
to the plane, Fig. 8. Figure 8 shows the three dimensional extent of the flow 5 m above the
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Fig. 8 Vector plot during westerly wind episode
ground and with A and B indicating the cross section showed in Fig. 5, 6, and 7, to explain
the influence of the velocity components parallel to the street.
One vortex, rotating clockwise, was developed with a center point near the eastern build-
ing of the street canyon during westerly wind episodes, Fig. 7a. The flow near the ground
had components orthogonal to the building wall on the left side, resulting in emitted CO2
being transported towards the building wall. One prolate vortex was developed with the cen-
ter point on the same height above the ground during easterly wind episodes, Fig. 7b. This
counter-clock wise rotation transported the street CO2 away from the building wall on the
west side of the street.
Velocities evolved parallel to the building wall in the street canyon in both easterly and
westerly wind episodes. As a result, the emitted CO2 from the street was transported and
concentrated along the street. CO2 was transported to the measurement points by the combi-
nation of the velocity components vertical to the building wall, due to the vortex structures,
and the components along the street.
Turbulence intensity is a measure of the ratio between the TKE and the mean velocity. By
solving Eq. 13 to I (intensity), the turbulence intensity distribution over the street canyon
can be visualized (Fig. 9). A higher intensity was found on the right side of the street canyon
and lower intensity near the right building wall during westerly and easterly wind episodes.
This indicates, that the TKE drove dispersion on the right side of the canyon, while the TKE
had a lower impact on the CO2 distribution near the measurement points on the left building
wall. This supports the homogeneous CO2 distribution during easterly wind episodes, where
TKE counteracted to the transport effect of the counter-clockwise rotating vortexes. During
westerly wind episodes the low turbulence intensity near the left building wall supported the
acceleration of the CO2.
The flow patterns are summarized schematically in Fig. 10. The dots on the left building
wall indicate the points where the CO2 measurements were made.
The separation line of the flow is defined by the height of the larger building (left side
of the street canyon) during westerly wind situations. During easterly wind episodes, the
separation line between the two flow patterns is defined by the level of the lower building
(Fig. 10a). These two opposite vortex structures were the cause of the strong dependency of
the CO2 concentrations on the wind situations. The high mean velocity over the main street
visible in Fig. 8 and indicated in the contours in Fig. 7 supported the accumulation of CO2
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Fig. 9 Vector and contour plot with a westerly wind (Table 2—nr. 6), b easterly wind (Table 2—nr. 5).
Contours describe turbulence intensity (Eq. 13)
Street Street
East
West(a) (b)
Fig. 10 Schematic flow patterns for a easterly and b westerly wind situations with measurement inlet points
(red), separation lines and vortices that develop during wind situations
from traffic emissions along the street. The accumulated CO2 was transported by the vortex
towards the measurement inlet points, Figs. 8 and 10. In case of easterly wind, the CO2 from
the street was captured by the flow patterns in the low levels above the street and transported
away from the measurement inlets by the counter-clockwise rotating eddies.
4 Conclusion
The results from the parametric study are in accordance with the recommendations for CFD
calculations in urban areas [8,22]. The results show the ability of CFD to model complex
flow patterns with highly heterogeneous geometry in very good agreement with high reso-
lution temporal measurements in street canyons, where complex flow patterns can evolve.
The evaluation with observation data leads to very good results for the mean velocity com-
ponents within the complex study area. A strong dependency on the time-average periods of
the Reynolds decomposition between the TKE values in a street canyon was found, which
is an important aspect for comparing measurement data to RANS models results. Detailed
analysis suggested that a time-average period of 15–60 s should be used for the Reynolds
decomposition when comparing to RANS results in urban CFD calculations. This is similar
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to the time-average periods used in other studies. The validation of the computed TKE values
also led to good results, except in the detached flow regions at roof level.
This case-study demonstrates the usefulness of CFD methods in analyzing and simulating
realistic flow patterns in urban areas based on a comparison with a dependent quantity (CO2
concentration) that is a proxy for air pollution. The accuracy of the numerical approach to
capture the CO2 transport is shown by the comparison with the field data. Computation of
the spatially distributed CO2 concentrations led to a conclusive explanation for the strong
dependency on the wind direction of measured CO2 differences around a building. Com-
pletely different concentration profiles were found depending on the wind conditions in the
street canyon. This shows that, in real urban areas, the concentration of pollutants can dif-
fer significantly from neighborhood scale and only detailed flow simulations combined with
field measurements can give a detailed insight into the processes giving rise to complex urban
flow patterns.
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8 INTRODUCTION
Abstract
The focus on the study and prediction of pollen dispersion has increased in the
last decade, because air-transported allergens such as pollen have been shown to
be responsible for an increasing prevalence of diseases. The understanding of the
emissivity and release characteristics of pollen is a key requirement towards a quan-
titative study of pollen dispersion. The dispersion of pollen from an isolated tree
stand in Switzerland was studied in detail during the pollen emission study Mi-
croPoem. The interpretation of the measured pollen dispersal solely based on the
measurements is difficult but CFD methods have been shown to have utility in mod-
elling such complex.
This study shows the application of CFD methods to model the flow and dispersion
characteristics around the stand. Subsequently, the pollen dispersion by the stand
was modelled by calculation of Lagrangian trajectories with Eulerian flow fields.
The realizable k− turbulence model was adapted for the canopy calculations, com-
pared with the standard k−  model and combined with roughness parametrization
to incorporate the surrounding ground properties. The behavior and characteristics
of the source were studied using two particle clouds, one accounting for the pollen
emitted from the stand and one for the background concentration. The greatest
difference between the measured and modelled concentration distribution was found
at the measurement point furthest away from the stand. A detailed analysis of
the settlement characteristics of the background pollen concentrations delivered a
conclusive explanation for the observed measurement phenomena. Furthermore, the
Lagrangian approach enabled detailed interpretation of the emission characteristics
and the influence of the surrounding agricultural landscape, which was shown to
have a significant effect on the fate of the pollen, i.e. settlement or suspension in
the atmosphere.
8. Introduction
Pollen is an important component of air-borne allergens (Monn, 2001; Burge and
Rogers, 2000). The variety and prevalence of diseases due to aeroallergens in
Europe has continuously increased over the last decades (D’Amato et al., 2002).
Trees are not only important sources of pollen but also strongly influence its dis-
persal through their effect on flow patterns in the atmospheric roughness layer.
Knowledge of the influences on meteorological properties is important in order to
understand the pollen dispersion characteristics and crucial for different research
communities and applications, such as agricultural, wind engineering or meteo-
rology. Vegetation structures used as windbreaks play several important roles in
agriculture besides their effects on pollen dispersion patterns (Cleugh, 1998).
There is a long history of experimental research on the influence of different kinds
of windbreaks on different meteorological properties (Aase, 1974; McNaughton,
1988; Bradley and Mulhearn, 1983; Cleugh, 1998) and several different numerical
studies have been conducted, e.g. (Hagen et al., 1981; Packwood, 2000; Santiago
et al., 2007; Yeh et al., 2010; Bourdin and Wilson, 2008). In these studies, the
windbreaks were modelled using either an impermeable barrier or a porous struc-
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ture by applying Darcy’s Law or by influencing the pressure accordingly. These
approaches have some limitations, especially because, according to Zhou et al.
(2004), the internal structure of tree windbreaks is important. More recently,
several studies have shown that vegetation canopies can be modeled as porous me-
dia using Reynolds-averaged Navier-Stokes (RANS) models with a two-equation
turbulence closure (Sanz, 2003; Katul et al., 2004; Liang et al., 2006; Dalpe´ and
Masson, 2009). Rosenfeld et al. (2010) highlight the importance of detailed studies
for tree windbreaks and, based on Sanz (2003), showed the applicability of RANS
models with a two-equation turbulence closure model. The results were verified
with the measurement data of Bradley and Mulhearn (1983), but not with field or
appropriate experimental data. Therefore, one goal of this study is to verify the
numerical method with field data of the in-situ pollen emission study MicroPoem
(Michel et al., 2010, 2011b). This natural tracer experiment aims to describe the
physical process, i.e. the quantification of pollen emission as a function of (micro-)
meteorological factors, because adequate protective and pre-emptive measures re-
quire both reliable assessment of production and release of various pollen species,
and the forecasting of their atmospheric dispersion. The source consists of an
isolated single stand near Illarsaz, Switzerland, which forms a natural windbreak.
Pollen forecast models, which may be based either on statistical knowledge or full
physical transport and dispersion modelling, can provide pollen forecasts with full
spatial coverage (Skjøth et al., 2006; Helbig et al., 2004; Schueler and Schlu¨nzen,
2006; Sofiev et al., 2006a,b). Basically, the central part of these recent pollen
forecast models corresponds to traditional air pollution transport and dispersion
models (Venkatram and Wyngaard, 1988). The most important shortcoming in
these pollen transport systems, however, is the description of emission, namely the
dependence of the emission rate on physical processes such as turbulent exchange
or mean transport and biological processes such as ripening and preparedness for
release. In the present study, the obtained pollen data are used, on the one hand,
to validate the model output and, on the other hand, to describe the local pollen
transport over the source and relatively quantify its contribution to the observed
downwind pollen concentration.
Therefore, the goals of this study are i) to derive the numerical Eulerian approach
for the modelling of the flow fields and the Lagrangian approach for the pollen
dispersion, ii) to model the flow through the stand as well the pollen transport
and dispersion, iii) to verify the numerical approach by comparing the flow field
with micrometeorological field measurements and the pollen concentration on the
lee-side of the stand, and iv) to derive the distribution of the emissivity and back-
ground pollen concentration at different measurement locations.
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9. Numerical modelling
Two widely used two-equation turbulence models, (i) the standard k− model and
(ii) the realizable k −  model, were used to model the canopy flow. This section
provides a detailed introduction to the governing equations, which is necessary to
explain the derivation of the new applied realizable k− model in the canopy flow.
All CFD calculations were carried out using the open-source package OpenFOAM
(Weller et al., 1998). OpenFOAM is one of the most advanced and flexible open-
source packages. It provides a set of C++ modules that can be used to create
solvers and solutions for a wide range of research and engineering problems. We
used version 1.7.1 and adapted the solver simpleFoam to provide support for the
vegetation implementation and the Lagrangian package to cover the requirements
for simulating pollen dispersion.
9.1. Governing equations
The Navier-Stokes-Equations (NSE) and the continuity equations form the govern-
ing equations for most Computational Fluid Dynamics (CFD) calculations. They
describe the physics of liquids and gases in motion. The NSE are based on New-
ton’s Law of Motion describing momentum conservation on an infinitesimal fluid
element and can be written for incompressible fluid flow as in eq. 50.
DUi
Dt
= −1
ρ
∂p
∂xi
+ fi + ν
∂2Ui
∂x2j
(50)
where Ui denotes the velocity components in three dimensions, ρ is the density,
fi body forces, p the pressure and ν the kinematic viscosity of the fluid (Versteeg
and Malalasekera, 2007). The notation incompressible is a description of the flow
properties, not of the fluid itself (Wilcox, 2000). The continuity equation for
incompressible flows can be written as:
∂Ui
∂xi
= 0 (51)
The RANS equations can be formed by applying the Reynolds decomposition
Ui = 〈Ui〉+ ui (52)
to the NSE eq. 50:
D¯〈Ui〉
D¯t
= −1
ρ
∂〈p〉
∂xi
+ fi + ν
∂2〈Ui〉
∂x2i
− ∂〈uiuj〉
∂xj
+ Su,i (53)
where ν are the kinematic viscosity and Su,i additional momentum sources. The
Reynolds stresses
∂〈uiuj〉
∂xj
introduce more variables than can be solved by the NSE
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and the continuity equations, giving rise to the requirement for turbulence closure,
which is refered to as the closure problem (Wilcox, 2000). The approaches to solve
the closure problem are divided into viscosity models using the turbulent viscosity
hypothesis and Reynolds Stress Models (RSM), which solve additional transport
equations for the stress terms.
9.2. Turbulence closure
Eddy viscosity models, like the k −  model, are based on the assumption that
there is a relation between the Reynolds stresses and the viscosity stresses coupled
by the mean-flow properties (Versteeg and Malalasekera, 2007). The trace of the
second-order tensor - the normal stresses 〈u2i 〉 - are called the turbulent kinetic
energy (TKE) (Wilcox, 2000):
k =
1
2
〈uiui〉 (54)
whereas the the remaining components are the shear stresses. The anisotropic
stresses are defined as the shear stresses minus the isotropic stresses 2
3
kδij
asij = 〈uiuj〉 − 2
3
kδij (55)
For the momentum transport only the anisotropic components asij are relevant
and the isotropic part can be expressed by a modified mean pressure (Wilcox,
2000). In 1877, Boussinesq introduced the hypothesis, that in analogy to the stress-
rate-of-strain of Newtonian fluids, the shear Reynolds stresses can be assumed to
be proportional to the mean rate of strain (Versteeg and Malalasekera, 2007):
2
3
kδij − 〈uiuj〉 = νt(∂〈Ui〉
∂xj
+
∂〈Uj〉
∂xi
) (56)
where νt is the turbulent viscosity. It has be to mentioned that this approach
assumes an isotropic behavior for the normal Reynolds stresses.
In the standard k− model (Launder and Spalding, 1974), two transport equations
are solved for the TKE k and the dissipation . The turbulent viscosity νt is
obtained by:
νt = Cµ
k2

(57)
where Cµ = 0.09 is a model constant (Wilcox, 2000). The transport equation
for the TKE can be written as:
D¯〈k〉
D¯t
=
∂
∂xi
(
νt
σk
∂k
∂xi
)
+ P − + Sk (58)
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and for the standard k −  model  is given by:
D¯〈〉
D¯t
=
∂
∂xi
(
νt
σ
∂k
∂xi
)
+ C1P 
k
− C2 
2
k
+ S (59)
where σk and σ are the turbulent Prandlt numbers, relating the diffusivity of k
and  to the turbulent viscosity νt according to the gradient-diffusion hypothesis
(Wilcox, 2000). C1 = 1.44 and C2 = 1.92 are model constants. Neglecting buoy-
ancy effects, the TKE production is P = νt2S2ij.
At high mean strain rates the normal stresses can be negative (η = Sk/ > 3.7) in
the standard k−  model and the model constant Cµ must be related to the mean
strain rate (Shih et al., 1995).
Allen (1968) found that the length scales within a canopy can be viewed as con-
stant. Based on this, Sanz (2003) deduced relations to define k = f(γ, Cµ, U)
and  = f(Cd, α, U) where Cd is the drag coefficient for the plant and α the leaf
area density and γ is a dimensionless coefficient independent of the vegetation
characteristics. This allows the estimation:
η = S
k

≈ 2(
γ
2
)2/3
C
1/2
µ (2γ2)1/3
> 3.7 (60)
According to eq. 60, it is worth applying the realizable model to this case.
The realizable k −  model has a different transport equation for the dissipation 
(Shih et al., 1995)
D¯〈〉
D¯t
=
∂
∂xi
(
νt
σ
∂k
∂xi
)
+ C1S− C2 
2
k +
√
ν
+ S (61)
where C1 = max
[
0.43, η
η+5
]
and C2 = 1.9
9.3. New turbulence parametrization for tree stand
Other studies modelled windbreaks as a porous medium, e.g. Santiago et al.
(2007). The internal structure of the vegetation has an important influence on the
flow evolution (Zhou et al., 2004). The effects of vegetation can be incorporated
in the CFD calculations by adding an additional source term in the governing
equations (Kobayashi et al., 1994). The interaction of the vegetation canopy results
in reducing momentum from the flow and production of turbulent kinetic energy
(Wilson and Shaw, 1977). A source term can be formed for the RANS to model
the influence of the vegetation by forming drag, thus minimizing the effect of the
viscous drag:
Su,i =
1
ρ
∂p
∂x
= Cdα|U |Ui (62)
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Both parameters Cd and α are dependent on the vegetation canopy. According
to Green et al. (1995), trees reduce turbulent energy and following Sanz (2003),
the loss in the k transport can be modelled with:
Sk = Cdα
[
βp|Ui|3 − βdk|Ui|
]
(63)
where βp ∈ [0, 1] is the transfer coefficient of turbulent energy production by the
mean velocity and βd the coefficient for the TKE breakdown. Furthermore, the
source term for the dissipation is:
S =
Cdα
2
[
C4βp

k
|Ui|3 − C5βd|Ui|
]
(64)
Based on the relationship between k and , Sanz (2003) derived eq. 65 from the
transport equation of the k −  model:
βd = C
1/2
µ
(
2
γ
)2/3
βp +
3
σk
(65)
C4 = σk(
2
σ
−
√
Cµ
6
(
2
γ
)2/3
(C2 − C1)) (66)
As the realizable k− model and equation (65) have the same transport equation
for k, the relation for βp is also the same. However, they differ in the form of the 
equation. Using the same derivation as Sanz (2003), the following correlation was
derived for the realizable k −  model:
C4 = σk
[
2
σ
− C1
3 · 21/3 · γ2/3 −
√
Cµ
6
(
2
γ
)2/3
C2
1 +
√
Cµ
]
(67)
Equations (66) and (67) were derived by inserting the assumption of Sanz (2003)
into the transport equations (59) and (61) and using the relation equation (65),
leading to C4 = C5. Table 1 summarizes the constants used.
Table 1: Summary of the model constants used
C1 C2 C1 C2 βp βd std C4/5 real C4/5 γ
0.43 1.9 1.44 1.92 1.0 6.508 1.352 1.6502 0.05
A second common approach to modelling the influence of vegetation is the ap-
plication of roughness boundary conditions, which is necessary in order to model
the surrounding of the stand. Viscous effects have a minor influence in the free
stream, whereas in the near-wall region, viscous effects and the wall-shear stress
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are important properties. These can be characterized by viscous scale quantities:
the friction velocity uτ and the wall units y
+ and u+ (eq. 68 - 70).
uτ =
√
τw
ρ
(68)
y+ =
uτx⊥
ν
(69)
u+ =
〈U〉
uτ
(70)
Treatment of flow in the near-wall region can be simplified by considering three
different regions:
• viscous sublayer,
• buffer layer,
• log-law region
In the viscous sublayer, the wall unit y+ equals u+. In the log-law region u+ is
described by:
u+ =
1
κ
ln y+ +B −4B(k+s ) =
1
κ
lnEy+ −4B(k+s ) (71)
with the Ka´rma´n constant κ = 0.41, E = eBκ, B the integration constant, which
is determined numerically by DNS simulations (Pope, 2000), and 4B(k+s ), which
holds the influence of the roughness. In engineering applications, roughness is
commonly indicated by the roughness height ks. For historical reasons (Blocken
et al., 2007), the dimensionless sand-grain roughness is denoted as:
k+s =
ksuτ
ν
(72)
4B(k+s ) has different forms depending on k+s . Following Blocken et al. (2007),
three states are important: aerodynamically smooth (k+s < 2.25), transitional
(2.25 ≤ k+s < 90) and fully rough (k+s ≥ 90). In most atmospheric studies the
flow is fully rough and the characteristics of surfaces are expressed in z0. It is
essential to know the relation between the aerodynamic roughness length z0 and
the roughness height ks (Blocken et al., 2007). A wind profile in neutral surface
layers can be expressed as (Stull, 2000):
U =
uτ
κ
ln
(
x⊥
z0
)
(73)
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where z0 is the aerodynamic roughness length. In OpenFOAM the fully rough
case is given by:
4B = 1
κ
ln(1 + Csk
+
s ) (74)
where Cs is a roughness constant depending on the type of the roughness (Cs =
0.5) (Blocken et al., 2007). Equation (71) can be rewritten to:
u+ =
1
κ
ln
(
Ey+
(1 + Csk+s )
)
=
1
κ
ln
(
Ex⊥uτ
νt(1 + Csk+s )
)
(75)
A relation between ks and z0 can be found by comparing eq. 73 and eq. 75 with
the assumption Csks  1 to bridge between engineering and meteorology (Blocken
et al., 2007):
z0 =
Cs
E
ks (76)
The near-wall model approach requires the use of meshes with a high mesh den-
sity in the near-wall regions. The y+ can be used to quantify the mesh resolution
in the near-wall regions.
9.4. Lagrangian particle dispersion modelling
A Lagrangian approach was applied to simulate pollen dispersion. Particles trans-
ported by air are influenced by different forces, including gravity, aerodynamic
drag and lift force. Newton’s Second Law postulates the following relation for a
falling particle in the air (Shao, 2008):
ρpV
∂Ui,p
∂t
= −ρf piD
2
8
Cdp(Uip − Ui)|Ui,p − Ui|+ V g(ρp − ρf ) (77)
where the index p denotes particle properties, f for the gaseous fluid, g =
9.81ms−2 the standard gravity, V the volume and D the particle diameter. Equa-
tion (77) can be rearranged to:
∂Ui,p
∂t
= −Ui,p − Ui
τr
+ F (78)
with the particle response time τr (Shao, 2008):
τr =
8ρpV
piρfCdpD2|Ui,p − Ui| (79)
where F abbreviates the gravity and lift force. The particle aerodynamic drag
coefficient is dependent on the particle Reynolds number Rep (Shao, 2008) and
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modelled using the SphereModel of OpenFOAM, which incorporates the following
relations:
Rep =
|Ui,p − Ui|D
νf
 1 : Cdp = 24
Rep
(80)
Rep < 1000 : Cdp =
24
Rep
(1 +
1
6
Re2/3p ) (81)
Rep > 1000 : Cdp = 0.424 (82)
The trajectories of the particles (=pollen) are not only influenced by the mean
velocity components Ui, but also by the turbulence behaviour of the gaseous fluid
(Fritsching, 2004). The influence of the turbulence on the particle trajectories is
modelled according to Sommerfeld (1992). The basic idea is that the turbulence
influences the particle path during a defined time period τi, precisely the time the
particle is influenced by one eddy, before the influence of an other eddy begins.
τi =
L
|Ui,p − Ui| (83)
where L is the Lagrangian integral time of the turbulence according to Sommer-
feld (1992)
L = c
k

(84)
where c = 0.3 is an empirically derived constant. The fluctuating velocities are
sampled using a Gaussian distribution with a standard deviation of an isotropic
turbulence field ui =
√
2k/3 (Gjesing et al., 2009). So the turbulence is included
by equation:
Ui,new = Ui + UiR
√
2k/3 (85)
where R is the random number.
9.5. CFD setup
The domain for the calculations was 700 m long, 400 m wide and 100 m high: the
stand was located 250 m from the inlet boundary condition. The mesh had a
horizontal and vertical spacing of 2 m and a horizontal ratio of 1:50 to obtain a
higher mesh resolution near the ground in order to achieve acceptable y+ values.
The velocity boundary condition was based on the recommended profile according
to Richards and Hoxey (1993). The turbulent quantities were defined as:
k =
3
2
I2U2 (86)
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where I = 5% is the turbulence intensity and the dissipation:
 =
k3/2
ld
(87)
where ld = 100 m is a length scale and set to the domain height. The aerody-
namic roughness length z0 was converted to the roughness height using eq. 76
for each ground cover (roughness) property featured in Fig. 12. The vegetation
density in the windbreak was incorporated by an additional field with a defined
leaf area density (α). The calculations for the velocity were steady-state, which
were used as initial fields for the transient particle dispersion. Based on the small
spherical particle diameter (D = 23µm), the particle calculations were coupled
one-way: the flow field could influence the trajectories, but the particles did not
influence the flow properties.
10. Observations and measurement methods
The COST Action ES0603 (EUPOL) is a multi-disciplinary project dedicated to
the assessment of existing knowledge on allergenic pollen and the coordination
of observational and modelling research on production, release, distribution and
health impact of allergenic pollen in Europe. A considerable lack of knowledge still
exists in the quantitative description of emission in pollen forecast systems. The
experimental field study on pollen emission MicroPoem, (Michel et al., 2010), is a
part of the EUPOL action, and was conducted by the Federal Office of Meteorology
and Climatology MeteoSwiss and the Institute of Meteorology, Climatology and
Remote Sensing, University of Basel, Switzerland. It combines experimental and
modelling work in order to quantify the pollen released by an isolated source as a
function of meteorological factors. The experimental set-up aimed at measuring
the exchange conditions in a longitudinal transect and monitoring along- and cross-
wind pollen concentration profiles in order to infer the absolute emission from the
observed downwind concentration. As an example, birch trees were used because
their pollen is among the most important allergens in Europe.
10.1. Observational setup
In-situ information on the turbulent exchange conditions and birch pollen distribu-
tion within the surface layer up- and downwind of a (wind break) birch tree stand
was obtained from field measurements in Illarsaz, Switzerland in 2009 (Michel
et al., 2010). The study site was located in a valley that was generally dominated
by a mountain-valley wind system resulting in persistent wind directions (350◦
and 180◦ during day and nighttime, respectively). The windbreak is formed by an
isolated patch of 120 birch trees (average height 20 m), covering an area of 203 m
in the cross-wind direction by 30 m in the along-wind direction. The surrounding
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area is mostly agricultural and yields a fetch length of at least 500 m in the upwind
as well as downwind direction. The northern area was fallow during the campaign
(z0 = 0.001 m). The area south of the wind break was divided along the center-line
of the tree patch into a pasture crop (z0 = 0.03 m) in the east and a potato crop
covered by acrylic sheets (z0 = 0.001 m) in the west.
The instrumental set-up consisted of three micro-meteorological towers of 18 m
height that were located on the along-wind center-line of the birch stand (Fig. 12).
One tower (T1) was located 30 m upwind (during daytime conditions) of the wind
break. Two towers (T2 and T3) were located 100 and 350 m, respectively, down-
wind (during daytime conditions) of the wind break. The towers were equipped
with three (T1 and T3) or five (T2) CSAT3 ultrasonic anemometers (Campbell
Scientific Ltd., 20 Hz resolution).
Atmospheric pollen concentration profiles were monitored using Hirst-type (Hirst,
1952) samplers (7-day Spore Sampler, Burkard Manufacturing Co. Ltd. (Man-
drioli et al., 1998) and Sporewatch, Burkard Scientific) at 2 m above the ground
in a distance of 5 m from each tower. The pollen sampler next to T1 yields the
background concentration during daytime conditions.
T2
T1
T3
18 m
a b
c
30 m30 m
350 m
203 m
N S
Figure 12: Set-up of sonic anemometers and bioaerosol samplers at the towers. The dark
grey area south of the pollen source denotes the pasture, the light grey area
denotes the acryl cover. The distances from the pollen source are a) 200 m,
b) 100 m and c) 30 m.
11. Results and discussion
11.1. Observed wind profiles
The idealized flow and atmospheric characteristics (i.e. stationary and neutral
conditions) were tested against the observations around the wind break by Michel
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et al. (2010). The mean wind profiles, measured up- and downwind of the birch
stand (wind break), are shown in Fig. 13. Only cases with upvalley wind normal
to the leading edge of the patch (using a threshold of ± 15◦) and velocities greater
than 0.8m
s
were used in the analysis. The reference values were obtained from the
18 m measurements at the upwind tower. For the calculation of 〈U〉, a 60-second
block averaging of the single measurements was used, since the surface layer flow
conditions are assumed to be near-stationary during relatively short periods. The
ideal wind profile in the neutrally stratified surface layer is logarithmic. In order
to assess the sensitivity of the downwind profiles to mechanical shear induced by
the wind break and buoyancy, the measurements at the individual towers were
analysed for the cases of neutral as well as unstable and stable upwind conditions.
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Figure 13: Velocity profiles for stability conditions (velocities > 0.8 m/s) (a) stable, (b)
neutral and (c) unstable for the three towers T1, T2 and T3. The selection of
stability cases, velocity classes and flow conditions was based on measurement
point 18.5 m above ground at tower T1.
11.2. Effects of stability
Under neutral upwind conditions (Fig. 13b), the measurements indicated a loga-
rithmic wind profile at the towers T1 and T3. The roughness length in the fetch
area of both locations was less than 0.03 m. Large roughness elements (i.e. the
wind break in the case of T3) are several hundred meters away. A different wind
profile was observed at T2, which is only 100 m downwind of the wind break. The
mechanical impact of the large roughness element was clearly visible within the
height of the canopy layer, i.e. roughness sub-layer. Generally, the wind veloci-
ties at each height were significantly smaller, as momentum was lost due to the
high roughness throughout the entire profile. The shape of the wind profile was
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strongly influenced by the vertical leaf-area density profile of the wind break. The
lowest wind velocities were measured closest to the surface at 2.2 m. They were
strongly influenced by the surface boundary on the one hand and by the dense
understorey within the birch stand on the other hand. The wind velocity still
increased rather logarithmically with height within the trunk space, measured at
5 m. Within the canopy layer, however, momentum was lost significantly due to
the greater leaf-surface roughness. The profile indicated a small velocity gradient
between the second and the third level, measured at 9.6 m. Higher above, the
wind velocity increased with height due to leeward mixing with undisturbed flow
at > 20 m.
In the case of non-neutral upwind conditions, the velocity profiles measured at T1
and T3 deviated from the logarithmic relationship. In stable and unstable situa-
tions (Fig. 13a and c) the undisturbed profiles curved downwards and upwards,
respectively. Also, the average wind velocity was generally lower than in neutral
situations. The measurements at T2, however, indicated a similar shape under
non-neutral and neutral conditions within the canopy layer. Thus, the mechanical
impact of the wind break on the profile was clearly visible. Thermal effects are
superimposed, regardless of the atmospheric stability. The measurements indi-
cated that, within the framework of the present study, the idealization of neutral
conditions is valid in the case of the leeward profile close to the wind break, i.e.
at T2.
11.3. Observed pollen concentration
Figure 14 shows the ratio between the downwind pollen concentration and the
background concentration measured at T1.
The measurement data showed strong variances but clearly indicated a slightly
higher concentration at 30 m behind the stand and then a decay to the measure-
ment point at 200 m behind the stand. The highest concentration was found at
350 m behind the stand. Based on the data, a clear determination of the emissiv-
ity of the stand is difficult, as the background concentration and pollen from the
stand cannot be distinguished by the measurements alone. In addition, the higher
concentration at 350 m behind the stand needs further investigation. To address
these problems, the stand was studied using CFD methods, as discussed in the
next section.
11.4. Modified velocity profiles
For the following analysis, turbulent structures traveling through the wind break
were monitored by relating the downwind averaging periods to the upwind time
step, and by calculating the time lag with the average wind velocity. As a first
approach the stand was modelled using a constant value for the leaf area density to
test the performance of the standard k−  and the realizable k−  model. A drag
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Figure 14: Normal longitudinal pollen distribution at 2 m above ground at the location
indicated in Fig. 12. Rectangular inflow (±15◦) and velocity > 0.8 m/s
coefficient of Cd,std = 0.2 following Dalpe´ and Masson (2009) for the standard k−
model was applied. To achieve comparable results for the same source strength,
respectively, an equal α value and a lower coefficient (Cd,real = 0.16) have to be
used for the realizable k −  model.
The velocity profiles for both models and in-situ measurements are shown in Fig.
15. The measurements have a large variance, nevertheless, both models show very
good agreement with the mean properties. The realizable k −  model reproduces
the velocity profile in the canopy area (8 < z < 20 m) to fit the mean values of
the velocity measurements slightly different to the standard k−  model. This can
be explained by the higher shear stresses in the canopy, where the standard k − 
shows some disadvantages (Shih et al., 1995).
To account for the varying leaf-area density in the stand, a general relation be-
tween the maximum leaf-area density αmax and the corresponding height was used,
as suggested by Lalic and Mihailovic (2004). αmax is based on values suggested
by Stadt and Lieffers (2000), derived from a light transmission model calculating
the leaf-area densities for different tree species. Taking the date and season of the
measurements into account, as well as results from test calculations, a αmax = 0.1
was found to appropriately describe the stand. The high understory was incorpo-
rated using a higher leaf-area density of approximate α = 0.75 (Fig. 16).
Three velocity classes were calculated using both models to study the influence on
the particles dispersion, where V denotes the abbreviation for each class. Figure
17 shows the velocity profiles for tower T2, 100 m behind the stand for the different
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Figure 15: Velocity profiles for constant leaf-area density α for 1.25 < |U | < 1.75 m/s at
the upwind tower T1 and leeside T2
velocity classes.
As can be seen for all three velocity classes, both models were able to reproduce
the influence of the stand. As found in the parameter pilot-study with uniform α
values, a lower drag coefficient Cd for the realizable k−  model had to be adopted
to achieve the same results. Furthermore, both drag coefficients for the lowest
velocity class (1.25 < |U | < 1.75) had to be reduced by about 20%.
A large discrepancy between the models was found at tower T3, which is located
350 m behind the stand. Both models develop a logarithmic profile, but the realiz-
able k−  model under-predicts the velocity. This effect was found for all velocity
classes. Both models are within the variance of the measurement data, however,
the standard k −  model shows a significantly better quantily agreement with
mean properties.
11.5. Modeled TKE distribution
Figure 18 shows the turbulence intensity profiles for all three towers calculated
according to eq. (86). It can be seen that the standard k −  model is in good
accordance with the measurements, whereas the realizable k −  model slightly
under-predicts the turbulence kinetic energy. At tower T1, the numerical profiles
are lower than the mean measurements, but in the standard deviation of the TKE
values.
The measurements show a mean turbulence intensity of I ≈ 17%, Fig. 18.
According to Richards and Hoxey (1993) a turbulence intensity of I = 5% was
applied to the inlet boundary conditions.
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Figure 16: Image of stand from upwind to downwind direction during measurement
campaign
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Figure 17: Velocity profiles for both models at tower T2 for the three velocity classes:
(a) 1.25 < |U | < 1.75, (b) 1.75 < |U | < 2.25 and (c) 2.75 < |U | < 3.25 m/s
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Figure 18: Turbulence intensity profiles and deviation for all three towers
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Figure 19 shows the cross sections for the turbulence intensity I and the velocity,
respectively. The stand introduces a higher turbulence level on the lee-side of the
stand and the turbulence contour before the stand is raised by the stand over
z > 20 m and increases successively behind the stand. Under the crown area
(z ∼= 7 m), the higher intensity is transported downstream. The reduction of the
mean velocity by the stand can be seen in Fig. 19b and the influence of the
reduction continues to x > 380 m behind the stand.
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Figure 20: (a) Velocity 10 m above ground and (b) TKE
Figure 20a shows the mean velocity at 10 m above ground. All three velocity
classes show the same behaviour: the stand reduces the mean velocities by ap-
proximately 30%. Figure 20b shows the influence on the TKE, where an increase
in turbulence intensity I can be seen behind the stand. A significant higher ratio
is found at higher velocities, which results from the definition of source strength
eq. 63, where the velocity magnitude influencing in third power.
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Figure 21: (a) Vertical velocity 2 m and (b) 10 m above ground from the k −  model
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Figure 21a shows the vertical velocities at 2 m above ground. Within and be-
hind the stand, small negative horizontal velocity components opposite to the
mean wind before the stand develop for all velocity classes. This derives from the
isotropic definition of the momentum source eq. 62 and is in good accordance with
other studies, e.g. Heisler and DeWalle (1988); Cleugh (1998). However, Fig. 21b
shows positive horizontal velocity components developing at 10 m above ground
for velocity classes V2 and V3 only. It seems that, at higher velocities, the ver-
tical flow components arising from the resulting drag of the stand dominating at
this altitude level the isotropic sources, whereas at lower velocities the influence is
similar to 2 m above ground.
11.6. Pollen dispersion modelling
11.6.1. Stand and background concentration
The standard k −  model was used for the particle dispersion calculations, as
the realizable model led to under-prediction of the velocity at tower T3. Two
particle injection regions were defined: (1) cloud A: located at the inlet boundary
condition, with a normal diameter distribution to simulate the background particle
concentration; (2) cloud B: located in the tree crown. The particle injection points
were distributed using a Gaussian normal distribution over the surface of the inlet
boundary condition (cloud A) and within the volume of the tree crown (cloud B).
The particle trajectories were calculated for a time period of 10 min with a time
step of 0.5 s by injecting n = 1000 particles every second for each cloud, leading
to a total of n = 1.2 · 106 individual particles.
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Figure 22: Cross-section of summarized particles for time steps 2, 4 ,6 and 8 min, (a)
particles for injection at the inlet boundary condition and (b) for injection in
the tree crown.
Figure 22a shows the particles starting from the inlet boundary conditions (cloud
A) and Fig. 22b shows cloud B released from the tree crown, respectively. Particles
from cloud B either settle approximately > 30 m behind the stand, are suspended
in the atmosphere (defined as rise to¡ an altitude over 40 m above ground) or are
transported over the outlet boundary.
The numerical results were analysed at the four measurement points (Fig. 14) 2 m
above ground (Fig. 23).
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Figure 23: Distribution of modelled particles at 30, 100, 200 and 350 m behind the stand
and 2 m above ground for the particle released in the stand
Velocity classes V2 and V3 show approximately the same characteristics: the
peak concentration of cloud B particles was found around 200 m behind the stand.
For velocity class V1, the peak concentration was found 100 m behind the stand.
This discrepancy can be explained by the different velocity components found at
10 m above the ground as shown in Fig. 21b. The lowest particle concentration
was found 30 m behind the stand for all velocity classes. To study the emissivity of
the stand and the cause of the different concentrations in the measurements (Fig.
14), the influence of the background concentration has to be taken into account.
The modelling and interpretation of the background concentration is more diffi-
cult. A uniform injection pattern was defined over the entire vertical inlet, as-
suming well-mixed conditions for near-ground concentrations. However, the lower
velocities and higher turbulence intensities near the ground lead to a small mean
velocity for particles injected near the ground and unsteady trajectories, resulting
in a higher particle concentration near the ground. This artifact cannot be elim-
inated without synthetic inlet boundary conditions. Nevertheless, this would not
guarantee a homogeneous vertical concentration near the stand due to the lower
velocities near the stand, nor would give it an additional benefit.
On the other hand, the influence of the leaves, branches and trunks on the
particles was not captured by the presented approach. Based on the considerations
above, it becomes apparent that the derivation of the complex situation from field
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Figure 24: Percentage of longitudinal settling locations of particles (from cloud A) in
dependence of the injection height (a). Vertical distribution of all particles
(according to clouds) leaving the computational domain (b).
observations alone is difficult. The distribution of the vertical injection locations
and the longitudinal settling points were studied to capture the influence on the
measurement points of the lee-side of the stand (Fig. 24). The lower velocity
before, within and on the lee-side of the stand, as shown in Fig. 19, lets the
particles injected lower than 10 m above ground settle before the stand and shortly
behind it (Fig. 24a). Injected particles between 10 m and 20 m above ground were
spread uniformly behind the stand. These distributions have to be interpreted
critically, as the trajectories pass through the crown area of the stand, whereby
the influence of the leaves and branches was neglected. It is assumed, however,
that a large amount of these particles are trapped in the leaves and therefore
do not affect the measurements in the indicated amount. For particles entering
> 25 − 30 m above ground, the settle location was > 200 m behind the stand.
They were transported over the stand and then influenced by the curvature in the
velocity profile and the higher turbulence intensity behind the stand, (Fig. 19).
To summarize:
• Pollen clouds reaching trunk-height decrease in concentration during passage
through the stand.
• Pollen approaching the crown region are spread (in the numerical results)
over the measured area, but it can be assumed that a larger amount are
trapped in the leaves and trunks and are not transported through the stand.
• Pollen approaching near the top of the stand (approx. 25 m above ground)
started to settle > 50 m behind the stand with an increasing share at > 300 m.
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• Pollen approaching up to twice the stand height (approx. 15 m above the
top) settled > 250 m behind the stand.
Figure 24b shows the vertical particle distribution approximately 480 m behind
the stand. Based on the numerical results, the observed particle concentrations
shown in Fig. 14, can be attributed to particles passing through the lower, less
denser trunk space and decelerated by lower velocities causing them to settle to-
gether with a small amount of particles emitted in the crown layer of the stand.
The measurement points 100 m and 200 m behind the stand are mainly influenced
by the stand, whereas the 350 m point was influenced by a background concen-
tration approaching the stand at levels higher than 20 m (Fig. 24a) as well as by
the particles emitted from the stand. Based on these numerical results, the mea-
surement at 200 m behind the stand represents the concentration with the lowest
influence of the background concentration. This is consistent with the observa-
tions of an additional grid of 18 pollen samplers at 2 m above the ground. The
highest concentration was found at 200 m behind the stand for cases, where the
wind velocity was > 3 m/s (Michel et al., 2011a). Higher wind velocities seem to
increase the downwind settlement distance of background concentration to more
than 350 m. Nevertheless, a clear and defined relation for the measured pollen at
2 m above ground is difficult to define.
11.6.2. Settlement and suspension of emitted particles
One of the advantages of the Lagrangian approach is the possibility to model the
trajectories of each particle in space and time.
Figure 25a shows the distribution of the settlement distance of the particles
emitted from the stand. Most particles settle between 100 m and 200 m behind the
stand, with only minor differences between the velocity classes. Another interesting
point is the influence of the vertical injection location within the stand on the
trajectory pathways. Figure 25b shows the relation between injection point and
fate, i.e. whether particles settle or remain in suspension. Most of the particles
that settled, were injected in the lower area of the stand (5 < z < 10 m), whereas
the particles that remained in suspension originated from a constant distribution
over the stand with higher proportion from the top of the stand (z ≈ 20 m). The
higher probability that particles injected near the ground would settle nearer to
the stand is clearly affiliated with the low velocities in this region. However, the
constant regime of the suspended particles was not as clear. The cause of this
phenomenon can be attributed to the lateral distribution, Fig. 26. The different
roughness of the ground on the lee-side of the stand influences the flow patterns
and leads to a higher turbulence and lower velocities.
The higher z0 of the pasture crop supports the suspension of particles, whereas
the lower z0 of the acrylic sheets in the west supports settlement (Fig. 26). As a
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Figure 25: (a) Settlement distance from the stand for three velocity classes and (b)
distribution of the injection point in relation to settlement and suspension
of the particles. Histogram plot with 10 distance classes from 0 < x < 420 m,
respectivly height classes 5 < z < 20 m
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Figure 26: Lateral distribution of amount of suspended and settled particles. Histogram
plot over the lateral distance (0 < y < 200 m)
further factor, the higher turbulence level on the lee-side strongly influences the
trajectory path-lines (eq. 83 and Fig. 19a). The high turbulence values have
the ability to influence the light particles and transport them from lower injection
locations in the stand to above the stand.
Finally Table 2 gives an overview of the amount of particles settled (landed on
ground) and suspended (left domain on a higher altitude than 40 m above ground)
within the model domain. The remain is transported over the outlet boundary.
Table 2: Summary of settled and suspended particles released from the stand within the
length of the computational domain for the three velocity classes
V el.class %settle %susp
V1 6.1 3.9
V2 6.7 5.3
V3 6.6 6.9
An increase in the velocity has a minor influence on the amount of settling
particles, whereas more particles are suspended. This can be explained by the fact
that the turbulence has a dominating effect on the particles lee-side of the stand,
which leads to longer Lagrangian integral times (eq. 84).
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12. Conclusion
The assumption of neutral conditions enables some important simplifications to be
made in numerical studies, mainly neglecting of thermal effects. In this study, a
set of temporally and spatially highly resolved measurements was able to confirm
the assumption of neutral conditions around vegetation roughness elements, such
as a windbreak in the form of a stand of birch trees. The CFD method assuming
neutral conditions was evaluated with very good agreement with the measure-
ments. The experimental setup provided an ideal environment for the verification
of CFD methods for canopy flows. The application studied the implementation of
source terms in the governing equation to model the effect of a tree stand on flow.
Two widely used turbulence models with modifications (the standard k −  and
realizable k −  model) were compared to measured data.
The model results were in very good agreement with the mean velocity properties
of the measurements. It was shown that the applied numerical approach is suit-
able to model the influence of vegetation objects on the flow in the atmospheric
roughness layer. The comparison between the realizable and the standard k − 
models demonstrated a better performance of the realizable model at a measure-
ment point 100 m downwind of the stand, but poorer results for larger distances,
where in contrast, the standard k −  model showed a better performance. The
turbulence intensities also corresponded well with the measured intensity ranges.
A Lagrangian approach was used to model the pollen dispersion from two sources:
background (inlet boundary) and emitted from the stand. The large variances in
the pollen measuremens made it difficult to validate the numerical data with the
measured data. Nevertheless, a conclusive explanation for the measured values
could be found by analysing the trajectories of the modelled background concen-
tration. Particles emitted from the stand settled between 100 m and 200 m behind
the stand and only a small dependence on the studied velocity range from 1.25 m/s
- 3.25 m/s was found. The influence of the background concentration on absolute
downwind concentrations was obtained by deriving the dependency of the injec-
tion altitude at the inlet boundary condition and the longitudinal settle locations.
It could be shown that the lower velocity around the stand induced near-ground
background pollen to decelerate and thus to settle around the stand. Pollen in-
jected higher than the stand altitude settled > 200 m behind the stand. Thus,
measurements taken further away were primarily influenced by the background
concentrations, which approached the stand at up to twice the stand height. Fur-
thermore, the trajectories were analysed by differentiating between settling par-
ticles (landing on the ground) and suspended particles (raised 40 m above the
stand). The results show that most of the settled particles originated in the lower
area of the stand, whereas the particles remaining in suspension originated from
the whole stand. This irregularity could be assigned on the one hand to the low
particle weight and therefore the high sensitivity to the high turbulence on the lee
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side of the stand. On the other hand, two different roughness lengths on the lee
side enhance or degrade the ability for pollen to remain in suspension. In general,
the tree stand introduces lower velocities and therefore supports the settlement,
both of the background cloud and of the particles emitted from the lower area of
the stand. In contrast, on the lee-side of the stand, the higher roughness of the
pasture crop increases the amount of suspended particles.
The results from this study show the utility of numerical CFD methods to help
understand complex natural phenomena. The approach used made it possible
to model flow characteristics around very complex structures such as the tree
formations studied here. This could be a great benefit, for example, for urban
CFD calculations, which aim at assessing the influence of vegetation on the micro-
meteorological conditions, which can influence the dispersion and transport of
traffic emitted pollutants.
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Part VI.
CFD on a neighborhood scale
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13. Introduction
Parra et al. (2010) introduced a concept widely used in wind-engineering applica-
tions to the field of urban research: driving steady-state solutions with measure-
ments in order to obtain a high-resolution temporal and spatial flow-field (pseudo-
transient solution). The study used 1 h resolved concentration measurements to
validate the approach. However, wind conditions can vary significantly during
1 h. In addition, as transport of pollutants and particles is determined by the flow
patterns in urban areas, higher temporal resolution flow fields become even more
important (Vardoulakis et al., 2003). Furthermore, Parra et al. (2010) validated
the numerical data with one meteorological station in the domain. The Basel
Urban Boundary Layer Experiment (BUBBLE) involves wind measurements with
high temporal and vertical resolution in a deep street-canyon (Rotach et al., 2005)
and thus is an ideal case that can be used to validate a numerical approach.
13.1. Study site and measurements
The study site was located in a densely built-up area of the city of Basel, Switzer-
land, Figure 27.
Figure 27: Map of downtown Basel. Indicated are the computational domain extend
(outer bound) and the resolved buildings (inner bound), as well the measure-
ment location (point). Base map (c) copyright GVA BS, 25102002
During the extensive BUBBLE campaign, one measurement tower was located
in a street canyon (H/W = 1), where H is the building height and W the width
of the street canyon (Rotach et al., 2005). The tower was equipped with six sonic
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anemometers installed between 3.6 m and 32 m above ground. The wind fields
were measured with a time resolution of 20 Hz.
13.2. Inventory approach
Long transient calculations covering large spatial extents are computationally too
expensive to conduct even using RANS. Parra et al. (2010) applied a common
method in wind-engineering applications to an urban area: they used wind inflow
classes from measurements to drive an inventory of steady-state CFD result fields.
The study successfully correlated the results of transported pollutants with 1-
hour measurements. Based on their results, this study compared the numerical
results to vertical wind measurements in a deep street canyon and to a higher
temporal resolution of 2 min mean values. The numerical inventory consists of 12
steady state calculations for 30◦ wind sectors (10◦, 40◦, ...., 340◦). The measurement
locations were positioned in SE corner of the domain, but far enough from the
boundary conditions not to be directly influenced. The sensitivity on the location
could also be derived by this approach, providing a further impression of the spatial
significance of the results. Furthermore, the validation with the measurements
within the street canyon can give a clear prediction of the quality of the numerical
results in space and time. To prove the concept of driving an inventory of steady-
state RANS calculations with measurements, the assumption that the response
time of changes in the inflow conditions must be coherent along the vertical velocity
patterns in the street canyon has to be fulfilled. This means that changes of the
inflow angle or magnitude at the highest measurement point (32 m above ground),
which will be used as driver, affects the conditions within the street canyon in the
timescales resolved. The results of a transient run over a smaller domain around
the measurement location is discussed in the section 14.1.
13.3. CFD setup and software
The open-source software package OpenFOAM (Weller et al., 1998) was used for all
CFD runs. The package consists of a set of core-libraries enabling users to create
applications for their specific needs. Therefore, it is one of the most advanced
and readily expandable open-source packages for numerical finite methods. One
of the standard solvers, simpleFoam (steady-state), and the pisoFoam (transient)
solver were adapted to the needs of this study, mainly for supporting logarithmic
inlet boundary conditions based on a relative altitude over ground, as the inlet
conditions did not have an even altitude. The mesh for the transient runs consisted
of > 2.5 · 106 elements and for the inventory cases of > 21 · 106. Velocity boundary
conditions were based on the relation from Richards and Hoxey (1993) and the
turbulent properties k were set according to Tominaga et al. (2008):
k =
3
2
I2U2 (88)
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where I = 5% is the turbulence intensity and for the dissipation  :
 =
k3/2
Lt
(89)
where Lt is a length scale, which was set to the domain height of 100 m. The
velocity-pressure coupling in the steady-state inventory calculations was based on
the SIMPLE and for the transient runs on the PISO (Versteeg and Malalasekera,
2007). Smooth wall-functions were used for the building and ground surfaces and
the top boundary was set to slip conditions, which prevents fluid traveling normal
to the boundary from passing through, but uses Neuman conditions for tangential
velocity components. This prevents the top boundary from influencing the flow to
lower altitudes. The complex geometries make it essential to create a good initial
field for the transient as well as the steady-state simulations. This was achieved
by applying fixed value boundary conditions for all properties (including the tur-
bulence properties) on all boundary conditions and neglecting wall functions for
the first 60 iterations. These result fields were then used to start the calcula-
tion, with appropriate pressure boundary conditions at the outlet boundaries and
corresponding wall functions for the ground and building surfaces.
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14. Results & Discussion
14.1. Requirements for pseudo-transient results
To drive an inventory of steady-state RANS results with measurements, the re-
sponse time of flow patterns of areas not directly influenced by the boundary flow
must have the same timescale as the changes at locations in the above bound-
ary layer. A significantly shorter timescale has to be applied that the assumed
steady-state from the inventory is actually present for most of the time before the
forcing changes again. Note that, in an inventory simulation, these are no physi-
cally resolved transitions of direction and speeds. If the spacing between buildings
is higher than a ratio of H/W ≈ 1, the flow in the street canyon tends to decouple
from the free flow, which is often referred to as skimming flow (Oke, 1988; Hunter
et al., 1991). Only a small tangential influence at the top of the street canyon
influences the motions within the street canyon and pressure differences lead to a
vortex flow (Hunter et al., 1991).
Figure 28: Image of a part of the test domain. The vertical line indicates the location of
the sample points with the same altitude allocation as during the measure-
ment campaign
In this case, the response time is assumed to be slower than in the coupled cases
with H/W < 1. In order to lower the coupling of the free flow and the street
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canyon, the CAD geometry was scaled to artificially create deeper street canyon
for the test case. Figure 28 shows the extent of the street canyon. A transient
case was calculated by changing the inflow angles at the inlet conditions. A time-
step of 15 s was used and the calculation was started from an initial field obtained
from a steady-state solution with wall functions neglected and fixed values for all
boundary conditions. Figure 29 shows the time starting from 550 s, at which time
steady-state has developed.
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Figure 29: The upper panel shows the angle at 31.7 m above ground for sample points.
The lower panel shows the velocity at the corresponding sample points.
As shown in the upper panel of Fig. 29, two changes (around t = 600 s and
t = 1400 s) in the inflow angles were implemented. Changes in the inflow conditions
at 31.7 m above ground result in a change in the velocity distribution within a few
minutes. The jumps in the velocity curves for lower levels shown in the lower panel
of Fig. 29 result from numerical artifacts. The continuous change in the wind
angle arises from the fact that a new stationary flow configuration is developed
after the instant change at the boundary condition. Based on these results it can
be concluded that a significantly longer time period than 2 min has to be used to
be on the safe side.
14.2. Results of steady-state runs and validation with measurements
Figure 30 shows the velocity distribution over the modelled area approximately
10 m above ground. The figure illustrates well the heterogeneity of the velocities.
Streets oriented parallel to the inflow (inflow in SE-NW direction) have larger
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area and higher velocities than the street canyons rectangular to the flow. The
unaligned street structure introduces a further complexity in the flow patterns that
underlines the necessity for physically based and highly resolved model approaches.
Figure 30: Velocity distribution approx. 10 m above ground over a part of the modelled
area for 130◦ inflow conditions
The twelve steady-state results representing 30◦ inflow conditions were compared
to one month 20 Hz data. The data were analysed by applying the Reynolds
Decomposition with an average time-period of 5 min and filtering of the angles
used for the numerical results (±15◦) chapter IV. The main wind direction over
the studied site ranges from SE (130◦) to W (270◦). The detailed profiles for three
angles are set as follows: SE (130◦) representing the main wind conditions, NE
(40◦) for boundary conditions closer to the evaluation location and NW (310◦) for
the boundary condition furthest away.
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Figure 31: (a) Mean velocity for 130◦ inflow condition compared to the measurement
levels. Error-bars indicate minimum and maximum measured values. (b)
Wind angles for the levels
Figure 31a shows the mean velocity profile and Figure 31b, the corresponding
angles in the street canyon during SE wind. The angles vary greatly at a height
of 10 m - 17 m. The large variance is caused by the slanting roof located upwind,
which changes the turbulence and vortex structure significantly (Huang et al.,
2009). The mean velocities are in good accordance with the measurements, ex-
cept for the lowest measurement 3.6 m above ground. In this case, the modelled
data under-predicts the velocity and the resulting angle does not correspond to
the measurements. However, this measurement location has to be interpreted crit-
ically, as the numerical approach did not incorporate traffic introduced velocities
or turbulence.
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Figure 32: (a) Mean velocity for 310◦ inflow condition compared to the measurement
levels. Error-bars indicate minimum and maximum measured values. (b)
TKE (c) angles for the levels
Figure 32 shows the comparison for the NW inflow conditions and Figure 32b
the TKE profile. The shape of the profile corresponds well with the measurements,
but over-predicts the TKE in the region with strong shear flows (between 15 and
20 m height). This is a known problem with the k −  turbulence model (Shih
et al., 1995). The velocity is also under-predicted, but in this case the angle is
except on the roof level adequately resolved.
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Figure 33: (a) Mean velocity for 40◦ inflow condition compared to the measurement
levels. Error-bars indicate minimum and maximum measured values. (b)
angles for the levels
Figure 33 shows the profiles for the NE inflow, where the studied location is
nearer than in the NW case. The velocity profiles, TKE and angles are in good
accordance, but show the same disadvantages as observed for the NW inflow con-
ditions. Furthermore, there were no apparent differences between the conditions
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(NW and NE), despite the different distance to the boundaries.
The analysis shows that the steady-state solution simulates the flow field in good
accordance with the measurements, especially when it is taken into account that
the measurement location was located near a building wall. Numerical flow fields
near walls are influenced by the wall functions and hence more complicated to
model because of the changing properties in near-wall flows. Based on this it can
be assumed that the results are able to capture the main characteristics of the flow
fields compared to the real conditions.
14.3. Transient approach results
To drive the inventory of steady-state flow fields, a time-step of 4 min and a ran-
domly chosen 6 day period (2.1.2002 - 7.1.2002) were used. If direction changes
significantly in one step, the 4 min period could be too short, as mentioned in
section 14.1. The measurements from the highest point of the measurement tower
(32.7 m above ground) were used.
-180
-90
 0
 90
 180
 0  20  40  60  80  100  120  140
an
gl
e [
]
t [h]
(a) - angle
meas
cfd
 0
 1
 2
 3
 4
 0  20  40  60  80  100  120  140
m
ea
n 
ve
lo
ci
ty
 [m
/s
]
t [h]
(b) - velocity
meas
cfd
Figure 34: (a) Flow angles (b) mean velocity at 22.4 m above ground for measured and
modelled time period (2.1.2002 - 7.1.2002)
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The modelled and measured angles at 22.4 m above ground are shown in Figure
34a and the velocities in Figure 34b, both parameters show a good match.
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Figure 35: (a) Flow angles (b) mean velocity at 11.3 m (within the street canyon) above
ground for measured and modelled time period (2.1.2002 - 7.1.2002)
Figure 35 shows the flow angles and mean velocities measured and modelled
for the measurement position 11.4 m above ground, which is located in the street
canyon approximately 4 m from the roof top. The velocity magnitude is under-
estimated (Figure 35b). Although the angle trend shows that the modelled data
represents the real flow patterns very well, the offset in the angles indicates that
smaller wind sectors (< 30◦) should be used for further studies.
15. Conclusion
This study had the goal to show an approach to modelling flow patterns in an
urban area with a large extent and a high temporal and spatial resolution. The
requirements for creating a pseudo-transient flow-field were tested on a small part
of the study site by using a fully resolved transient approach. It was found that
changes in inflow conditions lead to changes within 2 min in the lower levels of the
street canyon. Therefore, the driver of the inventory has to be significantly higher.
A simple meshing technique for urban CAD data with inconsistent volumes was
successfully implemented. This technique makes it possible to mesh complex urban
geometries and retrieve ideal CFD meshes with hexahedral elements with higher
refinement near walls. The meshes were used to model discrete steady-state wind
conditions in part of the city of Basel, Switzerland, and to build an inventory of
flow fields for 30◦ wind angles. The single steady-state solutions were validated
using BUBBLE field measurements in a deep street canyon. In general, a good
agreement was found between the modelled and measured values, with only the
lowest measurement point showing some discrepancy for a few angles. A reason
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for this could be that the model did not incorporate the effect of traffic-induced
velocities and traffic-related turbulence. For a future studies, the traffic could be
modelled by source terms at street level. The TKE values show systematic over-
prediction, which is a known artifact of the standard k −  model that might be
avoided by using a k − ω model in future applications (Menter, 1994).
An inventory encompassing 12 steady-state solutions was driven by experimental
field measurements to create flow fields. As the flow-field inventory was con-
structed by joining 12 steady-state solutions, the resulting solution was termed
pseudo-transient. One randomly chosen 6 day time-period was modelled and a
very good accordance between the pseudo-transient results and the measurement
data could be found with a small under-estimation of the velocity magnitudes
within the street canyon. Nevertheless it is recommended for future studies to
model with angle sectors smaller than 30◦ or interpolate in order to obtain a finer
distinction in the inventory. Although the measurement tower was located near
a building wall, the model was able to reproduce the measured values to a high
degree.
The approach demonstrated here enables various insights in the urban meteorol-
ogy: (a) (pseudo) transient results facilitate the interpretation of measurements,
for example by retrieving the areas of influence or potential sources of pollutants,
(b) the pseudo-transient data can also be used to calculate the transport of re-
leased fluids or particles, and (c) the small computational effort of the method to
create transient flow fields with a high temporal resolution enables release studies
in cases of emergency or for risk assessment purposes.
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Part VII.
Conclusion and synopsis
The different study cases show the ability of CFD methods to model processes in
the atmospheric roughness layer. It is shown that they can be used to support
the interpretation of measurements and to derive parameters that are difficult to
measure. They permit the simulation of dispersion and transport of pollutants
and therefore give an insight into processes occurring in the air otherwise difficult
to detect.
Derivation of parameters The combination of CFD methods and an experimental
setup (part III) demonstrated the possibility to derive parameters, such as the
wall shear or turbulence intensities within the experimental setup, which are oth-
erwise difficult to obtain. The derived parameters were used to study phenomena,
such as detachment of soil particles and geometry modifications of a wind-tunnel.
Transported particles were measured at two shifted locations at the outlet of the
wind-tunnel, whereby a skewed distribution was found. Particle detachment char-
acteristics were obtained from the model environment and compared to measured
values from which the cause of the distribution could be derived. Furthermore, the
deposition characteristics (creep, saltation and suspension) were intensively stud-
ied by simulation and comparison with the measured data. The CFD approach
was shown to be a good technique to derive qualitative descriptions of parameters
otherwise not measurable, or only obtainable with great effort.
Cause of phenomena Measurements can show phenomena that cannot be fully ex-
plained based only on the gathered data, for example pollen distributions behind
a windbreak that show a parabolic distribution on the lee-side of the windbreak
(part V), strong gradients of CO2 concentration around a building (part IV) or
asymmetric particle detachment in an experimental setup (part III). Such phe-
nomena can be explained by modelling the corresponding wind patterns. The
CO2 concentration difference between the street-side of a large building and the
backyard could be associated with the wind patterns on the street side and their
capabilities to transport traffic-emitted CO2 to the measurement location (part
IV). New knowledge of measured phenomena can also be obtained, as in the case
of pollen distributions on the lee-side of a windbreak. By resolving the background
concentration, a dependency between the settlement location and the altitude at
which particles approach the stand could be derived (part V).
Bridge The history of CFD development explains the link of the methods and
software solutions with engineering applications. The bridge between engineering
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applications and environmental flows was introduced in section 4 and critically
reviewed in Blocken et al. (2007). As this thesis has shown, CFD can be employed
to model environmental processes in the roughness layer, where complex topol-
ogy hinders the application of meso-scale models. This enables the detection of
phenomena otherwise not discernible, such as the suspension and settlement char-
acteristics of pollen dependent on the ground texture on the lee-side of a stand
(part V). Such phenomena are easiest to obtain, sometimes only obtainable, by nu-
merical approaches, as these provide the ability to study the temporal and spatial
processes in great detail.
Scales Pollutant concentrations in urban environments are not only influenced
by street canyons / micro-γ scale processes, but are also subject to influences
operating on larger scales. Pollutants emitted at street level can be transported
to adjoining street canyons making it necessary to capture the dynamics, not only
in one particular street canyon, but also on the neighborhood scale. Therefore,
the modelling of large spatial extents with a high spatial and temporal resolution
enables to study such phenomena. This leads to some technical difficulties, such
as the generation of suitable meshes or the insufficient computational resources to
study the temporal development and processes involved. Therefore, a simple and
robust mesh technique was developed and implemented. The mesh technique (part
6.2.2) and an alternative approach to transient calculations (part VI) enabled the
simulation over a large extent with high spatial and temporal resolution.
Assumptions The assumption of neutral conditions, neglecting thermal effects on
the flow, leads to a series of simplifications in the CFD method and lower com-
putational costs. The assumption is appropriate in urban areas (Lundquist and
Chan, 2006). The study of the vertical measured velocity profiles 100 m and 350 m
behind a porous windbreak showed no dependency on the stability during advec-
tion dominated flow situations, as shown in part V. This supports the assumption
that neutral conditions are also suitable for vegetation roughness elements.
Validation As discussed in section 1, many studies use either experimental (e.g.
from wind tunnels) or measurement data (e.g. from field campaigns) to validate
simulations in environmental applications. When comparing field measurements
with RANS results, it is important to select the appropriate average time-period
for the Reynolds decomposition. By a detailed comparison of field measurement
data with the numerical data, a recommendation could be made for the validation
in urban areas. All phenomena studied in this thesis were compared with (field)
measurements. The flow patterns for the case described in part IV could only
indirectly be compared based on the measurement of CO2 concentrations and an
ongoing project now shows the correctness of the obtained wind fields (Lietzke,
2011).
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Roughness This thesis shows the successful implementation of three types of
roughness elements: sub-grid, impermeable and porous. Real roughness elements
were used and the modelled results compared to in-situ measurements. The mod-
elling approach involves a number of clearly defined parameters (section 4). The
results show that CFD methods are able to model even complex flow patterns in
good accordance with field measurements.
The free insight The numerical, three-dimensional flow-fields provide more de-
tails on the evolving processes of dispersed and transported gases or particles than
other approaches. The extensive use of open-source software packages, and their
parallel computing capabilities, enables this view with a comparably low cost. Fur-
thermore, open-source codes can be modified and extended to deal with different
research topics. They also permit to verify (a free view) the implementation, which
is an important requirement for research applications.
15.1. Shortcomings
Due to the assumptions that had to be made, the study neglects the influence of
thermal effects. This means that the applied methods will not be able to model
the evolving wind patterns accurately, especially on windless days in urban en-
vironments. The steps necessary to close this gap, especially on a neighborhood
scale, introduce some difficulties of their own. The influence of radiation must
be incorporated by radiation models (e.g. Monte-Carlo methods or similar) or at
least be parameterised. Because free convection occurs close to building walls or
the ground surface, the material properties must be known over the whole extent
of the city. In addition, the near-wall regions must be numerically resolved. In-
formation on the texture of building walls is normally not obtainable from urban
CAD models. These are topics dealt with in several research studies (Arnfield
and Grimmond, 1998; Martilli et al., 2002; Harman and Belcher, 2006; Grimmond
et al., 2010).
CFD methods, as well as most of the numerical models, have some restrictions:
CFD calculations are dependent on their initial and boundary conditions, where
many uncertainties exist (Blocken et al., 2007; Gorle´, 2010). The representation of
atmospheric conditions with steady-state solutions is a further strong simplifica-
tion, as phenomena such as gust winds, were neglected. Such effects can dominate
dispersion processes significantly, such as the release and dispersion of pollen.
Furthermore, the RANS approach neglects such unsteadiness, compared to LES
(Xie and Castro, 2006). Furthermore, the applied eddy-viscosity turbulence model
methods are based on some general assumptions, such as an isotropic turbulence
(section 5.3.1). In the dispersion and transport modelling approaches, chemical
processes, as well as effects of roughness elements on particles were not incorpo-
rated, this includes the effect leaves and branches have on pollen (Mckibbin, 2006).
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15.2. Outlook
15.2.1. Lagrangian trajectories
The limited spatial resolution of point measurements makes the interpretation of
measured pollutant concentration in urban areas complex (part IV). Knowledge
of the source areas or the path-lines that show where the fluid comes from, is
key to understanding not only the mechanisms for the transport, but also the
interpretation of measurements in such heterogeneous areas. As suggested by
Christen (2005), a backward Lagrangian approach could help to close this gap.
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Figure 36: Backward trajectories during 280◦, 250◦ and 130◦ wind for the different mea-
surement points. The shading defines the altitude of the points (light: high,
dark: low)
Figure 36 shows the backward trajectories for the measurement locations at a
BUBBLE site during 280◦, 250◦ and 130◦ wind conditions. The trajectories ending
in points z < 10 m are from fluid passing through the surrounding streets, whereas
trajectories ending in higher points measure flow from above the urban canopy
layer. Figure 36 also shows a vortex developed in the street canyon. Such vortices
have the ability e.g. to transport the fluid trapped in the street canyon along the
street whereby an enrichment of emitted pollutants from the street occurs (part
IV).
123
15 CONCLUSION
¯
Legend
Particles22
_1
1
2 - 3
4 - 5
6 - 7
8 - 11
12
13 - 14
15 - 18
19 - 22
23 - 31
0 70 14035 Meters
Figure 37: Backward trajectories for pseudo-transient result during a randomly chosen
time period. The color defines the altitude of the points
Figure 37 shows the backward trajectories for steady-state simulations, but the
pollutant transport can also be strongly influenced by the wind patterns, which de-
velop over time. Therefore, the pseudo-transient flow-field of section (part VI) can
be used to simulate the backward trajectories within a pseudo-transient flow-field.
In such a way, the transient results allow to estimate the path-line of a measured
pollutant concentration, resolving the necessary flow patterns.
Field measurements are essential for further improvement of numerical possi-
bilities, therefore this thesis emphasizes the need for more field campaigns in the
atmospheric roughness layer, especially in urban areas, where the flow patterns
are very complex. It would be very interesting to design a field campaign based on
model results, whereby the measurement locations could be placed according the
obtained numerical results. As increasing computational resources in the future
will provide more and more capabilities it will be feasible to model higher spatial
extents, up to a neighborhood scale, and therefore close a gap between meso-scale
/ regional modelling and the explicit resolution of processes in the roughness layer.
This thesis introduced approaches to model all three types of roughness elements
and therefore enables to model the relevant, wind-induced processes in the rough-
ness layer. The combination of the sub-grid and porous with the impermeable
methods will enable the simulation of urban micro-meteorologic phenomena in all
parts of a city, including regions with vegetation, such as alleys or parks, as well
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as the according dispersion and transport processes. They could be modelled over
a long time and large spatial extent with a high resolution. The obtained flow
patterns enable to model dispersion and transport of gaseous fluids and solid par-
ticles, e.g. dominating exhausts in urban areas, which influence our climate and
health. Furthermore, other research topics or applications can use the progress in
this field: dispersion assessment in sudden release of toxic exhausts, risk assess-
ment or control of the micro-climate in cities by appropriate city development and
architectural adaptions.
15.3. Conclusive remark
Each research approach conducted in the past has its limitations in the study of
environmental flows in the complex roughness layer of the ABL. Each numerical
approach needs to be validated with measurements, otherwise the significance of its
findings is not clear. However, the combination of measurements and physically-
based numerical approaches, such as CFD methods, can give new insights into the
wind-related processes in the roughness layer, especially when field measurements
are used for validation or as input.
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Part VIII.
Appendix
The attached CD contains:
• Warm bubble.mpg : Short movie of a cold bubble in a neutral stratified at-
mosphere, cf. section 4.3.2.
• Warm bubble.mpg Short movie of a warm bubble in a neutral stratified at-
mosphere, cf. section 4.3.2.
• PartV CFD throughAtreeStand.avi : Movie of particle dispersion behind a
tree stand, cf. section V.
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Comparison of CFD Results with Experimental Data within a Street Canyon:
The Influence of Averaging Time
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Motivation
- In urban areas local concentrations of  pollutants are strongly influenced by flow patterns within street canyons
- Turbulent kinetic energy (TKE) plays an important role in dispersion dynamics
- Average time interval for Reynolds decomposition is a decisive parameter when comparing measurement with
   modelled data
Measurements
- Location: street canyon in  Basel, Switzerland (Fig. 1)
- Using Basel Urban Boundary Layer Experiment data 
- 3 dominating wind directions: 130°, 355°  (cross canyon), 
   270° (along canyon)
- For each wind situation 3 velocity magnitudes 
   low (<1 m/s), middle (1-2,5 m/s), high (> 2.5 m/s)
Assumptions
- Advection dominated flow situations (V > 0.8 m/s)
- Thermal neutral stability
- Reynolds Averaged Navier-Stokes equations apply
- Closure: two-equation model (k-epsilon, RNG k-epsilon) 
   and Reynolds stress model (SSG)
Relative Error (Fig. 7)
Numerics
- Mesher: ANSYS ICEM CFD, Solver: ANSYS CFX 11.1
- Geometrical representation: high resolution CAD model of  buildings (Fig. 2)
- Boundary Conditions (BCs):
   > logarithmic for mean velocity
   > TKE: 1) constant shear stress 
                 2a) turbulence intensity 5% 2b) intensity = TKE at top of  tower (31.7 m above street level)
- No significant differences between RNG k-epsilon and standard k-epsilon turbulence models
- SSG gives a good approximation for measured profiles of  Reynolds stresses
- Using tetrahedral meshes with 3 prismatic layers on walls
- Average of  1 m mesh resolution (prism layer < 0.2 m resolution)
Conclusion
- Results show a) a strong dependence between average time intervals and TKE profiles within a street canyon and
                             b) that the mean velocity part is only weakly influenced by the time average intervals
- Boundary conditions with constant TKE [1] lead to comparable results for TKE profiles of  > 600 s averaged data, 
  but to weaker correlations with corresponding mean velocity profiles
- Best results were found with intensity boundary conditions for the TKE (5%-10%) together with 
  average time range of  15 - 60s for all studied conditions and over all levels in the street canyon
- The true TKE values in cities are difficult to determine due to problems in models and observations:
  1) observed TKE values are strongly dependent on averaging time scales, which can not be properly determined
  2) turbulence models are semi-empiric not, completely physically based
Figure 2. Streamlines and velocity vectors (130° , 2.5 m/s measured at top of tower)
Average Time Analysis
- Using 8 ∆t time ranges: 1200, 600, 300, 150, 60, 30, 15, 6 s
- 80 days in analysis with floating scan interval of  30 s
- Exclude situations with trend in mean velocity
- Filter statistical stationarity situations
- No filter for other quantities, e.g. stability, frequencies
Figure 3. Profile with different BC and time average intervals. BCs with higher TKE lead to weaker correlation
for mean velocity profiles
- Method to scale up the turbulence using 
  a) higher intensity values for the TKE-BCs
  b) Richards & Hoxey (constant shear stress )
 
- Overall relative error is computed over all 6 levels in street canyon
- (a) & (c): relative error for mean velocity approx. constant over average time interval variations
- (b) & (d): relative error for TKE average time range dependent
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Figure 7. Overall rel error for mean velocity at 130° (a), 355°(c), rel error for TKE for 130° (b), 355° (d) for 3 different 
velocity magnitudes M = middle (1.5 m/s < V < 2.5m/s), L = low ( V < 1.5 m/s), H = high (V > 2.5 m/s)
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(a) mean velocity (Vmag = 2.5 m/s)
(c)mean velocity (Vmag = 4.1 m/s)
(b) TKE (Vmag = 2.5 m/s)
(d) TKE (Vmag = 4.1 m/s)
Figure 1. Overview of street canyon with measurement tower
TOWER
 
- Dependency between mean velocity and TKE as function of  ∆t
- Evolution of  TKE is dependent on ∆t (Fig. 4)
- statistically stationarity ∆->0: 
Velocity Magnitude and TKE
Figure 4. Mean velocities at 31.7 m above street level (a) 130° -  ∆t=1200s, (b) 130° -  ∆t=30s, (c) 355° -  ∆t=1200s,
(d) 355° -  ∆t=30s; + no trend in mean velocity, x no trend in mean velocity & statistical stationary ∆->0
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[1] Richards, P.J., Hoxey, R.P. (1993); Appropriate boundary conditions for computational wind engineering models using the k-e turbulence model; 
J. of Wind Engineering and Industrial Aerodynamics, 46 & 47; p. 145-153
M. Roth
- Strong influence of  wind directions on velocities and TKE profiles
Flow Patterns - Cross-Sections N-S - 90° to Street Canyon
Figure 5. Turbulent kinetic energy (contours)
Velocity vectors (355° - 1.12 m/s at 31.7 m)
Figure 6. Turbulent kinetic energy (contours)
Velocity vectors (130° - 2.5 m/s at 31.7 m)TKE
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