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ABSTRACT 
It is shown that the bounded solutions of the difference equation x(m+ 1) 
= A (m + 1)x(m) arise as fixed points of a contraction mapping when A(m) satisfies a 
diagonal dominance condition on { 0, 1,2, . , . ). 
1. INTRODUCTION 
In [l] the author obtained regions for eigenvalue inclusion for the 
product of finitely many nonsingular complex matrices by studying the linear 
homogeneous difference equation 
x(m+l)=A(m+l)x(m), m=O,t1,?2 ) . . . * (1) 
The analysis concerning (1) was motivated by and closely paralleled the work 
of Lazer [3] for the differential system of the same form. 
The purpose of this article is to characterize the solutions of (1) bounded 
on 2,={0,1,2 ,... }. I n S ec. 2 we use a Gerschgorin type estimate of the 
spectra of the matrices A(m) to show that the space of solutions of (1) 
bounded on z, consists of fixed points of a family of contraction mappings. 
2. THE CONTRACTION MAPPING 
We first settle matters of notation. K shall denote the complex field. 
Throughout upper case letters shall denote n X n complex matrices, which 
are identified with the linear operators on K n they represent. Since we shall 
need the variation of parameters formula for (l), we must assume all 
matrices to be nonsingular. For x = col( x1, . , . , x,) E K ” we use 
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For A = (q) we define 
r,(A)= i luiil. 
i=l 
j#i 
For S a subset of 3={1,2,..., n} we define the projection Ps correspond- 
ing to S by 
Ps (col(x,, . . * > q)) = col( y1,. . *, y,), 
where 
( if yi= 21’ if iES iEO\S 
For S > 0 we recall from [l] the following: 
DEFINITION The matrix A = (c+) is (!$a) diagonally dominant with 
respect to the unit circle if 
)q,]+r,(A)<l-6<1 for each i E S, 
and 
]aii]-r,(A)>l+s>l for each i E !d\ S. 
We define two addends of the matrix A(m) in (1) as follows. Let 
D(m)=diag(a,,(m),...,a,,(m)), 
N(m)=A(m)-D(m). 
We want to ensure that D(M) is nonsingular, which implies, of course, 
that q,(m)#O; i=l,..., n. For i E fJ\ S this is implied by our hypotheses, but 
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we may have nii(m) = 0 for some i E S. Since in this case ri( A (m)) < I- S, we 
may choose E so small that E + ri(A (m)) < 1 - S. We then replace aii(m) in (2) 
with Cii = E and note by (2) and our choice of E that the corresponding full 
row sum of N(m), ~iZi~aii(m)~+ E, is still less than 1 - 8. Since this is the 
only property of N(m) other than (2) used in what follows, we henceforth 
assume that uii #O for i = 1,. . . , m and all nr E 2,. 
V,(m)=diag(f,(?n),...,f,(m)), k=1,2, 
where for k= 1 
10 if jEfi\S, 
and for k=2 
fi(m)= I 2 oii(i) if jEQ\S, i=l 
Similarly, let 
W,(m)=diag(g,(171),...,&(m)), k=1,2, 
where for k = 1 
if j$ZS, 
and for k=2 
gj(m)= ,C ql(i) if iEQ\S9 t 1 
if iE S. 
90 DENNIS D. BERKEY 
Also let V,(O)= W,(O)= Ps and V,(O) = W,(O)= I- Ps. Observe that, from 
the above definitions, 
Vk(m+l)=D(m+l)Vk(m), k=1,2 (3) 
and 
V,(m)W,(m)+V,(m)W,(m)=identity=Z (4) 
hold for all m E Z,. Let R denote the subspace of K” defined by 
R={col(x,,...,n;,)lxi=O if iEG\S}. 
Our main result is the following. 
THEOREM 1. Let A(m) in (1) be ($6) d’ g aa onally dominant with respect 
to the unit circle and bounded for m E Z,. Then to each vector b E R 
corresponds a unique solution xt, of (l), for which PSxb(0) = b, and which is 
the fixed point of the contraction mapping Tb defined by (5). Furthermore, 
every solution of (1) bounded on Z, arises in this manner. 
Proof. For each b E R define the set Bb by 
and the mapping Tb on Bb by Tb (x) = x*, where 
- Vz(m) 5 W,(s)N(s)x(s- 1). (5) 
s=m+l 
Before proceeding with the proof of Theorem 1 we establish one preliminary 
lemma. 
LEMMA 1. Let f(m)=col(f,(m),...,f,(m)) be bounded on Z,. Let 
A (m) and b be as in Theorem 1. Then there exists a unique bounded 
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solution x0 of the difference equation 
X(m+l)=z3(m+l)x(m)+f(m+l), ??lEZ, (6) 
with P,(x,(O)) = b which is gioen by 
%3(m) = V,(m) b+ 5 Wl(S)f (s) - V,(m) 5 &!(s)f (s). 
[ 
(7) 
s=l 1 s=m+1 
Proof. Let V= V, + V, (previously defined). Then by (3), V is a funda- 
mental matrix for (6), so by the theory of difference equations (see, for 
example, [4], p. 13]), any solution x of (6) must satisfy 
x(m) = V(m)r(O) + 2 v(m)v-l(S)f(S), WLEZ,. (8) 
For i E Sl\ S the above gives 
m 
x,(m) = lYl )I i=l %i(i %(O)+ SJl j~lai;‘(i)f(s) 
By our hypotheses concerning A(m), if xi(m) is to remain bounded as m-+00 
we must have that 
so 
x,(m)= - 2 s=m+l ( ii u,;L(i+(4 i E&?t\S. j=m+l 
From (8) and the requirement that P,(x(O)) = b it follows that 
(9) 
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By (9) and (lo), IX,, must have the form (7). From (3), (4) and (7) it follows 
that x0 satisfies (6). 
Finally we must show that x0 is bounded on Z,. 
For i EO\S, Iq;‘(m)l < (l+ 6)-l by hypothesis. From this, the fact that f 
is bounded on Z,, and (9) it follows that [xi (m)l is bounded on Z, for i E fi\S. 
ForiES, lq,(m)l<l-6, so from (lo), Ixi (m)l is bounded on Z,. H 
Returning now to the proof of Theorem 1, we first verify that T, maps B, 
into Bb. Let x E Bb and let x* = Tbx. For i E S, since (V,(m)),, = 0 and 
Iuii(m)l < (l- 8) - r(A(m)), we have that 
Ix:(m)1 G llbll Ifi I”ij(j)l+ mzl ( Ii.7 l”ii(i)l)~i(A(s!)l~r(s-l)ll 
s=l j=s+l 
/ m 






l-q”-’ + [( l-s)-luii(m)l](l-q”-l * 
i 
Define the function y(s) by 
: 
L i fi Iaii( j)I (l-S)‘-’ for l<s<m y(s)= 
la,,(TrL)l(l-6)“_’ for s=m 
(12) 
and note that v(s) < y(s+ 1) for 1 < s < m- 1. Using (12) we have from (ll), 
for i E S, that 
Ir:(m)~4lIbll{Y(l)+[Y(~)-Y(l)l+(l-~)”-Y(~)} 
= Ijbll(l-8)“. 
Using a similar computation the reader can verify that 
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Thus Tb maps 
For i E S we have by our hypotheses and (5) that 
Iz~(m)-YZ(m)lG Ilr-Yll mzl( ~~~+~i”ii(i~l)[~1~6~~luii~~~l] 
I s=l 1 
Define the function p(s) by 
p(s)= ~,l%(f)~ for 
: 
l<S<?YL--1, 
l”ij(m)l for s=m, 
and note that /3 (s) < P (s + 1) for 1< s < m - 1. Using (14) we have from (13) 
that for i E S 
i 
m-1 
ITi*(yT(m)l( Ilr-yll El [(1-s)p(S+1)--p(S)]+(1--6)-p(m) 
1 
<llx-YIIP-6). 
Using a similar method of computation the reader can verify that 
l++(m)-yic(m)lG IIx-YIl(1-6), IEO\S. 
Hence Tb is a contraction on Bb. By the contraction mapping principle there 
exists a unique x, E Bb such that Tbxb = xb. Letting f(m+ 1) = N (m + 1) 
x,(m), we have by hypothesis on A that f is bounded on 2,. We therefore 
have by Lemma 1 and (5) that 
so 
zb(m+l)=A(m+l)Xb(m), mEZ, 
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We also observe that Psxb(0) = b. Since x E Bb, X~ is clearly bounded on Z, 
Now let k be the cardinality of S. Since dimR = k, it follows from Lemma 1 
and the preceding remarks that the set {x,1 b E R } = L is a vector space of 
solutions of dimension k. From Theorem 1 of [l] the set of all solutions of (1) 
bounded on Z, is a vector space of dimension k. Thus L contains all such 
bounded solutions of (1). W 
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