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Abstract . This paper has a survey character, but it also contains several
new results. The paper tries to give a panoramic picture of the recent developments
in algebraic logic. We take a long magical tour in algebraic logic starting from
classical notions due to Henkin Monk and Tarski like neat embeddings, culminating
in presenting sophisticated model theoretic constructions based on graphs, to solve
problems on neat reducts.
We investigate several algebraic notions that apply to varieties of boolean al-
gebras with operators in general BAOs, like canonicity, atom-canonicity and com-
pletions. We also show that in certain significant special cases, when we have a
Stone-like representabilty notion, like in cylindric, relation and polyadic algebras
such abtract notions turn out intimately related to more concrete notions, like com-
plete representability, and the existence of weakly but not srongly representable
atom structures.
In connection to the multi-dimensional corresponding modal logic, we prove
several omitting types theorem for the finite n variable fragments of first order
logic, the multi-dimensional modal logic corresponding to CAn; the class of cylindric
algebras of dimension n.
A novelty that occurs here is that theories could be uncountable. Our construc-
tions depend on deep model-theoretic results of Shelah.
Several results mentioned in [26] without proofs are proved fully here, one such
result is: There exists an uncountable atomic algebra in NrnCAω that is not com-
pletely representable. Another result: If T is an Ln theory (possibly uncountable),
where |T | = λ, λ is a regular cardinal, and T admits elimination of quantifiers, then
< 2λ non principal types maximal can be omitted.
A central notion, that connects, representations, completions, complete repre-
sentations for cylindric algebras is that of neat embedding, which is an algebraic
counterpart of Henkin constructions, and is a nut cracker in cylindric-like algebras
for proving representation results and related results concerning various forms of
the amalagmation property for clases of representable algebras. For example, rep-
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resentable algebras are those algebras that have the neat embeding property, com-
pletey representable countable ones, are the atomic algebras that have the complete
neat embedding property. We show that countability cannot be omitted which is
sharp in view to our omitting types theorem mentiond above. We show that the
class NrnCAω is psuedo-elementary, not elementary, and its elementary closure is
not finitely axiomatizable for n ≥ 3, We characterize this class by games.
We give two constructions for weakly representable atom structures that is not
strongly representable, that are simple variations on existing themes, and using fairly
straightforward modificatons of constructons of Hirsch and Hodkinson, we show that
the latter class is not elementary for any reduct of polyadic algebras contaiting all
cylindrifiers.
We introduce the new notions of strongly neat, weakly neat and very weakly
neat atom structures. An α dimensional atom strucure is very weakly neat, α an
ordinal, if no algebra based on it in NrαCAα+ω; weakly neat if it has at least one
algebra based on it that is in NrαCAα+ω, and finally strongly neat if every algebra
based on it is in NrαCAα+ω. We give examples of the first two, show that they
are distinct, and further show that the class of weakly neat atom structures is not
elementary. This is done for all dimensions > 2, infinite included. For the third, we
show that finite atom structures are strongly neat (in finite dimensions).
Modifying several constructions in the literature, as well as providing new ones,
several results on complete representations and completions are presented, answering
several questions posed by Robin Hirsch, and Ian Hodkinson, concerning relation
algebras, and complete representabiliy of reducts of plyadic algebras. 1
1 Introduction
Atom canonicity, completions, complete representations and omitting types
are four notions that could appear at first glimpse unrelated. The first three,
are algebraic notions that apply to varieties of Boolean algebras with operators
BAOs. Omitting types is a metalogical notion that applies to the correspond-
ing multi-modal logic.
Canonicity is one of the most important concepts of modal completeness
theory. From an algebraic perspective, canonical models are not abstract odd-
ities, they are precisey the structure one is led to by underlying the idea in
Stones representabilty theory for Boolean algebras.
The canonical extension of an algebra has universe the power set algebra
of the set of ultrafilters; that is its Stone space, and the extra non-Boolean
operations induced naturally from the original ones. A variety is canonical if
it is closed under taking canonical extensions.
This is typically a persistence property. Persistence properties refer to
closure of a variety V under passage from a given member in V, to some
1Mathematics Subject Classification. 03G15; 06E25
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’larger’ algebra .
The other persistence property, namely, atom-canonicity, concerns the atom
structure AtA of an atomic algebra A. As the name suggests, AtA is a certain
relational structure based on the set of atoms of A. A variety V is atom-
canonical if it contains the complex algebra CmAt(A) whenever it contains
A. If AtV is the class of all atom structures of atomic algebras in V , then
atom-canonicity amounts to the requirement that CmAtV ⊆ V .
The (canonical) models of a multi-modal logic LV , corresponding to a
canonical variety V , are Kripke frames; these are the ultrafilter frames. The
atom structures, are special cases, we call these atomic models.
The canonical extension of an algebra is a complete atomic algebra that the
original algebra embeds into, however it only preserves finite meets. Another
completion is the Dedekind MacNeille completion, also known as the minimal
completion. Every completely additive BAO has such a completion. It is
uniquely determined by the fact that it is complete and the original algebra is
dense in it; hence it preserves all meets existing in the original algebra. The
completion is atomic if and only if the original algebra is. The completion and
canonical extension of an algebra only coincide when the algebra is finite.
Complete representations has to do with algebras that have a notion of
representations involving - using jargon of modal logic - complex algebras of
square frames or, using algebraic logic jargon, full set algebras having square
units, and also having the Boolean operations of (concrete) intersections and
complementation, like relation algebras and cylindric algebras. Unlike atom-
canonicity, this notion is semantical. Such representations is a representation
that carries existing (possibly infinite) meets to set theoretic intersections.
Atomic representability is also related to the Orey-Henkin omitting types
theorem. Let V be a variety of BAO’s which has a notion of representation,
like for example CAn. The variety CAn corresponds to the syntactical part of
Ln first order logic restricted to the first n variables, while RCAn corresponds
to the semantical models
Indeed given an Ln theory T and a model M of T , let φ
M denote the
set ofn-ary assignments satisfying φ in M, notationaly φM = {s ∈ nM :
M |= φ[s]}. Then {φM : φ ∈ L} is the universe of a cylindric set algebra Csn
with the operations of cyindrifiers corresponding to the semantics of existential
quabtifiers and diagonal elements to equality. The class of subdirect products
of algebras in Csn is the class RCAn.
A set Γ in the language of T is said to be omitted by the model M of T ,
if
⋂
φM = ∅. This can be formulated algebraically as follows: Let A ∈ CAn
and let there be given a family (Xi : i ∈ I) of subsets of A, then there exists
an injective homomorphism f : A → ℘(V ), V a disjoint union of cartesian
squares, that omits the Xi’s, that is
⋂
x∈Xi
f(x) = 0.
The Orey-Henkin omitting types theorem says that this always happens if
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A is countable and locally finite, and when I is countable, and the X ′i contain
only finitely many dimensions (free variables). But it is clear that the above
algebraic formulation lends itself to other contexts.
Note that if omitting types theorem holds for arbitrary cardinalities, then
the atomic representable algebras are completely representable, by finding a
representation that omits the non principal types {−x : x ∈ AtA}. The
converse is false. There are easy examples. Some will be provided below.
Now let us try to find a connection between such notions. Consider a
varietyV of BAOs that is not atom-canonical. Ths means that there is an
A ∈ V , such that CmAtA /∈ V . If V is completely aditive, then CmAtA, is the
completion of A. So V is not closed under completions.
There are significant varieties that are not atom-canonical, like the variety
of representable cylindric algebras RCAn for n ≥ 3 and representable relation
algebras RRA. These have a notion of representability involving square units.
Let A be an atomic representable such that CmAtA /∈ RCAn, for n ≥ 3.
Such algebras exist, the first of its kind was constructed by Hodkinson. The
term algera TmAtA, which is the subalgebra of the complex algebra, is con-
tained in A, because RCAn is completely additiv; furthermore, it is repre-
sentable but it cannot have a complete representation, for such a representa-
tion would necessarily induce a representation of CmAtA. That is to say, A is
an example of an atomic theory in the cylindric modal logic of dimension n,
but it has no atomic model. In such a context, AtA is also an example of a
weakly representable atom structure that is not strongly representable.
A weakly representable atom structure is an atom structure such that there
is at least one algebra based on this atom structure that is representable [25].
It is strongly representable, if every algebra based on it is representable. Hod-
kinson, the first to construct a weakly representable cylindric atom structure
that is not strongly representable, used a somewhat complicated construction
depending on so called Rainbow constructions. His proof is model-theoretic.
In [25] we use the same method to construct such an atom structure for both
relation and cylindric algebras. On the one hand, the graph we used substan-
tially simplifies Hodkinson’s construction, and, furthermore, we get our result
for relation and cylindric algebras in one go.
Hirsch and Hodkinson show that the class of strongly representable atom
structures of relation algebras (and cylindric algebras) is not elementary [13].
The construction makes use of the pobabilistic method of Erdo¨s to show that
there are finite graphs with arbitrarily large chromatic number and girth. In
his pioneering paper of 1959, Erdos took a radically new approach to construct
such graphs: for each n he defined a probability space on the set of graphs with
n vertices, and showed that, for some carefully chosen probability measures,
the probability that an n vertex graph has these properties is positive for all
large enough n. This approach, now called the probabilistic method has since
4
unfolded into a sophisticated and versatile proof technique, in graph theory
and in other branches of discrete mathematics. This method was used first
in algebraic logic by Hirsch and Hodkinson to show that the class of strongly
representable atom structures of cylindric and relation algebras is not elemen-
tary and that varieties of representable relation algebras are barely canonical
[31]. But yet again using these methods of Erdo¨s in [32] it is shown that there
exist continuum-many canonical equational classes of Boolean algebras with
operators that are not generated by the complex algebras of any first-order
definable class of relational structures. Using a variant of this construction the
authors resolve the long-standing question of Fine, by exhibiting a bimodal
logic that is valid in its canonical frames, but is not sound and complete for
any first-order definable class of Kripke frames.
There is an ongoing interplay between algebraic logic on the one hand, and
model theory and finite combinatorics particularly graph theory, on the other.
Monk was the first to use Ramsey’s theorems to construct what is known an
Monk’s algebras. witnessing non finite axiomatizability for the class of rep-
resentable cylindric algebras. The key idea of the construction of a Monk’s
algebra is not so hard. Such algebras are finite, hence atomic, more precisely
their Boolean reducts are atomic. The atoms are given colours, and cylindrifi-
cations and diagonals are defined by stating that monochromatic triangles are
inconsistent. If a Monk’s algebra has many more atoms than colours, it follows
from Ramsey’s Theorem that any representation of the algebra must contain
a monochromatic triangle, so the algebra is not representable.
Later Monk-like constructions were substantially generalized by Andre´ka
Ne´meti [3], Maddux [18], and finally Hirsch and Hodkinson [14]. Constructing
algebras from Erdos graphs have proved extremely rewarding [13], [31], [32].
Another construction invented by Robin Hirsch and Ian Hodkinson is the so-
called rainbow construction, which is an ingenious technique that has been
used to show that several classes are not elementary [16], [12], [8], and was used
together with a lifting argument of Hodkinson of construction polyadic algebras
from relation algebras to show that it is undecidable whether a finite relation or
cylindric algebra is representable. This shows that ceratin important products
modal logics are undecidable. We will use the rainbow construction below to
prove the CA analogue of a deep result in [8].
Constructing cylindric algebras based on certain models satisfyig certain
properties like homogeniouty, saturation, elimination of quantifiers, using model
theory like in [23], will be generalized below to answer a question of Hirsch [8],
on relation algebra reducts of cylindric algebras.
Another model theoretic construction of Hodkinson, based on rainbow
graphs, considerably simplified in [25] will be further simplified here to prove
that several varieties approximating the class of representable cylindric alge-
bras are not closed under completions.
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The main new results
(1) Answering a question of Robin Hirsch in [11] on complete representations
for both relation and cylindric algebras using an example in the same
paper. This example shows that in the characterization of countable
completely representable algebras, both relation and cylindric algebras,
the condition of countability is necessary, it cannot be omitted.
(2) Using an example by Andre´ka et all, to show that unlike cylindric and
polyadic equality algebras, atomic polyadic algebras, and Pinters sub-
stitution algebras, even without cylindrfiers, of dimension 2 may not be
completely representable. However, the class of completely representable
algebras is not so hard to characterize; it is finitely axiomatizable in first
order logic. This is contrary to a current belief for polyadic algebras, and
is an answer to a result of Hodkinson for cylindifier free Pinter’s algebras.
(3) Using the construction in Andre´ka et all [3], showing that the omitting
types theorem fails for finite first order definable extension of first order
logic as defined by Tarski and Givant, and further pursued by others, like
Maddux and Biro, a result mentioned in the above cited paper without
a proof.
(4) Characterizing the class NrnCAω by games, and showing that the class
NrnCAω is pseudo elementary, and its elementary closure is not finitely
axiomatizable.
(5) Characterizing the class of countable completely representable algebras of
infinitely countable dimensions using weak representations (the question
remains whether this class is elementary, the Hirsch Hodkinson example
depending on a cardinality argument does not works when our units are
weak spaces.)
(6) Giving full proofs to three results mentioned in [26] without proofs, re-
ferring to a pre-print, concerning omitting types in uncountable theories
using finitely many variables. This is the pre print, expanded, modified
and polished containing proofs of these results and much more. The
results concerning omitting types depend on deep model-theoretic con-
structions of Shelah’s.
(7) We show that the class of weakly neat atom structures, as defined in the
abstract, is not elementary for every dimension.
(8) Unlike the cylindric case, we show that atomic polyadic algebras of infi-
nite dimensions are completely representable.
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This paper also simplifies existing proofs in the literature, like the proof
in [3], concerning complete representations of relation atom structures, having
cylindric basis. Some classical results, like Monk’s non-finitizability results for
relation and cylindric algebras are also re-proved.
In this preprint we ony deal with the notin of weakly neat aom structurs.
A longer preprint contains all other results.
2 Neat reducts, complete representations and
games
Next we characterize the class NrnCAω using games. Our treatment in this
part follows very closely [11]. The essential difference is that we deal with
n dimensional networks and composition moves are replaced by cylindrifier
moves in the games.
Definition 2.1. Let n be an ordinal. An s word is a finite string of substi-
tutions (sji ), a c word is a finite string of cylindrifications (ck). An sc word is
a finite string of substitutions and cylindrifications Any sc word w induces a
partial map wˆ : n→ n by
• ǫˆ = Id
• ŵij = wˆ ◦ [i|j]
• ŵci = wˆ ↾ (n ∼ {i}
If a¯ ∈ <n−1n, we write sa¯, or more frequently sa0...ak−1 , where k = |a¯|, for an
an arbitary chosen sc word w such that wˆ = a¯. w exists and does not depend on
w by [12, definition 5.23 lemma 13.29]. We can, and will assume [12, Lemma
13.29] that w = scn−1cn. [In the notation of [12, definition 5.23, lemma 13.29],
ŝijk for example is the function n → n taking 0 to i, 1 to j and 2 to k, and
fixing all l ∈ n \ {i, j, k}.] Let δ be a map. Then δ[i→ d] is defined as follows.
δ[i→ d](x) = δ(x) if x 6= i and δ[i→ d](i) = d. We write δji for δ[i→ δj ].
Definition 2.2. From now on let 2 ≤ n < ω. Let C be an atomic CAn. An
atomic network over C is a map
N : n∆→ AtC
such that the following hold for each i, j < n, δ ∈ n∆ and d ∈ ∆:
• N(δij) ≤ dij
• N(δ[i→ d]) ≤ ciN(δ)
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Note than N can be viewed as a hypergraph with set of nodes ∆ and each
hyperedge in µ∆ is labelled with an atom from C. We call such hyperedges
atomic hyperedges. We write nodes(N) for ∆. But it can happen let N stand
for the set of nodes as well as for the function and the network itself. Context
will help.
Define x ∼ y if there exists z¯ such that N(x, y, z¯) ≤ d01. Define an equiva-
lence relation ∼ over the set of all finite sequences over nodes(N) by x¯ ∼ y¯ iff
|x¯| = |y¯| and xi ∼ yi for all i < |x¯|.
(3) A hypernetwork N = (Na, Nh) over C consists of a network Na to-
gether with a labelling function for hyperlabels Nh : <ωnodes(N)→ Λ (some
arbitrary set of hyperlabels Λ) such that for x¯, y¯ ∈ <ωnodes(N)
IV. x¯ ∼ y¯ ⇒ Nh(x¯) = Nh(y¯).
If |x¯| = k ∈ nats and Nh(x¯) = λ then we say that λ is a k-ary hyperlabel.
(x¯) is referred to a a k-ary hyperedge, or simply a hyperedge. (Note that we
have atomic hyperedges and hyperedges) When there is no risk of ambiguity
we may drop the superscripts a, h.
The following notation is defined for hypernetworks, but applies equally to
networks.
(4) If N is a hypernetwork and S is any set then N↾S is the n-dimensional
hypernetwork defined by restricting N to the set of nodes S ∩ nodes(N). For
hypernetworks M,N if there is a set S such that M = N↾S then we write
M ⊆ N . If N0 ⊆ N1 ⊆ . . . is a nested sequence of hypernetworks then
we let the limit N =
⋃
i<ωNi be the hypernetwork defined by nodes(N) =⋃
i<ω nodes(Ni), N
a(x0, . . . xn−1) = N
a
i (x0, . . . xn−1) if x0 . . . xµ−1 ∈ nodes(Ni),
and Nh(x¯) = Nhi (x¯) if rng(x¯) ⊆ nodes(Ni). This is well-defined since the
hypernetworks are nested and since hyperedges x¯ ∈ <ωnodes(N) are only
finitely long.
For hypernetworks M,N and any set S, we write M ≡S N if N↾S = M↾S.
For hypernetworks M,N , and any set S, we write M ≡S N if the symmetric
difference ∆(nodes(M), nodes(N)) ⊆ S and M ≡(nodes(M)∪nodes(N))\S N . We
write M ≡k N for M ≡{k} N .
Let N be a network and let θ be any function. The network Nθ is a
complete labelled graph with nodes θ−1(nodes(N)) = {x ∈ dom(θ) : θ(x) ∈
nodes(N)}, and labelling defined by (Nθ)(i0, . . . iµ−1) = N(θ(i0), θ(i1), θ(iµ−1)),
for i0, . . . iµ−1 ∈ θ−1(nodes(N)). Similarly, for a hypernetwork N = (Na, Nh),
we define Nθ to be the hypernetwork (Naθ,Nhθ) with hyperlabelling defined
by Nhθ(x0, x1, . . .) = N
h(θ(x0), θ(x1), . . .) for (x0, x1, . . .) ∈ <ωθ−1(nodes(N)).
Let M,N be hypernetworks. A partial isomorphism θ : M → N is a
partial map θ : nodes(M)→ nodes(N) such that for any ii . . . iµ−1 ∈ dom(θ) ⊆
nodes(M) we have Ma(i1, . . . iµ−1) = N
a(θ(i), . . . θ(iµ−1)) and for any finite
sequence x¯ ∈ <ωdom(θ) we have Mh(x¯) = Nhθ(x¯). If M = N we may call θ a
partial isomorphism of N .
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Definition 2.3. Let 2 ≤ n < ω. For any CAn atom structure α, and n ≤
m ≤ ω, we define two-player games Fmn (α), and Hn(α), each with ω rounds,
and for m < ω we define Hm,n(α) with n rounds.
• Let m ≤ ω. In a play of Fmn (α) the two players construct a sequence
of networks N0, N1, . . . where nodes(Ni) is a finite subset of m = {j :
j < m}, for each i. In the initial round of this game ∀ picks any atom
a ∈ α and ∃ must play a finite network N0 with nodes(N0) ⊆ n, such
that N0(d¯) = a for some d¯ ∈ µnodes(N0). In a subsequent round of a
play of Fmn (α) ∀ can pick a previously played network N an index l < n,
a “face” F = 〈f0, . . . fn−2〉 ∈
n−2nodes(N), k ∈ m \ {f0, . . . fn−2}, and
an atom b ∈ α such that b ≤ clN(f0, . . . fi, x, . . . fn−2). (the choice of
x here is arbitrary, as the second part of the definition of an atomic
network together with the fact that ci(cix) = cix ensures that the right
hand side does not depend on x). This move is called a cylindrifier move
and is denoted (N, 〈f0, . . . fµ−2〉, k, b, l) or simply (N,F, k, b, l). In order
to make a legal response, ∃ must play a network M ⊇ N such that
M(f0, . . . fi−1, k, fi, . . . fn−2)) = b and nodes(M) = nodes(N) ∪ {k}.
∃ wins Fmn (α) if she responds with a legal move in each of the ω rounds.
If she fails to make a legal response in any round then ∀ wins.
• Fix some hyperlabel λ0. Hn(α) is a game the play of which consists
of a sequence of λ0-neat hypernetworks N0, N1, . . . where nodes(Ni) is a
finite subset of ω, for each i < ω. In the initial round ∀ picks a ∈ α
and ∃ must play a λ0-neat hypernetwork N0 with nodes contained in
µ and N0(d¯) = a for some nodes d¯ ∈ µN0. At a later stage ∀ can
make any cylindrifier move (N,F, k, b, l) by picking a previously played
hypernetwork N and F ∈ n−2nodes(N), l < n, k ∈ ω \ nodes(N) and
b ≤ clN(f0, fl−1, x, fn−2). [In Hn we require that ∀ chooses k as a ‘new
node’, i.e. not in nodes(N), whereas in Fmn for finite m it was necessary
to allow ∀ to ‘reuse old nodes’. This makes the game easior as far as ∀
is concerned.) For a legal response, ∃ must play a λ0-neat hypernetwork
M ≡k N where nodes(M) = nodes(N)∪{k} andM(f0, fi−1, k, fn−2) = b.
Alternatively, ∀ can play a transformation move by picking a previously
played hypernetwork N and a partial, finite surjection θ : ω → nodes(N),
this move is denoted (N, θ). ∃ must respond with Nθ. Finally, ∀ can
play an amalgamation move by picking previously played hypernetworks
M,N such that M ≡nodes(M)∩nodes(N) N and nodes(M) ∩ nodes(N) 6= ∅.
This move is denoted (M,N). To make a legal response, ∃must play a λ0-
neat hypernetwork L extendingM and N , where nodes(L) = nodes(M)∪
nodes(N).
Again, ∃ wins Hn(α) if she responds legally in each of the ω rounds,
otherwise ∀ wins.
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• For m < ω the game Hm,n(α) is similar to Hn(α) but play ends after m
rounds, so a play of Hm,n(α) could be
N0, N1, . . . , Nm
If ∃ responds legally in each of these m rounds she wins, otherwise ∀
wins.
Definition 2.4. For m ≥ 5 and C ∈ CAm, if A ⊆ Nrn(C) is an atomic
cylindric algebra and N is an A-network then we define N̂ ∈ C by
N̂ =
∏
i0,...in−1∈nodes(N)
si0,...in−1N(i0 . . . in−1)
N̂ ∈ C depends implicitly on C.
We write A ⊆c B if A ∈ Sc{B}.
Lemma 2.5. Let n < m and let A be an atomic CAn, A ⊆c NrnC for some
C ∈ CAm. For all x ∈ C \ {0} and all i0, . . . in−1 < m there is a ∈ At(A) such
that si0...in−1a . x 6= 0.
Proof. We can assume, see definition 2.1, that si0,...in−1 consists only of sub-
stitutions, since cm . . . cm−1 . . . cnx = x for every x ∈ A.We have sij is a com-
pletely additive operator (any i, j), hence si0,...iµ−1 is too (see definition 2.1).
So
∑
{si0...in−1a : a ∈ At(A)} = si0...in−1
∑
At(A) = si0...in−11 = 1, for any
i0, . . . in−1 < n. Let x ∈ C \ {0}. It is impossible that si0...in−1 . x = 0 for
all a ∈ At(A) because this would imply that 1 − x was an upper bound for
{si0...in−1a : a ∈ At(A)}, contradicting
∑
{si0...in−1a : a ∈ At(A)} = 1.
We now prove two Theorems relating neat embeddings to the games we
defined:
Theorem 2.6. Let n < m, and let A be a CAm. If A ∈ ScNrnCAm, then
∃ has a winning strategy in Fm(AtA). In particular if A is CR then ∃has a
winning strategyin F ω(AtA)
Proof. If A ⊆ NrnC for some C ∈ CAm then ∃ always plays hypernetworks
N with nodes(N) ⊆ n such that N̂ 6= 0. In more detail, in the initial
round , let ∀ play a ∈ AtA. ∃ play a network N with N(0, . . . n − 1) = a.
Then N̂ = a 6= 0. At a later stage suppose ∀ plays the cylindrifier move
(N, 〈f0, . . . fµ−2〉, k, b, l) by picking a previously played hypernetwork N and
fi ∈ nodes(N), l < µ, k /∈ {fi : i < n − 2}, and b ≤ clN(f0, . . . fi−1, x, fn−2).
Let a¯ = 〈f0 . . . fl−1, k . . . fn−2〉. Then ckN̂ · sa¯b 6= 0. Then there is a network
M such that M̂.ĉkN · sa¯b 6= 0. Hence M(f0, . . . k, fn−2) = b.
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Theorem 2.7. Let α be a countable CAn atom structure. If ∃ has a winning
strategy in Hn(α), then there is a representable cylindric algebra C of dimension
ω such that NrnC is atomic and AtNrnC ∼= α.
Proof. We shall construct a generalized atomic weak set algebra of dimension
ω such that the atom structure of its full neat reduct is isomorphic to the given
atom structure. Suppose ∃ has a winning strategy in Hn(α). Fix some a ∈ α.
We can define a nested sequence N0 ⊆ N1 . . . of hypernetworks where N0 is
∃’s response to the initial ∀-move a, requiring that
1. If Nr is in the sequence and and b ≤ clNr(〈f0, fn−2〉 . . . , x, fn−2). then
there is s ≥ r and d ∈ nodes(Ns) such that Ns(f0, fi−1, d, fn−2) = b.
2. If Nr is in the sequence and θ is any partial isomorphism of Nr then
there is s ≥ r and a partial isomorphism θ+ of Ns extending θ such that
rng(θ+) ⊇ nodes(Nr).
We can schedule these requirements to extend so that eventually, every re-
quirement gets dealt with. If we are required to find k and Nr+1 ⊃ Nr such
that Nr+1(f0, k, fn−2) = b then let k ∈ ω \ nodes(Nr) where k is the least pos-
sible for definiteness, and let Nr+1 be ∃’s response using her winning strategy,
to the ∀move Nr, (f0, . . . fn−1), k, b, l). For an extension of type 2, let τ be a
partial isomorphism of Nr and let θ be any finite surjection onto a partial
isomorphism of Nr such that dom(θ) ∩ nodes(Nr) = domτ . ∃’s response to
∀’s move (Nr, θ) is necessarily Nθ. Let Nr+1 be her response, using her wining
strategy, to the subsequent ∀move (Nr, Nrθ).
Now let Na be the limit of this sequence. This limit is well-defined since
the hypernetworks are nested.
Let θ be any finite partial isomorphism of Na and let X be any finite subset
of nodes(Na). Since θ,X are finite, there is i < ω such that nodes(Ni) ⊇
X ∪ dom(θ). There is a bijection θ+ ⊇ θ onto nodes(Ni) and j ≥ i such
that Nj ⊇ Ni, Niθ+. Then θ+ is a partial isomorphism of Nj and rng(θ+) =
nodes(Ni) ⊇ X . Hence, if θ is any finite partial isomorphism of Na and X is
any finite subset of nodes(Na) then
∃ a partial isomorphism θ+ ⊇ θ of Na where rng(θ+) ⊇ X (1)
and by considering its inverse we can extend a partial isomorphism so as to
include an arbitrary finite subset of nodes(Na) within its domain. Let L be the
signature with one µ -ary predicate symbol (b) for each b ∈ α, and one k-ary
predicate symbol (λ) for each k-ary hyperlabel λ.
For fixed fa ∈
ωnodes(Na), let Ua = {f ∈
ωnodes(Na) : {i < ω : g(i) 6=
fa(i)} is finite}. Notice that Ua is weak unit ( a set of sequences agrreing
cofinitely with a fixed one)
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We can make Ua into the base of an L relativized structureNa. Satisfiability
for L formluas at assignments f ∈ Ua is defined the usual Tarskian way.
For b ∈ α, l0, . . . lµ−1, i0 . . . , ik−1 < ω, k-ary hyperlabels λ, and all L-
formulas φ, ψ, let
Na, f |= b(xl0 . . . xn−1) ⇐⇒ Na(f(l0), . . . f(ln−1)) = b
Na, f |= λ(xi0 , . . . , xik−1) ⇐⇒ Na(f(i0), . . . , f(ik−1)) = λ
Na, f |= ¬φ ⇐⇒ Na, f 6|= φ
Na, f |= (φ ∨ ψ) ⇐⇒ Na, f |= φ or Na, f |= ψ
Na, f |= ∃xiφ ⇐⇒ Na, f [i/m] |= φ, some m ∈ nodes(Na)
For any L-formula φ, write φNa for the set of assighnments satisfying it; that
is {f ∈ ωnodes(Na) : Na, f |= φ}. Let Da = {φ
Na : φ is an L-formula}. Then
this is the universe of the following weak set algebra
Da = (Da,∪,∼,Dij ,Ci)i,j<ω
then Da ∈ RCAω. (Weak set algebras are representable).
Let φ(xi0, xi1 , . . . , xik) be an arbitrary L-formula using only variables be-
longing to {xi0 , . . . , xik}. Let f, g ∈ Ua (some a ∈ α) and suppose is a partial
isomorphism of Na. We can prove by induction over the quantifier depth of φ
and using (1), that
Na, f |= φ ⇐⇒ Na, g |= φ (2)
Let C =
∏
a∈αDa. Then C ∈ RCAω, and C is the desired generalized weak
set algebra. Note that unit of C is the disjoint union of the weak spaces. We
set out to prove our claim. We shall show that α ∼= AtNrnC.
An element x of C has the form (xa : a ∈ α), where xa ∈ Da. For b ∈ α let
πb : C → Db be the projection defined by πb(xa : a ∈ α) = xb. Conversely, let
ιa : Da → C be the embedding defined by ιa(y) = (xb : b ∈ α), where xa = y
and xb = 0 for b 6= a. Evidently πb(ιb(y)) = y for y ∈ Db and πb(ιa(y)) = 0 if
a 6= b.
Suppose x ∈ NrµC \ {0}. Since x 6= 0, it must have a non-zero component
πa(x) ∈ Da, for some a ∈ α. Say ∅ 6= φ(xi0 , . . . , xik)
Da = πa(x) for some
L-formula φ(xi0 , . . . , xik). We have φ(xi0, . . . , xik)
Da ∈ NrµDa). Pick f ∈
φ(xi0 , . . . , xik)
Da and let b = Na(f(0), f(1), . . . fn−1) ∈ α. We will show that
b(x0, x1, . . . xn−1)
Da ⊆ φ(xi0, . . . , xik)
Da. Take any g ∈ b(x0, x1 . . . xn−1)Da , so
Na(g(0), g(1) . . . g(n − 1)) = b. The map {(f(0), g(0)), (f(1), g(1)) . . .(f(n −
1), g(n− 1))} is a partial isomorphism of Na. By (1) this extends to a finite
partial isomorphism θ of Na whose domain includes f(i0), . . . , f(ik). Let g
′ ∈
Ua be defined by
g′(i) =
{
θ(i) if i ∈ dom(θ)
g(i) otherwise
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By (2), Na, g′ |= φ(xi0 , . . . , xik). Observe that g
′(0) = θ(0) = g(0) and similarly
g′(n−1) = g(n−1), so g is identical to g′ over µ and it differs from g′ on only a
finite set of coordinates. Since φ(xi0 , . . . , xik)
Da ∈ Nrµ(C) we deduce Na, g |=
φ(xi0 , . . . , xik), so g ∈ φ(xi0 , . . . , xik)
Da . This proves that b(x0, x1 . . . xµ−1)
Da ⊆
φ(xi0 , . . . , xik)
Da = πa(x), and so
ιa(b(x0, x1, . . . xn−1)
Da) ≤ ιa(φ(xi0 , . . . , xik)
Da) ≤ x ∈ C \ {0}.
Hence every non-zero element x ofNrnC is above a an atom ιa(b(x0, x1 . . . n1)Da)
(some a, b ∈ α) of NrnC. So NrnC is atomic and α ∼= AtNrnC — the isomor-
phism is b 7→ (b(x0, x1, . . . xn−1)Da : a ∈ A).
We can use such games to show that for n ≥ 3, there is a representable
A ∈ CAn with atom structure α such that ∀ can win the game F n+2(α).
However ∃ has a winning strategy in Hn(α), for any n < ω. It will follow
that there a countable cylindric algebra A′ such that A′ ≡ A and ∃ has a
winning strategy in H(A′). So let K be any class such that NrnCAω ⊆ K ⊆
ScNrnCAn+2. A′ must belong to Nrn(RCAω), hence A′ ∈ K. But A 6∈ K
and A  A′. Thus K is not elementary. From this it easily follows that the
class of completely representable cylindric algebras is not elementary, and that
the class NrnCAn+k for any k ≥ 0 is not elementary either. Furthermore
the constructions works for many variants of cylindric algebras like Halmos’
polyadic equality algebras and Pinter’s substitution algebras. Formally we
shall prove:
Theorem 2.8. Let 3 ≤ n < ω. Then the following hold:
(i) Any K such that NrnCAω ⊆ K ⊆ ScNrnCAn+2 is not elementary.
(ii) The inclusions NrnCAω ⊆ ScNrnCAω ⊆ SNrnCAω are all proper
Details of the above idea
Fix finite n > 2. We use a rainbow construction for cylindric algebras. We
shall construct a cylindric atom structure based on graphs. A coloured graph
is an undirected irreflexive graph Γ such that every edge of Γ is coloured by a
unique edge colour and some n−1 tuples have a unique colour too. Z denotes
the set of integers. Let P be the set of partial order preserving functions
f : Z → N with |dom(f)| ≤ 2.
The edge colours (or future atoms) are
• greens: gi (i < n− 1), gi0, i ∈ Z.
• whites : w,wf : f ∈ P
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• yellow : y
• black : b
• reds: rij (i, j ∈ N ),
• shades of yellow : yS : S ⊆ω N or S = N
Definition 2.9. Let i ∈ Z, and let Γ be a coloured graph consisting of n nodes
x0, . . . xn−2, z. We call Γ an i - cone if Γ(x0, z) = g
0
i and for every 1 ≤ j ≤ n−2
Γ(xj , z) = gj, and no other edge of Γ is coloured green. (x0, . . . xn−2) is called
the centre of the cone, z the apex of the cone and i the tint of the cone. We
define a class J consisting of coloured graphs with the following properties:
(1) Γ is a complete graph.
(2) Γ contains no triangles (called forbidden triples) of the following types:
(g, g
′
, g∗), (gi, gi,w), any i ∈ n− 1 (3)
(gj0, y,wf) unless f ∈ P, i ∈ dom(f) (4)
(gj0, g
k
0 ,w0) any j, k ∈ Z (5)
(gi0, g
j
0, rkl) unless {(i, k), (j, l)} is an order- (6)
preserving partial function Z → N
(y, y, y), (y, y, b) (7)
(rij , rj′k′, ri∗k∗) unless i = i
∗, j = j′ and k′ = k∗ (8)
and no other triple of atoms is forbidden.
(3) If a0, . . . an−2 ∈ Γ are distinct, and no edge (ai, aj) i < j < n is
coloured green, then the sequence (a0, . . . an−2) is coloured a unique shade
of yellow. No other (n− 1) tuples are coloured shades of yellow.
(4) If D = {d0, . . . dn−2, δ} ⊆ Γ and Γ ↾ D is an i cone with apex δ,
inducing the order d0, . . . dn−2 on its base, and the tuple (d0, . . . dn−2) is
coloured by a unique shade yS then i ∈ S.
Proof. The proof is very simiar to Hirsch’s proof for reation algebras, except
that we lift the rainbow construction to cylindric algebras. This is highly non-
trivial, it was first done in [?]. The idea is to use labelled graphs as atoms;
that is algebras will be based on atom structures consisting of labelled graph.
Cylindrfiers are stimulated by shades of yellow, which has to do with the n
tuples, and their an additional complexity the presence of cones.
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We define a cylindric algebra of dimension n. We first specify its atom
structure. Let
K = {a : a is a surjective map from n onto some Γ ∈ J with nodes Γ ⊆ ω}.
We write Γa for the element of K for which a : α → Γ is a surjection. Let
a, b ∈ K define the following equivalence relation: a ∼ b if and only if
• a(i) = a(j) and b(i) = b(j)
• Γa(a(i), a(j)) = Γb(b(i), b(j)) whenever defined
• Γa(a(k0) . . . a(kn−2)) = Γb(b(k0) . . . b(kn−1)) whenever defined
Let C be the set of equivalences classes. Then define
[a] ∈ Eij iff a(i) = a(j)
[a]Ti[b] iff a ↾ n ∼ {i} = b ↾ n ∼ {i}.
This, as easily checked, defines a CAn atom structure. Let 3 ≤ n < ω. Let Cn
be the complex algebra over C. We will show that Cn is not in ScNrnCAn+2
but an elementary extension of A belongs to NrnCAω. But first we translate
our games to games on coloured graphs: Let N be an atomic Cn network. Let
x, y be two distinct nodes occuring in the n tuple z¯. N(z¯) is an atom of Cn
which defines an edge colour of x, y. Using the fact that the dimension is at
least 3, the edge colour depends only on x and y not on the other elements
of z¯ or the positions of x and y in z¯. Similarly N defines shades of white for
certain (n − 1) tuples. In this way N translates into a coloured graph. This
translation has an inverse. More precisely we have: Let Γ ∈ J be arbitrary.
Define NΓ whose nodes are those of Γ as follows. For each a0, . . . an−1 ∈ Γ,
define NΓ(a0, . . . an−1) = [α] where α : n → Γ ↾ {a0, . . . an−1} is given by
α(i) = ai for all i < n. Then, as easily checked, NΓ is an atomic Cn network.
Conversely , let N be any non empty atomic Cn network. Define a complete
coloured graph ΓN whose nodes are the nodes of N as follows:
• For all distinct x, y ∈ ΓN and edge colours η, ΓN(x, y) = η if and only
if for some z¯ ∈n N , i, j < n, and atom [α], we have N(z¯) = [α], zi = x
zj = y and the edge (α(i), α(j)) is coloured η in the graph α.
• For all x0, . . . xn−2 ∈
n−1ΓN and all yellows yS, ΓN(x0, . . . xn−2) = yS
if and only if for some z¯ in nN , i0, in−2 < n and some atom [α], we
have N(z¯) = [α], zij = xj for each j < n − 1 and the n − 1 tuple
〈α(i0), . . . α(in−2)〉 is coloured yS. Then ΓN is well defined and is in J.
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The following is then, though tedious and long, easy to check: For any Γ ∈ J,
we have ΓNΓ = Γ, and for any Cn network N NΓN = N. This translation makes
the following equivalent formulation of the games Fm(AtCn), originally defined
on networks. The new game builds a nested sequence Γ0 ⊆ Γ1 ⊆ . . .. of
coloured graphs. Let us start with the game Fm(α). ∀ picks a graph Γ0 ∈ J
with Γ0 ⊆ m and |Γ0| = m. ∃ makes no response to this move. In a subsequent
round, let the last graph built be Γi. ∀ picks
• a graph Φ ∈ J with |Φ| = m
• a single node k ∈ Φ
• a coloured garph embedding θ : Φ ∼ {k} → Γi Let F = φ r {k}. Then
F is called a face. ∃ must respond by amalgamating Γi and Φ with the
embedding θ. In other words she has to define a graph Γi+1 ∈ C and
embeddings λ : Γi → Γi+1 µ : φ→ Γi+1, such that λ ◦ θ = µ ↾ F.
Let us consider the possibilities. There may be already a point z ∈ Γi such that
the map (k → z) is an isomorphism over F . In this case ∃does not need to
extend the graph Γi, she can simply let Γi+1 = Γi λ = IdΓi, and µ ↾ F = IdF ,
µ(α) = z. Otherwise, without loss of generality, let F ⊆ Γi, k /∈ Γi. Let Γi
∗ be
the colored graph with nodes nodes(Γi) ∪ {k}, whose edges are the combined
edges of Γi and Φ, such that for any n − 1 tuple x¯ of nodes of Γi
∗, the color
Γi
∗(x¯) is
• Γi(x¯) if the nodes of x all lie in Γ and Γi(x¯) is defined
• φ(x¯) if the nodes of x¯ all lie in φ and φ(x¯) is defined
• undefined, otherwise.
∃ has to complete the labeling of Γ∗i by adding all missing edges, colouring
each edge (β, k) for β ∈ Γi ∼ Φ and then choosing a shade of white for every
n − 1 tuple a¯ of distinct elements of Γi
∗ not wholly contained in Γi nor Φ, if
non of the edges in a¯ is coloured green. She must do this on such a way that
the resulting graph belongs to J. If she survives each round, ∃ has won the
play. Notice that ∃ has a winning strategyin the in Fm(At(Cn)) if and only if
and only if she has a wininng strategy in the graph games defined above. Th
is tedious and rather long to verify but basically routine. We now show that
the rainbow algebra A (definition above) is not in ScNrµCAn+2.
For that we show ∀ can win the game F n+2(At(Cn)). In his zeroth move, ∀
plays a graph Γ ∈ J with nodes 0, 1, . . . , n−1 and such that Γ(i, j) = w(i < j <
n−1),Γ(i, n−1) = gi(i = 1, . . . , n),Γ(0, n−1) = g00, and Γ(0, 1, . . . , n−2) = yω.
This is a 0-cone with base {0, . . . , n−2}. In the following moves, ∀ repeatedly
chooses the face (0, 1, . . . , n − 2) and demands a node (possibly used before)
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α with Φ(i, α) = gi(i = 1, . . . , n− 2) and Φ(0, α) = gα0 , in the graph notation
– i.e., an α-cone on the same base. ∃, among other things, has to colour all
the edges connecting nodes. The idea is that by the rules of the game only
permissible colours would be red. Using this, ∀ can force a win eventually for
else we are led to a a decreasing sequence in N . In more detail, In the initial
round ∀ plays a graph Γ with nodes 0, 1, . . . n − 1 such that Γ(i, j) = w for
i < j < n − 1 and Γ(i, n − 1) = gi (i = 1, . . . n − 2), Γ(0, n − 1) = g00 and
Γ(0, 1 . . . n− 2) = yN . ∃ must play a graph with Γ1(0, . . . n − 1) = g0. In the
following move ∀ chooses the face (0, . . . n − 2) and demands a node n with
Γ2(i, n) = gi and Γ2(0, n) = g
−1
0 ∃ must choose a label for the edge (n, n − 1)
of Γ2. It must be a red atom rmn. Since −1 < 0 we have m < n. In the
next move ∀ plays the face (0, . . . n− 2) and demands a node n+ 1 such that
Γ3(i, n + 1) = g
−2
i . Then Γ3(n + 1, n) Γ3(n + 1, n − 1) both being red, the
indices must match. Γ3(n+ 1, n) = rln and Γ3(n+ 1, n− 1) = rlm with l < m.
In the next round ∀ plays (0, 1 . . . n− 2) and reuses the node n− 2 such that
Γ4(0, n− 2) = g
−3
0 . This time we have Γ4(n, n− 1) = rjl for some j < l ∈ N .
Continuing in this manner leads to a decreasing sequence in N .
Recall from definition 2.3 that Hk(α) is the hypernetwork game with k
rounds. The translation of the games H and Hk to graphs is as follows.
• Fix some hyperlabel λ0. Hµ(α) is a game the play of which consists of a
sequence of λ0-neat hypernetworks N0, N1, . . . where nodes(Ni) is a finite
subset of ω, for each i < ω. A neat hypernetwork, now, is a pair (Γ, Nh)
with Γ a coloured graph. Nh are the hyperlabels, these we forget for a
while and identify the pair (Γ, Nh) with Γ. Hyperedges will be dealt with
later, and we shall see that they are easior to deal with. ∀ picks a graph
Γ0 ∈ J with Γ0 ⊆ω ω and here we do not require that |Γ0| = n. ∃ make
no response to this move. In a subsequent round, let the last graph built
be Γi. ∀ picks
– a graph Φ ∈ J with |φ| = |Γ|
– a single node k ∈ φ
– a colored garph embedding θ : Φ ∼ {k} → Γi Let F = φ ∼ {k}.
Then F is called a face. ∃must respond by amalgamating Γi and φ
with the embedding θ as before. In other words she has to define a
graph Γi+1 ∈ C and embeddings λ : Γi → Γi+1 µ : φ → Γi+1, such
that λ ◦ θ = µ ↾ F.
Now we may write NΓ or simply N instead of Γ, but in all cases we are
dealing with coloured graphs that is the translation of networks. That
is when we writ N then, N will be viewed as a coloured graph. Al-
ternatively, ∀ can play a transformation move by picking a previously
played graph N and a partial, finite surjection θ : ω → nodes(N), this
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move is denoted (N, θ). ∃ must respond with Nθ. Finally, ∀ can play
an amalgamation move by picking previously played graphs M,N such
that M ≡nodes(M)∩nodes(N) N and nodes(M) ∩ nodes(N) 6= ∅ This move is
denoted (M,N). To make a legal response, ∃ must play a λ0-neat hyper-
network L extending M and N , where nodes(L) = nodes(M)∪nodes(N).
Again, ∃ wins H(α) if she responds legally in each of the ω rounds, oth-
erwise ∀ wins.
It will simplify things a bit if we alter the rules of the game H(α) slightly.
We impose certain restrictions on ∀. First a piece of notation. A triangle
move Γ in the graph game will be denoted by (Γ, F, k, b, l), Φ = F ∪ {k}
and b ≤ clNΓ(f0, . . . fn−1).
– ∀ is only allowed to play a triangle move (Γ, F, k, b, l) if there does
not exist l ∈ nodes(Γ) such that NΓ)(f0, . . . fi, l . . . fn−2) = b.
– ∀ is only allowed to play transformation moves (N, θ) if θ is injective.
– ∀ is only allowed to play an amalgamation move (M,N) if for all
m ∈ nodes(M) \ nodes(N) and all n ∈ nodes(N) \ nodes(M) the
map {(m,n)} ∪ {(x, x) : x ∈ nodes(M) ∩ nodes(N)} is not a partial
isomorphism. I.e. he can only play (M,N) if the amalgamated part
is ‘as large as possible’.
If, as a result of these restrictions, ∀ cannot move at some stage then he
loses and the game halts.
It is easy to check that ∀ has a winning strategy in H(α) iff he has a win-
ning strategy with these restrictions to his moves. Also, if ∀ plays with
these restrictions to his moves, if ∃ has a winning strategy then she has
a winning strategy which only directs her to play strict hypernetworks.
The same holds when we consider Hn(α). We will assume that ∀ plays
according to these restrictions.
Now we deal with hypernetworks. Notice that in this game ∀ is not al-
lowed to reuse nodes and so his winning strategy above does not work. In
a play of N(α) ∃ is required to play λ0 neat hypernetworks, so she has no
choice about the hyperedges for short edges, these are labelled by λ0. In re-
sponse to a cylindrifier move (N,F, k, l) all long hyperedges not incident with
k necessarily keep the hyperlabel they had in N . All long hyperedges incident
with k in N are given unique hyperlabels not occuring as the hyperlabel of
any other hyperedge in M . We assume, without loss of generality, that we
have infinite supply of hyperlabels of all finite arities so this is possible. In
reponse to an amalgamation move (M,N) all long hyperedges whose range is
contained in nodes(M) have hyperlabel determined by M , and those whose
range is contained in nodes N have hyperlabel determined by N . If x¯ is a
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long hyperedge of ∃’s response L where rng(x¯) * nodes(M), nodes(N) then x¯
is given a new hyperabel, not used in any previously played hypernetwork and
not used within L as the label of any hyperedge other than x¯. This completeles
her strategy for labelling hyperedges.
Now we give ∃’s strategy for edge labelling. We need some notation and
terminology. Every irreflexive edge of any hypernetwork has an owner ∀ or
∃ namely the one who played this edge. We call such edges ∀ edges or ∃
edges. Each long hyperedge x¯ in a hypernetwork N occuring in the play has
an envelope vN (x¯) to be defined shortly. In the initial round of ∀ plays a ∈ α
and ∃ plays N0 then all irreflexive edges of N0 belongs to ∀. There are no
long hyperdeges in N0. If in a later move, ∀ plays the transformation move
(N, θ) and ∃ responds with Nθ then owners and envelopes are inherited in the
obvious way. If ∀ plays a cylindrifier move (N,F, k, b, l) and ∃ responds with
M then the owner in M of an edge not incident with k is the same as it was
in N and the envelope in M of a long hyperedge not incident with k is the
same as that it was in N . The edges (f, k), (k, f) belong to ∀ in M all edges
(l, k)(k, l) for l ∈ nodes(N) ∼ F belong to ∃ in M . if x¯ is any long hyperedge
of M with k ∈ rng(x¯, then vM(x¯) = nodes(M). If ∀ plays the amalgamation
move (M,N) and ∃ responds with L then for m 6= n ∈ nodes(L) the owner
in L of a edge (m,n) is ∀ if it belongs to ∀ in either M or N , in all other
cases it belongs to ∃ in L. If x¯ is a long hyperedge of L then vL(x¯ = vM (x) if
range(x) ⊆ nodes(M) vL(x) = vN(x) and vL(x) = nodes(M) otherwise. This
completes the definition of owners and envelopes. By induction on the number
of rounds one can show
Claim . Let M,N ocur in a play of Hn(α) in which ∃ uses default labelling
for hyperedges. Let x¯ be a long hyperedge of M and let y¯ be a long hyperedge
of N .
(1) For any hyperedge x¯′ with rng(x¯′) ⊆M (x¯), if M(x¯′) =M(x¯) then x¯′ = x¯.
(2) if x¯ is a long hyperedge of M and y¯ is a long hyperedge of N , and
M(x¯) = N(y¯) then there is a local isomorphism θ : vM(x¯)→ vN (y¯) such
that θ(xi) = yi for all i < |x|.
(3) For any x ∈ nodes(M) ∼ vM(x¯) and S ⊆ vM(x¯), if (x, s) belong to ∀ in
M for all s ∈ S, then |S| ≤ 2.
Now we define ∃’s straetegy for choosing the labels for edges and yelows
colours for n−1 hyperedges. Let N0, N1, . . .Nr be the start of a play of Hk(α)
just before round r + 1. ∃ computes partial functions ρs : Z → N , for s ≤ r.
Inductively for s ≤ r suppose
I. If Ns(x, y) is green or yellow then (x, y) belongs to ∀ in Ns.
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II. ρ0 ⊆ . . . ρr
III. dom(ρs) = {i ∈ Z : ∃t ≤ s, x, y ∈ nodes(Nt), Nt(x, y) = gi0}
IV. ρs is order preserving: if i < j then ρs(i) < ρs(j). The range of ρs is
widely spaced: if i < j ∈ domρs then ρs(i)− ρs(j) ≥ 3n−r, where n− r is the
number of rounds remaining in the game.
V. For u, v, x, y ∈ nodes(Ns), if Ns(u, v) = rµ,δ, Ns(x, u) = gi0, Ns(x, v) = g
j
0
Ns(y, u) = Ns(y, v) = y then
(a) if Ns(x, y) 6= wf then ρs(i) = µ and ρs(j) = δ
(b) If Ns(x, y) = wf for some f ∈ P , the µ = f(i) , δ = f(j).
VI. Ns is a strict λ0 neat hypernetwork.
To start with if ∀ plays a in the intial round then nodes(N0) = {0, 1, . . . n−
1}, the hyperedge labelling is defined by N0(0, 1, . . . n) = a.
In reponse to a traingle move (Ns, F, k, g
p
0, l) by ∀, for some s ≤ r and some
p ∈ Z, ∃ must extend ρr to ρr+1 so that p ∈ dom(ρr+1) and the gap between
elements of its range is at least 3n−r−1. Inductively ρr is order preserving
and the gap betwen its elements is at least 3n−r, so this can be maintained
in a further round. If ∀ chooses non green atoms, green atoms with the same
suffix, or green atom whose suffices already belong to ρr, there would be fewer
elements to add to the domain of ρr+1, which makes it easy for ∃ to define
ρr+1. Tis establishe properties II − IV for round r + 1.
Let us assume that ∀ play the triangle move (Ns, F, k, a, l) in round r+1. ∃
has to choose labels for {(x, k), (k, x)} x ∈ nodes(Ns) ∼ F . She chooses labels
for the edges (x, k) one at a time and then determines the reverse edges (k, x)
uniquely. Property I is clear since in all cases the only atoms ∃ chooses are
white, black or red.
Now we distinguish between two case.
If x and k are both apexes of cones on F , then ∃ has no choice but to pick
a red atom. The colour she chooses is uniquely defined. Other wise, this is not
the case, so for some i < n− 1 there is no f ∈ F such that Ns(β, f), Ns(f, x)
are both coloured gi or if i = 0, they are coloured g
l
0 and g
l′
0 for some l and l
′.
Now we distinguish between several subcases:
(1) Suppose that it is not the case that there exists distinct i, j ∈ F Ns(x, i)
and a are both green and Ns(x, j) and a are both green. Let S = {p ∈
Z : (Ns(x, i) = g
p
0 ∧ a = y)∨Ns(x, i) = y∧ a = g
p
0)} Then |S| ≤ 2. ∃ lets
Ns+1(x, k) = wf for some f with dom(f) = S.
Suppose that there exists i, j distinct in F such that Ns(i, j) = rβ,µ,
Ns(x, i) = gp, Ns(x, j) = gq for some p, q ∈ Z. By property (IV ) f =
{(p, β), (q, µ)} is order preserving. ∃ lets Ns+1(x, k) = wf in this case.
In all other cases: either there are i, j ∈ F such that Ns(i, j) is not red, or
if it is then it is not the case that Ns(x, i) Ns(x, j) are both green, and it
is not the case that Ns(x, i) = Ns(x, j) = y, ∃ lets f : S → N an arbitrary
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order preserving function. The only forbidden triangles involving wf are
avoided. Since ∃ does not change green or yellow atoms to label new
edges and Nr+1(x, k) = wf , all traingles involving the new edge (x, k)
are consistent in Nr+1. Clearly propery V I holds after round r + 1.
(2) Else if it is not the case that Ns(x, i) = a and not the case that Ns(x, j) =
y, ∃ lets Nr(x, k) = b. Property V is not applicable in this case. The
only forbidden triple involving the atom b is avoided, so all triangles
(x, y, k) are consistent in Nr+1 and property V I holds after round r+1lets
Nr+1(x, k) = a.
(3) If neither case above applies, then for all distinct i, j ∈ F eitherNs(x, i) =
gp, a = gq (for some p and q) and Ns(x, j) = Ns(x, i) = a = y and
Ns(x, j) = gp, b = gq. Assume the first alternative. There are two
subcases.
(i) Ns(i, j) 6= wf for all f ∈ P . ∃ lets µ = ρr+1(p), δ = ρr+1(q), main-
taining property V a. The only forbidden triples of atoms involving
rµ,δ are avoided. The triple of atoms form a traingle (x, y, k) will
not be forbidden since the only green edge incident with k is (i, k)
and since ρr+1 is order preserving. To check forbidden triple (16)
suppose Ns(x, y), Nr+1(k) are both red for some y ∈ nodes(Nr). We
have y /∈ {i, j} so ∃ chose the red label Nr+1(y, k). By her strategy
we have Ns(i, y) = gt and Ns(j, y) = y . By property V a for Nr+1
we have Nr+1(x, y) = rρr+1(p)ρr+1(t) and Nr=1(y, k) = r The property
V I holds for Nr+1
(ii) Ns(i, j) = wf for some f ∈ F . By consistency of Ns and forbidden
triple (14), we have p ∈ dom(f)and since ∀’s move we have q ∈
dom(f). ∃ lets µ = f(p) δ = f(q) maintaining property V for round
r + 1. As above, the only forbidden triples of atoms involving rµ,δ
are (15) and (16). Since f is order preserving and since the only
green edge incident with k is (i, k) in Nr+1 tariangles involving the
new edge (x, k) cannot give a forbidden triple. For forbidden triple
(16) let y ∈ nodes(Ns) and suppose Nr+1(x, y)Nr+1(y, k) are both
red. As above, by her strategy we must have Ns(y, i) = gt for some
t and Ns(y, j) = y. By consistency of Ns we have t ∈ dom(f) and
the current part of her strategy she lets Nr+1(y, k) = rf(t),f(q). By
property V b for Ns we have Nr+1(x, y) = rf(p),f(t). So the triple
of atoms from the triangle (x, y, k) is not forbidden by (16). This
establishes propery (V I) for Nr+1
We have finished with triangle moves. Now we move to amalgamation moves.
Although our hypernetworks are all strict, it is not necessarily the case that
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hyperlabels label unique hyperedges - amalgmation moves can force that the
same hyperlabel can label more than one hyperedge. However, within the
envelope of a hyperdege x¯, the hyperlabel N(x¯) is unique.
We consider an amalgamation move (Ns, Nt) chosen by ∀ in round r + 1.
∃ has to choose a label for each edge (i, j) where i ∈ nodes(Ns) ∼ nodes(Nt)
and j ∈ nodes(Nt) ∼ (Ns). This determines the label for the reverse edge.
Let x¯ enumerate nodes(Ns) ∩ nodes(Nt) If x¯ is short, then there are at most
two nodes in the intersection and this case is similar to the trangle move. if
not, that is if x¯ is long in Ns, then by the claim there is a partial isomorphism
θ : vNs(x¯) → vNt(x¯) fixing x¯. We can assume that vNs(x¯) = nodes(Ns) ∩
nodesNt) = rng(x¯) = vNt(barx). It remains to label the edges (i, j) ∈ Nr+1
where i ∈ nodes(Ns) ∼ nodesNt and j ∈ nodes(Nt) ∼ nodes(Ns). Her startegy
is similar to the triangle move. if i and j are tints of the same cone she choose
a red. If not she chooses white atom if possible, else the black atom if possible,
otherwise a red atom. She never chooses a green atom, she lets ρr+1 = ρr and
properies II, III, IV remain true in round r + 1.
(1) There is no x ∈ nodes(Ns) ∩ nodes(Nt) such that Ns(i, x) and Nt(x, j)
are both green. If there are nodes u, v ∈ nodes(Ns) ∩ nodes(Nt) such
that Ns(u, v) = rβ,µ, Ns(i, u) = gp, Ns(i, v) = gq, Nt(u, j) = Nt(v, j) = y
for some β, µ ∈ N , p, q ∈ Z or the roles of i, j are swapped, she lets
f = {(p, β), (q, µ)} and sets Nr+1(i, j) = wf . Since all edges labelled
by green or yellow atoms belong to ∀, we can apply the above claim
to show that the points u, v are unique so f is well defined. This s
also true if x¯ is short, since in this csase there are only two nodes in
nodes(Ns) ∩ nodes(Nt).
If there are no such u, v as described then let S = {p ∈ Z : ∃y ∈
nodes(Ns) ∩ Nodes(Nt), (Ns(i, y) = gp ∧ Nt(y, j) = y) ∨ (Ns(i, y) = y ∧
Nt(y, j = gp)}. Then |S| ≤ 2. Let f be any order preserving function
and ∃ let Nr+1 = wf . Property (V I) holds for Nr+1 as for traingle moves.
(2) Otherwse if there is no such x, then she lets Nr(i, j) = b. As with traingle
moves all properties are maintained.
(3) Otherwise, there are x, y ∈ nodes(Ns)∩nodes(Nt) such thatNs(i, x) = gk,
Ns(x, j) = gl for some k, l ∈ N and Ns(i, y) = Nt(y, j) = y. By claim 3
x, y are unique. She labels (i, j)in Nr with a red atom rβ,µ where
(i) If Ns(x, y) 6= wf for all f ∈ P , then β = ρr+1(k), µ = ρr+1(l). This
maintains property V a.
(ii) Otherwise Ns(x, y) = wf for some f ∈ F and β = f(k) µ = f(l).
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Now we turn to coluring of n− tuples. For each tuple a¯ = a0, . . . an−2 ∈
(Γ)n−1 with no edge (ai, aj) coloured green, ∃ colours a¯ by yS, where S = {i ∈
N : there is an i cone in Γ with base a0, . . . an−2}We need to check that such
labeling works.
Let us check that (n − 1) tuples are labeled correctly, by yellow colours.
Let D be set of n nodes, and supose that Γ ↾ D is an i cone with apex δ and
base {d0, . . . dn−2} , and that the tuple (d0, . . . dn−2) is labelled yS in Γ. We
need to show that i ∈ S. If D ⊆ Γ, then inductively the graph Γ constructed
so far is in J, and therefore i ∈ S. If D ⊆ Φ then as ∀ chose Φ in J we get
also i ∈ S. If neither holds, then D contains α and also some β ∈ Γ ∼ Φ. ∃
chose the colour Γ+(α, β) and her strategy ensures her that it is green. Hence
neither α or β can be the apex of the cone Γ+ ↾ D, so they must both lie
in the base d¯. This implies that d¯ is not yet labelled in Γ∗, so ∃ has applied
her strategy to choose the colour yS to label d¯ in Γ
+. But this strategy will
have chosen S containing i since Γ∗ ↾ D is already a cone in Γ∗. Also ∃ never
chooses a green edge, so all green edges of Γ+ lie in Γ∗.
That leaves one (hard) case, where there are two nodes β, β ′,∈ Γ, ∃ colours
both (β, α) and (β ′, α) red, and the old edge (β, β ′) has already been coloured
red (earlier in the game). If (β, β ′) was coloured by ∃, then there is no problem.
So suppose, for a contradiction, that (β, β ′) was coloured by ∀. Since ∃ chose
red colours for (α, β) and (α, β ′), it must be the case that there are cones in
Γ∗ with apexes α, β, β ′ and the same base, F , each inducing the same linear
ordering f¯ = (f0, . . . , fn−2), say, on F . Of course, the tints of these cones may
all be different. Clearly, no edge in F is labeled green, as no cone base can
contain green edges. It follows that f¯ must be labeled by some yellow colour,
yS, say. Since Φ ∈ J, it obeys its definition, so the tint i (say) of the cone
from α to f¯ lies in S. Suppose that λ was the last node of F ∪ {β, β ′} to be
created,as the game proceeded. As |F ∪ {β, β ′}| = n + 1, we see that ∃ must
have chosen the colour of at least one edge in this : say, (λ, µ). Now all edges
from β into F are green, and so chosen by ∀, and the edge (β, β ′) was also
chosen by him. The same holds for edges from β ′ to F . Hence λ, µ ∈ F . We
can now see that it was ∃ who chose the colour yS of f¯ . For yS was chosen
in the round when F ’s last node, i.e., λ was created. It could only have been
chosen by ∀ if he also picked the colour of every edge in F involving λ. This is
not so, as the edge (λ, µ) was coloured by ∃, and lies in F . As i ∈ S, it follows
from the definition of ∃’s strategy that at the time when λ was added, there
was already an i-cone with base f¯ , and apex γ say. We claim that F ∪ {α}
and F ∪{γ} are isomorphic over F . For this, note that the only (n−1)-tuples
of either F ∪ {α} or F ∪ {γ} with a yellow colour are in F ( since all others
involve a green edge ). But this means that ∃ could have taken α = γ in the
current round, and not extended the graph. This is contrary to our original
assumption, and completes the proof.
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Let A be the rainbow algebra defined above. There is a countable cylindric
algebra A′ such that A′ ≡ A and ∃ has a winning strategy in H(A′). We have
seen that for n < ω ∃ has a winning strategy σn in Hn(A). We can assume
that σn is deterministic. Let B be a non-principal ultrapower of A. We can
show that ∃ has a winning strategy σ in H(B) — essentially she uses σn in
the n’th component of the ultraproduct so that at each round of H(B) ∃ is
still winning in co-finitely many components, this suffices to show she has
still not lost. Now use an elementary chain argument to construct countable
elementary subalgebras A = A0  A1  . . .  B. For this, let Ai+1 be a
countable elementary subalgebra of B containing Ai and all elements of B that
σ selects in a play of Hω(B) in which ∀ only chooses elements from Ai. Now
let A′ =
⋃
i<ωAi. This is a countable elementary subalgebra of B and ∃ has a
winning strategy in H(A′).
3 The class of neat reducts
Here we study the class of neat reducts.
Theorem 3.1. (1) Let n > 1 and α ≥ ω. Then the class NrnCAα =
NrnRCAα is pseudo-elementary, but is not elementary. Furthermore,
ElNrnCAω ⊂ RCAn, ELNrnCAω is recursively enumerable, and for
n > 2 is not finitely axiomatizable.
(2) The class CCAn of dimension n ≥ 3, is also psuedo elementary and
furthermore, its elementary closure is not finitely axiomatixable
Proof. We first show that for any infinite α, NrnCAω = NrnCAα. Let
A ∈ NrnCAω, so that A = NrnB′, B′ ∈ CAω. Let B = Sg
B′A. Then
B ∈ Lfω, and A = NrnB. But Lfω = NrωLfα and we are done. To show that
NrnCAω ⊆ NrnRCAω, let A ∈ NrnCAω, then by the above argument there
exists then B ∈ Lfω such that A = NrnB. by Lfω ⊆ RCAω, we are done.
Hence It is known that class NrnCAω is not elementary. In fact, there is an
algebra A ∈ NrnCAω having a complete subalgebra B, and B /∈ NrnCAn+1
To show that it is pseudo-elementary, we use a three sorted defining the-
ory, with one sort for a cylindric algebra of dimension n (c), the second sort
for the Boolean reduct of a cylindric algebra (b) and the third sort for a set
of dimensions (δ). We use superscripts n, b, δ for variables and functions to
indicate that the variable, or the returned value of the function, is of the sort
of the cylindric algebra of dimension n, the Boolean part of the cylindric alge-
bra or the dimension set, respectively. The signature includes dimension sort
constants iδ for each i < ω to represent the dimensions. The defining theory
for NrnCAω incudes sentences demanding that the consatnts i
δ for i < ω are
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distinct and that the last two sorts define a cylindric algenra of dimension ω.
For example the sentence
∀xδ, yδ, zδ(db(xδ, yδ) = cb(zδ, db(xδ, zδ).db(zδ, yδ)))
represents the cylindric algebra axiom dij = ck(dik.dkj) for all i, j, k < ω. We
have have a function Ib from sort c to sort b and sentences requiring that Ib
be injective and to respect the n dimensional cylindric operations as follows:
for all xr
Ib(dij) = d
b(iδ, jδ)
Ib(cix
r) = cbi(I
b(x)).
Finally we require that Ib maps onto the set of n dimensional elements
∀yb((∀zδ(zδ 6= 0δ, . . . (n− 1)δ → cb(zδ, yb) = yb))↔ ∃xr(yb = Ib(xr))).
For A ∈ CAn, Rd3A denotes the CA3 obtained from A by discarding all
operations indexed by indices in n ∼ 3. Dfn denotes the class of diagonal
free cylindric algebras. RddfA denotes the Dfn obtained from A by deleting
all diagonal elements. To prove the non-finite axiomatizability result we use
Monk’s algebras. For 3 ≤ n, i < ω, with n − 1 ≤ i,Cn,i denotes the CAn
associated with the cylindric atom structure as defined on p. 95 of [6]. Then
by [6, 3.2.79] for 3 ≤ n, and j < ω, Rd3Cn,n+j can be neatly embedded in
a CA3+j+1. (1) By [6, 3.2.84]) we have for every j ∈ ω, there is an 3 ≤ n
such that RddfRd3Cn,n+j is a non-representable Df 3. (2) Now suppose m ∈ ω.
By (2), choose j ∈ ω ∼ 3 so that RddfRd3Cj,j+m+n−4 is a non-representable
Df3. By (1) we have RddfRd3Cj,j+m+n−4 ⊆ Nr3Bm, for some B ∈ CAn+m.
Put Am = NrnBm. RddfAm is not representable, a friotri, Am /∈ RCAn, for
else its Df reduct would be representable. Therefore Am /∈ ELNrnCAω. Now
let Cm be an algebra similar to CAω’s such that Bm = Rdn+mCm. Then
Am = NrnCm. Let F be a non-principal ultrafilter on ω. Then∏
m∈ω
Am/F =
∏
m∈ω
(NrnCm)/F = Nrn(
∏
m∈ω
Cm/F )
But
∏
m∈ω Cm/F ∈ CAω. Hence CAn ∼ ElNrnCAω is not closed under
ultraproducts. It follows that the latter class is not finitely axiomatizable. In
[20] it is proved that for 1 < α < β, ElNrαCAβ ⊂ SNrαCAβ.
From the above proof it follows that
Corollary 3.2. Let K be any class such that NrnCAω ⊆ K ⊆ RCAn. Then
ELK is not finitely axiomatizable
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3.1 Weakly but not strongly neat atom structures
Definition 3.3. An atom structure of dimension α is strongly neat, if any
algebra having this atom structure is in NrαCAα+ω. It is weakly neat if one
algebra based on it is neat reduct, very weakly neat if no algebra based on it
is a neat reduct.
Since there are representable algebras that are not neat reducts all algebras
we are about to construct will be variation on themes of representable algebras
constructed in previous publications. For completely representable algebras an
atom structure is completely representable if it has at least one algebra having
this atom structure that is completely representable. This implies that all
algebras based on its atom structure are comletely representable.
Here we show that this not the case with neat atom structures. For this
puropse, we construct a weakly neat atom structure, that is not strongly neat.
Similar constructions were used to show that the class of neat reduct is not
closed under forming subalgebras, and that there are isomorphic algebras that
generate non -isomorphic ones in extra dimensiona, and that neat subreduct
may not be full neat reducts, Such construction, and several related ones, were
also used to confirm unresolved a conjecture of Tarski. The construction is
joint with Istvan Ne´meti.
We put this construction to another new use, and therefore we find it
appropriate to give the details with several variants that appeared in three
publications of the author. The latter also shows in addition that there are
representable cylindric algebras, satisfying the merry go round identies but
cannat be a reduct of a QEAs.
Theorem 3.4. For every ordinal α > 1, there exists a weakly neat atom
structure of dimension α, that is not strongly neat.
Proof. Let α > 1 and F is field of characteristic 0. Let
V = {s ∈ αF : |{i ∈ α : si 6= 0}| < ω},
Note that V is a vector space over the field F. We will show that V is a weakly
neat atom structure that is not strongly neat. Indeed V is a concrete atom
structure {s} ≡i {t} if s(j) = t(j) for all j 6= i, and {s} ≡ij {t} if s ◦ [i, j] = t.
Let y denote the following α-ary relation:
y = {s ∈ V : s0 + 1 =
∑
i>0
si}.
Note that the sum on the right hand side is a finite one, since only finitely many
of the si’s involved are non-zero. For each s ∈ y, we let ys be the singleton
containing s, i.e. ys = {s}. Define A ∈ WQEAsα as follows:
A = SgC{y, ys : s ∈ y}.
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We shall prove that
RdSCA /∈ NrαSCα+1.
That is for no P ∈ SCα+1, it is the case that Sg
CX exhausts the set of
all α dimensional elements of P. So assume, seeking a contradiction, that
RdSCA ∈ NrαSCα+1. Let X = {ys : s ∈ y}. Of course every element of X,
being a singleton, is an atom. Next we show that A is atomic, i.e evey non-zero
element contains a minimal non-zero element. Towards this end, let s ∈ αF(0)
be an arbitrary sequence. Then
〈s0, s0 + 1−
∑
i>1
si, si〉i>1
and
〈
∑
0<i<α
si − 1, si〉i≥1
are elements in y. Since
{s} = c1{〈s0, s0 + 1−
∑
i>1
si, si〉i>1} ∩ c0{〈
∑
06=i<α
si − 1, si〉i≥1},
it follows that {s} ∈ A. We have shown that A contains all singletons, hence
is atomic. Call an element rectangular if c0x ∩ c1x = x. As easily checked,
every singleton is rectangular. Also y =
⋃
X , and so y = supX exists in A.
Finally, let x = {s} be an atom of A. Then
c0x ∩ y = {〈
∑
i>0
si − 1, si〉i>0}
and
c1x ∩ y = {〈s0, s0 + 1−
∑
i>1
si, si〉i>1};
which are singletons, hence atoms. Let
τ(x, y) = c1(c0x · s
0
1c1y) · c1x · c0y.
Let
Y = {τ(a, b) : a, b ∈ X}.
We now show that, given that A is a neat reduct, k = sup Y exists in A. Let
τα(x, y) = cα(s
1
αcαx · s
0
αcαy).
Then τα(x, y) ≤ τ(cαx, cαy) and x, y are α-closed and rectangular, then τα(x, y) =
τ(x, y). Indeed, computing we get
τα(x, y) = cα(s
1
αcαx ∩ s
0
αcαy)
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≤ cα(s
1
α(c0cαx ∩ c1cαx) ∩ s
0
α(c0cαy ∩ c1cαy))
(Here, equality holds if x, y are α-closed and rectangular)
= cα(s
1
αc0cαx ∩ s
1
αc1cαx ∩ s
0
αc0cαy ∩ s
0
αc1cαy).
= cα(s
1
αc0cαx ∩ c1cαx ∩ c0cαy ∩ s
0
αc1cαy)
= cα(s
1
αc0cαx ∩ s
0
αc1cαy) ∩ c1cαx ∩ c0cαy
= cα(s
1
αc0cαx ∩ s
1
αs
0
1c1cαy) ∩ c1cαx ∩ c0cαy
= cαs
1
α(c0cαx ∩ s
0
1c1cαy) ∩ c1cαx ∩ c0cαy
= c1s
α
1 (c0cαx ∩ s
0
1c1cαy) ∩ c1cαx ∩ c0cαy
= c1s
α
1 cα(c0cαx ∩ s
0
1c1cαy) ∩ c1cαx ∩ c0cαy.
= c1cα(c0cαx ∩ s
0
1c1cαy) ∩ c1cαx ∩ c0cαy
= c1(c0cαx ∩ s
0
1c1cαy) ∩ c1cαx ∩ c0cαy
= τ(cαx, cαy).
Let k = τBα (y, y), where B is any algebra in SCα+1 such that RdSCA = NrαB.
Now k ∈ A. Let a, b ∈ X , and i ∈ {0, 1}. SiSince siα is a boolean endomorphism
for i < α we have
s0αa ≤ s
0
αy and s
1
αb ≤ s
1
αy.
But a, b are rectangular and together with y are α-closed, we obtain that
τ(a, b) = cα(s
1
αa ∩ s
0
αb) ≤ cα(s
1
αy ∩ s
0
αy) = k.
This shows that k ∈ B, is an upper bound of Y . We claim that k is in fact the
least such upper bound, i.e. that k = supY. Towards this end, suppose that
t is an upper bound of Y in A. We have to show that k ≤ t. Assume, to the
contrary, that this is not the case, i.e. that k− t 6= 0. Since A is atomic, there
is an atom z say, below k − t i.e.
z ≤ k and z ≤ −t.
From 0 6= z ≤ w = cα(s1αy ∩ s
0
αy), and z is α-closed, it readily follows that
z ∩ (s1αy ∩ s
0
αy) 6= 0
thus
c0z ∩ c1z ∩ (s
1
αy ∩ s
0
αy) 6= 0.
From siαciz = ciz, and the fact that the s
i
α’s are boolean endomorphisms for
each i < α, we get
s1α(c1z ∩ y) ∩ s
0
α(c0z ∩ y) 6= 0.
28
Now let a = c1z ∩ y. Then a is a singleton, hence a ∈ AtC. Also a ≤ y. But
y = supX and a ∩ y = a 6= 0, therefore a ∩ x 6= 0, for some atom x ∈ X , and
so a = x ∈ X . Analogously, if b = c0z ∩ y, then b ∈ X . Being atoms, a and b
are rectangular, and therefore we have from
τ(a, b) = cα(s
1
α(c1z ∩ y) ∩ s
0
α(c0z ∩ y)).
and that τ(a, b) > 0.
On the other hand, by invoking definitions and the fact that z is rectangular
a straightforward computation yields:
τ(a, b) = τ(c1z ∩ y, c0z ∩ y)
= c1(c0(c1z ∩ y) ∩ s
0
1c1(c0z ∩ y)) ∩ c1(c1z ∩ y) ∩ c0(c0z ∩ y)).
= c1(c0(c1z ∩ y) ∩ s
0
1c1(c0z ∩ y)) ∩ (c1z ∩ c1y) ∩ (c0z ∩ c0y).
= c1(c0(c1z ∩ y) ∩ s
0
1c1(c0z ∩ y)) ∩ (c0z ∩ c1z) ∩ (c0y ∩ c1y).
= c1(c0(c1z ∩ y) ∩ s
0
1c1(c0z ∩ y)) ∩ z ∩ (c0y ∩ c1y).
That is, 0 < τ(a, b) ≤ z. But z is an atom, and so z = τ(a, b). Since t is an
upper bound for Y , we get z ≤ t. But we have z ≤ −t. Hence z = 0 which
is impossible, since z is an atom. This means that k ≤ t, and so k = sup Y
as required. We will determine k. We start by evaluating τ(a, b) for a, b ∈ X .
Towards this end, let a, b ∈ X . Assume that a = yr and b = yt with
r = 〈ri : i < α〉 and t = 〈ti : i < α〉
are elements in y.
If r1 6= t0 or ri 6= ti for some i > 1, then τ(yr, ys) = 0.
Else, r1 = t0 and ri = ti for all i > 1. In this case,
τ(yr, yt) = {s} where s0 = r0, and si = ti for all i > 0.
Moreover, an easy computation shows that
s0 + 2 = s1 + 2
∑
i>1
si.
Now let w be the set of all such elements, i.e.
w = {s ∈ αF(0) : s0 + 2 = s1 + 2
∑
i>1
si}.
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Let s ∈ w. Then putting
r = 〈s0, s0 + 1−
∑
i>0
si, si〉i>1
and
t = 〈s0 + 1−
∑
i>0
si, s1, si〉i>1,
we get r, t ∈ y and τ(yr, ys) = {s}. We have shown that
Y ∼ {0} = {{s} : s ∈ w},
and so
w =
⋃
Y.
Now clearly w ≤ k. We will show that k ≤ w. But this easily follows from
the fact that A contains all singletons. In more detail, let z ∈ αF(0) ∼ w.
Then {z}, and hence αF(0) ∼ {z} ∈ A. Since w ⊆α F(0) ∼ {z}, we have
τ(a, b) ⊆ αF(0) ∼ {z}, for every a, b ∈ X , i.e. αF(0) ∼ {z} is an upper bound
of of Y . But this means that k ⊆ V ∼ {z}, i.e. z /∈ k. We have proved that
k ≤ w. Next we proceed to show that, in fact, w /∈ A. (That is w is a new α
dimensional element). This contradiction will show that RdSCA /∈ NrαSCβ.
Let
P l = {{s ∈ αF(0) : t +
∑
(risi) = 0} : {t, ri : i < α} ⊆ F}.
P l consists of all hyperplanes of dimension α. For i < α, let
qi = {s ∈
αF(0) : si + 1 =
∑
j 6=i
sj}.
Let i ∈ α and k, l ∈ α be distinct. Then if i ∈ {k, l}, i = k say, then
sklqi = ql.
Else, we have i /∈ {k, l}, so that i, k, l are pairwise distinct, in which case we
have
sklqi = qi.
Now let
P lS = {qi : i < α}.
Then by the above P lS is closed under the operations skl for all k, l ∈ α.
Notice that y = q0 ∈ P lS. Thus P lS consists of all hyperplanes obtained by
interchanging the k, l co-ordinates of y, for all k, l ∈ α, i.e. implementing the
operation skl. Here the superscript S is short for substitutions (corresponding
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to replacements) reflecting the fact that P lS consists of substituted versions of
y. Let
P l< = {p ∈ P l : cip = p, for some i < α}.
If p ∈ P l< and cip = p, then p is a hyperplane parallel to the i-th axis.
Note that for p ∈ P l, p = {s ∈ αF(0) : t +
∑
i risi = 0} say, then cip = p
(i.e. p is parallel to the i-th axis) iff ri = 0. Note too, that if p ∈ P l< and
k, l ∈ α then sklp ∈ P l
<.
In the following we summarize the above, and state some other facts easy
to check as well.
(1) y = q0 ∈ P l
S.
(2) P lS ∪ {w, dij : i, j ∈ α} ⊆ P l.
(3) If q ∈ P lS(P l<) and i, j ∈ α, then sijq ∈ P l
S(P l<).
(4) P lS ∩ P l< = ∅, w /∈ P l< and αF(0) ∈ P l<.
(5) {dij : i 6= j, i, j ∈ α} ⊆ P l
< iff α ≥ 3.
For further use, we shall need:
Notation .
(i) Let X be a set. Then Z ⊆ω X abbreviates “Z is a finite subset X”.
℘ωX denotes all finite subsets of X , i.e.
℘ωX = {Z ∈ ℘(X) : Z ⊆ω X}.
(ii) Let A ∈ Kα, a ∈ A and ∆ ⊆ω α. Then c(∆)a = ci0 · · · cin−1a, where
∆ = {i0, · · · in−1}. Because cylindrifications commute, the definition of
c(∆) does not depend on any linear order defined on ∆. When n = 0, i.e.
∆ is empty, then c(∆)a = c∅a := a.
(iii) To simplify notation, from now on we may write −a instead of αF(0) ∼
a. It will be clear from context whether − refers to the operation of
substraction in F or the operation of complementation in A. We also
write 1A, or just 1, instead of the more cumbersome αF(0).
Some more definitions.
G = {q,−q, p,−p, c(∆){0},−c(∆){0} : q ∈ P l
S, p ∈ P l<∪{d01}, ∆ ⊆ω α, 0 ∈ ∆}.
Forming finite intersections of elements in G, we let
G∗ = {
⋂
i∈n
gi : n ∈ ω, gi ∈ G},
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and forming finite unions of elements in G∗, we let
G∗∗ = {
⋃
i∈n
gi : n ∈ ω, gi ∈ G
∗}.
It is easy to see that {y, ys : s ∈ y} ⊆ G∗∗, and G∗∗ is a boolean field of sets.
We start by proving that w /∈ G∗∗. To this end, we set:
L = {p ∈ P l< : c0p 6= p} and P (0) = L ∪ {d01}.
Notice that L = P (0) iff α > 2. L stands for the set of “lines” not parallel to
the 0th axis. Being in P l<, any such line is parallel to some other axis. When
α = 2, i.e. in the plane F× F, these are precisely the lines that are parallel to
the “y axis”. Next we define
G1 = {g ∈ G
∗ : g ⊆ q, for some q ∈ P lS}
and
G2 = {g ∈ G
∗ : g 6⊆ q, for all q ∈ P lS and g ⊆ p, for some p ∈ P (0)}.
Note that P lS ⊆ G1 and that P (0) ⊆ G2. Note too, that G1 ∩ G2 = ∅. Now
let
G3 = {p1 ∩ p2 . . . ∩ pk : k ∈ ω, {p1, p2, . . . , pk} ⊆ G ∼ (P l
S ∪ P (0))}.
It is easy to see that G∗ = G1 ∪G2 ∪G3. To prove that w /∈ G
∗∗ we need:
Claim . If g ∈ G3 and 0 6= g, then g 6⊆ w.
Proof of Claim
Assume that g = p1 ∩ p2 . . .∩ pk say, with pi ∈ G and pi /∈ (P l
S ∪P (0)) for
1 ≤ i ≤ k, and let z ∈ g. Then for 1 ≤ i ≤ k, we have in addition that
pi ∈ {p,−p, c(∆){0},−c(∆){0},−q : p ∈ P l
< ∪ {d01}, q ∈ P l
S,∆ ⊆ω α, 0 ∈ ∆}.
Let [] be the function from G into ℘(F) defined as follows:
[p] = {1/r0(−t−
∑
06=i<α
rizi)} if p = −{s ∈
α F(0) : t+
∑
i<α
risi = 0}, r0 6= 0.
Else
[p] = 0.
Let
r ∈ F ∼ ((
⋃
1≤i≤k
[pi]) ∪ [−w])
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be arbitrary, and let
z0r = z ∼ {(0, z0)} ∪ {(0, r)}.
By the choice of r /∈ [−w] we have
r 6= −2 + z1 + 2
∑
i>1
zi.
Hence z0r /∈ w. If pi = −q with q ∈ P l
S, then similarly, r /∈ [−q] hence z0r /∈ pi.
Now assume that pi ∈ P l<. Then we have pi /∈ P (0) hence c0pi = pi. Since
z ∈ pi it follows that z0r ∈ c0pi. But pi /∈ P (0) hence z
0
r ∈ c0pi = pi. If pi = −p
where p ∈ P l<, then z /∈ p and so z0r /∈ p since again c0p = p. That is if
z0r ∈ p then z differing from z
0
r in atmost the 0th place would also be in p.
Now assume that pi = c(∆){0}. Then if z ∈ pi then z
0
r ∈ pi since c0pi = pi by
0 ∈ ∆. Finally if pi = −c(∆){0} then z /∈ c(∆){0} iff z
0
r /∈ c(∆){0} by 0 ∈ ∆.
We have shown that
z0r ∈ g ∼ w i.e. g 6⊆ w.
We now proceed to show that w /∈ G∗∗. Assume to the contrary, that
w =
⋃
{g1i : i < n1} ∪
⋃
{g2i : i < n2} ∪
⋃
{g3i : i < n3}
where
{gji : i < nj} ⊆ Gj for j ∈ {1, 2, 3}.
By the above, we have g3i = 0, for all i < n3. From the definition of G1 and
G2 , it follows that
w ⊆
⋃
{qj : j < n1} ∪
⋃
{pj : j < n2}
where
{qj : j < n1} ⊆ P l
S
and
{pj : j < n2} ⊆ P (0).
Since w ⊆ −d01 for α = 2, and P (0) = L for α > 2 we can, and will, assume
that
{pj : j < n2} ⊆ L.
Before proceeding, let us take a special case as an illustration. Assume that
α = 3. Then each pj is a hyperplane that is determined by an equation.
Assume that the following equations determine the planes pj j < n2.
(1) t0 + r00x0 + r01x1 + r02x2 = 0
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t1 + r10x0 + r11x1 + r12x2 = 0
· · ·
· · ·
tn2−1 + rn2−1,0x0 + rn2−1,2x2 = 0.
In each of these equation one of the coefficients other than the zeroth is equal
to 0. The zeroth coefficient is not zero. Therefore, these equations determine
hyperplanes parallel to one of the axis other than the zeroth axis. Now consider
the equations
(2) x0 + 2 = x1 + 2x2
and
(3) xpi(0) + 1 = xpi(1) + xpi(2)
where π is a permutation of {0, 1, 2}. (3) consists of 6 equations, only three of
which are distinct (because of commutativity). Such equations represent the
qi’s. Then it can be easily seen that there is an s that satisfies (2) but does
not satisfy (the equations in) (1) and (3).
And indeed in the general case, it can be seen by implementing easy linear
algebraic arguments that, for every n ∈ ω, for every m ∈ ω ∩ (α + 1), and for
every system
t0 +
∑
(r0ixi) = 0
· · ·
· · ·
tn +
∑
(rnixi) = 0,
of equations, such that for all j ≤ n, there exists i < α, such that
rji = 0 and rj0 6= 0,
the equation
x0 + 2 = x1 + 2
∑
xj
has a solution s in the weak space αF(0), such that s /∈ qi for every i < m, and
such that s is not a solution of
tj +
∑
(rjixi) = 0,
for every j ≤ n. Geometrically (and intuitively) a finite union of hyperplanes
cannot cover a hyperplane, unless it is one of them. By taking n = n1 and
m = n2 we get the desired conclusion. Let us prove this formally. It clearly
suffices to show that for all positive integers m, n the equation
x0 + 2 = x1 + 2
∑
1<i≤m
xi
34
has a solution which is not a solution of any of the following equations:
(4) tk +
∑
j≤m
rkjxj = 0,
(5) xl + 1 =
∑
16=i≤m
xi,
where k = 1, . . . , n, each rk0 6= 0, for each k = 1, . . . , n there is a j with
0 < j ≤ m such that rkj = 0, and 0 ≤ l ≤ m. To do this, first substitute
x0 = −2 + x1 + 2
∑
1<i≤m xi into each of the equations (4) and (5), obtaining
(6) tk − 2rk0 + (rk0 + rk1)x1 +
∑
1<j≤m
(2rk0 + rkj)xj = 0,
(7) − 1 +
∑
1<j≤m
xj = 0,
(8) 3 +
∑
1<j≤m
(−3xj) = 0,
(9) 3− 2x1 − xk +
∑
j≤m,j /∈{0,1,k}
(−3xj) = 0 for k > 1.
Now we define s1, . . . sm by recursion. Choose s1 so that
tk − 2rk0 + (rk0 + rk1)s1 6= 0
for each k such that rk0 + rk1 6= 0. Having defined st with t < m choose st+1
so that
tk − 2rk0 + (rk0 + rk1)s1 +
∑
1<j≤t+1
(2rk0 + rkj)sj 6= 0
for each k for which 2rk0 + rk,t+1 6= 0; also, if t + 1 = m, assure that the
equations (7) − (9) all fail. Finally let s0 = −2 + s1 + 2
∑
1<i si. Clearly the
desired conclusion holds. We have proved that w /∈ G∗∗. .
To show that w /∈ A, we will show that G∗∗ is closed under the polyadic set
operations. It only remains to show that G∗∗ is closed under cylindrifications
and substitutions, since by definition, it is a boolean field of sets and contains
the diagonal elements. ( Recall that for α > 2, dij ∈ P l<.)
(1) G∗∗ is closed under cylindrifications.
It is enough to show that (since the ci’s are additive), that for j ∈ α and
g ∈ G∗ arbitrary, we have cjg ∈ G∗∗. For this purpose, put for every
p ∈ P l
p(j|0) = cj{s ∈ p : sj = 0} and (−p)(j|0) = −p(j|0).
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Then it is not hard to see that
p(j|0) = {s ∈ αF(0) : t +
∑
i 6=j
(risi) = 0},
if
p = {s ∈ αF(0) : t +
∑
i<α
(risi) = 0},
Indeed assume that s1 ∈ cj{s ∈ p : sj = 0}. Then there exists s2
in p such that s1 and s2 agree at all components except the jth where
s2(j) = 0. Then
0 = t+
∑
i 6=j
ris1(i) = t +
∑
i 6=j
ris2(i).
The other inclusion is analogous. Assume that s1 ∈ p and rj 6= 0 such
that t+
∑
i 6=j ris1(i) = 0. Then s1(j) = 0. Hence s1 ∈ cj{s ∈ P : sj = 0}.
It follows thus that
p(j|0) ∈ P l< for every p ∈ P l.
Now let j and g be as indicated above. We can assume that
g = q1 · · · ∩ ql ∩ p1 ∩ · · · ∩ pn ∩ −Q1 · · · ∩ −QL
∩ − P1 · · · ∩ −Pm ∩ y ∩ −c(∆1){0} · · · ∩ −c(∆N ){0},
where
l, L, n,m,N ∈ ω, qi, Qi ∈ P l
S, pi, Pi ∈ P l
< ∪ {d01},
cjpi 6= pi, cjPi 6= Pi, cjqi 6= qi, cjQi 6= Qi,
y ∈ {c(∆){0}, 1 : ∆ ∈ ℘ωα, 0 ∈ ∆, j /∈ ∆},
and
{∆1, · · · ,∆n} ⊆ {x ∈ ℘ωα : j /∈ x, 0 ∈ x}.
This is so because
cj(x ∩ cjy) = cjx ∩ cjy,
if j /∈ ∆x then cjx = x
and
c(∆){0} ∩ c(Γ){0} = c(∆∩Γ){0}.
We distinguish between 2 cases:
Case 1.
y = c(∆){0} and j /∈ ∆.
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Then a lenghly but routine computation gives
cj(q1 · · · ∩ ql ∩ −Q1 · · · ∩ −QL ∩ p1 · · · ∩ pn ∩ −P1 · · · ∩ −Pm
∩c(∆){0} ∩ −c(∆1){0} · · · ∩ −c(∆N ){0})
= q1(j|0) ∩ ql(j|0) ∩ −Q1(j|0) · · · ∩ −QL(j|0) ∩ p1(j|0) · · ·
∩pn(j|0) ∩ −P1(j|0) · · · ∩ −Pm(j|0)
∩cjc(∆){0} ∩ −cjc(∆1){0} · · · ∩ −cjc(∆N ){0}.
Indeed let
s ∈ cj(q1 · · · ∩ ql ∩ −Q1 · · · ∩ −QL ∩ p1 · · · ∩ pn ∩ −P1 · · · ∩ −Pm
∩c(∆){0} ∩ −c(∆1){0} · · · ∩ −c(∆N ){0}).
For a sequence t, we write tju for the sequence that agrees with t except
at j where tju(j) = u. Now, by definition of cylindrifications, there exists
u ∈ F such that
sju ∈ (q1 · · · ∩ ql ∩ −Q1 · · · ∩ −QL ∩ p1 · · · ∩ pn ∩ −P1 · · · ∩ −Pm
∩c(∆){0} ∩ −c(∆1){0} · · · ∩ −c(∆N ){0}).
Now since sju ∈ q1 and s
j
u ∈ c(∆){0} and j /∈ ∆ it readily follows that
u = 0. But then s ∈ q1(j|0). Similarly s ∈ qi(j|0) for every i ≤ l and
s ∈ pi(j|0) for each i ≤ n. It is clear that s ∈ cjc(∆){0}. Also s /∈ Qi(j|0)
for any i ≤ L for else sj0 ∈ Qi which is not the case. Same reasoning
gives s /∈ Pi(j|0) for all i ≤ m. Finally s /∈ cjc(∆i){0} for i ≤ N , because
sju /∈ c(∆j ){0}. Now conversely if we start with
s ∈ q1(j|0) ∩ ql(j|0) ∩ −Q1(j|0) · · · ∩ −QL(j|0) ∩ p1(j|0) · · ·
∩pn(j|0) ∩ −P1(j|0) · · · ∩ −Pm(j|0)
∩cjc(∆){0} ∩ −cjc(∆1){0} · · · ∩ −cjc(∆N ){0}.
Then
sj0 ∈ (q1 · · · ∩ ql ∩ −Q1 · · · ∩ −QL ∩ p1 · · · ∩ pn ∩ −P1 · · · ∩ −Pm
∩c(∆){0} ∩ −c(∆1){0} · · · ∩ −c(∆N ){0}.)
Case 2.
y = 1
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This case is harder, so we start with some special cases before embarking
on the most general case. Consider the case when
g = q ∩ p ∩ −P ∩ −c(∆){0},
where q ∈ P lS, and p, P ∈ P l<. Then
cjg = cj(q ∩ p) ∩ cj(q − P ) ∩ cj(q − c(∆){0}).
∩cj(p− P ) ∩ cj(p− c(∆){0}).
Let us prove this special case to visualise matters. The general case will
be a little bit more involved, but all the same an immediate generaliza-
tion. Let
s ∈ cj(q ∩ p) ∩ cj(q − P ) ∩ cj(q − c(Γ){0})
∩cj(p− P ) ∩ cj(p− c(∆){0}).
Then there exist u1, u2, u3, u4, u5 ∈ F such that
sju1 ∈ q ∩ p, s
j
u2 ∈ q − P, s
j
u3 ∈ q − c(Γ){0},
sju4 ∈ p− P and s
j
u5 ∈ p− c(∆){0}.
Now cjp 6= p it follows that u4 = u5. Similarly u1 and u2 and u3 are also
equal because cjq 6= q. But note that sju1 ∈ p ∩ q and cjq 6= q, it follows
that all of the ui’s are in fact equal to u say. It readily follows that
sju ∈ q ∩ p ∩ −P ∩ −c(∆){0},
hence
s ∈ cj(q ∩ p ∩ −P ∩ −c(∆){0}).
The other inclusion is much easior, in fact it is absolutely straightforward.
Start with
s ∈ cj(q ∩ p ∩ −P ∩ −c(∆){0}).
Then
sju ∈ (q ∩ p ∩ −P ∩ −c(∆){0}).
It follows that
sju ∈ q ∩ p, s
j
u ∈ q − P, s
j
u ∈ q − c(Γ){0},
sju ∈ p− P and s
j
u ∈ p− c(∆){0}.
The required follows. Now assume (still considering a special case) that
g = q ∩ p1 ∩ · · · ∩ pn ∩ · · · ∩ −P1 · · · ∩ −Pm
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∩ − c(∆1){0} · · · ∩ −c(∆N ){0},
then by the same token
cjg = ∩k≤ncj(q ∩ pk) ∩ ∩i≤mcj(q − Pi) ∩i≤N cj(q − c∆N ){0})
∩k≤n((∩i≤ncj(pk ∩ pi) ∩i≤m cj(pk − Pi) ∩i≤N cj(pk − c(Γ){0})).
To illustrate matters further, paving the way for the general case, con-
sider another special case that is essentially different than the one just
considered.
g = −Q ∩ p1 · · · pn ∩ −P1 · · · ∩ −Pm
∩ − c(∆1){0} · · · ∩ −c(∆N ){0}.
Then
cjg = ∩k≤ncj(pk −Q)
∩k≤n((∩i≤ncj(pk ∩ pi) ∩i≤m cj(pk − Pi) ∩i≤N cj(pk − c(∆i){0})).
Now consider the general case. We assume for better readability that
g = p1 ∩ · · · ∩ pn ∩ · · · ∩ −P1 · · · ∩ −Pm
∩ − c(∆1){0} · · · ∩ −c(∆N ){0},
where pi, Pi ∈ P l< ∪ P lS. Here we have collected the planes in P l< and
P lS together to simplify matters. Now we have by the same reasoning
as above
cjg = ∩k≤n((∩i≤ncj(pk ∩ pi) ∩ ∩i≤mcj(pk − Pi)
∩i≤Ncj(pk − c(∆i){0})).
Now for every p, q ∈ P l, there are p′, q′, p′′ and q′′ ∈ P l< such that (*)
cj(p ∩ q) = p
′ ∩ q′,
cj(p ∼ q) = p
′′ ∼ q′′
and if j ∈ ∆p ∼ Γ, then (**)
cj(p ∼ c(Γ){0}) =
αF(0) ∼ p(j|0) ∪ (p(j|0) ∼ cjc(Γ){0}).
Let us consider (*). We give an illustration when α = 2 and F = R. In
this case elements in P l< are either the whole plane or horizontal lines or
vertical lines. If p and q are any two straight lines that are not parallel,
then they intersect at a point. If we cylindrify (this point) with respect
to one of the co-ordinates we get a line that is indeed parallel to one of
the axis. Next, if we have two straight lines p and q, say, that intersect
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and neither is parallel to one of the axis, then p − q will be p “minus”
one point (the point of intersection). If we cylindrify with respect to one
of the co-ordinates then we get the plane minus the straight line that is
parallel to one of the axis; call this straight line p′. But this is nothing
more than 1 − p′. On the other hand, if p is parallel to one of the axis
and we cylindrify p in the direction of this axis, we get p − q where q
is the line orthogonal to p and passes by the missing point, hence q is
parallel to the other axis. If p and q are parallel then p − q = p and so
for j ∈ {0, 1}, we have cj(p− q) = cjp ∈ P l<.
Now we turn to (**). Assume that p = {s ∈ 0F(0) : t+
∑
i risi = 0}. Let
j ∈ ∆p ∼ Γ. Let s ∈ cj(p−c(Γ){0}). Then there is some u ∈ F such that
sju ∈ p and s
j
u /∈ c(Γ){0}. Since j ∈ ∆p we have cjp 6= p hence rj 6= 0.
Let u = 1/rj(t +
∑
j 6=i risi). Then we have two cases. If u 6= 0, then
s /∈ p(j|0) for else there exists q ∈ p such that q differs from s in at most
the jth component and q(j) = 0. But q(j) = −1/r0(t +
∑
i 6=j risi) = u.
This would imply that u = 0 which is a contradiction. Else u = 0. Then
s ∈ p(j|0) because sju ∈ p and s
j
u(j) = 0. Also s /∈ cjc(Γ){0} for else
sju ∈ c(Γ){0}.We leave the other inclusion to the reader. We have proved
that cjg ∈ G
∗∗.
(2) G∗∗ is closed under substitutions.
It is enough to consider the sij ’s, since for all i, j ∈ α s
j
i (x) = ci(x ∩ dij)
i.e. the sji ’s are term definable, G
∗∗ is closed under the ci’s and dij ∈ G∗∗.
For this purpose, let
H = P lS ∪ P l< ∪ {c(∆){0} : ∆ ⊆ω α}.
Here we are not requiring that 0 ∈ ∆, so that H is bigger than G.
However, since G∗∗ is closed under cylindrifications we still have G ⊆
H ⊆ G∗∗. Now let i, j ∈ α, and x ∈ H . Then it not hard to check
that sijx ∈ G∗∗. Indeed P lS is closed under sij and so is P l<. Assume
that y = c(∆){0}, ∆ ⊆ω α, and i, j < α are distinct. If {i, j} ⊆ ∆ or
{i, j}∩∆ = ∅, then sijc(∆){0} = c(∆){0}. Now suppose that i ∈ ∆, j /∈ ∆
and that c(∆{0} = V1 × V2 × Vl . . . where Vl ∈ {F, {0}} and Vl = F only
for finitely many l’s. Assume further that i < j, Vi = F and Vj = {0}
so that c(∆{0} = V1 × . . .F× . . . {0} × . . . . Then sijc(∆){0} is obtained
from c(∆){0} by interchanging the ith and jth co-ordinates, that is it is
equal to V1× . . . {0}× . . .F× . . . ., which is of the form c(Γ){0} for some
Γ ⊆ω α. In fact Γ = (∆ ∼ {i})∪{j}. By noting that the sij ’s are boolean
endomorphisms we get that G∗∗, generated as a boolean algebra by H
(since G ⊆ H is a set of generators), is closed under sij.
It thus follows that w /∈ A and we are done.
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4 The class of weakly neat atom structures is
not elementary
From the title, it is clear that there exists atom structures such that are very
weakly neat.
Theorem 4.1. The class of weakly neat atom structures is not elementary,
for finite and infinite dimensions.
Proof. For the first part there is an atomic A ∈ NrnCAω and an atomicB that
is not a neat reduct, elementary equivalent to A. AtA is srongly neat, but AtB
is not. But AtA ≡ AtB, because atom structure are first order interpretable
in the algebras, and we are done.
The second part is harder. The construction is similar, but not identical
to the one used in [20]. We prove our result for the harder infinite dimensional
case. The finite dimensional case can be easily destilled from the finite ver-
sion of our algebras constructed in [20]. Throughout this section α is a fixed
arbitrary ordinal with α ≥ ω and R is an uncountable set with |R| > |α|.
Notation . Let s be an α-ary sequence, and i < α. Then s(i|w) denotes the
α-ary sequence for which: s(i|w)(i) = w and s(i|w)(x) = s(x) for x 6= i. For a
set U , w ∈ W and β an ordinal, we let w denote the β-ary sequence β × {w},
i.e the constant sequence for which wi = w, for all i ∈ β. The arity of w, we
hope, will be clear from context.
Lemma 4.2. There are a set U , w ∈ U , and α-ary relations Cr ⊆
αU (w) for
all r ∈ R, such that conditions (i) and (ii) below hold:
(i) For all r ∈ R, for all i < α, for all s ∈ αU (w), there exists y ∈ U−Rgs
such that s(i|y) ∈ Cr.
(ii) The Cr’s (r ∈ R) are pairwise disjoint.
Notation . Let U = 〈U,Cr〉r∈R, with Cr ⊆ αU (w), be the structure described
in Lemma 1*. LetW = ∪i∈αU×{i}. ThenW is simply |α| disjoint copies of U .
Let s = 〈(w, 0), · · · , (w, j) · · · 〉j<α. Then s ∈
αW with s(i) ∈ Wi = U × {i}.
(Recall that w = 〈w : i < α〉). Let V be the weak space αW (s) and let
C(α) = 〈Sb(V ),∪,∩, ci, dij〉 be the fullWsα with unit V . Sα denotes the set of
one to one functions (equivalently permutations) which are almost everywhere
identity, i.e, which are in αα(Id).
Let u = 〈u0, u1, · · ·uj · · · 〉j∈α ∈ Sα, and r ∈ R. Then p(u, r) denotes the
following α-ary relation on V :
{〈(a0, u0), · · · , (aj, uj) · · · 〉j<α ∈ V : 〈a0, · · · aj , · · · 〉j<α ∈ Cr}.
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P (u) = {p(u, r) : r ∈ R}.
Note that P (u) consists of |R| many α relations on V . Let N be a fixed
countably infinite subset of R. Then Pω(u) = {p(u, r) : r ∈ N}. Again Pω(u)
countably infinite. Now we define A(α) ∈ Wsα and B(α) ⊆ A(α) as follows:
A(α) = SgC(α)(∪{P (u) : u ∈ Sα})
B(α) = SgA(α)((∪{P (u) : u ∈ Sα − {Id}) ∪ Pω(Id)).
Theorem 4.3. A(α) and B(α) are atomic algebras with elementay equivalent
atom structures. AtB is not weakly neat, but AtA is.
Proof. The thing to notice here, is that A(α) is a disjoint union of algebras
whose boolean part are isomorphic to the finite-cofinite Boolean algebra on an
uncountable set R. We have αα(Id) many copies. Hence it is atomic. Also B
is atomic. We will show that that B ≡ A , hence AtA ≡ AtB, and that any
algebra having an atom structure isomorphic to AtB is not a neat reduct.
We shall start by showing that A(α) and B(α) are elementary equivalent,
so that their atom structures will also be elementary equivalent, and thatB(α)
is not a neat reduct; not only that, but any algebra based on its atom structure
is not a neat reduct.
Then we shall impose further restrictions on the structure 〈U,Cr〉r∈R, that
will force A(α) to be a neat reduct ( and not just a subneat reduct).
Notation . Let u = 〈u0, u1, · · ·uj · · · 〉j∈α ∈ αα(Id). Then 1u denote the α-ary
relation on U :
{〈(a0, u0), (a1, u1), · · · (aj , uj) · · · 〉j<α ∈ V : 〈a0, · · ·aj · · · 〉j∈α ∈
αU (w)}.
L stands for 1Id.
Theorem 4.4. (i) For all u ∈ Sα, 1u ∈ A(α).
(ii) Let RlLA(α) = {x ∈ A(α) : x ≤ L}. Then RlLA(α) is atomic and its
set of atoms is equal to P (Id). Furthermore, RlLA(α) is generated as a
BA by P (Id).
(iii) For all non zero a ∈ RlLA(α), for all i < α, cia = ciL.
(iv) For all a ∈ A(α), for all i < α, cia ∩ L ∈ {0, L}.
(v) Let P = ∪{P (u) : u ∈ Sα}. Let p be a permutation of P (Id). Then
there exists an automorphism f of A(α), such that p ⊆ f and f(x) = x,
for each x ∈ P − P (Id).
Proof.
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(i) Let u ∈ Sα. Let r1, r2 ∈ R. Then as easily checked c0(p(u, r1)) ∩
c1(p(u, r2)) = 1u.
(ii) Since the Cr’s are pairwise disjoint, we have p(Id, r1) ∩ p(Id, r2) = 0 for
distinct r1 and r2. Thus the set of atoms of RlLA(α) is precisely P (Id).
By ci(p(Id, r)) ∩ 1Id = 1Id and p(Id, r) ∩ dij = 0, for distinct i, j < α, it
follows that RlLA(α) is indeed generated as a BA by the set P (Id).
(iii) Let a ∈ RlLA(α) be non zero. By (ii) there exists an atom p(Id, r) below
a. Let i < α. Then ci(p(Id, r)) =(by Lemma 1 (i)) ∪{1u : u ∈ αα(Id) and
u(j) = j for all j 6= i} = ciL. From p(Id, r) ≤ a, (iii) readily follows.
(iv) follows from (iii).
(v) We first, like we did in the finite case, extend p to a BA automorphism
p′, say, of RlLA(α). This is possible by (i). Then we define f(x) =
p′(x ∩ L) ∪ (x ∩ −L). The rest is completely analogous to the proof of
fact 4.2.
Theorem 4.5. B(α) is an elementary subalgebra of A(α).
Proof. This can be proved using the Tarski-Vaught test.
Now we show that B(α) is not a neat reduct. We proceed basically as we
did in the finite case, the trick being “a(n) (infinite) cardinality twist” that
first order logic cannot witness.
Theorem 4.6. Let RlLB(α) = {x ∈ B(α) : x ≤ L}. Then |RlLB(α)| ≤ α.
Proof. First of all note that by 6.1 (i) we have L ∈ B. Now let
X = ∪{P (u) : u ∈ Sα − {Id}} ∪ Pω(Id),
Y = {cia : a ∈ A} ∪ {dij : i, j ∈ α} , and
D(α) = SgBlA(α)(X ∪ Y ).
Then |Y | = α. This can be seen by noting that for every x ∈ Y , if x is non
zero, and x is not a diagonal element, then by Lemma 1*(ii) there is an S with
S ⊆ αα(Id) such that x = ∪{1u : u ∈ S}. Also D(α) is a subuniverse of A(α)
because of the following: D(α) is closed under the boolean set operations ,
contains the diagonals, and for a ∈ D(α), and i < α, we have a ∈ A(α) and so
cia ∈ D(α), that is D(α) is closed under cylindrifications. Since X ⊆ D(α), X
generates B(α) and D(α) ∈ CAα, we have B(α) ⊆ D(α). Let rlL(a) = a ∩ L.
Then we have
RlLD(α) = {x ∈ D(α) : x ≤ L} = Sg
BlA(α)rlL(X ∪ Y ).
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But |rlL(X ∪ Y )| = α, because Pω(Id) is countable and |Y | = α. Therefore
|rlL(X ∪ Y )| = α, and so |RlLD(α)| ≤ α. By RlLB(α) ⊆ RlLD(α) we are
done.
Theorem 4.7. Let p[0, 1] be the transposition on α interchanging 0 and 1. Let
v = p[0, 1] ◦ Id = 〈1023 · · · 〉. Then v ∈ Sα and the following hold:
(i) tB(α)(1v) = 1Id
(ii) For all β > α, CAβ |= αs(0, 1)cαx ≤ t(cαx).
(iii) For all β > α and A ∈ CAβ, αs(0, 1) ∈ Ism(BlNrαA,BlNrαA).
Theorem 4.8. B(α) /∈ NrαCAα+1.
Proof. If B(α) were a neat reduct then we would have |RlL(B(α)| = |R|. But
this is a contradiction.
A(α) constructed so far may or may not be a neat reduct. We now impose
further restrictions on the Cr’s (or rather on the structure U = 〈U,Cr〉),
described in Lemma 1*, that force A(α) to be in ∩k∈ωNrαWsα+k. These
restrictions are described in Lemma 1** below. Forming a “limit” out of the
Wsα+k’s (k ∈ ω) , the neat − α reduct of which is A(α), we will show that
A(α) ∈ NrαWsα+β for infinite β as well. This should be done , of course,
in such a way that does not interfere with what we have already established,
namely:
B(α) is not a neat reduct.
A(α) and B(α) are elementary equivalent.
To formulate Lemma 1** we fix some needed notation:
Notation . Let 1 ≤ k < ω. Then S(α, α+ k) or simply
S(α, k) = {i ∈ α(α + k) : α + k − 1 ∈ Rgi and {m ∈ α : |{i(m) 6= m}| < ω}.
That is S(α, k) = {i ∈ α(α + k)(Id) : α + k − 1 ∈ Rgi}.
Cof+R denotes the set of all non empty finite or cofinite subsets of R. Let Cr
be an α-ary relation symbol for all r ∈ R.
For any X ⊆ R, X finite we define the infinitary formulas:
η(X) = ∨{Cr(x0, · · ·xj · · · )j<α r ∈ X}, and
η(R−X) = ∧{¬Cr(x0, · · ·xj · · · )j<α : r ∈ X}.
η(X) and η(R − X) are restricted formulas, in the sense of [HMT2] sec 4.3.
Satisfiability for such formulas (by α-ary sequences) are defined the usual way.
Below we shall have occasion to deal with (infinitary) formulas that are not
restricted. These however can be obtained from restricted ones using the
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(logical interpretation of the) CA operations, i.e quantification on finitely many
variables and equality. Now we are ready to formulate the infinite version of
Lemma 1.
Theorem 4.9. There are a set W , an equivalence relation E with α-many
blocks on W , s ∈ αW with si ∈ Wi the ith block, i ∈ α, and α-ary relations Cr
on W for all r ∈ R, such that conditions (i)-(v) below hold:
(i) (Blocks) Cr(w0, w1 · · ·wi · · · )i<α implies DE(w0, w1 · · ·wi · · · )i<α, for
all r ∈ R and wi ∈ W . Here DE(w0, w1 · · ·wi · · · )i<j<α means that for
any i < j < α, wi, wj are not E-equivalent i.e. they are in distinct blocks.
(ii) (Symmetry) For all f ∈ αW (s) for all r ∈ R, for all permutations
π ∈α α(Id), if f ∈ Cr then f ◦ π ∈ Cr.
(iii) (Bigness) For all r ∈ R, for all i < α and v ∈ αW (s) such that
D[vi]i<α there exists x ∈ W such that v[i|x] ∈ Cr.
(iv) (Saturation) For all 1 ≤ k < ω, for all v ∈ α+k−1W (s) one to one,
for all x ∈ W , for any function g : S(α, k) → Cof+R for which {i ∈
S(α, k) : |{g(i) 6= R}| < ω}, there is a vα+k−1 ∈ W r Rgv such that
xEvα+k−1, i.e. vα+k−1 is in the same block as x, and∧
{D(vij )j<α =⇒ η(g(i))[〈vij〉] : i ∈ S(α, k)}.
(v) (Disjointness) The Cr’s are pairwise disjoint.
Proof. Let k ≥ 1. For brevity set
Y (α,R, k) = {g ∈ S(α,k)Cof+R : {i ∈ S(α, k) : |{g(i) 6= R}| < ω}.
Let
Q = ∪{I(α+k−1|R|)× Y (α,R, k) : 1 ≤ k < ω},
then |Q| = |R| = κ, say. Here I(α+k−1|R|) stands for the set of all one to one
functions from α + k − 1 into R. Let ρ be an enumeration of Q such that:
for all l < κ, for all q ∈ Q, there exists j with l < j < κ such that ρ(j) = q.
Fix a well ordering ≺ of R. let l < κ and suppose that for all µ < l we have
already defined the element xµ, and the α-ary relation C
µ
r ⊆
αW
(s)
µ , where
Wµ = {xk : k < µ}. Assume that ρ(l) = 〈〈βj〉j<α+k−1, f〉. Then βj ∈ |R|
for all j < α + k − 1, and f ∈ Y (α,R, k). Let xl be an element not in
∪{Wµ : µ < l}. If there exists µ < α + k − 1 such that l ≤ βµ, then for all
r ∈ R we define C lr = ∪{C
µ
r : µ < l}. Else, l > βµ for all µ < α + k − 1. Let
xµ = xβµ for µ < α+ k − 1 and let xα+k−1 = xl. For all r ∈ R and i ∈ S(α, k)
we let
〈uij〉j<α ∈ X
l
r iff r is the ≺ − least element of f(i)
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and
C lr = ∪{C
i
r : i < l} ∪ {〈tpi(0), tpi(1), · · · 〉 : t ∈ X
l
r and π ∈ Sα}.
Finally set
W = ∪{Wl : l < µ} and Cr = ∪{C
l
r : l < µ}.
It is not hard to check just like we did in the finite dimensional case, that
W = 〈W,Cr〉r∈R is as desired.
Let W = 〈W,Cr〉 and s ∈ αW be as specified above Then W is a disjoint
union of α copies. We let Wi denote the ith copy. We shall construct our
algebras having unit αW (s). Recall that Sα stands for the set of permutations
in αα(Id). Let u ∈ Sα and r ∈ R. Then we set
p(u, r) = Cr ∩Wu0 ×Wu1 × · · ·Wui × · · · ∩
αW (s).
P (u) = {p(u, r) : r ∈ R}.
Let N be a fixed countable subset of R. Let
Pω(u) = {p(u, r) : r ∈ R}.
With a slight abuse of notation we let A(α) and B(α) be the (new) alge-
bras consructed out of the (new) structure W = 〈W,Cr〉r∈R, described in the
previous lemma That is A(α) ∈ Wsα and B(α) ⊆ A(α) are defined as follows:
A(α) = SgC(∪{P (u) : u ∈ Sα});
and
B(α) = SgC((∪{P (u) : u ∈ Sα r {Id}) ∪ Pω(Id)).
Here C is the full weak set algebra with greatest element αW (s), with s as
specified in Lemma 1∗∗. Recall that s(i) ∈ Wi, the i th copy. It is easy to
check that A(α) and B(α), so defined, are (still) elementary equivalent (copy
the proof of facts 6.1-2) and B(α) is (still) not a neat reduct (copy the proof
of facts 6.3-6.5). Like in the finite case, we will use the new condition of
“saturation” or “elimination of quantifiers” expressed in Lemma 1∗∗ (iv) to
show that A(α) ∈ ∩k∈ωNrαWsα+k. To “lift” A(α) to arbitrary finite extra
dimensions, we shall further need:
Some more Definitions.
Let 0 ≤ k < ω. Then we let Wk = W = ∪i<αWi. Fix w ∈ W . Let sk =
s ∪ {〈i, w〉 : α ≤ i < (α+ k)}. Then sk ∈ α+kW . (When k = 0, then sk is just
s). Let Vk be the weak space
α+kW (sk) and let C(α + k) be the full Wsα+k
with unit Vk.
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Let u ∈ α+kα(Id). Then
Fk(u) = {Cr(xi0 , · · ·xij · · · )j<α,¬Cr(xi0 , · · ·xij · · · )j<α : r ∈ R, i ∈
αα + k(Id)
and 〈ui0, · · ·uij · · · 〉j<α is one to one } ∪ Eq(u).
Recall that Eq(u) stands for {xi = xj : xi 6= xj : (i, j) ∈ ker(u)}. Like the
finite case we assume that {T, F} ∈ Fk(u). We put
Fk(u)
∗ = {∧J : J ⊆ω Fk(u)} and
Fk(u)
∗∗ = {∨J : J ⊆ω Fk(u)
∗}.
Let u ∈ α+kα(Id) and φ ∈ Fk(u)∗∗.
Then we let E(u, φ) denote the following (α+ k)-ary relation on Vk
{s ∈ Vk : sj ∈ Wuj for all j < α + k and W |= φ[〈sj〉j<α+k]}.
As noted before, satisfiability is defined the usual way. In particular, when
k = 0, u ∈ Sα and r ∈ R, then E(u, Cr(x0, x1, · · · ) is the same as p(u, r).
ind(φ) denotes the set {i ∈ α + k : xi ∈ var(φ)}.
We let G(k) = {c(∆)E(u, φ),−c(∆)E(u, φ) : ∆ ⊆ω α + k, u ∈
α+kα(Id), φ ∈
Fk(u)
∗∗, ∆ ∩ ind(φ) = 0} ∪{dVkij ,−d
Vk
ij : i, j ∈ α + k}.
Here c(∆), the unary operation referred to as generalized cylindrification in [6].
That is c∅x = x and if ∆ = {k0, · · ·km−1} is a non-empty finite subset of α+k,
then c(∆)x = ck0 · · · ckm−1x.
For i, j ∈ α + k, dVkij , or simply dij is the diagonal element {s ∈ Vk : si = sj}.
Forming finite intersections of elements in G(k) we let
G(k)∗ = {∩J : J ⊆ω G(k)}
and forming finite unions of elements in G(k)∗, we finally let
G(k)∗∗ = {∪J : J ⊆ω G(k)
∗}.
We will show that G(k)∗∗ is aWsα+k (with unit Vk), that G(0)
∗∗ = NrαG(k)
∗∗
for all k ∈ ω, and finally that G(0)∗∗ = A(α). This will show that A(α) ∈
∩k∈ωINrαWsα+k. To prove that G(k)
∗∗ is a Wsα+k we shall need:
Fact 6.6 .
(i) Let u ∈ α+kα(Id), ∆ ⊆ω α + k and φ ∈ Fk(u)∗∗. Then c(∆)E(u, φ) ∈
G(k)∗∗.
(ii) Let g ∈ G(k)∗∗ and i, j ∈ α + k be distinct. Then sji (g) = cj(g ∩ dij) ∈
G(k)∗∗.
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(iii) Let H(k) = {g ∈ G(k) : g = c(∆)E(u, φ) : ∆ ⊆ω α + k, u ∈ α+kα(Id) and
φ ∈ Fk(u)∗∗}. Then H(k) is closed under finite intersections.
Proof.
(i) We first prove (i) when ∆ consists of one element j, say. That is we
will show that for u and φ as indicated above and j < α + k we have
cjE(u, φ) ∈ G(k)∗∗. We can and will assume that φ ∈ Fk(u)∗ since
cjE(u, φ1 ∨ · · ·φn) = cjE(u, φ1) ∪ · · · cjE(u, φn)
and G(k)∗∗ is closed under finite unions. Then φ = ∧J , where J ⊆ω
Fk(u). Next, we break up φ into two parts just like we did in the finite
dimensional case; that is let J+ = {ψ ∈ J : xj ∈ var(ψ)} and J− = {ψ ∈
J : xj /∈ var(ψ)}. For brevity set φ+ = ∧J+ and φ− = ∧J−, where by
the empty conjunction we understand the formula T . Now φ = φ+ ∧φ−,
φ− ∈ Fk(u)∗ and xj occurs only in φ−.
Notation . For i, l ∈ α+k and φ ∈ Fk(u)∗∗ φ[i|l] stands for the formula
obtained from φ by replacing all (free and bound) occurences of xi in φ
by xl.
Case (a): xj = xm /∈ J+ and xj = xm /∈ J+ for all m ∈ α + k − {j}.
Then either W |= φ+ ≡ F , in which case W |= ∃xjφ+ ≡ F , and so
cjE(u, φ) = cjE(u, F ) = 0 ∈ G(k)
∗∗. Else φ+ is satisfiable, in which case
, by applying the saturation condition described in Lemma 1∗∗, we get
W |= (∃xα+k−1φ
+[j|α + k − 1]) ≡ T,
which is the same as W |= (∃xjφ+) ≡ T , and so
cjE(u, φ) = cjE(u, (∃xjφ
+) ∧ φ−) = cjE(u, φ
−).
The latter is in G(k)∗∗, since now xj does not occur in φ
−, and φ− ∈
Fk(u)
∗. Note that φ− ∈ Fk(v)∗ for any v that differs from u in at most
the j-th place; and for any such v we have cjE(u, φ) = cjE(v, φ
−).
Case (b): xj = xm ∈ J+ or xm = xj ∈ J+ for some m ∈ α + k and
m 6= j.
Assume that xj = xm ∈ J
+. Then , by definition of Fk(u), we have
uj = um . Also φ = (∧I) ∧ xj = xm, for some I ⊆ω Fk(u). For brevity
let ψ = ∧I. Then of course ψ ∈ Fk(u)∗. Computing we get
cjE(u, φ) = cjE(u, ψ ∧ xj = xm) = cjE(u, ψ[j|m]).
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The latter is in G(k)∗∗ since xj does not occur in ψ[j|m], and ψ[j|m] ∈
Fk(u)
∗ because ψ ∈ Fk(u)∗ and uj = um. In fact, it is not hard to see that
ψ[j|m] ∈ Fk(v)∗, for any v that differs from u in at most the j th place.
The case when ∆ is an arbitrary finite subset of α + k, follows by using
the above reasoning eliminating the variables occuring in φ, with indices
in ∆, one by one. Alternatively one can use a straightforward induction
on |∆|. Note that we have actually proved the following infinite analogue
of (**) in fact 3.1 way above:
(***) . Let u ∈ αα + k(Id) and φ ∈ Fk(u)∗∗. Let ∆ = {i0, · · · in−1} be a
finite subset of α+k. Let v ∈ αα+k(Id) be such that v(j) = u(j) for all j /∈
∆. Then there exists ψ ∈ Fk(v)
∗∗ such that var(ψ)∩{xi0 , · · · , xin−1} = ∅.
i.e., ind(ψ) ∩ ∆ = ∅, and W |= ψ ≡ ∃xi0 · · · ∃xin−1φ. In particular,
c(∆)E(u, φ) = c(∆)E(v, ψ).
(ii) Let g ∈ G(k)∗∗ and i, j ∈ α+ k be distinct.
Case (a): g = c(∆)E(u, φ) with u ∈ α+kα(Id), φ ∈ Fk(u)∗∗.
Subcase (a) : j ∈ ∆.
Then by [6] 1.5.8 (i) and 1.7.3 we have
sji (g) = s
j
icj(c(∆−{j}))E(u, φ) = cj(c(∆−{j}))E(u, φ) = g
Subcase (b) : j /∈ ∆ and i /∈ ∆.
Then by [6], 1.5.8 (ii) we have
sjig = s
j
ic(∆)E(u, φ) = c(∆)s
j
iE(u, φ).
Let g∗ = E(u, φ)∩dij. Then g∗ and hence sijg = c(∆)cjg
∗, is equal to zero
if ui 6= uj. Else, as easily checked, g∗ = E(u, φ ∧ xi = xj). By ui = uj
and φ ∈ Fk(u)∗∗, we have φ ∧ xi = xj ∈ Fk(u)∗∗. By fact 6.6 (i) we get
that
sijg = c(∆)cjg
∗ = c(∆)cjE(u, φ ∧ xi = xj) ∈ G(k)
∗∗.
Subcase (c) : j /∈ ∆ and i ∈ ∆.
By [6] 1.7.3 and 1.5.8 (ii) we have
sji c(∆)E(u, φ) = s
j
i c(∆−{i})ciE(u, φ) = c(∆−{i})s
j
iciE(u, φ).
Let g∗ = sji ciE(u, φ). Then by [6] 1.5.1 we have g
∗ = cj(ci(E(u, φ)∩ dij).
Let v = uiu(j) = u◦ [i|j]. Here and elsewhere [i|j] denotes the replacement
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that maps i to j and otherwise coincides with the identity. Then v(j) =
u(j) = v(i). Also, it is easy to see that
ci(E(u, φ) ∩ dij) = E(v, φ ∧ xi = xj).
Since i ∈ ∆, we can assume by fact 6.6 (i) that xi does not occur in φ.
Since v differs from u in at most the ith place, we have φ ∈ Fk(v)∗∗. But
v(i) = v(j), and so xi = xj ∈ Fk(v)∗∗, thus φ ∧ xi = xj ∈ Fk(v)∗∗. By
fact 6.6 (i) we get that g∗ hence g is in G(k)∗∗.
Case (b) : g = dkl, where k, l ∈ α + k.
By [6], 1.5.4 we have ski (dkl) = dil if k 6= l and s
j
idkl = dkl if j /∈ {k, l}.
In either case we have sjig ∈ G(k)
∗∗.
Case (c) : g is an element in G(k)∗∗.
Follows from the two previous cases, since the sji ’s (i, j ∈ α+ k) are BA
endomorphisms of the boolean algebra G(k)∗∗ (cf. [6] 1.5.3 (i)).
(iii) Let g = c(∆1)E(u1, φ1) ∩ c(∆2)E(u2, φ2) where ∆i ∩ ind(φi) = 0 for i ∈
{1, 2}. Then g = 0 if there exists j ∈ (α+k)−(∆1∪∆2) such that u1(j) 6=
u2(j). Else, it is not difficult to check that g = c(∆1∩∆2)E(w, φ1 ∧ φ2),
where w is defined as follows:
w(j) = u1(j) = u2(j) for j ∈ α + k − (∆1 ∪∆2)
w(j) = u1(j) if j ∈ ∆2 −∆1
w(j) = u2(j) if j ∈ ∆1 −∆2, and w is defined arbitrarily on ∆1 ∩∆2.
Also by ind(φi) ∩∆i = 0, for i ∈ {1, 2} and w(j) = u1(j) = u2(j) for all
j ∈ α+ k− (∆1 ∪∆2) we can assume by 6.6 (i) that φi ∈ Fk(w)∗∗, hence
φ1 ∧ φ2 ∈ Fk(w)∗∗.
To economise on notation we recall a few notions from [6]. A generalized
diagonal element is a finite intersection of diagonal elements. A co-diagonal
element is the complement of a diagonal element. A generalized co-diagonal
element is a finite intersection of co-diagonal elements. In particular the unit
of an algebra can be viewed as both a generalized diagonal and a generalized
co-diagonal.
Fact 6.7 . For all 0 ≤ k < ω, G(k)∗∗ ∈ Wsα+k.
Proof. Clearly G(k)∗∗ is a boolean field of sets with greatest element Vk. Also
G(k)∗∗, by definition, contains all diagonal elements. We are thus left to check
cylindrifications, by the additivity of which, it suffices to show that for every
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g ∈ G(k)∗ and j < α + k we have cjg ∈ G(k)∗∗. By fact 6.6 (iii) a typical
element g of G(k)∗ is of the form
a0 ∩ b ∩ c ∩ −a1 ∩ −a2 · · · ∩ −an, where n ∈ ω, a0, a1, · · · an ∈ H(k), b is a
generalized diagonal element, and c is a generalized co-diagonal element. Now
fix j < α + k and let g be as indicated above.
Case (a) : b = djl ∩ b′ where b′ is a generalized diagonal element and j 6= l.
Let g∗ = a0∩b′∩c∩−a1 · · ·∩−an. Then, of course g∗ ∈ G(k)∗ and cjg = s
j
l g
∗.
By fact 6.6 (i) the latter is in G(k)∗∗.
Case (b) : a0 = b = Vk.
In this case we have g = −c(∆1)E(u1, φ1) · · · ∩ −c(∆n)E(un, φn) ∩ −djl1 · · · ∩
−djlm, where n,m ∈ ω, ∆k ⊆ω α + k for 1 ≤ k ≤ n and since cj(x ∩ cjy) =
cjx ∩ cjy, we can assume that j /∈ ∆1 ∪ · · ·∆n. Assume that g 6= 0, for else
there is nothing more to prove. In particular, j, l1, · · · lm are pairwise distinct.
We claim that in this case we have cjg = Vk.
Indeed, let s = 〈sl〉l∈α+k be an arbitrary element in Vk. We will show
that s ∈ cjg, by which we will be done. Choose kj /∈ {u1(j), · · · , un(j)} ∪
{il1 , · · · ilm}, and let u be an arbitrary element in Wkj . Let z = s(j|u). Assume
that 1 ≤ i ≤ n. Then z /∈ c(∆i)E(ui, φi) because z(j) = s(j|u)(j) = u /∈
∪i<nWui(j). Assume now that 1 ≤ i ≤ m. Then z(j) 6= z(li), since they are in
distinct copies by the choice of kj, i.e. z /∈ djli. We have shown that z ∈ g.
Since s differs fom z in at most the jth place we get that s ∈ cjg. We have
proved that cjg = Vk.
Case (c) :
g = c(∆0)E(u0, φ0) ∩ −c(∆1)E(u1, φ) ∩ · · · c(∆n)E(un, φn) ∩ −djl1 · · · ∩ −djlm,
where n,m ∈ ω, ∆k ⊆ω α + k for 0 ≤ k ≤ n and as in the previous case, we
can assume that j /∈ ∆0 ∪ · · ·∆n and that j, l1, · · · lm are pairwise distinct.
We can further assume that {l1, · · · lm} ⊆ ∆0, for if lk /∈ ∆0 for some 1 ≤ k ≤ n,
then we can simply “ignore” the co-diagonal element with indices j and lk, i.e.
the element −djlk , because of the following:
c(∆0)E(u0, φ0) ∩ −djlk = c(∆0)E(u0, φ0 ∧ xj 6= xlk)
if u0(j) = u0(lk), and is equal to c(∆0)E(u0, φ0) otherwise. Note too, that
φ0 ∧ xj 6= xlk ∈ Fk(u0)
∗∗, whenever φ0 ∈ Fk(u0)∗∗ and u0(j) = u0(lk). In either
case, g can be written in the form:
c(∆0)E(u0, ψ) ∩ · · · − c(∆n)E(un, φn) ∩ ∩{−djl : l ∈ {l1, · · · lm} − lk},
where c(∆0)E(u0, ψ) ∈ H(k).
Now let
Γ = ∆0 − {l1, · · · lm} and Γ1 = {l1, · · · lm}.
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Then ∆0 = Γ ∪ Γ1. Let S = {j} × Γ1 = {(j, l) : l ∈ Γ1} and let dS be the
co-diagonal element: ∩{−djl : (j, l) ∈ S}.
Let g∗ = −c(∆1)E(ui, φ1) ∩ · · · − c(∆n)E(un, φn), g1 = c(Γ)E(u0, φ0) ∩ g∗ and
g2 = c(Γ1)E(u0, φ0) ∩ dS ∩ g∗. Then by [6] 1.7.3, and the additivity of cj we
have cjg = cjg1 ∪ cjg2.
We shall show that cjg1 ∈ G(k)∗∗ and cjg2 ∈ G(k)∗∗, by which we will be done.
Proof of cjg1 ∈ G(k)∗∗.
Write g1 = c(Γ)E(u0, φ0) ∩ · · · − c(∆n)E(un, φn).
We can assume that for 1 ≤ k ≤ n and i /∈ Γ ∪∆k, we have u0(i) = uk(i), for
if u0(i) 6= uk(i) for some 1 ≤ k ≤ n, and some i /∈ Γ∪∆k, then c(Γ)E(u0, φ0)∩
−c(∆k)E(uk, φk) = c(Γ)E(u0, φ0).
For the time being assume that φ1 = φ2 = · · ·φn = T .
Claim
cjg1 = cjc(Γ)E(u0, φ0) ∩ −cjc(∆1)E(u1, T ) ∩ · · · − cjc(∆n)E(u, T ).
Proof of claim
It is straightforward to show that r.h.s is contained in cjg. Now for the
opposite inclusion:
Let s ∈ cjg1. Then there exists b ∈ W such that s(j|b) ∈ c(Γ)E(u0, φ0)
and s(j|b) /∈ c(∆k)E(uk, T ) for all 1 ≤ k ≤ n. Thus s ∈ cjc(Γ)E(u0, φ0). We
will show that s /∈ cjc(∆k)E(uk, T ) for all 1 ≤ k ≤ n, by which case we will
be done. Towards this end, fix 1 ≤ k ≤ n and assume to the contrary that
s ∈ cjc(∆k)E(uk, T ). Then there exists c ∈ W such that s(j|c) ∈ c(∆k)E(uk, T ).
By sjc ∈ c(∆k)E(uk, T ) and j /∈ ∆k we get c = uk(j). Similarly, by s
j
b ∈
c(Γ)E(u0, φ0) and j /∈ Γ we get b = u0(j). Recall that we assumed that u0(j) =
uk(j) since j /∈ Γ ∪ ∆k, thus b = c. Since s(j|b) and s(j|c) differ in at most
the jth place , b = c and s(j|c) ∈ c(∆k)E(uk, T ) we get s(j|b) ∈ c(∆k)E(uk, T ).
Contradiction proving that s is as required.
Now the general case follows from this by noting that
−c(∆)E(u, φ) = c(∆)E(u,¬φ) ∪ −c(∆)E(u, T ),
and that H(k) is closed under finite intersections.
We now turn to showing that cjg2 ∈ G(k)∗∗. This will be done by showing
that a = c(Γ1)E(u0, φ0)∩dS, hence g2 = a∩g∗, can be written as a finite union
of elements of the form a0 ∩ −a1 · · · ∩ −an where ai ∈ H(k). Then by the
additivity of cj, and the previous case we get the desired. We start off when
Γ1 consists of a single element m say. We compute a = cmE(u0, φ0)∩−djm. For
brevity set u = u0. Let v = u(m|u(j)) = u ◦ [m|j]. Then v(m) = v(j) = u(j).
Moreover it is not hard to check that
a = (cmE(u, φ0) ∩ −E(v, T )) ∪ E(v, φ0 ∧ xj 6= xm).
Since xm does not occur in φ0, and v differs from u in at most them-th place, we
infer from fact 6.6 (i) that φ0 ∈ Fk(v)∗∗. By v(m) = v(j) we get that xj 6= xm
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is also in Fk(v) hence in Fk(v)
∗∗. It follows that φ0 ∧ xj 6= xm ∈ Fk(v)∗∗.
We have shown that E(v, φ0 ∧ xj 6= xm) ∈ H(k). Thus a is as desired, since
cmE(u, φ0) and E(v, T ) are in H(k), too. Now for the general case. Assume
that Γ1 = {l1, · · · lm}. Having treated the case when m = 1 we now assume
that m > 1. Then
a = c(Γ1)E(u, φ) ∩ −dS = ∩{ak : 1 ≤ k ≤ m}
where ak = c(Γ1−{lk})clkE(u, φ) ∩ −djlk . Therefore a, hence g2 = a ∩ g
∗, is
indeed the finite union of elements of the a0 ∩−a1 · · · ∩−an where ai ∈ H(k).
Thus cjg2 is in G(k)
∗∗. By this the proof of fact 6.7 is complete.
Fact 6.8 . G(0)∗∗ ∼= NrαG(k)
∗∗, for all 0 ≤ k < ω.2
Proof. Let k ≥ 0. Define i(k) like in fact 3.3. That is for a ∈ G(0)∗∗, let
i(k)(a) = {t ∈ Vk : t ↾ α ∈ a}. Then i(k) ∈ Ism(A(α), NrαC(α + k)), where
C(α+k) is the fullWsα+k with unit Vk. We will show that i(k)G(0)
∗∗ ⊆ G(k)∗∗.
For that it clearly suffices to show that for all u ∈ αα(Id), and φ ∈ F0(u), we
have i(k)E(u, φ) ∈ G(k)∗∗. Let u and φ be as indicated: Then i(k)E(u, φ) =
∪{E(v, φ) : v ∈ α+kα(Id) : v ↾ α = u} = cα · · · cα+k−1E(u∗, φ) where u∗ =
u ∪ {〈i, 0〉 : α ≤ i < α + k}. Since F0(u) ⊆ Fk(v) whenever v ∈ α+kα(Id) is
such that v ↾ α = u, we get φ ∈ Fk(u∗)
∗∗, hence i(k)E(u, φ) ∈ G(k)∗∗. We
have shown that i(k) ∈ Ism(G(0)∗∗, NrαG(k)∗∗). We will now show that i(k)
is actually onto NrαG(k)
∗∗. Since the ci’s are additive, it suffices to show that
for all g ∈ G(k)∗, there exists a ∈ G(0)∗∗, such that i(k)a = cα · · · cα+k−1g.
Case (a): g = E(v, φ), v ∈ α+kα(Id), and φ ∈ Fk(v)∗∗.
Then by fact 6.6 (i) there exists ψ ∈ Fk(v)∗ such that var(ψ)∩{xα, · · ·xα+k−1} =
∅ and W |= ∃xα · · · ∃xα+k−1φ ≡ ψ. Let u = v ↾ α ∈ αα(Id). By noting that
F0(u)
∗ = {φ ∈ Fk(v)∗ : var(φ) ⊆ α}, we get that ψ ∈ F0(u)∗. Moreover we
have i(k)E(u, ψ) = cα · · · cα+k−1E(u, φ).
Case (b): g = a ∩ c, where a = −a0 ∩ · · · − an, ai ∈ H(k) and c is a
generalized codiagonal.
If cα · · · cα+k−1g = g, then g ∈ G(0)∗∗. Else cα · · · cα+k−1g is either 0 or Vk,
pending on whether g = 0 or not. The choice of a ∈ G(0)∗∗ in this case is also
obvious.
Case (c): g = d0 ∩−d1 ∩ · · ·− dn ∩ b∩ c, where di ∈ H(k), b is a generalized
diagonal, and c a generalized codiagonal.
Assume that 1 ≤ k < ω; else there is nothing to prove.
Let Γ = {α, · · ·α+ k− 1}. By the proof of fact 6.7 , we have c(Γ)g is the finite
union of elements of the form a0∩−a1 · · ·∩−an∩b∩c where a0, · · ·an ∈ H(k),
2We should point out that the complete analogue of fact 3.3 is true: That is for 0 ≤ l <
k < ω we have G(l)∗∗ ∼= Nrα+lG(k)∗∗. Fact 6.8 is the special case when l = 0, which is all
what we need to show that A(α) ∈ NrαWsα+k, for all k < ω.
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b is a generalized diagonal and c a generalized codiagonal. Further we can
assume that if b = ∩{dVkij : i, j ∈ ∆1} and c = ∩{−d
Vk
ij : i, j ∈ ∆2, i 6= j}
then ∆i ⊆ω α, for i ∈ {1, 2}. By the additivity of generalized cylindrifications
(namely of c(Γ)), we can and will assume that
c(Γ)g = c(Γ0)E(v0, φ0) ∩ c(Γ1)E(v1, φ1) · · · ∩ −c(Γn)E(vn, φn) ∩ b ∩ c,
where for each i ≤ n we have Γ ⊆ Γi ⊆ω α+k, φi ∈ Fk(vi)∗∗, b is a generalized
diagonal and c is a generalized codiagonal as indicated above. By fact 6.6 (i)
we can assume that var(φi) ∩ {xα, · · ·xα+k−1} = ∅. For i ≤ n let ui = vi ↾ α.
Then ui ∈ αα(Id), and by fact 6.6 (i) φi ∈ F0(ui)∗∗. Let b′ = ∩{d
V0
ij : i, j ∈ ∆1}
and c′ = ∩{dV0ij : i, j ∈ ∆2, i 6= j}.
Let a = c(Γ0−Γ)E(u0, φ0) ∩ · · · c(Γn−Γ)E(un, φn) ∩ b
′ ∩ c′. Then a ∈ G(0)∗∗ and
an easy checked i(k)a = c(Γ)g.
Fact 6.9 . G(0)∗ = A(α).
Proof. Let u ∈ αα(Id) be one to one and r ∈ R. Then by definition we have
p(u, r) = E(u, Cr(x0, x1, · · · )).
Hence p(u, r) ∈ F0(u). Since G(0)∗∗ is a Wsα containing the generators of
A(α) it follows that that A(α) ⊆ G(0)∗∗. For the other inclusion it is enough
to show that for u ∈ αα(Id) and φ ∈ F0(u), we have E(u, φ) ∈ A(α). We start
by showing that E(u, T ) ∈ A(α) for all such u.
Case (a): u is one to one.
Let r ∈ R . Then c0(p(u, r)) ∩ c1(p(u, r)) = E(u, T ) ∈ A(α).
Case (b): u is not one to one.
Let J be a finite subset of α, such that u(J) ⊆ J and u(i) = i whenever i /∈ J .
Such a J exists, but of course is not unique. Fix one such J . Let u′ = u|J .
Then u′ : J → J . Let n = |Rgu′|. Then n < |J |, because u hence u′ is not
one to one. We next procced as in the finite dimensional case; correlating a
permuation v to u′ as follows: Let y ∈ nJ such that y(0) < · · · < y(n− 1) and
{u′y(0), · · ·u
′
y(n−1)} = Rgu
′.
For i < l put my(i) = min(u
′−1(u′y(i))). Choose v ∈ SJ ( a permutation on J)
such that v(my(i)) = u
′
y(i). Such a v exists. Let I = J − {my(0), · · · , my(l−1)};
suppose that I = {j0, · · · jk}, k ∈ ω and j0 < j1 · · · < jk. Let tli(x) = clx ∩ dil.
Let v∗ = v ∪ Idα−J . Then v∗ is a permutation on α, and like the finite case,
we have
t
uj(k)
j(k) ◦ · · · ◦ t
uj(0)
j(0) E(v∗, T ) = E(u, T ).
From case (a) we get that E(u, T ) ∈ A(α). Now let u ∈ αα(Id) and i, j ∈
ker(u). Then E(u, xi = xj) = E(u, T ) ∩ dij ∈ A(α). Also for all u, v ∈ Sα,
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we have by Lemma 1**(i), E(u, Cr(x0, x1, · · · )) = E(u, Cr(xv(0), · · · ) = p(u, r).
Finally by noting that E(u,¬φ) = E(u, T )−E(u, φ) we get the desired.
Fact 6.10 . A(α) ∈ INrαWsβ, for all β > α.
Proof. By fact 6.9, it suffices to show that A(α) ∈ NrαWsα+β for infinite β.
So let β ≥ ω. Let V0 = αW (s) be the unit of A(α).
Let w ∈ W . Let sβ = s ∪ {(i, w) : α ≤ i < β}. Then sβ ∈ βW . Let Vβ be
the weak space α+βW (sβ) and let C(α+ β), or simply C(β), be the full Wsα+β
with unit Vβ. For k < ω let i(k, β) be the function with domain G(k)
∗∗, such
that i(k, β)a = {s ∈ Vβ : s ↾ α + k ∈ a}, a ∈ G(k)∗∗. Then i(k, β) : G(k)∗∗ →
C(β). Let G(β) = SgC(β){i(k, β)G(k)∗∗ : 0 ≤ k < ω}. Then G(β) ∈ Wsα+β.
Moreover, it is easy to show that G(β) = ∪{i(k, β)G(k)∗∗ : 0 ≤ k < ω}. From
this together with facts 6.8 and 6.9, we get (using the same ideas of the proof
of fact 3.4) that A(α) ∼= NrαG(β), thus A(α) ∈ INrαWsα+β.
Finally we show
Theorem 4.10. The atom structure AtB is not weakly neat.That is for any
atomic D ∈ CAα if AtD ∼= AtB, then D /∈ NrαCAα+1.
Proof. Let D be an atomic algebra such that AtD ∼= AtB. Then D will contain
the term algebra which will be the disjoint copies indexed by αα(Id) except that
PId is countable. The same cardinality trick implemented above works. Had
it been a neat reduct that αs(0, 1)Pr = PId would be uncountable and this
cannot happen.
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