Introduction
In this era of scientific advancement, there are many fronts where theoretical developments are attempted in order to reproduce the experimental data. One of the most challenging aspect of physics is to be able to develop a many-body Theory for strongly interacting systems. Generally, Many-body problems are too complex to obtain an analytic solution. Therefore, One must use numerical techniques in order to explore the theoretical possibilities. An example of Many-body interacting system is interplay of electrons which are responsible for exotic properties of materials such as conventional or non-conventional superconductivity.
One of the first numerical technique applied to problems of many body systems is using Exact Diagonalization(ED) and Numerical Renormalization Group (NRG). Later, other techniques such as Lanczos, Classical Monte-Carlo, Quantum Monte-Carlo, and DMRG were developed. But these techniques comes with severe limitations. Arguebly, the most exact Numerical Technique available to us are Quantum Monte-Carlo and Density Matrix Renormalization Group(DMRG). Quantum Monte-Carlo has the severe "sign" problem which limits us from probing the fermionic systems. while, DMRG only works well with 1D or Quasi-1D problems such as a chain or ladder geometry. Here, I will introduce DMRG technique with its applications and results, but first let I shall introduce the general conditions for using a numerical technique.
In the Condensed matter systems, we generally work with the Fermi-liquid theory where we treat the collective behavior of electrons as non-interacting "quasi" particles with renormalized mass. The Fermi liquid theory can be treated for some small perturbative approximations in interacting environment. Although, this picture quickly breaks down when one attempts to explain low dimensional quantum systems combined with strong interactions. For example, In one dimensional quantum chain, the fermi surface is made of only two states (two points on the fermi surface), which prevents us from using any perturbative approximation. Another example is the Quantum Hall effect in 2D systems. System which can have the Quantum Hall effect is highly quantized and have no small parameter to be expanded perturbativly. Other examples are High-temperature superconductivity, colossal magnetoresistance, heavy-fermion systems. These systems are challenging as is, but moreover these phenomena often occurs in extreme environment, such as extreme temperature or pressure, high magnetic field with strong interactions.
To treat these highly complex systems, it is important for theorist to map the problem into a simpler model which can ignore the irrelevant freedoms, yet keeping only the interactions which are believed to be of relevance for a particular phenomena. This simplistic approach has achieved great success in past years with many materials using toy models. One of the most used model to simulate materials is the Hubbard model.
Although, these models are generally treated in some classical approximation as it was computationally not possible to solve the complete quantum system. recently, numerical technique such as DMRG was developed which can allow us to use these models to probe into the quantum nature of the system. Because of its ability to catch phenomena like quantum fluctuations and entanglement, DMRG was quickly adopted into quantum Information research. Later, many improvements and extensions, such as time-dependent DMRG, were developed making it a uniquely powerful technique.
DMRG has its roots in the Renormalization Group, which as first introduced by GellMann and Low et al. to able to treat problem of divergence in field theory. Kenneth G.
Wilson applied the idea of RG to a 1D quantum lattice model using numerical diagonalization, which came about to be known as Wilson's Numerical Renormalization Group (NRG). Wilson assumed that the low-energy states are most important for low-energy behavior of large 1D chain. Using this assumption, he was able to numerically integrate out degree of freedoms which corresponds to renormalization of the Hilbert space. It was later shown that the Idea of NRG was useful to describe the Anderson Impurity problem , but it did work for other systems [1] . In 1992, the ideas and problems of NRG were modified by Steve White to give us Density Matrix Renormalization Group [2, 3] . For introducing DMRG, It is best to start with a simplest model starting with the Exact diagonalization. Here, I will give an example of 1D Heisenberg model to show the basic Idea behind DMRG and when/why the method works.
Heisenberg Model
Heisenberg Hamiltonian is
where < ij > refers to sum over only the nearest neighbors. The possible configurations of the 2 site system are | ↑↑>, | ↑↓>, | ↓↑>, | ↓↓> .
We can see that the Hamiltonian matrix can be obtained by:
Here, index 1 and 2 refers to the site index. Now its easy solve for ground-state and the ground-state energy by using the Exact Diagonalization(ED). we obtained the well known result of the singlet ground-state (|0, 0 >= We may add a site to the system by using the previous results.
where
One can see that the size of the Hilbert space increases as 2 N , where N is the number of sites. For exact Diagonalization, the diagonalization of even a 10 site in 1D system becomes computationally challenging to solve. One way to make the ED more efficient is by using the symmetries of the Hamiltonian so that one could write the Hamiltonian in the block diagonal form. Even after the improvement of ED, This method also quickly runs out of steam which leads us to the idea of Renormalization Group (RG).
Renormalization Idea
Suppose, one can diagonalize the multi-spin Hamiltonian and obtain the ground state as a linear combination of all the possible spin configurations. (Fig 1a) . Hence, most of the contribution comes from only couple of different configurations. For Heisenberg model, we know that the singlet forms the ground state. Hence most of the contribution for Heisenberg model would come from states | ↑↓↑↓ ... > and | ↓↑↓↑ ... >. An obvious thing to do would be to truncate the basis to the few dozen spin configurations with the largest weights to retain the most interesting physics (Fig. 1a) . Wilson was able to apply this idea, which came to be known as the Numerical Renormalization Group (NRG). NRG efficiently truncates the Hilbert space to keep most of the ground state properties. It show to provide very accurate results for the Kondo impurity problem but it failed to capture physics for many other challenges of condensed matter physics. Although, we could make NRG more efficient if we have a way to transform the basis to further increase the weight on the left side by shifting contributions from tail to the left (Fig. 1b) . This simple idea was developed and applied by Steve White successfully in 1995. Steve White used the Reduced Density Matrix to shift most of the weight onto some spin configurations, almost eliminating the contributions from the tail (Fig. 1b ).
Reduced Density Matrix (RDM)
In NRG, one progressively increases the size of global system by adding one site at a time, where the original lattice is called the system(A) and added site is the environment(B). Here, the Hilbert space of the total system is obtained by using the tensor product of the Hilbert spaces of the system and environment, H A+B = H A ⊗ H B , with dimension of
We make use of the reduced density matrix because its a way to trace out the collective contribution of the environment bath (Fig. 2) . The reduced density matrix operator of the system(A) is defined bŷ
where |Ψ > represents the mixed states of the system and environment. The corresponding matrix form isρ
Figure 2: Shows a bipartite global system with a system attached to an environment bath.
Some of the Important properties of the reduced density matrix are:
1. RDM is Hermitian with real eigenvalues.
2. Its eigenvalues are all positive.
3. Trρ A = 1.
Eigenvectors of the RDM forms an orthonormal basis.
Therefore, the diagonal form of the RDM can be defined as:
with eigenvalues ω α and α ω α = 1.
Density Matrix Renormalization Group (DMRG)
With the introduction of the main ideas of DMRG and the density matrix, now we are ready to introduce the infinite system DMRG algorithm. Infinite system algorithm grows the system one site at a time by introducing the system to the environment(bath) which contains same number of sites as the system. As the sites are added, we truncate the Hilbert space using the RDM. Although there are two algorithm using which one can increase the system size, here I will only show the Infinite system algorithm. It is worth noting that the finite system algorithm gives more accurate and reliable results than than of the infinite systems. The algorithm's looping process is repeated until a desired number of sites are reached or we reach a minimum desired error in the energy. Again, we start by a simplistic example of 1D spin chain with Hamiltonian:
Algorithm Infinite DMRG
1. Choose a number of sites to make the system block.
2. Write down the Hamiltonian of system, H sys (2-site hamiltonian), in its proper basis.
3. Add a site to the system to form the left block (system+site).
4. Calculate the Heisenberg Hamiltonian for the left block, H Sys+site .
5. Similar to the Hamiltonian, one must obtain all the operators corresponding to the last site in the basis of system+site, using S α system+site = I sys ⊗ σ α .
6. After obtaining H sys+site for the left block, create a site+environment right block and obtain the Hamiltonian H site+Env . For this example, left block is the same as the right block. It is only spatially reflected so that the last site of the left block can be connected to the first site of the right block. Figure 3 : Picture of the superblock containing a system+site and site+environment.
System Environment
7. Combine blocks left and right to create a super block (Fig. 3) with the Hamiltonian H SB .
(a) The superblock for the Heisenberg model is created as
where subscript l and r represents the left and right block respectivly with I r and I l as the identities written in the basis of right and left block.
8. Diagonalize H SB , find the groundstate energy (E 0 ) and the corresponding groundstate (|Ψ 0 >).
9. Print the groundstate energy.
10. Write the ground state in the matrix representation such that 
where index i and j reprsents the left and right block respectively.
11. Obtain the reduced density matrix from the groundstate.
(a) Density matrix is defined as ρ = |ψ G >< ψ G |, where the ground state is
(b) The elements of density matrix can be written as < αβ|ρ|α β >= ρ 
where subscript 1 corresponds to the eigenvector with the highest eigenvalue. Eigenvectors are ordered such that:
14. All the left block operators (matricies) are transformed using O, which gives the new system hamiltonian and operators for the next iteration (Fig. 4) Figure 4 : Picture of the new system and new environment containing an added site to the original system.
New System New Environment
15. Use the new operators of new system to create the H newB by adding a site to the new system.
16. Use this new block of system, and return to step 6.
17. Do the above loop until the convergence of energy and operators are obtained.
Results of Heisenberg Model
Here, I will illustrate the accuracy of DMRG algorithm to solve one dimensional problem of the Anti-ferromagnetic(AFM) Heisenberg chain. I will show convergence of ground state energy per site by plotting it as a function of states to keep(m). I will be using the DMRG++ open source code developed by Dr. Gonzalo Alvarez at the Oak Ridge National Laboratory(ORNL) [4, 5, 6, 7] . It is important to note that even after keeping nearly 60 states, DMRG++ can obtain the results in matter of seconds,while Quantum Monte Carlo(QMC) would take at least an hour to obtain the same results. Moreover, DMRG++ can obtaine relaible results for upto 128 sites in a 1D chain, which is vitually impossible to do using QMC. . This small error is introduced by the truncation of the Hilbert space at every iteration. I also show the momentum space static spin spin correlations for this 1D chain (Fig. 6) .
For the sake of simplicity, I will not show show the mothod of calculating the static or dynamic correlation functions. The peak at q = π represents the fact that we have achieved a stable antiferromagnetic ordering (Fig. 6 ).
DMRG++ has been used in many other system with various models, even some multiorbital models. For example, recently DMRG was used to probe 1D chain of Iron-based Superconductors (Fe-Sc) using 3-orbital Hubbard model. Many novelty phases were found including a quantum phase transition [8] . Novelty magntic phases such as block antiferromagnetism were shown to be stable in the ground state of these systems [9, 10] . The exotic Orbital Selective Mott Insulating(OSMP) phase was also shown to exist for Fe-Sc. 
When and Why does DMRG Work?
The accuracy of DMRG is parameterized by three main parameters: truncation error, energy convergence and convergence of correlations. The truncation error is defined as sum of the weights from the truncated states, where "m" is the number of states which are kept during the trunction.
The convergence of correlations is generally slower than the convergence in Energy. Therefore, its usually not a good idea decide the accuracy of DMRG based only on the truncation error and the energy convergence. How fast the convergece is reached depends on the elements of the density matrix, which are strongly depended on the system. The simplest way to make DMRG more accurate is by keeping more number of states. Note that DMRG is exact as m → total number of states.
One of the most common error by a beginner is to use only the Infinite system algorithm on a finite system. Here, I will not talk about the finite system algorith but it can be easily found in many published review articles. In the finite system algorithm, one has to sweep back and forth on the lattice by either increasing or decreasing size of the environment. The sweeping on the lattice makes the algorithm more efficient for finte systems. Other errors of DMRG including the "sticking problem. In some peculiar cases, system gets stuck in some local minima of energy. One way to avoid this "sticking problem" is by introducing a source of randomness to the density matrix which may introduce enough fluctuations to escape the local minima.
Entanglement
One of the earlier mystry of DMRG was that it did not seem to work with the periodic boundary conditions. In 2003 (???) it was realized the problem lies in the "entanglement entropy" which quantifies the information that is needed to represent a quantum state. In quantum mechanics, we generally can not describe a part of the system without the information about rest of the system. For example, a state of Heisenberg spin chain with 2 sites can possibly have a state:
We can rewrite this state by using direct product between states containing linear combination of single spins.
since two spins carry the information individualy in a spin state, the state (|Ψ ) is not entangled. In otherwords, knowing the state of one spin gives us no information about the other. On the other hand, let us look at another example of a siglet state:
Notice, that this state can not be decoupled into a direct product between two separate states. Hence, This spins are completely entangled so that knowing the state of one spin can give you all the information about the other. The study of entangelment is a relatively new subject stuidied generally by quantum information scientists. In order to quantify the entagelment, we burrow from the quantum information scientists and make use of the "von Neumann Entagelment Entropy" which is defined using the reduced density matrix(ρ) of a bipartite system (Fig. 2) :
The groundstate of the 2-site Heisenberg model has a singlet ground state. We can obtain the reduced density matrix or the first spin(system) by tracing over the second spin(environment).
The entagelment entropy for this sytem is
One important property of reduced density matrix is that the maximally entangled system has a RDM which is proportional to the identity with entagelment entropy of log(2). since entagelment entropy is the amount of information needed to write a quantum state, we woud like minimize this in order to achieve accurate results with small number states. Later, It was found that the entagelment entropy changes as a function of the topology of the material.
Area Law
Another observation by white is that DMRG works with an amazing accuracy for 1D case, while it does not work well for higher dimensions. It turns out that this problem is also related to the entangelment. It was found that entanglement entropy of certain Hamiltonians is a strongly depended on the material's goemetry. Easiest way to explain the are law is by an example. Let us take a valence bond solid , where grey region is some boundary of local cluster and thick lines represents the singlet bonds (Fig. 7) . Since we know that a singlet has an entagelment entropy of log(2), its logical to conclude that the entanglement entropy is proportional to the area of the boundary of local cluster.
This is called the so called "Area Law". Now it should be clear that the entagelment entorpy has a strong dimensional depedence. This large increase in higher dimentional entropy prevents DMRG from providing accurate results with small number of states.
The Time-Dependent DMRG
We have established a good understanding of static groundstate DMRG. Let us attempt to solve the time-dependent DMRG problem. We start by simply attempting to solve the time-dependent schrodienger eqution.
which has a formal solution
In DMRG, the main idea is to renormalize the ground state at every step as we add a desired number of sites. For time dependent problem, we wish to transform our basis as time evolves such that during the truncation, we keep most of the information. After some attempts, the main step toward time-DMRG(tDMRG) was established using the Suzuki-Trotter Approach.
The Suzuki-Trotter Approach
In Quantum mechanics, we generally break up the discrete transformation (such as rotation) into N number of smaller(differential) transformation. This can be done because the transformation operators form a group. Here, we use similar method to break up the time evolution into many small steps from site to site. Let us start by evolving our ground state operator by repeatative differential evolution in time. We start by separating the odds and even terms.
All the terms in A and B are independent of each other as they do not share a site, meaning [H A , H B ] = 0.0. Therefore, one can write the evolution operator 
This suzuki-Trotter Decomposition can be applied to two nearest neighbor sites to evolve in time using e −iĤ i δt . We can take an example of Heisenberg model. The hamiltonian for two site problem is To obtain the exponential, One must diagonalize the hamiltonian, calculate the exponential in the diagonal basis (exponential of eigenvalues along the diagonal) and then transform back to the original basis using the eigenvectors.
The implimentation of tDMRG algorithm is similar to the static algorithm, with few changes. First, one must run the static DMRG inorder to calculate the t=0 ground state. Perturb the hamiltonian and turn off the diagonalization (Lanczos or Davidson) which is used to obtain the ground state energy. Start sweeping back to the 1 st site by applying the evolution operator to every even (odd) sites and then sweep back to the final site using the odd site (even).
Conclusion
In conclusion, DMRG is an exotic new technique which gives results with an amazing accuracy for the ground state of 1 dimentional systems. The main parameter which prevents DMRG from working with systems of higher dimension is the entanglement entropy. I showed that entanglement entropy is directly related to the geometry of the system. Higher dimensions increases the entagelment entropy, requiring more information to form a state. An infinite system algorithm for static DMRG was given with a general introduction about the time-dependent DMRG. It is a technique which is not only useful in the Condensed Matter Physics, but also a very important subject of research for Quantum Information Theory. It is a tool which allows us to probe into the Quantum nature of the system without losing information about the dynamics of the system.
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