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We prove that a propositional Linear Temporal Logic with Until and Next (LTL) has unitary
unification. Moreover, for every unifiable in LTL formula A there is amost general projective
unifier, corresponding to some projective formula B, such that A is derivable from B in LTL.
On the other hand, it can be shown that not every open and unifiable in LTL formula is
projective. We also present an algorithm for constructing a most general unifier.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Unification is fundamental for many areas of Mathematical Logic and Computer Science (CS), like automated deduction,
proof theory and artificial intelligence (AI) in general. The goal of unification is to find for any two given terms t and q
a substitution that makes the terms t, q equal modulo some equational theory. Currently it is become an active area of
research in CS (cf. Baader and Nipkow [5], Baader and Snyder [3], Baader et al. [1,2,4], Ghilardi [8–11], Oliart et al. [22], Levi
et al. [21]). It is also relevant to recall that Prolog language, was obtained from the previous-generation Planner, by using
unification.
In terms of puremathematical logic, unification operation is of fundamental nature as well. It consists in finding whether
two formulas can be made logically equivalent by applying some substitution. Unification problem also subsumes the
substitution problem: whether a formula can be made a theorem after replacing a part of variables (keeping the same value
for coefficients — parameters, cf. V. Rybakov [25,26], where the problem is solved for intuitionistic logic and modal logic
Grz).
Algebraically, solving a unification problem means finding solutions for a system of algebraic equations in free algebras,
corresponding to logics in question, and to describe all their solutions. Pure algebraic counterpart for this is the famous
A. Tarski problem on finding solutions for algebraic equations with coefficients as free generators in free groups.
✩ This work was supported by the Engineering and Physical Sciences Research Council, UK [EP/F014406/1].∗ Corresponding author at: Department of Computing and Mathematics, Manchester Metropolitan University, John Dalton Building, Chester Street,
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More specifically, a unification problem modulo some equational theory E, means that we have to find for any pair of
terms t1, t2 a substitution σ such that σ(t1) =E σ(t2).1 In the context of modal and temporal logics, equational unification
is closely related to the ‘‘matching problem’’: find for a formula α a substitution which makes σ(α) a theorem. That can be
seen as finding an (equational) unifier that makes α and constant term⊤ equal modulo corresponding equational theorem.
On the other hand, if σ is an equational unifier for t1 and t2, then it also ‘‘matches’’ formula t1 ↔ t2 with a theorem. Based on
these observations, we talk, following recent trend, ‘‘unification problem’’ instead of ‘‘matching problem’’ in such contexts.
Unifiers for the same formula can be ‘‘preordered’’ depending on which one can be expressed as a substitutional variant
of another, which leads to the question of finding a most general or maximal unifiers. Unification type of a theory can be
nullary, unitary, finitary or infinite depending on the cardinality of the set of incomparable maximal unifiers.
Unification in propositionalmodal logics over K4was extensively studied byGhilardi [8,9]. He developed a novelmethod,
based on Löwenheim approach,which has proved to be also useful in dealingwith admissibility and bases of admissible rules
[13]. In its turn, admissibility problem (to determine for any given rule if this rule is admissible for a given logic),was essential
part of the research in non-classicalmathematical logic (modal, intuitionistic, temporal, cf. Rybakov [25–28,24], Iemhoff [13,
15], Iemhoff andMetcalfe [14], Jerabek [16–18]). In particular, in [24] the admissibility problem is solved for linear temporal
logicLTL. On computational side, the unification technique for modal logic, developed by S. Ghilardi (see citations above),
turned out to be a useful instrument (hismethods also allowed S. Ghilardi to get decidability of admissibility for intuitionistic
logic and modal logic S4 as well, and, as a consequence, to find a new elegant solution for admissibility problem in those
logics).
Thementioned impressive results concerning unification, and importance of the linear temporal logicLTL for CS, raises
the problem of solving unification problem (identify, describe and construct possible unifiers) for LTL. The main result
of our paper is solution of this problem. We show that for any given formula there is a most general unifier, and we
describe algorithms how to construct it. The technique used continues the work of [7] and combines the methods from
[23,24] and [8].
The paper is structured as follows. In Section 2,we give basic definitions and terminology concerning propositional Linear
Temporal Logic with Until and Next. In Section 3, we set the problem of unification in the context of modal logics and
introduce the core tool of our approach: schemes of characters. Namely, an α-character is a conjunction of a Hintikka-set
of subformulas of α and a scheme lists characters with possible N-transitions between them. Section 4 shows that: (1)
projective unifiers can be constructed from special kind of schemes, open and extensible (Proposition 1); (2) if a scheme for a
unifier σ is included in open and extensible one, then the unifier is a substitutional variant of the corresponding projective
unifier (Lemma 5). Since open and extensible schemes are closed under finite unions (Lemma 3), for every unifiable formula
there is always a most general unifier (Theorem 1). In Section 5, we show how the method of Section 4 can be made
algorithmic.
2. PropositionalLTL: syntaxis and semantics
To define formulas ofLTL, we fix an enumerable set Var := {x1, x2, x3, . . . } of propositional variables. The formulas over
the propositional language
L := ⟨∨2,∧2,→2,¬1,N1,U2⟩
are defined by the following grammar:
α ::= xi | α1 ∧ α2 | α1 ∨ α2 | α1 → α2 | ¬α1 | Nα1 | α1Uα2.
The set of all L-formulas is denoted by FmL. For a formula α, Var(α) will denote the set of all variables occurring in α. We
will also use the common abbreviations:⊤ := x ∨ ¬x,⊥ := x ∧ ¬x, ♦α := ⊤Uα, α := ¬♦¬α.
Let N := ⟨N,N⟩ be the Kripke structure based on natural numbers N = {0, 1, 2, 3, . . . }, where N ⊆ N × N (N stands
for Next) is defined as N := {(i, i+ 1) | i ∈ N}. LogicLTL (Linear Temporal Logic) is defined to be the set of allL-formulas
valid in all Kripke models based on the frame N , i.e, LTL is the set of all formulas α ∈ FmL such that for any valuation of
the variables ν : Var(α)→ 2N,N ν α, where the truth-values of non-boolean operations N and U are defined as follows:
N , i ν Nα ⇐⇒ N , i+ 1 ν α,
N , i ν αUβ ⇐⇒ ∃j ⩾ i (N , j ν β &∀k(i ⩽ k < j =⇒ N , k ν α)) .
We will be using N both as an operation symbol, as well as the name for the corresponding accessibility relation. Also note
that in some sources (e.g. [20]) the above defined operator U is referred to as weak-until.
By

i∈I Mi we denote the disjoint union of the family of models {Mi}i∈I .
1 We do not consider separately the general unification problem for a finite set of equations, because in our case it can be reduced to the unification
problem of a pair of terms.
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Definition 1. For a fixed set {x¯} := {x1, . . . , xn} of propositional variables, let
N(x¯) :=
⟨N , ν⟩ | ν : {x¯} → 2N .
We will also denote the model ⟨N , ν⟩ byNν . 
In other words, N(x¯) is the direct sum of all possible models based on N . In the literature, Nν ’s are referred sometimes to
as (computational) runs.
Given a valuation ν : {x¯} → 2N, there is an associated ν∗ : N → P (x¯) with ν function, which is defined by
ν∗(i) = {x ∈ {x¯} | i ∈ ν(x)}. Conversely, if ν∗ : N→ P (x¯) is given, the original valuation can be unambiguously restored as
ν(x) = {i ∈ N | x ∈ ν∗(i)}.
It follows directly from the definition ofLTL, that N(x¯) is an n-characterizing model forLTL, i.e., for everyL-formula
α(x¯):
α(x¯) ∈ LTL ⇐⇒ N(x¯)  α.
To refer to: (1) an element i; (2) an interval i, . . . , j; (3) an initial segment 0, . . . , i; and (4) an unbounded interval
i, i+ 1, . . . ; of Nν , we write (1) Nν[i], (2) Nν[i:j], (3) Nν[:i], (4) Nν[i:], respectively. Obviously Nν[i:] is the open submodel
of Nν , the elements of which start from i ∈ Nν . Also note that Nν[i:] is isomorphic to some Nµ from the same N. By
Nν[i:j] +Nµ[k:]we denote the modelNη based on N, such that
η∗(m) =

ν∗(i+m) form = 0, 1, . . . , j− i;
µ∗(k+m− (j− i+ 1)) form = j− i+ 1, . . . .
Definition 2. LetN = ⟨F , ν⟩ be a Kripke model, such that dom(ν) = {y¯}, and let σ : FmL(x¯)→ FmL(y¯) be a substitution.
A Kripke modelM = ⟨F , µ⟩, with dom(µ) = {x¯} is the σ -definable variant ofN if for every x ∈ dom(µ)
F , w µ x ⇐⇒ F , w ν σ(x).
The valuation µ in Definition 2 is uniquely determined by the equivalence. We will call it the defining substitution for the
definable variantM ofN and denote it by σ(ν).
We will be primarily interested in definable variants based on N. Suppose σ : FmL(x¯) → FmL(y¯) is a substitution. Let
Nσ (y¯) (Nσ for short) denote the σ -definable variant of N(y¯). Note that Nσ (y¯) is actually a model over the variables x¯, not
y¯. We denote by Nσ(ν) the direct summand of Nσ (x¯) corresponding to a direct summand Nν of N(y¯). The main property of
definable variants is
Nσ (y¯), w  α(x¯) ⇐⇒ N(y¯), w  σ(α(x¯)),
for allw ∈ N(y¯) and all formulas α(x¯). Further on, we will use this property without explicit reference.
3. Unification and Unifiers
A substitution σ : FmL(x¯) → FmL(y¯) is called a unifier for α(x¯) (α-unifier, for short), if σ(α) ∈ LTL. An L-formula α
is open (inLTL) if α ↔ α ∈ LTL. Further on, we will write α =LTL β , if α ↔ β ∈ LTL.
Remark 1. Because LTL is a normal logic, unifiers for α and α coincide. Indeed, by Necessitation Rule: σ(α) ∈ LTL
implies σ(α) ∈ LTL. For the other direction, suppose σ(α) = σ(α) ∈ LTL. Then, because x → x ∈ LTL,
σ(α) ∈ LTL, as needed.
Suppose σ : FmL(x¯)→ FmL(y¯) and δ : FmL(x¯)→ FmL(z¯) are two α-unifiers. We say that σ ismore general than δ (in
symbols, δ ⩽ σ ), if there exists a substitution µ : FmL(y¯)→ FmL(z¯), such that for all x ∈ {x¯}
δ(x) =LTL µ(σ(x)).
Given two substitutions σ : FmL(x¯)→ FmL(y¯) and δ : FmL(y¯)→ FmL(z¯), their composition δ ◦σ : FmL(x¯)→ FmL(z¯)
is defined as (δ ◦ σ)(x) = δ(σ (x)). Thus δ ⩽ σ if there exists µ, such that δ(x) = (µ ◦ σ)(x) for all x ∈ dom(δ) = dom(σ ).
Relation ⩽ is a preorder (i.e. a reflexive and transitive binary relation) on the set of unifiers of a unifiable formula. If there is
a unifier, that is more general than all the others, it is called a most general unifier (for the formula). Two α-unifiers σ and δ
are calledLTL-equivalent if σ(x) =LTL δ(x), for all x ∈ Var(α). There can be more than one non-logically equivalent most
general unifiers. They are still can be presented as substitutional variants of each other. If for every unifiable formula, there
is a most general unifier, we say that the unification problem in that logic is unitary or that the logic has unitary unification.
We will show thatLTL has unitary unification.
At the core of our approach lie schemes of characters.
For a formula α, Sub(α) denotes the set of subformulas of α. Suppose α(x¯) is anLTL-formula. For every X ⊆ Sub(α)we
define an α-character φX (α) to be
φX (α) :=

γ∈X γ ∧

γ∈Sub(α)\X ¬γ .
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We denote by Xsynt(α) the set of all α-characters for a given α. Obviously not all φ ∈ Xsynt(α) are satisfiable in LTL. For
instance, if γ , βUγ ∈ Sub(α) and γ ∈ X , to make φX (α) satisfiable, βUγ must be in X . More formally, supposeM is an
LTL-model with a valuation ν, such that dom(ν) = {x¯}, and letw ∈M. We denote by φMw (α) the α-character φX (α), such
thatM, w  φX (α). This φMw (α) is uniquely determined, since X = {γ ∈ Sub(α) | M, w  γ }. Let N(x¯) be the model from
Definition 1, then the set X(α) of satisfiable α(x¯)-characters is defined by
X(α) := {φN(x¯)w (α) | w ∈ N(x¯)}.
More generally, suppose anLTL-formula α(x¯) is fixed and let σ : FmL(x¯)→ FmL(y¯) be a substitution. We define
Xσ (α) := {φNσw (α) | w ∈ Nσ },
N˜σ (α) := {⟨φNσu (α), φNσv (α)⟩ | u, v ∈ Nσ & uNv}.
Thus Xσ (α) is the set of satisfiable inNσ (y¯) α-characters and N˜σ (α) is the set of realizable inNσ (y¯) N-transitions between
α-characters. We will use the same notation Xσ (α) to denote the frame ⟨Xσ (α), N˜σ (α)⟩.
Whenever α is given, we may drop mentioning α in X+(α), and in all similar contexts. For the identity substitution
ε : FmL(x¯)→ FmL(x¯), the set of characters Xε(α) is equal to the set of all satisfiable α-characters. Therefore, we will write
X(α) = ⟨X(α), N˜(α)⟩ instead of Xε(α) = ⟨Xε(α), N˜ε(α)⟩.
Let functions θB, θN be defined as follows
θB : X(α)→ P (Var(α)) : θB(φX (α)) := {x ∈ Var(α) | x ∈ X};
θN : X(α)→ Sub(α) : θN(φX (α)) := {γ ∈ Sub(α) | Nγ ∈ X}.
A subgraph G = ⟨X,N⟩ ⩽ X(α) (i.e., X ⊆ X(α) and N ⊆ N˜(α)) is called an α-scheme. There is a special α-scheme that
can be associated with any satisfiable formula α, this is X+(α) := ⟨X+(α),NX+(α)⟩, where X+(α) = {φX ∈ X(α) | α ∈ X}
and N˜X+(α) = N˜ ∩ X+(α) × X+(α) is the restriction of N˜ on X+(α) . It is easy to see that for φX ∈ X(α): φX ∈ X+(α) iff
φX → α ∈ LTL. An α-character φ is positive if φ ∈ X+(α). Accordingly, an α-scheme G = ⟨X,N⟩ is positive if X ⊆ X+(α).
Lemma 1. Let α(x¯) be anLTL-formula and σ : FmL(x¯)→ FmL(y¯) a substitution. Then the following hold
1. σ is an α-unifier iff Xσ (α) is positive;
2. σ is an α-unifier iff Xσ (α) ⩽ X+(α) as graphs.
Proof. 1. Suppose σ : FmL(x¯)→ FmL(y¯).
(⇒) Suppose σ is an α(x¯)-unifier. ThenN(y¯)  σ(α), thereforeNσ (y¯)  α. Thus, for everyw ∈ Nσ (y¯): φNσw ∈ X+(α).
(⇐) By the definition of Xσ (α),Nσ (y¯) φ∈Xσ φ. It follows from Xσ (α) ⊆ X+(α), thatNσ (y¯)  α, henceN(y¯)  σ(α).
2. Suppose φN˜σψ . Then there exists a runNν ⊆ Nσ (y¯) and i ∈ Nν such thatNν[i]  φ andNν[i+ 1]  ψ . This run also
occurs inN(x¯), therefore φN˜ψ . 
4. Schemes for projective unifiers
Suppose α is anLTL-formula and letG = ⟨X,N⟩ be an α-scheme. ThenG is open (inX(α)) if 1)G = ⟨X, N˜X ⟩; 2) if φ ∈ G,
ψ ∈ X(α) and φN˜ψ , then ψ ∈ G. An example of an open α-scheme is given by X+(α) in the case of α open.
An α-character φX ∈ X(α) is self-dependable if there is a direct summandNν inN(x¯), such that ν is constant andNν  φX .
We will see that, if α is unifiable, then there is always a self-dependable φ in X+(α).
We call a scheme G = ⟨X,N⟩ extensible if (1) G contains a self-dependable α-character; (2) for every φ ∈ G there is
an N-path φ0, φ0, φ1, . . . , φ in G (i.e. the path that starts at an N-reflexive element φ0, ends at φ and every pair ⟨φi, φi+1⟩
belongs to N). Typical examples of extensible α-schemes are provided by unifiers:
Lemma 2. If σ is a unifier for α(x¯), then Xσ (α) is extensible.
Proof. Suppose σ : FmL(x¯) → FmL(y¯) is a unifier for α(x¯). Then Nσ (y¯)  α(x¯), and, in particular, for every w ∈ Nσ (y¯)
there is a unique α-character φ ∈ Xσ such thatNσ (y¯), w  φ.
(1) Take any constant direct summandNν ofN(y¯). Then the direct summandNσ(ν) inNσ (y¯) is also constant. Let φ ∈ Xσ
be such thatNσ(ν)  φ. Then φ is self-dependable, becauseNσ(ν) is also a direct summand ofN(x¯).
(2) Suppose φ ∈ Xσ . In particular, it means that there exists a direct summand Nσ(ν) of Nσ (y¯) and i ∈ N, such that
Nσ(ν)[i]  φ. Without loss of generality, we can assume that i = 0. Denote bym themaximal length of nested N-occurrences
in α. Let η be any constant direct summand ofN(x¯). Consider the modelNµ := Nη[:m] +Nν . Then φNσ(µ)0 = φNσ(µ)1 . So the
sequence φ
Nσ(µ)
0 , φ
Nσ(µ)
1 , . . . , φ
Nσ(µ)
m , φ
Nσ(µ)
m+1 satisfies condition 2 for the definition of extensible α-schemes. 
LetC = {Gi}i∈I be a set of subgraphs ofX(α), where eachGi = ⟨Xi,Ni⟩ (this set is always finite, becauseX(α) is finite). The
union of C is the graph

i∈I Gi := ⟨

i∈I Xi,

i∈I Ni⟩. The following properties of unions follow directly from the respective
definitions:
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Lemma 3. For a givenLTL-formula α:
1. a union of any family of open α-schemes is open;
2. a union of any family of extensible α-schemes is extensible.
An open LTL-formula α(x¯) is projective (in LTL) if there is an α-unifier σ : FmL(x¯) → FmL(x¯), such that α →
x∈{x¯}(x ↔ σ(x)) ∈ LTL. Then σ , in its turn, is called a projective unifier for α (or α-projective, for short). If this σ is also a
unifier for some other formula β(x¯), we call σ an α-projective β-unifier. This terminology may differ from that used in some
other sources.
Our approach conceptually follows [9]. Let α(x¯) be an LTL-formula and let β = φ∈X φ be a disjunction of some set
X ⊆ X(α) of satisfiable α-characters.Wewill define three kinds of substitutions related to β . The first kind σ β(φ) : FmL(x¯)→
FmL(x¯) is defined only for self-dependable φ ∈ X:
σ
β
(φ)(xi) :=

♦β → xi if xi ∈ θB(φ)
♦β ∧ xi if xi /∈ θB(φ).
For the second kind, let φ,ψ ∈ X and φN˜ψ . Then σ βφ,ψ : FmL(x¯)→ FmL(x¯) is defined by
σ
β
φ,ψ (xi) :=

(Nψ → β)→ xi if xi ∈ θB(φ)
(Nψ → β) ∧ xi if xi /∈ θB(φ).
The third kind of substitutions is defined only for N˜-reflexive φ ∈ X:
σ
β
(φ](xi) :=

(Nφ → β)→ xi if xi ∈ θB(φ)
(Nφ → β) ∧ xi if xi /∈ θB(φ).
The actions of the above-mentioned substitutions can be described as follows.
Lemma 4. SupposeNδ is a definable variant ofN(x¯). For everyNν fromN(x¯)
1. if µ = σ β(φ) ◦ δ and β is open, thenNµ(ν) is such that it
(a) is identical toNδ(ν) (in terms of its valuation), ifNδ(ν) ̸ ¬β; or
(b) gets a constant valuation, ifNδ(ν)  ¬β . In fact, in this case,
µ(ν)∗(i) = θB(φ), all i ∈ Nµ(ν).
2. if µ = σ βφ,ψ ◦ δ, thenNµ(ν) is identical toNδ(ν) except for the points i, such thatNδ(ν), i  Nψ ∧ ¬β , where µ∗(i) = θB(φ).
3. ifµ = σ β(φ] ◦ δ, thenNµ(ν) is identical toNδ(ν) except for the points i, such thatNδ(ν), i  ♦(Nφ∧¬β), whereµ∗(i) = θB(φ).
Proof. Let us first prove the following general observation: Suppose a ⊆ {x¯}, γ (x¯) ∈ FmL(x¯) and let σ : FmL(x¯)→ FmL(x¯)
be defined as follows
σ(x) =

γ → x if x ∈ a,
γ ∧ x if x /∈ a.
Then for every i ∈ Nν
σ(ν)∗(i) =

ν∗(i) ifNν[i]  γ , (a)
a ifNν[i] ̸ γ . (b)
Indeed, let i ∈ Nν andNν[i]  γ . Then for
x ∈ a: Nσ(ν)[i]  x ⇐⇒ Nν[i]  γ → x ⇐⇒ Nν[i]  x,
x /∈ a: Nσ(ν)[i]  x ⇐⇒ Nν[i]  γ ∧ x ⇐⇒ Nν[i]  x.
Similarly, ifNν[i] ̸ γ , then for
x ∈ a: Nσ(ν)[i]  x ⇐⇒ Nν[i]  γ → x ⇐⇒ Nν[i]  ⊥→ x ⇐⇒ true,
x /∈ a: Nσ(ν)[i]  x ⇐⇒ Nν[i]  γ ∧ x ⇐⇒ Nν[i]  ⊥∧ x ⇐⇒ false.
Taking formulas Nφ → β and (Nφ → β) instead of γ , respectively, and θB(φ) instead of a in σ , we obtain directly clauses
2 and 3.
For clause 1 (recall that σ β(φ) is defined only for self-dependable φ ∈ X), take ♦β instead of γ and again θB(φ) instead of a.
IfNν ̸ ¬β , then, since β is open,Nν  ♦β . Hence, by (a), σ(ν)∗(i) = ν∗(i), for all i ∈ Nν .
IfNν  β , thenNν ̸ ¬♦β , therefore, by (b), σ(ν)∗(i) = θB(φ) for all i ∈ Nν . 
Proposition 1. Let G = ⟨X, N˜X ⟩ ⩽ X+(α) be a positive, open and extensible α-scheme. Then there is a projective unifier π for
formula β :=φ∈X φ, which is open, and, as a consequence, π is a unifier for α. Besides Xπ (α) = G as graphs.
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Proof. Since G is open in X(α), β =φ∈X φ is an open formula. It follows from Lemma 4 that if β is open, then
all three kinds of substitutions: σ βφ,ψ , σ
β
(φ] and σ
β
(φ), do not change
the valuation at the points of runs, where β already holds true. (∗)
Since G is extensible, there is a self-dependable ψ ∈ X and, for any given φ ∈ X , we can fix an N˜-path φ0N˜φ0N˜ . . . N˜φnN˜φ
(or may be just φN˜φ) of α-characters, such that all α-characters belong to X . Based on such paths let us built for every φ ∈ X
a composite substitution (the rightmost substitution is applied first and so on)
πφ := σ β(φ0] ◦ σ
β
φ1,φ2
◦ · · · ◦ σ βφn,φ .
Let
π :=
∏
φ∈X
πφ

◦ σ β(ψ) (∗∗)
where the order in the product is not important, but let us assume that it is fixed. Thenπ is a projective unifier corresponding
to β . Indeed, we have that
(a) π is a β-unifier. Indeed, suppose i ∈ N(x¯).
If i belongs to a run Nν , such that Nν  ¬β . Then, by Lemma 4(1), Nσβ
(ψ)
(ν)
 ψ , hence N
σ
β
(ψ)
(ν)
 β , and, by (∗) ,
Nπ(ν)  β .
If i is such thatNν[i]  β , then, again by (∗) ,Nπ(ν)  β , as needed.
Suppose now thatNν[i]  ¬β andNν[i]  ♦β . Let j > i be the first point whereNν[j]  β , then there is an α-character
φ ∈ X , such thatNν[j]  φ.
It follows from Lemma 4, that only a substitution σ of the kind σ β...,φ or σ
β
(φ] from π will change the valuation at the points
ofNν . Let us look at the first occurrence of such substitution (at least one occurs in π ; see first substitution in πφ).
If σ = σ β(φ], then after its application, by Lemma 4(3), all points k < j will get the valuation of the variables given by
θB(φ). Since φ is N˜-reflexive, it can be shown inductively on the length of subformulas of α, that after application of σ all
k < j satisfy φ, hence β . Therefore, by (∗),Nπ(ν)[i]  β , as needed.
If σ = σ βφk,φ , then after its application, the valuation of the variables at point j − 1 is given by θB(φk). It can be shown
inductively on the length of subformulas, that after application of σ , point j− 1 satisfies φk. By the construction of π , after
σ
β
φk,φ
will follow σ βφk−1,φk , σ
β
φk−2,φk−1 , . . . until σ
β
(φ0]. Applying arguments from above inductively, we obtain that iwill satisfy
some φl ∈ X , therefore, eventually,Nπ(ν)[i]  β , as needed.
(b) π is β-projective.
According to (∗) , substitutions used to compose φ do not change the valuation at the worlds ofN(x¯)where β =φ∈X φ
already holds. ThusN(x¯)  β →x∈{x¯} (x ↔ π(x)), as needed.
(c) Xπ (α) = G as graphs.
(⊆) Let φ ∈ Xπ (α). Then there is a w ∈ Nπ , such that Nπ , w  φ. But π is a unifier for β , therefore Nπ , w  β , hence
φ ∈ X . (⊇) Let φ ∈ X , then, since X ⊆ X(α), there is a w ∈ N = N(x¯), such that N, w  φ, hence N, w  β . Therefore, by
(∗) , Nπ , w  φ, hence φ ∈ Xπ . (⩽) Since G is a full subgraph of X+(α), and X = Xπ as sets, then Xπ (α) ⩽ G. (⩾) Suppose
φ,ψ ∈ X and φN˜ψ . Then there exists a runNν ⊆ N(x¯) and i ∈ Nν such thatNν[i]  φ andNν[i+ 1]  ψ . Since φ,ψ ∈ X ,
thenNν[i]  β ,Nν[i+ 1]  β , and, by (∗) ,Nπ(ν)[i]  φ andNπ(ν)[i+ 1]  ψ , therefore ⟨φ,ψ⟩ ∈ N˜π . 
Lemma 5. Let α(x¯) be an openLTL-formula and σ : FmL(x¯)→ FmL(y¯) is an α-unifier, such that Xσ (α) ⩽ G, for some open,
positive and extensible α-scheme G. Then σ ⩽ π , where π is the α-unifier, projective for formula β := φ∈G φ, described in
Proposition 1.
Proof. By Proposition 1, Xπ = G. Since Xσ ⊆ Xπ , for every w ∈ Nσ (y¯): Nσ , w  β . Therefore, since β → x∈{x¯}(x ↔
π(x)) ∈ LTL, then Nσ , w  x∈{x¯}(x ↔ π(x)). Thus Nσ (y¯)  x∈{x¯}(x ↔ π(x)), therefore N(y¯)  x∈{x¯}(σ (x) ↔
σ(π(x))), hence also

x∈{x¯}(σ (x)↔ σ(π(x))) ∈ LTL and σ ⩽ π , as needed. 
Lemma 6. Let σ be a unifier for an open LTL-formula α. Then there exists an α-unifier π , projective for some formula β , such
that σ ⩽ π and
1. Xσ (α) ⩽ Xπ (α);
2. Xπ (α) is open, positive and extensible.
Proof. Let X := {φ ∈ X(α) | (∃ψ∈Xσ ) ψN˜∗φ}, where N˜∗ is the reflexive transitive closure of N˜. Then the following holds
for the scheme G := ⟨X, N˜X ⟩:
(a) X ⊆ X+(α). Indeed, Xσ itself is a subset of X+ by Lemma 1. Also X+ is open since α is open. Therefore X , as the
smallest open scheme containing Xσ , is contained in X+.
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(b) G is open in X(α) by construction.
(c) G is extensible. Indeed, G contains a self-dependable α-character, because Xσ does. Suppose now ψ ∈ G. Then there
is an N˜-pathψ0, . . . , ψ , such thatψ0 ∈ Xσ . By Lemma 2,Xσ is extensible, therefore there exists an N˜σ -path φ0, φ0, . . . , ψ0;
so the composite path φ0, φ0, . . . , ψ0, . . . , ψ starts at a reflexive point, ends at ψ and lies inside of G, as needed.
By Proposition 1, there is a substitution π , projective for β :=φ∈X φ, such that Xπ = G as graphs. By the construction
of G, Xσ ⩽ G, therefore Xσ ⩽ Xπ . Since Xσ ⊆ Xπ = G, for every w ∈ Nσ (y¯): Nσ , w  β . Therefore, since
β → x∈{x¯}(x ↔ π(x)) ∈ LTL, then Nσ , w  x∈{x¯}(x ↔ π(x)). Thus Nσ (y¯)  x∈{x¯}(x ↔ π(x)), therefore
N(y¯) 

x∈{x¯}(σ (x)↔ σ(π(x))), hence also

x∈{x¯}(σ (x)↔ σ(π(x))) ∈ LTL and σ ⩽ π , as needed. 
Theorem 1. Every unifiableLTL-formula α has a most general unifier.
Proof. In view of Remark 1, we can assume that α is open. By Lemma 6(2), since α is unifiable, the family of all open,
extensible and positive α-schemes is not empty. Let X∗(α) be the union of this family. It is obviously positive, and also
open and extensible, by Lemma 3. Now let σ be any α-unifier. Then, by Lemma 6, Xσ (α) ⩽ H , for some open, positive and
extensible α-schemeH . Therefore, Xσ (α) ⩽ H ⩽ X∗(α), hence, by Lemma 5, σ ⩽ π , where π is the α-unifier, projective
for β =φ∈X∗(α) φ, obtained in Proposition 1. 
Amost general unifier π (in fact a family of them) constructed in Proposition 1might not take into account some specific
properties of the formula in question, and oftentimes can be significantly simplified. Let us look at a simple example.
Example 1. Let α := (xUy). Since α → α ∈ LTL, we have only 3 distinct α-characters in X+(α):
φ0 := x ∧ y ∧ . . . , φ1 := ¬x ∧ y ∧ . . . , φ2 := x ∧ ¬y ∧ . . . ,
where . . . stands for the common part xUy ∧ (xUy). Correspondingly, the graph X+(α) includes edges ⟨φ0, φ0⟩, ⟨φ1, φ1⟩,
⟨φ2, φ2⟩, ⟨φ0, φ1⟩, ⟨φ1, φ0⟩, ⟨φ0, φ2⟩, ⟨φ2, φ0⟩, ⟨φ2, φ1⟩, ⟨φ1, φ2⟩. Although φ0, φ1, φ2 might all look interchangeable, only
two of them, φ0 and φ2 are self-dependable. Let us look at N(x, y). There are four types of runs Nν ⊆ N(x, y), where ¬α
holds:
· · · ¬α◦ N−→φi◦ N−→α◦ N−→ · · · and ¬α◦ N−→¬α◦ N−→ · · · N−→¬α◦ N−→ · · ·
where φi can be φ0, φ1 or φ2. They all can be made to satisfy α by one application of the following substitution δ:
δ(x) = α → x, δ(y) = α → y.
So δ(α) = ((α → x)U(α → y)) = (((xUy) → x)U((xUy) → y)). Let us check that δ is an α-unifier. It suffices to
prove that (α → x)U(α → y) ∈ LTL. Suppose i ∈ Nν ⊆ N(x, y) and i ̸ α → y (if i  α → y, then i  (α → x)U(α → y)
and we are done). Then there exists j > i, such that j  α → y. (Indeed, otherwise, for all j ⩾ i, j  (xUy), j ̸ y. In
particular, j  xUy and there must be k ⩾ j ⩾ i, such that k  y, a contradiction.) Let then j be the smallest number such
that j ⩾ i and j  α → y. By induction on k = j − 1, . . . , i we will prove that k  (α → x)U(α → y). Indeed, k ̸ α → y,
i.e., k  (xUy) and k ̸ y. In particular, k  xUy, so k  x. Thus k  α → x. Since k  α → x, k ̸ α → y holds for all
k = i, . . . , j− 1 and j  α → y, then i  (α → x)U(α → y), as needed.
Finally, it is easy to show that δ is a most general α-unifier. Suppose σ is some α-unifier, then for z ∈ {x, y}
σ(z) =LTL ⊤→ σ(z) =LTL σ(α)→ σ(z) =LTL σ(δ(z)).
Thus σ ⩽ δ, as needed. 
Even though, any unifiable in LTL formula α has a most general unifier, which is β-projective for some projective
formula β , such that β ⊢LTL α, formula α itself is not necessarily projective.
Example 2. Formula α = (x ∨ (¬x ∧ Nx)) is unifiable but not projective.
Proof. Substitution x → ⊤ is an obvious unifier for α. Suppose now α is projective and π is the corresponding projective
substitution. Consider the runNν ⊆ N(x):
x◦ N−→¬x◦ N−→x◦ N−→x◦ · · · .
SinceNν[1:]  α, thenNν[1:]  x ↔ π(x). Therefore, notwithstanding eitherNν[0]  π(x) orNν[0] ̸ π(x), we have that
Nν[0] ̸ π(x) andNν[0] ̸ Nπ(x). ThusNν[0] ̸ π(α), hence π cannot be an α-unifier, a contradiction. 
5. Algorithm for finding a most general unifier
Themethod of Theorem 1 is essentially constructive, except for the fact that it is carried out in the context of semantically
defined α-scheme X(α). To make the construction algorithmic, it suffices to provide a decidable characterization for X(α).
Theorem 2. There is an algorithm for determining a most general unifier inLTL for any given formula α.
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Proof. We can assume that α is open.
1. Let
A := {φ ∈ Xsynt(α) | ¬φ /∈ LTL},
P = {⟨φ,ψ⟩ ∈ A2 | ¬(φ ∧ Nψ) /∈ LTL}.
Both sets are decidable sinceLTL is decidable, and clearly X(α) = ⟨A, P⟩.
2. Take full subgraph X+(α) of X(α), by choosing positive α-characters.
3. Find (if exists) the maximal open and extensible subgraph of X+(α). If none exists the α is not unifiable.
4. Using (∗∗) from Proposition 1, construct a most general α-unifier. 
The above presented algorithm is indirect, because it involves verification of satisfiability in LTL (however, the
satisfiability may be checked inmanyways by using various techniques, which were earlier developed bymany researchers
(cf. for references, e.g. [20] or [32]; as early as in 1985, [31], it was showed that satisfiability forLTL is either NP-complete
or PSPACE-complete)).
To refine our algorithm, we can, first, easily improve Step 1 by relying more on syntactic structure of α-characters. We
will need the following definitions:
An α-character φX ∈ X(α) is adequate, when for every β ∈ Sub(α)
if β = γ ∧ δ: β ∈ X ⇐⇒ γ , δ ∈ X;
if β = γ ∨ δ: β ∈ X ⇐⇒ γ ∈ X or δ ∈ X;
if β = γ U δ: δ ∈ X =⇒ β ∈ X;
if β = γ U δ: β ∈ X =⇒ δ ∈ X or γ ∈ X .
A pair ⟨φX , φY ⟩ of adequate α-characters is adequate, (symbolically φX N˜adφY ) if
(1) θN(φX ) ⊆ Y ; (2) Del(φX ) ⊆ Del(φY ) ∪ Y ,
where Del(φX (α)) := {δ ∈ Sub(α) | γUδ ∈ X & δ /∈ X}.
An N˜ad-loop φX0 N˜adφX1 N˜ad . . . N˜adφXk N˜adφX0 of adequate α-characters is called consistent if
k
i=1
Del(φXi) ⊆
k
i=1
Xi.
We define a maximal consistent graph Xcons(α) := ⟨A, P⟩ as follows: (1) A is the set of all adequate α-characters φ, such
that there exists a N˜ad-path from φ to an adequate α-character included in a consistent loop; (2) P := N˜ad ∩ A2.
Proposition 2. Xcons(α) = X(α) as graphs.
Proof. (⩽) Suppose φ0, φ1 ∈ Xcons(α) and φ0Pφ1. Then there is a P-path
φ0, φ1, . . . , φk−1, φk, . . . , φk+l, φk
such that φk, . . . , φk+l, φk is a consistent loop (the case, where φ0 already lies in a consistent loop is similar). Let f : N→ N
be a function defined as follows
f (i) =

i if i = 0, 1, . . . , k− 1;
k+ j if i = k+ j+m · l, for somem ∈ N.
Function f is correctly defined and range(f ) = {0, 1, . . . , k + l}. Let ν∗ : N → P (Var(α)) be a valuation, such that
ν∗(i) := θB(φf (i)). Then, by induction on the length of subformulas, we can show that Nν, i  φf (i). Thus P-pair ⟨φ0, φ1⟩
is satisfiable on N(x¯), therefore ⟨φ0, φ1⟩ ∈ N˜ . To see that Xcons(α) ⊆ X(α), note that, by the construction of Xcons(α), if
φ ∈ Xcons(α), then there exists ψ ∈ Xcons(α) (ψ may be φ itself), such that φPψ , therefore the statement follows from the
previous considerations. Thus, Xcons(α) ⊆ X(α) and P ⊆ N˜, therefore Xcons(α) ⩽ X(α), as needed.
(⩾) It is straightforward to check that any satisfiable α-character is adequate, and any satisfiable pair ⟨φ,ψ⟩ ∈ N˜ is
adequate too. Similar to the above,we only need to check that ifφ0N˜φ1, thenφ0Pφ1. Indeed, supposeφ0N˜φ1, then there exists
a runNν , which generates an infinite sequence ofα-charactersφ
Nν
0 , φ
Nν
1 , φ
Nν
2 , . . . . such thatφ
Nν
0 = φ0 andφNν1 = φ1. Let us
define for α-characters in this sequence a function D : {φNνi }i∈N → {φNνi }i∈N as follows: D(φNνi ) = {φNνj }j⩾i. Since the values
of this function are finite sets, and the function is monotonically non-increasing, with respect to set-inclusion, then there
exists the smallest k, such that D(φNνk ) = D(φNνj ), for all j ⩾ k. By properties of Until,

j⩾k Del(φXj) ⊆

j⩾k Xj; therefore, we
can pick a consistent loop of α-characters containing all elements of the set {φNνj }j⩾k. Since this loop is reachable by a path
of satisfiable (therefore adequate) transitions from φ0, φ1, both φ0, φ1 ∈ Xcons(α) and φ0Pφ1, as needed. 
Based on Proposition 2 we can formulate the following improved version of the algorithm for finding a most general
unifier for an open formula α:
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1. Build the maximal consistent graph Xcons(α) for α. For that
(a) generate the graph of adequate α-characters with adequate transitions between them;
(b) identify consistent loops;
(c) add to loops all adequate α-characters (and adequate transitions), from which the loops can be reached.
2. Take full subgraph X+(α) of Xcons(α), by choosing positive α-characters.
3. Find (if exists) the maximal open and extensible subgraph of X+(α).
4. Using (∗∗) from Proposition 1, construct a most general α-unifier.
For establishing the upper time-complexity bound of the latter algorithm, we approximate it by the two-step procedure:
(1) building of the adequate graph of size 2O(|α|) (this step is essentially equivalent to the DNF construction with polynomial
time checks for conditions of adequacy); (2) generating subgraphs and checking the consistency, openness and extensibility
conditions (the checks can be done in polynomial time on the size of the subgraph). Altogether, it gives us time-complexity
upper bound 22
O(|α|)
.
In general, there are two (often closely related) computational unification problems: finding a unifier (solution) and
finding all maximal general unifiers (describing a general solution). It follows from Lemma 6 and Theorem 1 that finding
a maximal general unifier of anLTL-formula is related to finding a special pseudo-LTL-model. Qualification ‘‘pseudo’’ is
substantiated by the fact that it is impossible to express satisfiability in such models in the standard LTL-way. This and
the fact, that the conditions imposed on such models are not only of the first order (usually properties of the relations),
but also of the second order (conditions on the evaluation), pose the major obstacle for applying the usual model-checking
tableaux-basedmethods. These problems are not unique forLTL and usually occur in similar circumstanceswhile studying
admissibility and unification in modal logics. First algorithmic solutions for admissibility and unification in modal logics
[23] were based on an approach, similar to the one used in this section. For major modal logics it usually leads to double-
exponential theoretical upper bound, while it was proven later that the problem in similar contexts is coNEXP-hard [19].
More recently, a new tableaux-based approach was attempted (for S4) in [6]. It is based on a general method of Tishkovsky
and Schmidt [29]. The latter method allows us to translate descriptions of models (conditions on relations and evaluation)
into a tableaux algorithm [30]. Unfortunately, that approach fails in the case of LTL, because LTL is not first-order
definable (since it is not compact), which poses a problem for proving completeness.
For themore difficult problem of finding generalmaximal unifiers, the onewe consider in this paper, S. Ghilardi proposed
usage a hybrid tableaux-resolutionmethod for Int [12]. A similarmethodwas later applied to S4 [33]. Although conceptually
revealing, that approach required finding all projective approximations of a formula and therefore is not very optimal (for
Int and S4).
6. Conclusion
Using a combination of techniques from [23,9], in this paper we showed that a propositional Linear Temporal Logic with
Until and Next (LTL) has unitary unification. Moreover, for every unifiable formula α there is a most general projective
unifier, corresponding to some projective formula β , such that β ⊢LTL α. However, not every open and unifiable in LTL
formula is projective, because otherwiseLTLwould be almost structurally complete, while it is easy to construct examples
of LTL-admissible rules with unifiable (non-passive) premises, that are not derivable in LTL (cf. [24]). In addition, we
presented an algorithm for computing a most general projective unifier.
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