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ABSTRACT
This paper presents a stream selection based interference alignment approach with imperfect channel state information for
heterogeneous networks. The proposed solution constructs stream sequences by selecting only the strongest stream of each
user where the first stream of the constructed stream sequences is associated to a pico user. While selecting the streams,
the channel matrices of the unselected streams are projected orthogonally to the virtual transmit and receive channels of
the selected stream in order to align the interference in the null space of these virtual channels. In addition, the influence
of imperfect channel state information on the proposed algorithm is analysed. A bit allocation scheme is given by deriving
an upper bound on the rate loss because of quantisation. The simulation results are carried out by considering various
scenarios with different locations of pico cells at the cell edge regions of the macro cell. The performance results show
that the proposed algorithm with the imperfect channel state information achieves higher performance than the existing
algorithms. Copyright © 2016 John Wiley & Sons, Ltd.
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1. INTRODUCTION
Future wireless networks require more spectral efficiency
and larger coverage area because of the increasing demand
on the wireless services. Therefore, heterogeneous net-
works are considered as a promising technique for cellular
networks while they provide a deployment of large num-
ber of smaller cells with different transmit power levels
in the coverage of the conventional macro cell. Thus,
the traffic load on the macrocell can be offloaded to the
small cells, and the poor coverage areas of the macro cell
can be enhanced, such as cell-edge regions. In addition,
co-channel deployment among small and macro cells is
commonly applied to increase the spectral efficiency [1].
Despite the advantages of the heterogeneous networks,
dense deployment of small cells increases the effect of the
co-channel interference [2]. It is possible to handle the
interference in the heterogeneous networks using differ-
ent approaches [3, 4]. Interference alignment (IA) is one
of the techniques to effectively mitigate the interference
in wireless networks [5]. It is introduced as a linear pre-
coding technique that aligns the interfering signals in time,
frequency or space. The key idea is to align the interfer-
ing signals into one dimensional subspace at each receiver
by designing precoding and postcoding vectors so that
the desired signal can be obtained in the interference-free
signal subspaces.
Interference alignment studies first started to manage the
interference using symbol extensions in K pair interfer-
ence channels, and it has been shown that the capacity of
the network linearly grows without any bound as the net-
work size increases using the symbol extension method
[6]. Different approaches have been developed to solve the
IA problem. Closed form solutions for the IA problem are
difficult to obtain for large scale networks; therefore, for
practical systems, iterative and distributed IA approaches
have been intensively studied [7]. In addition, stream selec-
tion based approaches have been presented in [8] where the
least interfering streams are selected to be in the null space
of the previously selected ones. The IA approaches have
been extended for cellular networks [9–11]. Besides, IA
has also been studied for heterogeneous networks to han-
dle the problems caused by the coexistence of macro and
small cells [12–15].
The studies mentioned earlier assume that the channel
state information (CSI) is available at all transmitters and
receivers. Thus, the interference can be perfectly aligned
by designing the precoders and postcoders. Because this
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assumption is not realistic for practical systems, two
methods have been implemented to get the CSI, which
are reciprocity and feedback. Because reciprocity is not
possible to implement for frequency division duplexing
systems, feedback schemes have been commonly imple-
mented in cellular networks [16]. In the feedback mecha-
nism, receivers estimate the channel coefficients by using
training sequences. After the channel estimation, receivers
feedback the quantised CSI in a centralised or a distributed
topology to the transmitters with a certain number of bits
using codebooks known at both the transmitters and the
receivers. Thus, the precoders and postcoders can be calcu-
lated to align the interference. The quality of the obtained
CSI by the limited feedback affects the performance of the
IA. As the size of the codebook increases, the distortion
caused by the limited feedback decreases, but the feedback
overhead increases in the network. Therefore, the num-
ber of bits for CSI should be optimised depending on the
channel conditions [17].
Equal bit allocation in which the number of feedback-
bits for each channel is fixed is not efficient for het-
erogeneous networks because of different pathloss and
shadowing effects. In [18], equal bit allocation has been
studied on the stream selection based IA approach, which
selects multiple streams for each user comparing differ-
ent distortion metrics using random vector quantisation
(RVQ). However, the optimal number of streams has been
investigated for the performance of IA with limited chan-
nel direction information (CDI) feedback, and it has been
stated that the single data stream for each user-base station
(BS) pair is optimal because of the intra-stream interfer-
ence problem in the multiple streams transmission [19].
In order to increase the system throughput with the quan-
tised channel, different feedback bit allocation schemes
have been studied for the IA in K pair multiple-input-
multiple-output (MIMO) systems. In order to minimise the
effect of the distortion, an adaptive feedback bit alloca-
tion scheme that adaptively selects the number of feedback
bits to the links of each transmitter-receiver pair have
been designed [20]. In the context of the heterogeneous
networks, optimising the bit allocation can increase the
performance of the feedback schemes for IA technique by
considering the distinctive features of the heterogeneous
networks, such as unequal number of transmit antennas and
transmit power levels [21, 22].
In the study of [15], stream sequences have been con-
structed where users can have multiple streams assuming
the availability of the perfect CSI at the transmitters. In this
paper, we propose a novel stream selection based IA algo-
rithm for the heterogeneous networks with imperfect CSI
to improve the performance by presenting an adaptive feed-
back bit allocation scheme. The proposed algorithm selects
a stream sequence from a predetermined set of sequences
having a regular structure in which the first stream is asso-
ciated to a pico user because the average signal to noise
ratio (SNR) of the pico users is higher than the macro user.
To prevent the intra-stream interference and to decrease
the quantisation error in the limited feedback systems, a
single stream is selected for each user in the proposed algo-
rithm. Among the constructed stream combinations, the
one achieving the highest sum-rate is chosen. An adaptive
feedback bit allocation scheme is designed to maximise the
overall capacity for the proposed IA scheme.
The contributions of this paper can be summarised
as follows:
 A novel stream selection based IA algorithm is pro-
posed for imperfect CSI considering the properties of
the heterogeneous networks.
 An adaptive feedback bit allocation scheme is pre-
sented for the proposed algorithm in order to increase
the system throughput for a fixed feedback load
per user.
The rest of this paper is organised as follows. The system
model and the channel quantisation scheme are presented
in Section 2. The IA method based on the stream selection
for heterogeneous networks is proposed in Section 3. An
adaptive bit allocation method is presented in Section 4. In
Section 5, the performance evaluations are given, and the
study is concluded in Section 6.
Notations: Rank(A) refers to the rank of the matrix A;
.A/H represents the transpose conjugate of the matrix A.
Capital greek letters such as  denote sets, and jj denotes
the number of elements in .
2. SYSTEM MODEL
In this study, a K pair heterogeneous network composed of
K 1 pico BSs and one macro BS with NTk transmitter and
NRk receiver antennas is considered as shown in Figure 1.
For the sake of simplicity, macro BS–macro user pair is
determined by the pair k D 1, and pico BS–pico user pairs
are kept in the set  D f2, ..., Kg.
2.1. Transmission model
The received signal at user k is defined as follows:
yk D
p
Pk˛kkHkk QTksk C
KX
jD1,
j¤k
p
Pj˛kjHkj QTjsj C nk (1)
where ˛kjHkj is the channel matrix between the jth trans-
mitter and the kth receiver with dimension NRk  NTj . Each
element of Hkj includes fading modelled as an indepen-
dent and identically distributed complex Gaussian random
variable with CN .0, 1/. ˛kj denotes the pathloss and shad-
owing. For each receiver k, nk is a NRk  1 vector. Each
element of nk represents additive white Gaussian noise
with zero mean and variance of 2. Pk is the transmit power
of the kth BS. QTk is the unitary precoding matrix of the
kth transmitter with dimension NTk  qk, and it is obtained
by the proposed algorithms under the quantised channel,
QHkj, between the jth transmitter and the kth receiver with
dimension NRk  NTj . The kth transmitter has qk indepen-
dent streams with qk 6 dk where dk D min.NRk , NTk /. sk
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Figure 1. System model for MIMO heterogeneous network.
is the symbol vector with dimension of qk  1 and denoted
as sk D Œsk,1 ... sk,qk T where E
h
kskk2
i
D 1.
Each user decodes the received signals by multiplying
them with the postcoding vectors, QDk, of dimension NRk 
qk, and they are obtained by the proposed algorithms under
the quantised channel. Thus, the decoded data symbols are
given as Oyk D QDHk yk.
The achievable data rate of user k can be expressed
as follows:
QRk D log2.1 C Qk/ (2)
where Qk is the signal to interference noise ratio (SINR) of
the kth user, and it is given by
Qk D Pk˛kk
QdHk HkkQtkQtHk HHkk Qdk
QdHk QBk Qdk
, k D 1, ..., K (3)
where Qtk is the kth column vector of QTk with the size of
NTk  1 and Qdk is the kth column vector of QDk with the size
of NRk  1. The interference plus noise covariance matrix
of the kth receiver, QBk, is defined as
QBk D
KX
jD1,j¤k
Pj˛kjHkjQtjQtHj HHkj C 2INRk ,
k D 1, ..., K
(4)
The achievable sum rate is calculated as follows:
QSR D
KX
kD1
QRk (5)
Because the perfect CSI is not available at the trans-
mitters, the quantised CSI is considered throughout
this study.
The main objective is to mitigate the interference while
finding the best stream sequence. The stream sequence,
which maximises the total sum rate of the network while
guaranteeing that at least one stream is chosen from each
user can be formulated as follows:n QTk , QDk okD1,...,K D argmaxQTk , QDk QSR (6a)
s.t. qk D 1 k D 1, ..., K (6b)
2.2. Channel quantisation model
In this section, a limited feedback scheme is presented
based on RVQ. The proposed IA algorithm requires all
the CSI to compute all precoding and postcoding vectors.
Therefore, a centralised feedback model is considered in
which the macro BS collects all the CSIs from pico BSs
through the error and delay free backhaul links. Each step
of the feedback scheme can be explained as follows:
 Step 1: It is assumed that the CSI has been perfectly
known at each receiver as Hkj D NHkj 
HkjF
where NHkj is the CDI. Each CDI is calculated by
normalising the channel matrix between the jth trans-
mitter and the kth receiver using its Frobenius norm as
NHkj D HkjkHkjkF .
 Step 2: Each receiver quantises its CDI belonging
to the desired and the interfering BS. In order to
quantise each CDI, codebooks are generated by using
RVQ, which contains 2Bkj codewords, where Bkj is
the number of quantisation bits to quantise the chan-
nel between the jth transmitter and the kth receiver.
The codewords are independent and isotropically dis-
tributed over the unit sphere.
The normalised channel matrix, NHkj, 8k, 8j, is
vectorized as Nhkj D vec. NHkj/ where Nhkj 2 CNTj NRk 1.
The codebook is generated using RVQ as Wkj Dn
c1kj : : : c
i
kj : : : c
2Bkj
kj
o
where
cikj D 1, 8i and cikj 2
CNTk NRk 1.
The codeword cikj that minimises the Chordal dis-
tance metric is selected as the quantised CDI, QNhkj D
cikj . The Chordal distance is calculated as follows:
cikj D min dc
 Nhkj, cikj (7)
where dc
 Nhkj, cikj D
r
1 
ˇˇˇ
NhHkjcikj
ˇˇˇ2
. The selected
codeword, cikj , can also be called quantised unit vec-
tor channel and denoted as QNhkj.
 Step 3: The indices of the selected codewords
are fed back to the associated transmitters through
feedback links.
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 Step 4: Each pico BS receives the codebook indices
and sends them to the macro BS through the
backhaul links.
 Step 5: The macro BS reconstructs CSIs by using
the codebooks known at both sides as follows. First,
QNhkj is reshaped as QNHkj 2 CNRk NTj . Accordingly,
the quantised channel, QHkj, is calculated as QHkj D
QNHkj 
HkjF . After the CSIs are reconstructed, the
precoding and postcoding vectors are computed by
implementing the proposed algorithm.
 Step 6: The macro BS distributes the precoding and
the postcoding vectors to the pico BSs.
 Step 7: Each transmitter forwards the postcoders to
the corresponding receivers using the forward link.
The quantisation error caused by RVQ can be modelled
as follows [20, 23]:
QNhkk D cos kk Nhkk C sin kk zkk
D
p
1  ekk Nhkk C pekkzkk
(8)
where kk is the angle between Nhkk and QNhkk and ekk ,
sin2.kk/. zkk is the unit vector representing the direction
of the quantisation error vector, and it is isotropically dis-
tributed in the null space of Nhkk. ekk is the minimum of
2Bkk independent ˇ..Ntk Nrk  1/, 1/ random variables [24].
Accordingly, Equation (8) can be expressed in matrix form
using the channel matrix as follows:
QNHkk D cos kk NHkk C sin kk Zkk
D
p
1  ekk NHkk C pekkZkk
(9)
where Zkk 2 CNRk NTk is reshaped as matrix using the
vector zkk 2 CNRk NTk 1.
In order to generate values for Z D ekk, the follow-
ing cumulative distribution function can be used in inverse
transform sampling [24].
FZ.z/ D P.Z 6 z/ D 1 

1  zNRk NTk 1
2Bkk (10)
3. K-STREAM SELECTION
ALGORITHM
In this section, the proposed algorithm, K-Stream
Selection is described. The KSS algorithm selects a stream
sequence from a predetermined set of sequences having a
regular structure. For each stream in each stream sequence,
the generated interference between the selected and the
unselected streams is mitigated by performing orthogo-
nal projections. Because the process of the projections is
performed at each stream selection, the IA procedure is
explained before presenting the selection procedure of the
KSS algorithm as follows.
3.1. Interference alignment procedure
In stream selection based IA algorithms, each stream is
selected in the null space of the previously selected streams
where streams are computed from the singular value
decomposition (SVD) of all the channels, .˛kk QHkk/ D
QUk QSk QVHk . The lth column vector of QVk and QUk is denoted
as Qvlk and Qulk, respectively. The interference is aligned after
each stream selection step using orthogonal projections.
When a stream is selected, there are two kinds of inter-
ference generated between the selected and the unselected
streams. The first one is the interference from the selected
stream to the unselected streams, and the second one is
the interference to the selected stream from the unse-
lected streams. Therefore, two types of virtual channels are
defined as Virtual Receiving Channels (VRCs) and Virtual
Transmitting Channels (VTCs) [8]. These can be expressed
as follows:
 Virtual Receiving Channel: VRC is the channel
between the transmitter k and the receiver k includ-
ing the postcoding vector of the selected stream
l, Qulk .
VRClkk D

Qulk
H QHkk (11)
 Virtual Transmitting Channel: VTC is the chan-
nel between the transmitter k and the receiver k
including the precoding vector of the selected stream
l, Qvlk .
VTClkk D QHkk Qvl

k (12)
For each selected stream, multiple VRCs and VTCs
are designed by using the precoder and decoder vectors,
respectively. These vectors are obtained from the SVD pro-
cedure. Precoding and postcoding matrices are constructed
from the precoding and postcoding vectors correspond-
ing to the selected streams, and they are expressed as
QTk D
h
Qv1k , Qv2k , ..., Qvqkk
i
and QDk D
h
Qu1k , Qu2k , ..., Quqkk
i
,
respectively.
Therefore, after the virtual channels of user k are
obtained, the impact of the selected stream of user k to
the unselected streams is reduced by orthogonal projec-
tions. More precisely, the space spanned by the unselected
potential precoding and postcoding of each user k ¤ k is
projected orthogonally to the corresponding VRC and VTC
of the selected stream l belonging to user k. Projected
matrices are denoted by QH?kk and, initially, QH?kk D QHkk.
The orthogonal projection matrix parallel to vector x is
calculated as P?x D I  xx
H
kxk2 .
The vectors of the projected matrices QH?kk, 8k ¤ k, are
in the null space of all previously selected streams. At each
stream i, the interference from the unselected streams to the
selected stream is reduced by projecting the channel matri-
ces QH?kk orthogonally to the VRC, and the interference to
the unselected streams from the selected stream is reduced
by projecting the channel matrices QH?kk orthogonally to the
VTC. The reason for projecting all VTCs and VRCs of
the unselected streams can be explained as follows. At the
beginning, all streams are available for the selection. When
1464 Trans. Emerging Tel. Tech. 27:1461–1471 (2016) © 2016 John Wiley & Sons, Ltd.
DOI: 10.1002/ett
E. A. Beyazıt, B. Özbek and D. L. Ruyet
a stream is selected, all channels of the unselected streams
are orthogonally projected to both VTC and VRC of the
selected stream. In this way, when another stream is to be
selected, its channel is guaranteed to become orthogonal to
the channels of the previously selected streams, and thus,
it does not generate any interference to them.
Algorithm 1 Interference Alignment Algorithm
Input: ˛kk, QH?kk, QHkk and QHkk 8k; Qvl

k , Qul

k ,
QTk , QDk
Project orthogonally to VRC, QulHk QHkk
QH?kk D QH?kkP?QulHk QHkk for k D 1, : : : , K where k ¤ k

Project orthogonally to VTC, QHkk Qvlk
QH?kk D P?QHkk Qvlk
QH?kk for k D 1, : : : , K where k ¤ k
Compute the SVD of projected matrices
˛kk QH?kk

D QUk QSk QVHk for k D 1, ..., K
Update
QTk D
h QTk Qvlki
QDk D
h QDk Qulki
Output: QH?kk, QVk, QUk and QSk 8k; QTk , QDk
3.2. Stream selection procedure
The KSS algorithm selects a stream sequence from a pre-
determined set of sequences of limited size. To prevent
the intra-stream interference and to decrease the quanti-
sation error, all the stream sequences include one single
stream from each user. The first stream of each sequence is
associated to the users having the higher SNR values. Con-
sequently, the first stream is a pico stream because the pico
users are more likely to have higher SNR values on aver-
age [15]. The construction of the stream sequences based
on the regular structure is described as follows.
Each stream i can be expressed as i D .ki, li/ where
ki 2 f1, ..., Kg , li 2
˚
1, ..., qki

and i 2 f1, : : : , rg.
The set of all possible stream sequences can be defined
as follows:
ˆ D ˆ1 [ : : : [ ˆj [ : : : [ ˆr (13)
where ˆj is the set of all permutations of length j 2
f1, : : : , rg given by
ˆj D
˚
 D 12 : : : j j 8i, i0 2 f1, : : : , jg ,
i ¤ i0 if i ¤ i0
 (14)
All stream sequences that include at least one stream
from each BS-user pair are kept in set …, which can be
defined as follows:
… D ˚ D 12 : : : j j  2 ˆj; j > K;
8k, 9m 2 f1, : : : , jg such that km D k
 (15)
Generated stream sequences by the proposed algorithm
are kept in set …p, and it is defined as follows:
…p D
˚
 D 12 : : : j j 2 …; j D K;
l1 D : : : D lj D 1; k1 2 
 (16)
For each stream sequence, streams are selected succes-
sively; the selection continues until no more streams can be
selected, and all selected streams are kept in set 	 .
Algorithm 2 performs the KSS algorithm. At the end of
the algorithm, the stream sequence with the highest sum-
rate is selected, so that the precoding and the postcoding
matrices of the streams in the selected stream sequence
are obtained.
Algorithm 2 KSS Algorithm
Input: ˛kj, QHkj 8k, j
Construct the set …p as given in Equation (16)
for each stream sequence  2 …p do
Initialise the variables to perform selection using 
	 D ;; QT D ;; QD D ;; i D 1; qk D 0 and
QH?kk D QHkk for k D 1, ..., K
Compute the SVD of all the desired channels
˛kk QH?kk

= QUk QSk QVHk for k D 1, ..., K
while i 6 jj do
Pick the ith stream in 
.k, l/ D i
Update
	 D 	 [ .k, l/
Apply Alg. 1
Increment i
end while
Calculate the sum-rate QSR for the selected streams
Set the variables for the selected streams
	 D 	
. QTk/ D QTk, . QDk/ D QDk for k D 1, ..., K
end for
Select the precoding and postcoding matrices for the
permutation that maximises the sum-rate
p D argmax
2…p
QSR
QTk D . QTk/p , QDk D . QDk/p for k D 1, ..., K
Output: QTk, QDk 8k
Furthermore, the number of calls to Alg. 1 at each stream
selection step of the proposed algorithm can be formulated
as follows: 0
BBB@ j…pj„ƒ‚…
Total number of
stream sequences
 K„ƒ‚…
The number of
calls to Alg. 1
1
CCCA (17)
4. BIT ALLOCATION METHOD
In this section, an adaptive feedback bit allocation is pre-
sented. The main objective is to maximise the average sum
rate by optimising the number of bits for each user to quan-
tise the macro and pico CDIs. Because optimising the total
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number of bits for the whole system is too complex, an
upper bound is obtained for the data rate of each user as
defined in Equation (2). In this way, a certain number of
bits to quantise the CDIs is adaptively and locally allocated
at each user.
The optimisation problem of the bit allocation for KSS
algorithm can be formulated for each user k as follows:
max
Bkj;jD1,...,K
E Œ QRk (18a)
s.t.
KX
jD1
Bkj 6 Bk (18b)
where Bkj represents the feedback bits allocated to the
channel between the jth BS and the kth user, and Bk is the
total number of feedback bit for the kth user.
The bit allocation problem in Equation (18a) is consid-
ered for the high SINR region where log2.1Cx/  log2.x/
because the interference is mitigated by performing the
KSS algorithm. Furthermore, the terms of the denominator
and the numerator are independently distributed random
variables [25]. Therefore, E Œ QRk can be rewritten by using
Equation (2) as follows:
E
2
64log2
0
B@Pkk
 QdkH HkkQtkQtHk HHkk Qdk QdkH QBk Qdk
1
CA
3
75
D E
2
6664log2

Pkk
 QdkH HkkQtkQtHk HHkk Qdk
	
„ ƒ‚ …
a
3
7775
 E
2
6666664log2
0
B@ KX
jD1,
j¤k
Pkj
 QdkH HkjQtjQtHj HHkj Qdk
1
CA
„ ƒ‚ …
b
3
7777775
(19)
where Pkj is the average received power at user k from BS
j and it is calculated as Pkj D Pj˛2kj, 8k, 8j.
The first term of Equation (19) can be rewritten as
follows [25]:
a D log2
 
Pkk
ˇˇˇ
ˇ QdkH HkkQtk
ˇˇˇ
ˇ2
!
=log2

Pkk kHkkk2F
ˇˇˇ QdkHp1  ekk QNHkk C pekkZkk Qtk ˇˇˇ2	
(20)
Because jx C yj2 6 .jxj C jyj/2, the second term of
Equation (19), b, can be written as in Equation (21).
b D log2
0
B@ KX
jD1,
j¤k
Pkj
Hkj2F ˇˇˇ  QdkH q1  ekj QHkj C pekjZkj Qtj ˇˇˇ2
1
CA
6 log2
0
B@ KX
jD1,
j¤k
Pkj
Hkj2F
ˇˇˇ
ˇ QdkH q1  ekj QNHkj Qtj
ˇˇˇ
ˇC
ˇˇˇ
ˇ QdkH pekjZkjQtj
ˇˇˇ
ˇ
	2 1CA
D log2
0
BBB@
KX
jD1,
j¤k
Pkj
Hkj2F
0
BBB@1  ekj
ˇˇˇ
ˇ QdkH QNHkjQtj
ˇˇˇ
ˇ2„ ƒ‚ …
v
Cekj
ˇˇˇ
ˇ QdkH ZkjQtj
ˇˇˇ
ˇ2C2q1  ekjpekj
ˇˇˇ
ˇ QdkH QNHkjQtj
ˇˇˇ
ˇ
ˇˇˇ
ˇ QdkH ZkjQtj
ˇˇˇ
ˇ„ ƒ‚ …
z
1
CCCA
1
CCCA
(21)
Assuming large number of feedback bits, the error mag-
nitude, ekk, is small, so that it can be neglected [25].
Consequently, Equation (20) can be rewritten as follows:
a D log2
 
Pkk kHkkk2F
 
.1  ekk/
ˇˇˇ
ˇ QdkH QNHkkQtk
ˇˇˇ
ˇ2
!!
(22)
The term
ˇˇˇ
ˇ QdkH QNHkjQtj
ˇˇˇ
ˇ can be considered approxi-
mately zero because of the IA scheme. Therefore, the
terms v and z vanish and Equation (21) can be rewritten
as follows:
b 6 log2
0
B@ KX
jD1,
j¤k
Pkj kHkkk2F
 
ekj
ˇˇˇ
ˇ QdkH ZkjQtj
ˇˇˇ
ˇ2
!1CA
(23)
Using Jensen’s inequality, the upper bound for
Equation (19) can be obtained as follows:
EŒa  EŒb 6
log2
 
E
"
Pkk kHkkk2F
 
.1  ekk/
ˇˇˇ
ˇ QdkH QNHkkQtk
ˇˇˇ
ˇ2
!#!
„ ƒ‚ …
T1
 log2
0
@ KX
jD1,j¤k
E
"
Pkj kHkkk2F
 
ekj
ˇˇˇ
ˇ QdkH ZkjQtj
ˇˇˇ
ˇ2
!#!
„ ƒ‚ …
T2
(24)
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In Equation (24), E
h
kHkkk2F
i
D NTk NRk [25] is deter-
mined. T1 in Equation (24) can be expressed as follows
[26, 27]:
T1 D Pkk2Bkk ˇ

2Bkk ,
NTk NRk
NTk NRk  1
	
6 Pkk

1  2
Bkk
NTk NRk 1
	 (25)
The second term of Equation (24), T2 can be expressed
as follows [23, 24]:
T2 D Pkj2Bkjˇ
 
2Bkj ,
NTj NRk
NTj NRk  1
!
6 Pkj2
 BkjNTj NRk 1
(26)
Using Equations (25) and (26) in Equation (19), the
optimisation problem can be expressed as follows:
max
Bkj;jD1,...,K
2
64log2

Pkk

1  2
Bkk
NTk NRk 1
		
 log2
0
B@ KX
jD1,
j¤k
Pkj2
 BkjNTj NRk 1
1
CA
3
75
s.t.
KX
jD1
Bkj 6 Bk
(27)
Solutions for the problem expressed in Equation (27) are
obtained by using an optimisation software tool [28]. After
obtaining the Bkj values, which are real numbers, a round
operation is applied to get integer values.
In order to perform the IA algorithms, each transmitter
should have all the quantised CSI to obtain the precoding
and the postcoding vectors [25]. Because it is achieved by
the given feedback topology in Section 2.2, the optimisa-
tion problem defined in Equation (27) is also suitable for
any IA algorithms such as Max-SINR or min-Leak.
5. PERFORMANCE RESULTS
The performance of the KSS algorithm is evaluated in a
heterogeneous network illustrated in Figure 2. There are
two transmit antennas for each pico cell and four transmit
antennas for the macro cell. Each cell has one user that is
randomly placed inside its coverage area. Each user has
two receive antennas.
In order to study the performance results of the KSS
algorithm, two different scenarios are considered. System
behaviour is observed by varying the locations of the pico
BSs with respect to macro BS. More precisely, pico BSs
are initially placed relatively close to the macro BS, and
they are shifted together with the pico users from the inner
area to cell edge area of the macro BS located at .0, 0/.
Locations of the pico cells are identified using as the ratio
Figure 2. Scenario A: Picocells are symmetrically deployed.
Table I. System parameters.
Parameter name Parameter value
Macro BS power 43 dBm
Pico BS power 24 dBm
Bandwidth 10 MHz
Carrier frequency 2.1 GHz
Noise power 174 dBm/Hz
Macro cell radius 1000 m
Pico cell radius 100 m
Path loss (macro) 128.1 C 37.6log10.Rm(km)/ dB
Path loss (pico) 140.7 C 36.7log10.Rp(km)/ dB
Shadowing std. dev. (macro) 8 dB
Shadowing std. dev. (pico) 10 dB
d=R where R is the macro cell radius and d is the distance
between the macro BS and each pico BS. Because, in prac-
tice, pico cells are generally deployed closer to the cell
edge areas of the macro cells, we consider the ratio ranges
from 0.6 to 1. In addition, the interference level between
pico cells generated to each other is investigated by chang-
ing the distance between the pico cells, L, while d=R
is fixed.
Simulations are carried out using the system parameters
listed in Table I.
The stream sequences constructed by the KSS algorithm
are illustrated in Figure 3. The selected stream sequences
are initialised by the pico streams, such as the best stream
of Pico 1 user is P1_1 and the best stream of Pico 2 user is
P2_1. M1_1 is the best macro stream.
In order to analyse the behaviour of the proposed algo-
rithm, the probability of each stream being selected as the
initial stream at d=R D 0.8 is shown in Table II. These
results are obtained by the exhaustive search that searches
all possible stream combination paths and determines the
stream path with the highest performance. Because it is
a brute force method, it is a very complex technique. It
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Figure 3. Stream sequences constructed by the KSS algorithm.
Table II. Probability of each stream
being selected first.
d/R Stream Probability
0.8
M1_1 0.128
M1_2 0.102
P1_1 0.272
P1_2 0.14
P2_1 0.25
P1_2 0.108
can be observed that the probability of selecting the first
stream from the pico user is greater than selecting it from
the macro user.
5.1. Scenario A
In the first scenario, pico cells are shifted towards the
cell edge of the macro cell by changing the ratio d=R.
The distance between the pico cells is constant, and it is
L D 150 m.
In Figure 4, the performance comparison of different
bit allocation schemes using the proposed bit allocation
method is given for the total number of feedback bits
BT D PKkD1 Bk D 63. In addition, the performances of
the KSS algorithm and the existing iterative algorithms
are compared when the perfect CSI is available at the
transmitters and the receivers. The considered centralised
feedback scheme explained in Section 2.2 is also the same
for the iterative algorithms. All the considered algorithms
are performed in the macro BS to obtain the precoding
and postcoding vectors. Therefore, the feedback load is the
same for both the iterative and proposed algorithms.
The proposed bit allocation method is performed for the
KSS, the max-SINR [7] and the min-Leak [7] algorithms
for the single stream case. It is observed that the KSS
algorithm achieves higher performance for different bit
Figure 4. Scenario A: Performance comparison of the KSS
algorithm and the existing algorithms for BT D 63.
Table III. Scenario A: average number of allo-
cated bits for BT D 63 at d=R D 0.8.
B1 D 9 B2 D 27 B3 D 27
B11 D 4.76 B21 D 18.77 B31 D 18.72
B12 D 2.07 B22 D 5.42 B32 D 2.67
B13 D 2.17 B23 D 2.81 B33 D 5.51
allocation schemes as shown in Figure 4. While, max-
SINR algorithm outperforms the KSS algorithm with per-
fect CSI, with imperfect CSI, the KSS algorithm achieves
better performance. It has been shown that the max-SINR
and min-Leak algorithms are very sensitive to the imper-
fect CSI as demonstrated in [29, 30]. The performance
degradation between the perfect CSI case and the OPT1
scheme shown in Figure 4 is approximately 4, 8.5 and
7 bps/Hz, in the KSS, max-SINR and min-Leak algo-
rithms, respectively. Therefore, it can be observed that
the KSS algorithm is less sensitive compare with the
iterative algorithms.
For the limited feedback scheme, there are nine channels
in Scenario A including both the desired and the interfer-
ing channels. In the equal bit allocation (EBA) scheme, the
number of allocated bits to each channel is 7. It can be
observed that the proposed adaptive feedback bit allocation
given in Equation (27) outperforms the equal bit allocation
scheme.
Using the proposed bit allocations method, different bit
allocation schemes are compared for KSS algorithm by
allocating different number of bits to each user, such as
B1 D 9, B2 D 27, B3 D 27 (OPT1) and B1 D 21,
B2 D 21, B3 D 21 (OPT2), and it is observed that the per-
formance increases when more bits are allocated to the pico
users. The proposed algorithm achieves approximately 1
and 4 bps/Hz gain over the max-SINR and min-Leak algo-
rithms, respectively, for the OPT1 bit allocation scheme.
The interference generated from the macro BS to pico users
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Figure 5. Scenario A: different adaptive bit allocation with BT D
45 for the KSS algorithm.
Figure 6. Scenario A: different adaptive bit allocation with BT D
90 for the KSS algorithm.
is very strong, and more bits are needed to have the precise
interference channels for the limited feedback. In addition,
Table III shows the average number of bits allocated to
each channel in detail and it is observed that the interfer-
ence channels between the pico users and the macro BS
need higher number of bits, B21 and B31.
Even when the total number of feedback bits is
decreased to BT D 45, KSS algorithm gives better per-
formance than the EBA scheme as given in Figure 5. In
addition, different bit allocation schemes, such as B1 D 7,
B2 D 19, B3 D 19 (OPT3), B1 D 11, B2 D 17, B3 D 17
(OPT4) and B1 D 15, B2 D 15, B3 D 15 (OPT5) are com-
pared for the KSS algorithm. It can be seen that OPT3 bit
allocation scheme achieves better performance than OPT4
and OPT5 bit allocation schemes. In another words, similar
behaviour with BT D 63 is observed; that is, as the number
of allocated bits increases for the pico users, the average
sum rate also increases.
The comparison results for the total number of feedback
bits BT D 90 with different feedback schemes, such as
Table IV. Scenario A: Average Number of Allo-
cated Bits for BT D 90 at d=R D 0.8.
B1 D 10 B2 D 40 B3 D 40
B11 D 4.85 B21 D 30.07 B31 D 29.82
B12 D 2.49 B22 D 5.63 B32 D 4.43
B13 D 2.66 B23 D 4.30 B33 D 5.75
Figure 7. Scenario B: Performance comparison of the KSS algo-
rithm and the existing algorithms for different bit allocation
schemes with BT D 63.
such as B1 D 10, B2 D 40, B3 D 40 (OPT6) and B1 D 30,
B2 D 30, B3 D 30 (OPT7) are given in Figure 6. Even
the increased total number of feedback bits, it is observed
that allocating higher number of feedback bits to the pico
cells gives better performances as shown in Figure 6. Allo-
cating more bits for B21 and B31 is important to handle the
interference generated from the macro BS to the pico users,
as also seen in Table IV, which gives the average num-
ber of allocated bits for each channel considering the case
BT D 90.
5.2. Scenario B
In this scenario, pico cells are shifted away from each other
along the y-axis while the x-axis is fixed. The distance
between the pico cells, L, varies between 100m and 500m.
The performance results obtained with BT D 63 are
given for OPT1 and OPT2 bit allocation schemes in
Figure 7. Once again, the results indicate that the inter-
ference generated from macro BS to pico users is very
dominant. Moreover, the KSS algorithm achieves higher
sum-rate than the existing iterative IA algorithms and
the performance of the proposed solution for the adap-
tive bit allocation scheme is higher than the equal bit
allocation scheme.
For the greater total number of bits, the performance
comparison is given in Figure 8 with different bit alloca-
tion schemes to each user, such as OPT6 and OPT7. It can
be seen again that it is critical to handle the interference
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Figure 8. Scenario B: different adaptive bit allocation with BT D
90 for the KSS algorithm.
generated from macro BS to pico users by allocating more
bits to the interference channels between the macro BS and
pico users.
The structures of the proposed and the iterative algo-
rithms are completely different. The proposed algorithm
is a successive algorithm while max-SINR and min-Leak
algorithms are iterative algorithms. Therefore, the com-
parison of the complexities of these algorithms is not
straightforward. Indeed, there is a trade-off between the
performance and the complexity for the iterative algo-
rithms. The required number of the iterations increases in
the high SNR regions for the iterative algorithms while
the number of calls to Alg.1 does not change with dif-
ferent SNR values in the proposed algorithm. The com-
plexity of the proposed algorithm can be calculated using
Equation (17), and it is 12 for Scenario A and Scenario B.
6. CONCLUSION
In this study, we have proposed the KSS algorithm for the
limited feedback schemes in the heterogeneous networks,
and an adaptive bit allocation has been presented to reduce
the quantisation error on the proposed algorithm. Because
the intra-stream interference has a severe impact on the
performance of the IA with the limited feedback schemes,
the proposed algorithm selects only one stream from each
user. Furthermore, the streams of the pico cells are initially
selected in order to reduce the interference coming from
the macro cell to the pico cell, and it is also supported by
the statistical analysis gathered from the exhaustive search.
The interference between the selected streams is handled
by performing orthogonal projections after selecting each
stream. The precoders and postcoders have been obtained
using the quantised CDI.
The presented adaptive bit allocation scheme has been
performed for two different scenarios for the heteroge-
neous networks. The number of bits of each user is opti-
mised for the CDI feedback to maximise the average sum
rate of the network.
The performance of the proposed algorithm has been
evaluated by varying the positions of pico BSs. Simulation
results demonstrate that the proposed algorithm achieves
higher performance gain when compared with the exist-
ing IA algorithms with the limited feedback scheme. It
has been shown that the presented adaptive bit allocation
scheme improves the system throughput compared with
the equal bit allocation. Furthermore, it has been observed
that most of the bits should be allocated to the interference
channels between the macro BS and pico users because the
generated interference from the macro BS to the pico users
is very dominant.
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