This article provides researchers with a guide to properly construe and conduct analyses of conditional indirect effects, commonly known as moderated mediation effects. We disentangle conflicting definitions of moderated mediation and describe approaches for estimating and testing a variety of hypotheses involving conditional indirect effects. We introduce standard errors for hypothesis testing and construction of confidence intervals in large samples but advocate that researchers use bootstrapping whenever possible. We also describe methods for probing significant conditional indirect effects by employing direct extensions of the simple slopes method and Johnson-Neyman technique for probing significant interactions. Finally, we provide an SPSS macro to facilitate the implementation of the recommended asymptotic and bootstrapping methods. We illustrate the application of these methods with an example drawn from the Michigan Study of Adolescent Life Transitions, showing that the indirect effect of intrinsic student interest on mathematics performance through teacher perceptions of talent is moderated by student math self-concept.
Mediation, or an indirect effect, is said to occur when the causal effect of an independent variable (X) on a dependent variable (Y ) is transmitted by a mediator (M ). In other words, X affects Y because X affects M , and M , in turn, affects Y . Mediation effect and indirect effect are often used interchangeably (as they are here), although some authors have drawn distinctions between them (e.g., Holmbeck, 1997) . Methods to assess mediation became particularly popular in psychology after publications by Judd and Kenny (1981) and Baron and Kenny (1986) . Today, examples of this simple type of mediation effect are so numerous that one can open an issue of virtually any major social science journal and find at least one test of mediation. For example, Fredrickson, Tugade, Waugh, and Larkin (2003) hypothesized that positive emotions mediate the effect of psychological resilience on residual resources (life satisfaction, optimism, and tranquility). Calvete and Cardenoso (2005) demonstrated that the effect of gender on depressive symptoms is mediated by need for acceptance, positive thinking, self-focused negative cognitions, and negative problem orientation. Hundreds of new mediation hypotheses are proposed and tested in the literature every year. In response to high demand for appropriate methods, a large literature now exists that details methods by which mediation may be assessed in models of ever-increasing complexity.
It is often of critical interest to determine whether or not a mediation effect remains constant across different contexts, groups of individuals, and values of the independent variable. For example, perhaps M mediates the X ! Y relationship for boys but not for girls. More generally, the strength of an indirect effect may depend linearly upon the value of a moderator (W ) that is measured on an interval or ratio scale. Of course, testing such additional hypotheses requires the development of appropriate statistical tests. In recognition of this requirement, this article aims to educate and help researchers with regard to how to analyze indirect effects that depend on other variables in the model under scrutiny. There are several ways in which hypotheses combining mediation and moderation may be modeled. Various sources refer to some of these effects as mediated moderation or moderated mediation (e.g., Baron & Kenny, 1986) , but there is a fair amount of confusion over precisely what pattern of causal relationships constitutes each kind of effect and how to assess the presence, strength, and significance of these effects. For simplicity, we gather such effects under the general rubric conditional indirect effects. We define a conditional indirect effect as the magnitude of an indirect effect at a particular value of a moderator (or at particular values of more than one moderator).
Examples of conditional indirect effect hypotheses are common in the literature. For example, the mediation effects found by Calvete and Cardenoso (2005) mentioned previously were further hypothesized to be moderated by age. Although studies investigating mediation, moderation, or both are abundant, formal tests of conditional indirect effects are less common. We surmise that conditional indirect effects may be relevant and interesting in many settings, but generally may go unnoticed and unexamined because clear methods have not yet been articulated in the literature for investigating whether (and, if so, how) an indirect effect varies systematically as a function of another variable. In addition to introducing methods that can be used to investigate conditional indirect effects, we illustrate these methods using an example drawn from the Michigan Study of Adolescent Life Transitions (MSALT). Specifically, we show how the indirect effect of intrinsic student interest in math (the independent variable) on mathematics performance (the dependent variable) through teacher perceptions of talent (a mediator) is moderated by student math self-concept.
OVERVIEW OF OBJECTIVES
We have several objectives in this article. First, consistent with recent efforts to disentangle confusion over moderated mediation (e.g., Muller, Judd, & Yzerbyt, 2005) , we provide a guide to help resolve the confusion that persists in the literature regarding conflicting definitions of moderated mediation. Second, as called for by Muller et al. (2005) , we provide intuitive approaches for testing hypotheses of conditional indirect effects. To this end, we introduce standard errors (SEs) for various conditional indirect effects and discuss the utility of bootstrapping and normal-theory methods. Third, we describe methods for probing moderated mediation effects by employing direct extensions of methods familiar to many researchers in the context of probing significant interactions. Specifically, we implement a direct extension of the simple slopes procedure (Aiken & West, 1991) to probe moderated mediation effects. We also suggest that the regions of significance approach (or the Johnson-Neyman technique) be extended to probing moderated mediation effects, identifying ranges of the moderator for which an indirect effect is statistically significant. Finally, we provide an SPSS macro to facilitate the implementation of the recommended asymptotic and bootstrapping methods, illustrating its use with a real-world example. Our procedures are illustrated within a regression or path-analytic framework (with no latent variables), but our strategies can be easily applied in more complex structural equation models (SEMs). This article is aimed primarily at the applied researcher to whom the methods will be most useful, but there is also much that will be of interest to methodologists. The ultimate goal and contribution of this article is to offer researchers and practitioners an intuitive guide to construe and conduct complex mediation analyses involving conditional indirect effects.
Before discussing conditional indirect effects, we briefly review simple mediation and moderation and discuss methods traditionally used to investigate their presence. We then present methods for assessing the presence, strength, and significance of conditional indirect effects to facilitate the understanding of moderated mediation.
SIMPLE MEDIATION
Mediation analysis permits examination of process, allowing the researcher to investigate by what means X exerts its effect on Y . Although systems of equations linking X to Y through multiple mediators are possible to specify (MacKinnon, 2000) , we focus on models in which only a single mediator (M ) is posited. We term this three-variable system simple mediation. Simple mediation is illustrated in the path diagram in Figure 1 . In the figure, a 1 refers to the (unstandardized) slope coefficient of M regressed on X, and b 1 and c 0 denote the conditional coefficients of Y regressed on M and X, respectively, when both are included as simultaneous predictors of Y . Letting c represent the effect of X on Y in the absence of M , the indirect effect is traditionally quantified as c c 0 , which is ordinarily equivalent to a 1 b 1 (MacKinnon, Warsi, & Dwyer, 1995) .
The coefficients previously described are commonly obtained using leastsquares regression. Specifically, coefficients a 1 and b 1 may be obtained from the regression equations:
where a 0 and b 0 are intercept terms and r is a regression residual. The coefficients a 1 and b 1 are then used to assess the presence, strength, and significance of the indirect effect of X on Y via M . All of the models considered here may be assessed using SEM software or standard least-squares or maximum likelihood regression routines.
ASSESSING THE PRESENCE, STRENGTH, AND SIGNIFICANCE OF INDIRECT EFFECTS
MacKinnon and colleagues (MacKinnon, Lockwood, Hoffman, West, & Sheets, 2002; MacKinnon, Lockwood, & Williams, 2004 ) review a variety of strategies to gauge the extent and significance of indirect effects. The most popular of these strategies are the causal steps strategy, distribution of the product strategies, resampling or bootstrapping strategies, and various product of coefficients strategies. We do not dwell on all four approaches here. The causal steps strategy suffers from low power and does not directly address the hypothesis of interest (MacKinnon et al., 2002) . Most methodologists agree that the product term a 1 b 1 , the quantity of interest in the remaining three strategies, is a proper quantification of the indirect effect. The distribution of the product strategy is probably the most accurate analytic method available for determining the significance of, and confidence intervals (CIs) for, a 1 b 1 in simple mediation models . However, extending this method to the study of conditional indirect effects will involve extensive analytic work and programming because the expressions for conditional indirect effects are more complex than those for simple mediation effects. We therefore limit our attention to the product of coefficients and bootstrapping strategies. We briefly explore each of these strategies in turn because each has implications for how conditional indirect effects can be appropriately assessed.
Product of Coefficients Strategies
An indirect effect is conceptualized as a population quantity that must be estimated in the sample. Sample indirect effects are quantified as products of sample estimates of regression coefficients. In the case of simple mediation, the point estimate of the indirect effect is O a 1 O b 1 , where the hat notation denotes a sample estimate of a population quantity. Under the assumptions of maximum likelihood and ordinary least squares, O a 1 and O b 1 are asymptotically independent and normally distributed. When it is further assumed that the product O a 1 O b 1 is normally distributed, the exact SE (Aroian, 1947; Craig, 1936; Goodman, 1960) is:
The result in Equation 3 can be obtained via the delta method using a secondorder Taylor series approximation (MacKinnon et al., 1995; Mood, Graybill, & Boes, 1974, pp. 180, 534) . Further discussion can be found in the Technical Appendix. In most cases, the s
term is negligibly small and can be safely omitted, yielding:
This approximation can also be obtained by implementing the first-order delta method (Sobel, 1982 (Sobel, , 1986 . These SEs can be used in z-tests to determine the statistical significance of O a 1 O b 1 . They can also be used to construct 100.1 '/% confidence limits for the population product term a 1 b 1 :
One drawback associated with hypothesis tests or CIs using the product of coefficients strategy just described is that it requires the assumption that
is usually positively skewed and kurtotic (Bollen & Stine, 1990; MacKinnon, Lockwood, & Hoffman, 1998; Shrout & Bolger, 2002; Stone & Sobel, 1990) . If the sample is large enough, O a 1 O b 1 tends toward normality, but "large enough" by statisticians' standards is not always achieved in practice. If the product of coefficients strategy is used in significance testing or to form CIs, it is desirable that the total sample size (N ) be as large as possible to ensure good normal approximation. If the total sample size is not large, we recommend using bootstrapping, discussed next.
Bootstrapping
A growing literature now advocates the use of bootstrapping for assessing indirect effects (Bollen & Stine, 1990; MacKinnon et al., 2004; Preacher & Hayes, 2004; Shrout & Bolger, 2002) . Bootstrapping is one of several resampling strategies for estimation and hypothesis testing. In bootstrapping, the sample is conceptualized as a pseudo-population that represents the broader population from which the sample was derived, and the sampling distribution of any statistic can be generated by calculating the statistic of interest in multiple resamples of the data set. Using bootstrapping, no assumptions about the shape of the sampling distribution of the statistic are necessary when conducting inferential tests.
The sampling distribution of an indirect effect is estimated through bootstrapping by sampling N units with replacement from the original sample of N units. from low to high, the upper and lower bounds of a 100.1 '/% CI for a 1 b 1 is defined as the .'=2/kth and .1 C .1 '=2/k/th values in this sorted distribution. Because no symmetry assumption is made about the sampling distribution, the CI can be (and often is) asymmetric in accordance with the skewness of the sampling distribution of O a 1 O b 1 . For hypothesis testing, the null hypothesis of no indirect effect is rejected at the ' level of significance if 0 lies outside the CI. Such percentile-based CIs can be further improved through bias-correction or bias-correction and acceleration. These bias correction methods work by adjusting the ordinal positions of the O a
1 that are used as the upper and lower bounds of the confidence interval. MacKinnon et al. (2004) showed that such corrections can improve CIs and inferences when used in the context of simple mediation models. For the complex computational details of these corrections to percentile CIs, see Efron (1987) , Efron and Tibshirani (1998) , Lunneborg (2000) , Preacher and Hayes (2006) , or Stine (1989) .
Only minor drawbacks are associated with bootstrapping. First, computation of the confidence limits is more time-consuming than in single-sample methods. But with the increasing speed of computer processors, speed is no longer a serious limitation, and some statistical analysis programs have implemented bootstrapping methodologies. Those that have not often can be programmed to do so (e.g., Preacher & Hayes, 2004; Shrout & Bolger, 2002) . Thus, bootstrapping is more feasible now than in the past. Second, bootstrapping yields slightly different CIs each time the method is applied to the same data. Although it is true that different sets of k bootstrap resamples will yield different estimates, the variation due to random resampling diminishes as k increases.
In what follows, we extend the product of coefficients strategy and describe in more detail how bootstrapping can be used to estimate conditional indirect effects. But first, we provide an overview of methods used to investigate moderation.
MODERATION
When the strength of the relationship between two variables is dependent on a third variable, moderation is said to be occurring. The third variable, or moderator (W ), interacts with X in predicting Y if the regression weight of Y on X varies as a function of W . Moderation is typically assessed with the regression equation:
where W is considered the moderator. Equation 6 may be reexpressed as
clarifying how the simple slope of Y regressed on X, .a 1 C a 3 W /, is a function of the moderator.
If O a 3 is significant, the interaction effect may be probed to determine whether the simple slope of Y on X is statistically significant for chosen conditional values of W (typically the mean and˙1 SD from the mean for continuous W , and coded values for dichotomous W ). This approach is described in detail by Aiken and West (1991) . The quantity . O a 1 C O a 3 W / may be divided by its SE to yield a critical ratio test statistic distributed as t with df D N q in small samples (where q is the number of estimated regression coefficients), or z in large samples. The SE of the simple slope is:
The simple regressions of Y on X at conditional values of W are also typically plotted to facilitate interpretation. Rather than choosing a limited number of arbitrary conditional values of W and investigating the significance of the simple slopes at those values, we can instead seek the values of W for which the simple slope of Y regressed on X is significant (Johnson & Neyman, 1936 (Bauer & Curran, 2005; Preacher, Curran, & Bauer, 2006; Rogosa, 1980 Rogosa, , 1981 . W moderates the relationship between X and Y for values of W where the confidence bands do not contain zero. Confidence bands can easily be plotted to facilitate the interpretation of interaction effects (Preacher, Curran, & Bauer, 2003 . We extend simple slopes analysis, the J-N technique, and Rogosa's (1980 Rogosa's ( , 1981 confidence bands method to the analysis of conditional indirect effects.
1 There is a distinction between simultaneous and nonsimultaneous confidence bands and regions of significance (Pothoff, 1964) . For nonsimultaneous bands, rejection rates are accurate for any given conditional value of the moderator. Simultaneous bands, on the other hand, describe regions of the moderator for which the simple slope will be significant for all values of the moderator 100.1 '/% of the time, in the long run. Only nonsimultaneous confidence bands and regions of significance are discussed here, as we consider them more practically relevant. For more information on the distinction between simultaneous and nonsimultaneous bands, consult Pothoff (1964) and Rogosa (1981) .
MODERATED MEDIATION
In both the applied literature and in discussions with colleagues, we have observed considerable confusion over what effects should be described as mediated moderation vs. moderated mediation and how to properly assess them. Baron and Kenny (1986) described a generally agreed-upon method for assessing mediated moderation (a term they coined) that involves first showing an interaction effect of X and W on Y , then introducing a mediator of that effect. In such models researchers may be interested in probing the interaction effects of X and W on M and on Y separately to clarify the nature of key relationships. However, because mediated moderation does not require the probing of conditional indirect effects, we do not further consider mediated moderation, but focus instead on moderated mediation. James and Brett (1984) coined the term moderated mediation, suggesting it for mediation models involving relations that "require the addition of a moderator for either the relations, or both" (p. 314) . Moderated mediation models attempt to explain both how and when a given effect occurs (Frone, 1999) . Formally, moderated mediation occurs when the strength of an indirect effect depends on the level of some variable, or in other words, when mediation relations are contingent on the level of a moderator.
There are multiple ways in which the magnitude of an indirect effect may be dependent upon a moderator. We enumerate several specific ways to think about moderated mediation effects, which we refer to as Models 1 through 5. Relying on the symbolic representation of mediation in Figure These possibilities are presented in formal path diagrams in Figure 2 . This list does not exhaust the possibilities but contains models we have encountered in the literature and helps to illustrate a framework within which to discuss possible ways to address these and similar hypotheses.
Several methodologists have defined or discussed moderated mediation, sometimes with conflicting definitions. Baron and Kenny (1986) offer an example of moderated mediation that coincides with our Model 5, using a causal steps strategy to gauge the presence of an indirect effect. Wegener and Fabrigar (2000) share James and Brett's (1984) definition: "Moderated mediation could occur when a moderator IV interaction is observed (because of differences in IV to mediator and/or mediator to DV paths) or when no moderator IV interaction is observed (because different mediators create the same magnitude of effect or a mediator operates at some levels of the moderator but direct effects occur at other levels)" (p. 437), roughly coinciding with our Models 1, 2, and 3. Morgan-Lopez and MacKinnon (2006) characterize moderated mediation as the case when "the path from the intervention to the mediator (i.e., X ! M ) is constant, whereas the effect of the mediator on the outcome (i.e., M ! Y ) depends on the level of Z" (p. 78), or our Model 3. Muller et al. (2005) asserted that moderated mediation "happens if the mediating process that is responsible for producing the effect of the treatment on the outcome depends on the value of a moderator variable," encompassing our Models 2, 3, 4, and 5. A similar definition is given by Rose, Holmbeck, Coakley, and Franks (2004) .
We address conflicting definitions of moderated mediation by including all these as examples of the more general phenomenon of systematic variation in conditional indirect effects. We believe this choice is warranted because all of the effects described above represent mediation effects that vary in strength conditional on the value of at least one moderator variable. Because the strength of a simple mediation effect is quantified by a 1 b 1 , any moderation of this quantity by a moderator, by definition, results in an indirect effect that is conditional on some other variable.
In models like Models 1 to 5, the conditional indirect effect may be probed for significance using methods directly analogous to those used to probe significant interaction effects in regression (Aiken & West, 1991; Morgan-Lopez, 2003; Muller et al., 2005; Tein, Sandler, MacKinnon, & Wolchik, 2004) . This method requires that the researcher have in mind a few values of the moderator for which it would be meaningful to examine the magnitude and significance of the indirect effect. Muller et al. (2005) and Tein et al. (2004) , in a clever extension of a procedure described by Aiken and West (1991) , Darlington (1990) , and Judd and McClelland (1989) , further outline a procedure whereby the researcher may center the moderator at conditional values and use key regression weights to interpret mediation effects as if the model were a simple mediation model. Our extension of the J-N technique to conditional indirect effects has the advantage that it does not require choosing possibly arbitrary conditional values. We now discuss how the conditional indirect effect in each of the numbered models in Figure 2 may be quantified in terms of sample point estimates. We follow this discussion with two methods for testing hypotheses using these point estimates: bootstrapping and an extension of the product of coefficients approach.
Model 1: When the Independent Variable Is Also the Moderator
Panel A in Figure 2 depicts the case in which the effect of M on Y is moderated by the independent variable X. Such models were described by Judd and Kenny (1981) and were presented as one example of moderated mediation by James and Brett (1984) .
2 Often a variable M is investigated to determine whether it serves as a mediator, a moderator, or both. For example, Lambert et al. (2003) investigated the role of state anxiety as a mediator and/or moderator of the effect of context (private vs. public) on cognitive control over prejudiced reactions using separate mediation and moderation analyses. Such investigations could theoretically be conducted on the basis of a single path analysis. The relevant regression equations for this type of conditional indirect effect are:
Equation 10 clarifies how the regression of Y on M can be considered conditional on X.
The conditional indirect effect of X on Y in Model 1 can be derived using an approach described by Sobel (1986) and Bollen (1987 Bollen ( , 1989 ), which we discuss in detail in the Technical Appendix. The point estimate of the conditional indirect
It is easy to see from the expression of f . O ™jX/ that the conditional indirect effect can depend on the chosen value of X. If the interaction effect between X and M is close to zero, then O b 2 will be close to zero, X will have little influence on the indirect effect, and the conditional indirect effect reduces to O a 1 O b 1 for all values of the moderator.
Model 2: When the a Path is Moderated by W Figure 2 , Panel B depicts the model used to investigate two types of conditional indirect effect. These indirect effects are hypothesized when theory suggests that (1) a moderation effect is mediated by M (an effect sometimes called mediated moderation, as discussed by Muller et al., 2005, among others) or (2) the a 1 path of an otherwise simple mediation model is moderated by W (an effect traditionally termed moderated mediation). Paradoxically, the same model may be used to address either hypothesis, but different parameters are emphasized in each. Mediated moderation is addressed by examining the significance of the product a 3 b 1 . We restrict attention to the case when there exists an indirect effect of X on Y through M (the simplest form of indirect effect), with the pertinent question regarding whether mediation exists for different conditional values of W . For example, Tein et al. (2004) examined whether self-efficacy mediated the effect of cultural norms on cigarette use differently depending on the number of peers who smoked. Hodges and Perry (1999) demonstrated that children's internalizing and physical weakness influence physical and verbal victimization, and that victimization in turn influences future internalizing and peer rejection. They showed that the first of these effects is moderated by peer rejection.
Using methods exactly analogous to those used in the previous section (see Technical Appendix), this conditional indirect effect of X on Y may be expressed
Similar to Model 1, the conditional indirect effect here depends on W to the extent that the interaction coefficient O a 3 departs from zero.
Model 3: When the b Path Is Moderated by W
Often the b 1 path of an otherwise simple mediation model is theorized to be moderated by another variable. The result is another process commonly referred to as moderated mediation. For example, Madon, Guyll, Spoth, Cross, and Hilbert (2003) explored the mediating role of mothers' expectations in the relationship between several background variables and children's future alcohol use. They hypothesized that several variables potentially moderated the effect of maternal expectations on alcohol use. Similarly, Mandel and Johnson (2002) found that the effect of prime (quality vs. money) on product preference was mediated by browsing behavior (in terms of looking time). Furthermore, the effect of browsing behavior on preference was moderated by expertise. Tein, Sandler, and Zautra (2000) investigated the role of psychological distress in mediating the relationship between major and minor stressors and mothers' parenting, enriching their study by examining the role of coping in moderating the relationship between distress and parenting. Donaldson (2001) described a body of research showing that the effects of an intervention program on mental health and employment are carried by several mediators, but that the effects of these mediators on the outcomes are moderated by pretest mental health. Figure 2 , Panel C depicts the path model used to investigate such processes. Again using a method analogous to that used in previous sections, the conditional indirect effect of X on Y is expressed as
Model 4: When the a Path Is Moderated by W and the b Path Is Moderated by Z A simple extension of Models 2 and 3 may be imagined, in which the a 1 and b 1 paths of an otherwise simple mediation model are moderated by different variables. For example, Donaldson (2001) described a complex body of research investigating the effects of intervention programs on adolescent drug use. Direct effects were hypothesized to be mediated by programmatic effects on beliefs about acceptability, prevalence estimates, and refusal skills, with some a paths moderated by the type of school (public vs. private) and at least one b path moderated by negative intentions to drink. Slater, Hayes, and Ford (2006) report evidence of an indirect effect of sensation seeking on adolescents' perceptions of the risk of alcohol use through attention to news content about accidents, injuries, and crime. But the size of the indirect effect depends on prior bad experiences with alcohol and amount of exposure to news content. In this example of Model 4, the path from sensation seeking to attention to news content was moderated by prior bad experiences, whereas the effect of attention on risk perceptions was moderated by exposure to general news. Combining Models 2 and 3 yields the model in Figure 2 , Panel D. The indirect effect of X on Y is moderated by both W and Z, with f .
Model 5: When the a and b Paths Are Both Moderated by W A special case of the preceding model exists when both the a 1 and b 1 paths of an otherwise simple mediation model are moderated by W. For example, Murray, Bellavia, Rose, and Griffin (2003) investigated the moderating effect of perceived regard on (a) the effect of relationship events on feelings of vulnerability and on (b) the effect of feelings of vulnerability on approach/avoidance responses to romantic partners. Bauer, Preacher, and Gil (2006) examined this kind of conditional indirect effect in the context of multilevel modeling, operationalizing moderation of the a and b paths as cross-level interaction effects. The model in Figure 2 , Panel E is the same as the one Baron and Kenny (1986) described when they discussed moderated mediation and is also the model suggested by Muller et al. (2005) to address both mediated moderation and moderated mediation. This conditional indirect effect is quantified as Muller et al., 2005) . As Muller et al. noted , this quantification of the indirect effect may be used to probe the indirect effect at conditional levels of the moderator, and even suggest that the methods examined by MacKinnon et al. (2002) could be extended to provide a formal hypothesis test. In a later section we do just that.
USING BOOTSTRAPPING TO ASSESS MODERATED MEDIATION
The previous section described how to generate point estimates for conditional indirect effects for five possible moderated mediation models. We now turn to methods that can be used to test hypotheses about these conditional indirect effects. One approach is to estimate the sampling distribution of the conditional indirect effect nonparametrically through bootstrapping and then use information from the bootstrap sampling distribution to generate CIs for the conditional indirect effect. No assumptions need be made about the shape of the sampling distribution, and no particular formula for the SE is required. Bootstrapping has been advocated as an alternative to normal-theory tests of mediation MacKinnon et al., 2004; Preacher & Hayes, 2004; Shrout & Bolger, 2002) . Because a conditional indirect effect is merely the product of two causal path estimates conditioned on the value of one or more moderators, bootstrapping can be applied just as readily to the assessment of conditional indirect effects as it can to unconditional indirect effects. To illustrate how to bootstrap a conditional indirect effect, we use Model 3 as an example. However, the logic described here applies to bootstrapping conditional indirect effects in any of the models described in the previous section. In Model 3, the effect of the mediator variable (M ) on the outcome variable (Y ) is modeled as moderated by W , whereas the effect of the independent variable (X) on the mediator variable (M ) is not. From Figure 2 , Panel C, the mediator model is:
and the dependent variable model is:
As discussed previously, the conditional indirect effect of
where W is any value of interest within the range observed in the data. The sampling distribution of f . O ™jW / is derived through bootstrapping by estimating the coefficients of the mediator and dependent models k times, with each of the k sets of estimates being based on a different random sample of size N taken with replacement from the original sample of N units. The mediator and dependent variable models can be estimated either simultaneously using SEM software or in separate regression models. If the latter, each resample of size N should be used to estimate both models rather than using a separate resample of size N for each model (which would require 2k resamples). In resample i , the conditional indirect effect is
Sorting the k values of f . O ™jW / i low to high, the lower bound of a 100.1 '/% CI for the indirect effect is the .'=2/k th value of f . O ™jW / i in the sorted distribution, and the .1 C .1 '=2/k/ th value functions as the upper bound. The null hypothesis of no conditional indirect effect can be rejected if the CI does not contain 0. As MacKinnon et al. (2004) show in the context of simple mediator models with no moderation, the application of a bias correction to a percentile CI can improve its accuracy (for computational details, see Efron, 1987; Efron & Tibshirani, 1998; Lunneborg, 2000; Preacher & Hayes, 2006; Stine, 1989) . Later we present and discuss an SPSS macro that can be used to obtain bootstrapped confidence intervals (percentile, biascorrected, and bias-corrected and accelerated) for all of the conditional indirect effects discussed in this article.
As useful as bootstrapping is, it is not without limitations. Of minor concern is that bootstrapped intervals require more computing time to obtain than do normal-theory results, particularly in large samples, but with ever-increasing processor speed this limitation is not considered serious. Of more concern, bootstrapping cannot easily be used to establish regions of significance for conditional indirect effects. We now turn to a normal-theory approach that can be used to obtain regions of significance.
USING NORMAL-THEORY STANDARD ERRORS TO ASSESS MODERATED MEDIATION
The product of coefficients approach discussed earlier in the context of simple mediation can be extended to more complicated models like those in Figure 2 . Bollen (1987 Bollen ( , 1989 and Sobel (1982) demonstrated the use of the first-order multivariate delta method in determining SEs of a broad class of indirect effects. For example, the first-order approximation to the asymptotic SE of f . O ™jX/ for the special case of Model 1 is:
Full derivation details can be seen in the Technical Appendix. Assuming normality for f . O ™jX/, an asymptotic significance test of the conditional indirect effect may be conducted by dividing f . O ™jX/ by the standard error of f . O ™jX/:
and comparing z to a and the researcher has in mind a limited number of key conditional values of X. Alternatively, it may be of interest to discover the range of conditional values of X for which the test in Equation 14 will be significant at a chosen '; i.e., it may be of interest to extend the J-N technique to models involving both mediation and moderation. In applying the J-N technique, one reverses the equation for the z-test associated with the conditional indirect effect, setting z equal to the critical value for the desired ' and, assuming a two-tailed test is desired, solving the quadratic formula for the two roots fX low ; X high g:
These roots correspond to values of the moderator that would separate significant conditional indirect effects from nonsignificant ones. Depending on the application, the range of values enclosed by the two roots will be either the values of X for which f . O ™jX/ is significant, with those values outside the range corresponding to nonsignificant f . O ™jX/, or the reverse. In the case of Model 1, 
where z '=2 is the critical value of z. The SE used for significance testing or CI formation may be approximated more closely by using a second-order delta method to approximate the SE (see
This SE has a form analogous to that of the second-order SE derived for simple mediation (Equation 3), in which O b 1 is replaced by its conditional counterpart
The roots defining the second-order region of significance are slightly more complex, but are derivable by the same methods as the first-order region; that is, by setting z equal to the desired critical value and solving the quadratic formula substituting the following for A, B, and C :
Conditional indirect effects and their confidence bands may be plotted against values of the moderator in all of the models we discuss. In general, the formula for a confidence band is:
The explicit function for plotting (e.g.) 95% confidence bands for Model 3 is:
Equation 20 illustrates how the magnitude of the conditional indirect effectas well as the width of its confidence interval-depends on the value of the moderator. Similar methods may be used to derive first-and second-order SEs for all of the models in Figure 2 . Similarly, regions of significance and confidence bands may be computed for conditional indirect effects in any of the models we have discussed. In Model 4, such plots can be produced for conditional values of either W or Z. In Model 5, the conditional indirect effects and confidence bands take on some very interesting quadratic characteristics. To clarify and organize our results, we summarize the normal-theory results for indirect effects discussed in this article in Table 1 . The first column of Table 1 contains labels for each model (Models 0-5, where Model 0 is the simple or unconditional mediation model and Models 1-5 are conditional models). The second column contains the point estimate of the indirect effect of interest. Finally, the third column contains the variances to be used in hypothesis tests in the construction of confidence intervals, regions of significance, and confidence bands. The paths referenced in each equation refer to those labeled in Figures 1 and 2 . Table 2 contains the A, B, and C values for use with the quadratic formula for computing regions of significance for Models 1 to 3.
The SE of a conditional indirect effect may be used to assess mediation at any chosen value of the moderator(s) so long as the value lies within the observed 
Note. The part of each second-order variance that may be omitted to yield the first-order variance has been underlined in each formula. In all cases, the square root of the variance is the SE that can be used to form a critical ratio.
range. Morgan-Lopez and MacKinnon (2006) apply this method (using the firstorder SE approximation) in a study of tobacco use among Mexican-American youth. This SE may also be used to solve for values of W (or X or Z) for which the indirect effect of X on Y is significant by applying the J-N technique and using Equation 15 . A more precise region of significance may be obtained by using the second-order approximation instead of the first-order SE to solve for the boundaries of the region of significance. Because Model 4 involves two moderators, obtaining regions of significance is more difficult than for the other models we have discussed. We suggest choosing conditional values of one moderator (either W or Z) and obtaining regions of significance for the other moderator at those conditional values.
SIMULATION
We performed a simulation study to examine the Type I error rates and power of the methods examined here under a variety of conditions to provide some All cells in Tables 3 to 7 represent proportions of 1,000 trials found significant at ' D :05 in two-tailed z-tests (bootstrapping cells used 1,000 resamples). In every case, rejection rates for z-tests using second-order delta method variances led to equal or slightly lower rejection rates than did tests using first-order variances. These results should be interpreted in light of previous studies of bias Note. In this and subsequent tables, first refers to tests using first-order standard errors, second to second-order standard errors, boot to rejection rates using percentile-based bootstrapped confidence intervals, bc to bias-corrected limits, and bca to bias-corrected and accelerated limits.
in standard errors of indirect effects. MacKinnon (1992, Table 1) found that second-order SEs for simple mediation effects were less biased than first-order SEs, but MacKinnon et al. (1995, Table 4) found the opposite. Here, bootstrapping showed higher power and closer-to-accurate (although still poor) Type I error rates than delta method results; bias-corrected and BCa results showed particularly high power.
6 Of interest, statistical power for detecting conditional indirect effects was noticeably larger for Models 4 and 5 than for Models 2 and 3, which in turn demonstrated higher power than Model 1. This trend was evident for all five of the methods we compared.
COMPUTER METHODS FOR PERFORMING MODERATED MEDIATION ANALYSES
The calculations necessary for producing the first-and second-order variances of conditional indirect effects and for deriving regions of significance are laborious at best, and the potential for error in hand computation is high. Moreover, bootstrapping simply cannot be accomplished without computer programs. In this section, we discuss two means of implementing the methods we discuss here that avoid or substantially reduce hand computation and the potential for error. 
Moderated Mediation SPSS Macro
To facilitate the computations described in this article and to make these methods available to researchers without access to software that can bootstrap "out of the can" or who have limited experience with SEM software, we have written an SPSS macro that implements all the methods described in this article. A macro is a sequence of commands that define new functions the user can control to conduct custom analyses. The macro, once executed, creates a new command in SPSS called MODMED. Using the MODMED command, the user provides information about which variables in the model to be estimated function as the independent variable, the mediator, the outcome, and the moderator in the desired analysis. Depending on how these variables are listed in the command line, SPSS estimates the coefficients for one of the five moderated mediation models described in this paper and depicted graphically in Figure 2 . For instance, suppose the independent variable (X) is disposition, the mediator (M ) variable is shyness, the dependent variable (Y ) is happy, and there are two additional potential moderator variables: activity (W ) and iq (Z). Models 1 through 5 would be estimated with the following commands: Model 3
If no options are specified, the macro defaults to printing the estimates of the model and the conditional indirect effects and hypothesis tests conditioned on the moderators being set to the sample mean and˙1 SD as well as conditional indirect effects at values of the moderator in various increments within the range of the data. If they exist, the macro also produces the conditional indirect effect at the value of the moderator(s) for which the effect is just statistically significant (at ' D :05) using the J-N technique. Hypothesis tests use the second-order SEs by default. An option allows the user to specify first-order SEs if desired. Another option allows the user to specify precise values of the moderator(s) for which conditional indirect effects and hypothesis tests are produced in the output. A similar version of the macro (MODMEDC) allows for the inclusion of covariates in the mediator and outcome variable models. Because of the computational time required, the macro does not provide bootstrap estimates of confidence intervals by default, but we encourage the user to request bootstrap estimates routinely. The user can control whether bootstrapping is used and, if so, the number of bootstrap samples taken, in increments of 1,000, as well as whether the macro generates confidence intervals using the percentile, bias corrected, and bias corrected and accelerated methods. The macro can be obtained by contacting any of the authors or from http://www.quantpsy.org/ where detailed documentation and a worked example are provided. We further discuss the use of the macro in the next section, Example Application.
Example application. To illustrate how Model 3 might be specified and probed using our macro, we made use of data collected as part of the Michigan Study of Adolescent Life Transitions (MSALT; Eccles, 1988 ). This longitudinal study followed adolescents in 12 Michigan school districts from elementary to junior high school and beyond. The MSALT data emphasize the measurement of classroom and school environment variables and teacher and parent perceptions in an attempt to identify determinants of future student achievement-relevant beliefs, motives, values, and behaviors. Our model is loosely based on hypotheses examined by Madon, Jussim, and Eccles (1997) . Madon et al. (p. 794 ) described a conceptual model in which several background variables affect teacher perceptions and misperceptions of student performance, talent, and effort, which may in turn predict future academic performance (i.e., self-fulfilling prophecies) after controlling for relevant background predictors. The effect of teacher perceptions on student performance was hypothesized to be moderated by (among other things) students' academic self-concept and previous achievement, as well as by teacher over-and underestimates of students along various dimensions. Madon et al. did not test the full conceptual model. We show how this task might be approached within our proposed framework.
We chose to model the indirect effect of student intrinsic interest in math (INTRINT; sixth grade) on math performance at the end of the eighth grade (MATH8) through teacher perceptions of talent (PERCTAL; seventh grade). This indirect effect, in turn, was hypothesized to be moderated by math selfconcept (SCMATH; eighth grade) as assessed using our Model 3. That is, the indirect effect of INTRINT on MATH8 was hypothesized to be moderated by SCMATH because SCMATH moderates the effect of PERCTAL on MATH8. With no moderator in the model, the indirect effect was found to be significant using the SPSS macro discussed in Preacher and Hayes (2004) to obtain both a bootstrapped confidence interval (95% CI: {0.1812, 0.3320} with 5,000 resamples) and the product of coefficients approach using a second-order SE estimate (Sobel z D 6:1789, p < :001) . The signs of the path coefficients and the indirect effect were consistent with the interpretation that intrinsic interest increases teacher perceptions of math ability, which in turn influences math performance.
Using the SPSS macro introduced here and described earlier, we then estimated the coefficients of a moderated mediation model in which this indirect effect was presumed to be moderated by math self-concept. Note that a significant unconditional indirect effect does not constitute a prerequisite for examining conditional indirect effects. The command syntax was
Relevant components of the output of the macro are displayed in Table 8 . The statistically significant interaction between SCMATH and PERCTAL in the model for MATH8 implies that the indirect effect of intrinsic interest on math performance through teacher perceptions is moderated by SCMATH. The sign of the interaction is consistent with the interpretation that the indirect effect is larger for students with higher math self-concepts. Given the interaction, it makes sense to probe the indirect effect by estimating conditional indirect effects at values of the moderator. By default, the output displays the conditional indirect effect at three values of the moderator variable: the mean (4.9245), one standard deviation above the mean (6.2446) and one standard deviation below (3.6044), along with normal-theory tests of the hypothesis that the conditional indirect effect equals zero. Normal-theory tests are printed by default because they are computationally faster to generate than bootstrap results in the relatively slow SPSS matrix language, making it feasible to produce the large amount of output the macro can produce very quickly. As we discussed, these should be interpreted with some caution and, ideally, verified with bootstrapping. As can be seen, all three of these conditional indirect effects were positive and different from zero, but these tests assume normality of the sampling distribution of the conditional indirect effect (a reasonable assumption in a sample of this size).
To obtain bootstrap confidence intervals for these conditional indirect effects, "/boot D 5000" was added as a command line option (yielding 5,000 bootstrap samples), along with the subcommand "/dvmodv D w" where w was the value of the moderator for which the conditional indirect effect was desired. Setting w to 4.9245 yielded a bootstrap 95% BCa CI of {0.1210, 0.2378} (not listed in Table 8 ). Because this interval does not contain 0, the conditional indirect effect at SCMATH D 4.9245 is significantly different from 0 at ' D :05. Repeating this procedure for w D 3:6044 and 6.2446 yielded 95% BCa CIs of {0.0756, 0.2062} and {0.1461, 0.3051}, respectively. Thus, bootstrapping corroborates the results of the normal-theory tests.
By default, the SPSS macro also displays the conditional indirect effect at numerous values of the moderator within the range of the data along with normal theory hypothesis tests and the value of the moderator for which the conditional indirect effect is just statistically significant at ' D :05 using the JohnsonNeyman technique. As can be seen in Table 8 , the indirect effect was found to be significant at ' D :05 for any value of SCMATH above 1.99 on this 7-point scale.
The conditional indirect effect of interest can be plotted along with a corresponding confidence band. In Figure 3 , the conditional indirect effect of
, is plotted with an accompanying 95% confidence band based on the secondorder variance. According to the plot, it is easy to see that the indirect effect is significantly different from 0 for any value of SCMATH greater than 1.99. One could generate a similar figure for a bootstrap confidence band by repeatedly requesting a bootstrap CI for increasing values of the moderator and then plotting the upper and lower bounds of each CI as a function of the moderator. Although this method can be labor-intensive, it is recommended when the total sample size is small.
Moderator Centering Approach
The second computer approach, discussed by Muller et al. (2005) and Tein et al. (2004) , is an extension of an approach to probing interactions described by Aiken and West (1991) , Darlington (1990) , and Judd and McClelland (1989) . This moderator centering approach involves centering the moderator(s) at conditional values of interest, estimating the model parameters, and interpreting the X ! M and M ! Y direct effects as simple slopes. This approach enables simpler tests of indirect effects (e.g., using the SE in Equation 3) to be used in lieu of any of the more complicated tests discussed in the contexts of Models 1 to 5, that do not presume the mediator to be centered at interesting values. Consider, for instance, the conditional indirect effect of early student intrinsic interest in math (INTRINT) on later math performance (MATH8) through teacher perceptions of talent (PERCTAL), conditioned on math self-concept (SCMATH) D 4, using Model 3. Define SCMATH 0 as SCMATH-4. Then estimate the two models:
In these models, a 1 is the effect of early intrinsic interest on teacher perceptions, b 1 is the effect of teacher perceptions on student performance when SCMATH Figure 2 , conditional indirect effects can be estimated using the moderator centering approach for any of the models we just discussed. However, we caution that the indirect effects reported by SEM software use only the first-order variance; if the second-order variance is desired, hand calculations will be necessary. In addition, this approach involves computing a new variable and estimating parameters separately for every conditional value (or combination of values) of interest. Moreover, this approach is useful only to the extent that meaningful, nonarbitrary values of the moderator(s) can be identified a priori. Finally, this method cannot be used for identifying regions of significance via the J-N technique.
Graphical Illustration of Conditional Indirect Effects
We have already described how regions of significance and confidence bands may be employed to illustrate conditional indirect effects. Tate (1998) described some creative ways to graphically illustrate indirect effects in complex path models. Simple path diagram representations are given by decomposing interactive effects into simple slopes. Thus, Model 4 (in Figure 2 , Panel D) could be represented more simply, as in Figure 4 , by including only simple slopes and no product terms. The intuitive appeal of such diagrams makes them more appropriate for communicating results than the diagrams we provide in Figure 2 , which are more suitable for aiding in model specification. A limitation of diagrams such as the one in Figure 4 is that they cannot easily accommodate all parameter estimates; the variances and covariances associated with interaction terms are not included, but these are rarely of substantive interest anyway.
DISCUSSION
In this article we have attempted to dispel confusion about moderated mediation, a collection of effects with sometimes conflicting or overlapping definitions, by considering all such effects as special cases of moderated regression (or, more generally, path analysis or SEM). We unify such effects under the rubric conditional indirect effects. This terminology reflects the fact that the effect of interest is an indirect (mediation) effect that is potentially conditional on the value of one or more moderators. We also detail two general approaches
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FIGURE 4 A compact way to express parameter estimates in models containing conditional indirect effects, after Tate (1998) .
to estimating and determining the significance of conditional indirect effects, one using resampling to construct asymmetric CIs and one using the first-and second-order multivariate delta method to derive SEs and construct CIs. The latter method can also be used to determine values of the moderator(s) for which indirect effects are significant (the J-N technique) if the total sample size is large. Finally, we provide an SPSS macro to assist in implementing these procedures in practice. We advocate bootstrapping indirect effects whenever circumstances permit it, but it may be wise to use both approaches in empirical applications, given the advantages associated with each. In using these methods, researchers should be aware of model assumptions. Tests of indirect effects are applications of multiple regression. Researchers should be mindful that assumptions are not egregiously violated in practice. The most important assumptions of these analyses are that the model is correctly specified to a reasonable degree (i.e., relationships are linear, disturbances are normally distributed, homoscedastic, and independent, and no important variables have been omitted; see Cohen, Cohen, West, & Aiken, 2003) . If bootstrapping is used, the only assumptions required when testing conditional indirect effects are linearity of the relationships in the system and independence of the observations. In addition, if SEM is used and any data are missing, they should be missing at random (MAR) or missing completely at random (MCAR) in order to satisfy maximum likelihood assumptions (Arbuckle, 1996) . Furthermore, these models are causal models, so any conclusions rest on the assumptions that causally linked variables are characterized by temporal precedence, concomitant variation, and elimination of sources of spurious correlation. Cole and Maxwell (2003) and MacKinnon et al. (2002) discussed many issues relevant to study design and model specification that should be considered by anyone planning to assess indirect effects, conditional or otherwise.
Finally, it is important to keep in mind the recommendations of many methodologists (e.g., Wilkinson & the APA Task Force on Statistical Inference, 1999) concerning the need for increased emphasis on confidence intervals. CIs imply the result of any point hypothesis test and give additional information on the precision of estimates of conditional indirect effects. Both methods described here permit the construction of CIs-symmetric intervals in the case of the normaltheory approach (using first-or second-order SEs) and asymmetric intervals in the case of resampling. In general, asymmetric intervals are preferable because they explicitly incorporate information on the skew of product distributions.
As researchers' hypotheses grow more specific, such as those involving conditional indirect effects, the ability to evaluate hypotheses will be limited by the sophistication of available statistical tests. In recognition of this, our ultimate intention has been to provide an intuitive guide to properly construing such tests and providing an accessible means for researchers to conduct analyses of conditional indirect effects. It should be remembered that the normal-theory and bootstrap methods likely differ in power. Some research has been undertaken with respect to the power of tests of simple mediation , and our own simulation addressed power under a set of limited conditions. Investigating the power to detect conditional indirect effects would be an interesting direction for future research.
TECHNICAL APPENDIX
This appendix contains derivations of point estimates and standard errors of conditional indirect effects for all five models presented in Figure 2 . Both firstorder and second-order estimates are provided.
Part I: Point Estimates of Conditional Indirect Effects
We use Model 1 (when X acts as a moderator of the b path) as an example, although the same method may be applied to any of the models depicted in Figure 2 . The indirect effect of X on Y in Model 1 can be easily derived using a matrix algebra approach described by Sobel (1986) and Bollen (1987 Bollen ( , 1989 . The path coefficients (direct effects) linking pairs of variables in Figure 2 , Panel A are represented in the matrix B (here and throughout, matrices and vectors are represented in boldface type). The rows and columns of B correspond to all of the variables in the system, such that each element represents the effect of the column variable on the row variable. In the present case, 
and a 1 , c 0 , and so on are regression weights or path coefficients. This B matrix may be collapsed by noting that XM is an exact function of variables already represented. Effects of individual variables can be obtained by computing partial derivatives of the reduced-form equations of endogenous (dependent) variables, yielding a more compact effect matrix B :
The indirect effects of all variables on all other variables can be obtained using the formula: 
Part II: First-and Second-Order Variance Approximations
This section contains derivations of first-and second-order variance approximations for the simple mediation model (Model 0) and Models 1-5 using the second-order delta method (cf. Mood et al., 1974) . Bollen (1987 Bollen ( , 1989 and Sobel (1982) 8 This indirect effect, and the others we discussed, may also be obtained via the chain rule from elementary calculus (Stolzenberg, 1980) . For example:
(by Graybill's (1983) Theorem 10.9.10) 
