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ABSTRACT
The orbital sampling effect (OSE) appears in phase-folded transit light curves of extrasolar planets
with moons. Analytical OSE models have hitherto neglected stellar limb darkening and non-zero
transit impact parameters and assumed that the moon is on a circular, co-planar orbit around the
planet. Here, we present an analytical OSE model for eccentric moon orbits, which we implement in
a numerical simulator with stellar limb darkening that allows for arbitrary transit impact parameters.
We also describe and publicly release a fully numerical OSE simulator (PyOSE) that can model arbitrary
inclinations of the transiting moon orbit. Both our analytical solution for the OSE and PyOSE can be
used to search for exomoons in long-term stellar light curves such as those by Kepler and the upcoming
PLATO mission. Our updated OSE model offers an independent method for the verification of possible
future exomoon claims via transit timing variations and transit duration variations. Photometrically
quiet K and M dwarf stars are particularly promising targets for an exomoon discovery using the OSE.
Keywords: instrumentation: photometers – methods: data analysis – methods: analytical – methods:
observational – methods: statistical – planets and satellites: detection
1. CONTEXT AND MOTIVATION
The race toward the first detection of an extrasolar
moon picks up pace. While the first attempts to detect
exomoons were byproducts of planet-targeted observa-
tions (Brown et al. 2001; Pont et al. 2007; Maciejew-
ski et al. 2010), high-accuracy space-based observations
of thousands of transiting exoplanets and planet can-
didates by Kepler (Borucki et al. 1997; Batalha et al.
2013) now allow for dedicated exomoon searches (Kip-
ping et al. 2012; Szabo´ et al. 2013; Hippke 2015). Upcom-
ing data from the European Space Agency’s CHEOPS
and PLATO space missions will provide further promis-
ing avenues toward an exomoon detection (Hippke &
Angerhausen 2015; Simon et al. 2015).
Exomoon detections will be highly valuable for our un-
derstanding of the origin and fate of planetary systems
because they probe the substructures of planet formation
that is not accessible through planet observations alone.
As for the solar system, moons provide key insights into
the formation of Earth (by a giant collision; Cameron
& Ward 1976; Canup 2012), into the temperature dis-
tributions within the circumplanetary accretion disks of
Jupiter and Saturn (Pollack & Reynolds 1974; Canup &
Ward 2002; Sasaki et al. 2010; Heller & Pudritz 2015a),
and into the cause of Uranus’ tilted spin axis (by grad-
ual collisional tilting; Morbidelli et al. 2012). As of today,
no moon has been confirmed around a planet beyond the
solar system. Hence, exoplanetary science suffers from a
fundamental lack of knowledge about the fine structure
of planetary systems.
Heller (2014) recently identified a new exomoon signa-
ture in planetary transit light curves, which occurs due to
the additional darkening of the star by a transiting moon.
This phenomenon, which we refer to as the photomet-
ric orbital sampling effect (OSE), occurs in phase-folded
transit light curves, because an exomoon’s sky-projected
position with respect to its host planet is variable in sub-
sequent transits but is statistically predictable for a large
number of transits (N & 10).1 The photometric OSE is
not sensitive to the satellite mass (Ms), but it is very
sensitive to its radius (Rs). This makes the photomet-
ric OSE particularly sensitive to low-density, water-rich
moons like the three most massive moons in the solar
system, Ganymede and Callisto around Jupiter and Ti-
tan around Saturn. These moons would hardly be de-
tectable in the available Kepler data by combined TTV
and TDV measurements, which are sensitive to roughly
Earth-mass moons (Szabo´ et al. 2013). The most ad-
vanced exomoon search as of today, the “Hunt for Exo-
moons with Kepler” (HEK; Kipping et al. 2012), using a
photodynamical model, achieves much better detection
limits down to a few Ganymede masses, depending on
the mass of the host planet, amongst other parameters
(Kipping et al. 2015). However, if giant planets were able
to give their fully fledged, icy moon systems a piggyback
ride to . 1AU, where super-Jovian planets are abun-
1 The OSE appears in three flavors (as per Heller 2014), one of
which is the photometric OSE, which we focus on in this paper.
The other two manifestations of the OSE appear in the planetary
transit timing variations (TTV-OSE) and transit duration varia-
tions (TDV-OSE).
2 Heller, Hippke & Jackson
Figure 1. Prospective detection thresholds of the photometric
OSE (horizontal dashed line) for moons around a photometrically
quiet star after & 30 transits (as per Heller 2014, Fig. 11 therein).
Note that the photometric OSE is sensitive to an exomoon’s ra-
dius but not to its mass. Hence, large (potentially low-density)
moons are the most promising targets. The open circle denotes a
Mars-mass moon with a Ganymede-like composition as predicted
by Heller & Pudritz (2015b). The mass-radius relationship for
moons of various compositions is according to Fortney et al. (2007).
dant in radial velocity survey data (Dawson & Murray-
Clay 2013; Heller & Pudritz 2015a), then the photomet-
ric OSE could be a promising method to find these exo-
moons. The mass-radius diagram in Figure 1 illustrates
the detection threshold for moons transiting photometri-
cally quiet M stars. Note that Mars-mass moons with a
water-rock composition similar to Ganymede, Callisto,
and Titan are significantly larger than Mars (see the
open circle). Hence, they could be detectable around
photometrically quiet stars. These moons are predicted
to form frequently around the most massive super-Jovian
planets (Heller & Pudritz 2015b).
Hippke (2015) searched for the photometric OSE in
the archival data of the Kepler telescope and found in-
dications for an OSE-like signal in the combined transit
light curves of hundreds of planets and planet candidates
with orbital periods > 35 d. The original description
of the OSE by Heller (2014) was purely analytical and
thereby fast, but it made several simplifications: stel-
lar limb darkening was neglected; the planet–moon or-
bit was assumed to be non-eccentric (e = 0) and non-
inclined (i = 0◦) with respect to the circumstellar orbit;
the planet–moon system was assumed to transit the star
along the stellar diameter; that is, the transit impact
parameter (b) was set to 0. Consequently, this model
was not broadly applicable. Hippke (2015) performed
a mostly numerical study that did include non-circular
planet–moon orbits and arbitrary inclinations, but he did
not explore a wide parameter range of the OSE.
We here first derive a novel equation for the orbital
sampling frequency Ps(x) of exomoons on eccentric or-
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Figure 2. Construction of an exomoon’s orbital sampling fre-
quency Ps(x) for elliptical orbits. (a) The moon’s orbital position
around the planet is measured with a constant sampling frequency,
or frame rate. (b) The moon’s variable orbital velocity yields an
asymmetric probability density with respect to the planet. (c)
The probability density can be derived as Ps(x) = ds(x)/dx. The
special case of a circular orbit is given in Figure 1 of (Heller 2014).
bits (e ≥ 0; Section 2.1). We then incorporate our for-
mula into a numerical simulator that models the phase-
folded transits of exoplanets with moons in front of
stars with limb darkening (Section 2.2). Our simula-
tions are compared to real Kepler data. We also perform
purely numerical simulations for a wide range of inclined
planet–moon orbits (i ≥ 0), planetary impact parame-
ters (b ≥ 0), satellite radii (Rs), and semimajor axes of
the satellite’s orbit around the planet (a; Section 3).
2. A DYNAMICAL MODEL FOR THE
PHOTOMETRIC OSE
2.1. Sampling Frequency for Eccentric Exomoon Orbits
In Heller (2014), the OSE was described for circular
moon orbits only. Given that the eccentricities of the 10
largest moons in the solar system are all smaller than
that of the Earth’s Moon (≈ 0.055), this approximation
seems appropriate. However, the architectures and phys-
ical properties of extrasolar planetary systems turned out
to be very different from the solar system planets, as we
recall the discoveries of terrestrial planets around pul-
sars (Wolszczan & Frail 1992), Jupiter-mass planets in
extremely short-period orbits (Mayor & Queloz 1995),
circumbinary planets (Doyle et al. 2011), and a large
population of super-Earths with short orbital periods
(Batalha et al. 2013). Hence, astronomers should not
be surprised if they were to find that at least some exo-
moons follow significantly eccentric orbits. Eccentricities
may, for example, be forced by gravitational interaction
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with the star (Heller 2012; Spalding et al. 2016), other
planets (C´uk 2007; Gong et al. 2013; Payne et al. 2013),
or even the host planet (Goldreich 1963). Moreover, an
analytical solution is always worthwhile as it can give
a deeper understanding of the underlying physical pro-
cesses that generate an observational feature.
We here derive the orbital sampling probability func-
tion for exomoons on eccentric circumplanetary orbits.
Figure 2(a) shows the moon’s circumplanetary orbit in
a plane perpendicular to the reader’s line of sight (solid
line). If an observer were to take pictures of the moon’s
orbital position with a constant sampling rate, then the
individual moon pictures would be distributed in a man-
ner similar to the one depicted in Figure 2(a). Around
periapsis, the moon’s Keplerian velocity (v) is higher
than around apoapsis. Thus, the probability of observ-
ing the moon, e.g. during a common stellar transit with
its host planet, at a given orbital position is asymmetric
with respect to the sky-projected distance to the planet.
This fact is visualized in Figure 2(b), where the planet–
moon system is sampled from a co-planar perspective.
Due to the projection effect, the moon(s) pile(s) up to-
ward the edges of the projected major axis, but the prob-
ability distribution to the left of the planet is different
from what it looks to the right of the planet. Figure 2(c)
shows how we construct the satellite’s probability den-
sity Ps(x) as a function of its projected distance (x) to
the planet.
In its most general form, Ps(x) describes what frac-
tion of its orbital period (Pps) the satellite spends in an
infinitely small interval (dx) on its sky-projected orbit
along the x-axis (see Figure 2(c)). Hence, it is given as
Ps(x) ∝
1
Pps
dt
dx
, (1)
where dt is an infinitesimal change in time. With ds as
an infinitely small interval on the moon’s elliptical orbit,
the Keplerian velocity is v(x) = ds(x)/dt, hence
Ps(x) ∝
1
Ppsv(x)
ds(x)
dx
, (2)
and the challenge is then in finding ds(x)/dx. From Fig-
ure 2(a) we learn that ds(x) = r(x)dϕ(x). We use the
parameterization of a Keplerian orbit
r(ϕ) =
a(1− e2)
1 + e cos(ϕ)
(3)
and solve it for ϕ(x) via
x(ϕ) = r(ϕ) cos(ϕ) =
a(1− e2)(
1
cos(ϕ)
+ e
)
⇔ ϕ(x) = arccos
([a
x
(1− e2)− e
]−1)
. (4)
Equation (2) then becomes
Ps(x) ∝
r(x)
Ppsv(x)
dϕ(x)
dx
(5)
=
r(x)
Ppsv(x)
d
dx
arccos
([a
x
(1− e2)− e
]−1)
︸ ︷︷ ︸
= A


√√√√√1− 1(A
x
− e
)2
(
A
x
− e
)2
x2


−1
,
where we introduced A≡a(1− e2). In Equation (5), r(x)
can be derived by inserting Equation (4) into (3), hence
r(x) =
A
1− e
(
A
x − e
)−1 , (6)
and v(x) in Equation (5) is given by
v(r) =
√
µ
(
2
r(x)
−
1
a
)
, (7)
where µ = G(Mp+Ms) and G is Newton’s gravitational
constant.
So far, we assumed the line of sight to be parallel to the
y-axis in Figure (2), that is, along the orbital semiminor
axis (b = a(1−e2)1/2). Of course, the moon orbit can be
rotated in the x-y plane by an angle ω. We can imagine
that once ω = 90◦, the observer samples the moon orbit
according to Ps(y). In this case, the sky-projected or-
bit appears symmetric with an apparent radius (a˜(e, ω))
equal to b. In general, we have
a˜(e, ω) =
√(
a cos(ω)
)2
+
(
b sin(ω)
)2
= a
√
cos(ω)2 + (1− e) sin(ω)2 . (8)
We then replace e with e˜ = e cos(ω) and A with A˜ =
a˜(1 − e˜2) in Equations (5)–(7) to obtain Ps(x) for arbi-
trary orientations ω.
At last, we can swap the proportionality sign in Equa-
tion (5) with an equality sign by normalizing
∫ +rp
−ra
dx Ps(x) ≡ 1 , (9)
where ra and rp are the moon’s orbital radii at apoapsis
and periapsis, respectively (see Figure 2(c)). We evaluate
this integral numerically for arbitrary a, e, and ω and find
an approximate solution
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Ps(x) =2(1 + e
4)
(
a
a˜(e, ω)
)2
r˜(x)
Ppsv˜(x)
(10)
× A˜


√√√√√√1−
1(
A˜
x
− e˜
)2
(
A˜
x
− e˜
)2
x2


−1
,
where r˜(x) and v˜(x) refer to Equations (6) and (7), re-
spectively, but swapping e for e˜ and A for A˜.2 The error
in Equation 10 is ≪ 1% for e < 0.9.
In Figure 3, we plot Equation (10) for a moon orbiting
a planet on various eccentric orbits, all of which have a
semimajor axis of 10 planetary radii (Rp). The upper
panel depicts the orbital geometries and the lower panel
shows Ps(x) in each case. Four cases with eccentricities
between 0 and 0.4 assume ω = 0 as presented in Figure 2,
and the e = 0.5 case is rotated by ω = 90◦. Note that
in the latter scenario, where the semiminor axis b is sub-
stantially smaller than a and the line of sight is parallel
to a, Ps(x) is significantly higher at a given planetary
separation because the moon occupies a smaller circum-
planetary region along the x-axis. This means that the
OSE becomes particularly prominent in the phase-folded
light curve of eccentric moon systems with ω close to 90◦
or 270◦. On the other hand, it becomes relatively weak
(or “smeared”) for ω near 0◦ or 180◦.
2.2. The Photometric OSE with Limb Darkening
2.2.1. Dynamical Simulations
We built a numerical model to simulate the stellar
transit of an exoplanet for arbitrary probability func-
tions Ps(x) , including multiple functions in the case of
multi-moon systems. As an update to Heller (2014), our
simulator now considers stellar limb darkening and the
transit impact parameter can be varied. In comparison to
Heller (2014, Section 2.2.2 therein), where an analytical
solution for the actual light curve (the stellar brightness
B
(n)
OSE due to a transiting planet with n exomoons) with-
out stellar limb darkening has been derived, we do not
derive an analytical solution for the light curve of the
OSE with limb darkening. Instead, we simulate the OSE
by generating a computer model of a limb-darkened stel-
lar disk, approximated as a circle touching the the edges
of a square sized 1 000 × 1 000 pixels. Then we let the
planet and the probability function(s) of the moon(s)
transit. In the following, we refer to this approach as our
“dynamical OSE model”.
Once Ps(x) enters the stellar disk, we multiply the
stellar intensity (Ipx⋆ ) in any pixel that is covered with
the probability density Ppxs (x) in this pixel, so that
dx×Ipx⋆ ×P
px
s (x) is the relative amount of stellar bright-
ness that is obscured in this pixel. In this notation, dx
corresponds to the pixel width. Planet–moon eclipses are
2 For e = 0, we have e˜ = 0, a˜ = a, A˜ = a, r˜ = a,
and v˜ = (µ/a)1/2 . Hence, setting e = 0 in Equation (10)
and using Pps = 2pia(a/µ)1/2 we obtain the circular case
Ps(x) = 1/
(
pia[1− (x/a)2]1/2
)
derived in Heller (2014, Equa-
tion (4) therein).
Figure 3. Different orbital eccentricities (e) in the planet–
moon system (upper panel) cause different orbital sampling fre-
quencies (lower panel). Six different values are shown: e ∈
{0, 0.1, 0.2, 0.3, 0.4, 0.5}.
automatically taken into account, because the planet is
simulated as a black circle. Consequently, Ipx⋆ = 0 inside
the planetary radius and Ppxs (x) cannot contribute to the
photometric OSE in the planetary shadow. At any given
observation time t, the sum
F 1OSE(t) =
(
Rs
R⋆
)2 ∑
px
dx× Ipx⋆ × P
px
s (x) (11)
over all occulted pixels within the stellar radius (R⋆)
gives us the relative loss in stellar brightness B1OSE(t) =
1−F 1OSE(t) due to the photometric OSE of the first satel-
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Figure 4. Comparison of the dynamical photometric OSE model with limb darkening (solid line), the dynamic photometric OSE model
without limb darkening (dashed line), and the analytical expression for a non-limb-darkened star as per Eq. (6) in Heller (2014). Left: The
OSE is hardly visible as a the slight brightness decrease in the wings of the planetary transit. Right: A zoom into the ingress of the moon.
The dynamic model without limb darkening reproduces the analytical prediction very well. However, only the dynamic limb darkening
model will be useful for fitting real observations. This hypothetical star–planet system is similar to the KOI 255.01 system, except that we
here assume b = 0. The toy moon is as large as Ganymede (0.41R⊕) and the planet–moon orbit is 15.47Rp wide, equivalent to Ganymede’s
orbit around Jupiter.
lite. In the more general case of n satellites,
FnOSE(t) =
n∑
s
[(
Rs
R⋆
)2 ∑
px
dx× Ipx⋆ × P
px
s (x)
]
(12)
and BnOSE(t) = 1 − F
n
OSE(t). We apply the nonlinear
limb darkening law of Claret (2000, Equation (7) therein)
and use stellar limb darkening coefficients (LDCs) listed
in Claret & Bloemen (2011), which depend on stellar
effective temperature (T⋆,eff), metallicity ([Fe/H]), and
surface gravity (log(g)).
As an example, Figure 4 shows the simulated tran-
sit of KOI 255.01 together with the OSE of a hypothet-
ical Ganymede-sized moon at a = 15.47Rp, equivalent
to Ganymede around Jupiter. The 2.51R⊕ super-Earth
(R⊕ being the Earth’s radius) is an interesting object
as it transits a 0.53M⊙-mass M dwarf with a radius
of 0.51 ± 0.06R⊙ every 27.52197994± 3.295 × 10
−5 d.3
Hence, the photometric OSE of even a Ganymede-sized
moon could be significant. In our simulations, the tran-
sit impact parameter is set to b = 0.0 to ease com-
parison with the analytic model, although it is really
given as b = 0.1244 (+0.2132,−0.1243) in the Exoplanet
Archive. The LDCs are a1 = 0.4354, a2 = 0.2910, and
a3 = 0 = a4. In both panels of Figure 4, the solid line
refers to our dynamical OSE model with limb darkening,
the dashed line shows the dynamical model with the limb
darkening option switched off, and the dotted line shows
the analytical OSE model by Heller (2014), which also
neglects limb darkening.
The left panel shows that the analytical solution is
much less accurate than the dynamical OSE model inside
the planetary transit trough because it neglects stellar
limb darkening. In the wings of the transit curve, how-
ever, the analytical solution without stellar limb dark-
3 All values taken from http://exoplanetarchive.ipac.caltech.edu
as of 2014 May 30.
ening and the dynamic OSE model with limb darkening
differ by < 3×10−6 compared to a maximum OSE depth
of about 3×10−5 just before the planetary ingress (right
panel). The analytic model might thus offer sufficient
accuracy for an initial OSE survey of a large data set.
With such an approach, a first and preliminary search for
OSE candidates within thousands of phase-folded light
curves would be a matter of minutes. Even more en-
couraging, the dynamic OSE model with limb darkening
almost resembles a straight line, at least in this config-
uration where the moon’s semimajor axis is roughly as
wide as the stellar diameter. A straight line fit would, of
course, simplify an initial OSE search even further, as it
would mostly depend on the moon’s radius squared (in
terms of maximum depth) and on the moon’s semimajor
axis (in terms of duration).
The right panel of Figure 4 also reveals that the dy-
namical OSE model causes a slightly smaller depth in the
light curve for about two-thirds into the OSE ingress.
This effect is caused by stellar limb darkening and the
stellar brightness in the occulted regions being lower
than the average brightness on the disk. In the final
third of the OSE ingress, the dynamical OSE model then
yields a deeper absorption because of the increasing stel-
lar brightness towards the disk center. This division into
two-thirds, in which the OSE model without stellar limb
darkening is deeper than the one with limb darkening,
and the one-third where things are reversed, is not a uni-
versal relation. Toward the stellar limb, e.g., the model
without stellar limb darkening produces a deeper OSE
signal during the entire transit.
2.2.2. Comparison with Kepler Data
We now apply our model to observations. This inves-
tigation is not an in-depth search for moons around a
test planet, but it shall serve as an illustration of the
OSE by reference to actual observed data. Our sur-
vey for confirmed, super-Neptune-sized Kepler planets
with orbital periods > 10 d (to ensure Hill stability of an
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Figure 5. Left: Raw PDCSAP FLUX for Kepler-229 c – individual quarters come offset from one another, and the approximately 90
transits are visible as large dips. Right: Detrended data.
moons) around a & 0.7R⊙ star (allowing detection of ex-
omoons akin to the largest solar system moons) revealed
Kepler-229c (KOI 757.01) as a promising object. It is a
4.8R⊕ planet transiting a 0.7R⊙ star every 16.96862d
with an impact parameter b = 0.25 at a distance of about
0.117AU (Rowe et al. 2014). The stellar mass can then
be estimated via Kepler’s third law as 0.74M⊙, and the
planetary Hill radius (RH) is about 78R⊕ ≈ 16Rp, as-
suming that Kepler-229c’s mass is similar to that of Nep-
tune. Stellar LDCs are interpolated from Claret & Bloe-
men (2011) tables using the stellar effective temperature
and surface gravity of Kepler-229 (Rowe et al. 2014),
yielding a1 = 0.618423, a2 = −0.522542, a3 = 1.24769,
and a4 = −0.536854.
We first retrieved as many quarters as were available
among Q0-Q17 of the long-cadence4 (30 minutes) pub-
licly available Kepler data for Kepler-229c.5 We ana-
lyzed the PDCSAP FLUX data, from which the Kepler
mission has attempted to remove instrumental variabil-
ity. Nevertheless, these data still exhibit significant vari-
ability unrelated to transits, as seen in Figure 5 (left
panel). The creation of the PDCSAP fluxes by the
Kepler mission involves the removal of common mode
variability from the light curves attributable to instru-
mental effects, which can distort real astrophysical (such
as stellar) variability but primarily at medium to long
timescales. Since we consider relatively short-period
planets, these possible distortions are unlikely to affect
our analysis.
To condition each quarter’s observations, we sub-
tracted the quarter’s mean value from all data points
and then normalized by that mean. To these mean-
subtracted, mean-normalized data, we applied a mean
boxcar filter with a width equal to twice the transit du-
ration plus 10 hr. This window is chosen to maximally
remove non-transit variations while preserving the shape
of the transit and OSE signals. The right panel of Fig-
4 The OSE itself is an averaging effect, as it appears in the phase-
folded light curve and only after several transits. Hence, for the
OSE curve it does not make a difference if the data is taken in
short cadence and then binned into 30minute intervals or if it is
taken in 30minute intervals in the first place.
5 http://archive.stsci.edu/kepler/data search/search.php
ure 5 shows the resulting detrended data. Finally, we
stitched together all quarters and masked out 10σ out-
liers.6 Figure 6 (right panel) shows the final result for
Kepler-229c, after we folded the detrended data on a pe-
riod of 16.968618d. Gray dots present the detrended,
phase-folded data, and black dots with error bars show
the binned data. The solid black line shows the direct
output of our dynamical OSE simulator but for a planet
without a moon, and the dashed red line shows the tran-
sit including the photometric OSE of an injected moon.
A red cross on that curve at about 0.5 hr highlights the
orbital configuration that is depicted in the left panel.
The left panel of Figure 6 illustrates our dynamical
OSE model at work for Kepler-229c. The planet along
with the probability distribution of one hypothetical ex-
omoon can be seen in transit. The injected moon has a
radius of 0.7R⊕, the vertical width of the moons Ps(x)
is to scale to both the planetary and the stellar radius.
The moon orbit is set to 8Rp, which is RH/2 and there-
fore at the boundary of Hill stability for prograde moons
(Domingos et al. 2006).
The inset in the right panel zooms into the transit light
curve just about an hour prior to planetary ingress. In
addition to the black solid (no moon) and red dashed
lines (0.7R⊕-sized moon), we also show a blue dotted
line indicating the OSE of a hypothetical Earth-sized
moon. Note that the width of individual error bars of
the binned data is ≈ 10−4, which corresponds to the
depth of an Earth-sized moon’s photometric OSE. With
about 5 of such binned data points (or about 500 un-
binned data points during the OSE ingress), a search
for the exomoon-induced photometric OSE around this
planet could yield statistical constraints on the presence
of moons the size of Earth and smaller around this par-
ticular exoplanet. A more elaborate statistical analysis
of exomoon effects in transit light curves is deferred to a
future study (R. Heller et al. 2016, in preparation).
3. NUMERICAL SIMULATIONS OF THE
PHOTOMETRIC OSE
6 We define σ to be the standard deviation estimated as 1.4826
× the median absolute deviation (Bevington & Robinson 2003).
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Numerical OSE Simulator Applied to Kepler-229 c
Ps(x)
×
left panel
100.0
100.0
100.0
100.0
no moon 0.7 R! 1.0 R!
0
-10
-20
[ppm]
Comparison of OSE Simulations with Kepler Data
Figure 6. Visualization of our dynamical photometric OSE transit model. This example shows the transit of Kepler-229 c, a 4.8R⊕ planet
orbiting a 0.7R⊙ star every ≈ 17 d with a transit impact parameter b = 0.25. Left: The planet (black circle) and the probability function
(shaded horizontal strip) of a hypothetical 0.7R⊕ moon with an orbital semimajor axis of 8Rp transit the limb-darkened star (large bright
circle). Right: The red cross on the OSE curve at 0.5 hr refers to the moment shown in the left panel. The inset zooms into the wings
of the transit ingress. Three models are shown: no moon (black solid), a 0.7R⊕ moon (red dashed), and a 1R⊕ moon (blue dotted), all
moons with a semimajor axis of 8Rp around the planet.
To simulate the OSE in more complex configurations
with inclined moon orbits, for which an analytical solu-
tion is not available, we wrote a numerical OSE simulator
in python, which we call “PyOSE”. The code and exam-
ples are publicly available7 under the MIT license.8 All
of the following figures were generated with this code.
3.1. Parameterization in PyOSE
In PyOSE, the moon’s orbital ellipse is defined by its
eccentricity (e), circumplanetary semimajor axis (a), its
orbital inclination with respect to the circumstellar orbit
(is), the longitude of the ascending node (Ω), and the
argument of the periapsis (ω). Figure 7 (top) shows a
hypothetical 0.7R⊕ exomoon around Kepler-229c on a
circular, inclined orbit (is = 83
◦, Ω = 30◦, a = 8Rp) at
the time of the planetary mid-transit. In our numerical
implementation, the planet–moon ensemble transits the
star from left to right, which is an arbitrary choice. The
motion of the planet and the moon around their common
barycenter during transit can be simulated with PyOSE.
The center panel in Figure 7 shows a river plot (Carter
et al. 2012) representation of 250 of these transit light
curves, with one shown in each row. Each of these light
curves corresponds to a different fixed position of the
moon during the stellar transit. The orbital phase of the
moon (along the ordinate in Figure 7) corresponds to the
mean anomaly. Two horizontal gray regions at phases
≈ 0.1 and ≈ 0.6 show partial planet–moon eclipses. The
7 https://github.com/hippke/pyose
8 http://opensource.org/licenses/MIT
black arrow at phase ≈ 0.2 indicates the moon’s position
chosen in the top panel. For reference, the two vertical
dashed lines illustrate the time of the planetary transit,
which is omitted in our OSE simulations for clarity.
The bottom panel of Figure 7 shows a sum of the indi-
vidual moon transits from the river plot, normalized by
the number of transits. This procedure corresponds to a
phase-folding of a hypothetical observed OSE.
Although PyOSE can simulate transits of planets with
moons, we will focus on the moon’s OSE signature in the
following and study a range of moon transits for various
orbital parameters. The transit model is the one pre-
sented by Mandel & Agol (2002). For each OSE curve,
we chose to sample at least 100 moon transits equally
spaced in time (not necessarily in space for e 6= 0; see
Figure 2) to achieve convergence (Heller 2014). The limb-
darkened stellar disk is represented by a numerical grid of
1 000× 1 000 floating point values, and we calculate the
total stellar brightness during transit for & 1 000 flux
data points between first and last contact of the plan-
etary silhouette with the stellar disk. With the moon
having a radius of typically 1/100 the stellar radius in
the shown simulations, or about 10 px, its transiting sil-
houette is represented by about 100 black pixels. The
error of this approximation compared to a genuine black
circle is < 1%. PyOSE allows for arbitrarily large pixel
grids at the cost of CPU time, which is proportional to
the total number of pixels in the grid or to the square of
Rs (in units of pixels).
3.2. Mutual Planet–Moon Eclipses
8 Heller, Hippke & Jackson
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Figure 7. Top: Sky-projected view generated with PyOSE of both
Kepler-229 c and a hypothetical exomoon in transit. Center: River
plot of the moon transit only. The black arrow at phase 0.2 shows
the moon’s position chosen in the top panel. Bottom: Average
(phase-folded) transit light curve of the system after an arbitrarily
large number of transits, where the moon orbit has been equally
sampled in time.
We treat both the planet and the moon as black disks.
Thus, it is irrelevant whether the satellite eclipses behind
or in front of the planet.9 For each of the simulated
planet–moon transit configurations, PyOSE compares the
distance between the planet and moon disk centers (dps)
to the sum of their radii. If dps < Rp + Rs, a mutual
eclipse occurs and PyOSE calculates the area (A) of the
asymmetric lens defined by the intersection of the two
circles as
A = R2s arccos
(
d2ps +R
2
s −R
2
p
2dpsRs
)
+R2p arccos
(
d2ps +R
2
p −R
2
s
2dpsRp
)
−
(
1
2
√
(−dps +Rs +Rp)(dps +Rs −Rp)
×
√
(d−Rs +Rp)(dps +Rs +Rp)
)
(13)
This area does not contribute to the stellar blocking by
the moon, as it is covered by the silhouette of the tran-
siting planet.
3.3. Parameter Study
In the following, we study variations of the OSE signal
due to variations in the parameterization of the star–
planet–moon orbital and physical configuration. We use
Kepler-229c as a reference case and modify one param-
eter at a time, as specified below.
3.3.1. The Moon’s Semimajor Axis (a)
For circular moon orbits, changes in amodify the shape
of the OSE, while the area under the integral remains
unaffected (see Equation 9). For e 6= 0 or is 6= 0, how-
ever, both the shape and the integral will change. The
left panel of Figure 8 visualizes this effect for two cases;
one in which the moon is barely stable from a dynamical
point of view (a = 0.5RH), and one for a close-in moon
near the Roche limit (a ≈ 0.128RH ≈ 2Rp). The du-
ration of the OSE signal is longer for moons with larger
semimajor axes. Planet–moon eclipses are visualized by
bumps in the OSE curve of the moon at a = 0.128RH,
near ±0.07days. The moon in the wider orbit is not
subject to planet–moon eclipses.
The right panel of Figure 8 shows the integral under
the OSE curve as a function of a. This is an important
quantity as it serves as a measure for the significance of
the moon-induced OSE imprint on the light curve. The
decline of the OSE integral up to a ≈ 0.6RH is mostly
due to stellar limb darkening: the larger a, the more flux
will be blocked closer to the stellar center for this spe-
cific orbital configuration. Beyond 0.6RH, moon transits
will occasionally be missed during planetary transits and
the OSE signal decreases. The dashed part of the curve,
9 This fact makes the OSE insensitive to the satellite’s sense of
orbital motion around the planet (Heller & Albrecht 2014; Lewis
& Fujii 2014).
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Figure 8. Variation of the OSE for different semimajor axes of a hypothetical exomoon around Kepler-229c. Left: Photometric OSE
for two cases where the satellite is at 0.128 and 0.5RH around the planet. Right: Integral under the OSE curve as a function of the
planet–moon orbital semimajor axis. The solid line shows the limiting cases at 0.128 and 0.5RH, corresponding to the two scenarios shown
in the left panel. The dashed line represents moon orbits that are unphysically wide for prograde moons.
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Figure 9. Variation of the OSE for different satellite radii. The
inset zooms into the ingress of the phase-folded satellite transit,
showing that the time of first contact between the satellite’s sil-
houette and the stellar disk depends on the satellite radius.
corresponding to moons beyond 0.5RH, is physically im-
plausible for prograde moons, and valid only for prograde
moons (Domingos et al. 2006).
3.3.2. The Moon’s Radius (Rs)
Larger moons naturally cause deeper transits. Keeping
everything else fixed, variations in Rs cause variations
in the OSE amplitude roughly proportional to R2s , as
illustrated in Figure 9 (see also the term (Rs/R⋆)
2 in
Equation 11). Comparing the upper and lower curves,
we see a signal increase by a factor of four (-25 ppm vs.
-100ppm) for a change in Rs by a factor of two (from
0.35 to 0.7R⊕). Changes in transit duration occur due
to the different timings of the first and last contact of
the planetary silhouette with the stellar disk (see inset
in Figure 9).
3.3.3. The Planetary Impact Parameter (b) and
the Inclination of the Moon’s Orbit (is)
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◦
Figure 10. Variation of the OSE for different planetary transit
impact parameters and different inclinations of the satellite orbit.
Solid lines refer to b = 0 and dashed lines relate to b = 0.95. For
both cases, we show is = 0◦ and 90◦.
The planetary impact parameter and the inclination
of the satellite orbit determine the fraction of planetary
transits without moon transits, that is, planetary tran-
sits with the moon passing beyond the stellar disk. In
Figure 10, we show four different scenarios of a hypo-
thetical moon around Kepler-229c. Solid lines refer to
b = 0, dashed lines to b = 0.95, and we examine in-
clinations is = 0
◦ (face-on view) and is = 90
◦ (edge-on
view). In the b = 0.95, is = 90
◦ case (upper dashed line),
a bump around planetary mid-transit gives evidence of
planet–moon eclipses. In the b = 0.95, is = 0
◦ and b = 0,
is = 0
◦ cases, planet–moon eclipses do not occur. In the
b = 0, is = 90
◦ case (lower solid line), the bump from
planet–moon eclipses is very broad and deformed into
two minor bumps at ±0.07d in the moon’s OSE.
3.4. Multiple Exomoons
Multiple moons are common in our solar system. Al-
though photodynamical modeling (Kipping 2011) can
tackle multi-satellite systems in principle (Kipping et al.
10 Heller, Hippke & Jackson
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Figure 11. OSE of a multi-moon system. The two solid lines
show the OSE of one 0.35R⊕ moon at 0.5RH and a second 0.7R⊕
moon at 0.128RH. The dashed line shows the combined OSE.
2015), this is extremely time-consuming and a practica-
ble approach still needs to be demonstrated. Following
Kipping et al. (2014, Sect. 2.3 therein), the HEK team
indeed restricts their exomoon search in the Kepler data
to single-moon systems. Our Equation (12) is an analyt-
ical description of the additive OSE in multi-moon sys-
tems and describes how the dynamical OSE model han-
dles multi-satellite systems. Our purely numerical simu-
lator PyOSE can handle multi-satellite systems as well.
That being said, with real observational data, distin-
guishing between an OSE signal of a single large moon
and a signal from several smaller moons may prove dif-
ficult, if not impossible. This is demonstrated in Fig-
ure 11, where we show the individual OSE signals from
two moons (solid lines) and their combined OSE signa-
ture (dashed line). This dashed curve demonstrates that
the photometric OSE is additive as long as moon–moon
occultations can be neglected. 10 The dashed curve is
also what would be observed in reality, noise effects aside.
With noise taking into account, there would be substan-
tial degeneracies among the model parameters and the
number of moons.
4. DISCUSSION
In addition to the orbital and physical parameters
treated above, there are several minor effects on the OSE,
the most important being stellar limb darkening. We
ran a series of simulations using different LDCs for FGK
main-sequence stars. For a typical uncertainty in stellar
temperature≈100K, the effect on the OSE signal is of the
order of 1 ppm, that is, negligible for the vast majority of
observable cases. Nevertheless, if LDCs cannot be con-
strained otherwise, there could be degenerate solutions
between an exomoon-induced OSE and a sole planetary
transit with a different LDC parameterization. This is,
however, only an issue during planetary transit. Alterna-
tively, one can search for OSE-like flux decreases before
and after the planetary transit (Hippke 2015), which can-
not possibly be made up for with different LDCs.
10 PyOSE currently neglects moon–moon occultations. They
would only occur in < 1% of the transits, depending on the exact
geometry of the circumstellar and circumplanetary orbits.
Some aspects of our OSE model might hardly be acces-
sible with near-future technology. For moon orbits that
are co-planar with the circumstellar orbit (is = 90
◦),
moderate moon eccentricities will not cause an OSE sig-
nal much different from a circular moon orbit. Never-
theless, there are configurations in which these parame-
ters make all the difference in determining the presence
of an exomoon (see Fig. 10). Moreover, the discovery
of the formerly unpredicted hot Jupiter population, the
unsuspected dominance of super-Earth-sized exoplanets
in orbits as short as that of Mercury, and the puzzling
abundance of close-in planets with highly misaligned or-
bits suggests that the solar system does not present a re-
liable reference for extrasolar planetary systems. Hence,
any model used to explore yet undiscovered exomoons
will need to be able to search a large parameter space
beyond the margins suggested by the solar system.
Both numerical simulations and observations will al-
ways be undersampled and only converge to the ana-
lytical solution. In terms of observations, this is be-
cause of the limited number of observed transits, usu-
ally < 100 for an observational campaign over a few
years, and because of telescope downtime and observa-
tional windows. Beyond that, the orbital periods of both
the planet–moon barycenter (around the star) and the
moon(s) (around the planet–moon barycenter) determine
a non-randomized sampling of the moon orbit in succes-
sive transits. If an exoplanet’s orbital period were – by
whatsoever reason – an integer multiple of its moon’s
period, then the moon were to appear at the same po-
sition relative to the planet in successive transits. The
resulting phase-folded light curve would not display the
OSE and therefore not converge to our solutions, but it
would show two transits: one caused by the planet and
one caused by the moon.
PyOSE can simulate large numbers of OSE curves for
arbitrary star–planet–multi-moon configurations to test
real observations. Beyond the functionalities demon-
strated in this paper, PyOSE can add noise (parameter-
ized or injected real noise).
Both our dynamical OSE model (Sect. 2.2.1) and our
numerical OSE simulator (PyOSE, Sect. 3) are computa-
tionally inexpensive and easy to implement in computer
code, which is crucial for the independent verification or
rejection of possible exomoon signals. More advanced
methods may suffer from a large parameter space to be
explored, resulting in a huge number of simulations (1011;
Kipping et al. 2013). These could be difficult to verify.
For an independent verification of an exomoon search,
either the original code needs to be released for review,
or an independent implementation is required. To ex-
clude processing, runtime, and hardware errors (bit error
rates are typically 10−14), a search based on TBs of data
ultimately needs to be repeated on different hardware.
The average computational burden for this is large, with
an average of roughly 33,000 CPU hours required per
candidate using photodynamical modeling. The mone-
tary equivalent, e.g. using Amazon’s EC2 on-demand
facilities11, is about $50,000 U.S. dollars (2015 Decem-
ber prices) for a single candidate check.
The dynamical OSE simulation in Figure 4 contains
48 data points and was computed within 10 to 14 s on
11 https://aws.amazon.com/ec2
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two modern computers.12 Hence, this setup can generate
a grid of about 104 such OSE light curves per day. Our
OSE model involves 11 independent parameters: M⋆, R⋆,
the planet’s orbital period around the star (P⋆p), Rp, b,
a1, a2, a3, a4, Rs, and a. For a well parameterized star–
planet system, M⋆, R⋆, P⋆p, and b can be observed and
fit without considerations of any potential moon, assum-
ing that moon-induced variations of the transit impact
parameter (Kipping 2009) are negligible. If one were to
carry out a search for the photometric OSE in the Kepler
data, a limb darkening law with two LDCs should still
do a good job in a first broad survey, leaving us with Rp,
Rs, and a plus the two LDCs to be fit per phase-folded
light curve. Testing 10 values per parameter would then
imply a grid of 105 OSE light curves per planet or planet
candidate. With 104 LCs simulated per day, one Kepler
planet or planet candidate could be checked for an OSE
signature within a week, given a standard desktop com-
puter. If dedicated high-speed computational resources
could be used, all Kepler planets and candidates (about
4000 as of today) could be checked for a photometric OSE
within maybe a month. A simple straight line fit of the
OSE, as suggested above, would dramatically reduce this
time frame to much less than one day. A detailed sta-
tistical analysis, e.g. within a Bayesian framework (Kip-
ping et al. 2012) and using an injection-retrieval method
(Hippke 2015), could then be used to infer the signifi-
cance of the best-fit model for each object.
5. CONCLUSION
We present a new formula to describe the orbital sam-
pling frequency of a moon on an eccentric orbit around
a planet, that is, the probability of a moon residing at
a specific sky-projected distance from the planet (Equa-
tion 10). This formula assumes co-planar circumstellar
and circumplanetary orbits. We implemented it in a dy-
namical OSE simulator with stellar limb darkening that
can be applied to arbitrary transit impact parameters.
In contrast to a previously derived framework, in which
stellar limb darkening was neglected and b was required
to be zero (Heller 2014), our new dynamical OSE simu-
lator can now be applied to observations (Figure 6).
Using an independent numerical OSE simulator
dubbed PyOSE, we examined the moon’s part of the OSE
parameter space, spanned by its orbital semimajor axis,
its physical radius, the inclination of its orbit with re-
spect to the line of sight, the orbit’s longitude of the
ascending node, and the transit impact parameter of the
planet (and therefore of the moon).
The OSE might give evidence of a multi-moon configu-
ration, but the precise characterization of multi-satellite
system will be extremely challenging using OSE only.
Therefore, the OSE method could be used for prelimi-
nary analyses of a large number of systems, while more
costly methods (Kipping et al. 2012; Heller & Albrecht
2014; Agol et al. 2015) could be used to focus on the
most promising subset of targets. Beyond that, the OSE
method can generally be used as an independent means
to verify an exomoon claim via planetary TTV and TDV.
12 Computations took 14 s on a MacBook Pro Retina 8-core,
2.8GHz Intel Core i7 processor, 16GB of total memory, 1600MHz
DDR3 and 10 s on a desktop computer with an 8-core, 3.6GHz
Intel Core i7-3820 CPU, 32GB of total memory.
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