In this work a parallel implementation of Best Fit Decreasing algorithm in Matlab is presented. The propose of this work is twofold: (a) the reduction of the execution time and (b) the optimal partition of dataset for the minimum cost in results of algorithm. Specifically, a function for the partition of dataset is presented. Additionally, a function for BFD algorithm is developed, which meets all the requirements for parallel computations in Matlab. Finally, the performance tests for the computation times and the results of BFD algorithm respect to the number of dataset are illustrated.
Introduction
Given a set of numbers, and a fixed bin capacity, the bin-packing problem is to assign each number to a bin so that the sum of all numbers assigned to each bin does not exceed the bin capacity. An optimal solution to a bin-packing problem uses the fewest number of bins possible. Optimal bin packing one of the classic NP-complete problems [1] .
A approximation algorithm for bin-packing problem is known as Best Fit Decreasing (BFD) [2] , [3] . It sorts the elements in decreasing order of size, but puts each element into the fullest bin in which is fits. It can be implemented by keeping the bins sorted in increasing order of their remaining capacity, and placing each element into the first bin in which it fits.
The execution of BFD algorithm requires large computational cost [4] , that leads researchers to implement BFD using parallel techniques. Matlab is a software tool that supports, conveniently, numerical computations and parallel techniques [5] , [7] , [8] . Additionally, Matlab supports parallel computations either in cluster of computers or in multicore CPUs [6] .
In section 2, the parallelization of BFD algorithm with an illustrative example is presented. This implementation consists of two parts. The first one is the partition of dataset and the second one is the parallel execution. Finally, in section 3 the implemented algorithms are tested for performance. The tests include both serial and parallel implementations of BFD algorithm using Matlab software tools and commands.
The parallelization of BFD algorithm
In this section we illustrate an example for the parallelization of the Best Fit Decreasing Algorithm. We add a part of code to partition the data into two and four groups and to apply the Best Fit Decreasing Algorithm to them. Each group can be apply in one core or computer machine, the so-called workers, with the result that a set of data is assigned to each one worker when executed at the same time in order to reduce execution time.
Suppose the following numbers are 20 object sizes that we want to place in bins of the same capacity with size 10, using as few as possible. Also the wastage (unused space in bins) must be the minimum. The sizes of the objects are sort. First, by running the algorithm in data before partitioning (serial execution), we get the following results as shown in Figure 1 . We notice that the wastage size is 8 and the number of used bins are 9. Gray marked are full bins and no color marker bins is not full.
Data Partition
Each group of the data partition must be a uniform distribution so that the mean and standard deviation of the group data are similar to those before the partition. The code is automated to partition the data according to the number of workers and is in MATLAB function as follows: 
Parallel Execution
In parallel execution we apply the serial BFD Algorithm in each group. The advantage of this method is the reduction of execution time. The disadvantage is the worst results instead to serial execution of the BFD algorithm. In case of 2 partitions in above example, we apply the BFD Algorithm in table A and table B Thus, in parallel execution of BFD in two cores we have total wastage 8 and the number of used bins are 9.
In case of 4 partitions in above example, we apply the BFD Algorithm in table A, table B, table C and table D and Thus, in parallel execution of BFD in two cores we have total wastage 28 and the number of used bins are 11.
The total results are shown in Table 1 Total number of used Bins 9 9 11
Consequently, we see that as the number of groups in which data is divided increases, both the wastage and the number of used bins increase. This is dues to the pattern of partition of the groups and to the individual statistical values that have the data. The more representative the partition of the groups, the less variations in the results will be. It is important to note that the volume of data used to analyze the example is very small. Experimental measurements respect to execution time, wastage and number of used bins will then be presented.
Performance tests and Results
The performance tests are implemented in an efficient computing system with the following characteristics: CPU Intel Xeon E5640 64x 2.67GHz (multicore) and RAM 16GB. Additionally, for the accuracy of the performance tests, the execution time of the tests are calculated with the formula is given by
where t i (i = 1, ..12) is the execution time of each run with the same data and parameters [9] . The BFD algorithm is implemented in Matlab and the parameters of the BFD algorithm are the following: (a) mat, the matrix of dataset and (b) C = 100, the length of bin. Each object of dataset is a random integer number between 1 and 100. The corresponding data are created using the build-in function of Matlab randi().
The performance tests are implemented respect to the number of objects in dataset and respect to the number of cores. In particular, the values of parameters are n = 2 14 , 2 16 , 2 18 and cores = 1, 2, 4, 8. In case of cores = 1 and n = 2 14 we have serial implementation with mean and Standard deviation respectivelȳ x = 50.47894 , s = 28.79547
In case of cores = 2 and n = 2 14 we have parallel implementation (partition in 2 groups) with mean and Standard deviation respectivelȳ The above partition is high representational because the mean and the standard deviation of each group has almost similar values.
In case of cores = 4 and n = 2 14 we have parallel implementation (partition in 4 groups) with mean and Standard deviation respectivelȳ 
Conclusion
From the aforementioned analysis it becomes evident that the parallel implementations of BFD lead to ameliorated performance in terms to execution time. The parallel implementations approach the results of serial implementation. The differences in results (wastage and number of used bins) between serial and parallel implementation is up to 1% while the differences in execution time is at least 70%.Thus, the parallel implementation improves the execution time of BFD algorithm in large dataset. It needs to be noticed that both serial and parallel Matlab implementations run on the same computing system, with the same resources. The parallel algorithms take advantage of the resources of the computing system, namely the cores of CPU.
