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INTRODUCTION
V ECTOR field visualization is an important topic in scientific visualization and has been the subject of active research for many years. Typically, data originates from numerical simulations-such as those of computational fluid dynamics-or from measurements and needs to be analyzed by means of visualization to gain an understanding of the flow. Particle-tracing methods are among the standard techniques for flow visualization. A fundamental problem is to choose appropriate seed points for particle tracing in order to visualize all important features of a flow. One solution to this issue is to employ a dense representation in the form of a texture-based visualization. This approach is well investigated for 2D planar and curved surfaces but less well understood for 3D domains.
Dense representations of 3D flow are challenging for two fundamental reasons. First, the computational complexity increases significantly since computations have to be performed for all cells of a 3D grid. Second, it is difficult to find a good visual representation of a dense collection of particle traces because most particle traces will be occluded by others and the display becomes cluttered. We think that interactivity plays a crucial role in improving the visual representation because motion parallax is an appropriate depth cue, the problem of occlusion can be eased by exploring the scene from different viewpoints, and an animated visualization gives a good impression of the direction and magnitude of the vectors in the data set. Moreover, interesting flow regions can be investigated in detail by selectively viewing those regions and locally increasing the density of the visualization.
In this paper, we address the challenges of computational efficiency and visual perception alike. First, an efficient 3D graphics processing unit (GPU)-based texture advection mechanism is described, where 2D textures are used for fast read and write access to the logical 3D memory. Second, we employ a GPU-based computation of gradients and a corresponding gradient-based volume illumination to display the results of texture advection by slice-based volume rendering. Third, we propose an alternative line-based illumination computation that specifically targets the display of thin particle traces. It is based on the concept of illuminated streamlines [1] and has the advantage that a computation of gradients is avoided. Fourth, perception-guided volume-shading methods are included, such as cool/warm shading, halos, or colorbased depth cueing. Fifth, a volumetric importance function is supported to enhance features of the data set and reduce visual complexity in less interesting regions. All these elements of the visualization system are real-time capable and therefore support interactive visualization.
This paper builds upon our previous work [2] and extends it in the following ways: First, the line-based illumination model is added, including a discussion of its advantages and limitations. Second, the concept of the importance function and its use within our visualization approach is presented in more detail. We also include a comparison with alternative geometry-based vector field visualization approaches and discuss their respective strengths and weaknesses. Third, more example data sets and result images are incorporated to illustrate our visualization and illumination techniques and to demonstrate a range of applicable data sources. Fourth, the performance analysis is updated to reflect recent developments for GPUs.
PREVIOUS WORK
Texture-based representations are an important element of the research in flow visualization. A comprehensive overview is given in the survey article [3] . Early texture-based techniques are spot noise [4] and line integral convolution (LIC) [5] . A related approach makes use of texture advection [6] , which can be extended to 2D Lagrangian-Eulerian Advection (LEA) [7] or 2D Image-Based Flow Visualization (IBFV) [8] . One reason for recent advances in texture-based flow visualization is the increasing performance and functionality of GPUs, which can be used to improve the speed of 2D flow visualization [8] , [9] , [10] , [11] .
exture-based visualization can be extended to display vector fields on curved surfaces [12] , [13] and in 3D [10] , [14] , [15] . In the context of 3D LIC, dye visualization can be used to highlight features [16] . Three-dimensional flow visualization is subject to perceptual issues, which can be addressed by a combination of interactive clipping and user intervention [17] . Alternatively, 3D LIC volumes can be effectively represented by selectively emphasizing important regions of the flow, enhancing depth perception, and improving orientation perception [18] . Perception of 3D flow can also be enhanced by shading according to limb darkening via transfer functions [19] , by interactively changing the rendering style [20] , or by volume rendering of implicit flow volumes [21] . All these systems for perception-guided 3D flow visualization either are not interactive at all or require some timeconsuming preprocessing for particle tracing.
Another approach is to specifically use illumination to improve the perception of orientation of flow structures. Since flow structures such as streamlines can be represented as curves in 3D space, the illumination problem leads to the issue of lighting curved one-dimensional (1D) manifolds embedded in 3D space. We make use of Banks' approach for local illumination of geometric objects of arbitrary dimension and codimension [22] and its specific application to illuminated streamlines [1] . This illumination model can, for example, also be applied to an LIC volume for flow visualization [23] , to voxelized streamlines [20] , or to thread rendering for tensor field visualization [24] . These three applications are based on a precomputation of the 3D texture by 3D LIC or line voxelization, respectively. A related approach is the anisotropic volume rendering of line structures, which treats those lines as thin illuminated tubes that are voxelized in a preprocessing step [25] . Furthermore, the method of illuminated streamlines can be increased in its level of realism by an extension of the lighting model [26] .
Finally, the extraction and selective display of flow features effectively reduce visual complexity. Background information on feature-based flow visualization can be found in the survey article [27] . In the context of this paper, interactive feature definition for focus-and-context 3D flow visualization [28] is a particularly useful approach.
SEMI-LAGRANGIAN 3D TEXTURE ADVECTION
The in-depth discussion of our 3D visualization approach begins with the underlying semi-Lagrangian transport mechanism. Here, particles or marker "objects" (such as dye) are modeled as a massless material that is perfectly advected along the input vector field. From an Eulerian point of view, particles lose their individuality and are represented by their property values (such as color or grayscale values), which are stored in a property field ðx; tÞ, where x denotes position and t denotes time. This property field is typically given on a uniform grid. The evolution of the property field is governed by the advection equation @ðx; tÞ @t þ vðx; tÞ Á rðx; tÞ ¼ 0; ð1Þ where vðx; tÞ is the input vector field. The vector field needs to be defined at all spatial and temporal positions within its domain. For flow data given on a grid, an interpolation filter is applied to reconstruct data values at positions different from grid points (for example, a tensor product of linear filters). We solve (1) by a semi-Lagrangian approach [9] , [29] , which leads to a stable evolution even for large steps. Advection is performed along pathlines (for unsteady flow) or streamlines (for steady flow). Therefore, the ordinary differential equation for Lagrangian particle tracing needs to be solved:
Backward explicit integration is employed to compute particle positions at a previous time step, xðt À ÁtÞ. For example, first-order Euler integration yields xðt À ÁtÞ ¼ xðtÞ À ÁtvðxðtÞ; tÞ:
Starting from the current time step t, an integration backward in time provides the position along the pathline at the previous time step. The property field is evaluated at this previous position to access the value that is transported to the current position, leading to the backward advection scheme ðxðtÞ; tÞ ¼ ðxðt À ÁtÞ; t À ÁtÞ ð 2Þ
in the general case, or to ðx; tÞ ¼ ðx À Átvðx; tÞ; t À ÁtÞ ð 3Þ
in the case of Euler integration. This 3D advection is suitable for unsteady flow because the time dependency of the vector field is taken into account. The step size Át is usually chosen to reflect the speed of the animated visualization; that is, Át represents the physical time difference between two frames of the animation (see Section 4 for more details on the complete visualization process).
Equations (2) and (3) lead to a GPU implementation that represents the property and vector fields by 3D textures [15] . The physical position x and the corresponding texture coordinates are related by an affine transformation that takes into account that the physical and computational spaces may have different units and origins. Accordingly, the step size in computational (texture) space directly corresponds to the physical time step Át. Although the property texture is only updated at grid points, the lookup in the property field at the previous time step is performed at locations that may differ from exact grid positions. Therefore, trilinear interpolation is employed to reconstruct the value of the property field at the previous time step. Since any rendering operation is restricted to a 2D domain, the property field for a subsequent time step is constructed in a slice-by-slice manner. Each slice of the property field is updated by rendering a quadrilateral that represents this 2D subset of the full 3D domain. The dependent lookup in the "old" property texture can be realized by a fragment program that computes the modified texture coordinates according to the Euler integration along the flow field.
The main problem with this implementation is the sliceby-slice update of the 3D texture for the property field. In many cases, an update of a 3D texture is only possible via transfer of data to and from main memory. For example, Direct3D does not provide a mechanism to directly modify 3D textures from other data on the GPU. Although OpenGL allows us to update a slice of a 3D texture by glCopyTexSubImage3D, the speed of such an update can vary tremendously between GPU architectures because of different internal memory layouts of 3D textures (see a related discussion on read access for 3D textures [30] ). Even though the OpenGL superbuffer extension [31] or the frame-buffer object extension [32] allows us to render directly into a 3D texture, the fundamental issues of the speed of updating 3D textures and the extent of the vendor's support for those extensions remain. Therefore, we use an alternative approach that is based on 2D texture memory instead of 3D texture memory. Two-dimensional textures are available on any GPU. They provide good caching mechanisms and efficient bilinear resampling, and they support an extremely fast write access by the renderto-texture functionality.
For our 2D texture-based implementation, we have to distinguish between logical memory and physical memory. Logical memory is identical as for 3D texture advection-it is organized in the form of a uniform 3D grid. Physical memory is a 2D uniform grid represented by a 2D texture. A related approach of virtual GPU memory management was taken by Lefohn et al. [33] for computing level sets on GPUs, which was later extended to generic GPU data structures [34] .
In our approach, we denote the coordinates for addressing the logical memory by x ¼ ðx; y; zÞ and the coordinates for physical memory by u ¼ ðu; vÞ. A slice of constant value z in logical memory corresponds to a tile in physical memory, as illustrated in Fig. 1 . Different tiles are positioned in physical memory with a row-first order. Since the maximum size of a 2D texture may be limited, several "large" 2D textures may be used to provide the necessary memory. These 2D textures are labeled by the integer-valued index i tex .
Since all numerical operations of 3D advection are conceptually computed in logical 3D space, we need an efficient mapping from logical to physical memory, which is described by the function È : ðx; y; zÞ 7 À! ððu; vÞ; i tex Þ:
The 2D coordinates can be separated into the coordinates for the origin of a tile, u 0 , and the local coordinates within the tile, u local : 
The function È 0 maps the logical z value to the origin of a tile in physical memory and is independent of the x and y coordinates. The map È 0 can be represented by a lookup table (see Fig. 1 ), which can be efficiently implemented by a dependent texture lookup. Conversely, the local tile coordinates are essentially identical to ðx; yÞ-up to scalings ðs x ; s y Þ that take into account the different relative sizes of texels in the logical and physical memory. If more than one "large" 2D texture is used, multiple texture lookups in these physical textures may be necessary. However, multiple 2D textures are only required in tiles that are close to the boundary between two physical textures because the maximum length of the difference vector for the backward lookup in (3) is bounded by Átv max , where v max is the maximum velocity in the data set. We use different fragment programs for boundary tiles and internal tiles to reduce the number of texture samplers for the advection in interior regions. Trilinear interpolation in logical space is implemented by two bilinear interpolations and a subsequent linear interpolation in physical space. Bilinear interpolation within a tile is directly supported by built-in 2D texture interpolation. A one-texel-wide border is added around each tile to avoid any erroneous influence by a neighboring tile during bilinear interpolation. The subsequent linear interpolation takes the bilinearly interpolated values from the two closest tiles along the z axis as input. This linear interpolation is implemented within a fragment program.
Although trilinear interpolation by the mapping scheme above is necessary for the read access in (2) or (3), write access is more regularly structured. First, write access does not need any interpolation because it is restricted to grid points (that is, single texels). Second, the backward lookup for (2) or (3) allows us to fill the logical memory in a sliceby-slice manner and, thus, the physical memory in a tile-bytile fashion. A single tile can be filled by rendering a quadrilateral into the physical 2D texture if the viewport is restricted to the corresponding subregion of the physical memory.
VISUAL MAPPING AND VOLUME RENDERING
So far, only the basic advection mechanism has been discussed. However, a useful visualization needs-besides the computation of particle traces-a mapping of the particle traces to a graphical representation. In this paper, the mapping is restricted to an appropriate injection of property values, adopting the basic idea of 2D IBFV [8] . IBFV introduces new property values at each time step, described by an injection texture I. The structure of the injection mechanism of 2D IBFV is illustrated in Fig. 2 .
The original compositing schemes for 2D IBFV and 3D IBFV [14] can be generalized to allow for a unified description of both noise and dye advection [15] : First, the restriction to an affine combination of the advected value and of the newly injected value is replaced by a generic linear combination of both, and, second, several materials can be advected and blended independently. The extended blending equation is given by ðx; tÞ ¼ W ðx; tÞ ðxðt À ÁtÞ; t À ÁtÞ þ V ðx; tÞ Iðx; tÞ with two possibly space-variant and time-dependent weights W and V . The symbol "" denotes a componentwise multiplication of two quantities that consist of several components.
The different components of each texel in the property field describe the density of different materials. Recurring blending of injected "particles" leads to streaklinelike visual structures. The advantages of the extended blending scheme are given as follows: First, different materials are blended independently from each other and may therefore have different lengths of exponential decay, and second, a material can be added on top of an existing material, which is the prerequisite for dye advection (see the discussion in [15] for more details).
The property field is visualized by volume rendering with texture slicing-similarly to 2D texture-based rendering with axis-aligned slices. Traditional 2D texture slicing holds three copies of a volume data set, one for each of the main axes. In our approach, however, only a single copy of the property field is stored on the GPU. To avoid holes in the final display, the stacking direction is changed on the fly during advection if the viewing angle becomes larger than 45 degrees with respect to the stacking axis. Fig. 3 illustrates a reordering of the stacking direction from the y axis to the x axis. A tile in the new stacking order is rendered in a stripe-by-stripe fashion, according to portions of tiles from the old stacking order. The reordering process takes into account that the number of tiles, their sizes, and their positions may change.
Actual volume rendering accesses tile after tile in frontto-back order by rendering object-aligned quadrilaterals. Texture coordinates are issued to address a tile in the physical memory of the "large" 2D texture. We employ a dependent texture lookup in a fragment program to implement postclassification. For each material in the property field, density is mapped to optical properties (color and opacity) by its corresponding transfer function. The results of different transfer functions for different materials are added to obtain the final color and opacity.
Our approach retains all benefits and extensions that are available for 2D texture slicing, such as fast bilinear texture sampling (as opposed to slower trilinear reconstruction in 3D textures), additional slices with trilinear interpolation [35] , and preintegrated volume rendering [36] .
For dense 3D flow representations, transfer functions are typically specified to render interesting flow regions with high opacities. Therefore, early ray termination is an effective way of accelerating volume rendering provided that a frontto-back compositing scheme is employed. Similarly to [37] , the early z test can be used to skip the execution of a fragment program when a user-specified maximum opacity has been accumulated. Depending on the GPU architecture, the early z test is an efficient way to discard fragments.
Terminated rays are masked in a separate rendering pass by setting the z buffer to zero (near clipping plane); the z value is set to the depth of the far clipping plane for all other pixels. Then, the depth test skips the terminated rays while a slice of the volume is being rendered. As the initialization of the z buffer in the separate pass consumes additional rendering time, we choose to perform this initialization only for every nth volume slice to achieve a compromise between perfect early ray termination and the additional costs for the separate pass. A typical value is n ¼ 10. The speedup by early ray termination is discussed in more detail in our previous work [2] .
ILLUMINATION AND VISUAL PERCEPTION
Section 4 has described volume rendering according to the emission-absorption model, which leads to a display similar to a self-emitting gas cloud. Although this model allows us to view different semitransparent depth layers of a 3D flow field, it fails to explicitly visualize the orientation and relative depth of streamline or streakline structures. Fig. 4a shows a visualization according to the emission-absorption model with high opacities. The chosen camera position leads to a visualization that is essentially restricted to showing the flow on one of the faces of the cube-shaped domain boundary. The underlying data set illustrates the air flow in a tornado (view from top). Figs. 4b and 4c show that the final display has been improved by additionally applying volume illumination to the property field.
In this paper, we investigate two alternative methods for the volumetric illumination of the results of texture advection. The first method relies on the gradients of the property field, which serve as normal vectors for local illumination. Gradient-based lighting is a widely used approach for volume illumination in general and is directly adopted for lighting the advected properties field. The second method is based on line-oriented lighting that applies the illumination computation to streamline structures contained in the property field. This approach just needs the tangent vector of the streamlines and, thus, avoids the computation of gradients.
Gradient-Based Illumination
In general, volumetric illumination needs gradients as a basis for local illumination. This approach relies on the assumption that isosurface-like spatial structures of the volume are most important and, thus, should be illuminated and rendered correspondingly. Since the gradient is perpendicular to the isosurface at the respective point in the volume, the orientation of the tangent plane of the isosurface is given by the gradient. Therefore, when the gradient is available, any of the traditional local lighting models, such as the Phong or Blinn-Phong models, can be employed. The contribution from local illumination is added to the emission part in the volume rendering integral. In the discretization via texture-based volume rendering, the local illumination term is combined with the color contribution from the scalar field. The review article by Max [38] , for example, provides more details on optical models for volume rendering.
Because of the generality of gradient-based illumination, it can be directly applied to the special case of the property field that results from advection. Our goal is to incorporate volume illumination into the above real-time advection system and, therefore, gradients have to be computed in real time as well. We employ a numerical computation by central differences, which delivers gradients of acceptable quality at a high speed. Gradients are stored in a grid that has the same logical and physical memory layout as the property field. Central differences exhibit a uniform access to 3D logical memory because data is fetched from neighboring grid points along the three main axes. Accordingly, a well-structured accessing scheme is also applied in 2D physical texture memory: Neighboring texels in the current tile yield the x and y partial derivatives, whereas the partial derivative along the z axis is based on the two closest tiles in z direction.
The mapping from logical to physical memory according to (4) needs only to be computed at the four vertices that describe a single tile in physical memory. Six pairs of texture coordinates are attached to the vertices and interpolated by scan line conversion. Linear interpolation and the mapping from (4) are commutative: The respective tile origins u 0 and texture indices i tex are constant, and the local coordinates u local vary linearly because the relative distance between a central grid point and its neighbors is constant for a complete tile.
Gradients are computed after each advection and blending iteration and before volume rendering. Therefore, any gradient-based volume-shading method may be applied. Fig. 4b shows an example of volume illumination by the Phong model with diffuse and specular components, which are added on top of the emissive part that is determined by the transfer function from Section 4. We use the same transfer function value for the material color for diffuse illumination; the specular color is set to white. Other definitions of material colors could be easily incorporated if required. Phong illumination greatly improves the perception of orientation by shading-highlights in combination with camera motion are particularly effective in revealing the orientation of particle traces.
Line-Based Illumination
The main problems of gradient-based illumination are increased computational costs for calculating gradients and additional memory requirements if gradients are stored in texture memory. Line-based illumination can be used to overcome both problems. The idea is to apply illumination directly to thin streamlines, whose relevant geometric information about orientation is encoded in their tangent vectors. By construction, the tangent of a streamline is identical to the vector data at the same point. Therefore, the vector field is sufficient to compute the local illumination of streamlines.
We first describe an existing method for the lighting of curves in 3D and then adopt this technique for the illumination of the texture-based streamlines. According to Banks [22] , local illumination can be extended to geometric objects of arbitrary dimension and codimension. We assume that an object of dimension k > 0 can be described as a k-manifold M embedded in euclidean space of dimension n > k. The difference n À k is the codimension of the object. For example, curves embedded in 3D space are 1-manifolds with codimension 2 (that is, n ¼ 3 and k ¼ 1). Banks relies on Fermat's principle with light paths of minimal length to derive a model for diffuse and specular illumination.
In this paper, we use a convention in which the light direction vector L, the normal vector N, the reflection vector R, and the viewing vector V point away from the position of incidence of the illuminated object. All these vectors are assumed to be normalized to unit length.
The n-dimensional euclidean space is decomposed into the k-dimensional tangent space T M p and the ðn À kÞ-dimensional normal space NM p -both at the point p of the manifold M that describes the boundary of the illuminated object. The main issue of illumination in higher codimension is that there is no unique normal vector because the normal space NM p has a dimension ðn À kÞ > 1. The basic idea is to select an appropriate vector from the normal space NM p in order to maximize the lighting contribution according to Fermat's principle.
In the following, we consider the case of illuminating curves embedded in 3D space (that is
whereas the dot product for the specular term can be written as
The combined contribution of ambient, diffuse, and specular lighting can be expressed in terms of only two parameters: ðL Á TÞ and ðV Á TÞ. In the implementation by Zö ckler et al. [1] , illumination is precomputed and stored in a 2D illumination texture S. Texture coordinates ðL Á TÞ and ðV Á TÞ are attached to the line geometry to access the illumination texture during runtime. This illumination method has to be slightly extended for an on-the-fly rendering of texture-based streamlines. First, the illumination model is applied to each fragment on the texture slices used for volume rendering-not to a geometrically defined curve. Second, we cannot attach the texture coordinates ðL Á TÞ and ðV Á TÞ to the proxy geometry of volume rendering (that is, the slices). Instead, the vector field texture is accessed via a fragment program used during volume rendering. The fetched vector is normalized to unit length in order to obtain the tangent direction T. Then, the two dot products ðL Á TÞ and ðV Á TÞ are computed and used as texture coordinates for a dependent lookup in the illumination texture S. All vector quantities are described in the object coordinate system of the vector data set. In this way, the tangent vector does not have to be transformed into any other coordinate system. For directional light, the light direction is transformed into object coordinates once per frame. The transformed view vector can be attached to the vertices of the slice polygons as a set of texture coordinates, avoiding any per-fragment transformation.
A potential problem of line-based illumination is that it can lead to inconsistent results if applied to surfacelike objects. The very assumption of line-based lighting is an infinitesimally thin curve. Therefore, line-based illumination should only be applied to curvelike structures, and not to large-scale objects that typically arise from dye advection. Fig. 5 illustrates the error introduced by applying line-based illumination to curves of finite thickness. The test object is a cylinder of finite thickness. Line-based lighting leads to a specular highlight that fills a complete ring around the cylinder because the tangent vector is the same for all those positions (even if the backfacing part might not be visible to the camera due to occlusion). In contrast, the correct illumination, as computed by the surface-based approach, leads to a smaller sphere-shaped area that contains the specular highlight. In fact, the correct specular highlight is always part of the typically larger highlight region computed by the line-based method. The extent of possible error depends on the width of the curve: The thinner the curve, the smaller the possible room for error. In the extreme case of a one-pixel-wide curve, we achieve perpixel accuracy with line-based lighting.
The discussion of potential error has so far been based on completely opaque solid curves of finite thickness. However, the property field generated by advection and blending represents a material density that is mapped to colors and opacities by means of a transfer function. We extend this transfer function to control specular reflection and reduce the size of erroneous highlight regions. Fig. 6 illustrates the material density profile of a single streak in the property field. Such a 1D profile is obtained from property values along a line crossing the streak. Since the streak is generated from low-pass-filtered (that is, smoothed) input noise, its profile is smooth and has its maximum at the center of the streak.
We use an illumination transfer function to modulate the specular component: Only for high property values, the specular contribution is taken into account; otherwise, it is multiplied by zero. In this way, the specular highlight is restricted to a small center part of the streak. Diffuse illumination and emissive colors are present in high-range and medium-range property values, whereas low property values correspond to background colors. Through accumulation of colors and opacities during volume rendering, the spatial concentration of specular highlights on the center of streaks remains even in the final image because a ray that hits a streak off-center only collects nonspecular contributions. Similarly to limb darkening [19] , which emulates a halo effect by choosing an appropriate transfer function, we achieve a removal of specular highlights at the edges of streaks. Accordingly, we call this effect specular edge darkening. In contrast to the simplified illustration in Fig. 6 , our implementation uses an illumination transfer function that provides a smooth transition from specular, over diffuse and emissive, to background areas in order to avoid high spatial frequencies and aliasing in the final image.
One problem that cannot be overcome by specular edge darkening is that the highlight might be located at slightly shifted positions on the streak. However, this inaccuracy does not affect the important benefits of specular edge darkening: The reduction of the size of highlights and the provision for a fine structure in streak shading.
Figs. 4b and 4c compare gradient-based and line-based illumination for the example of a tornado data set. Fig. 4c demonstrates that line-based illumination is capable of displaying clear Phong highlights that are centered on the streaks due to specular edge darkening. In addition, it conveys the relative depth of streaks by means of partial occlusion and limb darkening. In contrast, gradient-based illumination in Fig. 4b exhibits high-frequency artifacts in the structure of specular highlights caused by the inaccuracies in computing gradients. The limited spatial resolution of the property field, the quantization of property values to 8-bit resolution, and the inaccuracies due to second-order central differences degrade the gradient quality. On the other hand, gradient-based illumination surpasses linebased illumination with respect to the quality of diffuse illumination because the Lambert term is less sensitive to gradient inaccuracies.
Perception-Oriented Illumination
So far, we have restricted illumination to the Phong model, which targets a realistic look for object shading. More sophisticated local lighting models, such as the physicsbased Cook-Torrance model [39] , could be easily included as long as they can be expressed in terms of normal, view, and light vectors.
The goal of texture-based flow visualization is to visually represent data, not to strive for photorealism. Therefore, perception-oriented illumination plays a more important role than physically based lighting. A prominent example of a nonphotorealistic illumination model is cool/warm shading [40] , [41] . Here, orientation with respect to light Fig. 5 . Comparison of (a) line-oriented illumination and (b) surfacebased illumination, both applied to a thick cylinder that approximates a line. In the line-oriented approach, the specular highlight is erroneously present around a full cylindrical stripe. However, the highlight should only cover a limited sphere-shaped area, as correctly computed by the surface-based approach. Fig. 6 . The material density profile along a straight line that crosses through a streak in the property field. The illumination transfer function, which is applied to property values, implicitly separates spatial locations within the streak into regions with specular highlights, with diffuse and emissive contributions, and with background material. direction is encoded by warm (yellowish) or cool (bluish) colors, respectively. Figs. 7a and 7b compare Phong illumination and cool/warm shading. The advantage of cool/warm shading is that orientation is represented by (almost) isoluminant colors. Therefore, brightness can still be used to visualize another attribute or property. The computation of cool/warm shading is strongly related to the computation of diffuse illumination-it essentially requires a dot product between light and normal vectors. Therefore, cool/warm shading can be applied for the gradient-based as well as line-based approaches.
Another means of improving the perception of texturebased flow visualization is to include additional attributes to modify the illumination. A prominent example is the depth with respect to the camera. We apply color-based depth cueing to imitate aerial perspective. Variations are also feasible; for example, a subtle blue shift [41] can be included by adding a blue component to the fog color. Depth cueing and other modifications based on additional attributes can be used with the gradient-based and linebased approaches because they can make use of the same attribute information.
As a further method, halos can be employed to visualize relative depth between linelike structures [18] : Objects behind a closer streakline are partly hidden by dark halos. One way of implementing halos is to render them as thick silhouette lines. Silhouette lines are detected by examining the dot product of gradient and viewing directions because an ideal silhouette has a gradient perpendicular to the viewing vector. An additional transfer function is included to specify halos. This transfer function maps the above dot product to color and opacity. Thick silhouette lines are implemented by mapping a finite range of input values (around zero) to high opacities. This approach to halo rendering requires gradients and, thus, can only be used in combination with gradient-based illumination. As an alternative, limb darkening through high opacities in the transfer function [19] contributes to a halo effect for purely geometric reasons. Limb darkening only needs volume rendering without any illumination and accordingly can be applied to the gradient-based and line-based approaches. However, gradient-based illumination is preferable because the combination of the gradient criterion and limb darkening enhances the halo effect.
Here, we would like to point out that we always advect several materials because different line colors are an effective means of visualizing continuity along those lines [18] . We refer to our previous work [2] and the accompanying Web page 1 for further example images or videos that demonstrate perceptual rendering approaches, including halo rendering and depth cueing. The videos also show that the perception of flow direction and speed is further improved through animated visualization.
FEATURE-BASED VISUALIZATION
Another issue of dense 3D representations is clutter and occlusion. This problem can be addressed by selectively fading out uninteresting flow regions. The important parts can be regarded as flow features in a general sense. The derivation of new feature definitions is beyond the scope of this paper. In fact, we assume that any useful feature description can be condensed into a scalar-valued importance function. Fig. 8 illustrates a modified volume rendering process that takes into account the importance function. The property field and the importance function are rendered simultaneously in a way that the importance value is used to modify the transfer function applied to the property value. A low importance value leads to a reduction of the transfer function value, decreasing the contribution of its color and opacity-often even to zero. Conversely, a high importance value results in a final value that is (almost) identical to the original transfer function value. We model this behavior in the following way: The importance value is mapped to an intermediate weighting factor; subsequently, the result of the original transfer function is multiplied by this factor. The mapping of the importance value is represented by a function . A typical choice for is a shifted Heaviside function:
according to our convention. The parameter is the threshold below which the volume is completely transparent. The use of the Heaviside function leads to volume clipping because parts of the volume are virtually cut away. The threshold parameter is usually specified by the user, typically in an interactive exploration process. For more details on volume clipping, we refer to papers on GPU-based volume clipping [42] and its application to volume illustration [43] . An alternative is a smooth map that leads to a gradual transition between important regions and less relevant parts of the data set. The transition rate-the slope of -and the location of the transition are normally specified by the user. A graphical way of defining a gradual transition is provided by smooth brushing [44] . In general, it is useful to specify the importance function interactively in order to incorporate the user's expertise in the data exploration process. For example, focus-and-context methods [28] could be directly used to generate the importance function.
Slice-based volume rendering can be enriched by the importance function by extending the respective fragment program. This fragment program additionally accesses the texture that holds the 3D importance function, applies the function to the importance value, and multiplies the resulting value by the transfer function value. The map can be implemented by a dependent lookup in a texture that represents . Simple versions of , such as the Heaviside function, can be mapped to arithmetic shader instructions. In some cases, the importance function need not be stored explicitly in a texture but could be constructed on the fly in the fragment program. An example is velocity magnitude, which is computed directly from the vector field. The usefulness of velocity magnitude as a feature measure is discussed by Jobard et al. [7] for 2D flow.
At this point, we would like to compare previous methods with our approach to feature-based and importance-driven 3D vector field visualization. In particular, we discuss importance functions for geometric flow visualization. In contrast to texture-based methods, geometric methods explicitly extract a geometric representation of particle traces (for example, streamlines, streaklines, or pathlines) by means of 3D positions along those traces. For geometric methods, the importance function is typically used to determine the space-variant density of particles or their traces. This density can be controlled through particle seeding and particle removal.
One strategy to control the particle density is to explicitly check this density on a regular basis by counting particles and relating the number of particles to the covered region. For example, Guthe et al. [45] use this approach in combination with an octree data structure to efficiently count particles and to modify their number if needed. Another approach controls particle injection or removal by a stochastic model, typically modeled by a density distribution function as used, for example, by Lö ffelmann and Grö ller [46] or Weiskopf et al. [47] . With a similar method, streamline seeding can be guided by critical points of the vector field, as described by Verma et al. [48] .
Another class of approaches takes into account the extended objects (for example, streamlines) originating from particle tracing in order to control their density. An early example of this approach is the image-guided streamline placement by Turk and Banks [49] , which leads to an approximately even distribution of streamlines on a 2D domain. An improved method by Jobard and Lefer [50] allows for a fast computation of evenly spaced streamlines of arbitrary density. The Chameleon system by Shen et al. [20] is a 3D example of evenly spaced streamlines that are subsequently voxelized on a 3D texture.
An obvious strength of all geometry-oriented approaches is their high efficiency when rather sparse representations with only a few particle traces are used. Typically, the computational cost increases linearly with increasing density of traces. Therefore, feature-based visualization is often used to directly control the particle or trace density in order to achieve a speedup when only small regions of a data set are emphasized by the importance function. In contrast, our approach for the feature-guided visualization of texture-based flow representations uses the importance function only during the final display. Texture advection and blending, which are the analogues of particle tracing and line construction, are not affected by the feature definition. Fig. 9 compares the data flow and processing steps for the geometry-oriented and texture-based approaches. The two approaches differ in the stage where the importance function influences the visualization pipeline: The geometry-based pipeline is already affected at its first stage, whereas the texture-based pipeline is only affected at the last stage of volume rendering. Of course, a geometry-oriented method could also be used to generate a dense representation that is affected by the importance function only during rendering. However, we do not consider this approach in the following discussion because it would ignore the most important performance benefit of geometry-based methods and typically lead to a visualization that is less efficient than a comparable texture-based implementation.
An advantage of our implementation of texture-based visualization is the decoupling of particle tracing and feature-based display. This decoupling is useful for the following application scenarios.
One scenario supports a tight interaction between the user and the visualization. The user can quickly change the emphasized region without having to wait for an update of the seeding or particle tracing processes. This advantage is most prominent for incremental constructions of particle traces for time-dependent flow when the traces are computed step-by-step during the animated visualization. For example, texture advection just needs the current time step of the vector field to propagate the animated visualization by one time step. The iterative computation can be derived mathematically from a discretization of an exponential filter kernel for LIC [51] . Texture advection can handle both steady and unsteady flow without any changes and, thus, allows for a streaming-in of flow data with a concurrent streaming computation of the visualization. However, there is a tune-in phase of several time steps required at the beginning of the visualization. An analogous iterative computation can be employed for geometric traces, for example, for pathlines that are followed while unsteady flow data is being streamed in. Similarly, a tune-in phase is required to obtain pathlines of a certain minimum length. The tune-in time span prevents a fast modification at the particle seeding stage of the visualization pipeline.
The second scenario is a focus-and-context visualization of 3D flow. The focus-the emphasized region (also see the first scenario)-can be rendered almost opaque, whereas the surrounding context region can be rendered more transparent. Typically, the focus covers only a small area, but the context tends to be rather spread out. Therefore, the visualization of the context requires the computation of particle traces in a large portion of the data set, which is directly supported by a full spatial coverage through texture advection. In addition, the focus and the context can be easily and quickly changed by just modifying the opacity transfer function or the computation of the importance function.
The third scenario is the interactive exploration by means of dense visual representations. An extreme example is the examination of a data set by volume clipping [17] , which could be described by a Heaviside transfer function . A dense coverage is favorable on clipping planes to make good use of the available screen resolution. An interactive modification of clipping planes is only possible when a high-density 3D property field is available. The same argument is true even in less extreme examples that employ a spatially restricted and highly opaque subregion of 3D space. A typical example is flow visualization in a thick boundary layer around a surface [52] .
In general, the strengths and weaknesses of geometryoriented and texture-based methods are mostly complementary to each other, which makes the two approaches valuable alternatives. The geometry-based approaches are favorable for relatively sparse representations, for nonincremental computations of particle traces and for fixed importance functions. Conversely, our texture-based method is better suited for dense representations, for an incremental and animated visualization of possibly streamed time-dependent flow, and for tight user interaction with the importance function.
Figs. 10, 11, 12, and 13 illustrate feature-based flow visualization by means of example images generated by our implementation. For the first example, which is depicted in Fig. 10 , velocity magnitude is used as a feature measure. Here, velocity masking extracts the structure of the fluid streaming through a tube equipped with interior obstacles. The obstacles are not shown in order to reduce visual occlusion. Regions of high velocity are rendered in yellow-red colors and emphasized by high opacities. The context, which has lower velocity, is shown with more transparent green-blue colors. In a combined volume-rendering visualization, both the focus and the surrounding context are shown simultaneously. A more sophisticated feature is used in Fig. 11 , where 2 vortex detection [53] is applied to a Benard convective flow. The 2 criterion is widely used in fluid dynamics and, for example, has the advantage of being Galilei invariant. In this focus-and-context visualization, the focus region (that is, vortex region) is displayed by materials with red or yellow colors, whereas the surrounding flow is still visible as a semitransparent material with blue or green color. Here, the context is rendered slightly less prominent than in Fig. 10 by using a transfer function with lower opacities for the context region. Fig. 12 demonstrates that different feature criteria can be combined in a single visualization. The focal point is the high-opacity yellow-red tube in the center of the tornado, as extracted by the 2 criterion. The green-blue context region is shown by velocity masking for midrange velocities. Finally, Fig. 13 provides the visualization of an aerodynamics simulation from the automotive industry. Feature regions are again extracted by velocity masking. Here, volume rendering includes linebased illumination. These four examples demonstrate that different features or different visualization styles can be used to emphasize flow regions within our system.
We refer readers to the accompanying Web page 2 for further example images and videos of feature-based flow visualization.
IMPLEMENTATION
Our implementation is based on C++ and DirectX 9.0 and was tested on Windows XP machines with two different peripheral component interconnect (PCI) Express GPUs: ATI Radeon X1900 (512 Mbytes) and Nvidia GeForce 7800 GT (512 Mbytes). GPU states and shader programs are configured within clear-text effect files. All shader programs are formulated in high-level shading language (HLSL) to achieve a code that is easy to read and maintain. A comparable implementation should be feasible with OpenGL and its vertex and fragment program support.
Semi-Lagrangian advection can be implemented by fragment programs because the backward advection from (2) or (3) and the mapping between logical and physical memory from (4) and (5) can be directly mapped to GPU instructions. Since only short streaklets are used in our visualizations, the accuracy of first-order Euler integration is sufficient. Higher order methods, however, could be readily included at the cost of decreased advection speed. All computations take place on a texel-by-texel level, which essentially reduces the role of the surrounding C++ program to allocating memory for the required textures and executing the fragment programs by drawing domain-filling quadrilaterals. Textures are updated by using ping-pong rendering and the render-to-texture functionality of DirectX. An analogous GPU implementation is used for gradient computations and gradient-based volume illumination.
Line-based volume illumination needs a 2D dependent texture lookup in the illumination texture S that is precomputed on the CPU. The fragment program calculates the two dot products ðL Á TÞ and ðV Á TÞ and uses them as texture coordinates for the dependent lookup. The tangent direction T is accessed from the vector field texture; the light direction L and viewing direction T are attached as texture coordinates to the volume slices. For directional lighting and a faraway camera, the direction parameters can be specified as parameters that are constant per frame.
Property and gradient fields are represented by physical 2D textures with 8-bit fixed-point color channels (for property fields) and 16-bit floating-point color channels (for gradient fields), respectively. Vector field and particle injection textures, however, are stored in 3D textures because they do not need to be modified on the GPU. Particle injection textures and vector field textures have 8-bit color channels; a texture format of higher resolution could be used for a more accurate representation of the vector field. Additional documentation and material can be found on the accompanying Web page, which contains the source code of the effect file for the core advection routine and electronic videos with animated visualizations. The measurements indicate that advection speed is roughly proportional to the number of texels. Typically, the computing time for advection is in the same range as the computing time for volume rendering; the exact distribution of computing time depends on several factors, including the relative size of the viewport and the number of slices for volume rendering. Volume illumination is typically slower than pure emission-absorption volume rendering. However, there is a significant performance benefit for line-based illumination over gradient-based illumination. In fact, for a property field of size 256 3 , the speed of line-based illumination is only some 10 percent lower than for the emission-absorption model. In contrast, the frame rates of gradient-based illumination are reduced by some 40 percent. For the smaller property field of size 128 3 , differences are less pronounced because computational overhead from other parts of the visualization system plays a larger role at high frame rates (at more than 50 frames per second (fps)). In general, all methods show that an interactive visualization is more than feasible with property fields of size 256 3 . The only issue is the slow reordering of the stacking direction. Switching between stacks, however, does not occur very often in interactive applications, and therefore, this rendering bottleneck typically does not disturb the user. Table 2 compares the visualization performance for unsteady and steady flow under the same conditions as for Table 1 . Gradient-based illumination is employed for volume rendering. For the unsteady flow, a new 3D texture for the vector field is transferred for each frame. Although the rendering speed is reduced for unsteady flow, the overall performance still facilitates interactive visualization for property fields up to 256 3 . The measurements in Table 2 assume that the unsteady flow data can be completely held in the main memory. An out-of-core visualization of very large time-dependent data might further reduce the rendering speed, caused by reading data from the disk. However, intelligent data management and prefetching could be investigated in future work to hide the effects of disk access. Table 3 compares the advection method of this paper (implemented in DirectX) and a previous 3D texture-based method [15] (implemented in OpenGL). Here, volume rendering is used without illumination on the test platform with ATI Radeon X1900 GPU. The comparison demonstrates that the new 2D texture-based method outperforms the 3D texture-based method; that is, the benefit of fast read and write access to 2D texture outweighs the additional operations for the mapping of texture coordinates from logical 3D space to physical 2D space.
All measurements above are based on volume rendering without early ray termination. As described in Section 4, the early z test can be used to implement early ray termination on the fragment-processing stage. For the example of volume rendering without illumination on an ATI Radeon X1900 GPU (as laid out in Table 3 , columns on the left), early ray termination increases the rendering speed from 76.0 to 103.3 fps (128 3 property field) and from 17.9 to 21.9 fps (256 3 property field). We typically observe a speedup by some 20 percent.
CONCLUSIONS AND FUTURE WORK
We have presented an interactive technique for the dense texture-based visualization of unsteady 3D flow. Efficient 3D texture advection has been achieved by a mapping from logical 3D memory to 2D physical memory implemented by 2D textures. Two-dimensional texture memory has the advantage of fast read and write access, independent of GPU architecture. Streakline-like structures are constructed by a flexible particle injection and blending scheme that allows for different materials as well as for noise and dye advection. We have presented two alternative methods for the volumetric illumination of the result of texture advection. The first method relies on gradients in the property field in order to compute local illumination. Here, a GPUbased real-time computation of gradients is employed. The second method adopts the idea of illuminated streamlines to derive line-based lighting based on the vector field directions.
Although Phong illumination already supports the perception of orientation of particle traces, we have further improved the perception of orientation and depth by considering cool/warm shading, halos, and color-based depth cues. A generic volumetric importance function is used to address the issue of clutter and occlusion: Important flow regions are emphasized and visual complexity is reduced in less interesting parts by modifying the transfer function. All steps of our visualization system are capable of real-time visualization. We believe that interactivity is one of the key components for achieving an appropriate volumetric visualization of 3D flow because interaction helps to address perceptual issues of occlusion and spatial perception.
The visualization technique in this paper relies on texture advection and, thus, has the same fundamental advantages and disadvantages as 2D or 3D texture advection in general. Compared with the LIC method and techniques that voxelize curves resulting from particle tracing (for example, [20] and [24] ), texture advection is subject to a lower quality of displayed streaklines due to less spatial correlation and detail. The quality issues are largely caused by numerical diffusion and the restriction to an exponential filter kernel, as discussed in [54] . On the other hand, texture advection allows us to compute the visualization of unsteady flow very efficiently and in an incremental fashion. Therefore, texture advection is most useful for an interactive and animated display of timedependent data. Animation provides additional perceptual cues that lead to a better understanding of flow direction and spatial structure. In future work, the quality issues of texture advection could be addressed by adopting the idea of iterative twofold LIC for the 3D texture advection process [54] . Moreover, further improvements of the visualization performance could be investigated. A viable approach could be the use of parallel computing on a cluster computer equipped with several GPUs. Similarly, out-ofcore methods with advanced data management could be used to visualize very large time-dependent flow fields at high speed. Another interesting line of research could include techniques from multifield visualization to simultaneously visualize vector data (by advection) and additional attributes, such as pressure or temperature. Finally, an improved illumination of streamlines could be incorporated [26] .
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