Abstract
Introduction
With the development of sensor technology, network technology, embedded control technology and wireless communication technology, the application of wireless sensor networks (WSN) has become more and more widely. Wireless sensor networks have been named the most influential and important technology of the world in twenty-first Century [1] [2] . The key technology of data fusion has an important influence on the performance of wireless sensor networks. Because WSN has the advantages of self organization, rapid deployment, high fault tolerance and strong concealment and so on, it is very suitable for the battlefield target location [3] , physiological data collection [4] , intelligent transportation system [5] , ocean detection [6] and other fields. However, the wireless sensor network still faces many technical challenges. For example, the storage capacity and processing capacity of sensor node is very limited, the network bandwidth is small, and the quality of transmission service is not high enough. Therefore, the new technology is needed to optimize the wireless sensor networks, so that it can be used in various fields. Data fusion is one of the important research fields in wireless sensor networks. The role of data fusion is mainly embodied in the aspects of saving energy, improving the efficiency of data collection, enhancing the accuracy of data, and obtaining comprehensive information. The emergence of data fusion makes the research focus of wireless sensor networks extended from address to data [7] [8] [9] . There are three main types of data collection in wireless sensor networks. They are timely query, cycle reporting and event reporting [10] [11] [12] [13] . According to the characteristics of the WSN data collection, there will be a lot of redundant or wrong information about the data which are collected by the surrounding monitoring objects. If we transmit information which is not processed, it will make the node energy excessive consumption, so as to shorten the network life cycle. Therefore, we must use the data processing technology to reduce the redundancy or wrong information after the node collects the data information. In addition, the wireless sensor network can also use this technology to reduce the negative impact of node failure. The data fusion technology can reduce the node energy consumption and improve the accuracy of information, but it may also increase the network delay and robustness.
In this paper, a data prediction model of wireless sensor network based on weight improved particle swarm optimization neural network algorithm is proposed. In view of the deficiency of the traditional BP neural network model, this paper combines with the characteristics of the data prediction model, and the BP neural network model is improved and integrated. After that, we train the neural network's sample set, and add the momentum item to correct the weight, so that the neural network can be predicted more quickly and accurately. The main idea of this paper is to predict the future data based on the historical data which are collected by sensor nodes, so as to achieve the purpose of reducing the amount of data transmission in the network and saving the energy of nodes. Finally, the experimental results show that the improved particle swarm optimization algorithm based on weight improved particle swarm optimization neural network algorithm has higher accuracy than the multiple regression method and the grey prediction method. In addition, the method can be used to effectively save energy in wireless sensor data transmission. The main contents of this paper are as follows: the second part introduces the basic knowledge of wireless sensor networks. The third and four parts introduce the neural network and particle swarm optimization. The fifth part introduces the weight improved neural network algorithm of particle swarm optimization. The sixth part is the simulation experiment and the analysis of the nature. The last is the summary of the full article.
Basic Knowledge of Wireless Sensor Networks
RFID technology uses radio frequency signals to identify target objects and read the relevant information of the object, which reflects the characteristics of the object and describes the static characteristics of the object [14] . For each object in wireless sensor networks, it is necessary to consider the change of their physical state, and to record their dynamic characteristics in the environment. In this respect, WSN plays an important role in bridging the gap between the physical and virtual worlds. A large number of sensor nodes are deployed in a random or artificial way in the monitoring area, and they construct the network by self-organizing method [15] . Through the multi hop routing of nodes in the network, it transmit the data from the sensor node to the sink node. Finally, through satellite, Internet or wireless access server to arrive the terminal management node. In this way, the user can use management node to execute a series of feedback operation to WSN. Such as configuration management, task distribution, security control, etc [16] [17] . 
Neural Network Mode
BP neural network is a multilayer feedforward neural network. It belongs to the error back propagation algorithm. It is composed of input layer, output layer and some hidden layer. Each layer has a plurality of nodes, each node represents a node of neuron with a connection between the upper and the lower nodes, and the nodes of the layer are connected with the layer by a full interconnection, and there is no association between each layer. As shown in figure 2 .
The BP algorithm usually uses the sigmoid function as the excitation function. Next, we give several commonly used excitation functions.
(1) Threshold excitation function: 
Particle Swarm Optimization Algorithm
The particle swarm optimization algorithm is proposed by Kennedy and Eberhart. The algorithm is inspired by the foraging behavior of birds, and is used to solve the optimization problem. In the particle swarm optimization, the solution of each optimization problem is a bird in the search space, and the birds are called particles. Each particle has its own position, velocity, and the fitness value of a function that is determined by the optimized function. The particles follow the current optimal particles in the solution space. In each iteration, the particles update their positions by searching the two extreme values. The first one is the optimal solution, which is found by the particle itself. It is called the individual extreme value point, which is expressed by best p . The other extreme value is the current optimal solution of the whole population. That is the global extreme value, which is expressed by best g . There are m particles that form a group in a D-dimensional search space, and the particle swarm optimization algorithm can be described as follow:
The position of the i th particle is indicated by the 12 ( , , , ) 
is the optimal location for all particles in the group. To follow these two optimal values, the particle is updated by the formula (5) and (6) respectively, and the speed and position of the particles are updated to meet the conditions of the end of the iteration.
The Weight Improved Particle Swarm Neural Network Algorithm
The variance of the actual output and the expected output of the BP neural network is used as the corresponding error measure:
According to the steepest descent method, we need to adjust the weight W of the hidden layer or the output layer, which can obtain the E 's minimum point:
International 
The relationship between k y and jk w is direct in Formula 7, so we just need to obtain the value of 
In order to reduce the oscillation of the network, we introduce momentum term:   is the momentum coefficient.. The momentum term can reduce the sensitivity of the network to the local details of the error surface, and effectively restrain the network fall into the local minimum point. In fact, the momentum term is equivalent to the damping term, which decreases the oscillation tendency of the training and improves the convergence.
Based on the characteristics of particle swarm optimization, the parameters of the neural network are integrated into the PSO model, and the overall optimization is carried out. This can make full use of the global search ability of particle swarm optimization, so that the algorithm of this paper can better play its powerful approximation ability.
Simulation Experiment and Result Analysis

Parameter Definition and Simulation Flow
The main idea of this paper is based on the historical data which are collected by sensor nodes to predict future data, so as to effectively reduce the amount of data transmission in the network, and save the node energy. The related parameters from the wording of the literature [18] , the specific parameters are given in Table 1 . In the architecture of wireless sensor networks, the working process of the nodes in the network is divided into three stages: the historical data collection, the future data prediction, and the predicted results test. At the initial stage of the system operation, because there is not enough historical data, the nodes cannot predict. At this time, each node of the wireless sensor is in the stage of historical data collection. After collecting enough historical data, the node enters into the future data prediction stage. According to the historical data and the forecast model, the nodes calculate the predicted value of the next collected data. By comparing the prediction error and the error threshold, the node decides whether to update the model and data transmission.
Training Model
The effectiveness of the data fusion technique in this paper depends on the accuracy of the prediction algorithm. The purpose of validation is to test the accuracy of the three prediction algorithms, and to analyze and compare them. Five meteorological factors are selected in this study. They are temperature (T), relative humidity (RH), air pressure (P), wind speed (F), precipitation (R). We set up a sample set of daily average value of five meteorological factors, and use them as the input value in the training of BP neural network. The output value is PM2.5 concentration. Each node has 365 sets of data in 2015. Then, we define the first 360 sets of indicators as training samples, and the final 5 groups of indicators is defined as the test sample.
In order to make the index have comparability, and to speed up the convergence rate of the neural network, this paper has carried on the normalized processing to each index: 1) For qualitative indicators: using expert scoring method to determine its data, and we have a normalized treatment of various indicators.
2) For quantitative indicators: the following formula is used to normalize. x . Next, we train the sample set that has been orthogonal to find thenumber of hidden layer nodes when the fitting error get the minimum value, so as to complete the construction of the improved PSO neural network model.
Figure 3. The Number of Hidden Layer Node is 3 in Neural Network Training
As can be seen from Figure 3 , when number of hidden layer node of the BP network is 3, the mean square error reaches the minimum, which is 0.0169. Thus, an improved BP neural network model trained with 3 hidden layer nodes is completed.
Prediction and Performance Analysis
First of all, we give the monitoring data of PM2.5 in 2015 in Figure 4 . As can be seen from the figure, the PM2.5 value in the city of Beijing is higher in spring and winter, but lower in summer and autumn. This shows that meteorological conditions are the main factors that affect the seasonal variation of PM2.5. Secondly, due to the limited length of this paper, we only use the relationship between temperature and PM2.5 for example. From Figure 5 we can see that the relationship is closely related between annual temperature and the PM2.5. In spring and winter, when the temperature is low, the PM2.5 is more than 300. And when the temperature is higher, the PM2.5 less than 100 is very frequent. At this time the air quality is excellent. At this time, the air quality is excellent. The rest of the four factors also has a very close relationship with PM2.5. Therefore, this paper selects these five factors as the sample data set, and then put them into the neural network prediction model which is established in this paper. Thirdly, we use three different methods to predict the value of PM2.5. After that, we consider the success degree of each prediction model. Then, the algorithm of this paper, multiple regression algorithm and grey prediction method are analyzed and compared under different error thresholds. As can be seen from the figure 6-8, with the increase of the error threshold, the success degree of the each prediction algorithm shows a rising trend. In the three algorithms, the improved PSO neural network prediction algorithm is superior to other algorithms. With the increase of the error threshold, the success degree of the gray prediction algorithm is close to this article' algorithm. When the error threshold is 1 3 gm  , the prediction success degree of the improved PSO neural network model is 20%, the prediction success degree of the multiple regression algorithm is 0, and the prediction success degree of the grey prediction algorithm is 20%. When the error threshold is 5 3 gm  , the prediction success degree of the three models is 80%. In the range of 2
, the prediction accuracy of the three algorithms has a significant improvement.
Finally, in order to quantitatively analyze the energy saving benefits brought by the data fusion technology which is based on prediction, we realize the algorithm of this article, multiple regression algorithm and grey prediction method in the network layer of wireless sensor architecture. Under different error thresholds, we analyze and compare the energy consumption of the nodes when we use the three prediction algorithms and not to use the prediction algorithm. Figure 9 shows the relationship between the average energy consumption and the error threshold of the wireless sensor nodes. , the prediction algorithm based on the improved particle swarm optimization neural network can achieve the purpose of saving energy. When the error threshold is greater than or equal to 3 3 gm  , the other two algorithms can achieve the purpose of saving energy. Therefore, the method can be used to save energy in wireless sensor data transmission.
Conclusion
In this paper, a data prediction model of wireless sensor network based on weight improved particle swarm optimization neural network algorithm is proposed. In view of the deficiency of the traditional BP neural network model, this paper combines with the characteristics of the data prediction model, and the BP neural network model is improved and integrated. After that, we train the neural network's sample set, and add the momentum item to correct the weight, so that the neural network can be predicted more quickly and accurately. The main idea of this paper is to predict the future data based on the historical data which are collected by sensor nodes, so as to achieve the purpose of reducing the amount of data transmission in the network and saving the energy of nodes. Finally, the experimental results show that the improved particle swarm optimization algorithm based on weight improved particle swarm optimization neural network algorithm has higher accuracy than the multiple regression method and the grey prediction method. In addition, the method can be used to effectively save energy in wireless sensor data transmission.
