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HARMONIC EXTENSIONS OF QUASIREGULAR MAPS
PEKKA PANKKA AND JUAN SOUTO
Abstract. We prove that every non-constant quasiregular selfmap of
the n-sphere Sn admits a harmonic extension to the hyperbolic space
H
n+1 for n ≥ 2.
1. Introduction
A continuous self-map f : Sn → Sn of the n-sphere Sn, for n ≥ 2, is
quasiregular if it belongs to the Sobolev space W 1,nloc (S
n,Sn) and there exists
a constant K ≥ 1 for which
(1.1) ‖Df‖n ≤ K · det(Df)
almost everywhere in Sn. In this paper we prove that, after identifying Sn
with the boundary at infinity of hyperbolic space Hn+1, quasiregular maps
admit harmonic extensions to Hn+1:
Theorem 1.1. Let n ≥ 2 and f : Sn → Sn a non-constant quasiregular map.
Then there exists a harmonic map Hf : H
n+1 → Hn+1 extending f .
Note at this point that quasiregular maps are closely related to quasi-
conformal maps. In fact, a quasiconformal map is nothing other than a
quasiregular homeomorphism. The existence of harmonic extensions of qua-
siconformal maps was conjectured by Schoen [12] and Li–Wang [7], and was
proved by Markovic [8, 9] in low-dimensions and by Lemm–Markovic [6]
in general. A different solution, albeit with certain similarities, was given
then by Benoist and Hulin [1] who proved the existence of harmonic maps
at bounded distance of quasi-isometric embeddings of rank one symmetric
spaces, allowing thus the dimension of the target to be larger than that of
the domain. In fact, to prove Theorem 1.1 we follow the lines of the argu-
ment used by Benoist and Hulin [1], and we strongly recommend the reader
to study that beautifully written paper before working through the details
of the proof of Theorem 1.1.
As we just said, we will follow the argument of Benoist and Hulin. In
doing so we find ourself from the outset with an obvious difficulty. In their
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setting, Benoist and Hulin start with a quasi-isometry and then construct
a harmonic map at bounded distance from that quasi-isometry. However,
a typical quasiregular map Sn → Sn has degree greater than 1 and hence
does not admit a quasi-isometric extension to hyperbolic space. In fact,
quasiconformal maps Sn → Sn are precisely those quasiregular maps which
extend to a quasi-isometry Hn+1 → Hn+1.
To bypass this difficulty we consider Besson, Courtois and Gallot’s barycen-
tric extension Ff : H
n+1 → Hn+1 of f , and one could actually summarise
the proof of Theorem 1.1 as follows: we run the Benoist-Hulin argument
using the barycentric extension Ff in lieu of their quasi-isometry. It turns
out that to do so we need to establish following 3 facts on the barycentric
extension:
(1) The map Ff is uniformly Lipschitz and has uniformly bounded sec-
ond derivative.
(2) The map Ff does not map sets of large visual volume to sets of small
visual diameter.
(3) The map Ff behaves like a quasi-isometry in most directions.
These three facts are the content of Proposition 2.1, Proposition 2.2, and
Proposition 2.3 below, and the main work of this paper is to establish them.
The proofs use very classical tools such as the relation between modulus of
annuli in Sn to distances in Hn+1, together with a compactness result that
might be of independent interest and which we state therefore here in the
introduction:
Proposition 1.2. Let n ≥ 2, K ≥ 1, and d ∈ N. Then, given a sequence
(fm) of K-quasiregular mappings S
n → Sn of degree at most d, there exists
a set P ⊂ Sn of cardinality at most d and a subsequence (fmk) converging
locally uniformly on Sn \ P to a K-quasiregular mapping f : Sn → Sn of
degree at most d.
Remark. The Besson-Courtois-Gallot barycentric extension is closely related
to the so-called Douady-Earle extension [3]. The latter is more commonly
used in the field of quasiconformal analysis. See [5] for a recent application.
See also the references therein.
The paper is organised as follows. After establishing some notation used
through the paper, we prove Theorem 1.1 in Section 2 assuming the prop-
erties (1), (2) and (3) above on the barycentric extension. In Section 3 we
recall basic facts about quasiregular maps. Proposition 1.2 is proved in that
section. In Section 4 we recall the construction and some basic properties of
the barycentric extension, delaying the proof of (1), (2) and (3) to Section 5.
We conclude with a discussion of the analogue of Theorem 1.1 in dimension
n = 1.
Acknowledgements. We thank Aimo Hinkkanen and Vlad Markovic for
discussions on these topics.
3Notation.
We fix the notation that we are going to use in the sequel. First, we iden-
tify the n-sphere Sn with the boundary at infinity ∂∞H
n+1 of the hyperbolic
space Hn+1 of one dimension higher. We denote then by H¯n+1 = Hn+1 ∪ Sn
the compactification of hyperbolic space by its boundary at infinity. Given
distinct points x, y ∈ H¯n+1, let [x, y] be the unique (possibly infinite) geo-
desic arc in Hn+1 joining them. Let also
π[x,y] : H¯
n+1 → [x, y]
be the convex projection onto this arc.
For each x ∈ Hn+1 and θ, η ∈ Sn = ∂∞Hn+1, we let dx(θ, η) to be the
angle between the unit vectors nθ(x), nη(x) ∈ T 1xHn+1 with
lim
t→∞
expx(t · nθ(x)) = θ and lim
t→∞
expx(t · nη(x)) = η.
This determines, at each point x ∈ Hn+1, a metric dx on Sn. We then
denote by diamx(X) the dx-diameter of a set X ⊂ Sn. Also, we let volx be
the unique probability measure on Sn (that is, volx(S
n) = 1) invariant under
the isometries of (Sn, dx). The distance dx and the related notions diamx
and volx behave well with respect to the group of isometries of H
n+1 in the
sense that
dφ(x)(φ(θ), φ(η)) = dx(θ, η)
for all φ ∈ Isom(Hn+1), all x ∈ Hn+1, and all θ and η in Sn. It follows that
all the metrics dx are in the same conformal class.
We fix a base point o ∈ Hn+1, which we imagine to be the origin in
R
n+1 when we consider Hn+1 in the Poincare´ model. In this model the
sphere Sn = ∂∞H
n+1 is, when endowed with the distance do, nothing but
the round unit sphere Sn. The volume is thus, up to normalisation, just the
spherical volume. To relax notation we will, unless it could cause confusion,
drop the subscript o when working with the metric associated to the base
point, that is
d(θ, η) = do(θ, η), diam(X) = diamo(X), and vol(X) = volo(X).
We refer to metric balls B = {η ∈ Sn|d(η, θ) < R} ⊂ Sn with respect to
d = do as round balls. Given such a ball B and a positive parameter λ,
let λB = {η ∈ Sn|d(η, θ) < λR} be the round ball with same center and
with radius scaled by λ. Incidentally, round balls are also metric balls, with
different center and radius, with respect to all the other metrics dx, but we
stress that we reserve the adjective round to refer to the standard metric
d = do.
Under a round annulus we understand an annulus A ⊂ Sn of the form
A = {η ∈ Sn|r < d(η, θ) < R} ⊂ Sn+1
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for some θ ∈ Sn+1 and 0 < r < R < π. Under the dome of a round ball B
we understand nothing other than the convex hull of the said ball:
Dome(B) = convex hull in Hn+1 of B.
The dome Dome(A) ⊂ Hn+1 of a round annulus A ⊂ Sn is defined similarly.
Now, if B ⊂ Sn is a round ball centered at θ of diameter diamB < π then
we say that the center of the boundary of the dome of B is the point
Center(∂ Dome(B)) = ∂ Dome(B) ∩ [o, θ],
where the geodesic [o, θ] connecting o and θ meets the boundary of the dome
of B.
We will also encounter other annuli as well besides the round ones. In
fact, if we are given a pair of distinct points x, y ∈ Hn we denote by
(1.1) A(x, y) = {θ ∈ Sn|π[x,y](θ) ∈ (x, y)}
the set of points in the boundary at infinity which project to an interior
point of the interval [x, y]. Note that A(x, y) is a round annulus if and only
if o belongs to the geodesic containing the segment [x, y].
2. Harmonic extension
In Section 4 we recall the construction of Besson, Courtois, and Gallot’s
barycentric extension
Ff : H
n+1 → Hn+1
of a non-constant quasiregular map f : Sn → Sn. The map Ff is smooth
and extends f continuously in the sense that for all θ ∈ Sn and all sequences
(xm) in H
n+1 converging to θ we have
f(θ) = lim
m→∞
Ff (xm).
In Section 5 we prove the following 3 facts about such barycentric extensions.
Proposition 2.1. Let Ff : H
n+1 → Hn+1 be the barycentric extension of a
non-constant K-quasiregular map f : Sn → Sn of degree d ≥ 1. Then there
is L = L(K, d, n) > 0 satisfying
‖DFf (x)‖, ‖D2Ff (x)‖ ≤ L
for all x ∈ Hn+1. Here ‖ · ‖ stands for the operator norm induced by the
hyperbolic metric.
Proposition 2.2. Let Ff : H
n+1 → Hn+1 be the barycentric extension of a
non-constant K-quasiregular map f : Sn → Sn of degree d ≥ 1. For every
η > 0 there are δ = δ(η,K, d, n) > 0 and R0 = R0(η,K, d, n) > 0 having the
following property: for every x ∈ Hn+1 and every round ball B ⊂ Sn with
diameter diamFf (x)(B) ≤ δ we have
volx
({
v ∈ T 1xHn+1
∣∣Ff (expx(Rv)) ∈ Dome(B)}) < η
for all R ≥ R0.
5Proposition 2.3. Let Ff : H
n+1 → Hn+1 be the barycentric extension of
a non-constant K-quasiregular map f : Sn → Sn of degree d ≥ 1. There is
c0 = c0(n,K, d) > 0 such that for each ε > 0 there is R0 = R0(n,K, d, ε)
such that the set
Qx = {v ∈ T 1xHn|dHn(Ff (x), Ff (expx(Rv)) ≥ c0R− c0 for all R ≥ R0}
has measure volx(Qx) ≥ 1− ε for each x ∈ Hn.
For the convenience of the reader we summarise briefly the content of
these three propositions. Fix K, d and n.
• Proposition 2.1 asserts that the maps Ff are uniformly Lipschitz and
have uniformly bounded second derivative.
• Proposition 2.2 states that the maps Ff do not map sets of large
visual volume to sets of small visual diameter.
• Finally, Proposition 2.3 asserts that the maps Ff behave like quasi-
isometries in most directions.
Assuming these three proposition for the time being, we prove Theorem
1.1. We rely heavily on the work of Benoist and Hulin [1] and we highly
recommend to the reader to first read that beautifully written paper.
Proof of Theorem 1.1. We start by fixing
c = max
{
L,
1
c0
}
,
where L comes from Proposition 2.1 and c0 from Proposition 2.3. To avoid
surcharging notation, let
F = Ff : H
n+1 → Hn+1
be the barycentric extension of f . Also, we continue denoting by o the base
point of Hn+1. For x ∈ Hn+1 and r > 0, let
B(x, r) = {z ∈ Hn+1|dHn+1(z, x) ≤ r}
be the closed hyperbolic ball with center x and radius r and let S(x, r) =
∂B(x, r) the sphere with the same center and radius.
Consider for R > 0 the restriction of F to the sphere S(o,R) and let
hR : B(o,R)→ Hn+1
be the solution on the ball B(o,R) of the Dirichlet problem hR = F on
S(o,R). That is, hR is continuous on the closed ball, harmonic in the inte-
rior, and agrees with F on the boundary. We show that the harmonic map
hR is at uniformly bounded distance from the original map F |B(o,R):
Claim. There exists ρ > 0 for which
ρR = max
x∈B(o,R)
dHn+1(F (x), hR(x)) < ρ
for all R > 0.
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This claim is the analogue of Proposition 3.6 in [1]. In fact, if we assume
the validity of the claim, then we may follow word-by-word the argument in
[1, Proof of Theorem 1.1] to prove that, up to passing to a subsequence, the
maps hR converge uniformly on compacta to a harmonic map which stays at
bounded distance of F , and which hence extends continuously to our given
map f : Sn → Sn.
In other words, all we have to do is to prove the claim. To do so, we follow
the strategy of [1] and argue by contradiction. Suppose thus that there are
values for R for which ρR is arbitrarily large. Using the same notation as in
[1], let xR ∈ B(o,R) be a point satisfying dHn+1(F (xR), hR(xR)) = ρR, and
set
rR = 3
√
ρR.
By the choice of c, the first and second derivatives of F are bounded by c.
Now, the boundary estimate given by Proposition 3.8 in [1] implies that
B(xR, rR) ⊂ B(0, R − 1)
as long as
rR ≤ ρR
16c2(n+ 1)
.
Since rR = 3
√
ρR, we this bound holds if
(2.1) ρR > (16(n + 1))
3/2c3.
From now on we assume (2.1) and work only on this smaller ball B(xR, rR).
As in [1, Section 4.1] we write the (restriction) to B(xR, rR) of the maps
F and h = hR in polar coordinates centered at the point yR = F (xR), that
is
F (z) = expyR(ρf (z) · vf (z)) where ρf (z) ∈ R+ and vf (z) ∈ T 1yRHn+1,
h(z) = expyR(ρh(z) · vh(z)) where ρh(z) ∈ R+ and vh(z) ∈ T 1yRHn+1,
and consider the sets
UR =
{
v ∈ T 1xRHn+1
∣∣∣∣ρh(expxR(rR · v)) ≥ ρR − 12crR
}
and
VR =
{
v ∈ T 1xRHn+1
∣∣∣∣ρh(expxR(t · v) ≥ 12ρR for all t ∈ [0, rR]
}
.
The main ingredient in computations in [1, Section 4.2] – besides the
generic facts like the subharmonicity of the function ρR or Green’s theorem
– is the upper coarse Lipschitz estimate for the quasi-isometry. Thus the
same computations with the estimate in Proposition 2.1 yield, for our sets
UR and VR, the volume estimates
(2.2) volxR(UR) ≥
1
3c2
and volxR(VR) ≥ 1− 212(n+ 1)c ·
r2R
ρR
for radii R satisfying (2.1).
7Also, the arguments in [1, Section 4.4] go through without a problem,
showing that the angle between vh(xR) and vh(expxR(rR · v)) is very small
for v in VR. More precisely, we have
(2.3) ∠(vh(xR), vh(expxR(rR · v))) ≤
8ρ2R
sinh(ρR/4)
for all v ∈ VR.
Again, (2.3) is valid for all R satisfying (2.1).
As the alert reader might have noticed, we went from Section 4.2 in [1]
to Section 4.4, skipping thus Section 4.3. It is indeed in Section 4.3 of [1]
where the authors make use of the fact that, up to a bounded additive error,
quasi-isometries expand distances linearly. In our setting, the map F fails
to have this property, and this is what we have to repair.
What saves us is that, by Proposition 2.3, F behaves like a radial isometry
in most directions. More concretely, setting ε = 1
6c2
, let c0, R0 and the set
QxR = {v ∈ T 1xRHn|dHn(F (xR), F (expxR(rv)) ≥ c0 · r − c0 for all r ≥ R0}
be as provided by the said proposition. Also, we are interested in the case
that
(2.4) rR = ρ
1
3
R > R0.
Now, for R satisfying (2.1) and (2.4), set also
U ′R = UR ∩QxR ,
and note that (2.2) and the choice of ǫ imply that
(2.5) volx(U
′
R) ≥
1
6c2
.
As in Lemma 4.5 in [1], consider for v ∈ U ′R the triangle with vertices
p1 = yR, p2 = F (expxR(rR · v)), and p3 = h(expxR(rR · v)),
and note that we have the following bounds for the lengths of its sides:
d(p2, p3) ≤ ρR the by definition of ρR,
d(p3, p1) ≥ ρR − 1
2c
rR because v ∈ U ′R ⊂ UR, and
d(p1, p2) ≥ c0 · rR − c0 because v ∈ U ′R ⊂ QxR .
Hyperbolic trigonometry (see also [1, Lemma 2.1]) implies that the angle
∠(vF (expxR(rR · v)), vh(expxR(rR · v))) = ∠([p1, p2], [p1, p3])
is bounded by
∠([p1, p2], [p1, p3]) ≤ 4e− 14 (−d(p2,p3)+d(p3,p1)+d(p1,p2)) ≤ 4e− 14 (− 12c rR+c0rR−c0).
Taking into account that c > 1c0 , we get
(2.6) ∠(vF (expxR(rR · v)), vh(expxR(rR · v))) ≤ 4e−
1
4
( 1
2c
rR−c0)
for every R satisfying (2.1) and (2.4), and for every v ∈ U ′R.
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Combining (2.3) and (2.6) we get
(2.7) ∠(vh(xR), vF (expxR(rR · v))) ≤
8ρ2R
sinh(ρR/4)
+ 4e−
1
4
( 1
2c
rR−c2)
for all R satisfying (2.1) and (2.4) and for all v ∈ VR ∩U ′R. Since rR = ρ1/3R ,
we have that the quantity on the right hand side of (2.7) tends to 0 as
ρR →∞. On the other hand, we have that
(2.8) volx(VR ∩ U ′R) ≥
1
6c2
− 212(n+ 1)c · r
2
R
ρR
by (2.2) and (2.5).
Taken altogether this means that, if ρR is very large, the set VR ∩ U ′R of
uniformly positive measure (2.8) is mapped by v 7→ F (expxR(R · v)) into a
set with visually very small diameter (2.7). Proposition 2.2 asserts that this
is not possible, proving that that ρR is uniformly bounded from above. We
have proved, with invaluable help of [1], the claim and thus the theorem. 
3. Quasiregular maps
In this section we recall some basic facts about quasiregular maps, about
the relation between the conformal geometry of Sn and the metric geometry
of Hn+1, and prove a compactness result for quasiregular maps which might
find use in other settings. The latter is the only new result in this section.
3.1. Basic. We recall basic facts and definitions about quasiregular maps
and refer to [11], specially Chapter I therein, for a detailed discussion. See
also Va¨isa¨la¨’s beautiful ICM survey [14] for a pleasant exposition of classical
results on quasiregular maps.
Recall from the introduction that a continuous mapping f : Sn → Sn is
quasiregular if f is in the Sobolev space W 1,n(Sn,Sn) and there exists a
constant K ≥ 1 for which f satisfies the quasiconformality condition
(3.1) ‖Df(x)‖n ≤ K detDf(x)
for almost every x ∈ Sn. In particular, quasiregular homeomorphisms are
quasiconformal maps.
Remark. A comment on terminology. The minimal constant K in (3.1) is
called the outer distortion of f and denoted KO(f). The minimal constant
K ≥ 1 satisfying
detDf(x) ≤ KI min
|v|=1
|Df(x)v|n
for almost every x ∈ Sn is called the inner distortion KI(f) of f . The
constants KO(f) and KI(f) are related by elementary estimates KO(f) ≤
KI(f)
n−1 and KI(f) ≤ KO(f)n−1 and the constant
K(f) = max{KO(f),KI(f)}
is called the distortion of f . Although sometimes in the literature quasiregu-
lar mappings satisfying (3.1) are called K-quasiregular mappings, we reserve
9this term to a quasiregular mappings f : Sn → Sn satisfying K(f) ≤ K as is
done in [11].
Quasiregular mappings need not be locally injective. We have, however,
by theorems of Reshetnyak, that non-constant quasiregular mappings are
(generalized) branched covers, in the sense that they are discrete and open.
This means that pre-images of points are discrete sets, and that open sets
are mapped to open sets.
Fact 1. Non-constant quasiregular maps are discrete and open.
Moreover, if f : Sn → Sn is a non-constant quasiregular map, then by the
Chernavskii–Va¨isa¨la¨ theorem, its branch set Bf , that is the set of points
where f fails to be a local homeomorphism, has topological dimension at
most n − 2. In fact, the sets f(Bf ) and f−1(f(Bf )) also have topological
dimension at most n− 2. It follows that none of these closed sets separate,
and in fact the restriction
f |Sn\f−1(f(Bf )) : Sn \ f−1(f(Bf ))→ Sn \ f(Bf )
is a covering map. More importantly for us, the branch set Bf has vanishing
Lebesgue measure.
Fact 2. The branch set Bf of a non-constant quasiregular map f : S
n → Sn
is a closed set of topological dimension at most n−2 satisfying vol(Bf ) = 0.
The sets f(Bf ) and f
−1(f(Bf )) also have vanishing measure. This follows
from the fact we just stated together with the facts that the push-forward
of Lebesgue measure under a non-constant quasiregular map is absolutely
continuous with respect to Lebesgue measure.
Fact 3. The push-forward measure f∗ vol of the Lebesgue n-measure vol
on Sn under a non-constant quasiregular map is absolutely continuous with
respect to vol, meaning that vol(f(E)) = 0 if and only if vol(E) = 0 for any
measurable subset E ⊂ Sn.
Returning to the topological properties of non-constant quasiregular maps,
we record that, whenever f : Sn → Sn is such a map then each point x ∈ Sn
has a normal neighborhood U ⊂ Sn with respect to f , by which we mean
that f(∂U) = ∂(f(U)) and f−1(f(x)) ∩ U = {x}, where U is the closure of
U .
Fact 4. If f : Sn → Sn is a non-constant quasiregular map then for every
y ∈ Sn there is rf (y) > 0 with the property that, for r ∈ (0, rf (y)], the
components U1, . . . , Uk of f
−1(B(y, r)) are normal neighborhoods. Moreover,
for each domain Ui the local degree function B(y, r)→ Z, y′ 7→ deg(y′, f, Ui),
is constant.
Since, by another theorem of Reshetnyak (see [11, Theorem I.4.5]), a
non-constant quasiregular mapping is sense-preserving, we also have that
if deg(y, f, Ui) = 1 then f |Ui is a local homeomorphism. Recall that a
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quasiregular homeomorphism f : U → V between open sets of the sphere is
also known as a quasiconformal map.
3.2. Compactness. Besides the generalities we just mentioned, we use in
the sequel a compactness result for quasiregular maps of fixed degree men-
tioned in the introduction. This is our next goal.
Proposition 1.2. Let n ≥ 2, K ≥ 1, and d ∈ N. Then, given a sequence
(fm) of K-quasiregular mappings S
n → Sn of degree at most d, there exists
a set P ⊂ Sn of cardinality at most d and a subsequence (fmk) converging
locally uniformly on Sn \ P to a K-quasiregular mapping f : Sn → Sn of
degree at most d.
Although we do not need this terminology in what follows, this compact-
ness property states that this family of maps is in fact quasinormal ; see
e.g. Pang, Nevo, and Zalcman [10] for terminology.
Proof of Proposition 1.2. We show first that, given such a sequence (fm),
there exists a finite set P of uniformly bounded cardinality satisfying the
wanted property. After this we show that the cardinality of P is actually
bounded by d. Note that we may assume that d ≥ 1, since quasiregular
maps of degree zero are constant maps.
For each ℓ ∈ N let Bℓ be a finite covering of Sn by round balls of radius
2−ℓ and satisfying that 12B ∩ 12B′ = ∅ for all distinct B,B′ ∈ Bℓ. Note that
since the balls 12B with B ∈ Bℓ are pair-wise disjoint, a point in Sn belongs
to at most 4n balls in Bℓ.
Let δ > 0 be a parameter which we will let to tend to zero at the end of the
proof. Now, for m ∈ N, let Bℓ,m(δ) ⊂ Bℓ be the subcollection consisting of
balls B ∈ Bℓ whose image fm(B) contains the complement of a ball of radius
δ in Sn. We are going to bound the cardinality |Bℓ,m(δ)| of this collection of
balls independently of ℓ and m. To do so note that
(3.2)
∑
B∈Bℓ,m(δ)
vol(fm(B)) ≥ (1− c · δn) · |Bℓ,m(δ)|
for some c depending only on the dimension. Recall that vol is the spherical
volume of Sn, normalized in such a way that vol(Sn) = 1.
It follows from (3.2) that there is a point p ∈ Sn which belongs to at
least (1− c · δn) · |Bℓ,m(δ)| images of balls B ∈ Bℓ,m(δ). Taking into account
that each point belongs to at most 4n balls in Bℓ,m(δ) ⊂ Bℓ, we obtain
that p has at least 4−n · (1 − c · δn)|Bℓ,m(δ)| distinct preimages. Since fm
is quasiregular, we conclude that |f−1m (p)| ≤ deg fm ≤ d, which means that
1−c·δn
4n |Bℓ,m(δ)| ≤ d and thus that
(3.3) |Bℓ,m(δ)| ≤ 4
n · d
1− c · δn .
We have established the desired bound.
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At this point we might assume that, after passing to a subsequence, the
sets Bℓ,m(δ) are independent of δ, meaning that there exists Bℓ(δ) ⊂ Bℓ for
which
Bℓ,m(δ) = Bℓ(δ)
for all m. The uniform cardinality bound (3.3) implies also that, up to
passing to a further subsequence, we can assume that, when ℓ → ∞, the
sets
⋃Bℓ(δ) converge in the Hausdorff topology to a finite set P ⊂ Sn.
Let now U ⊂ Sn be an open set whose closure U does not meet the set
P . For each ℓ ∈ N, let Bℓ(U) be the collection of balls in Bℓ which meet
U . Since P and U have positive distance we get that there exists an index
ℓ0 ∈ N with the property that the union of the balls in Bℓ(U) is disjoint
of the balls in Bℓ(δ) for all ℓ ≥ ℓ0. Now, for each B ∈ Bℓ0(U) we have
that, with only finitely many m’s as exceptions, the set fm(B) is contained
in the complement of a ball of radius δ in Sn. Thus the sequence fm|B
is equicontinuous ([11, Corollary III.2.7]) and has a subsequence tending
uniformly to a K-quasiregular map fB : B → Sn ([11, Theorem VI.8.6]). A
standard diagonal argument now yields a subsequence (fmj ) tending locally
uniformly on Sn \ P to a K-quasiregular map f : Sn \ P → Sn.
Before bounding the cardinality of P by d, we show that f is at most d-to-
1 and thus extends to aK-quasiregular map Sn → Sn [11, Corollary III.2.11].
To see that this is the case, let y ∈ Sn and let x1, . . . , xk be distinct points in
f−1(y). Since f is discrete and open, there exists (pair-wise disjoint) normal
neighborhoods U1, . . . , Uk of points x1, . . . , xk, that is, domains compactly
contained in Sn \P for which f(∂Ui) = ∂(f(Ui)) and f−1(y)∩Ui = {xi} for
each i = 1, . . . , k. Since the maps (fmj ) converge locally uniformly to f , we
have that f−1mj (y)∩Ui 6= ∅ for each i = 1, . . . , k by the upper semi-continuity
of the local index; see e.g. [11, Lemma VI.8.13]. This means that f−1mj (y)
has at least k distinct preimages. This implies that k ≤ d because fm is a
quasiregular map of degree d. We have proved that f is at most d-to-one.
It remains to show that #P ≤ d. Given ℓ1 ≥ 0 and m1 ≥ 0, there
exists ℓ ≥ ℓ1, m ≥ m1, and a collection {Bx}x∈P ⊂ Bℓ,m(δ) a collection of
pair-wise disjoint balls satisfying x ∈ Bx for each x ∈ P . Now, the same
argument as above shows that there exists a point y ∈ Sn which meets at
least (1− cnδn)|Bℓ,m(δ)| of the images fm(Bx). Since this time the balls Bx
are pair-wise disjoint, we have that
|P | = |Bℓ,m(δ)| ≤ 1
1− cnδn |f
−1
m (y)| ≤
d
1− cnδn → d
as δ → 0. The proof is complete. 
In this note we will use Proposition 1.2 over and over again. Something
else that we will use also all the time is the relation between conformal
geometry on Sn and the metric geometry on Hn+1, or more precisely between
moduli of annuli in Sn and distances of points inHn+1. We recall this relation
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next, proving only facts which are well-known but (perhaps) hard to find
explicitly in the literature.
3.3. Modulus and hyperbolic distances. Recall that the conformal mod-
ulus of a path family of a family of paths Γ in a n-dimensional Riemannian
manifold M is
Mod(Γ) = inf
ρ
∫
M
ρn volM ,
where the infimum is taken over all non-negative Borel functions ρ on M
satisfying ∫
γ
ρ ds ≥ 1
for all locally rectifiable paths γ ∈ Γ; see [13, Chapter 1] or [4]. We are only
interested in the classical cases that M is the sphere Sn, euclidean space Rn,
or open sets thereof.
The transformation formula implies that a K-quasiconformal homeomor-
phism f : M → N satisfies for every path family Γ in M the inequality
(3.4)
1
K
Mod(Γ) ≤ Mod(f(Γ)) ≤ KMod(Γ),
where f(Γ) = {f ◦ γ : γ ∈ Γ}. In fact, a homeomorphism satisfying (3.4) is
actually quasiconformal, see [13, Chapter 2].
We are mostly interested in the modulus of certain curve families associ-
ated to (topological) annuli A ⊂ Rn. If we denote by ∂1A and ∂2A the two
boundary components of A, let ΓA be the set of all paths contained in A
and connecting ∂1A and ∂2A. We then set
Mod(A) = Mod(ΓA)
and refer to this quantity as the modulus of A. For reasons that will be clear
shortly, round annuli
Ar,R = {x ∈ Rn|r ≤ |x| ≤ R}
will be specially relevant. In this case the modulus is given by
(3.5) Mod(Ar,R) = ωn−1
(
log
R
r
)1−n
,
for some ωn−1 depending only on the dimension. Note in particular that the
modulus is small if the ratio R/r is large, and large if the said ratio is close
to 1.
Remark. In fact, as the reader probably suspected, ωn−1 is the volume of
the unit sphere of dimension n − 1 with respect to the measure induced
form the Riemannian metric. This measure is a multiple of vol(·), namely
ωn−1 vol(·).
As we mentioned earlier, the modulus of round annuli in Sn is closely
related to distances in Hn+1:
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Lemma 3.1. Given a round open annulus A ⊂ Sn = ∂Hn+1 let U and V
be the two connected components of Hn+1 \Dome(A). Then we have
Mod(A) ≥ ωn−1 · dHn+1(x, y)1−n
for all x ∈ U and y ∈ V . Moreover, equality holds for if and only if x, y
realise the distance between ∂U and ∂V .
This lemma is well-known and we just prove it here for convenience of the
reader.
Proof. We work in the upper half space model Hn+1 ⊂ Rn+1. We can
thus move our round annulus around using Mo¨bius transformations so that
A = Ar,1 for a suitable choice of r < 1. The boundaries of the dome Dome(A)
are then the euclidean hemispheres Sn ∩ Hn+1 and rSn ∩ Hn+1. This two
hemispheres are at distance − log(r) with respect to the hyperbolic distance.
The claim follows now from the formula for the modulus given above. 
Lemma 3.1 asserts that there is a quantitative relation between the con-
formal geometry of Sn and metric geometry of Hn+1. However, for this
lemma to be really useful we need to work with round annuli instead of
general topological annuli. The following lemma asserts that, as long as we
are sufficiently far away from the branch set, the image of a round annulus
of small modulus under a quasiregular map contains a round annulus of
comparable modulus.
Lemma 3.2. Let f : Sn → Sn be a non-constant K-quasiregular map and
B = B(x,R) ⊂ Sn a ball of radius R < 1/2 for which the restriction
f |B : B → f(B) is quasiconformal. Then there exists λ0 = λ0(n,K) and
C1 = C1(n,K) ≥ 1 with the property that if A ⊂ 14B is a round annulus
with Mod(A) ≤ λ0 then f(A) contains a round annulus A′ satisfying
1
C1
Mod(A) ≤ Mod(A′) ≤ C1Mod(A).
Proof. Note that up to post- and pre-composition with stereographic pro-
jections we can replace Sn by Rn and suppose that f(0) = 0. In fact, the
number 4 in 14B is chosen in such a way that this conformal transformation
can be chosen so that the following two conditions are satisfied at the same
time:
• A = {x ∈ Rn|s ≤ |x| ≤ t} for suitable choices of 0 < s < t < 12 , and• B contains the unit ball B(0, 1) = {x ∈ Rn, |x| < 1}.
Being quasiconformal on the ball B(0, 1), the restriction of f to B(0, 12) has
the quasisymmetry property (see [4, Chapter 11], specially Theorems 11.3
and 11.14). This means more concretely that there are C > 0 and α ≥ 1
depending only on the quasiconformally constant K and on the dimension
n with
|f(y)|
|f(z)| ≤ C ·max
{( |y|
|z|
)α
,
( |y|
|z|
)1/α}
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for all y, z ∈ B(0, 12 ) \ {0}. At this point we are ready to determine λ0.
Indeed, suppose that the sphere S(0, r) = {x ∈ Rn | |x| = r} meets both
f(S(0, s)) and f(S(0, t)) at points y ∈ S(0, r) ∩ f(S(0, s)) and z ∈ S(0, r) ∩
f(S(0, t)). Then, by quasisymmetry,
1 =
|f(y)|
|f(z)| ≤ C
(s
t
)1/α
and thus t ≤ Cαs. This means that Mod(A) ≥ ωn−1 (logCα)1−n. Thus, as
long as
Mod(A) < λ0
def
= min
{
1, ωn−1 (logC
α)1−n
}
there exists a round annulus contained in the topological annulus f(A).
Supposing now that Mod(A) < λ0, let A
′ = Ar,R be the maximal round
annulus in f(A). Then there exist y ∈ S(0, r)∩ f(S(0, s)) and z ∈ S(0, R)∩
f(S(0, t)). The same computation as above yields
R
r
=
|f(z)|
|f(y)| ≤ C
(
t
s
)α
and
r
R
=
|f(y)|
|f(z)| ≤ C
(s
t
)1/α
.
Hence
1
C
(
t
s
)1/α
≤ R
r
≤ C
(
t
s
)α
.
The claim follows now from (3.5). 
4. Barycentric extension
In this section we recall the construction of the Besson–Courtois–Gallot
barycentric extension. We refer to [2] for details of the construction.
4.1. Barycenter. First recall the definition of the Busemann function
Bo(·, θ) : Hn+1 → R, Bo(y, θ) = lim
p→θ
(d(y, p)− d(o, p))
centered at θ ∈ ∂∞Hn+1 = Sn and normalized at the base point o ∈ Hn+1.
Given a probability measure µ on Sn, consider the function
Bµ : Hn+1 → R, y 7→
∫
Sn
Bo(y, θ)dµ(θ).
Busemann functions are convex and thus Bµ is convex as well. In fact, if
for example µ is atomless, then Bµ is also strictly convex and proper. It
follows that Bµ has a unique minimum, the barycenter Bar(µ) of µ. This
construction is natural in the sense that
Bar(g∗µ) = g(Bar(µ))
for any g ∈ Isom(Hn+1). Note also that uniqueness of the barycenter implies
that, as long as the measures remain atomless, the barycenter depends con-
tinuously on the measure µ, where we have endowed the space of measures
with the usual weak-∗-topology.
15
Our next aim is to prove that the barycenter satisfies what we refer to as
the gravity principle: if most of the measure is in northern Sweden, then the
barycenter is in a Nordic country. Before making this precise, recall that
the Busemann function Bo(·, θ) is smooth and that its gradient at y is the
vector
∇Bo(·, θ)|y = −nθ(y),
where nθ(y) is as earlier the unit vector in TyH
n+1 pointing to θ, that is
lim
R→∞
expy(R · nθ(y)) = θ.
Smoothness of the Busemann functions and the dominated convergence the-
orem imply that Bµ(·) is also smooth and that
(4.1) y = Bar(µ) if and only if ∇Bµ|y = −
∫
Sn
nθ(y)dµ(θ) = 0.
We are ready to establish the gravity principle.
Lemma 4.1. Let µ be a probability measure on Sn and B ⊂ Sn a round ball
for which µ(B) > 23 . Then dHn+1(Bar(µ),Dome(B)) < 1.
Proof. Let x ∈ Hn+1 be a point for which dHn+1(x,Dome(B)) ≥ 1. We have
to show that x 6= Bar(µ).
By elementary hyperbolic geometry, dHn+1(x,Dome(B)) ≥ 1 implies that
diamx(B) <
π
2 . Let ζ be the center of the ball B with respect to the visual
metric dx. Then 〈nθ(x), nζ(x)〉x ≥ 12 for all θ ∈ B, where 〈·, ·〉x is the
(hyperbolic) scalar product on TxH
n+1. We also have 〈nθ(x), nζ(x)〉x ≥ −1
for a general θ ∈ Sn. Thus〈∫
Sn
nθ(x)dµ(θ), nζ(x)
〉
≥ 1
2
µ(B)− µ(Sn \B) > 1
2
· 2
3
− 1
3
= 0.
It follows from (4.1) that x 6= Bar(µ). 
4.2. The Besson–Courtois–Gallot map. We are now ready to define the
barycentric extension
Ff : H
n+1 → Hn+1
of a non-constant quasi-regular map f : Sn → Sn. Given x ∈ Hn+1, we push
volx forward using f and define
Ff (x) = Bar(f∗(volx));
recall that volx is the visual probability measure associated to x. This makes
sense since f∗ volx is absolutely continuous with respect to Lebesgue measure
and thus atomless.
We recall some properties of the map Ff . First, the barycentric exten-
sion Ff is defined in metric terms and thus behaves well with respect to
isometries. More concretely, we have
Fh◦f◦g(x) = h(Ff (g(x)))
for all x ∈ Hn+1 and all g, h ∈ Isom(Hn+1).
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Second, note that the measure f∗(volx) depends continuously on x. This
implies that Ff is continuous. Moreover, the gravity principle (Lemma 4.1)
implies that the map Ff : H
n+1 → Hn+1 extends continuously to the original
map f : Sn → Sn.
The barycentric extension Ff in fact smooth, independently of the regu-
larity of f . To see that this is the case identify, for example using the disk
model, Hn+1 with an open subset of Rn+1 and thus consider tangent vectors
to Hn+1 as vectors in Rn+1. We may then consider the map
Gf : H
n+1×Hn+1 → Rn+1, Gf (x, y) = −∇Bf∗(volx)|y =
∫
Sn
nθ(y)df∗(volx)(θ).
From (4.1) we get an implicit equation
Ff (x) = y if and only if Gf (x, y) = 0.
Given that visual measures volx are absolutely continuous to each other with
Radon-Nikodym derivative
d volx
d volo
(θ) = e−(n−1)Bo(x,θ)
for x ∈ Hn+1 and θ ∈ Sn, we get from the transformation formula the
following alternative form
(4.2) Gf (x, y) =
∫
Sn
nf(θ)(y)e
−(n−1)Bo(x,θ)d volo(θ).
forGf . Smoothness of the individual functions (x, y) 7→ nf(θ)(y)e−(n−1)Bo(x,θ)
implies, together with the dominated convergence theorem, thatGf is smooth.
Moreover, positivity of the Hessian of y 7→ Bf∗(volx)(y) means that DGfdy is
non-singular. It follows thus from the implicit function theorem that Ff is
smooth, and that its derivatives are computed in terms of the derivatives of
Gf . For instance, the first and second derivatives are given by
DFf |x(v) = −
(
DGf
dy
∣∣∣
Ff (x)
)−1(∂Gf
dx
∣∣∣
x
(v)
)
and
D2Ff |x(v) = −
(
DGf
dy
∣∣∣
Ff (x)
)−1(D2Gf
dx2
∣∣∣
x
(v) +
D2Gf
dy2
∣∣∣
Ff (x)
(DFf |x(v))
)
.
4.3. Compactness. We will prove Proposition 2.1, Proposition 2.2, and
Proposition 2.3 in the next section. The proofs rely, in one way or another,
on the following key observation.
Proposition 4.2. Let n ≥ 2, K ≥ 1, and d ≥ 1. Suppose (fm) is a
sequence of K-quasiregular mappings Sn → Sn of degree at most d and
whose barycentric extensions satisfy Ffm(o) = o. Then there exists a set
P ⊂ Sn of cardinality at most d and a subsequence (fmk) converging locally
uniformly on Sn \P to a non-constant K-quasiregular mapping f : Sn → Sn
of degree at most d which also satisfies Ff (o) = o.
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Proof. From Proposition 1.2 we get that there is a set P ⊂ Sn of cardinality
at most d such that, up to passing to a subsequence, the maps fm converge
locally uniformly on Sn \ P to a K-quasiregular mapping f : Sn → Sn of
degree at most d. It remains to show that f is not constant and that
Ff (o) = o, but this is easily done. Convergence of fm to f on S
n \P implies
that the push-forward measures converge, that is,
(4.3) lim
m→∞
(fm)∗ vol = f∗ vol .
If the limit map f is constant, the measures (fm)∗ vol converge to a Dirac
measure centred at a point θ. Then the gravity principle (Lemma 4.1)
implies that the points Ffm(o) = Bar((fm)∗ vol) converge to θ, contradicting
our assumption. Thus f is non-constant.
By the convergence of measures (fm)∗ vol, the sequence of barycenters
Ffm(o) = Bar((fm)∗ vol) converges to the barycenter Ff (o) = Bar(f∗ vol).
It follows that Ff (o) = o. 
We may use Proposition 4.2 to obtain information on quasiregular maps
Sn → Sn themselves. A first observation along those lines, and one that
we are actually going to use below, is that whenever f is a non-constant
quasiregular map whose barycentric extension fixes o, a large portion of the
domain of the map can be covered by decent sized balls on which f restricts
to a quasiconformal map:
Lemma 4.3. Let ε > 0, K ≥ 1 and d ≥ 1. Then there exists δ > 0 such
that whenever f : Sn → Sn is a non-constant K-quasiregular map of degree
deg(f) ≤ d and satisfying Ff (o) = o, then there exists a collection B =
{B1, . . . , Br} of round balls in Sn with vol(
⋃
i
1
100Bi) ≥ 1 − ε and satisfying
for each i that diam(Bi) ≥ δ and that the restriction f |Bi is quasiconformal.
Proof. Seeking a contradiction suppose that for some ε, K and d there is a
sequence (fm) of non-constant K-quasiregular maps of degree d and satis-
fying Ffm(o) = o, and for which there is no δ for which a desired covering
exists. Passing to a subsequence we might assume by Proposition 4.2 that
the maps fm converge to a non-constant quasiregular map f . Now, the
branch set Bf is closed and has measure 0, which means that there is a
compact set C ⊂ Sn \ Bf with vol(C) ≥ 1 − ǫ. Now, each point in C is
contained in some round ball B′ such that f is quasiconformal on the ball
101B′ of hundred and one times the radius. Compactness of C implies that
it can be covered by finitely many such balls B1, . . . , Br. Now, since f |101B′i
is quasiconformal, we deduce that fm|100B′i is quasiconformal for largem and
all i. It now suffices to set Bi = 100B
′
i and δ = min{diam(Bi) | i = 1, . . . , r}
to obtain the desired contradiction. 
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5. Proofs of the propositions
As the title hopefully suggests, in this section we prove Proposition 2.1,
Proposition 2.2, and Proposition 2.3. Working like little ants, we deal with
them one by one.
5.1. Lipschitz bound. We prove first that the operator norms of the first
and second derivatives of the barycentric extension of a non-constant K-
quasiregular map of degree d are bounded by quantities that depend only
on K, d and the dimension. More precisely we prove Proposition 2.1:
Proposition 2.1. Let Ff : H
n+1 → Hn+1 be the barycentric extension of a
non-constant K-quasi-regular map f : Sn → Sn of degree d ≥ 1. Then there
is L = L(K, d, n) > 0 satisfying
‖DFf (x)‖, ‖D2Ff (x)‖ ≤ L
for all x ∈ Hn+1. Here ‖ · ‖ stands for the operator norm induced by the
hyperbolic metric.
Proof. We prove the claim for ‖DFf (x)‖ – the proof for the norm of the
second derivative is analogous. Arguing by contradiction suppose that, for
some K and d, there is a sequence (fm) of K-quasiregular maps of degree
d and a sequence of points (xm) in H
n+1 such that ‖DFfm(xm)‖ → ∞.
Consider then sequences (gm) and (hm) of isometries of H
n+1 satisfying
gm(o) = xm and hm(Ffm(xm)) = o
for each m ∈ N. As we mentioned above, we have
Fhm◦fm◦gm = hm ◦ Ffm ◦ gm.
Since gm and hm are isometries, we have that
‖DFhm◦fm◦gm(o)‖ = ‖DFfm(gm(o))‖ = ‖DFfm(xm)‖ → ∞
as m → ∞. This means that, up to replacing fm by hm ◦ fm ◦ gm we can
assume that xm = o and that Ffm(o) = o for all m. We do this from now
on.
Proposition 4.2 asserts now that there is a set P containing at most d
points and such that, up to passing to a subsequence, the restrictions of the
maps fm to S
n\P converge locally uniformly to a non-constant quasiregular
map f : Sn → Sn with Ff (o) = o.
The dominated convergence theorem implies now that the maps Gfi :
H
n+1 × Hn+1 → Rn+1, given in (4.2), and their derivatives, converge then
to the map Gf and its derivative. It follows thus from the formula (given at
the end of Section 4.2) for the differential of the barycentric extensions that
DFfi |o converges to DFf |o. This contradicts that assumption we made at
the very beginning of the proof and thus concludes the proof of Proposition
2.1. 
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5.2. Bound on volume contraction. Using a similar argument we prove
also that the barycentric extension of a K-quasiregular map of degree d
maps sets of large visual volume to sets of large visual diameter. This is the
content of Proposition 2.2:
Proposition 2.2. Let Ff : H
n+1 → Hn+1 be the barycentric extension of
a non-constant K-quasi-regular map f : Sn → Sn of degree d ≥ 1. For
every η > 0 there are δ = δ(η,K, d, n) > 0 and R0 = R0(η,K, d, n) > 0
such that for every x ∈ Hn+1 and every round ball B ⊂ Sn with diameter
diamFf (x)(B) ≤ δ we have
volx
({
v ∈ T 1xHn+1
∣∣Ff (expx(Rv)) ∈ Dome(B)}) < η
for all R ≥ R0.
Proof. Arguing again by contradiction suppose that there are η > 0, a se-
quence (fm) of K-quasiregular maps of degree d, a sequence of points (xm)
in Hn+1, and a sequence of round balls Bm ⊂ Sn satisfying
diamFfm(xm)(Bm)→ 0
while
volxm
({
v ∈ T 1xmHn+1
∣∣Ff (expxm(mv)) ∈ Dome(Bi)}) ≥ η.
Choosing as above sequences (gm) and (hm) of isometries of H
n+1 satisfying
gm(o) = xm and hm(Ffm(xm)) = o,
we may replace the maps fm by hm ◦ fm ◦ gm and suppose
xm = o and Ffm(o) = o
from the very beginning. Now, as in the proof of Proposition 2.1, we may
apply Proposition 4.2 and pass to a subsequence to assume that the maps fm
converge, off a set P having at most d points, to a non-constant quasi-regular
map f . This implies that whenever
U ⊂ H¯n+1 = Hn+1 ∪ Sn
is an open neighborhood of the set P then the maps Ffi converge to Ff
uniformly on H¯n+1 \ U . We may choose U in such a way that the following
two properties are satisfied:
• vol ({v ∈ T 1oHn+1∣∣expo(v) ∈ U}) < 12η, and
• for R ≥ 1 and v ∈ T 1oHn+1, we have expo(Rv) ∈ U if and only if
expo(v) ∈ U .
Note that, by the second property, we may identity Sn ∩ U with{
v ∈ T 1oHn+1
∣∣expo(v) ∈ U}
and we do so from now on.
Now, by the uniform convergence of the restrictions of Ffm to the restric-
tion of Ff on H
n+1 \ U implies that the maps
φm : S
n \ (Sn ∩ U)→ H¯n+1, v 7→ Ffm(expo(m · v)),
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converge uniformly to the restriction f : Sn \ (Sn ∩U)→ Sn of f as m→∞.
Since the preimages of points under the map f have at most d preimages,
it follows that preimages under φm of sets of small visual diameter are con-
tained in the union of at most d sets of small visual diameter, and thus have
small volume. It follows that there exists δ > 0 for which, for all balls B of
diameter δ, we have
vol({v ∈ T 1oHn+1| expo(v) ∈ U and φm(v) ∈ Dome(B)}) <
1
2
η.
Since also the set {v ∈ T 1oHn+1| expo(v) ∈ U} has volume less than 12η, we
obtain that
vol({v ∈ T 1oHn+1|φm(v) ∈ Dome(B)}) < η.
This contradicts our assumption and thus proves Proposition 2.2. 
5.3. Radial quasi-isometry property. And now the grand finale, Propo-
sition 2.3.
Proposition 2.3. Let Ff : H
n+1 → Hn+1 be the barycentric extension of
a non-constant K-quasiregular map f : Sn → Sn of degree d ≥ 1. There is
c0 = c0(n,K, d) > 0 such that, for each ε > 0, there is R0 = R0(n,K, d, ε)
such that the set
Qx = {v ∈ T 1xHn|dHn(Ff (x), Ff (expx(Rv)) ≥ c0R− c0 for all R ≥ R0}
has measure volx(Qx) ≥ 1− ε for each x ∈ Hn.
Before going any further note that it is easy to see that the constant R0
has to actually depend on ǫ. In the course of the proof of Proposition 2.3
we make use of the following fact:
Lemma 5.1. Let B ⊂ Sn be a round ball of at most radius 12 and let x1 =
Center(∂ Dome(B)) be the center of the boundary of the dome of B. For
any x2 ∈ Dome( 125B) there is a round annulus A ⊂ B satisfying
Mod(A) = ωn−1(dHn+1(x1, x2)− 2)1−n
and whose dome Dome(A) separates x1 from x2. Moreover, if B1 and B2
are the two connected components of Sn \A, then volxi(Bi) ≥ 23 for i = 1, 2.
Recall that the center of the boundary of the dome of B is the point
Center(∂ Dome(B)) ∈ ∂Dome(B) through which runs the geodesic ray from
the base point o to the spherical center of B. Note also that the number
25 has been chosen in the statement to guarantee that the distance between
the two involved points x1 and x2 is relatively large, namely dHn+1(x1, x2) ≥
log(25) ∼ 3.218875 . . . > 2. After these comments we can start the proof.
Proof of Lemma 5.1. Consider the arc [o, x2] oriented as departing o and
arriving to x2. Let x
′
1 ∈ [o, x2] be minimal such that the annulus A(x′1, x2)
as in (1.1) is contained in B. Elementary hyperbolic geometry shows that
dHn+1(x1, x
′
1) <
1
10
.
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Now choose [x¯1, x¯2] ⊂ [x′1, x2] for which
dHn+1(x¯1, x1) = dHn+1(x¯2, x2) = 1.
Let A = A(x¯1, x¯2); this is a round annulus because x¯1, x¯2 and o are colinear.
Elementary hyperbolic geometry implies then again that the volxi(Bi) ≥ 23 ,
where B1 and B2 are as in the statement. Since the round annulus A has
modulus
Mod(A) = ωn−1dHn+1(x¯1, x¯2)
1−n,
the claim follows. 
We are now ready to obtain the main estimate needed in the proof of
Proposition 2.3.
Lemma 5.2. For K ≥ 1 and n ≥ 2, there are C > 0 and c > 0 for
which the following holds: Let f : Sn → Sn be a K-quasiregular map, Ff :
H
n+1 → Hn+1 the barycentric extension of f , and B ⊂ Sn a round ball of at
most radius 12 having the property that f |B : B → f(B) is quasiconformal.
Let also x1 = Center(∂ Dome(B)) be the center of the dome of B, and
x2 ∈ Dome( 1100B) another point. Then
dHn+1(Ff (x1), Ff (x2)) ≥ C · dHn+1(x1, x2)− c.
The constant 100 is chosen to be the product of 25 from Lemma 5.1 and
4 from Lemma 3.2.
Proof. Let B′ = 14B be the ball of radius one fourth of the radius of B and let
x′1 = Center(∂Dome(B
′)) be the center of the boundary of the dome of B′.
To unify notation we set x′2 = x2 and note that dHn+1(x1, x
′
1) ≤ log(4) < 2.
Since 1100B =
1
25B
′, we get from Lemma 5.1 a conformally round annulus
A ⊂ B′ which satisfies
ωn1dHn+1(x
′
1, x
′
2)
1−n ≤ Mod(A) ≤ ωn1(dHn+1(x′1, x′2)− 2)1−n
and such that Dome(A) separates x′1 from x
′
2. Moreover, if B1 and B2 are
the connected components of Sn \ A labelled such that B2 ⊂ B′ ⊂ B, then
we also have volx′i(Bi) ≥ 23 for i = 1, 2.
Now, by the choice of B′ = 14B, we may apply Lemma 3.2. Thus, with
the constants λ0 and C1 as in the said lemma, we obtain that the topological
annulus f(A) contains a round annulus Aˆ satisfying
1
C1
Mod(A) ≤ Mod(Aˆ) ≤ C1Mod(A),
as long as Mod(A) ≤ λ0.
Let Bˆ1 and Bˆ2 be the two connected components of S
n \ Aˆ, label-ed in
such a way that f(Bi) ⊂ Bˆi and note that we have
(f∗ volx′i)(Bˆi) ≥ volx′i(Bi) ≥
2
3
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for i = 1, 2. The gravity principle (Lemma 4.1) implies that
dHn+1(Ff (x
′
i),Dome(Bˆi)) ≤ 1,
which implies, via Lemma 5.1, that
dHn+1(Ff (x
′
1), Ff (x
′
2)) ≥ n−1
√
ωn−1 ·Mod(Aˆ)−1 − 2.
Taking into account that
Mod(Aˆ) ≤ C1 ·Mod(A) ≤ C1 · ωn−1(dHn+1(x1, x2)− 2)1−n
we thus get that
dHn+1(Ff (x
′
1), Ff (x
′
2)) ≥
1
C
1
n−1
1
dHn+1(x
′
1, x
′
2)− 4.
Taking now into account that Ff is L-Lipschitz by Proposition 2.1, that
x2 = x
′
2 and that dHn+1(x1, x
′
1) < 2 we get that
dHn+1(Ff (x1), Ff (x2)) ≥ C · dHn+1(x1, x2)− c
for C = C
−1
n−1
1 and c = 4− 2L− 2C
−1
n−1
1 . We have proved the lemma. 
We are now ready to prove Proposition 2.3.
Proof of Proposition 2.3. First thing to do is to choose isometries g and h
of Hn+1 with g(o) = x and h(Ff (x)) = o and replace the K-quasiregular
map f by the K-quasiregular map h ◦ f ◦ g of the same degree d = deg(f).
In this way we might assume, as we do from now on, that Ff (o) = o.
By Lemma 4.3, there exist δ = δ(K, d, n, ǫ) > 0 and a collection B =
{B1, . . . , Br} of balls in Sn for which vol(
⋃
i
1
100Bi) ≥ 1 − 12ε and which
satisfy, for each i, that 12 ≥ diam(Bi) ≥ δ and that the restriction f |Bi is
quasiconformal. The volume bound implies that there exists R0 = R0(δ)
satisfying
vol
({
v ∈ T 1xHn
∣∣∣∣∣expx(Rv) ∈
⋃
i
Dome
(
1
100
Bi
)})
≥ 1− ε
for all R ≥ R0.
Let now xi = Center(∂ Dome(Bi)) be the center of the boundary of the
dome of Bi for i = 1, . . . , r and note that the distance from these points to
the base point o is bounded in terms of a function of δ, that is,
dHn+1(o, xi) ≤ α(δ) ∼ − log(δ).
Now, Lemma 5.2 and the Lipschitz property of Ff (Proposition 2.1) shows
that
dHn+1(Ff (o), Ff (x)) ≥ C · dHn+1(o, x) − (c+ (C + 1) · α(δ))
for all x ∈ ⋃iDome( 1100Bi). This proves the claim. 
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6. Dimension n = 1
The exclusion of dimension n = 1 in Theorem 1.1 stems from the ill-
suitedness of the definition of quasiregular mappings to that case. Indeed,
for n = 1, the condition
‖Df‖ ≤ K detDf
reduces to the condition |du| ≤ Kdu, where du is the derivative of a function
u satisfying f(θ) = eiu(θ). Thus we only obtain that du > 0, which implies
that f is an orientation preserving covering map S1 → S1.
To obtain a class of mappings with better compactness properties, we pass
from a quasiconformality condition to a quasisymmetry condition. Recall
that a homeomorphism h : S1 → S1 is η-quasisymmetric, where η : [0,∞)→
[0,∞) is a homeomorphism, if
(6.1)
d(f(x), f(y))
d(f(x), f(z))
≤ η
(
d(x, y)
d(x, z)
)
for all triples x, y, z of distinct points in S1.
In this spirit, we say that f : S1 → S1 is an η-quasisymmetric covering if
f is a composition of an η-quasisymmetry S1 → S1 post-composed by the
covering map z 7→ zd. Although, more intrinsic definition definitely has its
virtues, note that, for example, the natural localization of the quasisym-
metry condition (6.1) leads to this definition. In addition, we immediately
benefit from the good compactness properties of quasisymmetric homeomor-
phisms and obtain a counterpart of Lemma 1.2.
Lemma 6.1. Let η : [0,∞)→ [0,∞) be a homeomorphism and d ∈ N. Then,
given a sequence (fm) of η-quasisymmetric covering mappings S
1 → S1 of
degree at most d, there exists a subsequence (fmk) converging uniformly on
S
1 \ P to an η-quasisymmetric covering f : S1 → S1 of degree at most d.
Proof. Factor fm = (z 7→ zd) ◦ hm for each m ∈ N. Since the family {hm}
is η-quasisymmetric homeomorphisms is normal, we conclude that there
exists a subsequence (hmk) converging uniformly to an η-quasisymmetric
homeomorphism h : S1 → S1. Now we may take f = (z 7→ zd) ◦ h. 
Regarding other results in Section 3, we notice that assumption n = 1
renders them obsolete. Lemma 3.1 becomes the remark that for x1, x2 ∈ H2
on the opposite sides of the dome Dome(A(r,R)) we have dH2(x1, x2) ≥
log(R/r). The modulus estimates in Lemma 3.2 on the other hand are
replaced by distance estimates given by function η. We leave formulation of
this version to the interested reader.
Having these facts – and the fact that f∗ vol is atomless – at our disposal,
it is easy to observe that the rest of the arguments of in the proof of Theorem
1.1 hold also for n = 1. Theorem 1.1 thus holds for n = 1 in the following
form.
Theorem 6.2. Let f : S1 → S1 be an η-quasisymmetric covering. Then
there exists harmonic map Hf : H
2 → H2 extending f .
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