Abstract. The purpose of this paper is to explore the asymptotics of the eigenvalue spectrum of the Laplacian on 2 dimensional spaces of constant curvature, giving strong experimental evidence for a conjecture of the second author [13] . We computed and analyzed the eigenvalue spectra of several different regions in Euclidean, Hyperbolic, and Spherical space under Dirichlet, Neumann, and mixed boundary conditions and in particular we found that the average of the difference between the eigenvalue counting function and a 3-term prediction has the expected nice behavior. All computational code and data is available on our companion website [11].
1.
Introduction. The purpose of this paper is to present numerical evidence for a conjecture on the spectral asymptotics of the Laplacian on a surface of constant curvature presented by the second author in [13] . The conjecture was initially limited to surfaces of either zero or constant positive curvature, but we present strong evidence that a version of it should also be valid in the case of constant negative curvature. Results of Bleher [2] show that it cannot be valid for surfaces of variable curvature.
We consider surfaces S of finite area A with boundary ∂S of finite perimeter P that is made up of a finite number of smooth curves meeting at angles {θ j }. Simple examples are triangles and discs in either the Euclidean plane, the sphere, or hyperbolic 2-space. We will also look at more complicated examples where S is not simply connected and has non-convex boundary. We consider the standard Laplacian ∆ with either Dirichlet (D), Neumann (N ), or mixed boundary conditions (D on a portion of the boundary with perimeter P D , and N on the remaining portion of the boundary with perimeter P N ). We let {λ j } be the set of eigenvalues 2 TIMOTHY MURRAY AND ROBERT S STRICHARTZ −∆u j = λ j u j repeated according to multiplicity, so the λ j are all nonnegative and λ j → ∞ as j → ∞. The eigenvalue counting function is defined as N (t) = #{λ j ≤ t} (1.1) (Note that some references will use λ j ≤ t 2 instead). The well-known Weyl asymptotic formula N (t) ∼ A 4π t was refined by Ivvii [8] to
In [13] we proposed a still more refined asymptotic
where the constant C will be explained in Definition 1.1 below. However, it is impossible to see the constant from N (t) alone, since it is expected that D(t) = N (t) − N (t) (1.4) will have at least growth O(t 1/4 ). Instead we consider the ordinary average error
We conjecture that this is bounded and decays on the order of O(t −1/4 ) in the flat or negative curvature case. See Conjecture 1.2 below for a more detailed description. For this to be valid we need the correct value for the constant.
We note that a different kind of average, the trace of the heat kernel
(1.6) (as t → 0) has been extensively studied, beginning with the famous paper of Mark Kac [9] and continuing with [14] , [4] , [6] , [10] , and [12] . A related "logarithmic Gaussian averaged error estimate" is studied by Brownell in [3] (see also [1] for a discussion of this). These are smoother type averages than the ones we consider, and in particular they involve the entire spectrum. Because they are smoother averages, they effectively erase some of the interesting detail that the rougher averages see. It is straightforward to obtain the smooth average results from the rough average results, and in particular our formula (1.3) for the refined asymptotics is consistent with the earlier results. To go in the reverse direction requires using a Tauberian theorem that only yields the original Weyl asymptotics. The average A(t) is a special case of Riesz means, which have also been studier, starting with Hörmander [7] . See also [5] for an extensive survey of this approach. The method we use to numerically approximate the spectrum of the Laplacian is extremely straightforward. We use the finite element solver built into MATLAB. For surfaces in the plane we just have to give a description of the boundary. For surfaces in the hyperbolic plane or sphere we us a conformally flat coordinate system so the surface Laplacian becomes a scalar multiple of the Euclidean Laplacian. By using the mesh refinement option we obtain better and better approximations of smaller initial segments of the spectrum. Given the computation time constraints, this allows us to get confident approximations for only a couple hundred eigenvalues. We then use an ad hoc extrapolation method on the sequence of approximations with increasing refinements to get a slightly improved final approximation. We were pleasantly surprised to see that this small peek at an initial segment of the spectrum already yields strong evidence for the conjecture. In other words, it appears that the asymptotic regimine kicks in very early in the game. In the case of the Euclidean disc we have a better alternative method, since there the eigenvalues are given explicitly as squares of zeroes of Bessel functions of the first kind (D) or zeroes of derivatives of Bessel functions of the first kind (N). This allows us to go higher up in the spectrum with greater accuracy, and serves as a check on the size of the error obtained by the cruder method. Another check on error size is provided by doing the computations for the few triangles where the exact spectrum is known.
We now present the details concerning the constant C in (1.3) Definition 1.1. Let K 2 (S) denote the curvature of S, which is assumed to be constant, and let K 1 denote the curvature function on the smooth pieces of ∂S as viewed from S.
Further define
in the case of D or N boundary conditions throughout, or
for mixed boundary conditions, where the corner angles are sorted into {θ j } where the same type of boundary condition is imposed on both sides of the corner, and {θ j } where opposite type boundary conditions are imposed on the two side arcs. We note that in [S] we also allowed a finite number of cone point singularities on S with cone angles {α j }, and these contributed an additional term 2ϕ(α j /2) (1.13)
to C 1 . However, we are unable to do our computations if there are cone point sungularities, so we can't test the conjecture in such cases.
Conjecture 1.
Assume the curvature of S is zero or negative. Then there exists a uniformly almost periodic function g such that
as t → ∞. In the case of zero curvature the almost periodic function g has mean value zero.
Conjecture 2. Assume the curvature of S is positive. Then there exists a uniformly almost periodic funtion g of mean value zero such that
We note that in [13] we conjectured that (1.14) and (1.15) are the first terms in an asymptotic expansion, but we are unable to test this here. Indeed, we cannot test the rate of decay in (1.14) and (1.15), since we don't know what g should be.
So basically we will observe that t 1/4 A(t) in case the case of conjecture 1 and A(t) in the case conjecture 2 appear to be bounded functions of t 2 with mean value zero that could reasonably be almost periodic. Since almost periodicity is a global property, there is no way to test it by examining a small portion of the graph. We will observe, however, that there is no discernable difference between examples where the almost periodicity is known to be true, and all the other examples.
This paper is organized as follows: in section 2 we perform our experimental computations for examples where the spectrum is known exactly, two Euclidean triangles and the Euclidean disc with Dirichlet and Neumann boundary conditions. We introduce the six part graphical display of data that will be used throughout the paper (except for the spherical surfaces in section 5). The reader will be able to see at a glance both confirmation of the predicted behavior and deviations due to computational error. In section 3 we examine many examples of flat surfaces, including surfaces with mixed boundary conditions, surfaces that are not convex, and surfaces that are not simply connected. In section 4 we study hyperbolic surfaces, both triangles and discs. We see here experimental evidence that the conjecture for flat surfaces carries over into this case. In section 5 we study spherical surfaces. Since the conjecture is different in this case (with no decay in A(t)) we use a five part graphical display. We give a discussion of all our results in section 6. We also mention the interesting question of the behavior of differences of consecutive eigenvalues. We have gathered data for all the examples studied here, and present a small selection of it. At this time we are not able to propose any conjectures.
The website [11] contains the complete data on all the examples discussed here, as well as many other related examples. Additionally, a zip-file of all of our code is available for download. Automated scripts to generate each set of eigenvalues for an arbitrary number of refinements are available. However, please note that as much of each experiment was done through in-console manipulations there is no one unified script or function to generate the predicted eigenvalues or graphs once the initial refinements are performed.
2. Some Test Examples. In this section we discuss our results for a few examples of surfaces where the spectrum is known exactly.
2.1. Euclidean right isosceles triangle with Dirichlet boundary conditions. The set of eigenvalues is π 2 (j 2 + k 2 ) for all pairs (j, k) of distinct positive integers. We will normalize all eigenvalues by dividing by π 2 so that we are dealing with integer values. In Table 1 we show the data for the first 10 eigenvalues (the full table is on the website [11] ). In the first column we show the initial MATLAB computation of λj π 2 . In the next 6 columns we show the same value after successive refinements of the mesh. So the initial value of λ10 π 2 is 44.931704, which is quite far from the true value of 37, but by the 6 th refinement the approximation has improved to 37.001949. The next column is our predicted value obtained by fitting the data x n for refinements n = 4, 5, 6 to x n = x + cr n and taking x for the prediction. In this case the prediction is 37.000001. If we look further up in the spectrum we can see eigenvalues with multiplicity 2. For example Figure 1 we show the graphs of We will use this set of six graphs for each Euclidean and hyperbolic region which we analyze. The x-scales of the first four graphs were picked to use all predicted eigenvalues with an acceptable level of error, usually between the first 120 and 150 eigenvalues (the number used is in the y-axis of the first graph). When the true values are known, we use those and frequently use more than 150, as in figure 2 where the first 1000 eigenvalues are used. The scale of the x-axis in the fifth and sixth graphs is approximately the square root of the scale of the x-axis of the first four graphs.
For Figure 1 We used the exact values for the first approximately 150 eigenvalues. A quick look at these graphs yields some simple observations. The graph 1 shows that N (t) grows approximately linearly, while 2 shows that D(t) grows at a relatively slow rate. the graph 3 suggests that A(t) is converging to 0 at a slow rate, while graph 4 confirms that O(t − 1 4 ) is a plausible decay rate. The function in graph 5 is known to be converging to an almost periodic function g(t) (see [13] ), but this is not apparent from the graph. Presumably the almost periods are too large to show up in the range of data we have plotted. On the other hand, graph 6 gives strong evidence that the almost periodic function has mean value 0. Table 2 . Euclidean equilateral triangle 2.3. Euclidean disc with Dirichlet boundary conditions. We take the radius to be one since all discs have eigenvalues that scale by the radius. In this case the eigenvalues are the squares of the zeroes of the Bessel functions J k for nonnegative integers k with multiplicity one for k = 0 and multiplicity two for k ≥ 1. It is possible to get accurate values of these zeros so we have exact values for the first 660 eigenvalues. In this example N (t) =
. Figure 3 displays the same graphs as before using the exact values. We note that graph 5 is just as plausibly an asymptotic almost periodic function as the same graphs in the triangle cases where we know the function is asymptotically almost periodic. On the other hand, graph 6 shows a much slower rate of decay than in the triangle cases. It is still plausible that this gives supportive evidence that the presumed almost periodic function has mean value zero, but the evidence is not decisive. 2 where J k (z n ) = 0. Here we were able to obtain the exact values for the first 550 eigenvalues. Figure 4 shows the corresponding data with N (t) = 3. Flat Surfaces. In this section we discuss examples of polygonal surfaces in Euclidean space. In particular we examined examples of nonconvex surfaces, surfaces with angles exceeding π, and surfaces that are not simply connected. There are still more examples on the website [11] . For each example we give the counting function N (t) and the analog of Figure 1 
sin θ3 + 1 4π + 9 22 Here we used the first 130 calculated eigenvalues, as accuracy begins to break down after that point. The graphs in Figure 5 are analogous to those in Figure 1 and show similar behavior.
3.2.
Triangle with Neumann boundary conditions. This is the same triangle as above, with
sin θ3 + 1 4π √ t + 9 22 Here we used the first 150 calculated eigenvalues. The graphs in Figure 6 are analogous to Figure 5 and display the same behavior, except that in graph six of Figure 6 the graph is decreasing to 0, whereas it is increasing to zero in Figure 5 . 
and the resulting graphs can be seen in Figure 7 , which display similar behavior to those in Figures 5 and 6 . + sin and Figure 9 is analogous to the graphs we have seen before, and we can see that it displays the same behavior. Note that this region is not convex and contains an angle greater than π. Figure 10 ). This is not simply connected. The angles of the interior triangle are viewed from the surface and hence are the exterior angles. We need to keep the vertices of the inner triangle a reasonable distance from the edges of the outer triangle in order to have reasonable accuracy in computing eigenvalues. Note that the formula N (t) = √ t+ 2 9 . Note that there are many eigenvalues of multiplicity two, due to the D 5 symmetry group. This gives us a reasonable tool for assessing the accuracy SPECTRAL ASYMPTOTICS OF THE LAPLACIAN 13 of our computations (since MATLAB does not select symmetric triangulations). The first 10 eigenvalues are displayed in Table 3 . Note that all Dirichlet eigenfunctions of the equilateral triangle extend by odd reflections to Dirichlet eigenfunctions of the hexagon with the same eigenvalue. In our table of eigenvalues we therefore divide by ( 2 so that these eigenvalues become integers. This gives us an accuracy check. We have a D 6 symmetry group so that most eigenvalues have multiplicity two.
3.8. 6-regular star with Dirichlet boundary conditions. Here N (t) = Table 4 . Regular hexagon with Dirichlet boundary conditions and we used MATLAB to solve (4.3) on the surfaces with the appropriate boundary conditions. For simplicity we restricted our attention to Dirichlet boundary conditions, and our surfaces were either disks or triangles.
To describe triangles we recall that geodesics in the upper half-plane model are either vertical half lines or half circles that intersect the x-axis perpendicularly. Without loss of generality we may take one side of the triangle to lie along the y-axis. Specifically, the triangle will have vertices (0, y 1 ), (0, y 2 ) and (x 3 , y 3 ), seen in Figure 15 as points C, A, and B, respectively. s(a1−a2) , y 3 = r 2 1 − (x 3 − a 1 ) 2 , and also y j = r 2 j − a 2 j for j = 1, 2.
Since the model is conformal, the angles are the same as the Euclidean angles, so we have 
Thus we have
Of course everything may be expressed entirely in terms of the angles, since the angles determine the triangle. Thus the hyperbolic law of cosines yields
for (i, j, k) any permutation of (1, 2, 3), and the angle defect formula yields
4.1. Hyperbolic Equilateral Triangles with Dirichlet boundary conditions. We take α 1 = α 2 = α 3 = π k for k an integer, k ≥ 4. These triangles tesselate the hyperbolic plane. When k is even we may take odd reflections of the Dirichlet eigenfunctions to see that we are generating a subset of the collection of eigenfunctions on the hyperbolic closed manifolds Γ\SL(2, R)/SO(2) for the appropriate discrete subgroup Γ.
We show the results for k = 4, 6 in Figures 16 and 17 , respectively. Already for k = 6 the accuracy of our approximations begins to degrade. The website shows complete data for k = 4, 5, 6, 7.
General Hyperbolic Triangles with Dirichlet boundary conditions.
We present two hyperbolic triangles here with arbitrary measurements. Triangles are specified by a label (u, v, s) which correspond to the measurements in Figure 15 . Figure 18 corresponds to (5, 10, 11) and Figures 19 corresponds to (3, 4, 6 ). Note that in the fifth and sixth counting graphs in figures 18 and 19 we begin to lose accuracy more quickly than we do in the Euclidean results. This is not unique to the arbitrary triangles, as it is present in both the hyperbolic equilateral triangles and hyperbolic discs, but it is especially noticeable here.
The complete results for more arbitrary hyperbolic triangles are shown on the website. 4.3. Hyperbolic Discs with Dirichlet boundary conditions. We are able to calculate eigenvalues on a disc of hyperbolic radius R by calculating eigenvalues for a Euclidean disc of radius r = . We can see from figures 20 and 21 that this N (t) appears to be strongly supported, though as is the case of the hyperbolic triangles, we begin to lose accuracy in the predicted eigenvalues more quickly here than in the Euclidean case. This becomes a particular issue for the MATLAB PDE solver in the case of discs however, as the radius of the Euclidean disc we solve for eigenvalues on grows exponentially with the hyperbolic radius, leading to longer computation times as mesh with an exponentially growing number of points is needed to estimate the values. The discs in Figures 20 and 21 have R = 1, 1/2, respectively. 5. Spherical Surfaces. In this section we discuss examples of surfaces in the unit sphere (curvature +1). We use stereographic projection, placing the center of the sphere at (0, 0, 1) and projecting from (0, 0, 2) onto the (u, v) plane by u = 2x 2−z , v = 2y 2−z . The equator is mapped to the circle u 2 + v 2 = 4, great circles through the poles are mapped to the lines through the origin, and other great circles are mapped to circles intersecting u 2 + v 2 = 4 at two antipodal points. If we fix parameters to t > 0 and β then these circles are given by (u − t sin β) 2 + (v + t cos β) 2 = t 2 + 4 (intersecting u 2 + v 2 = 4 at ±(2 cos β, 2 sin β)).
We will consider triangles with vertices (u 1 , 0), (u 2 , 0) and (u 3 , v 3 ), with one edge along the u-axis and two edges being arcs of circles (u−t j sin β j ) 2 +(v +t j cos β j ) 2 = t 2 j + 4 for j = 1, 2. The angles of the triangle are given by
The angles completely determine the triangle. The lengths of the sides are given by the spherical law of cosines
for (i, j, k) a permutation of (1, 2, 3) , and the area is given by the angle defect
The Laplacian is given by
5.1. Spherical Equilateral Right Triangle with Dirichlet boundary conditions. This triangle serves as our main accuracy check for our calculated eigenvalues in spherical space. This is because it is a region for which the eigenvalue spectrum is known: the i th distinct eigenvalue is equal to 4i 2 + 6i + 2 and has multiplicity i. We can see the first eigenvalues in Table 5 In the graphical data displayed in Figure 22 (and subsequent figures in this section) we show 1.
5. The scales for each of these graphical displays are the same as the scales in the analagous set of six graphs we used for Euclidean and hyperbolic regions. We will now present a spherical triangle with arbitrary measurements. Spherical triangles are specified by a label (t 1 , β 1 , t 2 , β 2 ) which correspond to the measurements described above. Here we have N (t) = ). Note in the figure that while the accuracy of our calculated eigenvalues suffers some decay, it does so at a slower rate than in the Hyperbolic surfaces.
5.3. Spherical Disc with Dirichlet boundary conditions. The final case we wish to present is that of the spherical disc. As with the spherical triangles, we use stereographic projection to solve for eigenvalues on a Euclidean disc using (5.3) as the Laplacian. A Euclidean disc centered at the origin with radius r corresponds to a spherical disc with radius R = 2 sin r 1+cos r . The spherical disc then has area A = 2π(1 − cos r) and circumference C = 2π sin r. This gives us N (t) =
. Here the hemisphere, r = π 2 , serves as a test case for the accuracy of our predicted eigenvalues: it has a known eigenvalue spectrum such that the n th unique eigenvalue is n(n + 1) and has multiplicity n. Table 6 and Figures 24 strongly support the accuracy of N (t). Figure 25 is the corresponding graphs for the disc with r = π 4 , and likewise strongly supports our predicted eigenvalues. Unfortunately, as can be seen in graphs 3, 4, and 5 of 25, our accuracy again begins to drop after a point, but they are accurate enough to support our calculation of N (t). Table 6 . Hemisphere 6. Discussion. We have presented strong experimental evidence for the conjectures, although certain statements in the conjectures that refer to almost periodicity are not candidates for verification by examining a bottom segment of the spectrum. Indeed, since the conjectures concern asymptotic behavior, it could have happened that the bottom segment would not have given a clue to the ultimate asymptotics. As it turned out we were lucky, and the conjectured asymptotic statements kicked in very early in the game. We are inclined to believe that this is not just luck, but that there is some paradigm at work here, to the effect that qualitative asymptotic statements about spectra can be refined to quantitative error estimates that would imply "early onset." We invite the reader to speculate about this possibility.
The conjectures, first put forth in [13] , were based on examining a collection of examples for which it is possible to compute the spectrum exactly. All of these examples exhibit a high degree of symmetry. It is always risky to jump to conclusions based on symmetric examples to the general case. Having now provided experimental evidence for surfaces that are not symmetric, convex, or even simply connected, we have a much firmer platform to support the conjectures. It should be kept in mind that the role of conjecture in mathematics is not always to light the way to future truth so much as to stimulate research on interesting problems. Even conjectures that eventually turned out to be incorrect have played an important role in the development of mathematics.
We note that in [13] , Conjecture 1 was stated only for flat surfaces. Indeed, there are no examples of hyperbolic surfaces for which it is possible to compute the spectrum exactly. Nevertheless, there is a great deal of interest in the spectra of hyperbolic surfaces, so we are pleased that our experiments support extending the conjecture to hyperbolic surfaces.
A very interesting question, which has not yet been explored in the literature, is the behavior of the differences of consecutive eigenvalues. Note that there is an immediate difference between the nature of differences on very symmetric surfaces and "generic" surfaces. Indeed, if the surface has a nonabelian symmetry group, then there will be eigenvalues with multiplicities greater than 1, so zero will be a difference that occurs often. In the generic case we do not expect any multiplicities greater than one. So we cannot expect a general answer that applies to all examples. We have gathered data on the differences for all our examples, and this may be found on the website [11] , so it is possible that we have not been able to compute enough eigenvalues with enough accuracy to make a general pattern clear. We invite the reader to consider Figures 26-34 while thinking about this challenging question. In these figures, the x-axis is the distance between successive eigenvalues and the curve in the first figure if the number of differences less than or equal to x, while the second figure is a histogram of the successive differences. Note that eigenvalue spectra containing several values with multiplicities greater than 1 have the first curve start with a high proportion of the differences at 0 (in particular see Figure  33 ). 
