A computer controlled PRBS identification of electro-hydraulic servos and an adaptive control application. by Desjardins, Y. C.
A COMPUTER CONTROLLED PRBS IDENTIFICATION 
OF ELECTRO-HYDRAULIC SERVOS AND AN ADAPTIVE 
CONTROL APPLICATION
by
Y.C. DESJARDINS, BSc.
A Thesis submitted for the Degree of Doctor of Philosophy 
in the Faculty of Engineering3 Department of Mechanical 
Engineering of the University of Surrey.
October 1974
ProQuest Number: 10798384
All rights reserved
INFORMATION TO ALL USERS 
The quality of this reproduction is dependent upon the quality of the copy submitted.
In the unlikely event that the author did not send a com p le te  manuscript 
and there are missing pages, these will be noted. Also, if material had to be removed,
a note will indicate the deletion.
uest
ProQuest 10798384
Published by ProQuest LLC(2018). Copyright of the Dissertation is held by the Author.
All rights reserved.
This work is protected against unauthorized copying under Title 17, United States C ode
Microform Edition © ProQuest LLC.
ProQuest LLC.
789 East Eisenhower Parkway 
P.O. Box 1346 
Ann Arbor, Ml 48106- 1346
ACKNOWLEDGEMENTS
It is my pleasure to acknowledge the ■■assistance of various 
members of staff and friends at the University of Surrey. In 
particular. I am indebted to Dr. G.A. Parker for his guidance and 
assistance during the course of this work. In addition, I wish 
to thank Mr. Jeffrey for his co-operation in the writing and 
testing of computer programmes. Last but not least, my sincerest 
thanks to Zoe Warren for typing and presentation.
Y.C.D.
SUMMARY
This study sets out to demonstrate the practical application of 
PRBS (Pseudo-Random Binary Sequence) as an accurate Ton-line1 .identifica­
tion technique for electro-hydraulic velocity servos. This was achieved 
by a comparison with classical step response and frequency response 
methods which gave close agreement between the three methods (Section 
3 and 4).
Although slower than the step response technique, PRBS has the 
advantage of providing a more rapid identification than other conventional 
techniques. In addition, PRBS gives ’on-lineV identification of a fully 
loaded system during its normal operation which is not possible with 
conventional forms of identification such as are currently used by fluid 
power engineers. Furthermore, the use of the cross-correlation technique 
minimises the effect of system noise on the identification process.
Up to the present time PRBS has only been found most satisfactory 
for linear system identification-although some experimental work has been 
carried out in the dead zone and saturation regions of the servo-vaive.
Finally, the PRBS technique is used in conjunction with a mini­
computer (Section 5) and the results compared with results obtained 
using hardwired equipment. The use of this identification technique is 
then further extended to encompass an adaptive loop application 
(Section 6).
CONTENTS
Page No
Acknowledgements :
Summary
SECTION 1 4
1. General Introduction 5
1.1 Origins of Mechanical Servo-Mechanisms 5
.1.2 Origins of Electro-Hydraulic Valves 6
1.3 Electro-Hydraulic Servo Valve Models 7
1*3.1 Linear 7
1.3.2 Non-Linear 7
1.3.3 Comparison of Linear and Non-Linear Models 9
1.3.4 Transfer Function 10
1.3.5 Effect of Electronic Development on the Fluid
Power Industry 11
1.4 Adaptive Control 12
• 1.4.1 Identification . 13
1.4.2 Decision 17
1.4.3 Modification 18
1.5 Classification of Adaptive Systems 19
1.5.1 Definition of Each Classification 20
1.5 Minicomputer 28
Page No
SECTION 2 31
2 Classical Representation of an Electro-Hydraulic Servo
Valve Motor Combination 31
2.1 General Description of the Velocity Servo Package 35
2.2 Model of the Ideal Critically Lapped Servo-Valve 37
2.3 Modified Servo-Valve Equations for an Under-lapped
Valve 45
2.4 Dynamic Equations Characterising the Hydraulic Motor 48
2.5 Transfer Function .for Valve-Motor Combination based on . -
Small Signal Analysis 51
SECTION 3 . 57
3 Classical Frequency and Transient Response Technique for
System Identification 57
3.1 Frequency Response Technique 58
3.1.1 Complex Curve Fitting Technique , 5 8
3.1.2 Approximation of Time Delay 61
3.1.3 Non-Linearity Effect on Curve Fitting Technique 64
3.2 Transient Response Test 65
3.2.1 Comparison of Impulse and Step Response 
Identification 66
3.2.2 Probabilistic Interpretation of Step Response
Test 69
3.2.3 Fast Fourier Transform Algorithms 72
3.3 Experiment for-.Identifying an Electro-Hydraulic Servo 77
Using Classical Techniques
. 3.3.1 Frequency Response Tests 78
3.3.2 Transient Response Test 80
3.3.3 Conclusion 83
SECTION 4 85
The Use of a Pseudo-Random Binary Sequence (PRBS) Test Signal In 85
the Identification of an Electro-Hydraulic Servo
4 Introduction 86
4.1 Linear System Theory 87
4.1.1 Correlation Technique 88
4.1.2 Cross- and Auto-Correlation Functions 89
4.1.3 Relating the Correlation Technique to System 92
Dynamics
4.2 Pseudo-Random Binary Sequence (PRBS) 93
4.2.1 Generation and Properties of PRBS ‘Function 95
4.2.2 PRBS Correlation Function and Power Spectrum 96
4.2.3 Choice of PRBS for System Identification 98
4.3 Inaccuracies Caused by Using PRBS Test 102
4.3.1 Source of Errors 102
4.3.2 PRBS Test Function ’ 103
4.3.3 Errors in Digital Calculations 107
4.3.4 Measurement Errors 111
4.3.5 Distortion Caused by Random Noise 112
4.4 Design of a PRBS Generator for Electro-Hydraulic System 115
Identification
4.4.1 Design of PRBS Clock 116
4.4.2 Basic Operation of PRBS Generator 118
4.4.3 PRBS Generator Control Logic 118
4.4.4 Analogue Circuit Design 120
4.5 Identification of an Electro-Hydraulic Velocity Servo 120
Using PRBS
4.5.1 Test Set-Up 121
4.5.2 Resulting Transfer Function 122
4.5.3 Conclusion 126
SECTION 5 129
5 On-Line Identification of an Electro-Hydraulic Velocity Servo 130
Using a Minicomputer
5.1 Software Simulation of PRBS Technique using a Minicomputer 131
5.1.1 PRBS Function Generation Subroutine 132
5.1.2 Simulation of Linear System Response to a PRBS 133
5.1.3 Numerical Calculation of Cross-Correlation Function 135
5.1.4 D-C Offset Correction 137
5.2 On-Line Minicomputer 133
5.2.1 Real Time System/Computer Interface 139
‘ 5.2.2 Sampling System Response/Data Acquisition 140
7 *
5.3 Parameter Redicting the System's Performance 142
5.3.1 Measurement of System Gain 143
5.3.2 Estimate of System Damping 143
5.3.3 System Natural Frequency 147
5.4 Experimental Results/Software Simulation and On-Line Tests 148
5.4.1 System Simulation Using Minicomputer Software 149
5.4.2 On-Line System Identification Using Minicomputer 150
5.4.3 Conclusion • I52
SECTION 6 154
An Adaptive Controlled Application Using PRBS/Minicomputer 154
6 . An Adaptive Application Based on a Computer Controlled 155 *
Identification
6.1 The Synthesis of an Adaptive System 155 -
6*2 Performance Criteria - Selection and Generation 157
6.2.1 Selection of an Index of Performance 157
6.2.2 Generation of IP in Minicomputer 158
6.2.3 Modification of System Gain 160
6.3 Adaptive Loop Providing Constant Damping of an Electro- 161
Hydraulic Velocity Servo
6.3.1 Experimental Results 161
6.3.2 Conclusion 162
SECTION 7 164
7 Discussion 165
7.1 Summary of Conclusions 169
Graphs
References
Appendices
171
223
236
S E C T  I O H  1
GENERAL INTRODUCTION
General Information
1.1 Origins of Mechanical Servo-Mechanisms
The birth of industrial hydraulics in the latter part of the 
18th century created a demand for research into feedback control 
systems and James Watts' centrifugal steam-engine governor of 1784 
is an early recorded instance of the interest awakened in this field.
By 1870, Joseph Farcot in his book "Le Servo-Moteur ou Moteur asservi" 
had established the term 'servo-motor' to cover this concept of 
absolute control of a motor by its operator "imitating as a slave" his 
every movement.
Sichels in the United States (1860) and McFarlane Gray (1885)
developed steam steering gears and Maxwell (1868) and Wichnedgradsky 
(1876) developed the flyball governor. In 1889, Beauchamp
(Ref. 1), designed a hydraulic system for the stabilisation of a ship's 
gun platform. Farcot reports in 1872 that servo-motors had been 
applied to French naval gun turrets and, eventually, similar controls 
were adopted by the.United States and British navies and further 
applied to the development of torpedo control.
By the early 1930's, the theories on which most modern control 
systems are based had been elaborated. In 1934, Hazen's paper (Ref. 2) 
on "The Theory of Servo-Mechanism^'marked the starting point for intens 
study in this field.
The second world war prompted a dramatic expansion of the 
aeronautical industry with a joint rapid development of control 
applications such as the variable pitch propeller.
1.2 Origins of Electro-Hydraulic Valves
With the war, the intensive use of the electrical torque 
motor prompted advance in the field of fluid power. At the same 
time9 the wartime labour shortage (Ref. 3) spurred the design of 
solenoid operated directional valves (i.e. two position and prop­
ortional control valves) used almost exclusively in an open loop 
configuration.
The application of the electrical torque motor as the input 
transducer to the servo-valve appeared in the later 1940’s and early 
1950's. In 1948, Blitzer designed an electrical torque motor for 
use in electro-hydraulic applications (Ref. 4) and in the following 
year, Frazier and Atchley (Ref. 5) studied the design of an electric 
valve actuator for hydraulic servo-mechanisms. Both these designs 
were single stage applications - that is, the torque motor was 
directly coupled to the spool valve. In the same year Moog Inc. 
added a flapper valve as an intermediate stage between the torque 
motor and spool valve thus arriving at the basic two stage electro- 
hydraulic servo valve of today.. This provided the point of departure 
during the subsequent decade for intensive scrutiny of the character­
istics of the electro-hydraulic servo as a unit focussing on the 
dynamics of the final stage - the spool - (Refs. 6, 7, 8 and 9).
1.3 Electro-Hydraulic Servo-Valve Models
1.3.1 Linear
Initially, the prediction of the performance of electro- 
hydraulic servos was based on a linear small signal analysis (Ref. 
10, 11, and 12) but these models were found to have limitations as 
the demand from the servos became more stringent. A very rigorous 
mathematical analysis was carried out by Shearer (Ref. 14). Again 
the model was linearized, using the small perturbation method, with 
the inevitable descrepancy on the agreement between the model and 
experimental results. Stellard (Ref. 15) designed and analysed an 
electro-hydraulic servo to comply with the strict requirement of 
military airborne radar scanners. In this case, the linear model 
proved quite adequate, indicating that, in .some applications, a • 
linear model may provide the desired mathematical representation of 
the actual system.
1.3.2 Non-Linear
As these different contributors published their findings, 
others were concentrating on the non-linearities involved within 
hydraulic servos." By 1957, model's representing the 'principle non- 
linearities associated with electro-hydraulic control valves were 
set up by Zaborszky and Harrington. These were presented in a 
generalised, non-dimensional form and covered a rather wide range 
of parameters (Refs. 16 and 17). Their investigation included such 
non-linearities as quadratic flow versus pressure drop, Bernouilli
forces, coulomb friction and hysteresis. Although their work
was based on simulation, using the "describing function" techniques,
their results provided valuable material.
Royle (Ref. 18) studied the inherent non-linear effects in 
these systems when subjected to inertial loading while Butler (Ref.
19) investigated the effect of cavitation. He found that, when the 
actuators were driven at frequencies and amplitude in the presence 
of cavitation, the output displacement showed a reduction compared 
with the cavitation free condition.
Cavitation, an increasingly critical problem in high performance 
hydraulic servos, received close inspection in the early 1960’s and, 
in their investigations of cavity formation in oil, Wang and Ma 
(Ref. 20) determined analytically the approximate conditions for 
cavitation formation in various operating modes of a valve controlled 
hydraulic- actuator
A similar study of this phenomenon, taking compressibility 
effects into consideration, was carried out by McCloy and Martin 
(Ref. 21) and the cavitation effect on the discharge characteristics 
of the spool valve was further studied by McCloy and Beck (Ref. 22). 
McCloy (Ref. 23) also devised a graphical analysis for determining 
the step response of hydraulic servomechanisms.
1.3.3 Comparison of Linear and Non-Linear Models
In the next few years an incremental linear model was derived 
from Zaborszky and Harrington’s non-linear equations and their results 
compared with the linear analysis.
Rauch (Ref. 24) compared the two models in the time domain 
using a step input function to excite the system and was particularly 
concerned with the influence of the hydraulic parameters on the non­
linear closed-loop system. Other investigators extended their 
analysis to include the effect of various physical phenomena such 
as compressibility, friction leakage and servo-valve lap (Refs. 25 
to 27). Similar analyses were carried out on valve-motor combinations, 
which however were less extensive than those on servos and cylinder 
combinations because of the wide variety of motor configuration (Ref. 
28). The non-linearities normally encountered in valve-motor com­
binations are saturation, hysteresis, deadband in the valve, cavitation 
and friction. Some of these non-linearities are also found to be 
present in the second stage of the servo-valve.
Stone (Ref. 29) modelled the servovalve in two parts in order 
to include the dynamic response of the valve and the non-linear 
orifice flow characteristic. This analysis differs from the. con­
ventional linearised servovalve descriptions where the output flow 
rate was usually given as a function of input current. Although 
Stone’s analysis did not yield generalised results for all electro- 
hydraulic systems, the method may be applied to any valve and motor 
selections.
1.3.4 v Transfer Function
The conventional method of modelling an electro-hydraulic 
servo has been to linearise the equations representing the hydraulic 
servo unit. These equations were summarised into the one equation 
which is termed the system’s transfer function. The classical control 
theory defines a system transfer function as a mathematical equation 
expressing the ratio of the systems output to its input.
Initially investigators (Ref. 31) assumed the instantaneous 
response of the servovalve unit in determining the overall analytical 
transfer function of an electro-hydraulic servo-mechanism. Glickman 
(Ref. 32) later synthesised a transfer function for the servovalve 
unit and incorporated it with that of the motor to yield an overall 
system transfer function. Glickman’s thepretical transfer function 
was in closer agreement with experimental results for zero inertia 
load on the motor. When an inertia load was applied to the motor, 
both analytical transfer functions were in closed agreement with the 
experimental value signifying the small effect of the sero-valve 
transfer function under these conditions.
These transfer functions are derived and documented in 
Lanberth (Ref. 27 ).
1.3.5 Effect of Electronic Development on the Fluid
Power Industry
As the result of the expansion of solid state electronics, an 
electro-hydraulic interface (a link between electronics and hydraulics) 
presented obvious advantages to the practising control engineer.
Examples of this have been-numerous. Waddington (Ref. 33) described 
in 1972 the case for electro-hydraulic components in mobile construc­
tion units. Because of its remote control capabilities, electro- 
hydraulic control permits greater freedom of location, and its 
lower cost and increased reliability contribute to its general 
attractiveness. Moreover, with the resulting exclusion of flexible 
hoses and fittings, there is a corresponding economy in maintenance 
and reduction in leakage loss. On an aerospace project in 1973 
(Ref. 34) a fly-by-wire servo design was used to replace the mechanical 
control link between-stick grip and ailerons.
The increase in recent years in the demand for electro-hydraulic 
valves have been an indication of the growth in range of their applica­
tion. With the latest appearance on the market of a digitally controlled 
electro-hydraulic servo drive (stepping motor), it is indicated that 
a servo-valve used in combination with motor or cylinder, may be com­
pletely controlled by a sequential network of TTL gates, minicomputers 
or simply by a reference voltage for some specific steady state work.
In addition, electronics provide an easy and effective means of 
.altering system performance with shaping network. This marriage of 
hydraulic and electronics lends itself readily to the development of 
adaptive control.
1.4 Adaptive Control
The design of a control system is based on the characteristics 
of the components used during its construction. The assumption is 
that the system is built with time-invariant parameters. Since all 
physical systems are composed of ageing components (components which 
lose accuracy, suffer erosion and wear especially in the fluid power 
medium and',, worse, fail completely by clogging),the basic control 
system contains elements of uncertainty which leads to conservative 
design. To avoid over-conservative design one may ask the question:
"How can a system adjust its parameters to cope with the 
unavoidable environmental effects which were unknown in its 
design stage?"
This type of problem has become a major concern of adaptive control.
Biologists have been studying for some time the way in which 
natural organisms adapt to their changing environment and this 
scrutiny has given pointers to the engineer in his analysis of the 
problem of "Adaptive control". Although no definition has been 
accepted by all control engineers, one may attempt to define adaptive 
control by considering the general ideas conveyed by the definitions 
found in control literature:
"A conventional control system which has the means of monitor­
ing its own performance relative to its surroundings and
which, from there, adjusts its parameters within the con­
ventional control loop in such a way that its performance 
is maintained within an acceptable deviation from the 
required response”.
Implicit in the definition of this system organisation are 
the three basic steps to be followed in establishing an adaptive 
system. These are: identification, decision and modification.
1.4.1 Identification
The task of system identification is to give an exact mathe­
matical model which expresses the dynamic performance of a system 
for the purpose of obtaining more information in order to assess its 
performance more accurately.
The first identification method to be accepted by control 
engineers was the frequency response as presented by Nyguist (Ref. 35) 
in 1934. The frequency response analysis was further extended by 
Black, Bode, Hall and Harris (Refs. 36, 37, 38 and 39). This rapid 
development which formulated the foundation of. today’s classical 
control theory undoubtedly shows the great success of the frequency 
response technique. The design method was accompanied by a very ' 
powerful technique of system synthesis - Frequency Analysis. This 
technique made it possible to determine the transfer function of a 
system accurately. The frequency response was extended by Johnson 
(Ref. 40) to include some non-linear systems. However because it 
could only be used "off line", the drawbacks of the frequency
response technique became clear and set the control engineer to 
consider the identification problem under a new aspect.
In order to perform a more complete identification on the 
system under test, certain conditions were required to be met. First, 
the system must be tested in the presence of its normal operating 
signals, with all its inherent noise disturbance, without driving the 
system outside its operating range. Secondly, the time required to 
identify the system must be within the dominant time constant of the 
system under test. In fulfilling these conditions, a complete 
identification step is accomplished and its acceptance within an 
adaptive control loop becomes realistic. Since no a priori knowledge 
of the system’s dynamic performance has been assumed, its actual 
state has been described accurately. This type of identification 
is called ’on-line'. If the first condition is not fulfilled, as 
was the case with frequency response, then the system has been only 
partically identified and therefore must be treated with caution 
since it assumes prior knowledge of the system's dynamics.
The identification problem was now taken to the time domain 
with the use of random signal (or white noise) as a means of system 
analysis. This was introduced in the early 1930’s by Weiner (Ref. 41). 
’’White noise” signal is defined by its infinite frequency spectrum 
and random amplitude which is not describable in precise mathematical 
terms; as such it is classified as a non-deterministic signal. The 
amount of time the signal spends at one amplitude level is called 
probability density and the power content of each harmonic present 
described as ’Power Spectrum’.
In order to classify random signals as a useful analytical 
tool, a technique was evolved by which a time shift version of one 
random signal with respect to another is used to establish their 
correlation function. A white noise signal correlated with itself 
produces an impulse function called its auto-correlation, while 
the correlation of two different white noise signals gives a (zero 
valued) cross-correlation function.
Seifert (Ref. 42) made a study of noise presence in the 
original design of a missile in 1951. This was followed by Booton’s 
(Ref. 43) study of Gaussian inputs (time function with a normal 
probability distribution function) to a quasi-linear control system. 
Throughout the fifties and the early sixties the use of noise function 
as test signal remained at the experimental stage since conventional 
noise sources (for example gas discharge tube and temperature limited 
diode) had the disadvantage of unpredicatble long term variation 
(drift) which meant an unrepeatable test procedure. In fact, most 
interesting noise applications in control systems lie below a few 
hundred HZ. This rendered the use of this test procedure impractical.
In the sixties, several binary base codes with impulse-like 
auto-correlation functions were studied by Cummins and Coran (Ref.
44). Although these codes had characteristics similar to the 
theoretically defined white noise functions, their power spectra were 
of limited bandwidth and had completely deterministic properties.
These codes viere termed pseudo-random sequence and used by Stern, 
Blaquiere and Valat (Ref. 45) to make reactivity measurement on a 
nuclear reactor. Zierler (Ref. 46) studied a range of linear
recurring sequences and error correcting codes which were to become 
of interest to the control engineer in his search for pseudo-random 
function. Hughes and Hammond (Ref. 47) studied identification by 
using cross-correlation with a type of binary signal (also called 
a two level signal). Hazlerigg (Ref. 48) studied the application of 
cross-correlation equipment to linear systems. The pseudo-random 
binary sequence used by Hazlerigg was completely deterministic and 
it displayed characteristics which closely approximated random noise 
function. Nonetheless, these sequences were easy to generate using 
either electronic hardware such as TTL gates or a digital computer.
Another attractive feature of pseudo-random binary sequence 
was the elimination of the error introduced by white,noise into the 
estimated cross-correlation function (Ref. 49).
The pseudo-random functions are very much affected by a form 
of low frequency drift which seriously distorts system response 
estimation. (Ref. 50). The problem of low frequency drift character­
istics has received considerable attention by Barker (Ref. 51).
In the mid sixties and seventies the identification problem 
was one of the major development areas of control engineering. The 
on-line use of computers was instrumental in providing a rapid 
development of the field. No attempt will be made here at making 
a survey of these developments since there is an extensive survey 
published in 1971 (Ref. 52) which gives a good assessment of the 
rate at which the problem was investigated.
At present the fluid power control engineers have made little 
attempt to apply these techniques to electro-hydraulic systems or to 
assess their uses. As the frequency and transient (the step) responses 
are well established, the need for modern control identification 
technique was not obvious until recently (Ref. 53).
1.4.2 Decision
The decision-making stage in the adaptive scheme has now been 
reached and criteria are required in order to evaluate the system's 
present state of performance. Control engineers term any criterion 
which gives a measure of system performance as an Index of Performance 
(IP). Index of Performance is only one of many equivalent terms 
such as figure of merit, performance criterion, performance 
measure, penalty function, etc., used in literature. The IP used for 
making a decision on' corrective action, may be a conventional type 
of criterion, general criteria (ISE, ITSE, etc.) or a combination of 
both which is sometimes called compound criteria. The conventional 
criteria are based on the classical specification used for' control 
systems. In the time domain, the rise time, settling time and the 
maximum over-shoot, may be used or, in the frequency domain, the 
phase and gain margin. These criteria generally fail to make good 
IP for adaptive systems since they do not consider the overall system 
response. The model reference was the first form of IP used in 
adaptive system engineering.
A class of general criteria was designed by Graham and Lathrop 
(Ref. 54). This was an attempt to construct criteria based on some 
function of the system's error signal. The authors made a detailed 
study which revealed the limitation in the method when applied to 
high order systems. The one IP which was designed specifically for 
making a second order system into an adaptive loop was the impulse 
response area ratio (IRAR). For higher order systems it would be 
difficult to write the equations representing all the factors which 
have an effect on this criteria (Ref. 55). The problem of using a 
combination consisting of a conventional and a general index of 
performance simultaneously was studied by Schultz and Rideout (Ref. 
56). All these types of criteria show the attempts made to express 
the entire judgement of the systems performance into a single number. 
Many successful applications of different IP's were made in finding 
the solution to adaptive control problems. • A very complete list of 
the most commonly used performance ceriteria such as integral of 
squared error (ISE), the integral of time absolute error (ITAE) and the 
integral of time square error (ITSE) are found in Eveleigh (Ref. 57).
1.4.3 Modification
The concluding step involves the alteration of the para­
meter within the adaptive loop as demanded by the preceding decision 
stage. The adequate fulfilment of the modification stage in 
conjunction with the two preceding steps (i.e. identification and 
decision) will yield the prescribed system performance. This is 
the result of a complete adaptive loop.
This last step may be.applied at different locations around 
the adaptive loop. It may be done by providing a compensator which 
effects the desired parameter or it may be achieved by control 
signal sythesis, (by changing the input signal in such a way as to 
bring about the corrective action to the parameter). Although the 
compensation technique was originally intended and used to solve 
adaptive control problems, modern control engineers consider it to 
be a feedback control method. As a feedback control method, a 
parameter may be varied in direct relation to its output as required 
to obtain system performance. This method will be discussed in the 
next subsection as pertaining to one special form of adaptive system. 
The signal synthesis approached was suggested and implemented by 
Meditch (Ref. 58) in the construction of an adaptive system. The next
• r
and most obvious method is direct parameter adjustment and measurement. 
This technique takes precedence over the tw.o already mentioned since 
it is more reliable and fills the fail safe requirement. The direct 
link to the systems parameter is the basic reason to support these 
two advantages.
1.5 Classification of Adaptive System
Asaltine, Mancini and Sature (Ref. 59) have classified 
adaptive systems for electronics. This classification was accepted 
and extended by Will in 1953 (Ref. 60). This same classification 
may be used here to facilitate a comparison of the many types of 
adaptive schemes which have been put forward in the field of fluid 
power control.
These may be listed as follows:-
(i) Passive adaptive
(ii) Input signal adaptive
(iii) Extremum adaptive (or ’hill climbing1)
(iv) System variable adaptive
(v) System characteristic adaptive
1.5.1 Definition of each Classification
(i) Passive adaptive
Passive adaptive systems are those which achieve adaption 
without system parameter change, but rather through special design 
for operation over wide variation in its environment. The classical 
method most often used in control systems involves the addition of 
a compensation network to increase the performance of the system.
This technique is often introduced on the electronic side of the
electro-hydraulic servomechanism. The type of compensation (in 
practice R-C network) is either (i) lag, (ii) lead or (iii) 
combination of both called lag-lead or lead-lag.
In the fluid power industry the first type of adaptive system 
to be used was of this class. Bower and Tuteur (Ref. 61) designed 
and investigated the characteristics of a hydraulic throttling valve, 
which included a force compensating element that became effective 
during the valve’s dynamic operation. This analysis explained the 
erratic oscillations which often occurred in these valves and provided 
a compensation method for controlling them.
Another passive adaptive scheme, well established by 1955 
and discussed by Dushkes (Ref. 62), dealt with the application of a 
fixed displacement or variable-displacement pump used as a power 
supply to a variable-pressure servomechanism. An external by-passing 
servo was used in conjunction with a fixed-displacement pump to give 
a continuous and smooth pressure adjustment in relation to the 
variable load. In the steady state condition, that is with no move­
ment of the load, all the flow from the pump was directed to the 
sump (reservoir). However, the technique was uneconomical since large 
heat losses occurred through the fluid network of the by-passing servo 
A second method used a four way valve as a by-passing servo unit, but 
the static accuracy and the dynamic performance was not equal to the 
first system. Further improvement was obtained by using a variable 
displacement pump instead of a fixed one. This provided more 
efficient pressure control although it proved more costly to construct .
Viersma (Ref. 63) designed a load-compensated hydraulic servo 
for the machine tool industry which improved the surface tolerance 
of the finished work piece. This application was of especial value 
in numerical control machines producing close tolerance fit components 
In the same industry, another investigator Shumsheruddin (Ref. 64) 
studied different compensation techniques and proposed that these 
compensation networks "can vastly improve the performance of an 
electro-hydraulic continuous path machine tool servomechanism".
In order to determine the optimal design of an electro-hydraulic 
control system, Fisher (Ref. 65) employed a hybrid simulation using 
a pattern search algorithm to calculate the value of the required 
compensation network. This method sought to overcome the inevitable 
difficulties presented by the non-linearities when assessing 
the value of the gain and time constant of the compensator. He con­
firmed his approach by experimental results which validate the use 
of hybrid computers as an efficient means of designing optimum compen­
sators for non-linear systems. This approach is made particularly 
attractive by the current trend of mini-computer development.
(ii) Input Signal Adaptive
Systems such as automatic gain and frequency control which 
adapt to changes in the characteristics of the input signal have a 
biassical significance in the electronic adaptive control field.
There are many types of input signal characteristics which can be 
used as the basis of adpative system design and several of these 
types were proposed in the later 1950Ts by a number of investigators 
(Refs. 66 and 67).
Adaptive schemes using this input signal synthesis were never 
attempted in the electro-hydraulic field because of the inherent 
non-linearities.
within the required limit for preventing cavitation. The decerla- 
tion trajectory in the time domain was chosen to yield the required 
closure function for the valve. This type of adaptive control was 
extended by Davies (Ref. 71) who used three zones to obtain an 
optimal time transient response. The system designed ly Davies was 
simplified by the added transition zone inserted between the 
acceleration and deceleration mode of the controller. The additional 
mode provided a rapid full closure of the valve until the pressures 
in the actuator chambers had approached near zero. However, the 
third zone described by Davies had the same function as Wang's 
second zone of operation. Davies simplified the operation to an 
on/off discontinuous function. Haines and Davies (Refs. 72 and 73) 
discussed the impracticality of this discontinuous function because no 
hydraulic valves were available which could open within the required 
response time. These investigators proposed a proportional controller 
(with a gain value low enough to ensure stability) to replace the 
on/off function.
This last system was more practical and the entire control 
function was very easy to generate. Armstrong and McCloy (Ref. 74) 
have proposed several alternative types of controllers based on a 
formal application of optimal controlled theory and studied this 
by means of a state space analysis of the resulting time optimal :
controls. Their analysis developed sub-optimal control by approx­
imating the characteristics of a valve operated hydraulic actuator 
with a third order non-linear model. Difficulties were encountered, 
however, by the authors in the application of the theory and the 
construction of optimal controllers for non-linear systems, such
(iii) Extremum Adaptive
Adaptive systems designed to operate at an extremum of a 
system’s variable have received considerable attetnion in fluid 
power applications and were originally conceived by Draper and Li 
(Ref. 68) in the early 1950’s. This called for a study of the 
non-linearities involved before the theory could find practical 
application. A period of 10 years elapsed before Hoagland (Ref. 69) 
considered the use of a servo-access system for driving the magnetic 
disk storage unit for computers. An electro-hydraulic drive was 
appealing because of its compactness, high speed and precision of 
the electro-hydraulic servomechanism. Difficulties were experienced 
in achieving a satisfactory design both with respect to parameter 
variations and with respect to the desired time domain response 
for both large and small input amplitudes. -The primary difficulty 
was the large difference in the dynamic characteristics of the valve, 
actuator mechanism for small and large magnitude of the input 
signals because of inherent non-linearities. Furthermore, rapid 
valve closure during deceleration induced cavitation in the working 
fluid in the actuator. Wang (Ref. 70) followed with an alternative 
approach to the analytical design by deriving a mathematical model 
of the valve actuator in the time domain. The proposed type of 
control wah aimed at obtaihihg' th'e near time' optimal transient ' 
response of the system. A dual mode controller was designed for 
the system which involved two selected zones of operation. The 
first mode of operation was based on the valve being fully open 
for obtaining the maximum acceleration while the second mode 
consited of controlled closure of the valve for maximum decerlation
as hydraulic servo. Their study was further complicated by the 
effects of cavitation. A closing function was used to initiate 
valve closure which was a linear function of the load displacement 
error and velocity. Their results (Ref. 75) showed that such a 
simple closing function does not provide accurate positioning over 
a wide range of inputs. They suggested that closing functions 
established analytically were of limited use and developed a 
procedure for generating closing functions from position error 
readings taken over a range of the input signal. These could be 
expressed as simple functions of the servomechanism output variables.
Although all the systems devised up to this point sought to
avoid cavitation, it was the study of Nikiforuk, Wilson and Lepp
(Ref. 76) which clearly took into account cavitation effects in the
transient response of time optimised hydraulic servomechanism.
Their investigation of this problem was based on a substantial body
of material already published and extended McCloy's original
\
contribution.
A load adaptive electro-hydraulic position control system 
with near time"optimal response was investigated by Hesse (Ref. 77). 
His system realized its near time optimal response by choosing the 
maximum gain of the system to give its aperiodic transient a minimum, 
response time. Since the gain is a function of the mass and the 
friction load, then for each load condition a unique optimal value 
of the system's gain is necessary to achieve the required response. 
This technique proved to be very rapid for adaptive control since 
the load parameters (mass and friction) were measured and directly
computed with an on-line analogue computer during the time when 
the system is accelerated. This method was novel in the design and 
application of adaptive system in the field of fluid power.
Steel (Ref. 78) designed an extremum control system to 
maximise the transmission efficiency of a hydraulic drive. His 
technique used a periodic perturbation of the control signal to 
generate the control action. This provided an optimum choice of 
parameters required to maximise the rate of tracking the moving 
extremum point as shown by his theoretical analysis. The findings 
of this study, however, revealed the limitations of this type of 
control.
(iv) System Variable Adaptive
Systems which are capable of self-adjustment on the basis of 
measurements of selected variables belong to this class of adaptive 
system. Nevertheless, the hydraulic servomechanism, unlike its 
electronic counterpart, only partially fulfills the requirements of 
this classification, because its main purpose is to obtain an 
optimum time transient response and, therefore, does not bear further 
discussion here.
(v) System Characteristic Adaptive
Adaptive systems contained within this group base their para­
meter adjustment on measurements of the system’s transfer characteristic. 
Such systems depend on the ability of their controller to evaluate
some characteristics in the response of the system which is
to be controlled and to use this evaluation as a basis for adaptive
control.
The two major types of adaptive control systems included in 
this class are: "model reference and impulse response method".
The former, the model reference, was the original type of adaptive 
system and, although devised in the 1950’s, was first given practical 
application to a hydraulic servomechanism in 1970 by Porter and 
Tatnall (Refs. 79 and 80). On the otherhand, the impulse response 
of a system is easily obtained with the use of cross-correlation, 
technique (Ref. 81). This is expected since the input/output relation 
of a linear system is a function of the impulse response as expressed 
by the convolution integral. The system characteristics were derived 
from the impulse waveform measure in an on-line test and made 
adaptive by calculating the area ratio of positive to negative areas. 
Possibly the first application of a special purpose computer in this 
field was used to calculate the area ratio which is related to system 
damping, giving an estimated figure of merit for the system’s 
performance'.
A practical aspect of this method (IRAR) was devised by 
Anderson,. Buland and. Cooper (Ref.. 82). The-computers .in existance. at., 
that time were lar'ge scientific machines whose cost proved uneconomical 
to industry. However, the computer industry was at the beginning of 
a new phase of rapid expansion in special on-line applications.
1.6 Minicomputers
From the later 1950’s the computers were increasingly used 
in industry and especially in process control. Machines such as 
the IBM 360 and RCA spectra 70 series, were the first really 
large-scale applications of general purpose computers to industry. 
Software and hardware facilities were developed in conjunction with 
these computer applications. The limited number of companies which 
had the capital necessary for such machines restricted their interest 
to time-sharing schemes.
At the same time, computers were ready for exploitation because 
of the design and development of linear integrated electronic circuits 
which reduced their size and cost (Refs. 83 and 84).
In the middle sixties minicomputers which were economically 
viable for industrial purposes came on the commerical market. Inter­
data corporation and Digital equipment company (DEC) began to 
market these machines in a limited way in about 1966 (Ref. 85).
These machines were made up of the following function elements:
performs the programme instruction 
store programme instructions and data 
links of the computer with other 
external equipment 
sequencer of operation which routes 
instructions and data from memory to 
processor and data instructions from 
input/output to memory and processor.
a) Central processor unit -
b) . Memory (or Core) -
c) Input/Output
d) The control element
The function elements are synchronised with a digital clock which 
drives the control unit.
The control element which is the master element of all 
operations performed in the unit dictates the use of the minicomputer.
A fixed programmed minicomputer uses a hardwire control element which 
contains a specified set of logical operations to be performed in a 
totally dedicated application. As the control element is clocked, 
the minicomputer will perform the task as programmed in its control 
instruction set. In general the minicomputer is organised to optimise 
a particular sequence of tasks in controlling a process. A programmable 
contol element increases the versatility of the minicomputer. However, 
this means that its memory (the store) has to be increased since a 
stored programme element is now required for the control unit (Ref. 85). 
The programme stored in the control unit (monitor on Minic I) consists 
of microcommands while the programme stored in the memory are termed 
macrocommands. The operations to be performed by the control unit 
are specified using the instruction set (macrocommand) from the 
memory. The control unit will follow a set of instructions which 
will access data to and from the central processor unit or input/output 
peripherals until the entire programme instruction set has been 
executed. The programmable control unit allows the minicomputer to 
be used for many different applications - data logging', performance 
analysis, components testing on a quality control basis and so on.
The main disadvantage of the programmable unit, when compared with 
the fixed control minicomputer, is the core size requirements of 
the programmable unit.
Together with their advantages in industrial applications, 
their low cost increased the demand so that 26 manufacturers of 
minicomputers producing 35 different types of machine were in 
existance in 1969. This increased to 48 firms in 1970 producing 
77 different types of minicomputers. The rate of increase brought 
20,000 minicomputers (Ref. 87) into operation in 1971. Today, the 
largest firm in minicomputer manufacture, DEC, is selling on an 
international basis about 8,000 machines a week.
The minicomputer previously limited to a wide range of purely 
scientific applications is today increasingly becoming an integral 
part of shop floor instrumentation.
S E C T I O N  2
CLASSICAL REPRESENTATION OF AN ELECTRO-HYDRAULIC 
SERVO VALVE-MOTOR COMBINATION
TABLE OF SYMBOLS
A valve orifice area (in2)
Aa area of orifice a (in2)
Ab area of orifice b (in2)
Ac area of orifice c (in2)
V area of orifice d (in2)
Aa(±X) valve orifice a area as a function of displacement (in2)
^(iX) valve orifice b area as a function of displacement (in2)
Ac(±X) valve orifice c area as a function of displacement (in2)
Ad(±X) valve orifice d area as a function of displacement (in2)
Aa(+X) valve orifice area a as a function of displacement (in2)
A^C+X) valve orifice area b as a function of displacement (in )
Ac(+X) valve orifice area c as a function of displacement (in2)
A^(+X) valve orifice area d as a function of displacement (in2)
B total viscous damping coefficient (in-lb-sec)
C constant for the valve orifice (in3//It> - sec
orifice discharge coefficient 
external leakage to motor drain (in3/sec/psi)
C^ . internal motor friction coefficient
• crosspoint leakage (in3/sec/psi)
C total leakage of servo package (in3/sec/psi)
motor displacement (in3/nod) 
spool diameter (in)
J total inertia (in-ib-sec )
valve flow pressure coefficient (in3/sec/psi)
K valve null flow pressure coefficient (in3/sec/psi)
po
3'K valve flow gain (in /sec/in)
valve null flow gain (in3/sec/in)
static output stiffness of valve (psi/in)
null static output stiffness of valve (psi/in)
pressure drop across orifice (lb/in2)
load pressure (lb/in2)
pressure in tank return (lb/in2)
supply pressure (lb/in2)
load supply pressure (lb/in2)
load return pressure (lb/in2)
pilot valve line pressure (lb/in2)
pilot valve line pressure (lb/in2)
flow through valve orifice (in3/sec)
flow through valve orifice a (in3/sec)
flow through valve orifice b (in3/sec)
flow through valve orifice c (in3/sec)
flow through valve orifice d (in3/sec)
leakage flow (in3/sec)
load flow (in3/sec)
pilot valve flow (in3/sec)
pilot valve flow (in3/sec)
linearised load flow (in3/sec)
linearised flow to load (in3/sec)
linearised load flow return (in3/sec)
torque from hydraulic motor (in-lb)
contained oil volume (in3)
volume of oil under high pressure in motor (in3)
volume of oil under low pressure in motor (in3)
valve displacement (in)
valve lap (in)
flapper valve travel (in)
flapper valve displacement (in)
t 34 -
x linearised variable (in)
$ effective bulk modulus of system (lb/in2)
y servo amplifier gain
0 torque motor output (rad.)
tt pi constant
p fluid density (lb-secVin*1)
2.1 General Description of the Velocity Servo Package
The electro-hydraulic velocity servo system used for the 
tests consists of a servo-valve (Dowty-Moog Series 76) and a 
hydraulic motor (W.S.I. - Washington Scientific Industries 
model No. 25). The Dowty Series 76 servo-valve is a pilot 
operated closed centre four way sliding spool valve with a slight 
underlap which gives an output flow to a constant load which is 
essentially proportional to the electrical input current. This 
two stage servo valve has a double nozzle flapper valve as its 
first stage and the spool valve as its second stage. The 
electrical actuating device at the input is a permanent magnet 
electrical torque motor with high torque - small displacement 
characteristics. The general configuration of the system is 
shown in Fig. 2.1.
An electrical input to the torque motor not exceeding its 
rated current of ± 7.5 ma (for series connected coils) produces
a torque which is proportional to the input current. The torque
(
acts on a flexure tube which is rigidly mounted to the torque 
motor at one end (A in Fig. 2.1) while the other end pivots freely 
in a groove located on the central land of the spool. As a result 
the flexure tube is bent laterally thus varying the gap x,. ± xf on
o
either side of the flapper nozzles. This creates a pressure 
difference (?2q ~ ^  X f  -^ncreases9 which acts on the end
of the spool valve in such a manner as to move the bottom of the 
flexure tube in the opposite direction to the applied torque.
Movement of the spool continues until equal gaps x^ are
xo
re-established at the flapper nozzles. The spool valve is thus 
seen to move to an open position controlled by the applied torque, 
which in turn is proportional to the input current. With correct 
valve design the spool position is proportional to the vinput 
current with negative internal feedback being provided by the 
flexure tube. The valve is bidirectional as reversal of the 
applied torque drives the spool in the opposite direction.
As the input signal to the valve directly controls the 
output spool valve orifice area, it operates essentially as a 
flow control device although the actual flow through the valve 
is modified by the load characteristics.: In the servo unit used 
for the experiments the servo-valve was mounted directly on a 
manifold block attached to the hydraulic motor (the manifold block 
is omitted from Fig. 2.1). Movement of the spool valve from the 
null position causes rotation of the motor in either direction.
If, for example, the torque motor produces an anti-clockwise 
torque on the flexure tube, the main spool moves to the left and 
the motor rotates in a clockwise direction (P^'> Apart
from the very small under-lap displacements, the spool will close 
orifices 2 and 4 in this condition and the supply flow will pass 
through orifice 1 to the motor and then via orifice 3 to drain. The 
reverse is true if the motor is rotated in the opposite direction
-  <51 -
The Hartman hydraulic motor is an axial roller vane type 
with three pairs of diametrically opposed rotating vanes arranged 
to drive the motor output shaft through a cam arrangement. This 
ensures that a hydraulically laterally balanced rotor is obtained 
thereby allowing close control of the vane clearance in the motor 
casing to reduce friction at low speeds to a minimum. The motor 
operates over a wide speed range of 1-1000 rpm with very little 
ripple on the output flow.
The hydraulic circuit of the servo-unit including the 
manifold block is shown in Fig. 2.2. The purpose of this block 
is to limit the load torque applied to the system by providing 
two cross-port relief valves, one for each direction of rotation.
The dynamic characteristics of the servo-valve give a 
rapid response compared with the motor and the output load. 
Typical values for the servo-valve quoted by the manufacturers 
are a bandwidth of greater than 100 HZ with damping ratios in 
the range of 0.6 to 0.9. This significantly exceeds the band­
width of the complete servo-unit.
2.2 Model of the Ideal Critically Lapped Servo-Valve
The flow through the valve is controlled by variable 
orifices of the spool stage. The general steady-state relation­
ship between the controlled flow Q 9 the valve orifice area A and 
the pressure drop AP is described by the following equation 
(Ref. 30):
The geometry of a spool valve may be varied slightly to 
produce different orifice effects around the null or central 
position. This is usually achieved by varying the width of the 
spool lands relative to its port size. Fig. 2.3 shows the three 
different widths or laps of the spool used in practice. The 
oyer-lapped valve must be moved a distance X -before an orifice 
opens and therefore exhibits a dead zone of operation around 
null. On the other hand, an under-lapped valve has quiescent 
flow through both orifices at null which gives a higher flow 
sensitivity in the under-lapped region (X < 'X ) compared to the 
flow over the rest of the operating range (X > Xq). A critically 
lapped valve, where the land is just equal to the port width, gives 
flow through one orifice proportional to valve movement over the 
complete range (Fig.2.4). Since a spool valve consists of a network of 
orifices, then a critically lapped spool will be chosen to establish 
the basic mathematical equations for a spool valve.
The flow equation describing the two active orifices for a 
displacement X (see Fig. 2.5) are written as follows:
However, assuming both orifices are symmetrical, that is,
A = A , then for annular orifice equations (2.2) and (2.3) ci o
become :
The mean flow rate driving the load, Q assuming that the
L
2.5
2.4
flow continuity equation holds, is given b y :
So far the basic equations (2.4, 2.5 and 2.6) are non­
linear and it is often convenient.to linearise them, provided 
the signal amplitude is small. Adopting the standard linearising 
procedure of taking only the first term in the Taylor series
expansion for the change in each variable, the linearised form of
the above equations (2.4 to 2.6), become :
2.7
2.8
and 2.9
where AQ1 = ql* AQ2 = q2 3 etC*
The coefficients of the linearised equations (2.7 to 
2.9) may be physically interpreted by reference to the steady 
state graphical characteristics of the valve shown in Fig. 2.6 
As all the characteristics are non-linear, operating conditions 
must be selected in order to determine specific local gradients.
In practice, the flow and may not be equal because 
of leakage,from the motor supply port to the return line. None­
theless, neglecting this for the purposes of the analysis, then 
the flows in and out of the load are equal under steady state 
condition, and it follows that :
Q1 = Q2 * Ql  .......................... 2.10
If the valve is also symmetrical, which means that equation 
(2.10) holds for ± X, then the area of the orifices are equal.
For valve symmetry in the ± X direction :
A (± X) = A, (+ X)  .......    2.11(a)a d
Ac (± X) = ( + X)  .........   2.11(b)
For bridge network symmetry in either direction, then :
\
A (± X) = A (± X)  ...............  2.11(c)a c
Ah (± X) = Ad (± X) .............    2.11(d)
Furthermore, the return pressure is very small compared to 
P^, and Pg, and using equation (2.7) and (2.8) in (2.4) and 
(2.5) gives:
Ps = F1 + p2 ••••••••••.........    2.12
Also defining the pressure difference across the load as:
PL = P1 " P2  .....  2.13
where PT is +v for X +v as P, > P„ and P. is -v for X -v as
e e 1 2 L e e
p > p
2 IV
Efearranging equations (2.12) and (2.13) to determine
P_ and P0 in terms of P and PT, then :
X  2 S  Jj V
' p ps + P L
Pl = — 2  •••*••     2.14
P - P
and P_ =           2.152 2    -.xo
Using equations (2.4, 2.5) and equations (2.7, 2.11) and (2.12),. 
then:
c i D  X '
QL =  J PS - PL  ..... . 2.16f V
The discharge coefficient of the orifice is expressed as a 
function of Reynolds number (ratio of inertia to viscous forces 
acting on the fluid) for a circular orifice:1 (See Fig. 2.7).
The variation of the discharge coefficient for high Reynolds 
numbers (greater than 1000) (Ref. 21) was predicted by Von Mises 
to be 0.61. At low Reynolds numbers, which are associated with’ 
laminar flow, the discharge coefficient was found by Wuest (Ref. 21) 
to be highly variable (see Fig. 2.7).
*a similar relationship exists for an annular orifice.
The density of the fluid is assumed to be constant, thus 
giving the following:
% = C X J Ps ^  2.17V
Where C is a constant equal to it D v  /  ^p.
In fluid power control analysis, the last equation is 
often linearised into the following classical form:
q = K x ~ K  PT ....    2.3.8
UL q P L
The linearised coefficients K and K are termed the valve flow
q. P
gain and its flow-pressure coefficients respectively, where:
3Ql
K = — rF  ..........    ..... 2.19q 3X
3Qland K = - ^        2.20
P
From equations (2.7) and (2.8) this implies that:
3Q, 3Q9 3Q
I F  = I F  = .••••••••••••••••••••••••• 2-21
■ ' 9Q - ' 3Q 3Qt
.  " 2  3P7 = 2 3pf 3P^=Kp ................,2-22
The last equation is modified by a factor 2 which has been 
introduced by equations (2.1M-) and (2.15).
The static output stiffness of the valve is defined as the 
load pressure per unit valve displacement at zero flow (Ref. 30) 
and expressed as:
3P
Ks = " S F  2-23
Expressing the valve load stiffness in terms of its flow and ' 
pressure coefficients gives:
3Qt 3Pt . K
Ks “ ~ ~ W  * 307 "      2*24
L P
In the case of a critical centre or zero lap valve, the 
coefficients K ,■ and Kg can be obtained b2/ taking the partial 
derivative of equation (2.17) with respect to X and with respect 
to P^ to give:
K = C I P  - P ' ............................. 2.25a ^1 s L
and K = —  C;X.•..  ...... ...................... 2.26
P 2J  PS - ?L ’ ■
Taking the ratio of equation (2.25) to (2.26), gives:
2(P - P )
KS = — Tj—        2-27
The null operating conditions, which are of great signifi­
cance due to their effect on system stability in many load con­
figurations, is determined by substituting = X = 0 in
the last three equations. Thus:
K = C fp""*.................... ..............v V s
K = 0  .................._______ _po
and K = 00........ .....................s
°
It can be shown that the valve stiffness coefficient K
o-
directly affects stability in many cases and normally should 
not be large for stable operation. Equation (2.30) 
contradicts this requirement, so valve servos either use external 
compensation to stabilise the system or alternatively resort 
to a slightly under-lapped valve.
These servo-valve equations will now be modified to 
describe an underlapped valve.
2.28
2.29
2.30
2.3 Modified Servo-Valve Equations for an Under-lappedValve
In an under-lappedvalve the port width is greater than 
the spool land width by XQ on either side of the land (Fig. 2.8). 
This modifies the flow through the valve in the underlap region 
(-XQ < X < .X ■)■ giving a full-bridge orifice network as shown in 
Fig. 2.9.
In general, assuming that Xq is the under-lap for the 
orifices A, B, C and D, then the flow becomes:
%  s %  - Qd = cd * Dvj7l(x + V J ^ - pi - (V x)4 T V :V l v - v 2-31
and
Q2 = Qa - Qb = Cd + V  (Xo - X> ^ Ps ^ 1'-- 2-32
for 0 < X £ X . However, when X is greater than Xq, then 
equations (2.1 and 2.2) derived for the critically lapped valve 
apply.
Again, using the same assumptions as made for the critically
lapped valve; namely that the load flows are equal (eqation 2.10) and
the valve is assumed symmetrical with P_, = 0: then
R
A (+ X) = A (+ X) ............. ..... 2.33
C 3 ^ ^ 
and (+ X) = Ad ('+ X) 3   .2.34
From Fig. 2.9, the load flows can be written in terms of 
the orifices flows which gives:
Qo - Qa = Qa - Qb 2,35
Substituting equations (2.31) and (2.32) in (2.35) and simplifying 
by using the orifices areas, gives:
a c (+ Ad (+ xy ^ r =  Aa (+ x)^ r -  \ (+ x)^ ps - ?2 1
..... 2.36
Adding equations (2.33) and (2.34-):
Ao (+ X) + A, (+ X) = A (+ X) + A, (+ X) ............... 2.37c b a d
Arranging equation (2.36) . into the form such that the area terms 
are equal, gives:
a c (+ x)i v r?r + ^ (+ x)^ v ^ = Aa <+ xy ^ + Aa (+ ■
..... 2.38
The following equation is seen as a solution of equation (2,38):
P = P + P  ...................      2.39
« s i y
The solution to equation (2.38) agrees with the results 
obtained for the critically lapped valve although the under­
lapped valve gave rise to a complex non-linear algebraic equation. 
Nonetheless, results obtained for each case were the same when 
valve orifices were assumed to have symmetry and equal orifice 
area.
Using the load pressure defined by equation (2.13), 
together with (2.39) and (2.32) the load flow is given by:
Qr = c Cx P - P/ - (X - X) fp ~ 2. HO
for 0 < X £ Xq, and re-writing equation (2.17) for the condition 
outside the under-lapped region:
Ql = C (X
o + X) f^
(P^ . - PT)' for X > X .............. 2.HIs L o
The linearised coefficients in the under-lapped region are now:
9QT
Q CPS -  V '  + - ^ P8 + V ' )
2.H2
B Q t r / ( X  +  X )  (X - X)
KP - w r  - 2 1 ---------+|P - PJ (P + ^  s L J  s
2.H3
and K = 2 V_(ps - V 1 +
(X + X) o
(P - P 's L
(X - X) o
V
2.41+
At null the valve stiffness given by equation (2.HH) 
reduces to:
Kso X
v P + PT ' s L
2P
c
T "
p l = o
2.H5
Which is now a finite value (c.f. with the null value of a critically 
lapped valve which is infinite . (See equation 2.30)
Furthermore, the flow gain in the under-lapped region is 
now double that of the critical case.
K = 2 C I P 1 ... ...........qo J  s
and the flow pressure coefficient is:
C X
K Q  = — £ ...... ........... ............
Since the stiffness coefficient is finite, this valve will be 
more stable in a hydraulic control loop than the critically 
lapped valve. In addition production tolerances on the valve 
dimensions are easier to maintain with an under-lapped valve.
For these two reasons, the under-lapped valve is almost . 
invariably preferred.
To complete the analysis for the system the load equations 
for a hydraulic motor will now be derived.
2.4 Dynamic Equations Characterising the Hydraulic Motor
The output unit of the electro-hydraulic velocity servo 
package is the hydraulic motor. Assuming the losses in the 
lines connecting the servo-valve to the hydraulic motor can be 
neglected, the flow into the motor may be written as:
2.46
2.47
Where C. and C are the leakage coefficients for laminar flow 1 e
and 3 the bulk modulus of the oil. Also the return flow Q2 
from the motor is:
V dP
Q. = D w + C. (P -P0)-C P - .............. .. 2.492 m m  i 1 2 e 2 3 dt
Neglecting the ripple effect in the motor which is small for
the Hartman type of motor (i.eV^ =V2) and letting the total contained
volume of oil be
Vt = V1 + V2’
then adding equations (2.48) and (2.49) gives:
V d(P -P )
Ql+. Q2 = 2 °m a m  +  2Ct (Pi - P2) + 2j ~ ' - fr—  2-50
where C. = C. + C /2. t i e
Most authors (Ref. 21, 30) assume that for all hydraulic
output devicesj = Q2 in the steady state which implies that
there is no external leakage flow Q (see eauation 2.10).e *
This may be true for a cylinder but is a. more dubious assumption, 
for a motor 9 as in practice some leakage flow from the motor casing 
is usually present. A compromise may be reached for small 
external leakage flows by using the mean flow rate equation
Writing equation (2.51) in terms of load flow and pressure 
then:
vt d?L
QL = Dm “m + Ct PL + UB dt
In general, the equations representing the load on 
the output shaft of the motor is given by:
u>
T = D P_ =j.s w + B a) + ,(Pr + P_). Cp D m m L m m cu 1 2 f m' m'
where J = total inertia of motor and load
B = total viscous dancing coefficient (includes 
internal motor damping) •
and C f = internal motor friction coefficient.
The Hartman motor is designed specifically for high 
torque and low speed which implies low friction characteristics 
Also in the experimental rig, the output load was an overhung 
inertia load which did not involve any additional friction 
surfaces. Consequently, it is not unreasonable for a linear 
analysis to neglect the last termof equation (2.53). Experi­
mental values of viscous damping coefficient B have been 
determined for the Hartman motor (see Fig. 3.M-). Hence 
combining equations (2.52) and (2.53) gives:
0)m
2.54
The load flow is now expressed in terms of its dynamic para­
meters and its steady state term.
2.5 Transfer Function for Valve-Motor Combination based on 
Small Signal Analysis
It has been shown that the general linearised valve 
equation is expressed by the following equation:
critically lapped^valve or an under-lapped valve outside the 
lap region, and by equations (2.42 and 2.43) for the under­
lapped valve within its lap region.
Taking small signal changes for the load flow from 
equation (2.54) gives:
2.55
Where K and K are given by equations (2.25 and 2.26) for a 
q P
2.56
Also, small signal analysis of the simplied equation (2.53) 
gives:
Substituting for from equation (2.57) into equation (2.55) 
gives:
K
qT = K • x — (Js + B) w L q D mmm
2.58
Equating the two equations for q^ and re-arranging the terms,
gives
x J V
(Kn/DJ  q m
JfK + C \ V, B 2.59
4 3D 2 
m
Over most of the range of load pressure, the pressure flow
valve opening and near stall conditions the value of may 
become large.
The practical value of the coefficients are estimated 
for equation (2.59) using rated values quoted from the 
manufacturers data catalogue. The pressure flow coefficient 
is approximately 2% of the total leakage term C^. Furthermore, 
the viscous damping term is approximately .02% of the leakage 
term of this electro-hydraulic velocity servo package. Thus 
the s term in equation (2.59) reduces to:
coefficient 10 is likely to be small compared to the total 
leakage term C ■. Nonetheless, under conditions of large
D 2 m
The last coefficient in the aemoninator of equation 
(2.59) consists of the viscous term which is again very 
small compared to unity(approximately 4%). Consequently, 
neglecting these values a simplified transfer function for 
the velocity servo package is established.
Thus equation (.2.59) simplifies to:
K /tVto q/Dm ^ m
2
2.60
The coefficient of this transfer function is estimated 
in the following section using manufacturer’s data in order 
to compare this theoretical model with experimental results.
S E C T I O N  3
CLASSICAL FREQUENCY AND TRANSIENT RESPONSE TECHNIQUE 
FOR SYSTEM IDENTIFICATION .
TABLE OF SYMBOLS
A Fourier Transform coefficientr
a width of Pulse (seconds)
a0*al9a2 *’* Complex Polynomial coefficients
B Fourier Transform coefficientsr
• Complex Polynomial coefficients
b„ constantN
C Fourier Transform coefficientsr
c,9c jC, ... complex polynomial coefficientsA. 2  o
D(w) denominator function
d,,d ,d>j ... complex polynomial coefficientX 2 w
,E(w) error function
E voltage amplitude of step and pulse (Volts)
e exponential function
e 30}T. • . time delay function
F(jai) frequency response of fitted function ,
G(s) system response in s domain
G(ja)) frequency response of system
G(o)) frequency spectrum of step function
G^ (jto) frequency response
G2(jw) frequency response without time delay
g(o)) frequency spectrum of pulse function
h^(t - nT) discrete function representing system characteristics
h(t) system characteristics
h integer
J x/1!
K integer constant
m integer
N,n integer or real number
N(oj) numerator function
n(nT) discrete noise function
P(t) probability function
r integer
rms root mean square value
S noise to signal ratio
s laplace transform
T sampling period
Tv  density function '
t time
input voltage (Volts)
X^(nT) discrete input function
X* real part of complex function
X(s) input function
Xv sample time function
X^ discrete data point
Y„(nT) mean value of output
Y^(t) discrete time function of output
Y! imaginary part of complex .function
Y(s) output function
Z^(nT) noise function
a variance of function
T Gamma function
ir • pi constant
t time constant or delay
a) frequency
u)m output shaft velocity of motor
3. Classical Frequency and Transient Response Techniques for
Systems Identification
The different schemes in use at present to identify systems are 
normally classified as follows:
(a) nonparametric representation 
and (b) parametric models.
The latter type, the parametric model is an actual mathematical 
description of the system parameters and has the inherent difficulty of 
demanding previous knowledge of the order of transfer function of the 
system, without which there will be a wide discrepancy between the model 
and the system’s real characteristics. Since accuracy is required in 
synthesising the system under study, parametric models will be eschewed 
here.
t
The nonparametric representation which is made up of transient 
and frequency response, spectral densities and Volterra series provides 
a comprehensive model of the system and has the added advantage of not 
requiring an explicit specification of the system’s order of transfer 
function. At the same time, it includes frequency response, the most 
widely applied technique in classical control theory.
3.1 Frequency Response Technique
Before making frequency response tests the following 
verification was required. The frequency bandwidth of the input 
amplifier (in this case a special operational amplifier with 100 ma 
rated current output) was used to drive the torque motor of the 
servo valve. From the tachometer output, a buffer amplifier 
(operational amplifier module), with a bandwidth greater than that 
of the system, provides signal conditioning before .the measuring 
instruments. (Fig. 3.1.)
3.1.1 Complex Curve-Fitting Technique
The curve-fitting technique, which is normally referred to 
as Levy’s Method (Ref. 89, 90) generalised by Zaman (Ref. 91), is 
used to translate the experimental frequency response data 
into a mathematical model. The mathematical model is then compared 
with the theoretical model. This proves a more efficient and accurate 
method of comparison than the previously employed method of compar­
ing specific data points (maximum amplitude ratio, bandwidth, break 
frequency and so on) derived from physical tests.
The frequency response of a system is defined by the following 
equation:
p /  \ - Y(s) 3 1
G(s) “ X(s) ........   *..........
where s = jw.
Because the function is dependent on the amplitude ratio between 
the System's output and input and the relative phase angle difference 
between each, the general characteristics of linear systems may 
be described by the ratio of two complex polynomial expressions:
aQ + a1(jco) + a2(joj)2 +  ....... + an(jGa)n   3 2^
~bQ + b^(jrn) + b2(j(o)2 + ........  + bn(jw)n
This may be simplified into its real and imaginary parts as:
where N(u)) = a + jw3 and D(oj) = a + jtox
P(jw) is the function assumed as fitting the experimental data points
■most accurately. Therefore, the difference between F(jw) and G(jw) 
expressed the experimental error - i.e.
E(oj) = F(jw) - G(jw) ......................  3.4
Substituting.equation 3.2 for G(jw), then:
D((d) E(w) = F(jw) D(03) — N(w) .............   3.5
-Th*t above equation gives the relationship between a.complex (real
^^gifcary) algebraic expression and a real function. Equating the 
rartKith A(oj) and the imaginary part with B(w) then:
D(w) E(03) = A(w) + j B(w) 3.6
In fact A(to) and B(w) are also a function of the unknown coefficients 
(a and b) in equation 3.2.
Since the frequency response is represented by a series of 
selected discrete data points, the magnitude of the error at each 
data point may be expressed as:
Jd (o)j^ ) E (t^)| = + 3    3*7
By minimising the error function for all data points in a 
particular frequency response test, a clear indication of the 
transfer functionTs accuracy is obtained.
The minimum square error of the whole series of data points 
gives the equation:
n
|D(wk) E(a)k>| = J2 A2(\ } +     3.8
K=0
Minimising this function is however not enough to yield a 
good fitted transfer function, especially if the order of the trans­
fer function is not known exactly.
If, in an iterative process., equation 3.7 is modified by a
_1__
D( )
each step, the required accuracy is eventually achieved. . This avoids
factor of
2
and the polynomial coefficient calculated at
the inaccuracy at low frequencies usually encountered by minimising 
equation 3.7.
The series of empirical formulae obtained by Zaman served as 
the basis of a software programme to construct the model on a digital 
computer (see Flow Chart, Appendix B).
3.1.2 Approximation of Time Delay
It is important at this point to discuss the effect of a 
pure time delay on the transfer function of a system because time 
delays produce phase angle characteristics which are dependent on 
the frequency although the magnitude of a frequency response of a 
time delay remains constant. In fitting a transfer function to a 
system, this factor will be taken into account.
The frequency response of a time delay is represented mathematically
From this equation, it is seen that in a system which contains a 
time delay, zero phase characteristics are not present. Any 
frequency response test results require close scrutiny to discover 
the presence of this effect which in practice is easily established 
by a transient response test (e.g. step response).
An approximation to a function represented by equation 3.9 
is expressed as:
as G(ju)) = e *,WT 3.9
3.10
Choosing a finite value of n, the equation 3.9 is approximated by a 
lag function. The Maclaurin expansion of equation 3.10 is:
3.11
Taking a ratio of two complex polynomials such as
1 + c^ Cjoj) + c2(ja))2 + c3(jw)3 + .... cn(jw)n 
e""3a3T y ------------------------------- — -----------
*  1 + d1(jaj) + d2(ja))2 + d3(jw)3 +  dn(ja))n
3.12
The coefficient c’s and d's are selected so that equation 3.12 
becomes equal to 3.11 (Pade's approximation). The value of m and 
n are selected so that the lowest degree of polynomials available
of the polynomial expression, the greater the complexity of analysis. 
In practice, the order of the numerator selected usually exceeds the 
denominator by a factor of 1 or 2.
*
A direct calculation on a digital computer will of course 
provide a more exact value of time, delay. In this case equation 3.9 
is expressed into its argument which is its phase angle.
The values from the measured response test are related in 
the following equation which contains the time delay term and the 
transfer function:
is used to approximate the time delay because the greater the order.
Arg e
~jo)T 3.13
3.14
The modulus of the time delay function is unity - the 
derivation is therefore totally depedent on the phase characteristics.
The frequency.response of the system is consequently cal­
culated from the following equations:
3.15(a) 
3.15(b)
In linear theory, the amplitude characteristics of the 
system is directly related to the phase angle. Therefore the 
argument of the transfer function without time delay is known, thus • 
providing a value of time delay.
Whatever discrepancy is noted, represents the time delay,
This is easily extracted by the use of a, digital computer (see 
Appendix C).
Arg [G1(ja))] = -(ox + Arg [G^ja))]
and T = A^g [G2(jw)] - Arg [G1(jw)]
0)
3.1.3 Non-linearity Effect on Curve Fitting Technique
The application of linear theory to the approximation of a 
non-linear system response has been in use for some time. Systems 
which are capable of representation by a modification of classic 
linear theory are of particular interest. For-example Zadeh (Ref. 92) 
related the input/output of a system with time varying parameters 
by the use of a transform approach and although his technique is 
limited to cases of minor time variations in the parameters, the 
technique remains extremely useful in a wide range of analysis.
Similarly, the curve fitting technique serves to derive a 
linear mathematical model from the frequency response of systems 
which contain slight non-linearities. This technique may be used 
where a system’s frequency response characteristics, determined by 
a sinusoidal describing function, are found to have a negligible 
remnant.
Systems, containing single value non-linearities, may be 
approximated by a linear function with the use of this technique 
This is because some single value non-linearities are represented 
as variable gain characteristics and therefore, a specific 
frequency response exists for every selected value of-amplitude 
of the input sinusoid. Because there is no phase angle variation 
arising from the non-linear effect, the curve fitting technique 
provides a most convenient method of system synthesis.
Where non-linearities are complex the problem is different 
because of the variant and invariant frequency content and related 
non-zero phase characteristic. The curve fitting technique there­
fore, cannot be applied in this case.
3.2 Transient Response Test
The transient response - the analysis of a system’s dynamic . 
performance in the time domain - measures the overall characteristics 
between the output and input and is thus contained in the non­
parametric class.
The convolution integral expresses the relation between the 
output and input and this is represented by:
00
y(t) = ^  x (t) h (t - t) dx .....  .............  3.16
o
The complexity of the input x(t) dictates the solution of 
the integral equation 3.16. This equation which gives the input/ 
output relationship in the time domain is equivalent to equation 3.1 
(which represents the frequency domain). The use of a pulse 
facilitates the construction of a mathematical model from this 
equation. In practice, however, the excitation of systems using 
pulse-like function is not recommended (see Sections 2 and 4). The 
integral of this function (the step response) generates in.a 
similar fashion the relevant information for the identification of 
the system. A step response function will be applied in the 
following tests.
3.2.1. Comparison of Impulse and Step Response Identification
It is in the frequency domain that the mathematical methods 
have been evolved. This fitting of a transfer function to a set of 
experimental frequency points from test data obtained with the 
classical method shows good agreement with the theoretical model.
The transient response is related to the frequency domain by 
the Fourier series or integral transform. Both the impulse and the 
step response can be represented by their frequency content.. However, 
the two functions may be used to extract different information from 
the frequency response with varying accuracy. 1
The frequency response of a system is:
e « w )> $ £ !    —  • • • • • • • 3 -17
oo
j0,) " j
where Y(jw) = J  y(t) e dt     3.18
o
00
and the input X(jto) = J '  x(t) e dt 3.19
o
The above transformations are correct, provided the following equations 
are finite:
00
J  |y(t)| dt < CO ..........     3.20(a)
o 
00
and f |x(t)| dt < 00         3.20(b)
Theoretically the frequency content of an ideal impulse
and step function is an infinite number of frequency components. 
Consequently, an infinite system bandwidth would be required 
for perfect reproduction of either function. In practice, the 
characteristics of the system are described by determining the 
amount of the frequency component present in the output as 
compared with the input.
The Fourier transform of an aperiodic function (the step)
Similarly, the Fourier transform of rectangular pulse with a 
finite pulse width of 'a' and of the same amplitude (E) as 
the step is (Ref. 93):
The maximum argument of the Fourier transform occurs at 
the upper limit of the frequency domain. This means that the 
Fourier coefficients at the lower frequency are substantially in 
error. The frequency spectrum at the point of maximum argument 
for the step is:
is
3.21
f . Ea / Sin (03a/2)
*(.u) = 2? f — *1----
3.22
2
G(oj).
E 3.23
max iTO)
The equations 3.21 and 3.23 provide clarification of their 
appropriate applications in system identification. For example, 
the step response method has its maximum argument of the Fourier 
transform at low frequencies. This means the smallest possible 
error in calculating the Fourier coefficient. On the other hand, 
the impulse function has its maximum accuracy at high frequencies 
because its maximum argument, which occurs at low frequency, is 
a function of the pulse duration; this is generally very short 
compared with the time constant of the system.
Because in the study of servomechanisms the major interest 
is focussed in the low frequency range, the direct impulse response 
test using pulsed inputs proves inaccurate. Moreover, there are 
other problems, such as limitation in energy input which complicate 
the use of impulse identification and for these reasons this test 
will not be applied here.
The step response proves a more accurate low frequency rep­
resentation when transformed into the frequency domain and the 
results obtained can be fitted with a transfer function using a 
curve fitting technique. This comprehensive model will be compared 
with the model determined by the direct frequency response method 
outlined in Section 3.1.
3.2.2 Probabilistic Interpretation of Step Response Test
The analysis of a system response to an input signal in the 
time domain is known as its transient ^ response. The method is, 
however, classified as nonparametric because the overall system 
dynamics are estimated by a single test function. Present day 
analysis deals with raw data consisting of a series of discrete 
time points sampled at a specified time interval. The linear model 
representing the output/input relationship of a sampled system is 
described by a general model: •
00 '
Yjj(t) = V hjj(t - nT) Xjj(nT)  ...........   3.24
n=0
where N specified the test.
However, in practice, system response usually contains a 
noise component which modifies-the-above equation to:
00
YN(t) = E  ( hN (t " nT) VnT) + VnT)) ...........   3-25
n=0
Provided the summation over the limit of the variable n never 
contains negative values, the equation 3.25 becomes realisable. The 
equation defines any set of observation of input such as (X^ X^ ... X^) 
together with their corresponding output values (Y^ ... Y^) which
allows the calculation of the impulse function which represents the ■ 
system's characteristics. Although the resulting discrete equation 3.24 
is similar to the continuous time equation known as the convolution 
integral, this discrete function lends itself readily to solution 
with the use of a digital computer.
As will be seen later, the step function X(nT) is used to 
determine h(t - nT) since it is aperiodic and completely repeatable. 
However, in a practical test the corruption in system output because 
of noise creates a major problem and equation 3.25 includes the 
noise factor Z(nT). This may be broken down into a discrete time 
function: ‘ -
Zjj(nT) = bN ^ nT^
  ......  3.26
r=0
Substituting in 3.25:
Vt} = X hN(t " nT) VnT) + X bJfI1(nT)  . 3-27
n=0 n=0
This equation (which includes the noise factor) fully 
describes the response of the system as a series of discrete time 
points.
To represent the sample average of N step response tests, 
equation 3.27 may be modified into the following form:
N . <» <»
VnT) = IX (X hN(t " nT) XH(nT) + X bN ) . 3.28
N=1 ' n=0 ■ ^  /
By averaging the spurious noise which is unrelated to system 
characteristics a more accurate description of the system is obtained. 
The noise content of the signal is described statistically by calculat­
ing the sample variance of the output signa.1:
N°2 = f t E  (VnT) - VnT))2 3.29
N=1
The rms value obtained for a finite number of tests is
N
rms = ?  E  (v nT) ■ yN (nT))rms
3.30
N=1
Further the noise to signal ratio of the function (derived 
as the best estimate for the system response for a finite number 
of tests) is established from equation 3.28 and 3.30 giving:
The analysis so far has considered the best average of system 
response for a finite number of tests. It is necessary now to relate 
the accuracy of this average function to a single test.
The probabilistic interpretation of the results is achieved 
by using the student-t distribution. This allows a confidence factor 
for test repeatability to be calculated so that the maximum deviation 
from the average for a single test may be predicted from the measure­
ment of a finite number of tests. The accuracy of the mean test 
increases with the number of sample tests. The equation representing 
the probability density function for this statistical distribution
1
N E (YN (nT) - YN(nT)) 
YN(nT)
3.31S
is:
P(t) 3.32
where the distribution function for K degrees of freedom is:
T
Jtk = | p(A) dX ........    3.33
The statistical accuracy on the ensemble - the number of 
step response tests - is calculated with equations 3.28 and 3.29 
and the results related to the student-t distribution, because of 
the small number of tests, to give the confidence factor.
By placing an error band on the average model, an actual 
representation of test repeatability is obtained. The possibility 
of tests being outside these limits becomes quite small as the 
number of tests being average is increased. This illustrates the 
accuracy of the model in representing the system.
3.2.3 Fast Fourier Transform Algorithms
Because the function to be transformed is aperiodic, it 
requires the Fourier integral transform. However, the computational 
time required to evaluate the Fourier coefficients is lengthy and 
costly. Moreover, the round-off error increases with the number 
of samples required to approximate the continuous function by a 
discrete one.
The data obtained for the step function is already con­
veniently formulated for the computer. The computation algorithm 
(Cooley and Tukey 1965) (Ref. 94-), known as the Fast Fourier 
transform, is designed to accept a series of time points represent­
ing continuous function. This corresponds to the step function data
where 3.36
The inverse of the discrete Fourier transform is very similar 
to equation 3.34 and the Fast Fourier algorithm may also be used
i
to compute its inverse transformation written as:
N-l
X 0 =  ^  V  A W .........   3.37Z  N J L j  r
r=0
The validity of the inverse discrete Fourier transform is easily 
verified by substituting equation 3.37 in 3.35 to give:
N-l N-l
r=0 r=0
■« E  E  ( t ) - ’ <m ) . . . . . . . . »•»»
Changing the order of the summation signs over the indices r and k 
and using the orthogonality relation, then:
N-l
E
2tt j (n-m)r
e N = N  ...     3.39
r=0
if n Em, otherwise its value is zero. This equation gives the 
value of the right hand side of equation 3.37 as being equal to X^.
The Fast Fourier transform algorithm is a computational 
technique which consists of a sequential combination of progressively 
weighted sums of data samples, yielding the coefficients of the 
Fourier transformation as described by equation 3.35. The FFT 
algorithm is described here in a short form in order to eliminate 
all doubts on error generation in the frequency function derived 
with this technique.
The time series X^ containing N ’samples is divided into two
series:
(i) - made up of the even-numbered time points (X^jX^jX^ ...)
(ii) Zj - made up of the odd time points (X^9Xg,-Xg. ...)
Each of these time series has its own FFT defined in the same way 
as equation 3.34. These are written as follows:
f - 1
Br =. y \ e v " 7     3,40
K=0
N
where r = 0,1, 2 .............. —  - 1 9 and:
( 4tt jrk\
. \ N J
12
V s- - 2  v v "  ' .............................................. • • • • • • • • • • 3- 41
K=0
/47rjrk\
A  N )
The FFT of the time series X^ of N samples is now represented 
in terms of odd and even number data points. Combining equations
3.40 and 3.41 then:
N_ 1 N
2 /VirjrkX /2irjrk \ 2 /4irjrk\
H ' + e ' N ' . E  v ' 1 t  ...................... 3 -42
K=0 K=0
Using equation 3.40 and 3.41, equation 3.42 may be interpreted
which consists of a series of discrete time points, sampled at 
equal intervals (termed 'Nyquist sampling1).
As the number of multiplications required to calculate the 
Fourier coefficient is reduced in the fast fourier algorithm, there 
is a corresponding reduction in round-off error - by a factor of 
(log^ P)/P where P is the number of data points. This algorithm 
will be used here to transform all time functions into the frequency 
domain and the mathematical formulation will be described at this
The Fast (or discrete) Fourier transform is, as its name 
implies, a development of the Fourier integral transform. It is a 
reversible mapping operation for a time series in the frequency 
plane. The fime function is expressed as a series of discrete
point
time points X^. The discrete Fourier transform is defined as:
N=1 -27nrK
N 3.34
K=0
where r = 0, N-l
For notational convenience, equation 3.34 is often written
as
N-l
3.35
K=0
for
NWhen the value of r exceeds the value — - the FFT of B and
2 r
. Nrepeats periodically the values taken on when r < — . Therefore,
Nsubstituting in equation 3.43 for values of r + ~
- 2irjr
A , ’ = B - e N C .........   3.'|ifr t N r r
N
for 0 < r < ~
Substituting 3.36 and 3.43 and 3.44, the FFT is:
A = B + W C 0 < r < ~  ............... 3.45r r r r 2
and A , = B - H C  0 < r < [      3.46r + N r r r 2
It is now evident that the FFT may be calculated, if the 
total number of samples N is a factor of 2 - the fundamental 
requirements of the FFT algorithm
The maximum storage space is a-function of the number of data points 
The organisation of the data as required for the computation of 
equation 3.42 occurs when the data points are read into the computer. 
The binary number representing the location of the data points in 
the sequence will give the store location in the computer when the 
binary bits are reversed. The 0 ’s are replaced by lfs and vice- 
versa. The data is stored in two blocks - one contains the even 
numbered sample points and the other the odd (equation 3.40 and 3.41).
The equations dealt with in this section are programmed for 
computer calculation as shown in Flow Chart (Appendix D).
3.3 Experiments for Identifying an Electro-Hydraulic Servo 
Using Classical Techniques
In this section the identification of an electro-hydraulic 
velocity servo is established with the aid of the classical step 
and frequency response methods to obtain the system transfer. The 
system under test consists of an electrical torque motor, 4-way 
spool valve, hydraulic motor (Section 2, Fig. 2.1) and an output 
transducer (tachometer) (see Fig. 3.1). In most analyses of hydraulic 
systems the frequency response technique is the experimental method 
used to find the transfer function. From the frequency response data 
a Bode diagram is often drawn and system type and number predicted 
by means of a straight line approximation to the slope.
Another method, the step response, takes the process of 
identification into the real time domain. Thus, the transient 
response of an electro-hydraulic system can be observed and certain 
salient characteristics of the system (such as rise time, settling 
time, overshoot) are made apparent.
In this section, a complete and accurate system identifica­
tion is determined experimentally and the result compared with the 
mathematical description of the system outlined in Section 2.
3.3.1 Frequency Response Tests
Frequency response tests were carried out on this electro- 
hydraulic servo drive under three different inertia loading con­
ditions:
No-load - inertia of drive only (.0263 in-lb-sec2).
Half-load - inertia of drive and load disc (.0432 in-lb-sec2). 
Full-load - inertia of drive and discs (.0679 in-lb-sec2)
The experimental .measurements for output/input relationship 
are in volts which allows the resulting frequency response to be 
obtained with commercially available instrumentation. For the 
present tests the instrument selected was a Solartron model 1601 
transfer function analyser which offers an accuracy better than 
±0.5%. Frequency response tests were carried out with a nominal 
32% rated torque motor current and the Bode diagram for each test 
plotted on the same diagram for purpose of comparison (Fig. 3.2).
Using a modified version of equation 3.8 (Section 3.1.1), the 
most accurate transfer function was found for the test. The 
frequency response derived from the fitted.transfer function was 
compared with the actual test data (Fig. 3.3). The accuracy of 
the fitted function is better than ±1% which is well within the 
desired accuracy.
(i)
(ii)
(iii)
The response showed non-minimum phase characteristics. This 
was approximated by a time delay using a Pade approximation 
(equation 3.12). Further verification with the aid of a digital 
computer (Appendix C for flow chart) gave a time delay value of 
1.66 millisecs which showed close agreement with the Pade approx­
imation. The synthesised transfer function (with the time delay 
factor extracted) was compared with the linear theoretical model 
(equation 2.41 in Section 2).
The second term of equation 2.40 which includes the viscous 
drag (Fig. 3.4) of the axial roller vane motor was measured 
experimentally and used to compare the experimental with the 
theoretical model (see Appendix F).
This theoretical model is:
V  _ 0.55 ' 0__ " ■ 1 " 1-1 " ' " _ i. ■ - ##««##•••••••• o •
i 1.00 + 4.56 x 10"3 s + 4.50 x 10"5 s2 
while the transfer function synthesised from test data is:
Wm _ 0.548 - 3.23 x 10~3 s + 1.00 x 10~6 s2
' n. 1 1 1 ' • • • • • • • • • • • • • •  v
i 1.00 +4.40 x 10"3 s + 4.40 x 10”5 s2
The modified transfer function (transfer function with Pade 
approximation) is:
w n Cll0 -0.00166m _ 0.548 e
This theoretical model and the modified transfer function are 
compared on a Bode diagram (Fig. 3,5).
Thus the system has been modelled in the frequency domain 
with an accurate transfer function and is seen to agree with the 
theoretical model derived in Section 2. -
3.3.2 Transient Response Test
The system was now set up to be tested with the step res­
ponse function as discussed in Section 3.2. This test was more 
demanding because the recording of the transient response was 
directly related to the system1s bandwidth which was well outside 
the range of mechanical recording instruments.
The transient recorder necessary here required a bandwidth 
of 2 KHz in order to make a complete assessment of the system's 
bandwidth (according to the Shannon sampling theorem). Continuous 
recording devices (such as plotter, UV recorders) are limited by 
their essentially mechanical parts. A conventional storage 
oscilloscope (CRT) was used to study the step response in order 
to select an adequate transient record (Fig. 3.6). A typical 
electro-hydraulic servo response with inherent system-noise and a 
time delay of approximately 1.5 millisec was registered. A 
specialised UV recorder could have been used but with the inherent 
disadvantage of presenting the data in an unacceptable format for 
computer acquisition.
The need for a data-logging system (or a digital transient 
recorder) is clear because the information has to be interfaced 
with the data peripherals of a digital computer.
A transient recorder was readily available in the University's 
Fluid Flow measurement group. This specialised instrument consists 
of a high speed analogue-to-digital convertor and a digital memory 
to store and retain indefinitely the selected waveform. The test 
data can easily be transferred to paper tape, pen recorder or 
directly into a computer at a speed which is selected so as to 
synchronise with the desired unit. The block diagram of the trans­
ient recorder (Figs. 3.7A and B) explains the data flow during the 
recording or transferring cycles.
The maximum clock frequency used during the recording cycle
was about 10 KHZ (the maximum required for these tests). The
system's step response for no load condition and different input
*
signal level was recorded at this clock frequency (see Fig. 3.8).
The resulting information was simultaneously stored on paper tape 
in a binary format.
In order to present the information in a form acceptable 
to"the ICL 1905 computer, a conversion programme was devised. This 
called for the use of "PLAN" language in order to have direct access 
to the computer's operand register. A copy of this specialised 
form of programming is provided in Appendix E. This subroutine was 
used during the initialisation of the computer programme. A typical 
step response record using this procedure is shown in (Fig. 3.9A).
In spite of the complexity of this procedure, accuracy is maintained 
since the resolution of the computer (in this case 16 bits word 
length) exceeds the data logging system (7 bits word length).
Equation 3.24 represents the step response of the system 
as a series of discrete time points which contains the system's 
characteristics, together with the spurious and sampling noises. 
Although the bandwidth of the noise exceeds that of the system, 
its effect on system characteristics can easily be shown by deriv­
ing the transfer function for a single step response test. The rms 
value of the noise present in the signal is calculated (equation 
3.30) which indicates whether the signal is representative of the 
system's characteristics or not.
The resulting transfer function for one test gave a natural 
frequency of about 25 HZ and a damping value of 0.49 Bearing in 
mind that the time delay (approximated by a ratio of two complex 
polynomial expressions) has an effect on the above frequency and 
damping value. Taking this into account, the results are still in 
error which indicates that noise continues to distort the calcula­
tions.
A digital transient recorder, interfaced with the paper tape 
punch were used in two series of tests (of 6 and 30 transient 
response tests respectively) under the same conditions. With the 
use of equation 3.18 the average response of the 6 and of the 30 
tests was estimated within an accuracy as predicted by the student-t 
distribution. The error bandwidth for a confidence level of 5% was
shown on the average step response (Figs. 3.10A and 3.11A). The 
averages showed a considerable reduction in the rms values (Figs. 
3.10B and 3.11B). The transfer function derived from these mean 
test values indicated an increase in damping value of approximately 
10% from 1 test to the average 6 tests but showed no improvement 
from the 6 to the 30 test value. Similarly, the natural frequency 
obtained from the transfer function (taking the time delay into 
account) showed no variation from the 6 test to the 30 test average.- 
However there was a slight variation in natural frequency between 
the 1 test and the 6 test average. -
The resulting function obtained from the step response showed 
close agreement with the frequency response tests obtained for the 
same operating conditions, but only when at least six tests were 
averaged. However, the time delay associated with the step response 
tests was discernable as a polynomial expression in the fitted 
transfer function. This time delay had to be removed before any 
comparison could be made with the analytical model.
3.3.3 Conclusion
The transfer function of an electro-hydraulic servomotor unit 
has been identified using classical frequency and step response 
methods. The system response was fitted with a linear transfer func­
tion with an accuracy better than ±1.0% in the frequency plane.
The frequency response method, because it suppresses both the noise 
outside the test bandwidth and the non-linearities, provides a. good 
correlation with a linear model. Nevertheless, it is a time consum- 
ming method and unsuitable where fast identification is demanded.
On the other hand, the step response test gave a complete 
description of the system's dynamics but was distorted by the noise 
content. The noise disturbance in the output was practically 
eliminated by averaging at least six step responses with a 5% stat­
istical factor of confidence and thus major deviations in any one 
test were rendered more pronounced. The t-distribution analysis 
(which relates the probability of a single step response differing 
from the time mean) was used to estimate the mean system response.
The transient step response when transferred gave an accurate 
frequency response but involved more work than the alternative 
frequency response method.
A practical impulse response which is related theoretically 
(as the derivative) to the step was not attempted for the electro- 
hydraulic servomotor because of the small input energy associated 
with such signals in the presence of noise (Fig. 3.12).
In this section, it has been found that classical methods 
gave an accurate identification of the systems transfer function and 
the model may be used with confidence in comparing them to the 
random signal identification method.
S E C T I O N  4
THE USE OF A PSEUDO-RANDOM BINARY SEQUENCE (PRBS) 
TEST SIGNAL IN THE IDENTIFICATION OF AN 
ELECTRO-HYDRAULIC SERVO
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4 Introduction
On and Off-Line Identification
The types of testing functions used to identify control system fall 
into two groups:
classical off-line techniques 
more recent on-line techniques
Classical off-line identification requires that the system be 
checked outside its normal operation (because of the input required to 
excite and the consequent disturbance affecting the control variable), a
costly and time consuming procedure.
On-line techniques which can be applied during the normal operation
of the system have become increasingly popular in recent years. This type
of test procedure produces a very slight disturbance in the system's output 
and gives a more representative test of its response with respect to loading 
effect, operating point, etc.
The main objective of this section is to determine an effective 
on-line testing function for identifying an electro-hydraulic servo. The 
data from which the system’s frequency response is derived was obtained in 
the real time domain with the use of an on-line testing function. The 
derived frequency response will be compared with results obtained in 
Section 3.
(i)
and (ii)
The fundamental properties of pseudo-random binary sequences are 
discussed in this chapter and their use as a test signal to perform an 
on-line identification of an electro-hydraulic velocity servo is described. 
The work has been divided into several sections which are:
(a) Choice and properties of the best test signal for electro- 
hydraulic velocity servos.
(b) Design and development of a PRBS generator to generate the 
on-line test function.
(c) Application, of this identification scheme to the electro- 
hydraulic velocity servo.
4.1 Linear System Theory
Mathematical models used to represent system dynamics are 
either linear or non-linear equations. The present study is con­
cerned with a system which can be approximated by linearised 
differential equations with constant coefficients.
The use of the impulse function as the system input facilitates 
the construction of its mathematical model (see Section 3.2.). In 
practice, however, the excitation of a system by an impulse of 
sufficient energy to cause a substantial output is not recommended.
In the case of an electro-hydraulic velocity servo package, the input 
transducer (an electrical torque motor) would inevitably be damaged 
by the excessive currents suddenly induced in its coils.
4.1.1 Correlation Technique
A well known method of analysis, called 'correlation1 provides 
a more subtle way of using impulse-like functions in conjunction 
with the convolution integral. In statistical theory (Ref. 81), 
this is usually termed the second joint moment of two random variables 
and defined by the following mathematical expression.
00 CO
E(x,y).= ./■ I  x y P(x,y) dx dy  .........4.1
—  00 —  CO
If these two functions were taken from an ensemble in which all the 
functions were similar,then any one function could be taken as being 
representative of the ensemble. This is a very desirable state, since 
the statistical properties of the ensemble can be deduced by consider­
ing any one of the functions in the ensemble at various times or by 
considering various functions at a single fixed instant of time. The 
statistical properties of the ensemble are the same as the time average 
In this case, the second joint moment of two random variables (say x 
and y) is equivalent to their time averages expressed as:
^xy(T) = T /  x(t) y(t - t ) dt  ........4.2
Whenever an ensemble can be defined by either of these equations 
then it is said to be ergodic (Ref. 81 and 95). The basic definition 
of the correlation function is physically realisable since most 
practical systems possess this ergodic property.
4.1.2 Cross- and Auto-Correlation Functions
A function which expresses the similarity between two non­
identical waveforms as a function of the time shift with respect of 
one to the other is called ’cross-correlation'. Equation 4.2 
expresses the mathematical formulation of the cross-correlation 
function for continuous waveforms. If the cross-correlation function 
between two sample waveforms is required then an approximation may 
be calculated with the egression: (Ref. 96).
This equation is used in digital correlators and computers 
because it readily lends itself to digitised data. The choice of
with no restriction on At remaining constant throughout the correla­
tion. The exact meaning of the cross-correlation function for a 
specific value of the time shift is difficult to interpret. It is 
generally accepted that by normalising the cross-correlation the 
exact meaning is clarified. The cross-correlation is normalised by 
dividing the geometric mean of the input and output mean square values, 
hence:
N
^  "^ xCKAt - t ). y(KAt) 
K=1
4.3
At is not critical since its value may exceed the time shift t
- 1 < p (x) < 1 yx
4.4
where p (t ) is the normalised cross-correlation function.
In fact, normalisation shows that for values of p (x) of
yx
±1.0 there is no loss through the system and no contaminating noise.
If Pyx(x) is zero there is no output for the input o:r there is an 
infinite contaminating noise. However, for values less than 1 but 
greater than zero the results are less clear. To resolve the problem, 
the identification is transferred to the frequency domain by the use 
of Fourier transform.
The autocorrelation function expresses the similarity between 
the waveform and time-shifted version of itself as a function of 
the time shift. The time shift is often called a time delay or time 
advance in system engineering (Ref. 55). The mathematics of the 
autocorrelation function of a waveform x(t) is defined as:
T
x(t) x(t - t ) dt  .....   4.5
-T
I
This expression implies a continuous averaging process 
applicable to analogue signals. Again if a digital system is used 
the autocorrelation is represented by the following expression:
N
Rxx(x) = ^  \ (KAt) x(KAt - x) ..........  4.6
K=1
This function differs for periodic and random functions and 
its periodicity or randomness depends not on the actual waveform but 
on its frequency content. Two different waveforms can have the same 
autocorrelation function which is not sensitive to phase characteristics
* { s _ lim
*xx(T) " T-*» i f
Noise waveforms have an impulse-shaped autocorrelation function. 
However, a larger number of periodic waveforms which are generated by 
recurrence sequences also have impulse-shaped autocorrelation functions. 
The Weiner-Khintchine theorem relates the autocorrelation function to 
its power spectrum as Fourier Transform pairs. This is expressed 
mathematically as:
*00
4.7
Since <f> (t ) is an even function (Ref. 81), then equation 4.7
XX
becomes:
L
.00
S  ( w )  =  I <b ( t )  C o s  gux d x
XX I XX 4.8
—  00
Substituting the power spectrum for the Fourier Transform then
the power density spectrum is
d> (x) Cos mx dx Yxx
4.9
Where w > 0
The.above equations shows the mathematical relations expressed
by the theorem.
The detailed characteristics of each function discussed above 
are not listed here but are to be found, for example, in Miller • 
(Ref. 97).
4.1.3 Relating the Correlation Technique to System Dynamics
The cross-correlation technique is based on determining the 
relationship between the system’s dynamics and its input/output 
functions. Equations 4.2 and 4.3, the cross-correlation function, 
may be written as:
lim _1_ /
T-*» 2T J
T
*Ky(x) = ?* It > x(t ■ t) y(t) dt .......  lt-1°
*-T
The output of a linear system is related to its input by equation 3.16 
which is substituted in 4.10 to give:
T
= 2T f  X(t " T) dt f Y
i/ — 00
<f>^ (T) = ^  2T I dt I x t^ “ ^   4, L^1
-T
The above equation is simplified (Ref. 55) to:
,fV (T) = "k / h(X)-*xx(T ‘ X) dX ....... 4-12'
The significance of this equation is made clear when the above
correlation function is compared with the convolution integral.
<f> (x) would be the system response for the input <f> (t - A). This
xy xx
same result would be achieved for equation 4.12, if <f> (t - A) is an
XX
impulse function in the same way as the input x(t - t ) is an impulse 
function in equation 3.16. Then the impulse response is related to 
the cross-correlation function by the equation:
*xy(T) = Klh(T)
4.13
Since the autocorrelation of a white noise is an impulse function, 
the excitation of the system by a white noise function as input gives 
a direct proportionality between the cross-correlation function and * 
the impulse response for linear systems.
This technique provides a convenient way .of measuring the impulse 
response of a system by super-imposing a noise signal at a convenient 
point in the control loop during the normal operation of the system.
A unique advantage of this method is that there is little or no effect 
from external disturbance or from noise generated in the system on 
the final cross-correlation results.
4.2 Pseudo-Random Binary Sequence (PRBS)
The following equation:
N = - 1       4.14
defines the number of states for a selected pseudo-random recurrence 
sequence. The values of q dictates the sequence length with the 
corresponding number of logic levels (amplitude values). When q has 
a value of 3, the function generated has 3 definite amplitude values 
and the function must be at one of these levels at any one time during 
the sequence. The number of states is also a function of n, the word 
length of the generator used to form the sequence. In practice, however 
binary and ternary sequences are used although the latter is mord 
difficult to handle. (Ref. 98).
The binary maximum length sequences (b.m.l.s) possess the follow­
ing advantages which make them an attractive test function for the control 
engineer. These are:
(i) The autocorrelation function of b.m.l.s has the greatest 
energy content for a selected value of its amplitude and 
sequence length compared with possible multi-level sequences.
The multiplication step required for correlation between the 
delayed input and the system’s output is reduced to a simple 
switching function which, in practice, is easy to instrument.
The signal is completely deterministic because any binary word 
occurring in the sequence is defined by the preceeding digits 
and the exact signal can be regenerated at any time.
(iv) The sequence is described by a polynomial using modulo-two 
additions (equation 4.15).
In spite of the necessary error-correcting procedures involved 
in the use of the b.m.l.s test function, the advantages listed fully 
support its use here. Details of this test function are to be found 
in Davies (Ref. 98).
( ii )
(iii)
4.2.1 Generation and Properties of PRBS Function
The pseudo-random binary sequence is a two level signal generated 
by pulsing a static shift register (a description of this unit is to 
be found in Millman and Taub Ref. 99) with a feedback of some selected 
bits in the static shift register via an "Exclusive-OR" gate (modulo- 
two addition). The number of possible states of the generated binary 
sequence is described by equation 4.14 as 2n - 1.
The excluded state (-1 in the equation 4.14) from the generated 
sequence is the "all zero" condition of the static shift register 
because of the modulo-two addition in the feedback loop. The problem 
of selecting the correct feedback bit from the static shift register 
was discussed by Davies (Ref. 100) and presented in table form (Ref. 99).
The binary value of a digit within the sequence may be described 
by a linear recurrence relation. A more detailed description can be 
found in Davies (Ref. 100) who obtained the resulting equation:
n
F(x) = 1 - x £ V  D1 ...........     4.15
i=l
where D1 is the algebraic operator and is, in-effect, a time delay 1 
between each state of the sequence. Davies stipulates that the poly­
nomial F(x) will describe a b.m.l.s, provided that the polynomial 
contains no modulo-two factor (this means the sequence cannot repeat
itself before the 2n - 1 state) and that the function F(x) is not a
3? nfactor of D + 1  for any value of r greater than 2 - 1. An example
of a 4- bit static shift register with feedback connection from the 
two least significant bits was used to generate a b.m.l.s of 15 states 
(Fig. 4.1). Therefore/ the above indicates that all possible pseudo­
random binary sequences are not of maximum length sequence.
4-.2.2 PRBS Correlation Function and Power Spectrum
The autocorrelation function for the PRBS is determined with 
equation 4.6 because the signal is digital and periodic with a value 
of NAt. Therefore the following mathematical expression describes 
its autocorrelation function as:
(  _ H ( h  + i)V
I NAt J<f>xx(T ) =  a 2  ( i  " " " m 'a " ------ 1 f ° r  0  K T < At... .................. 4-.16(a)
-,2
= - -r— for x £ At ........... .................... 4-. 16(b)
N
or 4 x x ( t ) = (^N + 1) a2 A t . S ( r )  - a2 ^ /N      4.16(c)
The binary maximum length sequence has an autocorrelation function 
of the same period as the generated sequence and with a d-c offset 
which is caused by having one 0 rs state less than the number of l's 
within a period. (Fig. 4.2). By adding an offset of the same magnitude 
as equation 4.16(b) to equation 4.16(a) then an autocorrelation 
function with zero offset is described by the following expression:
(x) = a2 fi - - A t '
♦xx,(T) = a / 1 ~ ' 1 NAt   4-17
The PRBS function has an autocorrelation which is completely 
described by equation 4.16 to 4.17.
Referring to equation 4.7 to 4.9 (the Wiener - Khintchine 
Theorem), the power spectrum and the autocorrelation function are 
Fourier transform pair. This allows the amount of power contained 
at each harmonic to be described mathematically (Ref. 98) since the 
power density spectrum of the function is:
N / .
 ^ f ;.\ _ a2(N + l)AtX ' (sin (r7r/N)\2‘ „
,f’x x ( o ) -------- N-------/  " ( i¥/.N))   ......•.••'*•18
r=l
The power density spectrum remains constant at low values of frequency 
and the -3 db’s point (usually referred to as the upper bandwidth limit 
of a system’s frequency response), is seen to occur at approximately
a value of r = N/3, see Fig. 4.3. The line power spectrum of the
(Sin x\2— -— J as is to be expected, since the
Sin xamplitude spectrum of a pulse has the shape o f —  ---.
The PRBS spectrum is a function of two variables:
(a) The clock frequency (period At).
(b) The sequence length (N).
The first case (a) is examined here for selected values of PRBS 
signal amplitude and sequence length (N). At constant N, a decrease 
in' clock frequency will reduce the bandwidth, lower the fundamental 
frequency line and decrease the distance between the line spectra.
The power content of each spectral line has not been changed.
In case (b) to determine the effect of varying the sequence 
length the clock period is kept constant and the amplitude level is 
unchanged. With constant At, increasing N will increase the bandwidth 
as the lower frequency cut-off is reduced and the number of spectral 
lines will increase correspondingly. The high frequency cut-off is 
unaltered.
Variation in the sequence length does not affect the power 
distribution per unit of bandwidth. Therefore, as a test function, 
the power spectral lines may be located in any part of the system’s 
spectrum by varying the PRBS clock frequency but without altering 
the sequence length. These characteristics render the PRBS versatile 
and yet completely describable mathematically allowing for predetermined 
selection of the testing function by the operator. Since commercially 
available pseudo-random binary generators do not have a clock with 
infinite resolution within their bandwidth, it was necessary to design 
a generator with this facility to obtain the best results for an electro- 
hydraulic system identification.
4.2.3 Choice of PRBS for System Identification
The specification of system dynamics in control engineering 
is defined by such terms as rise time, maximum overshoot, bandwidth, 
time constant, etc. The time constant is a specification often used 
when describing a first order linear system. This parameter is related 
to the settling time of a system which is the time required for its
output to reach 98% of its steady state value. Similarly an equivalent 
time constant for higher order systems may be formulated into a 
single expression. For a second order system, this equivalent time 
constant is defined as:
t =    .'4.19e Cu) n
The settling time of the second order system is defined as:
T = 4t =       4.20
•s e -Co)n
Godfrey (Ref. 101) suggested a PRBS period of 1.25 to 1.5 the 
settling time of the system under test as an adequate PRBS testing 
function for that particular order system. From equation 4.20, it 
follows:
< NAt <       4.21co)n n
This empirical result was obtained after studying the response of 
different linear systems to a PRBS signal. The PRBS testing function, 
being a completely deterministic signal, has a well-defined auto­
correlation function with its corresponding power spectrum. This being so, 
the system’s characteristics discernible with a selected PRBS function 
can be evaluated analytically. A second order system has well defined 
characteristics and as such will be used for this study.
The bandwidth of the PRBS signal is completely defined by 
equation 4.18 which gives its discrete line spectrum. The spacing
• 1 2 ttbetween each adjacent harmonic is -rrr-r HZ or rr~—  rad/secs. For values- NAt NAt
of r «  N (see equation 4.18), the lower end of the PRBS signal power 
spectrum has a constant magnitude. The upper bandwidth which is 
defined by the -3 db point has been calculated from equation 4.18 by 
Davies (Ref. 98) to occur at r = N/3 which gives the PRBS function 
and effective upper frequency limit defined as:
The magnitude of the resonance peak of a second, order system
is a function of its natural frequency and damping ratio. To define
the resonance peak of a system accurately at least two harmonics 
(or spectral lines) from the power spectrum of the test signal must 
be distributed within this peak. Assuming the half power bandwidth 
to have a symmetrical resonance peak (Fig. 4.4) then:
w C ,
—IL. \ —i— ij. -
2tt . NAt....... .    h ..
Rearranging the above equation, a value of NAt which agrees with 
the upper limits as suggested by equation 4.21 is arrived at.
This limit is important since it gives the definite periodic 
value of PRBS required to determine the characteristics of a 
second order system accurately. To ascertain that the minimum of 
tw;o spectral lines is contained within the resonance peak of a 
second order system, the harmonic spacing of the PRBS signal is 
selected from the following information. Knowing that the half 
power bandwidth of a second order system is defined as ^n/Q where 
Q = 2£, then the positioning of two spectral lines within the 
resonance peak (assuming a symmetrical curve) will occur, when:
Davies expresses the upper bandwidth of the PRBS signal
as:
0.45 fp > f .......     4.25u e
This is a conservative estimate since equation 4.22 gives 0.33 fc.
The first zero crossing of a second order system impulse 
response is defined as:
t =  rc - ■ 0 < £ < .7    4.26
to A  - £2 n
Letting P be the number of points required to define the impulse 
response up to its zero crossing, then:
At = ------ — ■--- -     4.27
S P w A  -  £2 n
where Atg is the time interval between each adjacent data point. 
Substituting equation 4.23 in 4.27
2P Vl - £2     ... 4.28
= — i-----
The sequence length is directly related to the number of 
data points required to define the characteristic response (impulse 
response) of a second order system to its first zero crossing. As 
expected, the sequence length is also a function of the damping 
ratio.
The PRBS test signal is selected for the longest time constant 
of interest, although a power spectrum for any specific bandwidth may 
be selected with this completely deterministic signal.
4.3 Inaccuracies Caused by Using PRBS Test
The experimental measurement and calculations of the impulse 
response of a system using a statistical method is simplified by the- 
use of a PRBS test. Nonetheless, there are constraints on the PRBS 
signal itself as errors in the impulse, response may be introduced.
A large body of literature exists on this particular subject and 
reference to the many studies made in the last decade will be made 
in this section. The factors which give rise to errors in impulse 
response measurement of a system will also be summarised together with 
an assessment of their effects. The particular electro-hydraulic 
system being studied is approximated by a second-order model and the 
errors involved in such a low order system are of great significance - 
and these will be scrutinised accordingly.
4.3.1 Source of Errors (
The measurement of an impulse response by the correlation 
of a PRBS test signal and the system response has inherent inaccuracies 
which may be listed as follows:
(a) . Non-Ideal function - PRBS. An error arises from
the presence of a d-c offset in the autocorrelation function (see 
Fig. 4.2) and from the bandwidth limitation of the PRBS signal.
(b) Errors in digital calculations - digitisation of 
the analogue waveform necessarily includes errors arising from small 
variations in sampling time interval and amplitude quantisation.
(c) Measurement errors - the bandwidth of the system or 
component to be tested may exceed that of the measuring equipment used 
(at input or output).
(d) Distortion caused by random noise - the noise present 
in the system which has a bandwidth greater than that of the system 
under test distorts the impulse response measurements. This important 
source of error is most common in mechanical systems and is dealt with 
at length in section 4.3.5.
(e) Linear drift - variation in temperature loading and
other conditions from one test to another may give rise to marked
discrepancies in the impulse response measurement, particularly in 
the ease of hydraulic systems. In a recent paper Evans and
Walker (Ref. 102) tabulate existing methods of corrections for such 
inaccuracies.
4.3.2 PRBS Test Function
The ideal test function would contain an infinite bandwidth
with a uniform spectral density. The PRBS test function does not of 
course have these advantages but nonetheless remains a useful tool 
since it can be completely described mathematically.
Because the average periodic value of the PRBS function is 
approximatly zero it creates hardly any perturbation ,in the system*s 
output, and the autocorrelation function of this waveform has a 
finite value for a time-shift greater than the PRBS clock period 
(see Fig. 4.2). The cross-correlation function will be in error 
because of this finite value.
Substituting equation 4.16(c) (the latter representing the 
d-c offset) into equation 4.12 gives:
This shows that, provided the second term is small, the cross­
correlation function is proportional to the impulse response. This 
may be achieved either by making N large or alternatively biassing 
the measured impulse response, as outlined in Davies (Ref. 98). Two 
ways are available of biassing the d-c offset: »
<f> (t) = a26(x)
T
h(X)dA 4.29
(a) adding a zero state to the PRBS sequence,
or (b) providing a correction for the estimated response
(equation 4.29).
The second technique (b) is used to calculate the error correction 
for the d-c offset for the computer controlled system described later.
The PRBS signal, because it is periodic, has a minimum 
frequency value which gives the lower frequency limit of the test 
function. Although the PRBS signal has a limited bandwidth, a choice 
of signal based on the criterion given by equation-4.24 will reduce 
this error to a minimum.
The correction for finite bandwidth is calculable both in the 
frequency and time domain. In the former, the frequency spectrum of 
the PRBS is determined (equation 4.18) and the measured cross-spectrum 
is corrected for the high frequency roll-off (Ref. 98).
However, in this study, identification is required in the
time domain as demanded for a real time adaptive scheme (Section 6).
Errors arising from the limited bandwidth of the test signal have
been calculated in the time domain by Hughes and Noton (Ref. 50).
These authors calculated the error by defining the PRBS autocorrelation
function (Fig. 4.2) as being equivalent to ramps of slope a2/At at
•'
time - t, 2a2/At at time zero and a2/At at time At. The resulting 
equation expresses the errors for the time shift x being less than 
the PRBS clock period thus:
+xy(t) = a2At (  WT) + bll(T) + hlV(T) +20llo“ hV1(T)
t ••••••• ••••••• 4 •30
a n d  t  =  0 5 t h e  e r r o r  b e c o m e s :
In general, if the PRBS function is chosen in accordance with 
the criteria in Section 4.2.3 for a second order system, its impulse 
response will be in greatest error at the origin (t = 0).
The errors are related to the derivative of the impulse res­
ponse. However this is difficult to calculate (see Section 3) because 
of the properties of the differentiation.
minicomputer then the following iterative technique may be used to
requires the PRBS autocorrelation function to be represented by the 
following equation which provides a d-c offset correction:
• a2
(J) !(t - A) = <f> (t - X )  + ~  ................. ......... 4xx rxx N
Substituting 4.32 into equation 4.12, then:
The cross-correlation function obtained with this digital 
computer is represented by a series of uniformly spaced data points. 
This allows the cross-correlation function to be modified by fitting 
a parabola to three adjacent time points. Therefore the following 
equation is used:
If the proposed identification method is used with an on-line
provide the necessary bandwidth correction. This iterative technique
T
h(T) 4 1(t - X )  d XXX 4.33
This approximation is used to compute the most exact impulse 
response estimate for the system under test. Since this iteration 
converges quite rapidly and gives an impulse response where the 
lowest order error is a function of the curvature (and not the slope)
the method becomes quite advantageous. (Fig. 4.5).
4.3.3 Errors in Digital Calculations
The inaccuracies associated with the conversion of an analogue
waveform to a series of equi-space time points are:-
amplitude quantisation error 
sampling time error
aliasing error.
(a) Quantisation is a non-linear process in which the measured 
signal is rounded off to the nearest value of a predetermined set of 
values. This occurs in all cases where an analogue function is 
converted into digital form for computational purposes. In this 
section, the errors involved in performing an A/D conversion are 
calculated.
The quantisation error probability density function is defined
as:
(a)
(b)
and (c)
P(x) = 1 -0.5 LSB < x < 0.5 LSB
= 0 otherwise .............
4.35
4.36
The mean value is clearly zero because P(x) is defined as being, 
symmetrical about x = 0 and the statistical variance (Ref. 96) 
becomes:
f”
cr 2 = I (x - ii )2 P(x) dx .................... 4.37
X I XJ —oo
Substituting equations 4.36, 4.37 in 4.38 and simplifying:
ax * -j^ (hSB) .............................. 4.38
This is the rms value of the quantisation error which may be con­
sidered as an rms noise on the desired signal.
The signal level is quantised for an 8 bit.word, that is 256 
scale units. The rms noise to signal ratio is:
°x J X 1
rms = —  = * 12 y  0.001     4.39
211 ^56
where the least significant bit of the 8 bit number is.unit}'.
The amount of error introduced for word lengths of 8 bits or 
more is less than .1% in this case, although due consideration should 
be given before using word lengths less than 8 bits.
In the type of correlator considered here the binary input 
signal contains virtually no noise contribution due to amplitude 
quantisation. An output waveform which has a quantisation error will 
have a true cross-correlation thus:
But the 8 bit word had an rms value of less than 0.1% for a coarse 
quantisation s which shows the error term due to quantisation (f)^ , is 
quite small compared 'with-'<£ .
If only the cross-correlation function or impulse response is 
required then they may be determined with quite coarse amplitude 
quantisation. If the frequency response is required from the impulse 
response measurement then it must be determined with an amplitude 
quantisation level small enough for this error to have a negligible 
effect on the magnitude of the frequency response (Ref. 96).
Since the A/D converters used for the on-line identification 
of the electro-hydraulic system are 10 bit, the quantisation error 
is negligible.
(b) Provided all signals are sampled at the same instant and with 
the same bit interval using TTL logic (which has far greater bandwidth 
than.the waveform being analysed) this becomes a highly accurate 
process and the errors caused by sampling time will in general be 
quite small for mechanical systems.
(c) Aliasing creates greater problems than the other errors listed. 
If the analogue waveform is not sampled at a rate which is an integer 
value of at least twice the bandwidth of the input signal, aliasing
\
errors arise.. An example of this would be investigating a system 
under conditions of low signal-to-noise ratio where the input contains 
some high frequency. Using a sampling frequency of lower value than 
this high frequency component will create some fictitious low frequency 
components. These erroneous results may easily be avoided by applying
the Shannon sampling theorem.
An alternative approach is to choose the sampling rate in 
accordance with the desired frequency range to be investigated and
frequency components caused by noise thus avoiding aliasing errors.
Watt (Ref. 103) considers the theoretical implications of 
sampling by integrating the signal between sampling instants. The 
cross-correlation determined at the sampling instants was found to 
be an accurate representation, as follows:
Since x(t) is a sampled waveform which is held constant for one PRBS 
clock period then:
This last technique is easily applied in an on-line identifica­
tion scheme using a digital computer with a Simpson’s rule algorithm
then to provide low pass filtering which eliminates the unwanted high
x(t - t ) y(t) dt
4.42
4.41
N
1
x(t)
(P+l)At
y(t + t ) dt 4.43
where P = 0, 1, 2 N - 1
to perform the integration for the number of samples selected in the
PRBS clock period
4.3.4 Measurement Errors
The electro-hydraulic servo system whose dynamic characteristics 
are to be measured is usually driven by a servo amplifier. This input 
device must respond to the PRBS input waveform so that very little 
distortion is discernible at its output. The cross-correlation 
function between the PRBS input and the servo power amplifier output 
must have a triangular shape (Fig. 4.2). This impulse-like function 
must be obtained for the PRBS test signal selected (from the criterion 
in Section 4.2.3) for the investigation of the particular component 
of interest in the loop.
In many applications the time required for the servo amplifier 
to reproduce the generated PRBS function as it changes state must 
be very small. If this time value is less than 10% of the PRBS clock 
period, then the system response (assuming a first order system response 
for this transient) will have a maximum error of less than 1% and the 
phase angle distorted by a maximum value of 5 degrees at high frequency. 
These errors are quite negligible in relation to the impulse response. 
When dealing with the measurement of the frequency response, it should 
be measured, if possible, by increasing the requirement of the 
suggested criterion to 5%. This would lead to very negligible errors 
in the measured characteristics.
Similarly, the output transducer used to measure the output 
of the electro-hydraulic system has to meet the above requirement.
The electro-hydraulic velocity servo was driven with a servo 
module (high current output operational amplifier - 100 ma) and the 
output was measured with a tachometer. The problem-of transducer 
error was not a factor in this study. Therefore detailed mathematical 
analysis is not warranted here. However, this problem of transducer 
error has been thoroughly analysed by a number of authors who are 
quoted by Davies (Ref. 98).
The inaccuracies in the determined impulse response of a 
system was discussed by Hughes and Noton (Ref. 50). Their approach
4.3.5 Distortion caused by Random Noise
and results will be adhered to in this discussion. Following their
analysis, the error in the impulse response caused by noise is
expressed as
Ah(x) = -------- — -
a2(N + l)At
4.44
The cross-correlation function performed over M time
periods,
a2(N + l)At Tn r x(t) n(t + t ) dt 4.45
where T = MNAt
T"kn
The mean square value of the error in the obtained impulse 
response due to the noise becomes:
MNAt MNAt
= (    j f  dt f  dt'
\Ma2(N + l)At2/ J0 JQ
Ah(T)z [--:-- :----  t] I I f x(t) x(tf) n(t+x) n(tf+x) .. 4.45
Ma2(N + l)At2/ I o  J o
MNAt MNAt
dt j dt? <f) (tT — t) (tf - t) ..........  4.47xx ‘nn
Since n(t) and x(t) are two uncorrelated waveforms. Assuming the
noise waveform n(t) to be white noise with a spectral density Nq2,
and is $ (0) = N 2, then:nn o
(Ah(x))2 =f------i------]2 N 2 $ (0) MNAt     4.48
Ma2(N + l)At2, ° XX
2
where (f> (0) = aXX
the standard deviation caused by the random noise in the system is:
NN
a = — ----- — .......     4.49
(N + l)a At v®Tt
»
This function, the standard deviation, is inversely proportional 
to the square root of the number of period M over which the correlation 
is performed. It varies as a function of the PRBS clock period (At) 
which in fact means that the bandwidth of the test signal should not 
be greater than required by the criterion of Section 4.2.3. Otherwise, 
the error caused by the extraneous noise in the system will not be 
minimised. The larger the test signal amplitude "a” the smaller the 
error caused by noise. (Equation 4.46). Substituting for the auto­
correlation values in Equation 4.49 it becomes:
 -----  2f K
then (Ah(x))2 = — ............................  4. 51
YT1
The inherent noise content of the system was measured in 
Section 3 with the following results:
(i) estimated rms range from 12 (for a single test)
to 8 (for 30 tests averaged),
(ii) noise content bandwidth (approximately) 1 KHZ,
(iii) substituting these values (i and ii) in equation 4.51 
with the appropriate power gain, the maxmum distortion 
in the measured impulse response for 6 averaged PRBS 
was 1.4%,
(iv) with 30 averaged PRBS period, maximum distortion was 
0.8%.
The cross-correlation technique has the ability to improve 
the signal-to-noise ratio by concentrating the signal into a small 
time interval. Considering a single FRBS period (NAt), and assuming the 
settling time of the system to be LAt, then in order to determine the 
impulse response accurately the total correlation time must exceed this 
settling time by a factor as expressed by the criterion in Section 4.2.3. 
Assuming a value of this factor by Q, then:
NAt = QLAt .............    4.52
where Q is a positive number greater than unity.
The signal-to-noise ratio in the mean square sense will be:
LAt
p (t) dxrxy
 ...............  4.53
ikfo V 10 dT
.NAt
tttt: f (p (x) dxNAt I YxnJ  <o
The correlator concentrates the signal into the small interval 
compared with the total correlation time. It may be said that the 
correlator distributes the noise power uniformly over the bandwidth of 
the correlation function.
4.4 Design of a PRBS Generator for Electro-Hydraulic System
Identification -
The generation of the pseudo-random binary noise waveform is 
based on an aperiodic recurrence sequence of binary numbers. The design 
considered here is based on the following requirements making 
the instrument quite acceptable as an experimental device to be used 
in the identification of an electro-hydraulic velocity servo system. 
The features incorporated in this PRBS function generator are as 
follows:
(a) Variable bandwidth to fit the bandwidth of present 
day electro-hydraulic servos.
(b) Fine period adjustment of the PRBS generator clock 
providing accurate positioning of the harmonic lines 
within the resonant peak of the system’s frequency 
response.
(c) Automatic or manual mode which allows the generator
to be free running, controlled by a computer in an 
operator. .
_  ^ Before initiating the design of this generator, the types of 
pseudo-random noise generators marketed were examined but all failed 
to meet some of the specified requirements. Most generators available 
had a clock frequency range which was unsatisfactory since the 
designers advocated using the sequence length in conjunction with 
the PRBS clock period to meet requirement (b).
The design and construction of the PRBS generator is designed 
with TTL logic gates and interfaced with an analogue amplifier.
This section proposes a generator design which meets the 
requirements listed based on TTL logic gates and interfaced with 
an analogue servo amplifier. '
4.4.1 Design of PRBS Clock
Since the bandwidth of the generated PRBS function is directly
related to the clock, a specialised clock was designed to drive a 
static shift register. A train of periodic pulses is easily produced 
with two retriggerable monostable multivibrators, each triggering off 
the trailing edge of the pulse produced by the other. One monostable 
(1) (Fig. 4.6) is set to produce a pulse of constant width while the 
other monostable (2) has a variable pulse width which depends on the
passive network externally connected to it. By changing the value
of its external timing capacitor and resistance (coarse clock 
adjustment on the front panel of PRBS generator) different pulse 
widths are obtained (see Texas 74 series catalogue pn TTL gates). 
Therefore, these two retriggerable monostable multivibrators will 
produce with a potentiometer resistance (fine clock adjustment on 
the front panel of PRBS generator) a wide selection of periodic 
pulses with correspondingly different periods.
The clock is controlled by the stop/start switch which 
allows the clock to start at the beginnning of its period and stop 
only at the end of it. The output of the flip-flop (Fig. 4.6(a)) will 
initiate the clock in accordance with the timing diagram in Fig. 4.7(b). 
If the stop mechanism is triggered during the period, the clock 
will not stop until the period has been completed.
A digital clock incorporating these devices was designed to 
drive the PRBS generator. The clock has a 5-decade bandwidth With 
its lowest frequency set at 1 HZ. Every decade of frequency has an 
infinite resolution with a finite overlap into the adjacent decades. 
(Fig. 4.7). The clock has thus a maximum frequency of 100 KHZ.
Any particular frequency decade may, therefore, be selected by the 
operator by means of the coarse clock control.
4.4.2 Basic Operation of PRBS Generator
Two PRBS generators A and B are linked to the same clock 
(see Fig. 4.8). B has a special clock circuit which allows the 
introduction of a fast pulse in such a way that the pulse is fed 
to B's clock input on the completion of each sequence generated by A. 
(The last word of A*s generated sequence is automatically detected 
by the TTL logic arrangement Fig. 4.8). As generator A begins its 
second cycle, generator B will commence the correspondingly delayed 
period, with each delay equalling one PRBS clock period.
This process continues until the number of delayed pulses 
brings the function into its original position. At this point, both 
generators are stopped by a pulse generated by an 8 bit counter which 
has been totalling the number of delayed pulses. This will also 
clear the static shift register and reset the control logic to restart 
the generator.
The generators produce 6 and 7 bit binary maximum length 
sequences with the time delayed sequence required for the cross- 
correlation function measurement when interfaced with a Solartron 
1681 Time Domain Analyser.
4.4.3 PRBS Generator Control Logic
The control panel of the PRBS generator contains the following 
control switches which are: (see Fig. 4.9(a) and (b)).
(a) Stope/start switch (S^)
(b) Reset push button (PB3)
(c) Sequence length selection switch (S^)
(d) Automatic/manual operation mode switch
(e) Run push button (PB2) to allow the generator to 
generate a sequence manually
(f) Delay push button (PB1)
(g) A selection switch which allows a finite number of 
sequences to be generated for each time delay.
The stop/start switch starts the PRBS function generation 
by loading a logic "I" state in the first stage of the static shift 
register on the first clock pulse. After this, the loading input of 
the static shift register is connected to the f,Exclusive-ORM gate 
which gives an output for its selected inputs. The clocking of the 
static shift register will generate one period of the PRBS function.
The mode switch allows the operator either to select an 
automatic sweep to generate all the time delays (time delay in this 
case equals one clock period) or to change the delay state manually 
and to generate the PRBS function at will. This facility allows 
the operator to measure a specific time delay as often as is required 
by simply pressing the "Run” push button. The "Delay” push button 
adds the number of delays required. The only restriction in the 
manual mode is that the "Run" push button must be depressed once 
before any delayed sequence is generated. When the generator is 
stopped, the "Reset" push button is depressed in order to set all 
the control logic to start the next PRBS function generation.
The PRBS generator has been designed with TTL logic and the 
output waveform is unipolar. The power required to excite a system 
would overload the logic gate output. This means that the generator 
cannot be used to excite a system directly.
4.4.4 Analogue Circuit Design
The PRBS signal obtained from the TTL logic was made bipolar ■ 
by using a level shifting circuit (the bipolar signal will cause 
very little disturbance in the system's output). A transistor 
switching circuit was designed to shift the PRBS-level from the 
logic levels to a bipolar signal (Fig. 4.10). However, when the 
bipolar circuit was loaded with an electrical torque motor (the 
input stage of the electro-hydraulic servovalve), it became asymmet­
rical. In fact, the circuit required a high impedance load which was 
assured by designing a signal conditioning stage using operational 
amplifiers. The output amplification stage was designed with the 
use of an operational amplifier driving a complementary pair of power 
transistors. A schematic diagram of the revised circuit is drawn 
in Fig. 4.11. This output stage of the PRBS generator is compatible 
with the load of 384 ft.
4.5 Identification of an Electro-Hydraulic Velocity Servo 
Using PRBS
This sub-section will be concerned with the practical applica­
tion of the PRBS test signal used in conjunction with the correlation 
technique as a means of identifying an electro-hydraulic velocity servo.
The frequency response for this system is obtained from the measured 
impulse response with the use of a Fourier transform and a comprehensive 
system transfer function established for the frequency response.
The object of the experiments is to verify the feasibility of 
identification for an electro-hydraulic system based on PRBS. The 
results obtained, from standard and specially designed (Section 4.4) 
equipment, are compared with the classical frequency and step response 
results obtained in Section 3.
The system under test (see Section 2) consists of an electrical 
torque motor, double flapper valve, 4 way spool valve, hydraulic motor 
and output transducer (tachometer)(Fig. 4.12). The bandwidth of the 
combined electrical torque motor, the flapper valve and the spool stage 
has a natural frequency of 600 HZ (from the manufacturer's data). The 
bandwidth of the servo amplifier (1 KHZ) and the other electrical .
instruments used exceeds that of the components to be identified in 
this test - the valve/motor combination.
4.5.1 Test Set-Up
The test was carried out on this electro-hydraulic•servo 
drive for two different loading conditions (see Section 3) which 
were:
(a) No Load
(b) Full Load. -
The experimental set up (Fig. 4.12 and 4.13) consists of the 
following instruments which are:
(a) The PRBS generator designed in Section 4.4.
(b) Amplifier to drive the servo package.
(c) Hewlett-Packard model 3821A correlator.
(Or the specialised Solartron Time Domain Analyser).
(d) Plotter or paper tape punch.
The electro-hydraulic servo unit tested has a natural 
frequency of approximately 20 HZ and the bandwidth of interest would 
not normally exceed about 100 HZ unless the dynamics of the servo 
valve are included in the analysis. The PRBS test sequence was 
selected for the test on the electro-hydraulic velocity servo on 
this assumption.
4.5.2 Resulting Transfer Function
♦
The PRBS test signal required to perform a cross-correlations, 
measurement on the system (as shown in Fig. 4.13) and to produce 
its theoretical impulse response (equation 4.13) will occur when the 
conditions described in Section 4.2.3 are fulfilled. However, it 
must be borne in mind that these conditions apply only to second 
order models such as is the case here (see Section 3).
Knowing the bandwidth and the natural frequency of the system 
to be identified, then the minimum values of the PRBS clock frequency 
and its sequence length N is calculated from equations 4.22 and 
4.24 respectively. For the no load test set up of Section 3, the 
values are:
f = 300 HZ  ........    .... 4.54c
and N = 20/£        4.55
The damping ratio of the electro-hydraulic velocity servo (Dowty 
package) under test was estimated to be about 0.4. From equation 
4.55, the minimum sequence length theoretically possible has 50 states. 
This will give a harmonic separation of 6 HZ (see Fig. 4.4) Because 
there is no PRBS (maximum length sequence) of 50 states, the nearest 
state of 63 must be used - the 6 bit sequence (see Equation 4.14). 
Selecting the 6 bit sequence, the frequency bandwidth of this PRBS 
signal must be readjusted to meet the spacing requirement of 6 HZ.
In this case the bandwidth has a value of 378 HZ which is approximated 
to 400 HZ. Although, in the case of lightly damped hydraulic servos, 
the damping ratio may be reduced to 0.1, indicating a maximum 
sequence length of 255 (8 bit).
A typical impulse response for the electro-hydraulic unit 
(under no load conditions obtained from cross-correlation measurements 
using the above criterion)is shown in Fig. 4.14. It will be noted 
that the measured response shows some deviation from the ideal case.
This discrepancy may be attributed to some non-linearity and 
inherent noise in the system. Despite these deficiencies in the 
system1s response measurement, the transfer function (synthesised 
using a Fast Fourier Transform and a 6 ^  order fit of Polynomial 
based on a curve fitting technique use in Section 3) is:
. . . 0.548 - 4.15 x 1Q--S + 7.95 x 1Q-6S2 _
. K J ~ 1.0 + 5.34 X 10“3S + 4.40 x 10“5S2 ..............
The transport time delay is clearly longer than in the frequency 
response tests discussed in the foregoing section. This is 
expected since the time shift was selected at 2.5 msec which is a 
time interval greater than the 1.66 msec time delay. The natural 
frequency of 24 HZ and the damping ratio of 0.4 predicted by the 
denominator expression agree closely with test results obtained 
previously.
The accuracy of the system identification can be increased
significantly by averaging each delay point on a number of impulse
response tests to remove any extraneous noise not correlated with 
the input. (Equation 4.51). Experiments with hydraulic servos 
have suggested that taking an average of up to 5 impulse responses 
provides clearly visible improvements in accuracy. From equation 4.51, 
for a test on this electro-hydraulic velocity servo, errors of 5 to 
10% in the estimated impulse response are expected. In fact, 
averaging can decrease this error to less than 1% and, coincidentally, 
the identification time required to obtain this average estimate 
increases considerably. A compromise between accuracy and identifica­
tion was estimated to be acceptable after completing 5 test averages.
Another interesting test was devised to estimate the d-c offset 
error discussed in Section 4.2.3. A PRBS signal of 5% FSD was super­
imposed on a 60% d-c input and two different PRBS lengths were used, a 
7 bit and a 9 bit. The d-c offset error from the 7 bit was greater than 
the 9 bit sequence. This was expected since the error is a function of 
a2/N and since N was increased by a factor of 4, from 127 to 511, the d-c 
offset was observed to have a corresponding decrease in value. (Fig. 4.15).
Tests were set up to identify the electro-hydraulic velocity servo 
for the full load condition (see section 3) using selected values of PRBS 
amplitude. These PRBS signals were superimposed on an input d-c level 
of 60% FSD. This d-c input served to position the spool valve away from 
null to a position well outside its underlapped region. Consequently, any 
non-linear effects (flow displacement discontinuity, etc.) created by the 
valves slight underlap . was avoided during this series of tests. PRBS 
amplitudes of 1.5, 3.0, 5.0 and 15% were superimposed on this d-c input.
The experimental impulse response obtained for the electro-hydraulic 
velocity servo are shown in Fig. 4.16.
These experimental results obtained for different PRBS amplitudes 
agreed within 1.5% of the theoretical transfer function (equation 2.60) 
using data for the full load condition (see appendix F). Admittedly, 
the 15% FSD PRBS test signal imposed a more stringent demand on the 
dynamics of the servo valve as compared with the previous tests. None­
theless, very little discrepancy was discernible between this result 
and those previously obtained at lower PRBS amplitude levels.
These tests were repeated using the same PRBS test signals 
but with the d-c offset set so that the servo package was operating in
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a non-linear region. An offset value of zero was chosen as this 
implied that the servo-valve operated in the underlapped,region for 
small signal amplitudes. The results are shown in Fig. 4.17. The 
figure demonstrates that for amplitude levels less than 3% the impulse 
response proved to differ significantly from results obtained with 
larger amplitudes. The valve used is known to have an underlapped 
region of 3 to 5% of its maximum spool travel and this was confirmed 
by the experimental results. When the valve was tested in the under­
lapped region, where the flow gain was predicted to be approximately 
double the value for outside this region, the system was observed 
to be very lightly damped. However, increasing the PRBS amplitude 
such that the valve oscillated outside its underlapped region, the 
impulse response obtained was similar to the previous tests results 
of Fig. 4.16.
It is of interest to compare these results with the simplified 
theoretical model of the system given by equation 2.60. It was shown 
in Section 2 that with an underlapped valve in the null position, 
there would be no load flow. In the hydraulic network of the valve 
shown in Fig. 2.9, this implies that = 0 and P^ = As
far as the motor is concerned, under these conditions there is no 
cross-port leakage (Ch = 0) and the motor leakage is now only caused 
by external leakage to drain. Inspection of the damping term in 
equation 2.60, shows that the damping ratio is directly related to 
the motor leakage coefficient C^ .. As it is anticipated that motor 
leakage will now be substantially reduced around the null condition 
this should be seen on the impulse response as a more oscillatory 
waveform due to the reduction in system damping ratio.
4.5.3 Conclusion
Following the identification of the transfer function in 
Section 3 by means of the classical frequency and step response 
methods, it has been possible in this section to compare these methods 
with the use of a pseudo random binary sequence as a means of system 
identification. From this, it is seen that the frequency response, 
while corresponding well to linear system representation, does not 
permit non-linear description and further is a relatively slow test 
procedure.
By contrast, the step response and the PRBS method can adequately 
describe the dynamics of a hydraulic servo system in the time domain 
and, although noise is discernible in the step response, its presence 
is greatly reduced in the PRBS test method provided the signal-to- 
noise ratio is not too small.
On balance, the PRBS test function with the inherent correlation 
technique emerges as the most advantageous, although, like the step 
response, it requires a limited number of tests to be averaged in 
order to eliminate distortion created by the presence of noise in 
the system. However, because the PRBS impulse response contains far 
less noise than other time domain identification tests, it permits 
rapid and more accurate identification of the system thus making it 
potentially suitable for self-adaptive electro-hydraulic servo systems.
Test with a wide range of PRBS amplitudes (up to 15% FSD) on
the servo operating in a-linear region gave repeatable results and
good agreement with the theoretical model. Tests with small 
amplitude PRBS signals in the valve underlap region were also in 
agreement with theoretical trends predicted by the small signal 
model, although this could not be quantified. It is therefore 
anticipated that the method could be used with confidence in most 
operating conditions. Although if non-linear effects are not to be 
masked, careful selection of amplitude may be required.
In the present study, the model derived from a PRBS test 
showed good agreement with models.established in section 3. Therefore 
the acceptance of such a test function does in fact mean that an
on-line identification scheme is available for complex electro-
hydraulic servo drives. The selection of a PRBS test signal based 
on the criteria expressed in this section proved to yield impulse 
responses for electro-hydraulic servos well within the accuracy of 
other conventional techniques. (See Appendix G).
In the following section, on-line identification using PRBS 
signal will provide a basis of enquiry into its application in a 
computer controlled identification which allows the parameters to 
be estimated directly.
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5 On-Line Identification of an Electro-Hydraulic Velocity
Servo System using a Minicomputer
The identification of an electro-hydraulic velocity servo using the 
PRBS technique has been established in Section 4. The technique could form 
the basis of some more specialised system applications when used in con­
junction with a minicomputer. This combination of PRBS/minicomputer could 
be effectively applied in the production testing phase of quality control, 
in system surveillance which entails'shut down procedures and in adaptive 
schemes. The use of a minicomputer has become economically viable in many 
industrial applications and this together with its availability makes its 
application appropriate here.
Before using a general programmable minicomputer as an on-line ident­
ification tool, a study of the inherent limitations of the minicomputer in 
such an application is- undertaken as a necessary preliminary step - in this 
case, the problem is best seen as a problem of simulation. The forese'en 
limitations may be described as follows:
(i) Limited core size (memory).
(ii) Serial mode arithmetic operation Which is carried out 
exclusively in the X, Y, Z operand register (for the 
Minic I computer).
(iii) The access time to store or retrieve (input or output) 
data from memory through software. -
and (iv) The time required to produce the identification function 
from the data obtained in an on-line test.
Pending the results of the above simulations an on-line real time 
system identification was devised and the practical aspects of the PRBS/ 
Minicomputer combination explored.
5.1 Software Simulation of PRBS Technique using a Minicomputer
A Minic I (manufactured by Micro Computer Systems) was used 
for the simulation exercise with a relatively limited amount of 
software (Ref. 104) and hardware (Refs. 105 and 106). The problem was 
to simulate the PRBS identification technique in this digital machine 
in order to predict its performance in an on-line application.
Implementation of the PRBS technique on such a minicomputer 
demanded some expertise in machine coding and assembler programming. 
Thanks are due to Mr.. M.F. Jeffrey who helped considerably 
in the early stages of the design and organisation of the 
software. ■
The software required for this particular simulation package 
is developed in the following manner:
(a) A subroutine to generate the 7-bit PRBS function.
(b) A numerical iteration to produce a first or second
order linear system response to a PRBS exciting function
(c) A software programme subroutine to calculate the
cross-correlation function as expressed by equation 4.3.
and „ (d) An integration algorithm.
The execution of the microprogramme in the proper sequence will 
give a cross-correlation function proportional to the impulse response 
characteristics of the simulated system.
5.1.1 PRBS Function Generation Subroutine ■
For the purpose of simulation, the 7-bit function produced by 
the minicomputer must correspond state for state (Fig. 5.1), with the 
PRBS function produced by the generator design in Section 4. As the 
Minic I operand registers (X, Y, Z) are 8-bit and the PRBS function 
requires only 7-bit, then the word length of the latter is compatible 
with this 8-bit machine.
I
Moreover, the Minic I can, by shifting the content of the "X" 
register (the main operand register) one bit to the right, produce the 
same effect as clocking a static shift register. The use of a standard 
masking technique, allows any bit in the X register to be isolated by 
a logical AND function (mnemonics ANI for Minic I) with an appropriate 
argument.
In this case, the wanted PRBS function is generated by using 
the ANI V 20 and ANI V 77 instruction to isolate the required inputs 
to the EXCLUSIVE OR (modulo-2 arithmetic) instruction. The
result is a single PRBS state which is stored in Minic I*s 
memory (see Appendix H for programme).
The next stage in the software programme is to calculate 
a system response to this PRBS function which is retained by the 
Minic I’s memory.
5.1.2 Simulation of Linear System Response to a PRBS
. The PRBS input function is a completely deterministic signal 
(Fig. 5.1) and the linear system response to this function is easily 
simulated in a digital computer. The function selected for this 
simulation is the following first order lag transfer function:
The PRBS function is a series of step functions of differing 
time duration. To understand the effect of the PRBS function on a 
linear system, a similar deterministic and periodic waveform, made 
up of step functions, the square waveform, is now studied. The 
Laplace transform of a square waveform is:
The output waveform of the first order system is completely defined 
by substituting equation 5.1 and 5.2 in equation 3.1:
5.1
X(s) = i 5.2
5.3
The systems output to the square waveform is defined as:-
L s . . /  1  ~  e " S T  \
+ TS) \1 + e'sTy
Y(s) = I - 1   5.*
Assuming t = 1 and T = 1:
s D - i
y(t) = K_S£S_ ( .  -sTs(l + xs)
CK )1 - 2e 1 .......... . 5.5
y (t) = Ksys ( (X " e_t)- 2 ( l  -  °'(t " 1}) f (t - 1)J •• 5-6
The waveform of the output indicates a positive step response 
followed by a negative step with an increase in magnitude by a 
factor of 2. After the first period, all consecutive periods will 
begin with the same non-zero initial condition.
The PRBS test function, which is a series of positive and 
negative steps of differing time duration, is completely deterministic 
in the same way as the square waveform. This pseudo-random binary 
function is entirely analogous to the square waveform in that the 
initial condition of all periods except the first, has the same 
non-zero value.
This being so, the software programme begins with a zero initial 
condition and the last value calculated for the systemfs simulated 
response of this period becomes the non zero initial condition of 
the following periods (Fig. 5.2). This value will be the same for
I
all subsequent periods providing the characteristics of the system 
are not altered.
The characteristics, which are well founded in the steady- 
state frequency response test, must also be adhered to with the 
PRBS test function.
Similarly, a second order system is simulated using a numerical 
technique known as Runga-Kutta Nystrom (RKN) method (Ref. 107) to cal­
culate the response to the PRBS test function'. A second order model 
of the form:
Y(s) = -----  F(s)    5.7
s2 + 3s + C -
is used to generate the response.
The second and first order responses were simulated numerically 
by the programme found in Appendix (I).
5.1.3 Numerical Calculation of Cross-Correlation Function
After obtaining the data from the numerical simulation of 
either a first or second order linear equation to a PRBS function, 
the appropriate calculation of the cross-correlation function 
between the output waveform and the PRBS must be calculated in 
accordance with equation 4.3.
The computed response is expressed by a series of equi-space 
data points with an even number of sample/PRBS clock periods. The 
cross-correlation function is calculated by multiplying the correspond­
ing value of each waveform for zero time shift and the resulting
function integrated using a Simpson’s rule algorithm. This calcula­
tion gives a single data point on the cross-correlation function. 
Varying the value of the time shift x, and repeating the above 
operation the rest of the cross-correlation function is calculated 
for the choice of time shift t .
The multiplication operation is one of the most time-consuming 
arithmetic operations to be performed by the Minic I. Since one of 
the functions correlated is the PRBS function (a two level signal) 
this multiplication is easily replaced by a simple addition or sub­
traction depending on the sign of the PRBS function.
Computing the correlation function is very time consumming 
because each time shift requires the solution of equation 4.3 (see 
foregoing Section 4) in particular the algorithm for the area cal­
culation (5 minutes for two sample/PRBS clock pulse). This is 
clearly excessive for any on-line operation with an electro-hydraulic 
velocity servo.
The problem was investigated, and a sectionalised integral 
scheme was organised so that the response of the system to the PRBS 
function was integrated for each PRBS clock period and stored in 
core. These values were summed to give the zero time shift value. 
Selecting the time shifts equal to an integer multiple of the PRBS 
clock period, the polarity of the area was altered to correspond 
to the PRBS state and again all areas were summed to give the value 
of that particular time shift. This was repeated until the time 
shift value equalled the PRBS period. This reduced the cross-
correlation time to approximately 5 msec per time shift which is 
now acceptable as an on-line testing operation. The subroutine 
organised for this is found in the Appendix (J).
The interfaces of all the subroutines were organised to form 
a complete software simulation package for a second order model.
5.1.4 D.C. Offset Correction
In Section 4.3.2. the finite d.c. offset error associated 
with the PRBS function was discussed in relation to existing theory.
In this software simulation the d.c. offset characteristic of the 
PRBS function was observed and is seen to be in agreement with this.
A subroutine was written in Minic I assembler language to 
correct the d-c offset in the impulse response which had been 
obtained from the software simulation package. The d-c bias contained 
a small fluctuation in the estimated value of the time delay caused by 
round off errors and numerical calculation. As the estimated value 
of the impulse response for a time delay equal to the PRBS period 
did not give the true d-c bias, it was obtained by averaging the 
last ten data points on the impulse response.
The appropriate algorithm used to estimate this d-c offset 
is found in Appendix (K).
5.2. On-Line Minicomputer
The on-line use of the minicomputer is currently expanding 
to encompass many different fields of application such as communica­
tion, process control and medicine. The programmable minicomputer 
with its software facilities has become instrumental in the develop­
ment of many sophisticated systems. In the past such applications 
had to be fulfilled with specially designed hardwired components. 
Since the minicomputer is providing a continual assessment of the 
system on a real time basis, it can replace these specialised hard­
wired components.
The requirements to be fulfilled by the minicomputer in an 
on-line (real time measurement) are:
Interface with system through a real time clock. 
Detecting the beginning of the PRBS period in order 
to sample and access the data using software. 
Evaluate the system’s performance against some pre­
selected criteria. ,
Generate corrective functions if required.
These problems will now be studied with a Minic I mini­
computer and discussed.
(a)
■.'(b)-
(c)
and (d)
5.2.1 Real Time System / Computer Interface
The PRBS function used to excite the system may be generated 
by a digital.computer with its own real time clock or by a function 
generator especially designed to generate this function at a chosen 
clock period. Either of these are available for a real time clock, 
and therefore the question to be answered is which of the two is 
more efficient:
(a) Minicomputer with internal clock
or (b) External hardwired clock (pulse generator)?
(a) The Minic I has to generate the PRBS function at a frequency
necessary to identify the system under test (Section 4). The
real time clock is internally organised in the computer by the
execution of a specific number of programme steps and has a
period equal to the total execution time required by the
* •
computer to perform these programme steps. Since the execution 
time of each statement may vary from one period to the next, 
variation in this basic period is inevitable (Ref. 108). It is 
necessary when using mechanical systems to increase the period by an 
integer factor which means the generation of a finite number of 
basic periods in order to obtain a longer clock-period. This 
means an increase in accumulative errors which made it 
unacceptable as an experimental clock (Fig.5.3). Moreover, the 
finite resolution obtained with this real time clock did not 
allow accurate frequency distribution in the PRBS power spectrum.
Furthermore, the Minic I.during the generation of the PRBS period, 
samples and stores the output waveform from the system under 
study. This complicates the internal organisation of the 
Minic I.
(b) The alternative is a special PRBS generator (Section M-) with 
its own real time clock which can be interfaced with the 
Minic I through its digital input/output cards. This clock 
which has an infinite period resolution, prevents error accumula­
tion with increased period value. Because of its extreme 
.:flexibility it is obviously attractive for experimental purposes.
With the use of this external real time clock, the Minic I is 
now free to process data at its own rate only to be interrupted for the 
data-logging phase (Fig.5.4). At this part of the operation, control is 
transferred to' the external generator which provides the strobe pulse 
for the sampling of the system’s output. The computer will re-assume 
its own control after one complete PRBS clock period has been sampled.
As this type of real time interface is more efficient it-has been 
applied here.
5.2.2 Sampling System Response / Data Acquisition
The minicomputer is a machine operating at the basic rate of 
its real time clock. As there is no direct access to the minicomputer ’s 
memory, the data can only be stored with Minic I assembler instruct­
ions. The software aspect of this programmable machine is now being 
applied in real time (Ref. 109). The data points are routed to
preselected core locations (LSSUM, MSSUM arrays) and stored for 
future calculations. The real time software programme is found in 
Appendix L.
During this part of the cycle, control is transferred to the 
PRBS generator which clocks the Minic for each sample of data. As the 
Minic receives the clock pulse the IOT V 16 instruction is obeyed.
If the content of "X" register is a logic "1", the data will be stored 
in core. If not, the Minic will wait until the logic "1" state occurs. 
This "I" state appears in the X register at the beginning of the PRBS 
period provided this is not the first period used to excite the system. 
After having detected this logic "1" state the Minic is now operating 
in a task which is totally dedicated to storing the data points until 
the PRBS period is terminated. The timing cycle of the hardware for 
this data acquisition stage is shown in Fig. 5.5.
The output waveform of the electro-hydraulic system is sampled
l
at a rate determined by .an external clock but limited by the repetitive 
rate of the A/D and software programme. The software programme has 
a process time of 100 ysec (a sampling rate of 10 KHZ) and this band­
width is more than adequate for this on-line analysis.
Minic I is an 8 bit machine (8 bit - bytes). The A/D converters 
used are 10 .bit units and data transfer does not involve any loss of 
information because of the Minic double bytes precision (16-bit) 
arithmetic. A maximum amplitude quantisation error of approximately 
.02% (see Section 4.3) is possible with an 10 bit word length and this 
is quite acceptable here. Therefore, the data acquisition stage 
introduced.negligible error in the data transfer to the minicomputer.
5.3 Parameters Predicting the System’s Performance
Completion of the identification is established once the 
selected parameters used to describe the performance are calculated 
from the system’s impulse response. The particular system under 
study, the electro-hydraulic velocity servo, has been accurately 
modelled theoretically and experimentally with a second order linear 
model (Sections 2, 3 and 4). Because the overall system dynamics 
are represented by a second order transfer function (equations 2.38, 
3.49 and 4.56), the coefficients relating the measured impulse 
response to system performance becomes accessible.
The assessment of the appropriate parameters with algorithms 
which lend themselves to minicomputer application will be discussed 
with their estimated accuracy.
The three parameters required to calculate the coefficients 
of the second order lag model (equation 2.41) are:
(a) d-c gain of the overall system
(b) the damping ratio
and (c) the natural frequency.
The most efficient ways of obtaining the value of these para­
meters will now be discussed.
5.3.1 Measurement of System Gain
As the Minic I is an 8 bit machine, the data must 
be scaled in order to reach the maximum accuracy in the calculation 
of the impulse response. As the cross-correlation subroutine contains 
a scale factor, the impulse response obtained encloses a total 
area which differs from the system’s theoretical gain value. There­
fore, the system gain is not easily calculated with the use of an 
integration algorithm. Before making any attempt at deriving the 
system gain from the scaled PRBS impulse response, due consideration 
should be given to a practical situation - such as on-line identification.
In practice, a hardwired divider module.would provide 
a more efficient solution to the system's gain calculations. This avoids 
the use of computer software programmes which are more time consum- 
ming. The system gain estimate is better left with a hardware solution. 
This particular problem will not be pursued here as the on-line 
features of this system are to be dealt with in Section 6.
5.3.2 Estimate of System Damping
The impulse waveform representing the system contains the 
value of the damping term. As the data describing the impulse 
response of the model is held in the Minic I’s core, a software 
programme is readily devised to assess the damping factor.
The system damping is a function of the ratio of positive 
areas to negative areas. The area estimate requires the use of some 
integration technique and, in this particular case, the use of 
conventional numerical algorithms (Simpson’s, trapezoidal and 
rectangular) is investigated for accuracy and efficient use of 
time.
' The mathematical equations which relates the area ratio to 
system damping are well established in modern control system theory 
(Refs. 55 and 57) and will therefore be used here without any 
detailed derivation.
The characteristics impulse response of an underdamped second 
order system (equation 2.41) is expressed in the time domain as:
K m  ■ _______
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The gain would be measured using hardware (Section 5.3.1), and therefore 
the value of unity will be assumed here and used in all simulation work.
Furthermore the zero crossings of this function are defined 
as: . *
U7T
tr  -- — .....    5.9
where v = 1, 2, 3, 4 ......  represents the time of the zero
crossing in their respective order of occurence. The theoretical
area enclosed by the characteristics waveform, the impulse response, 
is expressed as:
/ tufl w /*** i>+l i______
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%  “V 1 c \
The accumulated sum of the positive areas is described by the follow­
ing equation: .
* i . ”b ~2b -3b c itA+ = 1 + e + e + e +      5.11
and the accumulated Sum of the negative areas is described by the 
following equation:
a — “b . _ -b “2b -3b v c , 0A_ = e (1 + e + e + e +.......)    5.12
where b =
^  •
Dividing equation 5.11 by 5.12 gives the area ratio as:
A+ b
~  = e     5.13
A ■
Further simplification of equation 5.13 gives the damping ratio as:
V *2 + (r)j
C = ■ ■ ■        5.14
"
The above equation gives a direct estimate of the damping 
factor from the area ratio measurements.
Having stated the theory, the practical formulation of the 
computer software required for this on-line identification is now 
determined for the case of a Nyquist sampled waveform. As the 
accuracy of the damping ratio lies in the area estimate, the 
algorithm must be formulated to obtain the optimum accuracy for 
computer time. .
number of ordinates, which may be odd or even, is selected to 
describe the area. Odd and even numbers of ordinates have different 
requirements. An algorithm was designed using:
Another integration algorithm requiring investigation was the 
coarse rectangular area approximation. As the impulse response 
contained in the Minic is described by equi-space time samples, 
the positive area of the first excursion becomes:
interval t which is SL times the basic sample period), and the negative 
area has an estimate of:
Because the number of ordinates enclosing the area is
unknown prior to the system identification, the nearest integer
(a) Simpson’s rule for an even number of ordinates;
and (b) A combination of Simpson’s and § rule for an odd
number of ordinates.
K
5.18
£=0
(where A^ represents the magnitude of the ordinate sampled at time
Then, dividing equation 5.18 by equation 5.19®the area ratio becomes: 
5 K '
The accuracy of this coarse estimate is determined by sub­
tracting the numerically determined first positive area of the 
impulse response (as 'expressed by the coarse, estimate, equation 5.18)
becomes more accurate. The theoretical percentage difference in 
area estimate for three different damping values is shown in Fig. 5.6. 
Maximum errors in area estimate occurs with the rectangular 
approximation.
Actual error measurement will be discussed for both techniques 
in the next subsection.
5.20
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from the theoretical value, as expressed by the following equation
Arec 5.21
As the number of data points increases, the impulse response estimate
5.3.3 System Natural Frequency
The impulse response waveform stored in the Minic I’s core 
also contains the value of the natural frequency, which may be 
determined once the doping ratio has been calculated.
The area ratio5 together with the time to the first zero 
crossing, gives the natural frequency of the system when substituted 
in equation 5.9. Obviously the error created by the algorithm 
used to estimate the area ratio will be reflected in the damping value 
derived from it. Another possible course is to determine the time . 
interval between consecutive peaks. This value gives the damped 
natural frequency which is related to the natural frequency of the 
system by the following equation:
^ 1 ^     5,22
wn was estimated to an accuracy of ±2.6% using the first technique 
for damping factor varying from 0.3 to 0.7. The second technique 
was not as accurate, and the accuracy decreased in proportion to 
an increase in the damping term.
5.4- Experimental Results/Software Simulation and On-Line Tests
The software prpgrammes designed in this section were
organised to operate in a package in order to simulate the response of 
a linear system to a PRBS test function. A second and a first 
order lag transfer function were simulated and the results recorded 
for easy comparison with theory.
The on-line identification was carried out in a similar way
with a few minor alterations. The data generator (the numerical
solution to the first and second order equations) used in the 
simulation programme was replaced by a software sampling programme.
With the appropriate controls, the minicomputer was used to sample 
and store in core the output response of the electro-hydraulic 
velocity servo.
5.4.1 System Simulation Using Minicomputer Software
The initial simulation was performed on the first order 
lag model discussed in Section 5.1.2. The results obtained from 
the first PRBS period gave an unrelated function to the actual 
system response (Fig. 5.7). However, the second PRBS period gave 
the accurate impulse response of the system (see Section 5.1.2). 
small variations in the estimated impulse response of approximately 
.5 to 1% were measured and this fluctation repeated itself in every 
subsequent test. Further simulation was performed on a second 
order model with.this software package. Again the first period 
of the PRBS gave uncorrelated results with the theoretical system 
response, although the second period was found to an accuracy pf 
±.5 to 1% for each data point (Fig. 5.8).
The small random fluctuation between consecutive data 
points is recognised in theory since this error is a function of 
the integration technique which in this case, was a Simpson’s rule 
algorithm. Tests were performed with a coarse rectangular technique 
and variations in the estimated impulse increased to 10 and 15%. 
Therefore Simpson’s rule algorithm was used in the cross-correlation 
subroutines for all simulation and on-line tests.
The next simulation problem involved the estimation of the 
area ratio for different damping values (see equation 5.20) and 
the resulting error compared with theory.. Different integration 
algorithms were used to estimate this. Initially a software 
programme made up of the Simpson *s and § rule numerical integration 
techniques was used and the area ratio estimated within a 1% 
accuracy was obtained. However, the time required for the mini­
computer to estimate this parameter was too long for on-line 
application. Therefore a coarse rectangular area estimate was 
programmed and used to estimate this area ratio. The maximum 
inaccuracy ranged from 1% to 3%. This result was found to be 
dependent on the number of sample points used to describe the 
enclosed area (Fig. 5.9), of the impulse response.
The area ratio calculated with each algorithm (Simpson’s 
and § rule and rectangular approximation) was compared with the 
theoretical value (Fig. 5.10). The coarse rectangular approxima­
tion proved the most attractive because of its acceptable accuracy 
(approximately 3 to 5% with two samples per PRBS clock pulse) and 
its shorter computer time requirements.
5.4.2 On-Line System Identification using Minicomputer
In order to make an on-line PRBS identification using a 
minicomputer the subroutines developed for the simulation exercise 
were reorganised around a data logging software programme. (See 
Appendix N for on-line PRBS package). The Minic I with its input/ 
output peripherals (such as A/D converters and digital input/output 
cards) was set up to run this on-line package (Fig. 5.4).
The 7 bit PRBS generator used (Section 4) had its clock period 
set in;accordance with the criterion established in the previous 
section (4.2.3). This served to excite the electro-hydraulic 
velocity servo and simultaneously provided an interrupt flag to 
synchronise the minicomputer's data logging cycle with the PRBS 
generator. A typical response of the electro-hydraulic velocity 
servo sampled by the minicomputer is shown in Fig. 5.11.
The first test performed with the on-line minicomputer 
yielded a system response which contained amplitude variation of 
±30% of the maximum peak throughout the PRBS period. Averaging 
a further five test responses failed to produce any improvement.
In the same way a test set up using a hardwired correlator 
(Hewlett-Packard 3721A) was equally unsatisfactory. (Fig. 5.12)
The hydraulic rig was then checked and fluctuation in the supply 
pressure from the variable delivery pump was established. Adjusting the 
compensator to a setting of 1600 psi stabilised this unit and 
subsequent results were entirely consistent. A comparison of an 
on-line minicomputer identification with the hardwired correlator 
is shown in Fig. 5.13.
Tests were performed about null for 3% rated input (PRBS).
The results obtained for a single test and five tests averages were 
compared with Section 4 (Fig. 5.14).
5.4.3 Conclusion
The software programmes designed for an 8 bit - bytes 
minicomputer were found to give an accurate on-line identifica­
tion using a 7 bit PRBS sequence. Results obtained with the 
minicomputer software were shown to agree with earlier test 
results performed using a hardwired experimental set-up.
In both cases the sequence was selected in accordance with 
the criterion formulated in Section 4.2.3.
It should be noted, however, that averaging of not 
less than five tests was necessary to estimate the system 
parameters in the time domain. As explained in Section 4.3., 
this was to be expected because of the inherent system 
noise in the system response. The mean time required to 
obtain the identification of the system based on five averages 
was 5.4 seconds. This estimate of the time requirement was 
obtained with the minimum of two samples per PRBS clock pulse 
throughout these on-line tests.
Programming facilities were found to be limited by the 
core memory paging organised in the minicomputer. Any 
software utilities such as FPP, FPPIO, and FPI, must be 
contained within the same chapter of core as the executive 
programme. As a chapter basically contains 4K bytes of space.
these utilities drastically limit the available programme 
space. The results means a less efficient software organisa­
tion. This could be improved by limiting the number of }
functions contained by each utility to the bare requirements.
However, without a specially designed programme 
arrangement, the machine can be seen as limited for on-line 
PRBS work.
In Section 6, a practical application of of fast on-line 
identification using the minicomputer is presented.
SECTION 6
AN ADAPTIVE CONTROLLED APPLICATION 
USING P R B S / P 1 I N I  COMPUTER
6. An Adaptive Application Based on a Computer Controlled Identification
The electro-hydraulic velocity servo studied in the foregoing 
sections had a damping factor which was a function of the input step level. 
The damping coefficient may be controlled by using some type'of adaptive 
control technique. This basic idea will now be used to formulate an 
adaptive control loop using a computer controlled PRBS identification.
The purpose of this Section is to demonstrate the feasibility 
of a computer controlled identification used as the basis of an adaptive 
control loop for the electro-hydraulic speed servo. The method used was 
to vary the loop gain in response to on-line damping ratio calculations 
from the impulse response. It must be strongly emphasised that gain 
variation was chosen only for convenience and is contrary to normal 
servo closed loop design practice, where high gains are usually maintained 
from considerations of steady-state accuracy of the system.
6.1 The Synthesis of An Adaptive System
I
The adaptive control loop is the combination of the following 
control functions listed as they occur in the course of the operation
(i) Identification - measurement of system characteristics, i.e. 
impulse response, step response, etc.
Decision - the evaluation of the system performance with respect 
to the selected requirements, 
and
Modification -the adjustment of the system parameters derived 
from the previous functions (i) and (ii). '
(ii)
(iii)
The identification was performed with a computer 
controlled PRBS identification (see Section 5) which gave 
an on-line impulse response function. The immunity of this 
identification technqiue to system noise make it more appeal­
ing for adaptive control system application than conventional 
techniques which are more sensitive to the inherent noise of 
the system.
The next function to be performed in the fulfilment of an 
adaptive loop is "decision". The selection and generation of an 
index of performance (IP) is established from the characteristics 
of the system measured in the identification process. In the 
present study the IP was defined as a mathematical function of 
impulse waveform measured for the system under test. Furthermore, 
the IP was related to the parameter of interest, the damping ratio 
which was a function of the-area ratio of the impulse response 
(Section 5). The IP used in this study is based on the Anderson- 
Buland-Cooper method known as IRAR (Ref. 82).
Finally the adaptive loop was completed by making the 
necessary modification to the system. This called for adjustment 
in system gain which would accommodate any damping variation in 
the electro-hydraulic velocity servo. A gain control amplifier was 
interfaced with the minicomputer to provide the necessary gain adjustment.
This adaptive control loop, although simple, was constructed 
to show that the PRBS identification technique performed by a mini­
computer was feasible in this type of operation.
6.2 Performance Criteria - Selection and Generation
Many different types of IP’s were developed to produce 
a specific type of adaptive system (see Section 1). IP’s based 
on a single number are particularly helpful and convenient in 
the evaluation of a system’s performance because they greatly 
simplify the modification stage.
IP's can be constructed so as to indicate the direction 
and the degree of adjustability required to attain the pre­
determined value of the control parameter.
The type and generation of IP required for this adaptive 
control application is now formulated.
6.2.1 Selection of an Index of Performance
The ideal choice of IP is based on the following three
qualities:
(a) Reliability - the repeatability of the measurement
within fixed limited.
(b) Selectivity - ability to arrive at a well defined
operating point.
and (c) Applicability - links the desired performance to
the system’s actual operation.
The PRBS technique gives the performance of the system in 
terms of its impulse response. The damping factor of a second 
order model (as shown by equation 5.14) depends on the ratio of 
positive to negative areas, which are enclosed by the measured 
impulse response. Therefore, the index of performance in which 
we are interested must give a number which expresses the degree 
of performance from this area measurement. o -
In this particular case, the IP relates the value of system 
gain to the area ratio estimate. The generation of this IP will 
be discussed subsequently.
6.2.2 Generation of IP in Minicomputer
The system must be adjusted in accordance to an IP determined 
by the following mathematical function:
ip = K = 2'yr- T ~rc . . . . . ••••. . . . . . . . . . .....6.1a M - 1
Where is the required adjustment and M is the measured value of
the system’s gain. 2.63 is measured from experimental data to 
satisfy the experimental damping ratio of 0.7 to give an IP of zero 
when the value of M is substituted in the above expression.
Initially, the damping factor of the system is dependent 
on the level of the input step. The experiment results in 
Fig. 6.1 show the damping factor of.the system measured for a 
number of different gain settings using a conventional step
response test. The function which describes the system gain with 
respect to damping shows marked non-linearity. None­
theless, the IP should maintain the required accuracy.
Having established the dependency of system damping on 
its gain setting for this particular electro-hydraulic velocity 
servo system the IP is now calculated which yields the desired gain 
setting for the optimum damping 0.7 (see Fig. 6.2).
This IP is dependent on the gain M which relates the area 
ratio measurement to the system gain. The empirical function is
A
M = 0.121 —            6.
A
which includes a factor 0.121 which is calculated from the 
linear part of the gain versus damping curve (Fig. 6.1) for this 
system. The IP is estimated directly by substituting the value 
obtained from equation 6.2 into 6.1.
Because the setting will be calibrated as a linear relation 
with K^j the system should obtain the desired value after one cycle 
of the adaptive loop. When K is zero, the damping is 0.7. If3L
any disturbance occurs, the value will change in sign and magnitude 
providing signals which will readjust the parameter through a hard­
wired module (see Section 6.1.3). The selectivity of this function, 
with an operating point of zero, facilitates the generation of the 
adaptive signal for the gain control amplifier.
6.2.3 Modification of System Gain
As a consequence of having an Index of Performance the 
systems can be readily adjusted to attain the desired level of 
operation. In order to effect this change a hardwired gain con­
trol amplifier module has been designed. This amplifier was made 
to comply with the following specifications:
(a) Gain control to be TTL compatible;
(b) Range of gain variation to be from 1. 6% up to 400% (Fig. 6.
and (c) The bandwidth of the module exceed the bandwidth of
the system by one decade of frequency.
The design of the gain control amplifier module is centred 
around a linear integrated circuit (741 - operational amplifier) 
which is used in its summing mode. This allows the input to be 
weighted with certain selected values of resistance. The proper 
value of resistance will be switched in the summing junction of the 
operational amplifier with the appropriate address from the Minic I 
to give the required gain value (see Fig. 6.4.). The gain control 
amplifier which was designed with rack mounting facilities (Fig.
6.5) met the three specifications mentioned above. The complete 
adaptive loop, including the gain control amplifier, are shown in 
Fig. 6.6, for experimental tests with the velocity servo in open- 
loop.
6.3 Adaptive Loop Providing Constant Damping of an Electro-
Hydraulic Velocity Servo
The different constituents required to form the adaptive 
loop were discussed at the b;eginnning of this section. These 
elements (identification, decision and modification) are brought 
together to term the adaptive loop. This section serves to 
evaluate the performance of the PRBS/minicomputer application 
as a major and fundamental part of an adaptive loop. The accuracy 
and time involved in performing an adaptive task are the primary 
characteristics requiring evaluation.
6.3.1 Experimental Results
The experimental test was set up as shown in Fig. 6.6.
The step input was selected at a value of 34% of the rated input 
to servo valve (in this case 7.5 ma). For this system, the damp­
ing factor of 0.4 was estimated with an inertia load of 0.0432 
in-lb-sec2.
Before closing the adaptive loop, a PRBS test (set up as 
in Section 5) was performed on the electro-hydraulic velocity servo 
^without the gain amplifier and the impulse response recorded as 
in Fig. 6.7. Closing the adaptive loop and repeating the test, 
the gain amplifier received a modifying signal in 5.639 secs.
The impulse response measured after this adjustment was plotted, 
in Fig. 6.7 for purposes of comparison. The repeatability of 
the test was found to be better than ±3% - the time needed for the 
PRBS generator and minicomputer to synchronise for the data logging
stage.
The damping ratio achieved with this particular set-up 
was estimated to have a value of 0.68.
All system measurements performed up to this point were 
based, on an impulse response described by 126 time delays. Further 
tests were run with the last 86 time delays removed from the soft­
ware. These delays were not calculated using the cross-correlation' 
technique and therefore not averaged. This software modification 
speeded up the impulse response estimate by concentrating on the 
delays required to estimate the performance of the system. The 
time for the self adaptive loop to complete an adjustment was 
reduced to 1.2 secs with a corresponding increase in synchronisa­
tion time, from 3% to 6%.
6.3.2 Conclusion
‘The use of a PRBS test function to perform the basic 
•identification stage of an adaptive loop (see Fig. 6.7 for details 
of PRBS test results) was found to have an accuracy of ±3%. The 
optimum damping ratio was selected as 0.7 and within a time interval 
of 5.639 secs the damping ratio was corrected from its initial 
value of 0.4 to 0.679, In addition, a slight modification in the 
software produced a decrease of 80% in the adjustment time.
A very significant decrease of 80% in the time required to 
produce the adaptive loop was achieved by concentrating the cross­
correlation calculated on the first twenty time delays (one time 
delay equals one PRBS clock pulse) of each test. Clearly an
improvement in the time required to calculate the identification 
stage was to be expected because the amount of data points being 
processed was reduced from 126 time delays to 20.
The adaptive loop was found to maintain the damping of the 
system at 0.7 ± 3% with time intervals corresponding approximately 
to nine times the settling time of the system.
The minimum number of PRBS tests averaged at this stage was 
set at five. Adaptive loops with less than five averaged tests were 
found to lose accuracy in the final adjustment of the loop. Errors 
varied from as much as 80 to 31% with less than five average tests.
Although the identification processing time using the mini­
computer on-line could have been reduced if a larger machine had 
been available, the tests on the simple adaptive gain loop demonstrated
that the control algorithms were feasible and that there were no major
*
inter-facing problems. In a practical adaptive loop, gain would not 
be varied as it would be detrimental to system accuracy, but rather 
a derivative feedback term would be modified in the closed loop 
system. For the speed control system this term might be mechanised 
by measuring the pressure drop across the hydraulic motor load ports.
SECTION 7
DISCUSSION WITH SUMMARY OF CONCLUSIONS
7. Discussion
A study of existing identification techniques used by Fluid 
Power Engineers to synthesise the transfer function of electro-hydraulic 
drives revealed that no form of on-line identification method has been 
employed. Up to the present, adaptive loops were formulated on electro- 
hydraulic drives by using a direct estimate of the system’s parameters 
without referring to its characteristic fUnction-impulse response. This 
thesis has been concerned with an investigation of a suitable on-line 
identification technique for electro-hydraulic velocity servos.
Initially, the transfer function of an electro-hydraulic velocity 
servo was synthesised from experimental test data obtained with frequency . 
and step response tests. The transfer function was fitted to this data 
using a complex curve fitting technique which showed agreement to an 
accuracy of ±1%, (see Section 3). So far identification of the electro- 
hydraulic velocity servo was achieved using classical techniques. The 
experimental model obtained in Section 3 was in close agreement with the 
theoretical model of Section 2 except that the experimental model included 
a time delay which was not anticipated in the theoretical model. The 
model obtained from the experimental data gave an accurate estimate of 
the system’s dynamic performance and therefore could be used as the basis 
for comparison with confidence to assess the accuracy of other types of 
identification technique.
An on-line identification technique which could possibly have been 
of some use was one based on statistical analysis. A pseudo, random 
binary sequence (PRBS^which is a test signal that has similar characteristics 
to a white noise signal although described by a completely deterministic 
function was applied here in the identification of an electro-hydraulic 
velocity servo. .This on-line identification technique allowed the impulse 
response of a.linear system to be determined by the use of the convolution 
integral. Although it did not allow the step response to be determined 
directly, the fact that a frequency response and transfer function could be 
synthesised implied that this information w'as indeed available. In fact, 
a single PRBS.test supplied sufficient detailed information to give the 
frequency response and transfer function of the system. However, a 
visual inspection of a single PRBS test result did not allow the system 
characteristics to be assessed directly because of some slight distortion 
created by errors in the technique (see Section 4-). The noise content 
of these tests was reduced by averaging a finite number of impulse response 
tests. As found during the experimental stage, a minimum of five tests 
was required to eliminate the noise content and this allows the system 
damping and natural frequency to be assessed directly.
. For true impulse response measurement the system must be linear, 
so clearly the input current must be such as to operate the valve out of 
its dead zone and saturation region. This was achieved by superimposing 
the PRBS signals on a D-C level of 0% and 60% full scale deflection. With an 
amplitude as small as ±3%, accurate transfer functions of the system were 
synthesised from the PRBS data. Furthermore, the superimposed PRBS 
signals gave the same characteristics as the conventional type of dither 
(selected sinusoidal) used to reduce valve non-linearities. Therefore
this PRBS test function reduced the conventional test and dither signals 
to a single test function which combined both-' - test signal and dither.
This added advantage simplifies the servo loop because the usual form of 
dither signal is derived by added circuitry in the servo amplifier. A. dither 
signal is easily introduced by making the appropriate choice of PRBS 
test signal for the identification.of the system.
After the identification of the electro-hydraulic velocity servo, 
the technique was used in conjunction with a minicomputer. The PRBS 
technique was programmed in an 8 bit minicomputer with the use of the 
relevant software utilities available from the manufacturer. The software 
developed for this on-line identification technique had to be placed in 
core so that any of the utilities such as FPP, FPI and FPPIO, must be 
contained within the same chapter. This is expected since an 8 bit 
minicomputer requires a limited paging address. The size of the utilities 
limited the amount of core available to the programmer. Although the 
amount of core available can be increased by modifying the MC’s software, 
this would require a specialised programmer to make the appropriate 
alteration to FPP, FPPIO and FPI. Within a limited amount of programme 
space, results of on-line identification as well as an adaptive loop 
were obtained on an electro-hydraulic velocity servo. The accuracy of 
the impulse response obtained with the minicomputer was comparable to the 
accuracy achieved with the hardwired experimental set-up.
Having obtained an impulse response for the electro-hydraulic 
servo using a programmable minicomputer, an adaptive loop was organised 
around this PRBS/minicomputer-with the electro-hydraulic velocity servo 
in open loop. This served to show the viability of such a combination 
for an adaptive loop controlled by an on-line minicomputer with previous work.
The performance of the PRBS/minicomputer combination could be 
further explored if the efficient software organisation of a larger 
minicomputer (16-bit) were available. This would allow a more complex 
and yet more complete adaptive loop to be formed with the use of the 
PRBS/minicomputer technique in combination with a "sensitivity function", 
(the relation of the transfer functions coefficient to the impulse 
response). The usefulness of this technique could then be extended to 
several practical applications such as on-line dynamic testing or the 
formulation of a complete adaptive loop.
The linear compensation required for certain types of servo system 
could be programmed in the minicomputer. In this case linear compensation 
is inadequate in forming an adaptive control loop because the system 
is conditionally stable; non-linear compensation technique could be 
considered for a closed loop adaptive system by using a control algorithm.
In summary, the availability of such a powerful on-line 
identification technique enables the dynamic performance of a loaded 
hydraulic servo to be measured under normal -operation (which has not 
been possible in the past). Furthermore, the use-of the PRBS identifica­
tion of an electro-hydraulic drive under the control of a minicomputer 
can be foreseen as a useful technique in the development of a variety 
of new industrial applications of hydraulic servos.
7.1 Summary of Conclusions
Following the" historical review in Section 1, a model was 
established in Section 2 from which tests were performed and 
described in Sections 3 and 4.
Having synthesised a model of an electro-hydraulic velocity 
servo from experimental data, it was demonstrated by classical 
methods that the identification of the transfer function of a 
servo system was a reliable experimental model. This mode, 
furthermore, may be used as a standard basis of'comparison for 
results arrived at by any other means of identification technique.
In Section 4, it is shown that the PRBS (Pseudo-Random 
Binary Sequency) test can serve as an available method of on­
line identification for a complex electro-hydraulic servo drive, 
even in the presence of a small non-linearity. In this case the 
PRBS signal, selected to comply with the bandwidth and the damping 
of the systems under test, presented an acceptable degree of 
accuracy in providing impulse responses which were well within 
the range of tests conventionally applied in the field of Fluid 
Power Control. Although the impulse response derived by means of 
the PRBS technique showed marked distortion, its frequency content 
proved to be no less accurate than the results of conventional 
tests. It was found necessary to draw an average of at least 5 
impulse response tests in order to arrive at an accurate measure- 
ment of the system’s specification (damping and the damped 
natural frequency).
In programming the PRBS technique in a minicomputer, the 
same degree of accuracy was established, although the 8-bit mini­
computer used for this test proved inadequate because of its 
restricted programme space.
In Section 6, it is shown that the PRBS/minicomputer provides 
a most efficient method of forming an adaptive control loop for 
an electro-hydraulic velocity servo. An optimum time of 1.2 secs, 
was measured in making a correction of the damping term once the 
system was started. Although, the method requires approximately 
10 times the settling time of the electro-hydraulic velocity servo 
under test, its usefulness as an adaptive loop has still great 
potential.
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Appendix A
Electrical Torque Motor
(
This unit is a permanent torque motor which is sealed 
off from the fluid supply to the first-stage hydraulic amplifier. 
The dry type of torque motor has a greater life expectancy because 
the air gaps are not subjected to ferrous contamination generally 
found in the wet types available. The torque driving circuit is 
connected to the coils of the motor in parallel and each coil 
carries half the rated current of the torque motor. By Kirchoff's 
second law the potential drop around the circuit for only one • 
coil is:
V. - i R = R (i/2) + K ~  + L - ~ p  +  A1i s c  bl dt c dt dt
But the coils are connected in-parallel, and the self inductancet
equals its mutual inductance for such a configuration. Therefore:
R
V. = R + ~  i + K, . S 0 + L S...................   A2
i s 2 bl c i
The torque motor design is linear within the limit ± ipate(j' 
This linearisation is defined by the following equation:
Td = Kt x + Km e A3
Summing the torque on the armature.
T = J —  + B —— + K 0 + Tt  ....... A^
d a a dt a Ldt'1
Substituting
KjJl = J —  + B +0 (K - K ) + Tt  ..... A5T? ' a ,, o a dt a nr Ldt^
In order for this unit to be stable the mechanical spring constant
of the armature must exceed its magnetic spring rate, that is
K - K > 0. Dividing equation A5 by KL and taking the Laplace 
a m  x
transform gives
J B K - K Tt
i = ~  S2 0 + -jr1 S 0 +  s 0 +     A 6
J'rp *np ■‘Vp ■‘Sp
Substituting equation A6 into A1
■ /2R + R \ /J B K - K Tt \
- ( - v 1+lc s)  s2 e+^ s 6 +^ e + i r  s  se- AT
The mechanical damping of the torque motor is very small compared to 
the back emf effects, and therefore becomes negligible in.this 
analysis. Transposing the load term then:
Tt /2R + R \ / 2R + R \ /J K - K \
Vi ~ ( 2 ~  + Lc S) = ( 2 + Lc SJ S2 0 + 9j
+ S 0 ........................................A8
2
Expanding equation A8 and mutiplying each side by ~ ^  1 gives
s c
2V. Tx / 2L \ / 2L J J
v r " k t  f1 t s r r V s) = - s3 + - s2
c T \ s c / \ s2H + R Km V 2R + R I -2R + R  L  K™ s \ s  c T IF
+ Bo \  ;<T Lc / *T 7
+ ^  - ~ l + ^  I s + —  S.. |6    A9
2R ■ + R
Substituting toa = —    9 and Km Lc = .K^, (by definition)
c
2Krp /K
with K ±  " (2R + R )(K - K ) and “ml
v s c a m w a
v. - P -  1i i IK - K /_______ \ a m/
K, V ~ ( ~  ±p ~  ] l + S/ a
a  A10
0 =
S3 + S2 + S + 1
0) 03 2a ml
This model describes the dynamic of the torque motor.
APPENDIX B
Flow Diagram of Computer Programme 
used to Evaluate Transfer Function 
'from Frequency Response
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APPENDIX C
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APPENDIX D
Computer Flow Chart for FFT Algorithms
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APPENDIX F
Theoretical Transfer Function from Manufacture Data
The data obtained from the manufacture for the servo-valve are 
listed as follows:
Moog Series 76 Flow Control Servovalve Type 76-134
Rated Flow (at 1000 Psi Pressure drop) 38.5 in3/sec
Rated Differential Current 15 ma
Coil Resistance 200 U  ±12%
Coil Inductance 0.8 Henry (approx.)
Supply Pressure 100 psi - 3000 Psi
Flow Gain Non-linearity Vary from 50% to 200% of its
rated valve for ±5% of rated 
current.from null
Null Pressure Gain Normally greater than 30% of
supply pressure for 1% of 
rated current and can be up to 
80%
Maximum Null Shift 2% for 40°C Temp. Change
2% for supply pressure change, 
from 80% to 110%. f o r  back 
pressure change from 0 to 20% of 
supply pressure
Hysteresis less than 3% of rated current
(<.45 ma)
Null Leakage less than 3% of rated flow
Resolution less than 0.5% of rated signal
without dither. If dither is 
used peak to peak amplitude less 
than 20% of rated current is 
recommended.
Torque Motor - Spool Valve Data (Series 4551)
Torque Motor Gain „ 0.02 lb-in/mA
Natural Frequency Armature Flapper 600 HZ
Damping Ratio 0.5
Armature Flapper Stiffness 90 lb-in/inch
Nozzle Flapper Flow Coefficient 140 in3/sec/inch
Feedback Wire Stiffness o 6.5 lb-in/in
Spool End Area 0.077 in2
Maximum Flapper Displacement 0.0012 ins
Maximum Spool Displacement 0.02 ins
The Manufacture Data for the Axial Roller Vane motor is listed . 
as follows:
Manufacture (WSI Washington Scientific Industries Ltd.)
Model N® 25 (Dowty Package N° 4554-134)
Displacement 2.5 in3/rev
Inertia
Torque 0.397 lb-in/psi
Volume of Oil Under Compression 1.25 in3
Maximum Continuous Pressure Rating 2000 psi
Maximum Intermitted Pressure Rating 3000 psi
Theoretical Power at Continuous Rated 
pressure 18.9 . hp
Theoretical Input Flow 16.2 gal/min
Motor leakage Characteristic 0.8 in3/sec/1500 psi
Temp. Range -40°C to +70°C
The theoretical transfer function is now calculated from the 
manufacturer’s data.
Motor displacement:
D = m
Contained volume of oil:
= Volume of chamber + Volume of manifold + Volume 
of Parts
V =1.25 in3 + 4.22 in3 + 4.5 in3 
= 9.97 in3
Inertia of Motor:
WK2 = 10.1 lb-in2
\Zlnertia1
i rm  = *  ■ ■ 1 * ■where K = radius of gyrat on m
„ 2 i r .K - g = g 
m w
I = 0.0262 lb-in-sec2 
g
Motor leakage flow is 3% of rated flow
Valve radial clearance = .0001 in 
Petroleum base fluid (Shell Tellus 27)
p * .78 x 10 k(lb-sec2\ . /
The effective bulk modulus of the system was calculated as 
26,600 psi. This low value is caused by the flexible connecting line 
used to supply the package. The viscous drag of the motor is obtained
from Fig. 3.4. ^0.646
The substitution of this data into equation 2.59 and 2.60 yields 
the theoretical transfer function. (Equation 2.60).
APPENDIX G
3rd INTERNATIONAL FLUID POWER SYMPOSIUM 
9th-11th May, 1973 Turin, Italy
) ' V
A COMPARISON OF TRANSFER FUNCTION IDENTIFICATION METHODS 
FOR AN ELECTRO-HYDRAULIC SPEED CONTROL SYSTEM
\
G.A. Parker, Ph.D.
Y.C. Desjardins B.Sc
Department of Mechanical Engineering, University of Surrey, U.K.
Summary.
The classical frequency and step response* methods of system 
identification are compared with a random input signal technique, based 
on the autocorrelation of the system response with a pseudo-random binary 
signal (PRBS). Results are presented substantiating good agreement 
between the three methods when identifying an electro-hydraulic system 
and the PRBS method is shown to be useful for rapid identification despite 
system non-linearities.
LIST OF SYMBOLS
viscous damping coefficient of motor and load 
volumetric motor displacement/rad. 
test and clock frequency 
bandwidth
total inertia of motor and load 
servo-amplifier gain 
tacho-generator gain 
valve flow gain
total flow pressure coefficient 
hydraulic stiffness ' 
sequence length
number of stages in PRBS sequence 
La Place operator 
sequence time interval 
total contained volume of the motor 
effective oil bulk modulus 
system damping ratio 
transport time delay 
system natural frequency
1. Introduction
Electro-hydraulic servodrives have been used in the last two decades 
for a wide variety of analoge control systems due primarily to their high 
power-weight ratio, inherent stiffness, good low speed characteristics and 
fast dynamic response. They have been regarded as rather sophisticated and 
expensive components but this concept is now slowly'changing due to a wider 
acceptance in industrial systems applications such as plastic injection 
machines, earth moving equipment and so on.
Early literature (1-4) on the analysis of valve controlled hydraulic 
servos was concerned with the development of linear models using small 
signal analysis to overcome the inherent non-linearities of the valve orifice 
equations. Various authors, including Rausch (5), extended the analysis 
to large signal changes and other non-linearities have been analysed, mainly 
for valve-cylinder combinations. These include cavitation effects in the 
oil, oil compressibility, friction, leakage and servo valve lap (6-1L).
Similar analyses have been carried out on valve-motor combinations (12-15) 
although less comprehensive than for cylinder drives due to the large 
variety of motor configurations. Typical non-linearities in electro-hydraulic 
motor systems are saturation, hysteresis and deadband in the valve, cavita­
tion, friction and flow discontinuities in the motor.
The classical approach to identifying hydraulic servo transfer functions 
has been mainly concerned with the application of frequency response 
techniques and to a lesser extent step response tests. The purpose of this 
paper is to compare these classical methods of system identification with
i
the use of pseudo-random input signal techniques in relation to electro- 
hydraulic servomechanisms.
2. System Identification
When an input signal R(t) is applied to a linear system having a 
frequency response G(w) and output response C(t) we find that the three 
quantities-are inter-related. If R(t) is written in terms of its harmonic 
content R(m), then by means of the Fourier Transform:
; i  T
27r /•/—a
R(t) _ - ,’+“ R(o))e10it do)    .G.l
As the system is linear, each harmonic component R(m) produces an output 
component G(m).R(to) so that:
. i f
27T J
CO
-H30 .
C(t) = ~  I R(to) G(a))elW da) ..... G.2
-Equation (G.l) may be inverted to give:
- r•'-co
R(w) = I R(t)e”1Wt dt
which may be substituted in equation (G.2) to give:
r-f-00
C(t) = I R(t - t) H(t) dx ........... G.3
-00■ L
, ± r
27r /
♦/— OC
+00
where H(x) = I G(a))e^a)T dw  G.4
Inspection of equation (G.3) shows that H(t) is the impulse response 
of the system and equation (G.M-) indicates how it is related to the system 
frequency response. A linear system may therefore be represented either by 
its frequency response or its impulse response. As an alternative to the 
impulse response a unit step may be applied to the system so that the output 
would be the integral of the impulse response. Both the frequency response 
and step response methods suffer from experimental limitations. A sine wave 
signal provides only one point at a time on the frequency plot of G(aj), 
although each point should be relatively accurate as it is averaged over many 
cycles, which therefore requires a large number of experimental points to 
adequately describe the system response. In many cases this is a lengthy 
process. In contrast the step or impulse response provides all the informa­
tion in a single test. However, any noise present in the system is also 
recorded and cannot be removed except by filtering or averaging of the 
test signal.
A method of testing a system between the two extremes of low accuracy
t
and short experiment (step response) and high accuracy and long experiment 
(frequency response) is offered by exciting the system with random input 
signals. Such signals are non-deterministic and hence only the power present 
in each harmonic component is well defined, requiring analysis by the use 
of correlation methods.
The present value of a signal x(t) influences its value in the future 
at some time t . In other words x(t + t )  is dependent upon x(t) and a 
statistical measure of this dependence is given by the auto-correlation 
function <f> of the signal, where: .
X X  ■ ■ .
In a similar way it is possible for one variable x(t) to influence the 
future behaviour of another variable y(t) on a statistical basis. A 
quantative measure of this interdependence is provided by the cross- 
correlation function 4 ^  of the two signals, where:
/+T x(t).y(t + t ) dt ................... G.6
_T
Substituting these relationships in (G.3) gives:
■ >+"
4>rc(t) = I H(t).4>RR(T - t) dt  ----................... G.7
%/—00 •
} . - '
If the random input signal were a true white noise it would have an auto­
correlation function represented by a delta function at the origin, soKK
that equation (G.7) simplifies to:
4>rc(t) '= H(t )  ............    G.8
In other words when white noise is used as an input signal the impulse 
response of the system is given simply by the cross-correlation of the input 
and output signals. Even so experimental measurements would be required 
over a significant period of time to obtain a satisfactory impulse response. 
In addition it is very difficult to generate a genuine white noise but this 
may be greatly offset by the use of pseudo-random binary sequences (PRBS) 
which also allow a simpler measurement of the correlation function.
All the methods briefly outlined above may be applied rigorously to 
any linear system and interpreted to a certain extent for many non-linear 
•systems. For the purposes of this paper, attention is centred on a comparison 
between the different techniques applied to an electro-hydraulic servo 
motor unit. The system consisted of a Dowty Series 76 servo valve controll­
ing a W.S.I. No 25 Hartmann type motor, the main details of which appear . 
in Appendix 1. The electrical voltage input was fed into an operational 
amplifier with a high output current characteristic suitable for driving the 
servo valve torque-motor coils. In the steady state, the servo valve dis­
placement was proportional to the coil current which in .turn was proportional 
to the input voltage. The resulting oil flow through the valve caused the 
motor output shaft to rotate at essentially constant speed. This was sensed 
by a permanent magnet tacho-generator whose output voltage was proportional 
to angular shaft velocity. Normally the tacho-generator output voltage would 
forms part of the feedback loop to improve the system speed control character­
istics but all the tests described in the paper were conducted under open- 
loop conditions with inertia load conditions as shown in Fig. 1.
3. Linear Model Representation
An open loop linear transfer function for an uncompensated electro- 
hydraulic servo motor may be derived assuming that the dynamic characteristics 
of the electrical components give bandiwdths in excess of any. of the mech­
anical or hydraulic components so that they may be neglected. This assumption 
may need some qualification in practice as the time constant of the torque- 
motor coils is often significant. Merritt (16) gives the open loop relation­
ship between output speed and input voltage for inertia conditions as:
where
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It is assumed that the servo-amplifier and torque-motor have a com­
bined dynamic performance which has a negligible effect on the overall 
system response. In practice it is often found that a better approximation 
is a first order lag term with a time constant determined by the load 
resistance and inductance of the torque-motor coils. With good design this 
time constant can be made sufficiently small to be outside the bandwidth 
limitations imposed by the hydraulic components.
The experimental term in equation (G.9) represents the trans­
port time delay of the input signal through the system. This is usually 
omitted in classical linear analysis as the effect is quite small and is 
rather cumbersome to analyse.
4. Frequency Response Tests
Frequency response tests were carried out on the servo-motor with 
various inertia load conditions. Data was obtained for the input voltage 
to the torque-motor and for the output voltage from the tacho-generator, 
representing the output shaft velocity. A Solartron 1601 Transfer Function 
Analyser was used to produce the frequency response-information with an 
overall accuracy of better than ±0.5%. A typical set of curves at a 
nominal 32% rated torque-motor current are given in Fig. 2, showing the 
effect of changing from no-load (2.97 x 10“3 N.m.s2) to maximum inertia 
load (7.87 x 10”3 N.m.s2) conditions. The response indicates an approx­
imately second order lag response with the natural frequency decreasing 
from 20 HZ to 15 HZ as the load is increased through its range.
The usual procedure is to compare the theoretical model with the
experimental data to observe the closeness of fit. On a more general basis
it is possible to synthesise the linear transfer function represented by
the frequency response data using the curve fitting method proposed by
Levy (17) and generalised by Zaman (18). Using the data from a frequency
response test with an inertia load of 4.89 x 10”3 N.m.s2 the closeness of
fit for the theoretical model given by equation (G.9) is compared in Fig. 3
with the best second order synthesised transfer function using Levy*s method.
No allowance for transport time delay is made for the theoretical model
>
as it would be very difficult to assess. It is also common practice to use 
a Pade approximation for transport time delay and so a third expression 
was derived from the fitted transfer function to reduce it to a more usual 
form together with the exponential term. All three transfer function 
representations give a satisfactory correlation with the data up to the
natural frequency but the phase diagram representation at high frequencies 
was more accurate for the fitted transfer function. The synthesis method 
also has the advantage of being capable of increasing the order of the 
transfer function to produce any desired accuracy to fit to the data. The 
three transfer functions obtained were:
0)
m 0.55 (linear theoretical model) ..... G.14
Vi 1.00 + 4.56 x 10”3.s + 4.50 * 10”5.s2
_ 0.548 - 3.23 x 10~3.s + 1.00 x 10~6.s2 (second order synthesised 
Vi 1.00 + 4.40 x 10”3.s + 4.40 x 10“5.s2 model)
^m _  0.548.e 0*00166s (synthesised model with
Vi ’ 1.00 t 4.40 X 10-3.s + 4.40 Xk>-5,s2 Pada approximation)
...... G .15
G.16
Note that all three models and also the frequency response test procedure 
deliberately exclude non-linearities so, in principle, good agreement between 
model and experiment could be obtained without recording significant hystern 
non-linearities.
5. Step Response Tests
Although the step response contains all the information about the 
dynamic characteristics of the system under test, the simplicity of the 
test must be treated with caution as unwanted noise is also transmitted.
In the system investigated major noise sources might be the tacho-generator, 
acoustic motor noise, motor ripple, and so on, which may conceal the simple 
step response. Since the noise is random in nature-the required information
Fig. 4 shows step response results for the electro-hydraulic system 
under no-load conditions. The first figure shows the rather noisy response 
together with 95% confidence limits, obtained from a single test while the 
second and third figures show the results of averaging six and thirty tests 
respectively. AS the step response is available in digital form for these 
tests, Fourier transformation techniques may be easily applied with the aid 
of a digital computer. In particular the use of a Fast Fourier transforma­
tion based on the Cooley-Tukey procedure (Ref. 19) is very efficient in 
generating the frequency spectrum. The synthesis is then at the same stage 
as the data obtained from direct frequency response tests. It is interesting 
to note that second order transfer functions synthesised from the step 
responses in Fig. 4 showed virtually identical natural frequencies.but the 
damping ratio increased by about 10% when the step response was averaged 
for six tests compared with one test. Increasing the number of tests to 
thirty showed virtually no improvement in accuracy.
It is therefore apparent that testing an electro-hydraulic servo by 
data logging a step response and averaging the results of, say, six tests 
can be conducted in a relatively short period of time with the aid of a 
computer.
The question that must now be considered is whether alternative 
methods will allow more rapid identification or alternatively lead to a 
simple approach for the same evaluation time.
6. Pseudo-Random Binary Signal (PRBS) Tests
A PRBS test signal has only two possible levels, of.equal positive 
and negative magnitudes, which can change in a predetermined sequence at 
any of the regularly spaced event points as shown in Fig. 5(a). Random 
binary signals have, on average, the sum of the positive time intervals 
differing from the sum of the negative time intervals by one time interval 
and are arranged in sequences of finite length having the following 
characteristics:
(a) If the interval between event points is At, then a TN ’ time 
interval sequence is one which repeats after N points with 
•a period T = NAt.
When N = 2n - 1, where n is a positive integer value, the 
sequence is said to have maximum length of Tn ’ stages.
The time interval pattern is specific to that sequence length 
and the interval feedback arrangement within the signal 
generator.
The PRBS signal compares reasonably well with the properties of a 
random signal. For instance, a random signal shows a true delta function 
auto-correlation only when the time delay is zero whereas the PRBS auto­
correlation, shown in Fig. 5(b), is a triangular shape with a maximum at 
zero delay and a small negative offset over the rest of the sequence. 
Provided At is small and N is large the two functions are substantially 
alike.
(b)
(c)
By applying the Wiener-Khintchine theorem to the auto-correlation 
function it can be shown that the power spectrum for a PRBS has an envelope 
with a shape described by the function:
sin (7rf/f ) c
TTf/f
c
where f is the test frequency and-f the clock or event frequency,
The power spectrum is illustrated in Fig. 6 and shows that it con­
sists of a discrete series of spectral lines, the lowest occuring at a 
frequency of -f /N and then increasing in integer values of this frequency. 
Hence a reduction in the clock frequency or an increase in the sequence 
length improves the spectral line density. The flat part of the power 
spectrum approximates to that of random noise spectrum with a bandwidth 
of 0.45 fc» This means that the operating frequency range should not 
exceed this value but in practice a more conservative value is usually 
taken with:
f > 4f,        G.17c b
The PRBS is used to perform a cross-correlation test on the system 
as shown in Fig. 7 and produce, ideally, the impulse response directly 
according to Equation G.8, provided the PRBS is chosen to approximate to 
white noise. Each point on the impulse response curve is determined for 
a specific time delay t , which may be varied manually or automatically 
controlled by the PRBS generator (Fig. 5(c)).
It has already been shown in Equation G.9 that the electro-hydraulic 
unit may be approximately represented by a linear second order lag transfer 
function. If this function is to be synthesised from the frequency response 
with reasonable accuracy then the PRBS must provide sufficient spectral lines 
.in the low frequency range, particularly close to a natural frequency, 'f .
The half power bandwidth, assuming a symmetrical resonance curve, is:
fn/Q where Q = 2£ for a second order system.
To ensure that at least two spectral lines occur within this bandwidth 
then:
w C f
> -~       G<18
2tt N
This result is similar to that suggested by Godfrey (20) of taking the PRBS 
period to be approximately 1.5 times the system settling time. Thus knowing 
the system bandwidth and natural frequency the clock frequency f and the 
sequence length N may be determined from Equations (G.17) and (G.18). The 
electro-hydraulic servo-unit tested has been shown in Fig. 2 to have a 
natural frequency of approximately 20 HZ and the bandwidth of interest would 
not normally exceed about 100 HZ unless the dynamics of the torque-motor 
are included in the analysis. For this case we may take:
f . > 400 HZ c
N > 20/C
Damping ratios on the unit tested are in the region of 0.4 so the shortest 
maximum sequence length would be 63 (i.e. a 6 stage sequence). For very - 
lightly damped hydraulic servos the damping ratio might reduce to 0.1 
indicating a maximum sequence length of 255 (8 stage sequence).
Fig. 8 shows a typical impulse response for the-electro-hydraulic 
unit under no-load conditions obtained from cross-correlation measurements 
using a 63 bit PRBS sequence with a clock frequency of 400 HZ. It will be 
noted that the response shows some distortion from the ideal case attributable 
to some non-linearity and also noise in the system. Despite these deficiencies 
in the response, the transfer function synthesised using a Fast Fourier 
Transform and a 6th order fit of polynomials based on Levy’s method gives 
a second order model of:
0.548 - 4.15 x 10_!t.s + 7.95 x 10“^.s2 ' «
1.00 +5.34X 10_3.S +4.40 X10"5.S2
Although the transport time delay is clearly somewhat longer than in the 
frequency response tests discussed earlier, the natural frequency of 24 HZ 
and damping ratio of 0.4 predicted by the denominator expression agrees 
reasonably closely with the frequency response data of Fig. 2.
The accuracy of the system identification can be increased significantly 
by averaging each delay point on the impulse response to remove any non- 
random system noise. Experiments with hydraulic servos by the authors have 
suggested that taking an average of up to five impulse responses shows an 
improvement in accuracy, but above this figure the identification time 
required increases without providing any corresponding significant increase 
in accuracy.
The non-linear gain and friction in the hydraulic servo-valve usually 
limits the smallest signal amplitude to not less than about 10% of the 
maximum value. A test was conducted to observe the effect, of PRBS amplitude 
on the impulse response of the hydraulic system in the light of these limit­
ations. A Hewlett-Packard Correlator Type 3721A was used to provide a 
continuously averaged impulse response for the system excited with a PRBS 
of sequence length 127 and clock frequency f = 300 HZ. The PRBS amplitude 
was varied around the null position from 4-40% of the maximum voltage input 
to the torque-motor. Fig. 9 illustrates-results obtained from this test 
which have been amplitude scaled arbitrarily to provide convenient comparative 
information. The impoulse curves for the very small amplitude inputs of 4 
and 8% indicates a very heavily damped system with distortion while inputs 
above 16% show a lightly damped response more consistent with that expected 
from linear analysis. Non-linearities appear to be present throughout the 
range of input amplitudes. Classical analysis (e.g. 16) indicates that the 
small amplitude response of a hydraulic servo should be lightly damped and 
the damping should increase with signal amplitude. The correlation measure­
ments generally support this view provided sufficient energy is present in 
the input signal to overcome non-linear effects, such as valve friction.
A signal amplitude of at least 10% appears to be necessary.
7. Conclusions
The transfer function of an electro-hydraulic servomotor unit has 
been identified using classical frequency response and step response methods 
, which have then been compared with random signal excitation using PRBS. 
Although the frequency response method suppresses any noise outside the test
bandwidth it also has a similar effect on system non-linearities thereby 
only providing good correlation with alinear system representation.
Further it is a time consuming test, which may be a disadvantage if fast 
identification is required.
Both the step input and PRBS correlation methods give a time domain 
response which contain a complete description of the system dynamics. Noise 
is present in the step response but partially suppressed in the correlation 
measurement. For the hydraulic servo system both responses required 
averaging approximately five times to reduce the effects of noise. As the 
impulse response is the basis for most inverse transformations into the 
frequency domain in order to synthesise the transfer function, the PRBS 
correlation method appears to offer advantages over the step response for 
hydraulic servo identification. This is because the impulse response obtained 
by correlation does not contain noise generated by differentiation of a 
sampled step response. Rapid identification of low order function may be 
possible for this reason. ’ ,
The approximate second order lag transfer functions for the electro- 
hydraulic system obtained by the PRBS correlation test agreed well with 
the frequency and step response.
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APPENDIX 1
MANUFACTURERS DATA .
Axial rolling vane hydraulic motor.
(Washington Scientific Industries Ltd., Model No 25)
Displacement 4.09 x 10“5m3/rev
Inertia of moving parts 2.97 x 10“3Nms2
Torque c 0.652 Nm/bar
Volume of oil under compression 2.05 x 10”5m3
Maximum continuous pressure rating 140 bar
Maximum intermittent pressure rating 210 bar
Theoretical power at continuous rated pressure 1.41 x lO^Nm/s
Theoretic al input flow 7.38 x 10“2m3/min
Motor leakage characteristics at 70 bars 8.74 x 10"6m3/sec
Temperature range -40°C to +70°C ‘
Flow control servo-valve 
(Moog Type 76-134)
6.32 x 10~3m3/sec 
±15 mA 
200 SI ±12%
^ 0.8 Henry 
3.5-210 bar
Less than 3% rated current
Less than 3% rated flow
Less than 0.5% rated 
Signal without dither
Rated flow (at 70 bars pressure difference
Rate differential current
Coil resistance
Coil inductance
Supply pressure
Hysteresis
Null leakage
Resolution
APPENDIX H
(7-BIT REGISTER PSEUDO-RANDOM BINARY SEQUENCE GENERATOR SUBROUTINE
SQSTAS
0
LGI <SQSTA; LFI SQSTA 
LXI 1; STI; ISF 
LDW INTREG
(FEEDBACK FROM BITS 3 & 7
RNTR ANI 1; EXY
ANI 20; RXR; RXT 
RXR; RXR; CDN 
EOR; STI 
CUP; RXR
ANI 77; CDN c
MUI 100 ■
LSF; JMR .+2 
JMR .+3; JMD RNTR 
JMD V SQSTA
APPENDIX I
(SUBROUTINE TO CALCULATE FIRST ORDER LAG RESPONSE IN ASSEMBLER 
(Y.C.D. 27/9/73 
(VERSION 1
GXT INITFP,FPFOUT sPRBS7,SQSTA,STOF 
GXT FPERR,INTIN,MSSG,FIXF,DECIN
(SYMBOLIC ASSIGNMENT
ZERO =0;TTYIN=2;IOE=15 -
PAGE 0 
ST JMR BEGIN
N;LIM;INC;FREG;GREG;POS1;A ;CNTR0;EREG
BEGIN JMS PRBS7
LGI <FPIQ; LFI FPIQ
LXI <INITFP; LXI INITFP
STI 1; STI
FIN
FIN
BYT 6; FEX
LGI <MSSG4; LFI MSSG4; JMS MSSG
JMS DECIN
FIN
STF K; LDF CONST;DIF K; STF TCONST 
FEX
LXI 6; JMS FPFOUT
LGI <MSSG3; LFI MSSG3; JMS MSSG
FIN
CLF; STF INCOD *
STF TRANS 
FEX
LXI -@127; STW EREG 
LXI 1; STW INC 
PDC; STW POS1
BEGINI LGI <MSSG0; LFI MSSG0; JMS MSSG 
. JMS INTIN 
ANI 1; SNZ 
JMR .+3; JMD ODDERR 
LGI <MSSG3; LFI MSSG3; JMS MSSG 
CUP 
STW N 
FIN
STF NFP; DIF TCONST; STF TCONST 
FEX
LXI 6; JMS FPFOUT
LGI <MSSG3; LFI MSSG3; JMS MSSG
LXI SQSTA; STW FREG
LXI <SQSTA; STW GREG
RND LDW FREG; EXF 
LDW GREG; EXG
LDI; SZO; JMR POS; JMD NEGT
POS LDW POS1
SNZ; JMR .+3; JMD CONT0 
LXI 1; STW A; CDN 
STW INC 
FIN
LDF TRANS; STF INCOD 
NEG; STF TRANS 
ONE; ADF TRANS 
STF STEP 
FEX
CONT0 LDW A; STD LBL+1 
PCD; LDW N
LBL MUI ZERO 
STW LIM
LBL1 PDC; LDW INC 
FIN
FLT; STF INTG 
MUF TCONST 
NEG; ERR; EXP 
ERR; NEG; STF TEMP0 
ONE; ADF TEMP0 
MUF.STEP; ADF INCOD 
STF TRANS 
FEX
LXI 6; JMS FPFOUT
LGI <MSSG3; LFI MSSG3; JMS MSSG
PDC; PDC; LDW INC
CPX
ADI 1
LDW LIM
ADD
SZO; JMR .+3; JMD CNT2
ISP INC; NOP; LXI 1; STW POS1
JMD LBL1
NEGT L D D  POS1
SZO; JMR .+3; JMD CONT3; LXI 1
STW A; CDN; STW INC
FIN
LDF TRANS; STF INCOD 
NEG; STF TRANS 
ONE; NEG; ADF TRANS 
STF STEP 
FEX
JMD NPGE
PAGE 
NPGE LGI <A
C0NT3 LDD A; STD LBBLL+1 
PDC; LDD N
LBLL MUI ZERO 
STD LIM
LBL2 PDC; LDD INC 
FIN
FLT; STF INTG 
MUF TCONST
NEG; ERR;EXP; ERR; NEG
STF TEMP0
ONE; ADF TEMP0
MUF STEP
ADF INCOD
STF TRANS
FEX
LXI, 6; JMS FPFOUT
LGI <MSSG3; LFI MSSG3; JMS MSSG
PDC; PDC; LDD INC
CPX
ADI 1
LDD LIM
ADD
SZO; JMR .+3; JMD CNT2 
LGI <INC 
PDC; STD POS1 
ISD INC; JMD LBL2
CNT2 LGI <INC
ISD INC; NOP
ISD A; NOP
ISD FREG; ISD EREG
JMR .+3; JMD FNSH1
LEI TTYIN; ENV IOE; NOP
JMD RND
FPERR ANI 200
SNZ; JMR .+3; JMS OFLOW 
FIN
OFLOW LGI <MSSG1; LFI MSSG1; JMS MSSG 
JMD FNSH1
ODERR LGI <MSSG2; LFI MSSG2; JMS MSSG 
JMD BEGINI
FNSH1 LEI TTYIN; ENV IOE; JMR .-2 
ZSX; SXD IA; JMR .+2 
JMR FNSH 1; JMD BEGIN
MSSG0 TEXT <215><12><12><7>"NUMBER OF SAMPLE POINTS 
TEXT "N="
ZERO
MSSG1 TEXT <215><12><12>"OVERFLOW IN EXPONENT AREA'.1
MSSG2 TEXT <215><12><12>"N DECLARED ODD"
TEXT <215><12><12>"SHOULD BE EVEN"
• ZERO
MSSG3 TEXT <215><12>
ZERO
MSSG4 TEXT <215><12><!2>"TCONST MULTIPLIER K="
ZERO
(FLOATING POINT BUFFERS c
BYTES 6
K $ 0.0
CONST $ 127.0
INTG $0.0
NFP $ 0.0
TRANS $ 0.0
INCOD $ 0.0
STEP $ 0.0
TCONST $ 0.0
TEMP0 $ 0.0
END BEGIN
A 000 007 B
BEGIN 000 012 B
BEGINI 000 112 B
CNT2 001 111 B
CNT3 001 002 B
CNTR0 000 010 B
CONST 002 105 B
CONT0 000 233 B
EREG 000 011 B
FNSH1 001 170 B
FPERR 001 140 D
FREG 000 004 B
GREG 000 005 B
INC 000 003 B
INCOD 002 135 B
INTG 002 113 B
IOE 000 015 F
K 002 077 B
LBL 000 240 B
LBL1 000 243 B
LBL2 001 015 B
LBLL 001 011 B
LIM 000 002 B
MSSG0 001 204 B
if r» o n  nnoov^JL fi-ri. TVVJ- 243 B
MSSG2 002 000 B
MSSG3 002 044 B
MSSG4 002 047 B
N 000 001 B
NEGT 000 333 B
NFP 002 121 B
NPGE 001 000 B
ODDERR 001 160 B
OFLOW 001 150 B
POS 000 202 B
P0S1 000 006 B
RND 000 171 B
ST 000 000 B
STEP 002 143 B
TCONST 002 151 B
TEMP0 002 157 B
TRANS 002 127 B
TTYIN 000 002 F
ZERO 000 000 F
(SUBROUTINE TO CALCULATE SECOND ORDER LAGE RESPONSE
(M.F.J. 1/10/73
DATA GENERATOR FOR A SECOND ORDER MODEL USING 
RUNGA-KUTTA NYSTROM SUBROUTINE
RKNSP
0
SY4 LEI MSDATA; FLI SQSTA
SY3 LGI <SQSTA
LDI; SZO; JMR POS; JMD NEV
POS EXF; STW FREG; EXE; STW EREG 
LDW FLG 
JMD PJMP0
PAGE
LFLG;PFLG
PJMP0 SNZ; JMR SY0 
PDC; STD FLG 
FIN
JMS PSTEP 
FEX
SY0 LXI 1; STD PCT
SY10 FIN
JMS SO 
FEX
SY9 LDD PCT; SXD ZERO
JMR SY11; LGI <PCT; ISD PCT
NOP
FIN
JMS STEP; FEX 
JMD SY10
SY11 JMD SY1
NEV EXF; STD FREG; EXE; STD EREG 
LDD FLG; SZO; JMR SY2 
LXI 1; STD FLG 
FIN
JMS NSTEP 
FEX
' SY2 LXI 1; STD PCT
SY13 FIN
JMS SO 
FEX
SY12 LDD PCT; SXD ZERO
JMR SY1; LGI <PCT; ISD PCT; NOP 
FIN
JMS NSTEP; FEX 
JMD SY13
SY1 ENV 440/20; LEI TTYIN; ENV IOE; NOP 
LDD EREG; EXE; LDD FREG; EXF 
LSF; NOP; ISE 
JMR .+3 *
JMD CCN3; JMD SY3
PSTEP
0
LDF YCRES; NEG 
ADF XONE; STF STEP 
JMT PSTEP
(FLOATING POINT BUFFERS
BYTES 6
NORM $ 127.0
AMP $ 0.0
YCRES $ 0.0
YDCRES $ 0.0
DELTAT $ 0.0
TEMP $ 0.0 '
STEP $ 0.0
BETA $ 0.0
K $ 0.0
KSTAR $ 0.0
E $ 0.0
F $ 0.0
H $ 0.0
HTWO $ 0.0
A $ 0.0
B $ 0.0
C $ 0.0
TWOB $ 0.0
TWOC $ 0.0
YDNEW $ 0.0
TWO $ 2.0
THREE $ 3.0
SFCTR $ 0.0
PSF $ 0.0
THRHUN £ 300
SEED $ 0.0
NFP $ 0.0
PASS $ 0.0
(MESSAGE STRINGS
LOC 2*400
MSSGI TEXT <215><12>"M 
ZERO
EREG
FLG
FREG
INCR
IOE
LFLG
NEV '
PCT
PFLG
PJMP0
POS
PSTEP
SO
SY0
SY1
SY10
SY11
SY12
SY13
SY2
SY20
SY3
SY4
SY9
TEMP
THREE
THRHUN
TTYIN
TWO :
TWOB
TWOC
XINF
XREG
YCRES
YDCRES
YDNEW
YINF
YREG
ZERO
APPENDIX J
(CORRELATOR UTILISING SIMPSON’S RULE AS INTEGRATOR. 
(M.F.J./Y.C.D. 15-NOV.-73. •
(VERSION 2.
ZERO=0;PRBSV=@2 55;OFFSET=-@127;DLYTTR=@128 
TTYIN=2;IOE=15
INT C0RR7SR,MSDATA,LSDATA
INT SQSTA,MSSUM,LSSUM,INIT
GXT COUNT,N,NFP,SEED
PAGE ZERO
TEMPL;PCT;FREG 
NPNTR <NFP; NFP 
SPNTR <SEED; SEED
CORR7SR
0
PDC; PDC; LXI MSSUM 
STD STORE: STD TEMPSM; STD TEMPSL 
, LXI PRBSV; STD PNTRP
LGI <N; LFI N; LDI r
STD SIMR1+6
FIN
LDT NPNTR; MUF THREE 
DIF XONE; STF TEMP 
LDT SPNTR; STF INIT; FEX
(GENERATE THE SECTIONALISED INTEGRAL OF THE RESPONSE
LXI INTEGM; STW FREG
CORR0 FIN
CLF; STF SUM1; STF SUM2 
LDF INIT; STF SUM0 
LCI 1; FEX 
PDC; STW PCT
SIMR3 LGI <COUNT; LFI COUNT; LDI; ANI 1 
SNZ; JMR SIMR0 
JMD ODD 
SIMR0 JMD EVEN
SIMR4 ISC; NOF; NOF; FEX
SIMR1 LGI <COUNT; LFI COUNT; LDI
SXD ZERO; JMR SIMR2; JMD SIMR3
SIMR2 JMS INPUT 
FIN
STF INIT
ADF SUM0; STF SUM0 
LDF SUM1; MUF FOUR 
SDF SUM0; STF SUM0 
LDF SUM2; MUF TWO 
LDF SUM0; MUF TEMP 
JMD CORR5
ODD JMS INPUT 
FIN
ADF SUM1; STF SUM1 
JMD SIMR4
EVEN JMS INPUT 
FIN
ADF SUM2; STF SUM2 
JMD SIMR4
INPUT
0
LXI <LSDATA; LDW PCT '
MUI 2; EXG
LDW FREG; EXF 
LDI; STW TEMPL.
LXI <MSDATA; LDW PCT 
MUI 2; EXG 
LDI; LDW TEMPL 
ISP PCT; NOP 
FIN
FLT; FEX 
JMD INPUT
MSSG
0
M0 LDI
SNZ; JMR MSSG
LEI 3; ENV IOE; JMR .-2
ISF; NOP
JMR M0
PAGE
TEMPSL;TEMPSM; STORE
C0RR5 FIX; ERR; FEX
LGI <INTEGL; STI •
LGI <INTEGM; STI
LGI <FREG; ISD FREG; JMR .+2
JMR .+3; JMD CORR0
LGI <PNTRP 
C0RR3 LFI INTEGM; LEI OFFSET
CORR1 LDP PNTRP; SZO
JMR POS; JMD NEV
POS LGI <INTEGM; LDI
LGI <INTEGL; LDI
LDW TEMPSL; ADD 
STW TEMPSL '
LDW TEMPSM; ADD 
STW TEMPSM 
SNZ; JMR C0‘
EOI 1; SNZ; JMR C0 
LGI <MSSG0; LFI MSSG0; JMS MSSG 
JMD CORR7SR 
C0 JMD C0RR2
NEV LGI <INTEGM; LDI; CPX
LGI <INTEGL; LDI; CPX
ADI 1
LDW TEMPSL; ADD 
STW TEMPSL
LDW TEMPSM; ADD
STW TEMPSM
SNZ; JMR CORR2
EOI 1: SNZ; JMR CORR2
LGI <MSSG0; LFI MSSG0; JMS MSSG
JMD CORR7SR
CORR2 ISE; NOP; ISF
JMR .+2; JMR C0RR4 
LGI <PNTRP; JMD CORR1
C0RR4 LEI TTYIN; ENV IOE; NOP 
LDW STORE; EXF 
LGI <MSSUM;' LDW TEMPSM; STI 
LGI <LSSUM;. LDW TEMPSL; STI 
PDC; PDC; STW TEMPSM; STW TEMPSL 
ISP STORE; NOP
LGI <PNTRP; LFI PNTRP; LDI 
.SUI 1; SXD DLYTTR
JMR EXIT; STI; JMD CORR3
EXIT JMD CORR7SR
(MESSAGE STRING.
MSSG0 TEXT 215 12 12 / **CORRELATOR /
TEXT /OVERFLOW! RE-INITIALISE / 
TEXT /PROGRAMME.**/ 0
(PRBS PAGE
PAGE
PNTRP
SQSTA
(CORRELATION OUTPUT PAGES 
PAGE 
LOC .+1
MSSUM
PAGE 
LOC .+1
LSSUM
(INTEGRAL OF RESPONSE TO PRBS.
PAGE
LOC .+201
INTEGRM
PAGE
LOC .+201
INTEGL
(BUFFER PAGE.
PAGE
BYTES
XONE $ 1.0
TWO $ 2.0
THREE $ 3.0
FOUR $ 4.0
TEMP $ 0.0
SUM0 $ 0.0
SUM1 $ 0.0
SUM2 $ 0.0
INIT $ 0.0
(INPUT PAGES. 
PAGE
LOC .+201
MSDATA
PAGE
LOC .+201
LSDATA
END
APPENDIX K
(VERSION 1, 25/8/74
(SYMBOLIC ASSIGNMENT
EXT LSSUM, MSSUM 
INT MASG, DCOFST
ZERO =0;TTYIN=2;IOE=15
PAGE 0
NINTMB;NINTLB;TEMPL0;PINTMB;PINTLB 
DCCNTP;DCCNTN;MDATAS;LDATAS;CNTRL
DCOFST
0
LGI MSSG01; LFI MSSG01; JMS MASG. 
PDC; STW CNTRL 
LXI 1; STW DCCNTN 
JMD SHAD
RAPT LXI 176 '
EXF; PDC; PDC; PDC 
STW NINTMB; STW NINTLB 
STW PINTMB; STW PINTLB
LXI 1; COX; STW DCCNTN; STW DCCNTP 
DC0 LGI MSSUM; LDI
ANI 200; SNZ; JMR POSA; JMR NEGA 
POSA JMD POSA0 
NEGA CUP; CPX; LGI LSSUM; LDI 
CPX; ADI 1
STW LDATAS; STW MDATAS
LDW NINTMB; LDW NINTLB
LDW LDATAS; ADD; STW TEMPL0
LDW MDATAS; ADD; ANI 200
SNZ; JMR .+3; JMD EXIT
CUP; STW NINTMB
LDW TEMPL0; STW NINTLB
LDW DCCNTN; SXD 14; JMR EXIT1
EXF; SUI 1
SXD @100; JMR EXIT1
EXF; IS" DCCNTN; NOP
JMD DC0
EXIT1 JMD CNT00 
POSA0 CUP; STW MDATAS 
LGI <LSSUM; LDI 
STW LDATAS
LDW PINTMB; LDW PINTLB
LDW LDATAS; ADD; STW TEMPL0
LDW MDATAS; ADD; ANI 200
SNZ; JMR .+3: JMD EXIT
CUP; STW PINTMB
LDW TEMPL0; STW PINTLB
LDW DCCNTP; SXD 14; JMR EXIT2
EXF; SUI 1; SXD @100; JMR EXIT2
EXF; ISP DCCNTP; NOP
JMD DC0
EXIT2 JMD CNT00
(AVERAGING D-C OFFSET
EXIT PDC; PDC
LDW DCCNTP; SXD 1; JMR CNT01 
SUI 2; STW DCCNTP 
JMR CNT00
CNT01 PDC; PDC; STW MDATAS; STW LDATAS 
JMD SHAD1 
CNT00 PDC; LDW PINTMB; LDW DCCNTP 
DIV; STW MDATAS 
LDW PINTLB; LDW DCCNTP; DIV 
STW LDATAS
LDW DCCNTN; SZO; JMR .+3; JMD CORECT
LDW MDATAS; CPX .
LDW LDATAS; CPX 
ADI 1
STW LDATAS; STW MDATAS 
SHAD1 LDW DCCNTN; STW DCCNTP 
PDC; STW DCCNTN 
LDW NINTMB; STW PINTMB 
LDW NINTLB; STW PINTLB 
LDW MDATAS; STW NINTMB 
LDW LDATAS; STW NINTLB 
JMD EXIT
CORECT LDW MDATAS; STW PINTMB; LDW LDATAS; STW PINTLB 
LDW PINTMB; LDW PINTLB 
LDW NINTLB; ADD; STW LDATAS 
LDW NINTMB; ADD; STW MDATAS 
LXI 2; EXF
CRECT4 LGI <MSSUM 
CRECT1 LDI
LGI <LSSUM; LDI 
LDW LDATAS; ADD; STI 
LDW MDATAS; ADD 
LGI <MSSUM; STI 
ISF; NOP
EXF; SXD 177; JMR END 2 
EXF; JMD CRECT1 
END2 JMD END21
SHAD LFI LSSUM
LGI <MSSUM; LDI; CPX 
LGI <LSSUM; LDI; CPX 
ADI 1
STW LDATAS; STW MDATAS 
JMD CRECT4- 
END21 LSP CNTRL; LDW CNTRL; SXD 10 
JMR FNSH; JMD RAPT 
FNSH JMD CNTL
NOTE:
(SEE APPENDIX M FOR MESSAGE STRING.
[PROGRAMME TO SAMPLE A WAVEEUKM EATtiumi. 
[ TO THE MINIC
[ AND OUTPUT TO TELEPTYPE
[ VERSION 2, 23/1/74
[ SYMBOLIC ASSIGNMENT '
ZERO=0;TTYIN= 2;I0E=15
GXT INTIN, MSSG 
GXT OCDEC, SPACES
EJECT 
PAGE 0
ST JMR BEGIN
PCT;CNTR;LSTEMP;MS TEMP;FREG .
CNTRL;CNTRM
BEGIN PDC; STW PCT
LXI 1; STW CNTRL; PDC; STW CNTRM 
LGI <MSSGI;LFT MSSGI; JMS MSSG 
' JMS INTIN 
COX; STD MOD1+1; STD MOD0+1 
LXI LSDATA; STW FREG 
L0 IOT16
SNZ
JMR L0 
LI LXI 1; IOT 12
IOT 1; NOP; NOP 
CUP; ANI 40 
SNZ; JMR .-7 
PDC; IOT 12 
EXY; ANI 2 
SNZ; JMR .+5 
CUP; EOI 374 
JMR L3; CUP
STW MSTEMP; STW LSTEMP; JMR L2 
L3 STW MSTEMP; EXY; STW LSTEMP
L2 LDW FREG; EXF
LXI <LSDATA; LDW PCT
MUI 2; EXG 
LDW LSTEMP; STI 
LXI <MSDATA; LDW PCT 
MUI 2; EXG .
LDW MSTEMP; STI 
ISP PCT; NOP 
LDW PCT
MOD0 SXD ZERO; JMR .+2 
JMR L7
PDC; STW PCT 
. ISP FREG; JMR .+3; JMD EXIT
L7 IOT 16
JMD LI.
EXIT LGI <MSSG3; LFI MSSG3; JMS MSSG 
PDC; STW PCT 
LXI LSDATA; STW FREG 
LGI <MSSG6; LFI MSSG6; JMS MSSG 
P0 LDW CNTRM; LDS CNTRL 
JMS OCDEC
LXI 2; JMS SPACES 
LDW CNTRM; LDW CNTRL 
ADI 1
STW CNTRL; STW CNTRM 
LDW FREG; EXF 
LXI <LSDATA; LDW PCT 
MUI 2; EXG 
LDI; STW LSTEMP 
LXI <MSDATA; LDW PCT 
MUI 2; EXG 
LDI; LDW LSTEMP 
JMS OCDEC
LGI <MSSG6; LFI MSSG6; JMS MSSG 
ISP PCT; NOP 
LDW PCT
MODI SXD ZERO- JMR .+3; JMD P0 
PCD; STW PCT
ISP FREG; JMR .+3; JMD EX0 
LEI TTYIN; ENV IOE; NOP 
JMD P0
EX0 LGI <MSSG4; LFI MSSG4; JMS MSSG 
LEI 2; ENV 15; JMR .-2 
PAGE
MSSGI TEXT <215><12><12>"NUMBER OF SAMPLES /PRBS CLOCK PULSE ="<0> 
MSSG3 TEXT <215><12><12> "END OF SAMPLING"<0>
MSSG4 TEXT <215><12><12>/#/<0>
MSSG6 TEXT <215><12><0> 
PAGE
LOC .+201
LSDATA
PAGE
LOC .+201 
MSDATA .
END ST
APPENDIX M
PAGE
PSSMB;PSSLB;NSSMB;NSSLB 
FXCROS;NREPC
(AREA RATIO ESTIMATE SUBROUTINE
CNTL PDC; PDC; PDC
STW PSSMB; STW PSSLB
STW NSSMB; STW NSSLB
STW FZCROS; STW NREPC
LFI LSSUM
LGI <MSSUM; LDI
ANI 200; COX; STD POLAR+1
REDR LDI; ANI 200 
POLAR SXD ZERO; JMR .+2 
JMR ESTM4 
ISP FZCROS; NOP 
ISF; NOP 
JMD REDR
ESTM4 LFI LSSUM 
AGAIN LGI <MSSUM; LDI
ANI 200; SNZ; JMR AAPOS 
JMD AANEG 
AAPOS CUP; LGI <LSSUM; LDI
LDW PSSLB; ADD; STW PSSLB 
LDW PSSMB; ADD; STW PSSMB 
JMD STPR
AANEG CUP; CPX; LGI <LSSUM; LDI 
CPX; ADI 1
LDW NSSLB; ADD; STW NSSLB 
LDW NSSMB; ADD; STW NSSMB
LXI 1; STW NREPC 
ISF; NOP 
JMD AGAIN 
STPR ISF; NOP
LDW NREPC; SZO; JMR DFST1 
JMD AGAIN 
DFST1 LDW PSSMB; LDW PSSLB 
LFI 200
LGI <LSSUM; STI 
LGI <MSSUM; STI 
LFI 201
LDW NSSMB; STI
LGI <LSSUM; LDW NSSLB; STI
LDW FZCROS
LFI 202; STI
JMD DCOFST
MASG
0
M0 LDI; SNZ; JMR MASG
LDI 3; ENV IOEF JMR .t2
ISF; JMR M0
EFG; ISF; NOP
EFG; JMD M0
PAGE
MSSG01 TEXT <215><12>"D-C SUBROUTINE" 
TEXT <215><12><0>
MSSG02 TEXT <215><12>"D-C SUB. COMPLETED" 
TEXT <215><12><0>
END
APPENDIX N
ON-LINE PRBS IDENTIFICATION PACKAGE
(PROGRAMME TO SAMPLE A WAVEFORM EXTERNAL 
( TO THE MINIC
( AND OUTPUT TO TELETYPE
( CALCULATE CROSSCORRELATION USING CORR7 SR*V2
( VERSION 109 7/6/74
(Y,CtP. 7/14/74
(SYMBOLIC ASSIGMENT
ZERO=0;TTYIN=2;IOE=15;ESC=33 
DLYTTR=@128
GXT PLOTINjSTFPIjSTPLT 
QXT INTIN,MSSG,INITFP '
GXT OCDEC,SPACES,FPFOUT 
GXT DECIN9LSSUM19MSSUM1 
GXT LSDATA5MSDATA,LSSUM3MSSUM 
GXT SQSTA9C0RR7SRsX0NE9NEGF 
INT N 9NFP9SEED
INT FPERR
LOC 400 .
CBK <CORR7SR; CORR7SR+2 
LOC 34*400
§T JMR BEGIN 
INTREG 100
PCT;CNTR;LSTEMP;MSTEMP;FREG 
QNTRLjCNTRM
BEGIN LGI <SQSTA9LFI SQSTA 
LXI 1;STI; ISF 
LDW INTREG 
( FEEDBACK FROM BIT 3&7
RNTR ANI 1; EXY
ANI 20; RXT; RXR 
RXR; RXR; DCN 
EOR; STI; CUP; RXR 
ANI 77; CDN 
MUI 100 
ISF; JMR .+2 
JMR .+3; JMD RNTR 
PDC; PDC; PDC 
STW PCT; STD AVGC 
STD LFLG; STD PFLG 
STD FIRTP 
LXI 1; STD CYCNT
( INITIALISE FPI
LGI <FPIQ; LFI FPIQ
LXI <INITFP; LXI INITFP
STI 1; STI
FIN
FIN
BYT 6
FEX
( REQUEST ROUTINE FOR LISTING OR PLOTTING SAMPLE
( WAVEFORM
DESI LGI <MSSG4; LFI MSSG4; JMS MSSG 
LEI TTYIN; ENV IOE; JMR .-2 
ZSX; SXD "L; JMR SY5 
SXD f,P; JMR PLOT; JMD SY5
LIST LXI 1; STD LFLG
JMD DESI 
PLOT LXI 1; STD PFLG 
JMS STFPI '
LGI <FPIQ; LFI FPIQ 
LXI <PLOTIN; LXI PLOTIN 
STI 1; STI 
FIN
JMS STPLT 
JMD DESI
SY5 SXD ESC; JMR SY20
LGI <MSSG12; LFI MSSG12; JMS MSSG 
JMS DESI
SY20 PDC; STW CNTRL; PDC; STW CNTRM 
LGI <MSSG1; LFI MSSG1; JMS MSSG 
JMS INTIN
COX; COX; STD MOD1+1; STD MOD0+1 
STD N 
PDC; EXY 
FIN
FLT; MUF NORM
DIF THAU; STF NSCALE
FEX
LGI <MSSG14; LFI MSSG14; JMS MSSG
JMS DECIN
FIN
STF SCLFC .
FEX
LBB LXI LSDATA-1; STW FREG
L0 IOT 16
SNZ
JMR L0
PDC; PDC; PDC 
MUL; MUL 
IOT 16 
LI LXI 1; IOT 12
IOT 1; NOP; NOP 
CUP; ANI 40
SNZ; JMR .-7 
PDC; IOT 12 
EXY; ANI 2 
SNZ; JMR .+5 
CUP; EOI 374 
JMR L3; CUP
STW MSTEMP; STW LSTEMP; JMR L2 
L3 STW MSTEMP; EXY; STW LSTEMP
L2 LDW FREG; EXF
LXI <LSDATA; LDW PCT 
MUI 2; EXG 
LDW LSTEMP; STI 
LXI <MSDATA; LDW PCT 
MUI 2; EXG 
. LDW MSTEMP; STI
ISP PCT; NOP 
LDW PCT
MOD0 SXD ZERO; JMR .+2 
JMR L7 
PDC; STW PCT
ISP FREG; JMR .+3; JMD NPGE1
L7 IOT 16
JMD LI
PAGE 
LGLG;N ;PFLG;AVGC
NPGE1 LDW AVGC
SZO; JMR EXIT
LGI <MSSG20; LFI MSSG20; JMS MSSG 
JMS INTIN 
COX; STW AVGC 
STD STPA+1
EXIT LGI <MSSG3; LFI MSSG3; JMS MSSG 
LDW N 
FIN
FLT; STF NFP 
FEX
( OUTPUT SAMPLE WAVEFORM
LDW LFLG; SZO; JMR PT09
LDW PFLG; SZO; JMR .+3; JMD EX0
PT09 PDC; STD PCT
LXI LSDATA; STD FREG
P0. LDW LFLG; SZO; JMR .+3; JMD PLOT1
LGI <MSSG6; LFI MSSG6; JMS MSSG 
LDD CNTRM; LDD CNTRL 
JMS OCDEC
LXI 2; JMS SPACES 
PL0T1 LDW PFLG; SZO; JMR .+3; JMD INCLT 
LDD CNTRM: LDD CNTRL 
FIN
FLT; MUF NSCALE 
FIX; FEX 
JMS STFPI 
FIN
JMS STPLT
INCLT LDD CNTRM; LDD CNTRL 
ADI 1
STD CNTRL; STD CNTRM 
* LDD FREG; EXF
LXI <LSDATA; LDD PCT 
MUI 2; EXG 
LDI; STD LSTEMP 
LXI <MSDATA; LDD PCT 
MUI 2; EXG 
LDI LDD LSTEMP
LDW LFLG;. SZO; JMR .+3; JMD PL0T2
CUP
FIN
FLT; STF YAXIS 
FEX
LXI 6; JMS FPFOUT
LDW PFLG; SZO; JMR .+3; JMD CTT0
FIN
LDF YAXIS; MUF SCLFC
ADF FHUND
FIX; FEX
JMS STFPI
FIN
JMS STPLT 
JMD CTT0 
PLOT2 CUP 
FIN
FLT; MUF SCLFC 
ADF.FHUND 
FIX; FEX 
JMS STFPI 
FIN
JMS STPLT 
CTT0 LGI <PCT
ISD PCT; NOP 
LDD PCT
MODI SXD ZERO; JMR .+3; JMD P0 
PDC; STD PCT 
LGI <FREG
ISD FREG; JMR .+3; JMD EX0 
LEI TTYIN; ENV IOE; NOP 
JMD P0
EX0 LGI <MSSG4; LFI MSSG4; JMS MSSG 
LXI LSDATA-1; EXF 
PDC; PDC
LGI <LSDATA; EXG; LDD N 
ADD; EXG; LDI 
STD LSTEMP
LGI <MSDATA; EXG; LDD N 
ADD; EXG; LDI 
LDD LSTEMP 
FIN
FLT; STF SEED 
FEX
JMD PGEL 
' PAGE.
FREG1;COCNT;FIRTP;LSADR;MSADR 
CYCNT;FCOUNT
PGEL LGI <CORR7SR;LFI CORR7SR 
LXI ENV; LXI CBK/20 
STI 1; STI
LGI <CBK; LFI CBK 
LXI <CORR7SR; LXI CORR7ST+2 
STI 1; STI 
ENV CBK/20
LDW FIRTP; SXD 0; JMR .+2; JMR PROCD 
LXI 1; STW FIRTP -
JMD DATM1 
PROCD LXI MSSUM; STW FREG 1 
PDC; STW COCNT 
LDW CYCNT
SXD 1; JMR .+2; JMR AVGD1 
JMD COLIY1 
AVGD1 LFI LSSUM
AVGD LGI <MSSUM; LDI
LGI <LSSUM; LDI
LGI <LSSUM1; LDI; ADD 
STW LSADR; LGI <MSSUM1; LDI 
ADD; COX; STW MSADR 
ANI 200; SNZ; JMR PSTT 
JMD NEGTVE 
PSTT LDW MSADR; LDW LSADR 
RDT; LGI <LSSUM1; STI 
ZSX; LGI <MSSUM1; STI 
JMD AD0D
NEGTVE LDW MSADR; LDW LSADR 
RDR; LGI <LSSUM1; STI 
OSX; LGI <MSSUM1; STI 
AD0D ISF; NOP
EXF; SXD 200; JMR STPA1 
EXF; JMD AVGD 
• ’ STPA1 LDW CYCNT 
STPA SXD ZERO; JMR COLIY1 
ISP CYCNT; NOP 
PDC; STD PCT 
JMD LBB
C0LIY1 LXI LSSUM1; STW FCOUNT..
REPTF ' LDD CNTRM; LDD CNTRL 
FIN
FLT; FIX; FEX 
JMS STFPI 
FIN
JMS STPLT
LDD CNTRM; LDD CNTRL 
ADI 10
STD CNTRL; STD CNTRM 
LDW FCOUNT; EXF 
■ LGI <MSSUM1; LDI 
LGI <LSSUM1; LDI 
FIN
FLT;MUF SCLFC 
ADF FHUND 
FIX; FEX 
JMS STFPI 
FIN
JMS STPLT '
ISP FCOUNT; NOP
LDW FCOUNT; SXD 200; JMR COLIY2 
JMD REPTF
C0LIY2 LGI <MSSG15; LFI MSSG15; JMS MSSG 
PDC; STW COCNT 
COLIY LGI <MSSG6; LFI MSSG6; JMS MSSG 
' PDC; LDW COCNT 
JMS OCDEC 
LXI 4; JMS SPACES 
LDW FREG1; EXF 
LGI <MSSUM1; LDI 
LGI <LSSUM1; LDI 
FIN
FLT; STF TEMPI 
LDF NORM; DIF TEMPI 
STF TEMPI 
FEX
LXI 4; JMS FPFOUT 
ISP FREG 1; NOP 
LDW FREG 1 
SXD 200; JMR FNSH 
ISP COCNT; NOP 
LEI TTYIN; ENV IOE; NOP 
JMD COLIY 
FNSH LEI 2; ENV 15; JMR .-2 
JMD BEGIN 
PAGE
DATM1 LFI LSSUM 
DATM2 LGI <MSSUM; LDI 
LGI <MSSUM1; STI 
LGI <LSSUM; LDI 
LGI <LSSUM1; STI 
ISF; NOP
EXF; SXD 200; JMR GETOUT 
EXF; JMD DATM2
GETOUT JMD STPA1 
( FLOATING POINT BUFFER.
BYTES 6 
NORM $ 126.5 
THAU $ 1000.0 
NSCALE $ 0.0 
YAXIS $ 0.0 
SCLFC $ 1.0 
FHUND $ 500.0 
NFP $ 0.0 
SEED $ 0.0 
TEMPI $ 0.0
LOC 2*400
MSSG1 TEXT <215><12><12>"NUMBER OF SAMPLES/PRBS CLOCK PULSE ="<0> 
MSSG3 TEXT <215><12><12>"END OF SAMPLING"<0>
MSSG4 TEXT <215><12>/#/<0>
MSSG6 TEXT <215><12><0>
MSSG8 TEXT <215><12>"LISTING"<0>
MSSG10 TEXT <215><12>"PLOTTER"<0>
MSSG12 TEXT ,l?,,<215><12><0>
MSSG14 TEXT <215><12>"PLOTTER SCALE FACTOR="<0>
MSSG15 TEXT <215><12><12>MCROSS-CORRELATION FUNCTION"
TEXT <215><12><12>"DELAY FUNCTION"
TEXT <215><12><12><0>
MSSG20 TEXT <215><12><12>"NO OF AVERAGES="<0>
FPERR FIN
END ST
