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Abstract—The reconstruction of three-dimensional models of
coronary arteries is of great significance for the localization,
evaluation and diagnosis of stenosis and plaque in the arteries,
as well as for the assisted navigation of interventional surgery.
In the clinical practice, physicians use a few angles of coronary
angiography to capture arterial images, so it is of great practical
value to perform 3D reconstruction directly from coronary
angiography images. However, this is a very difficult computer
vision task due to the complex shape of coronary blood vessels, as
well as the lack of data set and key point labeling. With the rise of
deep learning, more and more work is being done to reconstruct
3D models of human organs from medical images using deep
neural networks. We propose an adversarial and generative way
to reconstruct three dimensional coronary artery models, from
two different views of angiographic images of coronary arteries.
With 3D fully supervised learning and 2D weakly supervised
learning schemes, we obtained reconstruction accuracies that
outperform state-of-art techniques.
Index Terms—Angiocardiography, Biomedical imaging,
Semisupervised learning, Stereo vision.
I. INTRODUCTION
CARDIOVASCULAR and cerebrovascular diseases havebeen one of the major death threats to human beings for
many years. A large number of skilled physicians are urgently
needed in the field of combating cardiovascular and cere-
brovascular diseases. Interventional cardiac stent surgery, also
known as coronary stent implantation, is an effective technique
for the treatment of insufficient myocardial blood supply and
cardiac artery obstruction caused by coronary heart diseases.
In an interventional surgery, the physician inserts a catheter
into the cardiovascular blood vessels through an artery. Under
the guidance of angiographic images from several angles, the
physician performs complicated operations such as catheter
movement, contrast agent release, and stent installation. The
whole process above is a very delicate operation, which
requires high-level training for physicians. Generally speaking,
only physicians with many years of practical experience can
skillfully and safely perform complex operations. The ultimate
goal of assisted navigation in interventional surgeries is to
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reconstruct the three-dimensional (3D) model of cardiovas-
cular blood vessels prior to or during the surgeries, and to
accurately register and fuse it with the intra-operative real-
time angiographic image sequences, thus to guide physicians
in clinical surgeries to locate the areas of artery stenosis,
and assess the degree of stenosis. This will greatly reduce
the difficulties of interventional surgeries, and is also of great
economic and social significance to the teaching and training
of novice physicians, enabling relatively complex surgeries to
be completed without requiring extensive clinical experiences.
3D reconstruction of coronary arteries from coronary com-
puted tomography angiography (CCTA) is a well developed
technology, and has been integrated into CT machines pro-
duced by different manufacturers. However, the reconstruction
from CCTA is affected by artifacts and heart beats, thus
reducing the sensitivity (true positive rate) of detecting and as-
sessing the stenosis [1]. As a consequence, CCTA is not widely
adopted as an essential treatment in the interventional surgery.
Interventional coronary angiography is the most effective way
to achieve the goal of locating and assessing the stenosis,
so it is known as the golden standard and is widely applied
in clinical situations. Compared with 3D reconstruction from
CCTA images, it makes more sense to directly reconstruct 3D
models from coronary angiography images of different angles
of view. Stereo vision in the field of traditional computer
vision have developed methods to recover the 3D shape of
an object from multi-view 2D images. However, this requires
dense work on calibration, feature extraction, matching and
fusion. The advent and prosperity of deep learning makes 3D
reconstruction an easier task, and allows to reconstruct 3D
shape from a single or sparse angles of view.
II. RELATED WORK
There has been several previous work focusing on the
topic of general 3D object reconstruction using deep learning
techniques. Joshua B. Tenenbaum’s group from the Depart-
ment of Brain and Cognitive Sciences of MIT introduced a
3D-GAN to do the reconstruction via a generator network.
The benefits of their model were to capture object structure
impicitly and synthesize high-quality 3D objects, as well as
to map from a low-dimensional probabilistic space to the
space of 3D objects for exploring the 3D object manifold [2].
Silvio Savarese’s group from the Computational Vision and
Geometry Laboratory of Stanford University has been making
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2great contributions to 3D object and scene reconstructions
and interpretations in the past a few years. They proposed
3D-R2N2 as a 3D fully-supervised learning method [3], and
introduced a 2D weakly supervised learning method using
a unique raytrace pooling layer [4], which inspired us to
implement the angiographic imaging process in the generator
network. Abhinav Gupta’s group from the Robotics Institute
of Carnegie Mellon University studied 3D shape attributes -
generic properties that capture curvature, contact and occupied
space in depth, to infer the above mentioned attributes from a
single 2D image, as well as to infer a low-dimensional vector
representing the 3D shape from a single 2D image [5].
The attempts at 3D reconstructions via deep learning in the
medical image field have also been thriving in the recent a
few years. Guang-Zhong Yang’s group from the Institute of
Global Health Innovation of Imperial College London pub-
lished their work on right ventricle point cloud reconstruction
through a convolutional neural network, which they called
the PointOutNet [6]. Lei Xing’s group from the Department
of Radiation Oncology of Stanford University had done an
excellent job on the patient-specific reconstruction of 3D
volumetric anatomy of upper-abdomen, lung, or head-and-
neck from a single CT scan image [7]. However, the 3D
human organs reconstructed using the above methods are
simple in shape, compared with the complexity of branches
and twists of the coronary arteries. To our best knowledge,
existing methods to reconstruct 3D coronary arteries from 2D
angiographic projections were mainly based on conventional
stereo vision algorithms, which required careful calibration of
imaging systems and laboriously dense key points labeling
and registration [8] [9] [10] [11] [12]. In this paper, we fused
the deep learning methods of general object 3D reconstruction
with the special process and details of coronary angiography.
By modifying the layers of the network, we realized the
automation of the 3D reconstruction of coronary arteries.
III. METHODS
Because CCTA is susceptible to artifacts and cardiac motion
errors, it has not been widely used in the field of cardiovas-
cular disease diagnosis. The number of coronary angiography
images (2D) is much larger than the number of cardiovascular
3D models reconstructed by CCTA, which makes it difficult
to realize the goal of using 3D models as labels for fully
supervised learning. Therefore, it is necessary to study an un-
supervised or semi-supervised method to complete the work of
reconstructing a 3D blood vessel model from 2D angiographic
images.
In this paper, we implemented a weakly supervised 3D
reconstruction method by generative-adversarial deep learn-
ing. First, we used deep neural networks to reconstruct a
3D volumetric coronary artery model from 2D angiography
images of two different angles of view. Then the reconstructed
3D model was reprojected to render two 2D images. We
inserted a raytrace pooling layer into the generator network
to accomplish this, according to the angiographic imaging
law and the given camera parameters. Weak supervision was
realized by setting the objective function of the generator to
be the cross entropy between the generated 2D images and the
input images.
A. The Projection Transformation
In the setting of normal photography, rays of light emitted
from or reflected by an object pass through a group of lenses,
and are captured by films or digital image sensors. However, in
the case of X-ray angiographic imaging, the setting is sightly
different from that. The object, usually the patient, is located
between the X-ray light source and the imaging surface. The
light emitted by the X-ray source is blocked partially by the
object, forming a weakened image on the imaging surface. The
contrast of the image, ie., the degree of light and darkness of
each pixel is inversely proportional to the absorption capacity
of the object to X-ray. We first briefly formulate the imaging
process of the angiographic system.
1) Angiographic Projection: First, we introduce several
coordinate systems implemented in the imaging process. It
should be noted that the coordinate system is only a mathe-
matical tool to assist us in understanding spatial relationships.
It is virtual and not physical. For simplicity, we suppose the
object, i.e., the patient lies in the origin of the world coordinate
system, the X-ray source is placed below the patient, and
the camera is placed above the patient. The world coordinate
system is fixed in the space, and is a right hand system, whose
x-axis points along the left shoulder of the patient, y-axis
along the head, and z-axis along the frontal direction.
Considering the different orientations of X-ray light, we
introduce an ’perspective’ coordinate system (psp), in which
the X-ray always points along the positive orientation of z-
axis. The origin of the perspective coordinate system coincides
with that of the world coordinate system. Different orienta-
tions of fluoroscopic projection are produced by rotating the
perspective system in the world system. We first rotate the
world system around its x-axis by θ, then around its y-axis by
φ. If θ > 0, the view is denoted as left anterior oblique (LAO),
otherwise right anterior oblique (RAO). If φ > 0, the view is
denoted as cranial (CRA), otherwise caudal (CAU) [16]. The
overall rotational matrix is
Tworld→psp =
 cosφ sinφcosθ sinφcosθ0 cosθ −sinθ
−sinφ cosφsinθ cosφcosθ
 . (1)
The camera coordinate system (cam) is a left hand system,
whose origin is shifted with a distance of L along the z-axis
of the perspective system.
The transformation matrix between the perspective and
camera systems is easily obtained,
Tpsp→cam =

1 0 0 0
0 1 0 0
0 0 −1 L
0 0 0 1
 . (2)
A point (xo, yo, zo)T in the psp coordinate system is in the
cam system:
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Fig. 1. Perspective and camera coordinate systems.
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Thus, the two coordinate systems are bound together. We alter
them simultaneously.
2) Voxel Coordinate System: We refer to the organ to be
angiographically imaged as the object. The outer contour of
the object is represented as a cube with a minimum side length
S, and is fit into a voxel coordinate system (vox) to digitize
the object. Although the object center coincides with the origin
of the psp coordinate system, the origin of the voxel system
is translated to one of the vertices of the cube for simplicity
of computation. First we normalize the cube by its side length
S into an auxilary coordinate system (binvox),
Tpsp→binvox =

1
S 0 0
1
2
0 1S 0
1
2
0 0 1S
1
2
0 0 0 1
 . (4)
We further divide the cube into three-dimensional voxels,
with a spatial resolution W in each dimension. The spatial
resolution of the cube is W ×W ×W . The voxel coordinate
system is related to the binvox system as
Tbinvox→vox =

W − 1 0 0 0
0 W − 1 0 0
0 0 W − 1 0
0 0 0 1
 . (5)
Eventually, we have derived the transformation from per-
spective coordinate system to voxel coordinate system,
Tpsp→vox = Tbinvox→voxTpsp→binvox (6)
3) Image Coordinate System: The imaging censor is placed
at a distance L from the object, as illustrated in Fig. 1.
The transformation from the three-dimensional camera coordi-
nate system to the two-dimensional image coordinate system
squashes the z-axis, expressed as
Tcam→img =
 1dx 0 u00 1dy v0
0 0 1
 f 0 00 f 0
0 0 1

·
 1 0 00 −1 0
0 0 1

=

f∗wimg
sx
0
wimg
2
0 − f∗himgsy
himg
2
0 0 1
 , (7)
where f is the focal length, dx, dy the dimensions of a pixel
on the sensor, u0, v0 the central positions of the sensor, sx,
sy the two-dimensional size of the sensor, and wimg , himg
the width and height of the image. The transformation from
voxel coordinate system to image system combines rotation,
translation and squashing, expressed as
Tvox→img = Tcam→imgTpsp→camTvox→psp, (8)
which was used (8) to project a 3D voxel model onto a 2D
plane and render an image.
However, the naive inversion of the projection transforma-
tion fails to map a pixel point on the 2D image I(x, y) to
a specific voxel point in the 3D space, for the inversion is
a severely underdetermined problem. There has been plenty
work using conventional stereo vision algorithms to resolve
this problem [8] [9] [10] [11] [12], but all these methods
required dense calibration and laborious manual work.
B. GAN and WGAN nets
The recent development of deep learning has stretched its
applications to pluralistic areas, including 3D reconstruction
and interpretation of objects or scenes. In this paper, we follow
the logic of the work of J. Gwak, et al. [4]. In the original work
the authors proposed a novel method of weakly supervised 3D
reconstruction from a single view or a sparse set of views of
2D silhouette images, with an adversarial generative network
(GAN) [13]. The authors used a set of realistic 3D shapes to
play the role of the discriminator. They further introduced an
innovative raytrace pooling layer to reproject the reconstructed
3D shapes to 2D images for training the generator, taking
4into account the camera parameters. Despite the improvements
in performance over previous work, the loss function they
used in the discriminator was equivalent to Jensen–Shannon
divergence (JS–div). M. Arjovsky, et al., proved that GAN
with JS–div loss function was problematic and ineffective in
training, and almost always caused vanishing gradients and
mode collapse [14]. Instead of the traditional JS–div loss, we
used Wasserstein distance as the loss function to train the
discriminator, and to form a Wasserstein GAN [15].
Wasserstein distance (WD) is also known as Earth–Mover
distance (EMD),
W (Pr, Pg) = inf
γ∼Π(Pr,Pg)
E(x,y)∼γ(‖x− y‖), (9)
where Pr is the real data distribution, Pg is the synthetic data
distribution, and Π(Pr, Pg) is the set of all the possible joint
distributions. WD or EMD is defined as the inferior limit of
the expectations of the distance between a real sample data
x ∼ Pr and a generated sample data y ∼ Pg . In the majority
case, the support set of the overlap between Pr and Pg has
a zero measure. This implies the JS–div has a constant value,
thus its derivative is zero which hinders the training of the
discriminator [14]. The great advantage of WD comes from the
fact that even in this case, WD is still continuous and provides
meaningful gradients for the optimization of the discriminator
[15]. In real applications, WD is approximated by a regression
neural network, to avoid the complexity of direct computation.
Wasserstein GAN (WGAN) outperformed the original GAN or
its derivatives in tasks such as fine image generation by a large
margin.
C. Our network
In this work, we used a WGAN to generate 3D coronary
artery models from 2D angiographic images. The WGAN
contained a generator and a discriminator network.
Two types of supervision were used to train the generator
network: 3D full supervision and 2D weak supervision. During
coronary interventional surgeries, physicians usually take coro-
nary angiography from two different angles. To be consistent
with this fact, the generator network accepted two 2D images
of different angles of view as input. The 2D images were
obtained by projecting the same 3D coronary artery model in
two perspectives. The output of the generator network was a
3D voxel model. In the case of 3D full supervision, the cross-
entropy of the generated 3D voxel and the 3D voxel label
was calculated, and used as the objective function for training
the generator. The purpose of using 3D full supervision is
to verify the performance improvement of WGAN over the
original GAN. In the case of 2D weak supervision, based on
the angiographic imaging process described in equation (8)
and the angle parameters of the input images, the generated
3D voxel model was reprojected through a ray-tracing pooling
layer to generate two 2D images. Then the cross-entropy of the
rendered 2D images and the input 2D images was calculated.
In training the discriminator, wasserstein distance (WD)
between the generated 3D voxel and the 3D voxel label is
used as the loss function of the discriminator. Theoretically,
the generator and the discriminator are trained alternately, in
an adversarial manner. However, in our experiment, we trained
the discriminator after the generator was trained several times.
The training process terminated when WD is no greater than
the threshold or the number of iterations exceeds the upper
limit.
The network structures of the generator and the discrimi-
nator, with 2D weak supervision, are illustrated in Fig. 2 and
Fig. 3.
IV. EXPERIMENTS
Two experiments were conducted under different types of
supervisions - 3D full supervision and 2D weak supervision,
on our coronary artery dataset.
A. Dataset
We collected 44 3D coronary artery models reconstructed
directly from CCTA images, with a high accuracy and a
nearly smooth surface. Each model contained the left anterior
descending artery (LAD) and the right coronary artery (RCA).
An example is shown in Fig. 4. We augmented the dataset by
randomly rotating the original 3D models within the range
of 5-15 degree along the three axes, as well as resizing the
models with a random factor between 3%-10%, the similar
treatment adpoted by Mateusz Buda, et al. [17]. Every original
model was rotated with 20 different angles and resized with
10 different factors. Thus a dataset containing 8800 samples
were created, which is referred to as CADSetA and used in
the reconstruction experiment under 3D supervision.
In the 2D weakly supervised reconstruction experiment,
in order to grasp the shape intrinsics of LAD and RCA,
we delicately decomposed the original model into an LAD
model and an RCA model manually. We performed the random
rotation and resizing treatments mentioned above on the LAD
and RCA models independently, to produce two datasets each
containing 8800 samples - CADSetL and CADSetR. Two
examples of LAD and RCA corresponding to one patient,
under different sets of imaging angles are illustrated in Fig. 5.
1) Details of processes of the dataset: Abiding by the
imaging transformation principle described in (8), we digitally
projected a 3D model into two 2D images as the input of
the generator network, each with a resolution of 128 × 128.
The camera parameters were also used in the later reprojection
process. In the 3D full supervision case, the output voxel from
the generator had a resolution of 64× 64× 64, so the original
smooth 3D models were voxelized into the same resolution as
ground truths. In the 2D weak supervision case, the generated
voxels had a lower resolution of 32×32×32. Thus the original
3D models were voxelized into 32×32×32 as ground truths.
The 128×128 input images were accordingly resized to 32×32
images as the 2D supervisions.
B. Results
1) 3D fully supervised experiment: In the experiment with
3D full supervision, we projected the entire 3D model to
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B C D E F G H I J K
L
A: conv 7x7, leaky ReLU, conv 3x3, leaky ReLU, max pool
B: conv 3x3, leaky ReLU, conv 3x3, leaky ReLU, conv 1x1, max pool
C: conv 3x3, leaky ReLU, conv 3x3, leaky ReLU, conv 1x1, leaky ReLU, max pool
D: conv 3x3, leaky ReLU, conv 3x3, leaky ReLU, max pool
E: conv 3x3, leaky ReLU, conv 3x3, leaky ReLU, conv1x1, leaky ReLU, max pool
F: conv 3x3, leaky ReLU, conv 3x3, leaky ReLU, max pool, flatten layer
G: gated recurrent unit (GRU)
H & I: unpool 3D, deconv 3D, instance normal 3D, leaky ReLU, deconv 3D, instance normal 3D, leaky ReLU, residual block
J: unpool 3D, deconv 3D, instance normal 3D, leaky ReLU, deconv 3D, instance normal 3D, leaky ReLU, residual block,
  deconv 3D, instance normal 3D, leaky ReLU, deconv 3D, instance normal 3D, leaky ReLU, residual block
K: deconv 3D, deconv 3D, sigmoid layer
L: angiographic imaging layer  
input images
reconstructed 
voxel
reprojected images
Fig. 2. Network structure of the generator.
B C D E F
A & B & C & D: conv 3D, instance normal 3D, leaky ReLU, conv 3D, instance normal 3D, leaky ReLU, max pool 3D
E: conv 3D, instance normal 3D, leaky ReLU, conv 3D, instance normal 3D, latten layer
F: Wasserstein distance 
ground truth
discriminator
loss
A
reconstructed 
voxel
Fig. 3. Network structure of the discriminator
2D images, including LAD and RCA. Four best examples
of generated 3D voxels and the ground truths are presented
in Fig. 6. Except for minor dispositions in a few voxels,
the reconstructed models looked approximately identical
as the label models. We also present four examples of the
least accurate results in Fig. 7. There existed missing parts,
artefact, and deformation in these reconstructed models.
The performance assessment we used is IoU, ie., the ratio of
the intersection between the generated voxel and the ground
truth over their union. Both the reconstructions and ground
truths had a resolution of 64× 64× 64. We obtained a mean
IoU of 0.718 on CADSetA. As a comparison, J. Gwak, et
al. presented their results of 3D fully-supervised generation
(3D-R2N2) in Table 1 of their paper [4]. They obtained a
mean IoU of 0.6210 on ShapeNet dataset, and regarded it as
the upper limit of performance. Under careful analysis, we
discovered that their model performed well on objects with
simple shapes, for instance, IoU of 0.8338 for the car category,
and of 0.6784 for the sofa. However, their model did not
perform well on objects with complex shapes, which might
have multiple branches or legs. For instance, they obtained
an IoU of 0.5174 for the chair category, and 0.4950 for the
bench category. Coronary arteries have a much more complex
shape than the categories they tested, with several branches,
twisting in multiple angles. Based on this knowledge, we
can be confident that our 3D fully supervised reconstruction
results are better than previous work. The result also meets
6Fig. 4. 3D coronary artery model reconstructed from CCTA images.
RAO: 0, CRA: -30
RAO: 30, CRA: -20
RAO: -45, CRA: 0
RAO: 20, CRA: 20
(a) (b)
(c) (d)
LAD RCA
Fig. 5. Separate models of LAD (left column) and RCA (right column).
the expectation of performance enhancements of WGAN over
original GAN.
2) 2D weakly supervised experiment: In the 2D weak
supervision experiment, we decomposed the original 3D coro-
nary artery model into an LAD model and an RCA model. This
treatment is in accordance with the real surgery situations.
In an interventional surgery, the physician inspects LAD and
RCA in different stages, not concurrently. We conducted
independent experiments on the LAD model and on the
RCA model, each with two different projection angles of
RAO/LAO and CRA/CAU , and presented two examples
of results from each category in Fig. 8 and Fig. 9. Each
result contained two rows and three columns. The bottom
row illustrated the ground truths, and the top row illustrated
the reconstructions. The left column illustrated the reprojected
images from the first angle, the middle column the reprojected
(a) (b) (c) (d)
(e) (f) (g) (h)
Fig. 6. The best results of 3D full supervised reconstruction of coronary
artery. Top row: reconstructed voxels from our network. Bottom row: ground
truths.
(a) (b) (c) (d)
(e) (f) (g) (h)
Fig. 7. The least accurate results of 3D full supervised reconstruction of
coronary artery. Top row: reconstructed voxels from our network. Bottom
row: ground truths.
images from the second angle, and the right column the 3D
voxels. Because of the difficulties in training with 2D weak
supervisions, the reconstructions and the ground truths had a
resolution of 32 × 32 × 32. The color of each pixel in the
reprojected images represented the probability of occupancy
[4], with red and yellow color representing higher confidence,
blue and green representing lower confidence.
Except for some artifacts in the reconstructed voxels, we ob-
tained an IoU of 0.407 on our combined dataset of CADSetL
and CADSetR. Again, our results outperformed the five-view
reconstructions of chair category (0.3717) and bench category
(0.321) in the previous work [4].
V. CONCLUSION
By modifying the 3D reconstruction network from original
GAN to WGAN, we improved the accuracy of 3D reconstruc-
tion for complex-shaped objects like the coronary arteries by
a large margin over previous work. Basing on the principle
of angiographic imaging, we introduced a reprojection layer
into the generator network, and obtained a better accuracy
for reconstructing 3D coronary artery models by 2D weakly
supervised learning.
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