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Abstract
The presence of slow-fast Hopf (or singular Hopf) points in slow-fast
systems in the plane is often deduced from the shape of a vector field
brought into normal form. It can however be quite cumbersome to put a
system in normal form. In [DMDR20] an intrinsic presentation of slow-
fast vector fields is initiated, showing hands-on formulas to check for the
presence of such singular contact points. We generalize the results in the
sense that the criticality of the Hopf bifurcation can be checked with a
single formula. We demonstrate the result on a slow-fast system given
in non-standard form where slow and fast variables are not separated
from each other. The formula is convenient since it does not require any
parameterization of the critical curve.
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1 Introduction
Slow-fast systems in the plane are capable of undergoing singular bifurcations
(or slow-fast bifurcations), like singular Hopf, singular Bogdanov-Takens bifur-
cations or even bifurcations of higher codimension. In comparison to regular
bifurcations, these ones are actually ǫ-families of bifurcations, where ǫ is the
singular parameter used for time scale separation. Typically, the bifurcation
diagram shrinks to a point in the singular limit ǫ = 0.
In [DMD11] the notion slow-fast codimension k bifurcation was introduced,
k = 1 corresponding to singular Hopf and k = 2 to singular Bogdanov-Takens
bifurcation. The criterium stipulates that a system undergoes such a bifurcation
if it can be brought into a local normal form having a specific shape. In that
respect, it is an indirect way of identifying the bifurcations. If one combines this
with the knowledge that putting systems into normal form can be computation-
ally challenging, it is clear that there is a need for an intrinsic characterization.
We will first review some results derived in [DMDR20], where we intrinsically
determine the presence of slow-fast codimension k bifurcations, and then refine
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the results by providing a formula to see the criticality of a slow-fast Hopf bi-
furcation. The formula can easily be implemented in a symbolic manipulator,
and could be useful in studying applications (for example [KP18], [BR17], . . . ).
It can be applied to singular Bogdanov-Takens bifurcations where it determines
the criticality of the Hopf bifurcation curve inside the BT bifurcation diagram
(see [DMW15], [DMD11]).
Remark 1. The results extend the coordinate-free approach in [Wec20], in that
monograph the author did not derive a formula for the criticality, which is
the main point here. The context of the paper is limited to systems with two
variables (eg. systems on R2 or more generally on a smooth surface), though
the results trivially extend to vector fields on invariant manifolds (like center
manifolds) of higher dimensional systems. (Results on the criticality of singular
Hopf bifurcations in higher dimensions can be found in [LX04]; that paper
restricts the presentation to the standard form of slow-fast systems.) The results
in this paper do not require high degrees of smoothness: smoothness class C5
will for sure amply suffice. We finally remark that we have limited ourselves to
computing first Lyapunov quantity of a singular Hopf; higher codimension cases
are treated in [DR09] for systems in Lie´nard normal form.
In Section 2 we give a short review of planar slow-fast systems, limited to
the context that we need here. In Section 3 we state the new results, which we
prove in Section 4. We then illustrate the formula on two cases in Section 5.
2 Review on Slow-fast systems
This section is based entirely on the presentation of slow-fast systems in the
monograph [DMDR20]. Let Xǫ,λ be a smooth family of vector field on a smooth
surfaceM , defined in a neighbourhood of some p ∈M , and defined for ǫ ∈ [0, ǫ0)
and λ in some open neighborhood Λ of λ0. The parameter set Λ is assumed to
be inside some Euclidean space Rn.
The “fast vector field” X0,λ is supposed to have a curve of singular points
Sλ = {q ∈M : Fλ(q) = 0},
called the “critical curve”. We will (assumption A1) assume the curve to be
smooth and regular in the sense that it has near p a well-defined tangent (and
we assume that p ∈ Sλ0 . We write
Xǫ,λ = Fλ.Zλ + ǫQλ +O(ǫ
2).
Here, Fλ is a scalar family of functions, Zλ and Qλ are families of vector fields;
we may express the vector field on a local chart in R2 as{
x˙ = Fλ(x, y)Z
1
λ(x, y) + ǫQ
1
λ(x, y) +O(ǫ
2),
y˙ = Fλ(x, y)Z
2
λ(x, y) + ǫQ
2
λ(x, y) +O(ǫ
2),
but we will avoid using this explicit shape as much as possible.
The vector field Qλ is related but is not equal to the slow vector field: in fact,
if we would denote with Q˜λ(q) the linear projection of Qλ(q) on the tangent line
Tq(Sλ) (projection along the direction of Zλ(q)), then the vector field q 7→ Q˜λ(q)
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would be a vector field along the curve Sλ, which is better known as the “slow
vector field”. We will not be needing this notion explicitly in this paper, so we
refer to [DMDR20] for relating this intrinsic definition to the more usual version
that is based on first bringing the shape of the slow-fast system in standard form
or that is based on the construction of center manifolds.
The principal slow-fast ingredients of the slow-fast family of vector fields can
hence be derived from the triplet (Fλ, Zλ, (Qλ)|Sλ).
Assume furthermore that Zλ(p) 6= 0 (assumption A2), which allows to
conclude the last part of the next lemma:
Lemma 1. [DMDR20] The fast-vector field is normally hyperbolic at a point
q on the critical curve (eg. with F (q) = 0) if and only if Zλ(F )(q) 6= 0. It is
normally attracting when Zλ(F )(q) < 0, normally repelling when Zλ(F )(q) > 0.
Points where Zλ(F )(q) = 0 are called contact points. The linearization of the
fast vector field at such point is always nilpotent.
In the above lemma and at other places in the paper we have identified vector
fields V with their Lie derivative LV and conveniently write V (f) = LV (f). In
a chart, it would mean that V (f) = Vx
∂f
∂x
+ Vy
∂f
∂y
.
Under these conditions it is always possible (see [DMDR20]) to find a local
chart of M where the slow-fast vector field is given, up to multiplication by
some positive function w(x, y, ǫ, λ) by{
x˙ = y − fλ(x)
y˙ = ǫ(gλ(x) + (y − fλ(x))hλ(x, y) +O(ǫ)) (1)
(We would then have (Fλ, Zλ, Qλ|Sλ) = (y − fλ(x), w. ∂∂x , w.gλ ∂∂y .)
Our results will deal with a point p that is (assumption A3) a contact
point for λ = λ0, eg. Fλ0 (p) = 0 and Zλ0(Fλ0 )(p) = 0. We will furthermore
assume that the contact point is a generic one in the sense that
(Zλ0)
2(Fλ0)(p) := Zλ0(Zλ0(Fλ0 ))(p) 6= 0.
In the local expression (1) it means that f ′λ0(x0) = 0 and f
′′
λ0
(x0) 6= 0. The
genericity implies
Proposition 1. Assume X = XZ + ǫQ satisfy assumptions 1–2. Let p satisfy
assumption 3. There exists a neighborhood Λ ⊂ Rn of λ0 and a map p : Λ →
M : λ 7→ pλ such that pλ0 = p and such that pλ is a generic contact point for
all λ:
Fλ(pλ) = 0, Zλ(Fλ)(pλ) = 0, Z
2
λ(Fλ)(pλ) 6= 0.
Though the statement is actually proven in [DMDR20] we will give a short
proof here as well, see Remark 7.
Different kinds of contact points are distinguished next. Most commonly,
contact points are so-called jump points. But it can also be a slow-fast Hopf
point, a slow-fast BT (Bogdanov-Takens) point or of higher codimension. The
two most common situations can be characterized using Lie derivatives and Lie
Brackets. Recall that a Lie bracket of a vector field, identified with its Lie
derivative, is given by
[V,W ] : f 7→ V (W (f))−W (V (f)).
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Lemma 2. [DMDR20] The point pλ is a jump point if and only if Qλ(Fλ)(p) 6=
0. In the other case it is called a singular contact point. When
Qλ(Fλ)(p) = 0 and [Zλ, Qλ](Fλ)(pλ) < 0
the point p is a slow-fast Hopf point. (When [Zλ, Qλ](Fλ)(pλ) > 0 it is called a
singular contact point of index -1, it is a singular saddle.)
In the local expression (1) it can easily be checked that jump points pλ =
(xλ, yλ) correspond to gλ(xλ) 6= 0 and singular Hopf points to the case gλ(xλ) =
0 and g′λ(xλ) < 0.
Remark 2. The triple (Fλ, Zλ, Qλ) is not entirely defined intrinsically; in fact
application of an ǫ-dependent change of coordinates could lead to changing the
triplet into an “equivalent” (Fλ, Zλ, Qλ + cZλ) for some scalar function c, and
moreover the factorization of X0 into Fλ.Zλ is defined up to a nonzero scalar
scalar function b: (b.Fλ, b
−1.Zλ, Qλ) is an equivalent triplet. Choosing another
factorization does not affect the conditions of the lemma, see [DMDR20].
In [DMDR20], an equivalent criterium for the presence of a slow-fast Hopf
point can be found, based on the choice of an area form Ω on the manifold
M ; that led to a function that was invariant up to some multiplicative factor.
We will improve this result to find an actual intrinsic function, independent
on the choice of the area form and independent w.r.t. factorization equivalence
mentioned in Remark 2.
3 Statement of the results
Recall that under assumption A1–A3, the contact point p for λ0 perturbs
smoothly to contact points pλ for nearby parameter values λ. In the next
theorem we define two values that will reveal important to characterize the
criticality.
Theorem 1. Let (M, g) be a Riemannian manifold, and let Ω be the area form
associated to the metric g, and let also be ∇ the gradient associated to that
metric. Under assumptions A1–A3 (for which it actually suffices to assume A3
for λ = λ0, seen Proposition 1), the function
Gλ = Ω(Qλ, Zλ).Ω(∇Fλ,∇ZλFλ)
on Sλ and the value
Aλ = Z
3
λ(Fλ)
(Z2λ(Fλ))
2
∣∣∣∣∣
pλ
are well-defined, are coordinate free notions, independent w.r.t. factorization
equivalence mentioned in Remark 2. Furthermore, Gλ0 does not depend on the
choice of the metric.
Remark 3. 1. The result in Theorem 1 is strong since it allows to compute
G and A in any coordinate system. We refer to the example section for
details. In fact, by allowing arbitrary choices of the chart and metric, it
is by far the most easy choice to pick the coordinate system in which the
system is given with the standard Euclidean metric.
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2. The invariant A could be related to the “skewness” of the critical curve: it
is determined solely by the fast vector field X0. The invariant G is closely
related to the slow vector field, and from the function we will derive a
so-called “skewness” of the slow vector field. The two notions together
determine the criticality of a Hopf bifurcation as we will see.
In order to give a formula for the criticality, we will make use of the intrin-
sically defined vector field Vλ for which
Vλ(Fλ) = 0, Vλ(Zλ(Fλ)) = 1,
along the critical set. It is uniquely defined up to an ideal generated by F .
Theorem 2. Assume A1–A3. The contact point p = pλ0 is a slow-fast Hopf
point if and only if
Zλ0(Fλ0 )(p) = 0,Gλ0(p) = 0, Vλ0(Gλ0 )(p) < 0.
If
∂
∂λ
Gλ(pλ)|λ=λ0 6= 0
(i.e. the derivative in the left hand side is a linear map Rn → R of rank 1).
Then the system undergoes a supercritical slow-fast Hopf bifurcation when
σ :=
1
2
V 2λ0(Gλ0)(p) − Vλ0(Gλ0 )(p)Aλ0
is negative (meaning that the first Lyapunov coefficient is also negative and the
limit cycle is stable when it appears). When σ > 0, it is a subcritical Hopf
bifurcation. When σ = 0, the Hopf bifurcation is degenerate (sometimes also
called a Bautin bifurcation).
Theorem 3. Let assumptions A1–A3 be satisfied. The contact point p = pλ0
is a slow-fast Bogdanov-Takens point if and only if
Zλ0(Fλ0)(p) = 0,Gλ0(p) = 0, Vλ0(Gλ0 )(p) = 0, V 2λ0(Gλ0)(p) 6= 0.
If
∂
∂λ
(Gλ(pλ), Vλ(Gλ)(pλ))|λ=λ0
is a linear map Rn → R of rank 2, then the system undergoes a slow-fast
Bogdanov-Takens bifurcation. The sign of V 2λ0 (Gλ0)(p) determines the criticality
of the Hopf curve in this bifurcation diagram.
Remark 4. One could adapt Theorem 2 to deal with slow-fast saddle points,
i.e. contact points of singularity index −1; in that case σ is related to the first
saddle quantity of the hyperbolic saddle that unfolds from the contact point.
We leave this to the reader.
Remark 5. Higher order Lyapunov values for the slow-fast Hopf points are more
difficult to compute; we prefer to leave it for potential future work.
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4 Proof of the results
4.1 Proof of Theorem 1
In this theorem the λ-dependence is irrelevant so we will not maintain the
parameter dependence in the notation during that part, and hence conveniently
write
X = FZ + ǫQ+O(ǫ2).
That having said, we stress that all operations in this part lead trivially to
results that are smoothly depending on λ.
Proposition 2. A is properly defined and is a coordinate free notion.
Proof. Note that by assumption A3, the denominator in A is nonzero. Hence
A is properly defined if we prove that it does not depend on the choice of the
factorization F.Z. To that end, let (F ′, Z ′) = (cF, 1/cZ):
Z ′(F ′) = 1
c
Z(cF ) = 1
c
Z(c)F + Z(F )
and
(Z ′)2(F ′) = 1
c
Z(1
c
Z(c)F + Z(F )) = 1
c2
Z(c)Z(F ) + 1
c
Z(1
c
Z(c))F + 1
c
Z2(F ).
At the point p, this evaluates to 1
c
Z2(F ), since F (p) = Z(F )(p) = 0 (assumption
A1: p ∈ S and assumption A3). Let us apply Z ′ once more, but ignoring
the terms that are O(Z(F )) and O(F ) since we will only need to evaluate the
expression at the point p, where F (p) = Z(F )(p) = 0; only three terms remain:
one from deriving the first term in (Z ′)2(F ′), and two from the last term.
(Z ′)3(F ′)(p) = 1
c3
Z(c)Z2(F )(p) + 1
c
Z(1
c
)Z2(F )(p) + 1
c2
Z3(F )(p).
Two additional terms cancel each other, so
(Z ′)3(F ′)(p) =
1
c2
Z3(F )(p).
We conclude that
(Z ′)3(F ′)(p)
(Z ′)2(F ′)(p)2
=
Z3(F )(p)
Z2(F )(p)2
.
Since we now know thatA is a properly defined notion associated to the slow-fast
system X and since it is defined using intrinsic notions such as Lie derivatives,
it is a coordinate free value.
Proposition 3. G is a properly defined function and is a coordinate free notion.
Proof. Several points need to be discussed. First, Q is only defined properly on
the critical set S, and even then it is only defined up to O(Z). In other words,
the value for G must not change upon changing Q to Q+ cZ for some function
c. Just observe that
Ω(Q+ cZ, Z) = Ω(Q,Z) + cΩ(Z,Z) = Ω(Q,Z).
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A second point is the invariance w.r.t. the factorization of FZ; we deal with it
like in the proof of the previous proposition: let (F ′, Z ′, Q′) = (cF, 1/cZ,Q).
Then
Ω(Q′, Z ′) = Ω(Q, (1/c)Z) = (1/c)Ω(Q,Z).
Recall from the previous proposition that Z ′(F ′) = Z(F ) + 1
c
Z(c)F , so
∇Z ′(F ′) = ∇Z(F ) + 1
c
Z(c)∇F + F∇
(
1
c
Z(c)
)
,
and ∇F ′ = ∇(cF ) = c∇F + F∇c. Combining these equations, we find
Ω(∇F ′,∇Z ′F ′) = Ω(c∇F,∇Z(F ) + 1
c
Z(c)∇F )) +O(F ) = cΩ(∇F,∇Z(F )).
We conclude that the value of G has only changed by an amount that is O(F )
upon changing (F,Z,Q) to (F ′, Z ′, Q′). Since the domain of G is restricted to
S = {F = 0} we have proved the proposition.
Proposition 4. G is independent of the metric.
Proof. The short answer is that G is multi-linearly composed from two co-
variant and two contra-variant elements; we prefer to give a more elaborate
proof though. Let g be a metric on the manifold M . Let (E,F,G) be the
coefficients of the first fundamental form, expressed in some chart in (x, y) co-
ordinates. So with respect to the metric g we have
〈a(q), b(q)〉 = a(q)T
(
E(q) F (q)
F (q) G(q)
)
b(q),
where a(q) and b(q) are two vectors at q expressed in (x, y)-coordinates, T
denotes the transpose. We recall that the gradient of a function α in this metric
is such that
〈a(q), (∇f)(q)〉 = a(f)(q),
for all vector fields a. Since in this chart a(f)(q) = ax(q)
∂f
∂x
(q)+ ay(q)
∂f
∂y
(q), we
see that
a(q)T
(
E(q) F (q)
F (q) G(q)
)
(∇f)(q) = ( ax(q) ay(q) )
(
∂f
∂x
(q)
∂f
∂y
(q)
)
.
Since this is true for all a, we can apply it for a = (1, 0) and a = (0, 1) to find
(
E(q) F (q)
)
(∇f)(q) = ∂f
∂x
(q)
and (
F (q) G(q)
)
(∇f)(q) = ∂f
∂y
(q).
It is a lengthy way of saying that
(∇f)(q) =
(
E(q) F (q)
F (q) G(q)
)−1( ∂f
∂x
(q)
∂f
∂y
(q)
)
.
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Let Ω be the area form associated to the metric. Then it is known that Ω =√
EG− F 2(du ∧ dv). So
Ωq(∇F (q),∇ZF (q)) =
√
EG− F 2(q) det (∇F (q)|∇ZF (q)) .
If M = (E FF G ), then this evaluates to
Ωq(∇F (q),∇ZF (q)) =
√
EG− F 2(q) det (M−1q ∇◦F (q)|M−1q ∇◦ZF (q)) ,
where ∇◦ is the gradient operator in (x, y)-coordinates w.r.t. the standard met-
ric. We continue:
Ωq(∇F (q),∇ZF (q)) =
√
EG− F 2(q) det (M−1q . (∇◦F (q)|∇◦ZF (q)))
=
√
EG− F 2(q)
detMq
. Ω◦q(∇◦F (q),∇◦Z(F )(q)),
where Ω◦ is the area form associated to the standard metric in the (x, y)-chart.
Similarly,
Ωq(Q(q), Z(q)) =
√
EG− F 2(q)Ω◦q(Q(q), Z(q)).
We find finally that
Ωq(Q(q), Z(q))Ωq(∇F (q),∇ZF (q)) = Ω◦q(Q(q), Z(q))Ω◦q(∇◦F (q),∇◦Z(F )(q)),
and since this is true for all choices of the metric g, we conclude that G does
not depend on it.
4.2 An abstract normal form
As before we prefer to leave out the dependence on λ in the notations. The
stated results will be valid in a λ-smooth way though.
Proposition 5. Let the slow-fast system X = FZ+ǫQ+O(ǫ2) satisfy Assump-
tions A1–A2 and let p ∈ S = {F = 0} be a contact point satisfying Assumption
A3. Then there exists a regular chart of M where X is given by{
x˙ = φ(x, y, ǫ)(y − f(x))
y˙ = ǫφ(x, y, ǫ).g(x, y, ǫ)
The point p is at the origin in this chart, and f(0) = f ′(0) = 0, f ′′(0) 6= 0.
Furthermore, φ(0, 0, 0) = 1. We could even additionally ensure that f(x) =
x2/2.
Remark 6. It does not automatically mean that the triplet (F,Z,Q) is such
that F = y − f(x) in this chart, but in view of Remark 2 we can replace the
factorization of FZ in a way that F indeed equals y = f(x).
The proof of Proposition 5 is inspired from the one in [DMDR20], we have
added a modified proof here for the sake of completeness. The rest of the section
is devoted to proving Proposition 5.
Lemma 3. Let u = ZF , v = F . Then (u, v) are coordinates of a regular chart
of M bringing p at the origin and such that{
u˙ = v.Z2F (u, v) +O(ǫ),
v˙ = vu+O(ǫ).
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Proof. Consider any chart in (x, y) coordinates, and take the standard metric.
Since Z2F (p) 6= 0, at least one of the components of ∇ZF must be nonzero.
We have also assumed that the critical curve is smooth so ∇F is nowhere the
zero vector. Suppose ∇ZF = c∇F at the point p. Then clearly also Z(ZF ))
and Z(F ) should be proportional by the same constant. Since Z(F )(p) = 0 and
Z(ZF )(p) 6= 0, this is a contradiction. The rest of the statement can be verified
for ǫ = 0. Recall that X0 = FZ, so{
u˙|ǫ=0 = X0(ZF ) = F.Z2F = v.Z2F (u, v)
v˙|ǫ=0 = X0(F ) = F.ZF = uv.
This proves the result.
Remark 7. In the proof, the map q ∈ M 7→ (F (q), Z(F )(q)) is shown to be
smoothly invertible. If we for a moment consider again the parameter-dependent
context and suppose that we have assumed that the conditions A1–A3 are sat-
isfied at λ = λ0, then this would imply the possibility to apply the implicit
function theorem to the map (q, λ) = (F(λ)(q), Zλ(Fλ)(q)) at (q, λ) = (p, λ0).
This proves Proposition 1.
From this chart, we can work towards a chart where the flow is rectified. One
could just refer to the flow box theorem, or we could just state that we search for
y = α(u, v) so that y˙ becomes 0. Then α satisfies the PDE αu.Z
2F (u, v)+uαv =
0. The method of characteristics guarantees a solution satisfying the boundary
condition α(0, v) = v. We find
u˙ = F.ψ, y˙ = 0,
with ψ 6= 0. It is not so hard to deduce, based on the intrinsic conditions A1–
A3, that F = α(u, y).(y − f(u)) for some function f with f(0) = f ′(0) = 0,
f ′′(0) 6= 0, α 6= 0. We then obtain{
u˙ = φ(u, y, ǫ)(y − f(u))
y˙ = O(ǫ).
We rewrite the O(ǫ)-terms in the y˙-equation as φ(u, y, ǫ).g(u, y, ǫ). From that
moment on, we can easily find a change of coordinates u = θ(x) so that
f(θ(x)) = x2/2. Using a final scaling x = cx˜, y = c2/2y˜, we can ensure
φ(0, 0, 0) = 1.
4.3 The skewness invariants in normal form
As before we prefer to leave out the dependence on λ in the notations. It is only
in the next subsection that we deal with bifurcations.
Proposition 6. There exists a change of coordinates so that the slow-fast vector
field is given by{
x˙ = φ(x, y, ǫ)(y − x2/2)
y˙ = ǫφ(x, y, ǫ)(g0 + g1x+ g2x
2 + O(x3) +O(y − x2/2) +O(ǫ)))
with
g0 = −G(p), g1 = V (G)(p) +O(g0), g2 = g1A− 1
2
V 2(G)(p) +O(g0).
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and
φ(x, 0, 0) = 1− A
3
x+O(x2).
Remark 8. Let us comment on the skewness, in case of a singular contact point,
eg. with g0 = 0. In the fast vector field, eg. for ǫ = 0, we have x˙ = (1 − 13Ax +
O(x2)(y − x2/2). A change of coordinates x = x¯(1− 16Ax¯) +O(x¯2) can change
it into ˙¯x = (1 + O(y, ǫ))(y − f(x¯)), hence erasing the principle part of φ. We
would then see that
f(x¯) =
1
2
x¯2 − 1
6
Ax¯3 +O(x¯4).
In that sense, A measures the asymmetry in the critical curve up to first order.
We therefore call A the skewness of the fast system. The skewness of the slow
system can be seen from the equivalent vector field{
x′ = y − x2/2
y′ = ǫ(g1x+ g2x
2 +O(x3) +O(y − x2/2) +O(ǫ)))
If we then apply a change of coordinates x = x¯ − g2
g1
x¯2 + O(x¯3), then the
vector field changes into{
x′ = y − f(x¯)
y′ = ǫ(g1x¯+O(y − f(x¯)) +O(ǫ)))
with
f(x¯) =
1
2
x¯2 − g2
g1
x¯3 +O(x¯4)
Again, we see that g2/g1 = A − 12 V
2(G)(p)
V (G)(p) measures the skewness of the equiv-
alent system. We could attribute this skewness to the slow-fast system, and
since A was solely attributed to the fast system, it makes sense to say that the
skewness of the slow-fast system is composed of the fast skewness A and the
slow skewness V 2(G)(p).
Proof. We rewrite the result from Proposition 5 in a more convenient form:{
x˙ = φ(x, y, ǫ)(y − x2/2)
y˙ = ǫφ(x, y, ǫ)(g(x) + (y − x2/2)h(x, y) +O(ǫ))
where φ(0, 0, 0) = 1. Let us identify a triplet (F,Z,Q):
F = y − x2/2, Z = φ(x, y, 0) ∂
∂x
,
and
Q = φ1(x, y)(y − x2/2) ∂
∂x
+ φ(x, y, 0)(g(x) + (y − x2/2)h(x, y)) ∂
∂y
where φ1 is the Taylor coefficient with ǫ
1 of φ(x, y, ǫ). The nice thing is that Q
is only defined at F = 0, so we might as well use
Q = φ(x, y, 0)g(x)
∂
∂y
.
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Remark 9. Q is not the slow vector field; in fact the slow vector field is the
unique field Q˜ = Q + αZ tangent to S, i.e. for which Q˜(F ) = 0. It is not so
hard that this would entail choosing
Q˜ = Q − Q(F )
Z(F )
Z = φ(x, y, 0)
g(x)
f ′(x)
∂x,
where ∂x :=
(
x ∂
∂y
+ ∂
∂x
)
. Replacing Q by Q˜ in the sequel does not change
anything though.
As proven in Theorem 1, we are allowed to do the computations in any
coordinate system using any metric and any choice of factoring F.Z. We find
Ω(Q,Z) =
∣∣∣∣ 0 φφg 0
∣∣∣∣ = −φ2g(x).
Also, ZF = −xφ, so
Ω(∇F,∇ZF ) =
∣∣∣∣ −x ∂∂x(−xφ)1 ∂
∂y
(−xφ)
∣∣∣∣ = ∂x(xφ),
where ∂x is like in Remark 9. So
G = −φ2∂x(xφ)g.
Let us now compute the invariant A:
ZF = −xφ
Z2F = −φ
(
φ+ x
∂φ
∂x
)
Z3F = −φ2
(
2
∂φ
∂x
+ x
∂2φ
∂x2
)
− φ∂φ
∂x
(
φ+ x
∂φ
∂x
)
.
Remark 10. We use ∂
∂x
here, not ∂x. This subtle difference is actually the reason
why the invariant A is restricted to a point: ∂
∂x
is only intrinsic up to O(x2).
At the origin: ZF (0) = 0, Z2F (0) = −φ2(0) = −1, Z3F (0) = −3∂φ
∂x
(0). We
conclude
A = −3∂φ
∂x
(0).
(Recall that we have taken φ(0) = 1.)
Let us now turn our attention to G. To that end, observe that
V =
1
∂x(−xφ)∂x,
(Indeed: V (F ) = 0 and V (ZF ) = V (−xφ) = 1, and these were the two govern-
ing conditions for V .) Notice now that ∂x(xφ) = φ+O(x), so
G = −φ2∂x(xφ)g =⇒ G(0) = −g(0) = −g0.
The remaining coefficients g1 and g2 will be determined up to O(g0), so we can
and will assume from now on until the end of this proof that g0 = 0. To compute
g′(0), we derive G:
V (G) = ∂x(φ2g) + φ2g ∂
2
x(xφ)
∂x(xφ)
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Since g(0) = 0, we have
V (G)(0) = φ2(0, 0, 0)g′(0) = g′(0).
Let us finally derive one more time, but disregarding the O(g) terms since we
do not keep track of them. In that respect, V = −∂x since ∂x(xφ)|0 = φ(0) = 1:
V 2(G)(0) = − ∂2x(φ2g)− φ2∂xg
∂2x(xφ)
∂x(xφ)
∣∣∣∣
0
= − ∂x(∂xφ2g)− ∂x(φ2∂xg)− g′(0)∂
2
x(xφ)
∂x(xφ)
∣∣∣∣
0
= − 2∂xφ2g′(0)− φ2g′′(0)− g′(0)∂x(x∂xφ+ φ)
1
∣∣∣∣
0
= −4φ(0)∂φ
∂x
(0)g′(0)− g′′(0)− 2g′(0)∂φ
∂x
(0)
= −6∂φ
∂x
(0)g′(0)− g′′(0)
= 2Ag′(0)− g′′(0).
So the theorem follows since V 2(G)(0) = 2Ag1 − 2g2 +O(g(0)).
4.4 Proof of Theorem 2
We apply Proposition 6 so that we can work with the system

x˙ = φ(x, y, ǫ, λ)(y − x2/2)
y˙ = ǫφ(x, y, ǫ, λ)(g0(λ) + g1(λ)x + g2(λ)x
2
+O(x3) +O(y − x2/2) +O(ǫ)))
to prove the claim. Theorem 1 justifies that we may choose any coordinate
system. We have
g0(λ) = −Gλ(pλ),
and
g1(λ) = Vλ(Gλ)(pλ) +O(g0), g2(λ) = g1(λ)A(λ) − 1
2
V 2λ (Gλ)(pλ) +O(g0).
Since g0(λ0) = 0 by assumption, the O(g0) terms are actually O(‖λ− λ0‖).
Since the map λ → ∂g0
∂λ
is nonsingular, there exists (by the submersion
theorem a smooth reparametrization λ = λ(µ) so that
g0(λ(µ)) = µ1, ∀µ = (µ1, . . . , µn) ≈ (0, . . . , 0).
We consider now the associated and equivalent slow-fast vector field

x˙ = y − x2/2
y˙ = ǫ(a+ g1(λ(µ))x + g2(λ(µ))x
2
+O(x3) + O(y − x2/2) +O(ǫ))).
(2)
We have replaced λ by its reparameterized version λ(µ), except for the constant
term in g where we have introduced the so-called breaking parameter a. This
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has the benefit that it is now an (a, µ)-family of slow-fast vector fields where
a is the breaking parameter that does not appear in other places; uniformly in
µ and for a = 0 the origin is a slow-fast Hopf point now. Standard theory on
canards now shows the presence of a Hopf curve a = aH(µ, ǫ) = O(ǫ) along
which a Hopf bifurcation occurs, growing into a canard explosion along canard
curves a = aC(µ, ǫ, y0) = O(ǫ), where y0 is the “height” of the canard.
If we now replace a again by µ1, we have an implicit equation for the Hopf
and canard curves
µ1 = aH(µ, ǫ), µ1 = aC(µ, ǫ),
which one can easily solve by the Implicit Function Theorem. It shows that the
bifurcation diagram in the (a, µ, ǫ)-space transforms to a bifurcation diagram in
the (µ, ǫ)-space and hence also in the (λ, ǫ)-space.
Concerning the criticality: there is an elementary trick to deduce the criti-
cality of the Hopf bifurcation in (2). We use formal analysis to determine the
canard curve a = aC(µ, ǫ). To that end, we compute to some extent the slow
curve, along a = ǫa0 +O(ǫ
2) and find
y =
x2
2
+ ǫ(g1 + g2x+O(x
2)) + ǫ2
(
hg1 − g1g2 + a0
x
+O(1)
)
+O(ǫ2).
Here h is the constant coefficient of the O(y − x2/2) term in y˙, which we have
not named before (but that will cancel out anyway). It is well-known that the
Taylor coefficients of the canard curve can be found recursively, by avoiding
poles in the expression of the formal slow curve. In other words we choose
a0 = g1g2 − hg1.
Next step is to see that the singular point has coordinates (x, y) = ǫ(−a0/g1, 0)+
O(ǫ2), and if we compute the trace of the jacobian matrix at that point we find
T =
a0
g1
+ h = g2.
When T > 0, the Hopf point is unstable at the moment of the canard explosion,
implying that the limit cycle surround the Hopf point is stable. In other words,
g2 > 0 corresponds to a supercritical Hopf bifurcation. Since
g2|µ=0 = g2|λ=λ0 = Vλ0(Gλ0 )(p)Aλ0 −
1
2
V 2λ0(Gλ0 )(p) = −σ,
we have proved Theorem 2.
4.5 Proof of Theorem 3
Like before, using Proposition 6 and Theorem 1, combined with the fact that
in studying bifurcations it is allowed to rescale time, we will work with{
x˙ = y − x2/2
y˙ = ǫ(g0 + g1x+ g2x
2 +O(x3) +O(y − x2/2) +O(ǫ)))
Using this normal form, and under the conditions of Theorem 3, we can directly
apply the main (unnumbered) theorem of [DMD11] to conclude the results.
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5 Examples
5.1 Van der Pol
It goes without saying that the computations for the Van der Pol system{
x˙ = y − 12x2 − 13x3
y˙ = ǫ(λ− x)
are elementary: F = y − 12x2 − 13x3, Z = ∂∂x and Q = (λ − x) ∂∂y . We compute
ZF = −x− x2, so
Ω(Q,Z) = x− λ, Ω(∇F,∇ZF ) = (1 + 2x), G = (1 + 2x)(x − λ).
The vector field V = −12x+1
∂
∂x
− x2+x2x+1 ∂∂y is such that V (F ) = 0, V (ZF ) = 1, as
requested in the presented theory. We see that G(0) = −λ,
V (G)|λ=0 = −4x+ 1
2x+ 1
=⇒ V (G(0) < 0.
It means that the origin is indeed a slow-fast Hopf point. For the criticality, we
check
V 2(G)|λ=0 = V (−1− 2x+O(x2)) = V (−2x) +O(x) = −2 +O(x).
On the other hand, ZZF = −1− 2x, ZZZF = −2, so A = −2. We infer that
σ < 0, which indicates a supercritical Hopf bifurcation, as is well-known (see
[DR96] for example).
5.2 Slow-fast Hopf bifurcation in a non-standard form
Consider {
x˙ = y(δ − y)
y˙ = (−x+ αy)(δ − y)− ǫ(β − γx).
The model is a so-called a two-stroke oscillator and is discussed in detail in
section 6.1.4 of [Wec20]. The parameters α, β, δ, γ are all strictly positive. We
do the computations:
1. Identification of (F,Z,Q): F = δ − y, Z = y ∂
∂x
+ (−x + αy) ∂
∂y
and Q =
−(β − γx) ∂
∂y
. Assumption A1 is clearly satisfied. Note that Assumption
A2 stipulates that Z should be nonzero, whereas there is clearly a singular
point at the origin. However, since our results are local and since the origin
does not lie on the critical curve, we can restrict the phase space to an
open set of R2 where Assumption A2 is satisfied.
2. Determining contact points (eg. solving F = ZF = 0): since ZF = x−αy,
there is only one contact point p = (αδ, δ). Observe that ZZF = y+α(x−
αy), so ZZF (p) = δ 6= 0. It is therefore a generic contact point satisfying
Assumptions A3.
3. We compute ZZZF = αy + (αy − x)(1 − α2) which evaluates to αδ at p.
It follows that the first invariant is given by A = α
δ
.
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4. For the second invariant, G, we compute ∇F = (0,−1) and ∇ZF =
(1,−α). So
G = Ω(Q,Z)Ω(∇F,∇ZF ) =
∣∣∣∣ 0 y−(β − γx) −x+ αy
∣∣∣∣ .
∣∣∣∣ 0 1−1 −α
∣∣∣∣ .
We obtain G = y(β − γx).
5. We find G(p) = δ(β −αγδ), so for β = β0 := αγδ the point p is a singular
contact point (as is seen in the analysis in [Wec20]).
6. In order to determine the nature of this contact point, we examine the
derivatives of G. This is easy since V = ∂
∂x
in this case: V (F ) = 0 and
V (ZF ) = 1. So V (G) = −γy and V 2(G) = 0. We see that the conditions
for a slow-fast Hopf point are satsified, since V (G)(p) < 0, and we easily
find
σ =
1
2
V 2(G)(p) − V (G)(p)A = γα.
It is strictly positive; we therefore confirm the determination of a subcrit-
ical Hopf bifurcation that was obtained in [Wec20].
5.3 Revisiting criticality conditions in [KS01]
In Section 3.2 of [KS01], the authors study the following system{
x˙ = −yh1(x, y, λ, ǫ) + x2h2(x, y, λ, ǫ) + ǫh3(x, y, λ, ǫ)
y˙ = ǫ(xh4(x, y, λ, ǫ)− λh5(x, y, λ, ǫ) + yh6(x, y, λ, ǫ))
where
h3(x, y, λ, ǫ) = O(x, y, λ, ǫ),
and
hj(x, y, λ, ǫ) = 1 +O(x, y, λ, ǫ), j = 1, 2, 4, 5.
We examine the contact point p = (0, 0), and extract an (F,Z,Q)-triplet:
F = −yh10 + x2h20, Z = ∂
∂x
and
Q = q1
∂
∂x
+ (xh40 − λh50 + yh60) ∂
∂y
.
In these formulas, hj0(x, y, λ) := hj(x, y, λ, 0) for j = 1, 2, 4, 5, 6. The function
q1 = q1(x, y, λ) is O(x, y, λ). In the rest of this section we adopt the notation
that an extra subscript means derivation w.r.t. a variable, for example h10x =
∂h10
∂x
. We compute
ZF = −yh10x + 2xh20 + x2h20x, ZZF = 2h20 + 4xh20x +O(x2) +O(y),
and
ZZZF = 6h20x +O(x) +O(y).
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So ZF (0) = 0, ZZF (0) = 2h20(0) = 2, ZZZF (0) = 6a3, where we adopt the
notation from [KS01] by putting a3 :=
∂h2
∂x
(0). The first invariant is hence given
by
A = 3
2
a3.
Next, observe that
Ω(Q,Z) =
∣∣∣∣ ∗ 1xh40 − λh50 + yh60 0
∣∣∣∣ = −xh40 + λh50 − yh60.
We compute the expression up to O(x3, xy, y2). So h40 = 1 + h40xx+O(x
2) =
1 + a4x + O(x
2), adopting again the notation a4 =
∂h4
∂x
(0) from [KS01]. Write
also h60 = a5 +O(x, y). It means
Ω(Q,Z) = −x− a4x2 + λh50 − a5y +O(x3, xy, y2).
We also compute
Ω(∇F,∇ZF ) =
∣∣∣∣ 2xh20 +O(x2, y) 2h20 + 4xh20x +O(x2, y)−h10 +O(x2, y) −h10x + 2xh20y +O(x2, y)
∣∣∣∣
which evaluates to
2h10h20 − 2xh10xh20 + 4xh10h20x +O(x2, y).
We replace h10 by 1 + xh10x + O(x
2) and h20 by 1 + xh20x + O(x
2). Further
notations introduced in [KS01] were a2 :=
∂h1
∂x
(0) so
Ω(∇F,∇ZF ) = 2(1 + a2x)(1 + a3x)− 2a2x(1 + a3x) + 4a3x+O(x2) +O(y)
= 2 + 6a3x+O(x
2, y).
As a consequence we find the second invariant
G = (−x− a4x2 + λh50 − a5y +O(x3, xy, y2))(2 + 6a3x+O(x2, y))
= 2λ(h50 +O(x, y, λ)) + (−x− a4x2 − a5y)(2 + 6a3x) + O(x3, xy, y2)
= 2λ(h50 +O(x, y, λ)) − 2(x+ a4x2 + a5y)− 6a3x2 +O(x3, xy, y2).
Clearly, G(0) = 2h50λ, so the origin is a slow-fast Hopf point as soon as we prove
that V (G)(0) < 0. We still need to determine V . We know that it should be
tangent to (∇F )⊥ (eg. perpendicular to ∇F ), and that V (ZF ) = 1. We have
ZF = −yh10x + 2xh20 + x2h20x = −a2y + 2x+ 3a3x2 +O(x3, xy, y2),
and
(∇F )⊥ = ∇ [−y + x2(1 + a3x) +O(x3, xy, y2)]⊥
= − (2x+O(x2, y)) ∂
∂y
+
(−1− a2x+O(x2, y)) ∂
∂x
so
∇F (ZF ) = −(2 + 6a3x) +O(x2, y).
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It means that
V =
(
x+O(x2, y)
) ∂
∂y
+
(
1
2
+
1
2
(a2 − 3a3)x+O(x2, y)
)
∂
∂x
.
We are now ready to compute V (G) (for λ = 0):
V (G) = −1 + (−2a4 − 2a5 − a2 − 3a3)x+O(x2, y)
So at the origin, this value is negative, which indeed indicates a slow-fast Hopf
point. We finally compute
V 2(G) = −1
2
(2a5 + 2a4 + 3a3 + a2) +O(x, y),
which shows that the criticality is governed by
σ =
1
2
V 2(G) − V (G)A = −1
2
(2a5 + 2a4 − 3a3 + a2).
This value is proportional to the value A in [KS01] so the results agree with
their results.
Remark 11. Clearly this application demonstrates that one still needs to do a bit
of computing. The benefit of doing the computations this way over putting the
system in normal form is that this procedure can be implemented in a computer
program and needs little or no adaptation to the specific application in mind. A
computer program with the triplet (F,Z,Q) as input can easily generate A, G, σ
as output. In fact, all computations done in this paper have been cross-checked
using such a program.
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