This paper focuses on the development of a hybrid method with block extension for direct solution of initial value problems (IVPs) of general third-order ordinary differential equations. Power series was used as the basis function for the solution of the IVP. An approximate solution from the basis function was interpolated at some selected off-grid points while the third derivative of the approximate solution was collocated at all grid and off-grid points to generate a system of linear equations for the determination of the unknown parameters. The derived method was tested for consistency, zero stability, convergence and absolute stability. The method was implemented with five test problems including the Genesio equation to confirm its accuracy and usability. The rate of convergence (ROC) reveals that the method is consistent with the theoretical order of the proposed method. Comparison of the results with some existing methods shows the superiority of the accuracy of the method.
Introduction
The focus of this article is to find an approximate solution on a given interval to third order initial value problems (IVP) of the type ( ) ( value problems of ordinary differential equations of the type (1) . As reported by [10] [11], the major drawback of this approach of implementation is that the methods are not self-starting and thus required the development of predictors which are usually of lower order, hence reducing the accuracy of the methods.
Recently, in order to remove the difficulties usually encountered by adopting this mode of solution, researchers ( [1] [11]- [22] ) have proposed direct methods other than Predictor-Corrector methods whose modes of implementation are in block-by-block manner which was first introduced by Milne [23] as a starting step for predictor-corrector. This monumental success has greatly removed the burden of developing predictors and hence resulted in methods of uniform orders that yielded more accurate results. The block-by-block technique has also made it easier to handle the general type of (1) which has been a major concern in the past years.
The quest for numerical methods with better accuracy has also led to the introduction of hybrid linear multistep methods which have recorded high success since its introduction. These successes motivated us to propose a hybrid method with block extension for the solution of (1).
In the next section, we discuss in detail the derivation of the proposed method with its implementation in block mode, followed by analysis of the proposed method to establish the numerical stability, numerical example to demonstrate the efficiency advantages of the proposed method and subsequently. Conclusion was drawn on the performance of the proposed method when applied to solve the numerical examples.
Mathematical Formulation
In order to obtain a numerical formula for the approximate solution of (1), the function ( ) 
with the following coefficients: schemes. These can be represented in a block matrix finite difference form as 
Analysis of the Proposed Method
This section presents analysis of the proposed method (6) vis-a-vis the order, consistency, zero-stability and convergence. The linear operator associated with the block method (6) is ( ) (
where ( ) y x is an arbitrary function which is continuously differentiable on [ ] , a b . Following Lambert [5] and Fatunla [20] , the term in (6) can be written as a Taylor series expansion about the point x to obtain the expression, ( ) is the principal local truncation error at point n x . The order of the proposed method (6) and the corresponding error constant are as reported in Table 1 .
Definition 1 (consistency). The proposed method (6) 
This result shows that the method is zero-stable. Definition 3 (convergence). The necessary and sufficient condition for the proposed method (6) to be convergent are that it must be consistent and zero-stable according to Dahlquist see [5] . Hence, by definitions 4 and 5 the method is convergent.
Stability Domain of the Proposed Method
In order to study the stability domain of the proposed method (6) , the test equations are applied to the block method (6) with z y λ = and η represents the roots of the first characteristic polynomial of the block method (6) . This is then reformulated as a general linear method as discussed in [24] . The partition ( ) ( ) 
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(16) and its derivatives are then plotted in the MATLAB environment given the stability region displayed in Figure 1 .
Definition 4 (Lambert and Watson [25] ).
Method (6) is P-stable if its interval of periodicity is ( ) 0, ∞ . It is clearly Figure 1 . This figure depicts the region of absolute stability of the proposed method generated by plotting Equation (16) .
shown in Figure 1 that the block method (6) is P-stable.
Numerical Example
Example I
The first numerical example to be considered is the oscillatory problem ( ) Table 2 . The last column of the Table shows the errors generated by method in [26] when applied to example I. It is obvious from the table that the proposed method is better in term of accuracy when compared with the method in [26] .
Example II
The second example considered is the special third order problem ( ) The numerical results are compared with those of [27] . For this example, the maximum error was compared with those reported in [18] in Table 3 for 0.01 h = and it was observed that our method perform better. The ROC, computed solutions and maximum error of the proposed method are reported in Table 4 . The Table also shows the performance of our method as compared with method in [27] . 
is also considered. Source: [28] . Figure 3 is the graph of the solution of this problem.
Application to solve nonlinear Genesio equation
The chaotic Genesio equation reported in [17] given as 
Conclusion
In this work, hybrid method with block extension for the direct solution of third 
