Abstract-The paper provides a semantic vector retrieval model for desktop documents based on the ontology. Comparing with traditional vector space model, the semantic model using semantic and ontology technology to solve several problems that traditional model could not overcome such as the shortcomings of weight computing based on statistical method, the expression of semantic relations between different keywords, the description of document semantic vectors and the similarity calculating, etc. Finally, the experimental results show that the retrieval ability of our new model has significant improvement both on recall and precision.
I. INTRODUCTION
As an important branch of the semantic Web [ . In order to implement semantic desktop retrieval, a certain information retrieval model is required, and it is an important research topic of information retrieval. At present, researchers provide a variety of information retrieval model from different angles such as probabilistic retrieval model, fuzzy retrieval model, and vector space retrieval model (VSM)
[ . According to them, the vector space model is the most effective one to express the structure of documents.
The main advantage of traditional vector space model is its simplicity, which could describe unstructured documents with the form of vectors, making it possible to use various mathematic methods to deal with. Therefore, we consider using ontology-based semantic information management methods to improve traditional vector space model, creating a semantic vector space model.
II. TRADITIONAL VECTOR SPACE MODEL
In the vector space model, the characteristic item t (also known as the index item) is the basic language unit that appearing in document d , which could represent some character of the document. 
During the procedure of query matching, the Boolean model could be used to realize the vector conversion of query condition QS .
III. THE FEATURES OF NEW MODEL
Though the semantic vector space model draw on some thinking of traditional vector space model, it make some useful improvements based on the specific features of semantic information expression. The main features of semantic vector space model include:
(1) The elements and dimension of semantic vector space are different from traditional one. In semantic vector space model, the document characteristic item sequence is not represented by the keywords as usual but the concepts extracted from documents. These concepts contain rich meaning in the ontology. At the same time, for each concept in the concept space, there is a corresponding list to describe. The list represents a vector in the property space. Therefore, each semantic vector in this model is composed of a 2D vector. So, the description capacity of semantic model is better than the traditional one.
(2) The method for determining each item's weight is different between semantic vector space model and traditional one. In the semantic model, the weight of an item is related to not only the frequency of a keyword, but also the description of corresponding concept involved in the document. In addition, the TFIDF function in traditional model cannot accurately reflect the distribution of items in the documentation set. In semantic vector space model, the items in different position of a document will be set with different weights. For example, the items appearing in the title of one document will be heavier than the ones appearing in the abstract.
(3) The two models use different algorithm to compute the similarity. In the semantic vector space model, the comparability and relativity between two concepts are fully taken into account. For example, in traditional vector space model, the words "People", "Person", and "Human" are totally different concepts, but these words could be conclude as one concept according to corresponding structures or relationships.
(4) Besides the differences introduced above, the most important feature of semantic model is the using of ontology as a carrier of information. Comparing with traditional text retrieval methods, the new model involved the semantic information in the ontology. In the ontology, concepts link themselves with other concepts through relationships. In the hierarchical structure graph of ontology, each edge represents a relationship. Three most common relationships are "Is-A", "Part-Of" and "Entity Relationship" 
IV. COMPUTING THE SEMANTIC SIMILARITY
During the procedure of information retrieval based on semantic similarity, the concepts and properties in the vector are processed respectively. Considering the relativity between different conceptual entities and comparable properties, the method for measuring the concept similarity and the property similarity are introduced. Finally, the semantic similarity algorithm was provided.
A. The concept similarity
Ontology use hierarchical tree structure to describe the logical relationship between concepts, which is the semantic basis for our retrieval algorithm. Since there is certain relativity between different concepts, we use concept similarity to describe and measure it in order to improve the precision of retrieval. Before computing the concept similarity, we give 3 definitions for different kinds of relationship between concepts as following: Definition 1: The homology concepts. In the hierarchical tree structure of ontology, concept A and concept B are homology concepts if the node of concept A is the ancestor node of concept B. Call A is the nearest root concept of B, notes as Figure1 show details of the relationships described above. According to these definitions, the structure similarity between concept A and concept B is: 
Where son(C) present the total number of nodes in sub-tree with the root of concept C. The parameter α and βis used to adjust the weight of )) ,
, whose range is (0, 1), and setting by filed experts.
According to formula given above, the concept similarity decreases with the distance between concepts. At the same time, for two concepts, the deeper the nearest root they have, the more common properties they should have, and the more similar they should be. Further more, the number of nodes in the sub-tree and semantic related concepts are also important factors during the computing of similarity. Figure 1 . Three patterns of concepts Finally, the formula defines that the similarity between the same concepts is 1, and the distance between them is 0.
B. The property similarity
Each concept in the ontology may have several different entities, the main difference among these entities rest with their property values. Further more, different concepts may have same properties. Therefore, not only the concept similarity but also the property similarity should be considered during the computing of similarity between two entities. For the property similarity measuring, we have definition as following: Definition 4: Suppose I is the entity of concept C, the value of its property i . Then, according to the properties defined in the ontology and the similarity of property value, the property similarity of vector P and Q is given: 
C. The semantic similarity
After computing the concept similarity of semantic vector and the property similarity of conceptual entity, we can get the final semantic similarity of semantic vector. Suppose
are two semantic vectors. The semantic similarity between 1 V and 2 V is:
Where ω is the weight of concept similarity, and its range is [0, 1] . Now, the main retrieval algorithm is as follows: Begin 1. Initialize the documentation set, then load the user query vector 1 V and deciding its document clustering; 2. Load the semantic index file of documents, initializing the semantic vector 2 V ; 3. For each vector in the document clustering includes 1 V . if current vector has never been processed then continue; else, process the next vector 
V. EXPERIMENT AND ANALYSIS
In order to verify the effectiveness of our method, we design a prototype system and chose 100 abstracts downloading from DBLP as retrieval target document. In this prototype system, we use ontologies CmpOnto and SwetoDblp_2 introduced in section 3.
In the experiment, the depth of ontology concept tree is 5, the range of B)) dep(R(A, in formula (2) is [1, 5] , and the value of B) d(A, is an integer from 1 to 10; both the value of weight α and β is 0.5; the i μ and i γ are parameters preset in the ontology, which could be gained by statistical method. The value of ω in formula (4) will make influence on the retrieval results ranking. In order to chose proper ω , we implement primary experiment analysis and choosing 0.8 as the optimal value of ω . The first step of experiment is document pretreatment. Each document is described by a semantic eigenvector 2 V including 1 to 4 conceptual entities. We can find that the average precision of retrieval increase from 60% to 80% according to the increase of concepts in 2 V . The corresponding results are shown in table 1.
Further more, statistical results show that the number of properties in the conceptual entity could also make influence on the precision. When the number of properties is 2, the effects go best. If a concept has too many properties, some proper target will be missed because of so many restrictive conditions. The corresponding results are shown in table 2. In addition, we compare our new model with traditional VSM model based on keywords. The number of documents and the precision of retrieval are shown in table 3. The average precision of semantic retrieval is 61.86%, but only 43.37% by traditional method in the same documentation set. According to the experimental data and analysis above, we know that the ontology could play a positive role in upgrading the precision of retrieval. In addition, the individual analyses for retrieval results tell us that there is little distinction in result ranking by different retrieval methods. The main reason for precision upgrading is that the semantic retrieval method could reduce the similarity of incorrect results, so that the correct result could be ranked in the front position. Therefore, how to re-rank and optimize the retrieval results is an important task, and it is our main item in the next stage.
