Although genome-wide association studies have successfully identified thousands of risk loci for complex traits, only a handful of the biologically causal variants, responsible for association at these loci, have been successfully identified. Current statistical methods for identifying causal variants at risk loci either use the strength of association signal in an iterative conditioning framework, or estimate probabilities for variants to be causal. A main drawback of existing methods is that they rely on the simplifying assumption of a single causal variant at each risk locus which is typically invalid at many risk loci. In this work, we propose a new statistical frameworks that allows for the possibility of an arbitrary number of causal variants when estimating the posterior probability of a variant being causal. A direct benefit of our approach is that we predict a set of variants for each locus that under reasonable assumptions will contain all of the true causal variants with a high confidence level (e.g. 95%) even when the locus contains multiple causal variants.
INTRODUCTION
Although genome-wide association studies (GWAS) reproducibly identified thousands of risk loci (Zeggini et al. 2007; Sladek et al. 2007; Hakonarson et al. 2007; Kottgen et al. 2013; Lu et al. 2013; Ripke et al. 2013 ) only a handful of causal genetic variants (i.e. variants that biologically alter
The basic statistical fine-mapping approach is to select SNPs for functional validation based on the strength of the association signal. A standard statistical association test is performed followed by the selection of the top k SNPs with the highest evidence of association for functional assays. The value of k depends on the budget and resources assigned for the follow-up study. This procedure is suboptimal as it does not properly account for the LD at a particular locus (Lawrence et al. 2005; Udler et al. 2009; Faye et al. 2013) . For example, two SNPs in perfect LD will always show the same association statistic and it is unclear how to prioritize these SNPs for functional assays. In addition, the finite sampling of individuals in the fine-mapping study induces statistical noise in the association statistics that can result in higher association statistics at neighboring SNPs as opposed to the true causal SNP. Furthermore, even when the sample sizes are large enough such that the statistical noise can be ignored, the local LD structure can induce higher association statistics for neighboring SNPs rather than causal variants at loci with multiple causal variants (Udler et al. 2009 ). More fundamentally, this approach provides no guarantees that the actual causal SNPs are contained in the top k SNPs selected for functional assays.
In this paper, as opposed to the basic top k approach, recent works (Maller et al. 2012; Beecham et al. 2013 ) have proposed to estimate the probability of each SNP to be causal at a given locus under the simplifying assumption that each GWAS associated locus harbors exactly one causal variant. Under this assumption the approximation of the posterior can be computed using only the marginal per-SNP association statistics. This induces a one-to-one relationship between marginal association statistics and the estimated posterior probabilities that yields the same ranking of SNPs within each locus. A major advantage of this approach is that confidence intervals (i.e. sets of SNPs that account for the 95% of all the posterior probability of causal variants in the locus) can be estimated and used to determine the number of SNPs for each locus to follow up in functional assays. A major drawback of this approach is that the confidence intervals rely on the assumption of a single causal variant per locus. As we show below, when applied to loci where there are more than one causal variants (Trynka et al. 2011; Galarneau et al. 2010; Haiman et al. 2007; Flister et al. 2013; Chung et al. 2011; Allen et al. 2010; Stahl et al. 2012) , the confidence intervals may not contain any causal variants with a much higher than expected likelihood.
As opposed to approaches above that yield same ranking of SNPs, conditioning approaches to dissect association signal that may change ranking of variants have also been proposed (Trynka et al. 2011; Galarneau et al. 2010; Flister et al. 2013; Chung et al. 2011; Allen et al. 2010; Stahl et al. 2012) . The conditional approach relies on an iterative selection of most associated SNPs followed by re-computation of the statistical score for the remaining SNPs conditional on the already selected SNPs. The iterations continue until no significant signal remains in the locus at a nominal or Bonferroni corrected significance (Yang et al. 2012; Allen et al. 2010; Sklar et al. 2011; Udler et al. 2009 ). Although conditioning is amenable for identifying the presence of multiple signals within the locus, it can also lead to the unfavorable situation of selection of no causal SNPs for follow-up assays. For example, in the case of two SNPs in perfect LD, where only one of the SNPs is the causal variant, the conditioning approach will drop one of the SNPs from the analysis depending on the order in which the SNPs are selected in the iterative procedure. Since the statistics at these two SNPs are mathematically equal, the order can only be random (in the absence of other sources of information) leading to conditioning not finding any casual variants in 50% of the cases.
This underlines a major drawback of the conditioning approach that can lead to highly suboptimal scenarios when searching for variants to test in functional assays.
As compared to previous work, we propose CAVIAR (CAusal Variants Identification in Associated Regions), a statistical framework that quantifies the probability of each variant to be causal while allowing with arbitrary number of causal variants. We accomplish this by jointly modeling the observed association statistics at all variants in the risk locus; posterior probabilities for sets of variants to be causal are then estimated using the conditional distribution of all association statistics in the locus conditional on the set of causal variants. The output of our approach is a set of variants that with a certain probability (e.g. 95%) contain all of the casual variants at that locus. Intuitively, the 95% causal confidence set is akin to a 95% confidence interval around an estimated parameter. Through extensive simulations we show that our method attains superior performance over all existing methods with comparable results at loci where there is a single causal variant. We validate our approach using empirical data from an eQTL study of the CHI3L2 gene (Cheung et al. 2005) where the true causal variants are known. CAVIAR correctly identifies the true causal variant.
RESULTS
Overview of statistical fine-mapping. Our approach, CAVIAR (CAusal Variants Identification in Associated Regions), takes as input the association statistics for all of the SNPs (variants) at the locus together with the correlation structure between the variants obtained from a reference dataset such as the HapMap (Gibbs et al. 2003; Frazer et al. 2007) or 1000 Genomes project (Abecasis et al. 2010) data.
Using this information, our method predicts a subset of the variants that has the property that all the casual SNPs are contained in this set with the probability ρ (we term this set as the "ρ causal set"). In practice we set ρ to values close to 100%, typically greater than or equal to 95% and let CAVIAR find the set with the fewest number of SNPs which contains the causal SNPs with probability at least ρ. The casual set can be viewed as a confidence interval. We use the casual set in the follow up studies by validating only the SNPs that are present in the set. While in the paper we discuss SNPs for simplicity, our approach can be applied to any type of genetic variants including structural variants.
We used simulations to show the effect of LD on the resolution of fine-mapping. We selected two risk loci (with large and small LD) to showcase the effect of LD on fine-mapping (see Figure1(a) and (b)). The first region is obtained by considering 100kbp upstream and downstream of the rs10962894 SNP from the coronary artery disease (CAD) case control study. As shown in the Figure 1(a) , the correlation between the significant SNP and the neighboring SNPs is high. We simulated GWAS statistics for this region by taking advantage that the statistics follow a multivariate normal distribution, as shown in Zaitlen et al. (2009,2010 ) (see Methods). CAVIAR selects the true causal SNP which is SNP8, together with 6 additional variants (Figure 1(a) ). Thus, when following up this locus, we only have to consider these SNPs to identify the true causal SNPs. The second region showcases loci with lower LD (see Figure 1(b) ). In this region only the true causal SNP is selected by CAVIAR (SNP18). As expected,the size of the ρ causal set is a function of the LD pattern in the locus and the value of ρ with higher values of ρ resulting in larger sets (see Table S1 and S2).
We also showcase the scenario of multiple casual variants (see Figure 2) . We simulated data as before and considered SNP25 and SNP29 as the causal SNPs. Interestingly, the most significant SNP (SNP27, see Figure 2 ) tags the true causal variants but it is not itself causal making the selection based on strength of association alone under the assumption of a single causal or iterative conditioning highly suboptimal. To capture both causal SNPs at least 11 SNPs must be selected in ranking based on p-values or probabilities estimated under a single causal variant assumption. As opposed to existing approaches, CAVIAR selects both SNPs in the 95% causal set together with 5 additional variants. The gain in accuracy of our approach comes from accurately disregarding SNP30-SNP35 from consideration since their effects can be captured by other SNPs.
Iterative conditioning is suboptimal in statistical fine-mapping. We performed simulations to assess the performance of various approaches for identification of the causal variants in fine-mapping studies. In each simulation, we randomly selected one of the SNPs in this region as a causal SNP and generated association statistics for the 35 SNPs using our data-generating model (see Methods). We set the statistical power at the causal SNP to be 50% at the genome-wide significance level of α = 10 −8 . This way, on average, the causal SNP statistic is significant in half of the simulation panels, and the causal SNP does not always attain the peak statistic in the region. Using this procedure, we generated 1000 simulation panels. Figure 1 (c) and 1(d) indicate the ranking of the causal SNP for both regions, where the x-axis is the ranking of the true causal SNP and the y-axis is the number of simulations where the true causal SNP have that specific ranking. We observe the top k SNP where k is set to one, fails to find the true causal SNP in 5%-40% of the time depending how complex is the LD pattern in the region. Furthermore, this result illustrates that the first step of the conditional method, which selects the most significant SNP, will fail to select the right SNP in 5%-40% of the time.
CAVIAR outperforms existing approaches in fine-mapping. We used HapGen (Spencer et al. 2009 ) to simulate fine-mapping data across European populations in the 1000 Genome project(Abecasis et al. 2010) across regions consisting of 50 SNPs. We randomly implanted one, two, or three causal SNPs in each region and then simulated case-control studies. We perform a t-test for each SNP to obtain the marginal statistical scores for each SNP. After obtaining the statistical scores and the LD correlation between each SNP, we apply our method. Figure 3 illustrates the recall rate and the size of causal set for our method and the two competing methods (conditional and posterior methods). We define recall rate as the fraction of simulations where all the true causal SNPs are identified. The x-axis indicates the number of true causal SNPs implanted in each region. First we compared the recall rate of a probabilistic method that assumes a single causal variant (1-Post, Maller et al. (Maller et al. 2012) ) and CAVIAR. In simulations of a single causal variant both methods are well-calibrated while in scenarios with multiple causals CAVIAR is the only approach that maintains a well-calibrated recall rate. Our simulations suggest that the approach that assumes a single causal variant will attain miss-calibrated recall rates at loci with multiple casual variants.
In the above experiments, CAVIAR shows the best recall rate compared to the competing methods.
However, the number of SNPs selected by CAVIAR in the causal set is slightly higher than those methods.
In order to make the comparison among these methods fair, we extended the CM and 1-Post methods such that the number of SNPs selected by each method is equal to the number of SNPs selected by CAVIAR. The extension of CM and 1-Post methods are referred to as the ECM and E1-Post methods. As shown in Figure   4 , our method has the highest recall rate among the competing methods for all the scenarios. Furthermore, we compared the ranking of the causal SNPs for each method. We vary the number of SNPs selected by each method from one SNP to ten SNPs and compare the recall rate and the results are shown in Figure 5 .
The x-axis is the number of SNPs selected by each method and the y-axis is the recall rate for each method.
We also assessed the impact of the number of individuals in the fine-mapping study. As expected, we find that CAVIAR's confidence set decreases with increased sample size (see Figure S1 ). reporter and haplotype-specific chromatin immunoprecipitation assays. Furthermore, using the CM method and conditioning on the known true causal SNP (rs755467), we obtain the secondary signal in the region which is rs2764543. The E1-Post 95% causal set selected the same 6 SNPs as CAVIAR. The ECM selects rs755467, rs2274232, rs2182115, rs2764543, rs2820087, and rs11583210 for the causal set.
DISCUSSION
Over the past few years, genome-wide association studies (GWAS) have identified hundreds of genetic loci harboring genetic variation affecting disease risk for hundreds of common diseases (Bauer et al. 2013; Coram et al. 2013; Diogo et al. 2013; Gong et al. 2013; Marigorta and Navarro 2013; Peters et al. 2013; Wu et al. 2013) . Identifying the causal genetic variants affecting disease risk at these loci has the potential of providing clues to the mechanism of the disease which can lead to identification of better targets for drug terrapins. Unfortunately, the pervasive linkage disequilibrium (LD) and the uncertainty of data makes the task of deconvoluting causal variants from tagging ones very challenging.
In this paper, we present a novel framework for identifying the causal variants underlying GWAS risk loci. The key idea behind our framework is that instead of considering each variant one at a time, we instead analyze all of the variants in the entire locus simultaneously. The result of our method is a set of variants which with high probability contains (or captures) all the causal variants. Through extensive simulation results, we show that our approach is superior to existing methods in reducing the overall number of variants to be examined in functional follow-up to identify the causal variants.
In our method we make a series of assumptions to ease the computational burden and to simplify the model. We make the assumption the number of causal SNPs in a region, in which we are interested to preform fine-mapping, is at most 6. Our method also makes the standard assumption of the Fisher's polygenic model that effects size follow a normal distribution with mean zero. This assumption is the basis of many recent Our method also assumes that we have genotyped each variant in the locus. With the increasing cost efficiency of high throughput sequencing, this assumption is becoming more and more realistic. One future direction of research is to extend this approach to handle imputed association statistics. In this case, only a relatively small number of individuals in a GWAS must be fully sequenced at the locus while the rest of the individuals can use the sequenced individuals as an imputation reference panel.
Our method takes as input the association statistics and linkage disequilibrium patterns in the locus to identify the set of variants which are likely to contain the causal variants. The minor allele frequencies of the variants will both affect the magnitude of the observed statistics as well as the linkage disequilibrium patterns.
However, our approach is only applied to loci which harbor significant association signals at individual's variants. These types of signals are most likely driven by common variants. Most likely, additional rare variants in the locus which also have effects on the phenotype will not be selected because their association statistics are low. Extending our approach to discover additional rare variants in a locus is an interesting direction for future work.
CAVIAR can easily take into account data on putative function of variants either from functional genomic data (Bernstein et al. 2012) or eQTL data which has been recently shown to help facilitate fine mapping studies (Hoffman et al. 2012; Edwards et al. 2013) . The way that this information can be incorporated is by assigning each variant a prior probability of affecting the trait (Darnell et al. 2012; Eskin 2008; Jul et al. 2011) . In this framework, the functional genomic data is converted to a probability between 0 and 1 of that variant having affect on the trait. These priors then affect the likelihood of each causal status and then ultimately are incorporated into the final causal set.
The method presented in this paper has some conceptual similarities to methods for identifying associations in regions where there is more than one associated variant. These methods have become very popular in the context of rare variant association studies (Navon et al. 2013; Jul et al. 2011; Long et al. 2013; Li and Leal 2008; Madsen and Browning 2009) . However, there are other methods which also consider common variants as well (Yi et al. 2011; Wu et al. 2011) . Our method differs from these approaches in that our goal is to narrow down the possible set of variants in a locus which we suspect is associated while the previous approaches utilize multiple variants to attempt to identify an associated locus.
Compared to methods for association testing, methods for fine mapping, including the proposed method, are more complicated and make many implicit or explicit assumptions. For example, our method makes explicit assumptions about the effect size of causal variants while association methods make no such assumptions. In our view, this is inherent to the fact that fine mapping methods attempt to control false negatives compared to association methods which attempt to control false positives. In order to control false negatives, fine mapping methods must make explicit assumptions about the "alternate" distribution in order to understand how well the data fits the assumptions. Association method on the other hand in order to control false positives, only need to make assumptions about the null distribution which in the case of association studies is the assumption that all of the variants at a locus have no effects. This asymmetry characterizes the fine mapping problem and complicates attempts to merge fine mapping and association into a single framework.
MATERIAL AND METHODS
The traditional fine-mapping study approach A fine-mapping study is a procedure to identify, or predict, the disease causing single-nucleotide polymorphisms (SNPs) from a given genome-wide association study (GWAS) dataset. It is assumed that the genotype data is dense enough, such that all the causal SNPs are genotyped, including the SNPs that are perfectly correlated to the causal variants other than SNPs.
With the development of sequencing technologies, this assumption is becoming more realistic. Therefore, we assume that there exists a true label for each genotyped SNP on whether or not the SNP is causal in disease.
The traditional fine-mapping study approach performs the following iterative procedure to predict the causal SNPs within a genomic region. First, the association statistic of each SNP is computed and the most strongly associated SNP is chosen as a causal SNP. Intuitively, if the region contains a single causal SNP, then the most significantly associated SNP is likely to be the causal SNP itself (the assumption in the traditional fine-mapping approach). However, the region may contain multiple causal SNPs, and furthermore these SNPs may be correlated, or in linkage disequilibrium (LD). In this scenario, the association statistic at a causal SNP may be contaminated by the presence of the causal SNPs that are in LD. In order to control for this contamination, at each iteration, the traditional approach re-computes the association statistic of the SNPs while conditioning on the presence of the causal SNPs which are identified in each iteration of the method. Given a statistic threshold, if the statistic of the most strongly associated SNP exceeds the threshold, the SNP is chosen as a causal SNP, or otherwise the procedure terminates.
We show through empirical and theoretical results that the traditional approach is under-powered to identify the causal SNP compared to our method. In the next section we present a data-generating model for fine-mapping studies. Let's assume that a SNP c is the only SNP involved in the disease. We assume the data generating model follows a linear model,
Data-generating model for fine-mapping studies
where 1 denotes the (n × 1) vector of ones, µ is the intercept, β c is the effect-size of SNP c and e is the (n × 1) vector of i.i.d. and normally distributed residual noise, where e ∼ N 0, σ 2 I with covariance scalar σ and (n × n) identity matrix I.
The estimates for µ and β c are obtained by maximizing the likelihood function,
The association statistic for SNP c, denoted by S c =ŝ c , follows a non-central t-distribution, which is the ratio of a normally distributed random variable to the square root of an independent chi-squared distributed random random variable,ŝ
with non-centrality parameter (NCP) λ c = βc σ √ n, and n degrees of freedom. Note that,
where χ 2 n denotes the chi-squared distribution with n degrees of freedom and it can be shown thatê Tê is independent ofβ c .
For simplicity, we assume the sample size n is large-enough, such that the association statistic S c is well approximated by a normal distribution with NCP λ c and unit variance,
Furthermore, if SNP i is correlated with a disease involved SNP c with coefficient r, i.e. The covariance between the two normal random variables reads,
Therefore, the joint distribution of the association statistics of two SNPs in a region follows a multivariate
If we assume the i-th SNP is causal we have λ j = r ij λ i and if we assume the j-th SNP is causal we have 
where, for simplicity in presenting the model, we assume all causal SNPs have the same NCP, λ c . Later, we will relax this assumption by utilizing the standard Fisher's polygenic model that effects size follow a normal distribution with mean zero. Although the above equation holds for common variants, we can extended it to rare variants through careful regularization of normalized association scores (z-scores) (Navon et al. 2013) .
Let c * ∈ C denote a particular causal status. We define a prior probability over the possible causal statuses, P(c) which assumes that each variant has a probability of being causal in either direction, γ,
Below, we extend the prior to allow for incorporating functional information into our approach.
Given the observed association statistics of the m SNPs,ŝ = ŝ 1 . . .ŝ m T , the posterior probability of the causal status P (c * |ŝ) can be expressed as,
Given a set of SNPs K ⊂ M, we denote the set of causal SNP configurations rendered by K with C K , which excludes all causal SNP configurations having a SNP outside of K as causal. Note that, our definition for C K includes the null configuration of having no causal SNPs as well. Using C K , we can compute the posterior probability of K to include, or capture, all the causal SNPs,
We denote the value of this posterior probability with ρ, where ρ = P (C K |ŝ), and refer to it as the confidence level of K in capturing the causal SNPs. Similarly, we refer K as a "ρ confidence-set of causal SNPs" or a "ρ confidence-set".
Given a minimum confidence threshold ρ * , there can be many confidence-sets, each having a confidence level that is greater than the threshold. Among all these sets, the ones with smaller number of SNPs are more informative, or have higher resolution, in locating the causal SNPs. Then, the problem we are interested is to find the ρ * confidence-set with the minimum size,
where K * has the minimum size.
Generalized framework for locus with multiple causal SNPs with different NCP values In the previous section we consider the case where all the causal SNPs in a locus have the same NCP. Thus, λ c c indicates a point in a R m space and the coordinates corresponding to the causal SNPs have value of ±λ c and the coordinates corresponding to the non-causal SNPs have a value of zero. We relax this assumption to instead have the NCP for each causal SNP drawn from a distribution with mean 0 and variance σ 2 . This is the standard assumption of the Fisher's polygenic model.
We define the prior probability on the vector of NCP λ c for a given causal status c using the multivariate normal probability,
where Σ c is constructed as follows:
is a small constant which ensures that the matrix Σ c is of full rank. The final prior is then P (c, λ c ) = P (c) P (λ c |c)
where f (λ c , 0, Σ c ) is the probability density function of the causal status (λ c |c) ∼ N (0, Σ c ). We use the above generalization as a prior on the mean of the distribution indicated in equation (1). We know the LD between two SNPs is symmetric (Σ T = Σ) and the NCP λ = Σλ c ,
Thus, the association statistics of the SNPs follows a multivariate normal distribution,
Optimization In order to compute the posterior probability for each set, which is shown in equation (2), we calculate the summation over the likelihood of all the possible causal status. Unfortunately, computing this summation that is the denominator of the equation (2) is computationally intractable in the general case (multiple causal SNPs with different NCP values). Thus, in order to simplify the calculation we assume the total number of causal SNPs in a region is bounded by at most 6 causal SNPs. Although this assumption simplifies the denominator in the equation (2), to detect the minimum causal set still we have to consider all the possible causal status. We utilize the following greedy algorithm to make the detection of minimum causal set tractable. In each iteration of the greedy algorithm we select a SNP to be causal that increases the posterior probability the most. The process of selecting SNPs to be causal continues as long as the posterior probability of the causal set is at least ρ fraction of the total posterior probability of the data.
Using simulated data, we show in Table S3 the proposed greedy method results are similar to the results obtained by solving the equation (2) exactly. In addition, for each causal status we define a prior. In order to compute the prior, we assume each SNP is independent and the probability of a SNP to be causal is equal to 10 −2 (Eskin 2008) .
In order to identify the causal SNP sets, we need to consider all possible subsets of the SNPs which numbers 2 m (in the case of multiple causal SNPs with different NCP values, we consider two causal status for each SNP: have effect or have no effect) when m is the number of SNPs in the region. In the process of computing the posterior probability for each of these possible subsets, we need to enumerate over each possible causal status for each SNP. There are two possible causal status for each SNP. SNP has an effect or SNP has no effect. Thus for each possible subset of SNPs, we need to consider 2 m possible causal statuses for the SNPs. For each of these statuses, the multivariate normal distribution is utilized to compute the likelihood of the data given the causal statuses. Thus in order to identify the best causal SNP set, we must perform a significant amount of computation.
The computational burden is high because we need to consider every possible subsets of SNPs to be in causal set and for each subset, we need to enumerate all of the possible causal SNP status. We propose two ideas to reduce the computational burden. The first idea only reduces the possible causal status which we need to consider for each subset. The second idea utilizes a greedy algorithm to identify the subset of SNPs in the causal set by eliminating our need to consider all possible subsets.
In order to reduce the computational burden, we assume in each region we have at most 6 causal SNPs.
If we only consider causal status that have a total of i causal SNPs, there are 2 i m i possible different causal status. Thus, for the case where we only consider at most 6 causal SNPs we have The assumption of at most 6 causal SNPs reduces the computational burden to compute the posterior probability for each subset of SNPs. However, to identify the causal SNP sets, we need to select the smallest subset of SNPs that has the desired posterior probability. This process can be extremely slow in some cases as we need to consider all the possible subsets of SNPs. We proposed an efficient greedy method where in each iteration of the method we select a SNP which increases the posterior probability the most. We continue the process of adding SNPs to causal set until we have the desired posterior probability for the causal set.
Incorporating functional data as prior into CAVIAR Although we consider a simple prior in our model, CAVIAR can easily be extended to incorporate external information such as functional data or knowledge from previous studies. These external information can be incorporated to CAVIAR as a prior.
We allow the probability that a variant is part of causal set to vary from variant to variant depending on prior information. This variant specific probability is denoted γ i . We extend equation (3) and instead of P (c) as the prior for each causal status, we compute P (c|γ = [γ 1 , γ 2 , · · · , γ m ]) as follow:
Conditional method for fine-mapping Here we show how to compute the statistics for the rest of the SNPs given we have selected a SNP as the causal SNP. For simplicity we only use two SNPs to compute the conditional statistics. Thus, we have :
Conditioning on one SNP is equivalent to make the statistics for that SNP equal to zero. Moreover, the variance of the remaining SNP is one. As a result,
We use the iterative method to obtain all the causal SNPs. In each iteration of the method we pick the SNP with the lowest p-value (the highest statistics) and re-compute the statistics of the renaming SNP using the formula mentioned above. We keep repeating this process until there exist no significant SNP. In our experiment we set the significant threshold value to 0.001. We acknowledge the support of the NINDS Informatics Center for Neurogenetics and Neurogenomics (P30 NS062691). B.P is supported in part by the National Institutes of Health (R03 CA162200 and R01 GM053275). The funders had no role in study design, data collection and analysis, decision to publish, or preparation of the manuscript. SNP1   SNP2  SNP3  SNP4  SNP5  SNP6  SNP7  SNP8  SNP9  SNP10  SNP11  SNP12  SNP13  SNP14  SNP15  SNP16  SNP17  SNP18  SNP19  SNP20  SNP21  SNP22  SNP23  SNP24  SNP25  SNP26  SNP27  SNP28  SNP29  SNP30  SNP31  SNP32  SNP33  SNP34  SNP35 U &RORU .H\ ïORJ SïYDOXHV SNP3  SNP4  SNP5  SNP6  SNP7  SNP8  SNP9  SNP10  SNP11  SNP12  SNP13  SNP14  SNP15  SNP16  SNP17  SNP18  SNP19  SNP20  SNP21  SNP22  SNP23  SNP24  SNP25  SNP26  SNP27  SNP28  SNP29  SNP30  SNP31  SNP32  SNP33  SNP34 (a) and (b) respectively. We obtain these histograms from simulation data by randomly generating GWAS statistics using multivariate normal distribution. We apply the simulation for 1000 times. CM is the conditional method and 1-Post is the method proposed by Maller et al. (Maller et al. 2012) .
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In both panels the x-axis is the true number of causal SNPs that we have implanted in each region. In the scenario of one causal SNP both our method and 1-Post have similar results as both methods use the 95% confidence interval to select a SNP as causal. However, for scenarios in which we have more than one causal SNPs, our method outperforms the 1-Post. 
