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Abstract
The cluster of galaxies MS 1512.4+3647 (z = 0.372) was observed with Suzaku for 270 ks. Besides
the Fe abundance, the abundances of Mg, Si, S, and Ni are separately determined for the first time in a
medium redshift cluster (z > 0.3). The derived abundance pattern of MS 1512.4+3647 is consistent with
those of nearby clusters, suggesting that the system has similar contributions from supernovae (SNe) Ia
and SNe II to nearby clusters. The number ratio of SNe II to SNe Ia is ∼ 3. The estimated total numbers
of both SNe II and SNe Ia against gas mass indicate similar correlation with those for the nearby clusters.
The abundance results of MS 1512.4+3647 is consistent with the standard scenario that the SN II rate
history roughly follows the star-formation history which has a peak at 1<z< 2 and then declines by about
one order of magnitude toward z ∼ 0. The similar number of SNe Ia to the nearby clusters suggests that
the SN Ia rate declines steeply from z = 0.37 to z = 0 and/or SN Ia explosions occurred predominantly at
larger redshifts.
Key words: galaxies: clusters: individual (MS 1512.4+3647) – X-rays: galaxies: clusters – X-rays:
ICM
1. Introduction
Clusters of galaxies are the largest virialized structures
in the universe, and they gravitationally bind hot thin-
thermal plasma (intracluster medium; ICM). The high
temperature reaching up to several 107 K make the ICM
to produce X-rays via thermal bremsstrahlung. The ICM
is enriched with metals having been synthesized in stars
and supernova (SN) explosions and ejected to the intra-
galactic space by SN explosions (e.g. Arnaud et al. 1992;
Renzini et al. 1993). The metals in galaxies are thought
to be exported to the ICM via galaxy wind (Mathews &
Baker 1971) and/or ram pressure stripping (Gunn & Gott
1972). These metals are highly ionized in collisional ion-
ization equilibrium and excited metal ions emit atomic
lines in the X-ray range.
The majority of supernovae are classified into type Ia
(SN Ia) and type II (SN II). The former is the explosion of
a white dwarf with gas accretion from a companion star,
in which nuclides are in the thermal equilibrium and pro-
vides a lot of iron family elements (Iwamoto et al. 1999).
On the other hand, in the latter the iron core of a massive
star are photodisintegrated into helium nuclei and mainly
alpha elements are synthesized in the explosion (Nomoto
et al. 2006). Thus the emission lines observed in the X-ray
spectrum reflect integrated activities of both types of su-
pernovae in the galaxies, and enable us to study chemical
enrichment history of the ICM, which is a major compo-
nent of the known baryon in the universe.
Observational studies of metals in the ICM were greatly
advanced by ASCA. In particular, it allowed to measure
spatial distributions of Si and Fe in the ICM (Fukazawa
et al. 1998, 2000; Finoguenv et al. 2000, 2001; Ezawa et
al. 1997). Recently, XMM-Newton and Chandra, thanks
to their large effective areas and high angular resolutions,
have measured “metal abundance” of the ICM in high-
redshift clusters, which is a representative abundance for
various elements, mainly determined by using Fe-L and
Fe-K lines. Using XMM-Newton and Chandra data of 56
clusters at 0.3 ≤ z ≤ 1.3, Balestra et al. (2007) measured
the iron abundance ZFe within a spatial region of 0.15
r200 – 0.3 r200. They found that the clusters at z > 0.5
have a constant average abundance ZFe≈ 0.25 solar, while
clusters at z < 0.5 exhibit a significantly larger abundance
of ZFe≈0.4 solar. Maughan et al. (2008) also reported the
same result using 115 clusters at 0.1 < z < 1.3 observed
with Chandra. They found significant evolution in the
metal abundance which drops by 50% from z = 0.1 to
z ∼ 1. Anderson et al. (2009) found the similar drop
in the metal abundance from z = 0.1 to z ∼ 1 using 29
clusters observed with XMM-Newton, together with the
115 clusters of Maughan et al. (2008) and 70 clusters at
z < 0.3 in Snowden et al. (2008). Baldi et al. (2012) tried
to study dependence of the metal evolution on distance
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from the center by spatially resolved analysis, but they
obtained no statistically significant conclusion about the
different evolutionary path that the different regions of
the clusters may have traversed.
After the launch of Suzaku (Mitsuda et al. 2007), stud-
ies of alpha elements have made progress. X-ray Imaging
Spectrometer (XIS: Koyama et al. 2007) onboard Suzaku
has good sensitivity for lines in lower energies thanks to
good line spread function and low particle background
level, especially in the earlier phases after launch for the
less contamination affected the effective area in lower en-
ergies (Koyama et al. 2007). The metal abundances syn-
thesized mainly in SNe II, such as O and Mg, in the ICM
outside cool-core regions up to ∼ 0.3r200 have been mea-
sured for several nearby clusters and groups (z ∼ 0.001)
with Suzaku (Matsushita et al. 2007; Komiyama et al.
2009; Sato et al. 2007a, 2008, 2009a, 2010; Sakuma et
al. 2011). Combining the Suzaku results with SNe nu-
cleosynthesis model, Sato et al. (2007b) calculated inte-
grated numbers of SNe Ia and SNe II explosions in nearby
clusters. They showed that the number ratio of SNe II
to Ia is ∼ 3.5 and Fe has been synthesized predominantly
by SNe Ia. A similar result is reported in de Plaa et al.
(2007) using data of XMM-Newton.
In order to conclude the metal enrichment history of the
ICM observationally, it is crucial to measure metal abun-
dances of individual elements in clusters at high redshifts.
This is beyond the ability of X-ray observatories currently
in orbit, and would be one of major sciences in future X-
ray missions with huge effective areas. However, Suzaku
has the ability to pilot that survey for bright sources at
medium redshifts.
We selected a target for Suzaku to perform the study
of chemical evolution in the ICM. The criteria for the
cluster are 1) distant but bright enough, 2) metal rich,
and 3) cool (below 4 keV). In general, a luminous clus-
ter has high temperature. However, in the high tem-
perature gas, most alpha elements are fully ionized and
hence no (or very weak) emission lines are expected. This
is why we set the third criterion. As a result, we chose
MS 1512.4+3647 at z = 0.372 (Stocke et al. 1991). Using
ASCA data of MS 1512.4+3647, Ota (2000) reported its
flux of 3.9× 10−13 erg s−1 cm−2 in 2.0–10.0 keV, lu-
minosity of 3.6+0.2−0.2 × 10
44 erg s−1, metal abundance of
1.05+1.34−0.67 solar (Anders and Grevesse 1989) and temper-
ature of 2.85+0.91−0.49 keV. In this paper, we report results
of our Suzaku long observation of the cluster of galaxies
MS 1512.4+3647. Throughout this paper, cosmological
parameters of H0 = 71 km s
−1 Mpc−1, ΩM = 0.27, and
ΩΛ=0.73 are adopted. At z=0.372, 1
′ corresponds to 306
kpc. The virial radius of MS 1512.4+3647 is r200 = 1.22
Mpc by substituting the average temperature 2.85 keV
(Ota 2000) into equation 2 of Henry et al. (2009), where
r200 = 1.22 Mpc is the radius within which the average
density is 200 times the critical density at the redshift
of the cluster. The Galactic hydrogen column density in
the direction of MS 1512.4+3647 is NH= 1.4×10
20 cm−2
(Dickey & Lockman 1990). The definition of one solar
abundance is taken from Lodders (2003). Errors are given
at the 90 % confidence level unless otherwise stated.
2. Observation and Data Reduction
2.1. Suzaku Observation
A Suzaku observation of MS 1512.4+3647 was per-
formed from 2007 December 29 15:37:13 UT to 2008
January 4 16:40:18 UT with the total exposure of 268.9
ks (ObsID 802034010). In this paper, we utilize only the
XIS data, since no signals are observed by the HXD. Two
front-illuminated (FI: XIS0 and XIS3) CCD cameras and
one back-illuminated (BI: XIS1) CCD camera were in op-
eration. The average pointing direction of the XIS was at
(α, δ)=(15h14m25.s4, +36◦37′11.′′3). All the three XIS de-
tectors were in the normal clocking mode (8 s exposure per
frame) with the standard 5 × 5 and 3 × 3 editing modes
during the data rates of SH/H and M/L, respectively.
We reprocessed unscreened XIS event files using Suzaku
software version 19 in HEAsoft 6.12 while referring to the
calibration data base (CALDB) of the XIS and the X-
ray telescope (XRT: Serlemitsos et al. 2007) released on
2012 February 10 and 2011 June 30, respectively. The
aepipeline tool in the HEAsoft package was used for the
reprocessing. We applied the standard screening criteria
for good time intervals (GTI): the spacecraft is outside
the South Atlantic Anomaly (SAA), the time interval af-
ter an exit from the SAA is longer than 436 s, the geo-
magnetic cutoff rigidity (COR) is higher than 8 GV, the
source elevation above the rim of bright and night Earth
(ELV) is higher than 20◦ and 5◦, respectively, and the XIS
data are free from telemetry saturation. We selected XIS
events with the ASCA grades of 0, 2, 3, 4, or 6. These
procedures yielded an effective exposure of 208.6 ks. The
resulting summed image of XIS0, XIS1, and XIS3 in the
0.5–7.0 keV energy range is shown in panel (a) of figure 1.
The spectral analysis was performed with XSPEC 12.7.1.
2.2. Archival Chandra Data
MS 1512.4+3647 was observed with Chandra
(Weisskopf et al. 2000, 2002) for 49.6 ks in 2000
(ObsID 800). The observation separated into two inter-
vals, from 2000 June 6 15:53:46 UT to June 7 02:49:17
UT (hereafter OBS1), and from 2000 July 7 05:17:39 UT
to July 7 09:25:15 UT (hereafter OBS2). We utilized this
Chandra data to make ancillary response files (ARFs)
of Suzaku and extract point sources. Chips S1, S2, S3,
S4, I2 and I3 were used in the Advanced CCD Imaging
Spectrometer (ACIS; Bautz et al. 1998; Garmire et al.
2003).
All the data were reprocessed with chandra repro soft-
ware to create new level 2 event files for the two intervals
using CIAO 4.3 software package, referring to CALDB
4.4.6.1. The effective exposure became 36.4 ks for OBS1
and 12.6 ks for OBS2. In the following analysis, the same
grade selection as that for the Suzaku XIS data (i.e., 0, 2,
3, 4, or 6) was applied. The resulting ACIS image in the
0.5–7.0 keV energy range is shown in panel (b) of figure 1
with the field of view (FOV) of XIS.
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Fig. 1. (a) XIS image of MS 1512.4+3647 in the 0.5–7.0 keV energy range, smoothed with a Gaussian kernel of σ= 16 pixel ≃ 17′′.
The scale bar indicates the X-ray counts per pixel. The observed XIS0, 1, 3 images were added on the sky coordinates after removing
calibration-source regions. The NXB was not subtracted, and the exposure and vignetting were not corrected. The removed regions
of point sources from spectral analysis are indicated with dashed circles. The SRC and the BGD regions are within the solid circle
and outside of the dashed circle, respectively. (b) ACIS image in 0.5–7.0 keV energy range, smoothed with a Gaussian kernel of
σ=4 pixel ≃ 2′′. The Suzaku FOV and the virial radius are shown as the square and the solid circle on the image, respectively. The
scale bar indicates the X-ray counts per pixel. The OBS1 and OBS2 images were added on the sky coordinates. The point sources
detected with wavdetect or extracted from the CXC and 2XMMi catalogs are indicated with black crosses.
2.3. Response Files
Redistribution matrix files (RMFs) of the XIS were pro-
duced by xisrmfgen, and ARFs by xissimarfgen version
2010-11-05 (Ishisaki et al. 2007). The effect of contamina-
tions on the optical blocking filter of the XIS is included
in ARFs. Two types of ARFs were generated, AU and AI,
for the uniform background emission and ICM emission,
respectively. The input image of AU is the uniform emis-
sion over a circular region of 20′ radius, and the extract
region of AU is the BGD region of figure 1(a).
In order to make AI, a background subtracted X-ray
surface brightness profile of MS 1512.4+3647 was cre-
ated from an ACIS 0.5–7.0 keV image of the Chandra
OBS1 data. In this process, point sources were detected
and removed from the ACIS image, using the wavdetect
(Freeman et al. 2002) of CIAO with a detection thresh-
old of 5σ. The background was extracted from a region
outside the virial radius of MS 1512.4+3647 (4′). The cen-
ter of the profile, (α, δ)=(15h14m22.s6,+36◦36′21.′′0), was
determined from the position of X-ray emission centroid
in the ACIS image. Then the profile was fitted with β-
model (King 1962) of which parameters were determined
through the least chi-square method. The resulting pa-
rameter set of β-model is (rc,β) = (21.7 kpc,0.53), where
rc is the core radius. The input image of A
I is the two
dimensional β-model over the entire FOV of XIS, and the
extract region of AI is SRC region of figure 1(a).
RMFs and ARFs of the ACIS were produced by
specextract which is included in the CIAO package, to-
gether with source and background spectra of the ACIS.
3. Estimation of Background
Accurate estimation of background is the key to a spec-
tral analysis of low surface brightness X-ray emission such
as ICM. In the case of MS 1512.4+3647, the peripheral re-
gion of XIS (outside the virial radius, for example) where
no ICM emission is expected can be used for that pur-
pose. However, the background level of in the BGD re-
gion is not exactly the same as that in the SRC region.
Therefore, we estimate non-X-ray background (NXB) and
X-ray background (XRB) separately which are specific to
the region to be analyzed. XRB is composed of cosmic
X-ray background (CXB) and Galactic foreground emis-
sion (GFE). We identified point sources with Chandra and
XMM-Newton data and excluded them.
3.1. Non-X-Ray Background
The NXB, which is the instrumental background ex-
cept for the celestial X-ray background, was generated
by xisnxbgen, which sorts night Earth data around an
observation according to COR and makes a sum of the
night Earth spectra weighted by the actual COR distri-
bution of the observation (Tawa et al. 2008). Integrated
period for the NXB is between ±365 days of the Suzaku
MS 1512.4+3647 observation. Night Earth events from
the same detector area as the region to be analyzed in the
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Table 1. Results of Model Fittings to XIS spectra of the BGD region
LHB MWH CXB
kT (keV) Norm∗ S† kT (keV) Norm∗ S† Γ S‡ χ2/dof
0.12+0.04−0.02 1.60
+1.54
−0.68 3.91
+3.62
−1.74 0.26
+0.05
−0.03 0.32
+0.16
−0.20 3.70
+1.70
−2.47 1.41 (fix) 5.09
+0.12
−0.12 492.0/441
∗ Normalization of the apec component divided by 400pi which is the area of the circular region (r = 20′ in radius)
used for the uniform-sky ARF calculation. Norm = 1/400pi
∫
nenHdV/[4pi(1 + z)
2D2A]× 10
−20 cm−5 arcmin−2,
where DA is the angular diameter distance to the source.
† The 0.5–1.0 keV surface brightness in units of 10−9 erg s−1 cm−2 sr−1.
‡ The 2.0–10.0 keV surface brightness in units of 10−8 erg s−1 cm−2 sr−1.
10−3
0.01
Co
un
ts 
s−
1  
ke
V
−
1
10.5 2 5
−5
0
5
χ
Energy (keV)
Fig. 2. NXB-subtracted XIS spectra of the BGD region, fit-
ted with the X-ray background model described in section 3.5.
Black and red are 0.5–5.5 keV XIS-FI (averaged over XIS0
and XIS3) and 0.4–5.5 keV XIS-BI spectra, respectively. The
CXB component is shown in orange line, and the LHB and
MWH emissions are indicated by magenta and green lines,
respectively.
MS 1512.4+3647 XIS image were extracted in xisnxbgen.
The systematic error associated with the NXB is ±3%
(Tawa et al. 2008) in 1.0–12.0 keV energy range.
3.2. Point Sources
In the analysis of MS 1512.4+3647, the contribution
of point sources has to be subtracted. The XIS image
shown in figure 1(a) is thought to be contaminated by a
number of point sources, but they are not resolved well
due to a moderate spatial resolution of X-ray telescope
(a half-power diameter of ∼ 2′; Serlemitsos et al. 2007).
To detect point sources, we utilized the Chandra Source
Catalog (CSC; Evans et al. 2010) and the XMM-Newton
2nd Incremental Source Catalogue (2XMMi; Watson et
al. 2009). The cataloged point sources are shown in fig-
ure 1 (serial numbers from 25 to 38). Position, photon
index, and energy flux of these point sources are summa-
rized in table 4. The detection limits of these catalogs
are about 1× 10−14 erg s−1 cm−2 in 0.5–7.0 keV energy
range for CSC and 1.5× 10−14 erg s−1 cm−2 in 2.0–12.0
keV energy range for 2XMMi. Because the cataloged
sources are located far from MS 1512.4+3647, we also
utilized the Chandra data to detect point sources around
MS 1512.4+3647. The CIAO tool wavdetect (Freeman
et al. 2002) was executed on the 0.5–7.0 keV Chandra
ACIS images of OBS1 with a detection threshold of 5σ.
As shown in black crosses of figure 1(b) with serial num-
bers from 1 to 24, 24 point sources were detected in the
ACIS FOV. The detection limit is about 2.0× 10−15 erg
s−1 cm−2 in 2.0–10.0 keV energy range.
In the case of point sources detected with wavdetect
in table 4, photon index, and energy flux were derived
from spectral model fitting to the ACIS data, extracted
from a circular region of 1′′ or 2′′ in radius depending
on the source extent. Background was extracted from
a source-free region of 1′ in radius. In the fitting, the
two sets of data (OBS1 and OBS2) were added, and ab-
sorbed power-law model, wabs× powerlaw, was utilized
with free or fixed (1.7) photon index depending on statis-
tics. Column density was fixed to the Galactic value of
1.4× 1020 cm−2. The results are shown in figure 9. The
energy flux of the point sources ranges from ∼ 10−15 to
∼ 10−13 erg s−1 cm−2. Some sources which were detected
by wavdetect are also listed in CSC. We confirmed that
energy flux obtained by wavdetect and CSC is consistent
within errors. In following spectral analysis, point sources
with energy flux larger than 1.6×10−14 erg s−1 cm−2 in
2.0–10.0 keV are excluded in circular regions of 1′ or 2′ ra-
dius depending on source extent, as shown in figure 1(a).
The point sources with energy flux lower than 1.6×10−14
erg s−1 cm−2 in 2.0–10.0 keV are included in the CXB
model (detailed in section 3.3), corresponding to 30% of
CXB intensity, and have roughly consistent numbers with
the logN–logS relation (Kushino et al. 2002).
3.3. Cosmic X-Ray Background
After the removal of point sources, there remains con-
tribution from unresolved extragalactic sources (CXB) to
XRB. In the spectral analysis, an absorbed power-law
model with a fixed photon index of 1.41 (Kushino et
al. 2002) wabs× powerlaw was used as the CXB model.
Intensity of the CXB after the removal of point sources
with flux higher than 1.6×10−14 erg s−1 cm−2 in 2.0–10.0
keV is calculated to be (3.80+0.46−1.52± 0.38)× 10
−8 erg s−1
cm−2 sr−1 (90% statistical and systematic errors) from
equation (6) of Kushino et al. (2002).
3.4. Galactic Foreground Emission
GFE typically consists of an unabsorbed plasma (LHB;
representing the local hot bubble and the solar-wind
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charge exchange) and an absorbed plasma (MWH; rep-
resenting the Milky Way halo). To express the GFE, we
employed two-temperature model, apec1+wabs× apec2,
according to Tawa et al. (2008), where the apec model is
a thin thermal plasma emission model detailed in Smith
et al. (2001). The redshift and abundance of the two apec
components were fixed to zero and unity, respectively.
3.5. Spectral Analysis of Background Region
In order to estimate the XRB around MS 1512.4+3647,
we extracted FI and BI spectra from a background re-
gion of the XIS image (BGD region in figure 1(a)). This
BGD region is further than 1.1r200 of MS 1512.4+3647,
and the contribution of ICM is 8% of XRB there, as-
suming the ICM extends beyond r200 following the β-
model profile obtained in section 2.3 with the point spread
function of XRT. We fitted NXB-subtracted FI and BI
spectra of the BGD region simultaneously with a model
of apec1+wabs× (apec2+ powerlaw) that represents the
CXB and GFE emissions in 0.5–5.5 keV for FI and 0.4–5.5
keV for BI. Galactic absorption was fixed to the Galactic
value of 1.4× 1020 cm−2. The ARFs of AU were used for
the model fitting. The best-fit parameters for the BGD re-
gion are summarized in table 1, and the spectra are shown
in figure 2. The fit is moderately good with the probabil-
ity that chi squared value becomes larger than the fitting
value is 0.047.
The 2.0–10.0 keV surface brightness of the CXB compo-
nent is (5.09±0.12±0.27)×10−8 erg s−1 cm−2 sr−1 (90%
statistical and systematic errors), where the systematic
error of 5.4% is derived by scaling the fluctuation analysis
with Ginga (Hayashida 1989) to our flux limit and FOV
of 1.6× 10−14 erg s−1 cm−2 and 0.06 deg2, respectively
(detailed in Hoshino et al. 2010; Akamatsu et al. 2011).
This CXB fluctuation is consistent with Nakazawa et al.
(2009) scaled by HEAO-1, -2 results. The obtained surface
brightness is slightly larger (∼ 25%) than the calculated
value described in section 3.3, although consistent within
statistical and systematic errors. In the spectral analy-
sis of the ICM, we also tried the calculated CXB surface
brightness instead of that obtained from the BGD region,
and confirmed that the fitting results did not change sig-
nificantly.
The temperature and surface brightness of LHB are
kT = 0.12+0.04−0.02 keV and (3.91
+3.62
−1.74)× 10
−9 erg s−1 cm−2
sr−1 in 0.5–1.0 keV energy range, respectively. Those of
MWH are kT = 0.26+0.05−0.03 keV and (3.70
+1.70
−2.47)× 10
−9 erg
s−1 cm−2 sr−1 in 0.5–1.0 keV energy range, respectively.
The obtained temperatures of LHB and MWH are consis-
tent with typical values of these GFE components (Lumb
et al. 2002; Yoshino et al. 2009).
4. Spectral Analysis and Results
For the spectral analysis of the ICM in
MS 1512.4+3647, we extracted XIS spectra within
a circular region of 2.2′ in radius (∼ 0.6r200, shown as
the SRC region in figure 1(a)), centered on (α, δ)=
(15h14m22.s6,+36◦36′21.′′0). The center was determined
from the position of X-ray emission centroid in the
Chandra ACIS image, as described in section 2.3. The
radius of extraction was determined to maximize sig-
nificance of the ICM signal with respect to the noise,
composed of the NXB, CXB, and GFE. The three
point sources within the SRC region were masked by a
circle of 1′ radius (dashed circles in figure 1(a)). Since
MS 1512.4+3647 is rather distant, X-ray signals from
core regions and outer regions are highly mixed due to
the Suzaku PSF. Therefore, we did not study radial
dependence of parameters such as temperature, gas
density, and metal abundances. After extracting spectra
of the XIS0, XIS1, and XIS3, we created a single XIS-FI
spectra by averaging the XIS0 and XIS3 spectra.
In figure 3(a), we compared raw SRC spectra (black
cross for XIS-FI and gray cross for XIS-BI) with corre-
sponding NXB spectra (circled black cross and circled
gray cross). The raw SRC spectra have significant excess
in 0.4–6.5 keV (XIS-FI) and 0.3–6.5 keV (XIS-BI), respec-
tively, due to the ICM and XRB emission. In the higher
energies than 6.5 keV, the raw SRC spectra overlap with
the NXB spectra, because the NXB is dominant in the en-
ergy range. Figure 3(b) is NXB-subtracted SRC spectra
(black cross for XIS-FI and gray cross for XIS-BI) with the
best-fit XRB model for the BGD region described in sec-
tion 3.5 (black and gray solid line). The signal from ICM is
significantly detected in 0.5–6.5 keV (XIS-FI) and 0.4–6.5
keV (XIS-BI), respectively. The emission lines from ion-
ized metals, especially the redshifted Fe-K line, are seen
in the spectra of figure 3(b). These lines are clearer as ex-
cess in each atomic-line energy of Ne, Mg, Si, S, Fe, and
Ni shown in figure 4, where we fitted the NXB-subtracted
SRC spectra with wabs× bremss+XRB model.
In order to determine metal abundances, the NXB-
subtracted XIS-FI and XIS-BI SRC spectra were fitted
with an absorbed single-temperature thin-thermal emis-
sion model (1T), wabs×vapec (vapec: Smith et al. 2001)
added to the XRB model (section 3.5), in 0.5–6.5 keV en-
ergy range as shown in figure 5. In this fitting, the BGD
spectra (figure 2) were simultaneously fitted with the same
XRB model to determine the XRB in MS 1512.4+3647.
For the SRC spectra, we utilized the NXB and response
(RMF and ARF) files of the SRC region (section 2.3),
while those of the BGD region were used for the BGD
spectra. The uniform sky ARF, AU, and the β-model
ARF, AI, were assigned to the XRB model and the ICM
model, respectively. In the 12 metal abundances in vapec,
we set He = C = N = O = one solar abundance because
the emission lines from these elements are out of energy
range. The emission lines from Al, Ar, and Ca are not
significantly detected (figure 4). Then we set S = Ar =
Ca, and set Al as free parameter. We also examined two
cases: 1) free parameters of S, Ar, and Ca, 2) linked pa-
rameters of Mg = Al. The errors of S and Mg abundances
increased about 5% in the case 1) and 10% in the case 2),
respectively. The other abundances, Ne, Si, Fe, and Ni,
were free. Therefore, we had seven free metal-abundance
parameters. The hydrogen column density was fixed to
the Galactic value of 1.4× 1020 cm−2 and redshift was
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0.3–12.0 keV XIS-FI (averaged over XIS0 and XIS3) and XIS-BI raw spectra, respectively, and circled black and gray crosses are
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Fig. 4. (a) XIS-FI (black) and XIS-BI (gray) spectra around the Ne, Mg, S, and Si emission lines extracted from the SRC region,
with the best-fit wabs× bremth model (solid lines). The positions of the redshifted metal lines are also indicated. The lower panel
shows the ratio of the data to model. (b) The same as panel(a), but for spectra around the Fe and Ni emission lines.
also fixed to 0.372. In the XRB model, all parameters
were free except for the photon index of the CXB model
(section 3.5). The fitting result is summarized in table 2.
The Al abundance is not determined significantly and we
don’t indicate about Al abundance in the following anal-
ysis.
The metal abundances of individual elements are de-
termined in 3σ significance except for Ne and Mg which
have large error bars. These metal abundances of
MS 1512.4+3647 are similar to those of nearby clusters
(e.g. Sato et al. 2009b). The best-fit luminosity and tem-
perature are (2.9± 0.2)× 1044 erg s−1 in 2.0–10.0 keV en-
ergy range and 3.28±0.09 keV, respectively. The temper-
ature is consistent with ASCA results (Ota 2000) within
statistical errors. The luminosity is also consistent with
the ASCA value (Ota 2000) when it is corrected for the
difference of integrated areas between ASCA GIS and
Suzaku XIS.
The ICM in MS 1512.4+3647 is considered to have
temperature structures, especially between the core and
outer regions. If this is true, a multi-temperature model
may reproduce the SRC spectra better. We tried two-
temperature model (2T), wabs× (vapec+ vapec). In the
2T model, each metal abundance was tied between the
two thermal components and Ne abundance was fixed to
one solar value. Therefore, in the 2T model, only one tem-
perature parameter was added as a new free parameter to
the 1T model. The fitting result is summarized in table 2.
From the F-test, we cannot decline the null hypothesis
at 5% significance level that adding one thermal compo-
nent from 1T to 2T does not improve the fit, because the
P-value is 0.137. In fact, the two ICM temperatures are
obtained only as lower limits, and the metal abundances
are consistent with those of the 1T model within statis-
tical errors. Thus, the 1T model is statistically sufficient
to reproduce the data. It suggests that the potential tem-
perature drop in the very central region is moderate, if
any.
No. ] Metals in the Intracluster Medium of MS 1512.4+3647 7
Table 2. Results of Model Fittings to the XIS spectra of SRC region.
Model kT1 kT2 Ne Mg Si S=Ar=Ca Fe Ni χ2/d.o.f.
(keV) (keV) (solar) (solar) (solar) (solar) (solar) (solar)
1T 3.28+0.09
−0.09 — < 2.26 0.64
+0.54
−0.51 0.63
+0.21
−0.20 0.42
+0.23
−0.23 0.64
+0.08
−0.07 1.94
+1.06
−1.02 1087.8/1014
2T 0.79 < 0.92< 1 (fix) 0.73+0.48
−0.26 0.67
+0.17
−0.11 0.49
+0.20
−0.12 0.62
+0.06
−0.07 2.00
+0.91
−0.90 1085.4/1013
CXB−6% 3.30+0.08
−0.09 — < 2.49 0.65
+0.55
−0.51 0.64
+0.21
−0.20 0.42
+0.23
−0.23 0.65
+0.08
−0.08 2.02
+1.07
−1.03 1095.0/1015
CXB+6% 3.29+0.09
−0.04 — < 2.26 0.65
+0.54
−0.52 0.64
+0.21
−0.23 0.42
+0.21
−0.21 0.64
+0.04
−0.07 1.94
+1.04
−0.76 1083.3/1015
NXB±3% 3.28+0.08
−0.09 — < 2.27 0.64
+0.54
−0.51 0.63
+0.21
−0.20 0.42
+0.23
−0.23 0.64
+0.08
−0.07 1.94
+1.06
−1.02 1080.8/1014
CONTAMI−10% 3.38+0.11
−0.09 — < 2.01 0.81
+0.58
−0.54 0.74
+0.23
−0.21 0.51
+0.25
−0.24 0.64
+0.08
−0.08 1.99
+1.09
−1.06 1092.3/1014
CONTAMI+10% 3.19+0.04
−0.09 — < 2.59 0.51
+0.52
−0.48 0.55
+0.20
−0.19 0.35
+0.22
−0.21 0.64
+0.08
−0.07 1.93
+1.04
−1.00 1092.8/1014
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Fig. 5. NXB-subtracted spectra of the SRC region. Black
and red are 0.5–6.5 keV XIS-FI (averaged over XIS0 and
XIS3) and XIS-BI spectra, respectively. These spectra are
fitted simultaneously with the 1T model added to the XRB
model (section 3.5). Black and red lines are the best-fit model
of the XIS-FI and XIS-BI, respectively. For the XIS-FI, model
components of the ICM (1T), LHB, MWH, and CXB are
shown in blue, magenta, green, and orange, respectively. The
lower panel shows the fit residuals in units of σ. XRB spectra
are not plotted here for clarity.
Finally, we tested the robustness of our results against
the systematic errors associated with the background es-
timation and the contamination estimation on the block-
ing filter. We repeated the spectral fit by changing the
NXB intensity by ±3%. The error due to the CXB
intensity fluctuation was also examined by varying the
CXB normalization by 6%, which was derived by scal-
ing the Ginga results with the XIS sensitivity and the
field of view (section 3.5). The systematic error in the
contamination thickness of the XIS blocking filter is typ-
ically 10%, and we evaluated its effect through spectral
fits by adjusting the detector response which included
the contamination thickness. The results are summa-
rized in table 2. The temperature and abundances did
not change significantly by these systematic uncertain-
ties. We employed the systematic errors, σNXB, σCXB,
and σCONTAMI, by examining the change of the fitted pa-
rameters in table2. As a result, σCXB and σNXB are al-
ways less than 10% of the statistical errors, and σCONTAMI
is comparable to the statistical error for the temperature
and roughly 50% of that for the abundances of Mg, Si and
S. In the following analysis we used the error defined by
σerror = (σ
2
NXB+ σ
2
CXB+ σ
2
CONTAMI)
1/2.
From the spectral analysis of Suzaku data, we obtained
metal abundances of MS 1512.4+3647, which are similar
to those of nearby clusters. To study the contributions of
two types of supernovae (SNe Ia and SNe II), we derived
the relative abundance ratios to Fe by calculating con-
fidence contours between the Fe abundance and another
abundance. The results are shown in figure 6 and table 3.
The relative abundance ratio (90% confidence level) is de-
termined from the slope of two lines which pass the origin
(zero abundance point) and come in contact with the 90%
confidence region. The abundance ratios are ∼ 1 solar ra-
tio within statistical errors (table 3).
Figure 7(a) shows metal to Fe number ratios in
MS 1512.4+3647, obtained from the present Suzaku ob-
servation. In comparison, the same ratios for nearby clus-
ters observed with Suzaku are also plotted. The values
are for the radius range of 0.05-0.1r180, and the clusters
are AWM 7 (z = 0.0172; Sato et al. 2008), Abell 262 (z =
0.0163; Sato et al. 2009b), Centaurus cluster (z = 0.0104;
Sakuma et al. 2011), NGC 5044 (z = 0.0090; Komiyama
et al. 2009), NGC 1550 (z = 0.0124; Sato et al. 2010),
HCG 62 (z = 0.0145; Tokoi et al. 2008), and NGC 507
(z = 0.0165; Sato et al. 2009a). The figure also shows the
XMM-Newton result by de Plaa et al. (2007), indicating
the average values for 22 clusters (0.0214≤ z ≤ 0.1840).
Figure 7(a) shows that MS 1512.4+3647 has the metal
to Fe number ratios consistent with those in nearby clus-
ters within the statistical and systematic errors, noting
that Ne and Mg lines had insufficient statistics and only
upper limits were obtained. In the same figure, the ex-
pected abundance patterns of SNe Ia and II yields, based
on the calculation by Iwamoto et al. (1999) and Nomoto
et al. (2006), are also plotted. We assumed the W7 model
for SNe Ia, along with the Salpeter initial mass function
(IMF) for stellar masses from 10 to 50M⊙ with a progen-
itor metallicity of Z =0.02 for SNe II. The observed num-
ber ratios for Ne, Mg, Si, S, and Ni over Fe all lie between
the SN Ia and SN II values. Therefore, both types of the
supernova are considered to have enriched the ICM of the
clusters shown in figure 7(a), including MS 1512.4+3647.
If we assume the metals synthesized in clusters have
been kept within the cluster system, the ratio of cumu-
lative number of SN II explosions to that of SN Ia ex-
plosions in each cluster can be estimated from the abun-
dance pattern of metals contained in clusters, because the
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two types of supernova give significantly different metal
yields. Most of Ne and Mg are synthesized by SN II,
while Fe and Ni are mostly produced by SN Ia. The
abundance pattern was fitted by the sum of the expected
abundance patterns of SN Ia and SN II (black solid line
in figure 7(b)). Free parameters in the fit are two nor-
malizations of the abundance patterns of the SN Ia and
SN II metal yields. In the actual fit, however, free pa-
rameters were chosen to be the normalizations of SNe Ia
(N1) and the number ratio of SNe II to SNe Ia (N2/N1),
because N1 could be constrained well with the relatively
small error in the Fe abundance. The derived parame-
ters are N2/N1 = 3.6± 2.9. Sato et al. (2007b) reported
the supernova ratio, N2/N1, for nearby four clusters to
be ∼ 3.5. de Plaa et al. (2007) also showed that the
number ratio of core-collapsed SNe (SNe II+Ib+Ic) to
SNe Ia is ∼ 3.5, based on XMM-Newton observations. In
figure 8(a), the N2/N1 ratio of MS 1512.4+3647 is com-
pared with those of nearby clusters and groups, which are
NGC 5044, Abell 262, and four other clusters studied by
Sato et al. (2007b). The value of MS 1512.4+3647 has a
rather large error and is clearly consistent with those of
nearby clusters.
5. Discussion
5.1. Contributions from SNe Ia and SNe II
Figure 8(a) also shows a curve based on a simple model.
For the model, we adopted the star formation history in
equation (5) of Strolger et al. (2004), which is based on
field galaxy data, as the time evolution of the SN II fre-
quency, and the gaussian model for the SN Ia time evo-
lution (see figure 14 of Strolger et al. 2004). The present
result gives little constraint to the model of the super-
nova history, but the improvement of sensitivity planned
in future missions will give a meaningful result.
In figure 8(b), the numbers of SNe Ia and SNe II explo-
sions estimated within 0.3r200 are plotted against the gas
mass. The SN numbers of MS 1512.4+3647 are compared
with those of four nearby clusters by Sato et al. (2007b),
which are AWM 7, A1060, NGC 507, and HCG 62. The
radius of 0.3r200 is adopted by following reasons: (1)
the systematic and statistical errors of abundance pro-
files become large toward larger radii, (2) the effect of
cool core becomes relatively larger for smaller radii, and
(3) ∼ 90% of the detected photons within 0.6r200 actually
originated from within 0.3r200, simulated with the spec-
trum of MS 1512.4+3647. We evaluated systematic error
due to the scaling at several radii and concluded that it is
minimized at ∼ 0.3r200.
The integrated mass of the ICM in MS 1512.4+3647
within 0.3r200 is estimated as follows. Because
the normalization of the vapec model was scaled
to the value of the input XIS image size for the
AI in the spectral analysis, we derived the true
normalization within 0.3r200 to multiply a factor,
(counts within 0.3r200)/(counts of whole region), to the
normalization of the vapec model. The energy flux within
0.3r200 using this method is consistent with the one of the
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Fig. 7. (a) The abundance ratios of Ne, Mg, Si, S, and Ni to
Fe within 0.6r200. Those of neaby clusters are also plotted.
The supernova yield models for SN Ia (W7: Iwamoto et al.
1999) and SN II (Z = 0.02 and Salpeter IMF: Nomoto et
al. 2006) are plotted in black dashed and dot-dashed lines,
respectively. (b) Top panel shows the abundance ratios within
0.6r200 (black points) fitted by N1 + (N2/N1) (black line).
Gray dashed and solid lines correspond to the contributions
of SNe Ia and SNe II, respectively. Middle and bottom panels
indicate ratios of data to the best fit model, and fractions of
the SNe Ia contribution to total metal numbers of individual
elements, respectively.
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Table 3. The metal abundance ratio to Fe.
Model Ne/Fe Mg/Fe Si/Fe S/Fe Ni/Fe
(solar) (solar) (solar) (solar) (solar)
1T < 4.28 < 2.09 0.99+0.42−0.38 0.66
+0.45
−0.45 3.03
+2.16
−2.06
2T — 1.18+1.10−1.03 1.09
+0.45
−0.40 0.79
+0.54
−0.51 3.25
+2.48
−2.20
CXB−6% < 4.55 < 2.08 0.98+0.42−0.39 0.65
+0.46
−0.45 3.11
+2.23
−2.05
CXB+6% < 4.27 < 2.11 1.00+0.42−0.39 0.66
+0.46
−0.45 3.04
+2.26
−2.05
NXB±3% < 4.23 < 2.09 0.99+0.42−0.38 0.66
+0.45
−0.45 3.03
+2.24
−2.06
CONTAMI−10% < 3.86 1.27+1.21−1.08 1.16
+0.39
−0.41 0.80
+0.49
−0.48 3.11
+2.29
−2.12
CONTAMI+10% < 4.74 < 1.82 0.85+0.39−0.36 0.54
+0.42
−0.42 2.99
+2.15
−1.99
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Fig. 8. (a) Number ratios of SNe II to SNe Ia plotted against redshift. Dashed gray line indicates expected model, where SNe II
and SNe Ia model are taken from equation (5) and figure 14 of Strolger et al. (2004), respectively. (b) Integrated numbers of SN Ia
(cross) and SNe II (diamond) plotted against the gas mass within 0.3r200. Systematic errors described in section 5.1 are included in
this figure. In both (a) and (b), the results of nearby clusters are also plotted.
Chandra results. By comparing the obtained normaliza-
tion to the volume integration of squared density profile
(3-dimensional β-model; ρgas(r) = ρ0(1+(r/rcore))
−3β/2),
we derived the normalization of 3-dimensional β-model
as ρ0 = 6.4× 10
−2. Where ρ and r are gas density and
radius from cluster center, respectively. Finally, the in-
tegrated mass of the ICM within 0.3r200 is estimated as
7.53×1012 M⊙ by integrating the 3-dimensional β-model.
The cumulative numbers of SN Ia and SN II explosions
can be estimated from the mass of metals contained in
clusters. Based on the metal abundances and the esti-
mated mass of the ICM, we calculated the mass of indi-
vidual metals. From the metal mass and relative numbers
of SN Ia and SN II shown in figure 7(b), the cumulative
numbers of SN Ia and SN II within 0.3r200 are derived as
NSN Ia = (7.4± 2.9)× 10
9 and NSN II = (2.7± 2.4)× 10
10.
For nearby four clusters, the SN numbers and gas mass
are scaled to the values within 0.3r200. The gas density
profiles and metal abundances of these nearby clusters
are spatially resolved up to 0.36r200, 0.26r200, 0.25r200,
0.22r200 for AWM 7, A1060, NGC 507, and HCG 62, re-
spectively. Each gas mass is scaled using 3-dimensional
β-model. The β values and core radii were taken from
the literature (Sato et al. 2008; Sato et al. 2007a;
Sato et al. 2009a; Tokoi et al. 2008) , and normal-
izations were derived by fitting gas mass profiles shown
in the literature (Sato et al. 2008; Sato et al. 2007a;
Sato et al. 2009a; Tokoi et al. 2008). We assumed
that the numbers of SN Ia and SN II are proportional
to the metal mass of Fe and Mg, respectively. Namely,
NSN Ia ∝MFe and NSN II ∝MMg. Using above assump-
tion, the metal mass of Fe and Mg are derived from
the metal mass profile ρmetal(r) =Zmetal(r)×ρgas(r) inte-
grated up to 0.3r200, where we adopted a β-model for the
metal abundance profile, Zmetal(r) = Z0(1 + (r/rcore))
−α
(De Grandi et al. 2004). Lastly, we multiplied scaling
factor, f =Mmetal(0.3r200)/Mmetal(robs), to the numbers
of SN Ia and SN II within the individual observed radii.
There are several systematic errors due to the the
scaling method. We roughly estimated the system-
atic errors for the cumulative numbers estimations of
MS 1512.4+3647, and the gas mass scaling of nearby
clusters as 30%, and 20%, respectively (detailed in ap-
pendix 2). These systematic errors are taken into account
in figure 8(b). Figure 8(b) shows that both the SN Ia and
SN II numbers are in good positive correlation with the
gas mass, including MS 1512.4+3647which is at a medium
redshift, though the SN Ia number of MS 1512.4+3647 is
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slightly above the correlation.
5.2. Implications for Metal Enrichment History
The supernova numbers in MS 1512.4+3647 lie on the
correlation between the gas mass and the numbers of
SN Ia and SN II as shown in figure 8(b). Figure 8 in-
dicates that the integrated number of SNe (NSN Ia and
NSN II) range 4× 10
8–8× 109 and 1× 109–2× 1010, re-
spectively, in the range of two figures of gas mass. This
suggests that this cluster has already experienced as many
supernovae as nearby clusters. The past history of SN II
explosions is correlated with the star formation history
(SFH), IMF, and the lifetime function (e.g. Borgani et
al. 2002). Since massive stars above ∼8 M⊙ cause a core
collapse with a short lifetime, the history of SN II should
follow the curve of SFH, which is relatively flat at z > 2,
peaked at 1< z < 2, and then decreases by about one or-
der of magnitude toward z ∼ 0 (e.g. Strolger et al. 2004).
This scenario is consistent with the SN II contribution in
MS 1512.4+3647 (figure 8(b)) which is similar to that in
AWM 7. For example, in the SFH models (M1 and M2)
in Strolger et al. (2004), the number of star formation per
unit volume at 0< z < 0.4 is only ∼ 10% of the integrated
value in 0<z < 6. This suggests that the number of SN II
in MS 1512.4+3647 would be lower than the nearby val-
ues by about ∼ 10%, which is within the error as seen in
figure 8(b).
The history of the SN Ia rate is more complicated, be-
cause the lifetime function of binary systems needs to be
convolved with the star formation rate (e.g. Borgani et
al. 2008). In general, the SN Ia rate is peaked later in
time (at smaller z) and prolonged longer than the SN II
rate history. In fact, a mild decrease of the SN Ia rate
in the cluster environment is found from z ∼ 1 to z ∼ 0
by a factor of 2 ∼ 10 (Gal-Yam et al. 2002). Our result
in figure 8(b) suggests a low SN Ia rate in 0 < z < 0.37,
since the SN Ia numbers normalized by the gas mass are
the same between MS 1512.2+3647 and nearby clusters.
If one assumes the evolution of the SN Ia rate implied
from the field galaxy data (for example, model 1N2.3 in
solid line in figure 10b of Loewenstein 2006), the number
of SN Ia would increase by ∼ 40% from z = 0.37 to z = 0,
namely in about 4 Gy. In this case, the SN Ia point of
MS 1512.4+3647 in figure 8(b) would exceed the level of
AWM 7 when 4 Gy passed, causing some deviation (from
0.7σ to 1.8σ) from the present linear relationship in this
figure. Therefore, models of the SN Ia evolution with
steeper gradient and/or more contribution at larger red-
shifts (for example, model 2H1.05WxSt1 in solid line in
figure 11b of Loewenstein 2006) would be favored. Same
results are reported from several observations of SNe Ia
(Mannucci, Della Valle & Panagia 2006; Maoz, Mannucci
& Brandt 2012).
6. Conclusion
Based on the Suzaku observation of MS 1512.4+3647,
we derived metal abundances of Ne, Mg, Si, S, Fe and
Ni in the ICM. All the elements show the similar abun-
dance values around ∼ 0.5 solar, and the abundance ra-
tios relative to the Fe value are approximately 1 solar ex-
cept for Ni. The number ratios of Ne, Mg, Si, S, and
Ni to Fe in MS 1512.4+3647 are consistent with those
for nearby clusters within the errors and lie between the
expected values of SN II and SN Ia yields. Both SN Ia
and SN II products are considered to have enriched the
ICM of MS 1512.4+3647 to the same amount as in nearby
clusters.
The integrated number of SNe Ia (NSN Ia) and the num-
ber ratio of SNe II to SNe Ia (NSN II/NSN Ia) were de-
rived to be NSN Ia=(7.4±2.9)×10
9 and NSN II/NSN Ia=
3.6± 2.9 , respectively. The number ratio of SNe II to
SNe Ia in MS 1512.4+3647 is consistent with those in
nearby clusters within the errors. The integrated num-
bers of both SNe Ia and SNe II explosions are compa-
rable to those in nearby clusters of galaxies when nor-
malized by the gas mass. This similarity indicates that
MS 1512.4+3647 has already experienced as many SNe Ia
and SNe II supernovae as in nearby clusters.
Massive stars heavier than ∼8M⊙ cause a core collapse
in a short lifetime, and the past SN II rate is expected
to approximately follow the SFH. The observed feature of
SNe II in MS 1512.4+3647 is consistent with this standard
scenario of the SN II history. The similarity in the number
of SNe Ia to nearby clusters suggests an SN Ia enrichment
scenario that the SN Ia rate steeply declines from z=0.37
to z = 0 and/or a dominant number of SN Ia explosions
occured in higher redshifts.
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Appendix 1. Spectral Analysis of Point Sources
As for point sources subtraction, we summarized posi-
tion, photon index, and energy flux for point sources in
table 4. In the case of wavdetect point sources, the fit-
ting results to energy spectra are shown in figure 9. The
detailed criteria of point source subtraction is summarized
in section 3.2.
Appendix 2. Systematic Errors of Scaling
Method
In the derivation of cumulative numbers, we assumed
the uniform abundance profile of MS 1512.4+3647. We
calculated the systematic error due to this assumption
reffering the average Fe abundance of several clusters in
Matsushita et al. 2011. By comparing the amount of
Fe integrated up to 0.3r200 between the case of uniform
Fe abundance and the case of taking account of radial
profile, the difference between two cases became roughly
∼ 30 %. We took account this error into the derivation of
cumulative numbers for MS 1512.4+3647. In the gas mass
scaling of nearby clusters, the systematic error due to the
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Table 4. Summary of point sources.
No. α δ Γ Flux∗ Flux† exclude‡
wavdetect
1 228.551 36.538 1.77+0.40−0.37 4.48
+1.08
−1.08 3.30
+0.79
−0.80 ◦
2 228.470 36.546 1.7 (fix) 2.05+1.26−1.26 1.60
+0.98
−0.98 ◦
3 228.537 36.546 1.56+0.58−0.48 3.65
+1.17
−1.14 3.17
+1.01
−1.00 ◦
4 228.603 36.551 1.28+0.62−0.55 2.30
+1.25
−1.04 2.40
+1.31
−1.09 ◦
5 228.438 36.577 1.7 (fix) 3.02+2.58−2.58 2.36
+2.01
−2.32 ◦
6 228.596 36.580 1.87+1.59−1.06 0.46
+0.17
−0.21 0.31
+0.11
−0.14 —
7 228.594 36.582 1.7 (fix) 0.33+0.14−0.14 0.26
+0.11
−0.11 —
8 228.642 36.584 1.86+0.30−0.26 3.97
+0.59
−0.60 2.72
+0.41
−0.41 ◦
9 228.562 36.585 1.56+0.46−0.40 0.91
+0.25
−0.26 0.79
+0.22
−0.23 —
10 228.599 36.587 2.99+0.22−0.20 1.86
+0.21
−0.21 0.41
+0.04
−0.05 —
11 228.596 36.590 1.29+0.80−0.66 0.52
+0.28
−0.27 0.54
+0.29
−0.28 —
12 228.577 36.602 1.7 (fix) 0.50+0.17−0.17 0.39
+0.13
−0.13 —
13 228.617 36.605 1.61+0.71−0.71 0.71
+0.23
−0.25 0.59
+0.20
−0.21 —
14 228.580 36.614 1.54+0.59−0.49 0.71
+0.22
−0.23 0.62
+0.20
−0.20 —
15 228.618 36.629 1.48+0.38−0.33 2.41
+0.53
−0.54 2.21
+0.49
−0.50 ◦
16 228.613 36.634 1.7 (fix) 0.33+0.17−0.17 0.26
+0.13
−0.13 —
17 228.628 36.638 1.7 (fix) 0.42+0.22−0.23 0.32
+0.18
−0.17 —
18 228.587 36.647 1.39+0.70−0.62 0.87
+0.35
−0.34 0.85
+0.33
−0.34 —
19 228.607 36.648 1.7 (fix) 0.47+0.24−0.24 0.36
+0.19
−0.18 —
20 228.598 36.657 1.7 (fix) 0.95+0.59−0.60 0.74
+0.46
−0.46 —
21 228.656 36.678 1.47+1.09−0.71 2.61
+1.39
−1.32 2.39
+1.28
−1.21 ◦
22 228.592 36.680 1.7 (fix) 0.59+0.37−0.36 0.46
+0.29
−0.28 —
23 228.696 36.697 1.7 (fix) 9.21+3.86−3.36 7.18
+3.00
−3.01 ◦
24 228.490 36.704 1.7 (fix) 2.87+1.86−1.86 2.24
+1.45
−1.45 ◦
CSC
25 228.450 36.548 1.7 (fix) 1.44+0.38−0.38 1.16
+0.32
−0.32 —
26 228.496 36.563 1.7 (fix) 0.95+0.25−0.25 0.77
+0.21
−0.21 —
27 228.400 36.568 1.7 (fix) 1.55+0.66−0.67 1.25
+0.54
−0.54 —
28 228.727 36.659 1.7 (fix) 1.61+0.38−0.38 1.30
+0.31
−0.31 —
29 228.799 36.675 1.7 (fix) 2.50+0.80−0.81 2.02
+0.66
−0.66 ◦
30 228.604 36.694 1.7 (fix) 1.17+0.60−0.60 0.94
+0.48
−0.48 —
31 228.685 36.710 1.7 (fix) 11.60+0.86−0.87 9.37
+0.74
−0.74 ◦
32 228.732 36.721 1.7 (fix) 1.67+0.34−0.33 1.35
+0.27
−0.27 —
33 228.724 36.732 1.7 (fix) 1.18+0.29−0.29 0.95
+0.23
−0.23 —
34 228.638 36.774 1.7 (fix) 1.27+0.32−0.33 1.03
+0.26
−0.26 —
2XMMi
35 228.600 36.621 1.7 (fix) 8.73 7.53 ◦
36 228.487 36.665 1.7 (fix) 1.99 1.71 ◦
37 228.487 36.673 1.7 (fix) 4.43 3.80 ◦
38 228.543 36.696 1.7 (fix) 6.67 5.72 ◦
∗ 0.5–7.0 keV energy flux in units of 10−14 erg s−1 cm−2.
† 2.0–10.0 keV energy flux in units of 10−14 erg s−1 cm−2.
‡ The mark of ◦ means the excluded point source from the spectral analysis.
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Fig. 9. ACIS spectra of detected point sources. The spectra of OBS1 and OBS2 are added.
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accuracy of the abundance profile is considered. From
several studies of spatially resolved nearby clusters, the
amount of Fe integrated up to 0.3r200 have the statistical
error of typically ∼ 20 % (e.g. Sato et al. 2007a). We
took account this error into the gas mass scaling for the
nearby clusters.
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