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Robust Execution of Service Workﬂows
using Redundancy and Advance Reservations
(Online Appendix)




HIS online appendix accompanies the paper “Robust
Execution of Service Workﬂows using Redundancy
and Advance Reservations” [1]. It illustrates how the
algorithm proposed in that paper is applied to a real
workﬂow from the bioinformatics domain. In doing
so, it highlights the applicability of the algorithm to
a real application, and it complements the high-level
description in the original paper by giving a concrete
example.
The appendix is organised as follows. In Section 2,
we brieﬂy describe the bioinformatics workﬂow that
serves as the example throughout the appendix, and in
Section 3, we detail the performance characteristics of
the available services. In Section 4, we provide some
examples of the high-level strategies that are available
to the consumer agent. Then, in Section 5, we detail the
process of reserving offers for the workﬂow when the
consumer associates a low utility and long deadline with
it, and in Section 6, we discuss how this changes when
the workﬂow is more urgent. We conclude in Section 7.
2B IOINFORMATICS WORKFLOW
Throughout this appendix, we consider a typical work-
ﬂow from the bioinformatics domain1 —a na r e at h a t
relies heavily on computationally intensive services and
that has increasingly seen the establishment of large
distributed Grid systems for sharing resources, as exem-
pliﬁed by the GriPhyN [3], myGrid [4] and CombeChem
[5] projects. Bioinformatics, and, more generally, data
processing applications in e-science, are also prime ex-
amples of a domain where execution uncertainty and
failures are rife. More speciﬁcally, computational tasks
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Fig. 1. Example bioinformatics workﬂow, based on work-
ﬂows described by [7], [8] and [9].
in this domain often take a long time to complete,
sometimes running for hours or days. This directly in-
creases the probability that hardware failures or software
problems disrupt the workﬂow, especially when this
contains many such tasks. As a concrete example of
this uncertainty, [6] describes a real scientiﬁc workﬂow,
which routinely encounters multiple task failures during
as i n g l er u n .
Now, although providers may be able to mitigate
the uncertainty by using replication, as we argued in
Section 2, this requires a considerable effort on the
provider’s side, which may simply not be economical.
As an example, it may often be more proﬁtable for
a provider to also sell processing time on a newly
acquired mainframe (and thereby potentially doubling
its revenue), rather than to use it for replication, in order
to increase reliability by a few percent. Clearly, some
providers may choose to increase reliability in this way
and charge a premium for this, but our approach will
then make the appropriate choice for the consumer, and,
critically, it also addresses systems where all providers
are unreliable.
Against this background, for our example we assume
that a scientist has just sequenced a previously unknown
gene of a bacterium, and is now interested in visualising
the shape of the associated protein. For this, she has to
carry out a number of tasks, which are shown in Figure 1.
Her initial data comprises a large set of overlapping
DNA fragments in the form of chromatograms, as is
common in shotgun DNA sequencing [10]. These show
characteristic light traces at different wavelengths, cor-
responding to the four bases found in a DNA sequence.
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the scientist ﬁrst needs to run a base-calling service
(BaseCall). This translates the chromatograms to the cor-
responding base sequences, attaching a quality value to
each base in the process that denotes how accurate the
assignment of the base is. The resulting base sequences
are then assembled to a single continuous DNA sequence
by identifying and merging overlapping fragments, us-
ing the quality values to ﬁnd and repair errors. This task
is performed by a sequence-assembling service, which
also identiﬁes and isolates the coding region of the gene
(GeneAssemble).
When the coding region of the gene has been assem-
bled, it is then translated to the corresponding amino
acid sequence using a simple translation service (Trans-
late). As the primary structure of the protein, this forms
the input to the computationally-intensive folding ser-
vice (Fold), which predicts the 3-dimensional shape of
the protein based on a search for the conformation with
the lowest free energy. The output of this — a ﬁle
containing the tertiary structural data — is then rendered
in high resolution using an appropriate graphics service
(Render). In parallel with the folding simulation, the
scientist is also interested in comparing the new gene
to previously discovered sequences. To this end, she
searches through public collections of known proteins to
ﬁnd the closest match using a specialised service (Blast),
and then accesses commercial database services to re-
trieve structural information about the protein (LookUp).
This is rendered again, and both images are printed as
part of a report on a local printer (Print).
In the following, we describe how offers for these
services are generated at run-time.
3S ERVICE MARKET
For the purpose of illustrating our algorithm, we detail
the operation of a dynamic market for the services
described in the previous section in a similar manner as
done in Section 4 of [1]. In more detail, we keep a list of
currently available offers associated with each time step
(representing a minute in real time), from the current
step t to t+60. Hence, the consumer may reserve services
up to one hour in advance. During the simulation, at the
beginning of each time step, we ﬁrst generate new offers
that become available in the market by drawing the
number of new offers and their parameters from random
distributions. These distributions are detailed in Table 1
(Uc(a,b) is a continuous uniform distribution over the
interval [a,b]) and depend on the number of time steps
the offer is generated in advance. This time dependency
allows us to include performance differences in offers
when they are reserved with varying advance notice
periods. It is expressed here by including two rows of
distributions for each service type — the ﬁrst indicates
the performance of offers when reserved at short notice
(as given by the advance time column), and the second
gives the performance when offers are reserved with a
long advance notice period.
To elaborate this, for each service type and for each
possible time step from t to t +6 0 , we ﬁrst generate
the number of new offers by drawing a sample from a
Poisson distribution with a mean given by the respective
birth rate2. Then, for each such generated offer, we
draw its failure probability, reservation cost, execution
cost and service duration from the relevant distribu-
tions (depending on how far the offer is generated in
advance). When the offer time lies between the two
extremes corresponding to the two rows for each service
type, we interpolate linearly between the distribution
parameters. For example, when generating an offer for
the BaseCall service type for time step t+2,w ed r a wi t s
failure probability from Uc(0.18,0.44). If the service type
is marked as repaying in the table, we set the failure
penalty to the combined execution and reservation costs
(this means that providers for these services always
refund a consumer in case of failures). Otherwise, it
is set to 0. Finally, at the end of each time step, we
remove offers in a similar way as above by drawing
a random sample from a Poisson distribution with its
mean given by the death rate. This models the demand
for such services and we randomly remove the generated
number of offers from that time step (or all offers if the
number exceeds the current supply).
The service parameters in Table 1 were chosen to
represent a range of heterogeneous services with some,
such as Fold, being expensive and time-consuming, while
others, such as BaseCall, are fast and cheap. Also, the
services display signiﬁcant performance differences de-
pending on the time of reserving them. For example,
some services are generally more reliable and faster
when reserved in advance (BaseCall and GeneAssemble),
some offer a far better service overall but are also
signiﬁcantly more expensive and need a long advance
notice period (Fold), and a few display no difference in
quality over time (Look Up and Print).
Given this service market, we describe a number
of example high-level task strategies in the following
section.
4H IGH-LEVEL TASK STRATEGIES
As described in Section 3.2 of the main paper, we assume
that the service consumer has already obtained a library
of atomic high-level strategies by observing the market
over some time. To illustrate this, Figure 2 shows a
number of example strategies and their statistics for the
Fold service type. In the centre, we use the notation
ω =  1,20,10,b  to represents a strategy ω that reserves
as i n g l eo f f e r( n(ω)=1 ) 20 time steps before it is
required (ta(ω)=2 0 ), with the consumer considering
10 consecutive time steps (tw(ω)=1 0 ) and selecting the
offer that best balances all performance characteristics
2. As in the main paper [1], we chose the Poisson distribution here
because it is a common distribution for modelling random arrival
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Service Type Advance Time Failure Reservation Cost Execution Cost Time Birth/ Repay?
(minutes) Probability ($) ($) (minutes) Death
BaseCall ≤ 0 Uc(0.2,0.5) Uc(0.5,1.0) Uc(0,0) Uc(6,10) 1/3 no
≥ 10 Uc(0.1,0.2) Uc(0.5,1.0) Uc(0,0) Uc(1,2) 0.1/0
GeneAseemble ≤ 5 Uc(0.1,0.2) Uc(2,5) Uc(2,5) Uc(10,30) 1/0.5 yes
≥ 10 Uc(0,0.1) Uc(1,2) Uc(0,0) Uc(5,10) 0.5/1
Blast ≤ 5 Uc(0.5,1) Uc(2,3) Uc(1,5) Uc(20,40) 1/2 no
≥ 15 Uc(0,0.1) Uc(1,5) Uc(2,3) Uc(5,10) 0.5/0.5
LookUp ≤ 0 Uc(0.5,0.7) Uc(0,0) Uc(4,10) Uc(2,8) 0.5/0.25 yes
≥ 1 Uc(0.5,0.7) Uc(0,0) Uc(4,10) Uc(2,8) 0.5/0.25
Render ≤ 15 Uc(0.2,0.3) Uc(5,10) Uc(10,15) Uc(150,240) 0.5/1 no
≥ 30 Uc(0,0) Uc(5,10) Uc(5,10) Uc(80,120) 1/1
Translate ≤ 10 Uc(0.7,1.0) Uc(2,5) Uc(1,2) Uc(10,40) 0.5/1 no
≥ 30 Uc(0.3,0.4) Uc(0.1,0.5) Uc(0.25,0.5) Uc(5,10) 0.5/0.5
Fold ≤ 15 Uc(0.25,0.75) Uc(5,20) Uc(5,20) Uc(80,400) 3/5 yes
≥ 45 Uc(0,0.05) Uc(10,20) Uc(20,30) Uc(20,30) 1/1
Print ≤ 0 Uc(0.4,0.8) Uc(1,2) Uc(0,0) Uc(8,12) 2/2 yes
≥ 1 Uc(0.4,0.8) Uc(1,2) Uc(0,0) Uc(8,12) 2/2
TABLE 1
Distributions used to generate random offers for bioinformatics services.
Fig. 2. Example high-level strategies for the Fold task.
(ϑ(ω)=balanced)3. We note that this strategy is
relatively cheap, has a success probability of only 78%
and takes a long and highly uncertain time to complete.
The remaining strategies shown in Figure 2 demonstrate
the impact of slightly altering this reservation strategy —
for example, when increasing the advance notice period
from 20 to 40 time steps, the cost rises, but the success
probability also increases to 99%, while the duration and
its variance drop signiﬁcantly (these trends all emerge
from the distributions given in Table 1).
Now, these high-level strategies form the basic deci-
sions available to our algorithm. In the following, we
3. Here, and in the remainder of the section, we abbreviate each
selection strategy in {cost, unreliability, end_time, balanced}
with its ﬁrst letter.
demonstrate how they are used in the context of the
entire workﬂow.
5N ON-URGENT SCENARIO
First, we consider a scenario where the workﬂow has
a relatively low value and a long deadline. Hence, it
may represent a routine task for a scientist, which is not
particularly critical to her work. More speciﬁcally, we
assume the workﬂow has a maximum utility umax = 150,
deadline tmax = 240 (4 hours) and penalty δ =1(i.e., no
more utility is gained after 6.5 hours).
Figure 3 now shows the initial high-level decisions
that our agent takes for the workﬂow. Here, the agent
generally attempts to spend as little on services as pos-
sible, preferring to wait longer for completion. Thus, theIEEE TRANSACTIONS ON SERVICES COMPUTING (ONLINE APPENDIX) 4
Fig. 3. Workﬂow with initial high-level decisions.
Fig. 4. Workﬂow after reserving initial offers.IEEE TRANSACTIONS ON SERVICES COMPUTING (ONLINE APPENDIX) 5
Fig. 5. Urgent workﬂow with initial high-level decisions.
Fig. 6. Urgent workﬂow reserving initial offers.IEEE TRANSACTIONS ON SERVICES COMPUTING (ONLINE APPENDIX) 6
algorithm decides to reserve only single offers for most
tasks and relies on cautious contingency plans, where
more single offers are reserved gradually (and repeat-
edly) in case of failure. The only parallel redundancy in
t h ep l a ni su s e df o rt a s k st5 (Translate)a n dt8 (Print),
which are relatively cheap. Due to the longer deadline
in this case, the consumer also decides to include few
task overlaps in the workﬂow and instead prefers to
leave the reservation of each task until all predecessors
are complete. The only exception to this is t5 (Translate),
which the consumer chooses to reserve while its pre-
decessors are still executing. Using Algorithm 1 in the
main paper, the strategy here determines that the task
should be reserved immediately when the workﬂow is
started (for time step 30) and that this will result in
a 5% probability of losing the reserved offers later on
and an additional delay of 9.02 time steps. These ﬁgures
are based on the uncertain duration of its predecessors
(BaseCall and GeneAssemble), which are expected to com-
plete by t =2 1 .08. Overall, the consumer expects the
workﬂow to ﬁnish just before the deadline, after 224.75
time steps (but with considerable variance) and expects
to spend $66.60, thus achieving an expected utility of
˜ u =8 1 .73.
Next, Figure 4 shows the same workﬂow after the ﬁrst
offers have been reserved (during the inital time step).
Here, the agent has consulted the market and followed
its high-level strategies in reserving offers for some of
the workﬂow tasks. In particular, the consumer has now
reserved three offers for t0 (BaseCall). In this case, it is
different from the initial decision of reserving a single
offer, as the agent immediately revises and improves its
decisions as it observes the actual offers available on the
market. Given these three offers, the task parameters are
updated to reﬂect their terms (hence, the task end time
is now almost certain). As is evident in the remainder
of the workﬂow, the consumer has also now adapted its
high-level strategies based on the new information. In
particular, knowing that t0 is almost certain to complete
by time step t =1 1 , it has decided to reserve offers for
task t1 (GeneAssemble) earlier than originally planned. On
the other hand, it also delayed reserving offers for task
t5 (Translate) to a later time. Finally, the consumer has
introduced a number of additional edges into the work-
ﬂow. Some of these have no impact on the estimated
workﬂow utility, but the additional edge between t3
(LookUp)a n dt7 (Render) ensures that the former, slightly
uncertain task completes before the expensive Render
task is started.
In the next section, we contrast these decisions with a
case where the workﬂow has a higher priority.
6U RGENT SCENARIO
In order to investigate how the agent’s reservation deci-
sions change as the workﬂow becomes more urgent and
valuable, we now consider a second scenario. For this,
we assume a maximum utility umax = 1000, a deadline
tmax = 150 and penalty δ =2 0 . This could occur in
the case where the results are critical to the scientist
and when they are needed within a short amount of
time (for example, for an impending project meeting or
a publication deadline). Figure 5 illustrates the initial
high-level reservation decisions, clearly highlighting an
increasing reliance on redundant services and also on
advance reservations, which here allows the agent to
obtain better services and decrease the overall execution
time (as services are reserved before their predecessors
are completed). In more detail, the agent here decides to
reserve some tasks immediately (such as Fold), but leaves
the reservation of others until later (such as the lower
Render task), according to the advance notice periods
required and the expected completion times of their
predecessors.
Next, Figure 6 shows the workﬂow after the ﬁrst
offers have been reserved. Here, the strategy has mostly
followed its initial decisions. However, based on the
offers reserved for task t0 (BaseCall), it also immediately
reserves offers for t5 (Translate), rather than waiting an
additional two time steps. As the offers were generally
as expected, most remaining high-level decisions are
unchanged and the overall expected utility has risen
slightly, due to an earlier estimated completion time.
7C ONCLUSIONS
In this online appendix to [1], we have applied our
algorithm to a real bioinformatics workﬂow. This work
demonstrates how our approach dynamically decides
when to reserve services in advance and how its reserva-
tion decisions are driven by the overall utility function,
implicitly balancing the criticality and uncertainty of
completing workﬂow tasks with the additional cost of
introducing redundancy or selecting better service offers.
Thus, our approach allows service consumers to execute
complex workﬂows in a dependable manner, even when
service providers are highly unreliable.
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