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ABSTRACT
Federated learning (FL) is an emerging distributed machine
learning paradigm that stands out with its inherent privacy-
preserving advantages. Heterogeneity is one of the core chal-
lenges in FL, which resides in the diverse user behaviors and
hardware capacity across devices who participate in the train-
ing. Heterogeneity inherently exerts a huge influence on the
FL training process, e.g., causing device unavailability. How-
ever, Existing FL literature usually ignores the impacts of
heterogeneity. To fill in the knowledge gap, we build FLASH,
the first heterogeneity-aware FL platform. Based on FLASH
and a large-scale user trace from 136k real-world users, we
demonstrate the usefulness of FLASH in anatomizing the
impacts of heterogeneity in FL by exploring three previ-
ously unaddressed research questions: whether and how can
heterogeneity affect FL performance; how to configure a
heterogeneity-aware FL system; and what are heterogene-
ity’s impacts on existing FL optimizations. It shows that
heterogeneity causes nontrivial performance degradation in
FL from various aspects, and even invalidates some typical
FL optimizations.
1 INTRODUCTION
In the past decade, we have witnessed the explosion of
machine learning (ML) and especially deep learning (DL)
applications [55] that are built upon “big data”. Recently,
there has been increasing attention paid to data privacy [53].
For example, there have been various regulations on privacy
protections, such as GDPR [54], CCPA [51], and China In-
ternet Security Law [52]. As a result, existing ML and DL
applications have to face a grand challenge, i.e., data, espe-
cially private data, cannot be arbitrarily collected and used
for ML and DL model training.
To this end, Federated Learning (FL) is proposed, where
a set of client devices collaboratively learn a model with-
out sharing private data [8, 32]. FL takes the advantages in
preserving user privacy, as it does not require a centralized
data collection. Both academia and industry have made a
lot of efforts in pushing forward FL research. For example,
Tensorflow [1] and PyTorch [41], dominantly popular ML
frameworks, are taking steps to support FL. Meanwhile, var-
ious FL platforms [9, 40, 47, 50, 56, 56] have been proposed
to facilitate FL development.
In practice, deploying FL is rather complicated [5]. One
key challenge is the uncertainties in terms of performance in-
troduced by the so-called heterogeneity, which can hinder
the deployment of FL in two aspects.
• Behavior heterogeneity: users’ behavior over devices
can be quite diverse from one another, and can affect the
learning process that relies on the device status, e.g., idle,
charging, or connected to an unmetered network such as
Wi-Fi [5]. As a result, participants are unreliable and can
drop out at any time, leading to uneven participation over
the training group [26].
• Device heterogeneity: the participating devices can
vary a lot in terms of hardware specifications like compu-
tation, battery, and communication capabilities. Intuitively,
low-end devices and unreliable network conditions may com-
promise the performance of FL [29, 30].
To our best knowledge, existing FL platforms [9, 40, 47, 50,
56] do not incorporate the heterogeneity into their design.
For example, TensorFlow Federated [50] enables developers to
evaluate novel federated algorithms on integrated Non-I.I.D.
datasets, while assuming that all the clients are available at
any time. As a result, the existing optimization of heterogene-
ity leaves a knowledge gap on whether or to what degree
will heterogeneity influence FL in the real world. To this end,
we are motivated to further explore the influence of device
and behavior heterogeneity in FL.
To comprehensively examine the influence of heterogene-
ity, we propose FLASH, the first platform that incorporates
and simulates the heterogeneity in federated learning. For be-
havior heterogeneity, we deploy a commodity input method
app and collect a large-scale real-world user behavior trace
that covers 136k users and spans one week. For device het-
erogeneity, we first perform the on-device training on mobile
devices with different hardware capacities and then use the
results of AI-Benchmark [19] as an intermediary to profile
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the devices in our trace (more than 1,000 types of device
models).
Base on the collected data, we conduct extensive exper-
iments over FLASH (>5,700 GPU-hrs) to characterize het-
erogeneity’s impacts on FL. We use three synthetic bench-
marks [14, 36, 44], which are widely used in FL literature [9,
23, 27, 28, 32], and the user input corpora from the input
method app. We summarize our research questions (RQs)
and findings as follows:
RQ 1: Whether and how can heterogeneity affect FL
performance? We find that heterogeneity makes a non-
trivial impact on the performance of FL tasks: on average
4% (up to 9.2%) accuracy drop and 1.74× (up to 2.32×) con-
vergence slowdown (§3.1). To break down, behavior hetero-
geneity introduces severe participation bias and accuracy
bias (§3.2), which compromises the model accuracy accord-
ingly. Device heterogeneity causes the participated clients
to fail in the model training, which slows down the model
convergence and leads to local resources consumption (§3.3).
The results indicate that a heterogeneity-aware platform like
FLASH is necessary for developers to precisely understand
how their model shall perform in real-world settings. It also
urges researchers to develop more efficient FL protocols to
hedge the performance degradation due to heterogeneity.
RQ 2: How to configure a heterogeneity-aware FL sys-
tem? Some meaningful configurations are introduced het-
erogeneity [57], including reporting deadline, goal client
count, etc. (§2.6). However, these configurations are seldom
studied in previous efforts. We find that a tight or distant
deadline can slow down the model convergence, and an opti-
mal deadline exists at a middle point that can be obtained by
monitoring the client failure rate (§4.1). In our experiments,
selecting 100 − 300 clients for each round can produce the
best FL performance [9, 21, 27, 28]. This setting contradicts
to some reported efforts [9, 21, 27, 28], where much fewer
(usually tens of) clients are selected and the reported accu-
racy is 7.4% lower than ours, i.e., 0.75 vs. 0.81 (§4.2). The
results highlight the necessity to properly configure the FL
system, as a misconfiguration can significantly degrade the
FL performance.
RQ 3:What are heterogeneity’s impacts on existing FL
optimizations? Various FL optimizations are evaluated, but
the impact of heterogeneity is not comprehensively consid-
ered [10, 27, 38] or even missing [23, 28, 38, 43]. To exam-
ine whether the existing optimizations are still valid given
heterogeneity, we explore two typical mechanisms, i.e., gra-
dient compression algorithms [2, 4, 23] and aggregation al-
gorithms [26, 28]. We reproduce a few representative opti-
mizations and find that the novel aggregation algorithms
are not quite effective with heterogeneity considered. For
example, behavior heterogeneity hinders q-FedAvg [28] from
addressing the fairness issues in FL (§5.2). We also find that
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Figure 1: FLASH workflow
current gradients compression algorithms cannot speed up
FL convergence, especially under heterogeneity-aware envi-
ronment (§5.1). In the worst cases, the convergence time is
lengthened by 3.5×. The above findings suggest that existing
optimizations should be carefully validated on heterogeneity-
aware settings, and new ones should be explored.
We summarize our contributions as follows.
• We propose FLASH, an open platform for simulating
heterogeneity-aware FL, which mitigates the gap be-
tween FL development and real-world deployment.
• We carry out extensive experiments to demonstrate
the impacts of heterogeneity in FL tasks. Our results
provide useful and insightful implications for future
research in designing more efficient FL systems.
• We have released the large scale user behavior trace
and our source code implementation1 to facilitate fu-
ture FL research.
2 FLASH DESIGN
2.1 Design Principles
FLASH is an FL simulation platform for developers and
researchers, which enforces the following principles.
• Heterogeneity-aware. The platform should consider
heterogeneity, i.e., it should include behavior hetero-
geneity and device heterogeneity that are ignored in
all existing platforms.
• Flexible settings. The platform should suggest the
necessary configuration settings to simulate different
FL environments that reflect heterogeneity.
• Comprehensive metrics. The platform should pro-
vide the simulation results from various aspects so that
1An anonymous repository: https://github.com/imc20submission/flash
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the developers can have a comprehensive and insight-
ful understanding of the system performance, cost, and
learning results.
• Generic tomodels and datasets. The platform should
support different models and datasets for third-party
developers, instead of customized for specific tasks.
2.2 Overview
FLASH Input. Besides the dataset and the model, a devel-
oper needs to specify the user behavior trace and extra FL
configurations. The user behavior trace tracks the devices’
status to simulate the behavior of clients in FL. Developers
can use the default trace in FLASH (§2.3) or provide a new
one. For FL configurations, we mainly follow the report of
Google’s large scale FL system [5, 57]: (1) Reporting dead-
line specifies how long the server waits for the selected
clients to upload the model updates. (2) Goal client count
specifies how many clients are selected to participate in the
training each round. (3) Selection time window specifies
how long the server waits in the selection stage. A round
will be abandoned and restarted if the number of available
clients is less than goal client count. (4)Maximum sample
count is the max number of samples used for training on
every single device.
Note that many of the above configurations are directly
related to heterogeneity. For example, without heterogeneity,
reporting deadline is not so significant as all clients run at the
same speed synchronously. We will investigate the impacts
of two critical configurations, i.e., reporting deadline and
goal client count, and provide heuristic guidance on how to
properly configure them in §4.
FLASH Output. Besides the common output provided by
existing FL platforms, e.g., accuracy and communication
cost, FLASH generates two new yet critical metrics: (1) Con-
vergence time is the time taken to model convergence, i.e.,
when a model reaches a stable accuracy close to global op-
tima. Note that the convergence time in FLASH is not the
time of the simulation process, but the wall-clock time of
running FL in the real world. (2) Client failure report in-
cludes the information on when and why a client fails to
upload the model updates. We investigate the influence of
heterogeneity on these metrics in §3.
As illustrated in Figure 1, running an FL task in FLASH
mainly experiences two stages: pre-process and runtime.
• Pre-processing Stage (§2.4). FLASH processes the data
that is required for taking into account heterogeneity at
runtime. The Training Profiler profiles different devices’ per-
formance on the specified ML model under given settings.
• Runtime Stage (§2.5). FLASH performs heterogeneity-
aware FL simulation with four components. Configuration
Parser reads and parses the user’s inputs and sets up the
Input Configurations Leaf PySyft TFF PaddleFL FLASH
Non-I.I.D. dataset ✓ ✓ ✓ ✓ ✓
Goal Client Count ✓ ✓ ✓ ✓ ✓
Reporting Deadline × × × × ✓
Sample Num × × × × ✓
Output Metrics Leaf PySyft TFF PaddleFL FLASH
Loss & Accuracy ✓ ✓ ✓ ✓ ✓
Convergence Round ✓ ✓ ✓ ✓ ✓
Communication Cost ✓ ✓ × × ✓
Convergence Time × × × × ✓
Failure Report × × × × ✓
Table 1: Compared to existing FL platforms, FLASH
provides more practical metrics and configurations
due to its heterogeneity-aware nature.
Field Description Example
user_id Anonymized user id. xxxyyyzzz
device_model device type SM-A300M
screen_trace screen on or off screen_on
screen_lock_trace screen lock or unlock screen_lock
time time at current state 2020-01-29 05:52:16
network_trace network condition 2G/3G/4G/5G/WiFi
battery_trace battery charging state, battery level battery_charged_off 96.0%
Table 2: Example of our user behavior trace
simulation environment.Device Simulator estimates different
devices’ training and communication time according to the
profiling data. User Behavior Simulator checks whether a
client is available for training andwhether the client is able to
upload its updates within the given time. FL Process Simulator
follows the three-phase protocol to simulate the FL process.
2.3 Contributed Dataset
To simulate FL in a heterogeneity-aware way, we collect
data from large-scale real-world users. The data come from
a popular input method app (IMA) that can be downloaded
from Google Play2. The dataset covers 136k users and spans
one week from January 31st to February 6th in 2020. The
users mainly come from Indonesia, Columbia, and Brazil.
Overall, they include 180 million trace items and 111GB data.
The data can be divided into three different categories.
•User behavior trace tracks the device’s meta information
and its status changes, including battery charge, battery level,
network environment, screen lock, and screen on and off.
Table 2 shows an example of the collected trace.
• Network performance contains the network bandwidth
between clients and the server across time. It is essential to
simulate the model download/upload speed in FL.
• M-Type input corpora contain the input corpora from
the users of our IMA from Columbia. Input word prediction
2For a double-blind review, we hide the exact app name. We will report the
detailed information when the work is published.
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is a typical use case of FL [16], while all existing open input
datasets [9, 50] used by the research community are synthetic
instead of directly obtained from IMA. Furthermore, M-Type
shares the same user population with preceding behavior
data, which enables us to jointly investigate the influence of
heterogeneity.
Ethic considerations. All data are collected to improve user
experience, with explicit agreements from users on user-term
statements and strict policy in data collection, transmission,
and storage. In addition, we take very careful steps to protect
user privacy and preserve the ethics of research. First, our
work is approved by the Research Ethical Committee of
the institutes that the authors are currently affiliated with.
Second, the usersâĂŹ identifies are all anonymized during
the project. Third, the data are stored and processed on a
private, HIPPA-compliant cloud server, with strict access
authorized by the company that develops the IMA. Thewhole
process is compliant with the public privacy policy of the
company.
2.4 Pre-Processing Stage
Training Profiler is responsible for collecting the on-device
training performance used to simulate devices’ various train-
ing capabilities. An ML model is first transferred to a profil-
ing service, where a desktop is connected to various mobile
devices. The model will be tested on each device and the
resource consumption (e.g., training time) will be profiled
and retrieved back to the FL simulation platform. Currently,
our profiling service includes three devices that represent
different hardware capacities: Google Pixel 4 (high-end),
Redmi Note 7 Pro (moderate), and Nexus 6 (low-end). We
use DL4J [15], an open-source ML library, to implement the
on-device training. Observing that the training time of the
same model on the same device can also have high vari-
ance, we use a normal distribution to fit the training time
during simulation instead of a fixed number. The design of
our profiling service can facilitate the usage of FLASH for
developers who have no access to various device types or
are not skillful in mobile programming. The service can also
be easily extended to more device types, on-device train-
ing libraries (e.g., TensorFlow [1]), and resource types (e.g.,
energy consumption and memory footprint).
2.5 Runtime Stage
Configuration Parser is to set up the simulation environ-
ment with given specifications. It first initializes virtual
clients and the server in separate processes. A global model
is loaded in the server and the data is loaded by clients. Each
client is randomly assigned a user behavior trace that manip-
ulates the device’s status change over time. We observe that,
at each round, online clients account for 4.9% to 15.7% of the
total clients. As illustrated in Figure 2, we also observe a diur-
nal distribution of the percentage of online clients, which is
consistent with the report of Google’s FL system [5, 57]. Note
that we choose to randomly assign behavior trace to general-
ize our trace to more datasets, but in practice there could be
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Figure 2: Percentage of
online clients over time.
an inherent relationship
between client data and
user behavior [22]. We
will validate our practice
in §6.
Device Simulator con-
siders device heterogene-
ity in the simulation run-
time. The behavior trace
has recorded more than a
thousand device models,
making it difficult to precisely profile the training time for
each device. Thus, Device Simulator maps the large number
of real-world device models to the profiled devices. Here, we
use the results of AI-Benchmark [19] as an intermediary. We
first manually match top 792 device models to 296 devices
categories that have been profiled by AI-Benchmark, e.g.,
“SM-A300M” to “Samsung Galaxy A3”. The users of those
device models almost account for 95% of the total popula-
tion. We then map the AI-Benchmark devices to our profiled
devices with the closest ranking. Finally, for the devices that
AI-Benchmark does not profile, we randomly pick a profiled
device category proportionally and assign it to the device. Af-
ter the preceding “clustering” operation, each device model
in the collected trace is mapped to a profiled device category,
so its on-device training time is available.
User Behavior Simulator considers behavior heterogene-
ity in the simulation runtime. It checks whether a device
is available for training (called online) at any time window
based on the user’s trace information. Here, we follow a com-
mon practice [5]: a device is online when it is idle, charged,
and connected to an unmetered network (e.g., Wi-Fi).
The simulator also detects if a selected client fails to ac-
complish the task to upload the model updates, called client
failure. FLASH categorizes a client failure to three possible
causes: (1)Network failure is detected if it takes excessively
long time (default: 3× the average) to communicate with the
server due to slow or unreliable network connection. (2) In-
terruption failure is detected if the client fails to upload
the model updates due to the user interruption, e.g., the de-
vice is uncharged during training. Note that FLASH supports
suspend-resume of both training and network transmission
as the device switches between online and offline. (3) train-
ing failure refers to the case when clients take too much
time on training. §3.3 will further analyze such failure.
FL Process Simulator follows the classic three-phase pro-
tocol [5] to perform the heterogeneity-aware simulation. (1)
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Data set Femnist Celeba Reddit Real-World
Task ImageClass.
Image
Class.
Next Word
Prediction
Next Word
Prediction
Model CNN CNN LSTM LSTM
Total Clients 1,800 9,122 25,124 5,842
Goal Client Count 100 100 100 100
Selection Time Window 20s 20s 20s 20s
Reporting Deadline 310s 250s 90s 100s
Maximum Sample Count 340 30 50 100
Table 3: The default configurations for each task.
Each round in the selection phase, online clients check in
with the server, and the server selects a portion of them for
training. In the configuration phase, themodel and the config-
uration are sent to selected clients where on-device training
is performed. (2) In the reporting phase, clients report back
the model update. (3) The server will update the global model
if the fraction of reporting clients reaches the target value
(default: 0.8). Currently, FLASH supports the followingmodel
aggregation algorithms: FedAvg (default) [32], q-FedAvg [28],
and FedProx [26]. New aggregation algorithms can be freely
integrated to FLASH as designed so.
2.6 Experimental Settings
Now we introduce the ML datasets and FL configurations
used in our experiments.
Testing Data. We use three synthetic datasets commonly
used in FL literature [3, 26, 28, 38], i.e. Reddit [44], Fem-
nist [14], Celeba [36], and our real-world input corpus M-
Type. Table 3 lists their meta information and the correspond-
ing ML tasks. Each dataset is randomly split into a training
set (80%) and a testing set (20%) before assigned to clients.
FL Configurations. Table 3 summarizes the default settings
for each ML task. We mainly follow prior work [5, 16, 57] to
set the default configurations in experiments. For the config-
urations introduced by heterogeneity as aforementioned in
§2.2, we ran extensive microbenchmarks and heuristically
choose a proper one so that the FL model achieves the best
performance. §4 will further study how these configurations
affect the FL process. If not specified otherwise, we use Fe-
dAvg as the default FL aggregation algorithm.
Simulation Environment. All our experiments are run-
ning on a Linux high-performance computing cluster with
Red Hat Enterprise Linux Server release 7.3 (Maipo). The
cluster has 10 GPU workers. Each worker is equipped with 2
Intel Xeon E5-2643 V4 processor, 256G main memory, and 2
NVIDIA Tesla P100 graphics cards. All the experiments cost
more than 5,700 GPU-hours.
3 HETEROGENEITY’S IMPACTS ON FL
PERFORMANCE
In this section, we explore whether and to what extent
heterogeneity will affect the performance of FL.
3.1 Accuracy and Convergence Time
The accuracy and convergence time are two most critical
metrics in FL. To measure the impact of heterogeneity on
these two metrics, we conduct experiments on all aforemen-
tioned datasets using our platform. For each dataset, we run
a heterogeneity-unaware version as well as a heterogeneity-
aware version for comparison. Similar to prior work [32],
we vary the number of local training epochs, a key setting
in FL to balance the computation-communication cost.
We show the results in Figures 3 and 4. We summarize our
observations and insights as follows.
•Heterogeneity causes nontrivial accuracy drop in FL.
The accuracy drops by 2.3%, 0.5%, and 4% on Femnist, Celeba,
and Reddit, respectively. The accuracy drops by 9.2% on M-
Type, indicating that the negative impacts of heterogeneity
are more severe in real-world settings. The primary reason of
the resultant accuracy drop is that, when taking into account
heterogeneity, different clients may have various participa-
tion levels, e.g., low-end devices can hardly participate and
contribute their data. As a result, some of the in-active clients
may be under-represented, which compromises the overall
accuracy. Later in §3.2 we will further explore the issue of
bias introduced by heterogeneity in FL.
• Heterogeneity obviously slows down the FL conver-
gence. Compared to heterogeneity-unaware environment,
the convergence time under heterogeneity is increased to
1.15× (Reddit with E = 1) and to 2.32× (Celeba with E = 20).
The impact gets more distinct with larger local epochs, proba-
bly because too many local updates can affect the model con-
vergence [26]. For Femnist and Celeba with 20 local epochs,
the convergence time is even slowed down by around 12
hours. The reason is that, due to heterogeneity, the client
may miss the deadline to report the model updates, resulting
in less data involved in the training process. A training round
may also fail if the server can not collect enough clients’ up-
dates to commit this round. §3.3 will dive deeper into the
impacts of client failure and round failure.
• Behavior heterogeneity is more influential than de-
vice heterogeneity. The preceding results indicate the joint
impacts from types of heterogeneity. To measure the impact
of device heterogeneity and behavior heterogeneity respec-
tively, we disable the device heterogeneity, i.e., all the clients
have the same computation and communication capacity
(with legend as “w/o device heter” in Figure 4). Similarly, we
disable the behavior heterogeneity, i.e., clients are always
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Figure 3: Heterogeneity decreases the model accuracy and slows down the convergence.
available at any time and will not be interrupted (with legend
as “w/o behavior heter” in Figure 4).
As shown in Figure 4, behavior heterogeneity leads to a
more significant accuracy drop than device heterogeneity,
i.e., 9.5% vs. 0.4% onM-Type and 1.1% vs. 0.05% on Femnist, re-
spectively (ratio). The reason is that, as we will show in §3.2,
behavior heterogeneity introduces more participation bias
and accuracy bias in FL compared to device heterogeneity.
For convergence time, both device heterogeneity and behav-
ior heterogeneity will slow down the convergence process
while behavior heterogeneity is a bit more significant. For
example, on Femnist dataset, the convergence time increases
by 10.1 hours due to device heterogeneity and by 12.0 hours
due to behavior heterogeneity. Both kinds of heterogeneity
will introduce client failure to FL, as shown in §3.3.
Findings: Heterogeneity causes nontrivial perfor-
mance degradation in FL, i.e., significant accuracy
drop and convergence slowdown. Behavior hetero-
geneity is more significant for such performance degra-
dation compared to device heterogeneity. It leads to two
key implications. First, heterogeneity should not be ig-
nored in FL development or simulation process, and a
heterogeneity-aware platform like FLASH is required for
developers to precisely understand how their model shall
perform in real-world environment. Second, it urges re-
searchers to develop more efficient FL protocol to relieve
the negative impact of heterogeneity.
Femnist
Ac
cu
ra
cy
Timeline (Hour)
w/o both (Heter-unaware)w/o Device Heter
Heter-aware w/o Behavior Heter
M-Type
Figure 4: A breakdown of the impacts of different
types of heterogeneity. Behavior heterogeneity causes
more performance degradation than device hetero-
geneity. “Heter” is short for heterogeneity.
3.2 Bias of Participation and Accuracy
Bias in FL refers to the phenomenon that some clients
receive more attention (e.g., higher accuracy or more par-
ticipation) than others. Heterogeneity further magnifies the
influence of bias as we will show in this section.
Definitions. In FL, due to the behavior heterogeneity, clients
do not participate in the learning process with the same prob-
ability, which may lead to different levels of participation, i.e.,
participation bias. Due to the device heterogeneity, low-end
devices are less likely to upload their updates to the global
model, making them under-represented, i.e., accuracy bias.
To measure the influence of the bias introduced by hetero-
geneity, we run the same FL tasks in §3.1 and record the
related metrics, distribution of computation and accuracy.
Similar to §3.1, we also break down to explore different types
of heterogeneity’s influence on bias.
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Figure 5: The distribution of computations across de-
vices during FL training.
Participation bias. We take the amount of computation to
reflect the participation degree of different clients and demon-
strate the results in Figure 5 with the model converged. Since
different models’ absolute computation is hard to compare
directly, we divide them by the amount of computation for a
training epoch (noted as relative computation). We summary
our findings as follows.
• The distribution gets more uneven. The variance is in-
creased by 2.4× (Reddit) to 10.7× (Femnist). Compared to
heterogeneity-unaware case where every client participates
with an equal probability, the heterogeneity-aware case has a
trend of polarization. On Celeba, the maximum computation
load increases by 1.17×.
• The median computation drops by 28% (Femnist) to 75%
(Reddit), indicating that the number of in-active clients in-
creases significantly. Compared to the heterogeneity-unaware case
where top 30% of the clients contribute 54% of the total com-
putation, in heterogeneity-aware case they contribute 81%
of the total computation, putting the in-active clients at a
disadvantage.
• To investigate the reasons for these in-active clients, we in-
spected the number of involved clients over time and demon-
strated in Figure 7. In the heterogeneity-unaware case, the
involved clients accumulate quickly and soon cover the total
population. While in heterogeneity-aware case, the accumu-
lation speed gets much slower and it takes about 30× time to
converge. In addition, about 5% of the total population does
not participate in the learning process at all. We find that
the model accuracy on these in-active clients decreases by
0.5% to 1.2%, similar to the accuracy drop in §3.1.
• As shown in Figure 6, behavior heterogeneity is the main
reason for computation bias. It causes the similar computa-
tion distribution as the one in heterogeneity-aware case.
Accuracy bias. To measure the accuracy bias, we investi-
gate the accuracy distribution in the total population. We
demonstrate the results in Figure 8, from which we make
the following key observations.
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Figure 6: A breakdown of the impacts of different
types of Heterogeneity on participation bias.
• Due to heterogeneity, more low-accuracy clients appear.
Among the four datasets, M-Type is affected the most, with
the drop of 12% (ratio) in terms of median accuracy. This
indicates heterogeneity can introduce more bias on real-
world dataset.
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Figure 7: Attended client
number over time.
• The effect of bias be-
comesmore obviouswhen
we increase the num-
ber of training epochs. It
shows that too many lo-
cal updates (i.e., increase
the number of training
epochs) can obviously af-
fect model’s accuracy.
• As shown in Figure
9, behavior heterogene-
ity introduces more low-
accuracy clients where the median accuracy drops by 12.0%
(ratio) on M-Type and by 0.5% (ratio) on Femnist. We do
not detect a severe accuracy bias caused by device hetero-
geneity . It achieves a similar accuracy distribution as the
heterogeneity-unaware case. It is probably because some
of the low-end clients may still conform to the overall data
distribution.
Findings: Heterogeneity introduces severe partici-
pation bias and accuracy bias to FL. It causes more
in-active clients that seldom or never participate in the
learning process, and also larger accuracy variation across
clients. Behavior heterogeneity is mainly responsible for
such bias. It urges researchers to mitigate the bias by
designing a more “fair” FL system against heterogeneity.
3.3 Client Failure
Client failure refers to the phenomenon that a client misses
the deadline to report the model updates in a round. The
reasons of client failure include network failure, training fail-
ure, and interruption failure (refer to §2.5 for more details).
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Figure 8: The accuracy distributions across clients, showing that heterogeneity amplifies the accuracy bias.
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Figure 9: A breakdown of the impacts of different
types of heterogeneity on accuracy bias.
Client failure is a unique challenge in FL system [26], as it
slows down the model convergence and causes a waste of
valuable device resources (computations, energy, etc.). How-
ever, client failure is seldom studied in prior work, probably
because it is directly related to the FL heterogeneity.
To understand client failure, we zoom into the previous
experiments on the Femnist and Reddit datasets under varied
reporting deadlines. Similar to §3.1, we will also check device
heterogeneity and behavior heterogeneity’s influence on
client failure. The key questions we want to answer here
are: (1) how often the clients may fail and what are the
corresponding reasons for these failures; (2) and which type
of heterogeneity is themajor factor. The results are illustrated
in Figures 10 and 11, from which we make the following key
observations.
Client failure is commonunder typical FL settings.The
overall proportion of the failure clients reaches 10% on av-
erage, with an optimal deadline setting that achieves the
shortest convergence time. A tight deadline increases the
failure proportion because clients receive less time to finish
their learning tasks.
• Network failure accounts for a small fraction of client
failure (typically less than 2%) and it is more stable than the
other types of failure.
• Training failure is heavily affected by the deadline. Such
a failure can account for the majority of the client failures
when the deadline is set too tight. Evenwith the optimal dead-
line setting, such failure still occurs due to the randomness,
i.e., the training speed can be influenced by other background
tasks (§ 2.5).
• Interruption failure is also affected by the deadline but in a
more moderate way. We further breakdown the interruption
failure into three sub-categories corresponding to three re-
strictions on training [5]. The results show that, the training
process is interrupted by user interaction, battery charged-
off, and network changes with a probability of 46.06%, 36.96%,
and 17.78% respectively.
Device heterogeneity causes more failure clients than
behavior heterogeneity. According to Figure 11, we can
find that device heterogeneity is more responsible for the
client failure. For example, on M-Type, device heterogene-
ity causes 14% failure clients while behavior heterogene-
ity causes 2.5%. Training failure is mainly caused by device
heterogeneity because it introduces weak devices that suffer
longer training time. Interruption failure is caused by behav-
ior heterogeneity because user behavior is introduced that
may interrupt the training and communication progress.
Findings: Heterogeneity leads to considerable
client failures. For each round, around 10% of the se-
lected clients fail to participate in the model update under
typical FL settings. It slows down the model convergence
and leads to wasted hardware resource consumption
of clients. Device heterogeneity is the major reason for
client failure while behavior heterogeneity also introduce
around 2.5% failures. To mitigate the impacts of such
failure, one may explore the opportunities of dynamic
round deadline [24] and smart client selection [38].
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4 CONFIGURING FL SYSTEMS
As shown in §2.6, many FL configurations are introduced
due to the heterogeneity. How to select these configura-
tions, however, has been seldom studied in the previous
work due to the lack of heterogeneity-aware FL platform
along with representative dataset. In this section, we show
how these configurations impose nontrivial impacts on the
performance of the FL process. For each configuration, we
mainly report two critical metrics in FL (as in §3.1): conver-
gence accuracy and convergence time.
4.1 Reporting Deadline
Reporting deadline is set to avoid excessively long server
waiting time in each round of FL process. The clients that
cannot upload their model updates within the deadline will
be discarded, i.e., client failure. Reporting deadline is inher-
ently related to heterogeneity, since the heterogeneity is the
main source of client failure as previously shown in § 3.3. In
existing FL literature, the usage of reporting deadline and its
influences are mostly ignored [9, 28] or considered without
in-depth exploration [27, 38] due to the lack of support on
FL heterogeneity.
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Figure 12: The impacts of reporting deadline on con-
vergence time and accuracy.
The key questions wewant to answer here include: (1) how
reporting deadline affects the FL performance, and (2) how
FL developers can select an adequate reporting deadline. To
this end, we run experiments on Reddit and Femnist datasets
across varied reporting deadlines. We fix other configura-
tions as their default values (same as the ones reported by
Google [57]). We summarize our observations as following.
How reporting deadline affects convergence accuracy.
As illustrated in Figure 12, with the reporting deadline in-
creases, the model’s convergence accuracy increases at first,
and then remains stable. Taking Femnist as an example, the
accuracy raises from 0.74 to 0.84 as the deadline increases
from 120 seconds to 290 seconds, and keeps rather stable
around 0.83–0.84 with even higher reporting deadline. The
reason of such a trend is that when the deadline is too tight
(within a short time period), a large portion of clients, es-
pecially those low-end devices, can hardly (or seldom) con-
tribute to the global training process (as discussed in § 3.2),
which leads to high accuracy bias and the unsatisfactory
mean accuracy across all clients. while the deadline is too
loose (in a long time period), more clients are involved in FL
training but the model’s capacity has been reached.
How reporting deadline affects convergence time. As
shown in Figure 12, with the increase of reporting deadline,
the convergence time first drops and then rises up, indicating
that there is a potential optimal deadline setting (i.e., shortest
convergence time) in the middle. Taking Celeba as an exam-
ple, the convergence time drops from 11 hours to 5.8 hours
as the deadline increases from 80 seconds to 90 seconds, and
rises gradually to 8.5 hours when the deadline increases to
150 seconds. For each round, the deadline controls the round
time and how many clients (or data) can contribute to the
model convergence. When the deadline is tight, it is impor-
tant to wait longer to have more clients upload their model
update. While the deadline reaches a certain value (the opti-
mal point), further increasing the deadline does not help as
the time is wasted on waiting for a few more clients.
How to select a good reporting deadline. According to
Figure 12, there exists an optimal deadline that reaches the
highest accuracy with shortest convergence time (e.g., 310s
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Figure 13: The optimal reporting deadline, which
achieves the fastest convergence, can be set when the
client failure rate is around 10%.
for Femnist and 90s for Celeba). Given its high impacts, how-
ever, how to choose a proper deadline has rarely been studied
in FL literature. Thus, we present a heuristic approach on
how to choose the optimal reporting deadline. The proposed
approach is based on an observation: the optimal deadline is
correlated to the client failure rate (§2.6). As shown in Fig-
ure 13, for all tested datasets, the convergence time reaches
the optimal (shortest) when the client failure rate is around
10%. This finding guides developers to select a proper dead-
line based on the monitored client failure rate with only
one or several rounds. It is much more efficient compared to
exploring different deadlines with end-to-end experiments
(as our experiments did), each of which can take hundreds
of rounds. The saved efforts (e.g., experiment time in GPU-
hours) can be up to two to three orders of magnitude as
estimated.
Findings: Choosing an optimal reporting deadline
is critical to FL performance, and it exists at a mid-
dle point that can be obtained by monitoring the
client failure rate. A tight reporting deadline compro-
mises the model’s accuracy while a loose reporting dead-
line slows down the convergence. A proper reporting
deadline can be tuned when the client failure rate is
around 10%. Developers can monitor this metric to dy-
namically tune the reporting deadline during FL training.
4.2 Goal Client Count
Goal client count refers to the number of selected clients
in each round. Due to the heterogeneity, the clients may
not always stay available during the learning process. Our
trace reveals the proportion of online clients (4.9% ∼ 15.7%
in Figure 2). Even though, the absolute number of online
clients is still large for a popular application with millions of
users. Existing work [9, 21, 27, 28] simply chose tens of or at
most hundreds of clients without elaborating the rationales.
The key questions we seek to answer here are: (1) how goal
client count affects the FL performance, and (2) how to select
a proper goal client count. To this end, we run experiments
on four testing datasets with various goal client counts (from
10 to 1,000) and fix other FL configurations to their default
value (§2.6). We summarize our observations as following.
How goal client count affects convergence accuracy.
As illustrated in Figure 14, a small goal client count (e.g., 25)
results in high accuracy fluctuation, or even no convergence.
For such cases, even if the best model is taken, its accuracy
still drops observably compared to a relatively large goal
client count (e.g., 3.9% (ratio) for M-Type). However, when
the goal client count reaches 100, further increasing it has
very marginal effect on accuracy improvement. Taking Red-
dit as an example, the accuracy increases by only 0.4% (ratio)
when we increase the goal client count from 100 to 200.
How goal client count affects convergence time. Ac-
cording to Figure 14, on most datasets except Celeba, in-
creasing the goal client count since 25 cannot accelerate the
convergence process effectively, even though more data are
involved in cross-device parallel training. Prior work also no-
ticed this diminishing acceleration effect with more selected
clients [5, 32]. The reason is that the current aggregation
algorithm FedAvg cannot effectively utilize the uploaded gra-
dients in a scalable way.
How to choose an appropriate goal client count. Since
the benefits of increasing goal client count are rather lim-
ited, it is wise to choose an adequate one to save network
bandwidth. We highlight the optimal goal client counts that
achieve the highest accuracy in Figure 14. Empirically, a
value between 100 and 300 is recommended.
Notably, existing FL literature seem to “unreasonably” use
a low goal client count, presumably to minimize the experi-
ment cost [21, 27, 28]. For example, Leaf [9] selects only 5
clients each round in experiments and the reported accuracy
is 0.747 [9], while our experiments indicate that the accuracy
can achieve 0.809 with a higher goal client count (100).
Findings: On basis of all benchmark datasetswidely
used in FL literature, it is strongly recommended to
select 100− 300 clients per round to obtain maximal
learning performance while not wasting client re-
sources. It contradicts to some prior knowledge [9, 21,
27, 28], where much fewer clients are selected on the same
datasets as we use. What is more, the benefits of increas-
ing the goal client count are rather limited in terms of
accuracy and convergence time. It urges researchers to
optimize the FL algorithm’s degree of parallelism.
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Figure 14: The test accuracy over time under various goal client counts. A small count leads to lower or unstable
convergence accuracy, while a too large count can not further speed up the convergence.
5 HETEROGENEITY’S IMPACTS ON FL
OPTIMIZATIONS
Optimizations have been proposed atop federated learn-
ing [23, 24, 26, 28, 32, 35, 39, 43]. Some traditional optimiza-
tions in distributed ML can also be applied to FL. Those tech-
niques, however, have not been evaluated when taking into
account heterogeneity. Hence, we study how heterogeneity
affects the applicability of existing techniques. Specifically,
we focus on two typical directions: gradients compression
and model aggregation algorithms.
5.1 Gradients Compression
Since client-server communication is often reported as
a major bottleneck in FL [22], we first investigate the gra-
dients compression algorithms that are extensively studied
to reduce the communication cost. We choose three popu-
lar algorithms: Structured Update [23], Gradient Dropping
(GDrop) [2], and SignSGD [4]. We use Femnist and M-Type
with their default configuration settings (§2.6). We empiri-
cally determine the optimal hyper-parameters for each algo-
rithm through massive experiments: for Structured Update,
we set the max rank of the decomposited matrix to 100; for
GDrop, we set the weights dropout threshold to 0.005; for
SignSGD, we set learning rate lr to 0.001, momentum con-
stant β to 0, and weight decay λ to 0. A “no compression”
version is also included as the baseline. Table 4 summarizes
the results.
Heterogeneity has few impacts on gradients compres-
sion algorithms. We measure the accuracy change intro-
duced by heterogeneity (noted as Acc. Change in Table 4). A
bit surprisingly, we observe that the accuracy degradation
introduced is similar to the one that we find in §3.1. On aver-
age, the accuracy drops by 1.7% (ratio) on Femnist and 5.3%
(ratio) on M-Type. It is reasonable because heterogeneity will
not affect the compressed gradients thus will not lead to a
further accuracy drop.
The performance across different algorithms vary a lot. On
Structured Update, a negligible accuracy decrease (typically
less than 1%) is observed compared to the baseline without
any compression. Sometimes, it even slightly outperforms
the baseline (Femnist), because the reduced communication
time can make more clients upload their updates. Using
SignSGD and GDrop results in unstable model accuracy. For
example, SignSGD achieves higher accuracy than other algo-
rithms on M-Type (2.9%-6.0% better than the baseline), but
underperforms other algorithms on Femnist. GDrop suffers
a severe accuracy drop (10.9%-18.0%) on M-Type while it
achieves the best compression ratio (0.1%-2.1%).
Gradients compression algorithms cannot speedup the
model convergence. Although all these algorithms com-
press the gradients and reduce the communication cost sig-
nificantly (the compression ratio reaches from 0.1% to 39.4%),
the convergence time is seldom shortened (only structured
update shortens the convergence time to 0.93× at most) and
lengthened in most cases. For example, on M-Type under
heterogeneity-aware environment, the convergence time is
lengthened by 1.3× to 2.5× for all compression algorithms.
There are two reasons. First, we find that communication
accounts for only a small portion of the convergence time
compared to on-device training. Most devices can finish the
downloading and uploading in less than 30 seconds for a
model around 50M while spending more time (1-5 minutes
with 5 epochs) on training. Second, the accuracy increases
slowly when the gradients are compressed, thus taking more
rounds to converge.
Such observations set FL apart from traditional distributed
ML [11, 25, 49], where the compression can both reduce com-
munication cost and end-to-end training time. Given that FL
typically operates on unmetered network, the only advan-
tage of gradients compression, i.e., reducing communication
cost, becomes dispensable to some extent. As a result, it be-
comes questionable whether gradients compression is still
needed in FL tasks.
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Dataset Algo. Acc (%)Heter-unaware
Acc (%)
Heter-aware
Acc Change
(ratio)
Convergence Time
Heter-unaware
Convergence Time
Heter-aware
Compression
Ratio
Femnist
No Compression 84.1 (0.0%) 83.0 (0.0%) 1.2%↓ 5.56 hours (1.0×) 5.96 hours (1.0×) 100%
Structured Update 84.2 (0.1%↑) 83.2 (0.3%↑) 1.1%↓ 5.23 hours (0.95×) 5.56 hours (0.93×) 6.68%
GDrop 82.2 (2.2%↓) 81.5 (1.8%↓) 0.8%↓ 7.17 hours (1.3×) 7.98 hours (1.3×) 21.4%∼28.2%
SignSGD 79.0 (6.1%↓) 76.3 (8.1%↓) 3.4%↓ 7.62 hours (1.4×) 20.5 hours (3.4×) 3.125%
M-Type
No Compression 9.86 (0.0%) 9.28% (0.0%) 5.9%↓ 0.54 hours (1.0×) 1.23 hours (1.0×) 100%
Structured Update 9.93 (0.6%↑) 9.08 (2.2%↓) 8.6%↓ 0.53 hours (0.98×) 1.59 hours (1.3×) 39.4%
GDrop 8.09 (18.0%↓) 8.27 (10.9%↓) 2.2%↑ 5.34 hours (10.0×) 4.29 hours (3.5×) 0.1%∼2.1%
SignSGD 10.4 (6.0%↑) 9.55 (2.9%↑) 8.5%↓ 1.45 hours (2.7×) 3.93 hours (3.2×) 3.125%
Table 4: The performance of different gradients compression algorithms. Numbers in the brackets indicate the
accuracy change (ratio) compared to the “No Compression” baseline. “Acc. Change” refers to the accuracy change
introduced by heterogeneity. Compression ratio is the fraction of compressed gradients size to the original size.
.
Findings: Gradient compression algorithms can not
speed up the model convergence. What is worse, it
could slow down the convergence process although it can
significantly compact the uploaded gradients per round.
It reminds researchers that new protocols to reduce the
communication cost should be validated in an end-to-end
way instead of only focusing on per-round results.
5.2 Aggregation Algorithms
Aggregation algorithm is a key component in FL that de-
termines how to aggregate the updates (gradients) uploaded
from multiple clients. Besides FedAvg, various aggregation
algorithms are proposed to improve efficiency [27, 38, 39],
ensure fairness [28], preserve privacy [6, 39], etc. To study
how heterogeneity affects these algorithms, we choose two
representative ones: q-FedAvg [28] and FedProx [27], both of
which are open-sourced. We choose FedAvg as the baseline,
and run experiments on Femnist and Reddit. Due to their
different optimization goals (q-FedAvg for addressing fairness
issues and FedProx for improving efficiency), we make the
comparison separately.
Q-FedAvg loses its effectiveness towards better fairness
after heterogeneity is introduced. To address the fairness
issues in FL, q-FedAvg minimizes an aggregate reweighted
loss parameterized such that the devices with higher loss are
given higher relative weight. We use the learning rate and
batch size reported in § 3.1 for both algorithms. We randomly
sample 100 clients from online clients each round, set the
reporting deadline as the optimal value according to §4.1.
We use the same metrics (variance, worst 10% accuracy, and
best 10% accuracy) to evaluate the algorithms’ effectiveness.
The results are summarized in Table 5, showing that, with-
out considering heterogeneity, q-FedAvg achieves higher
worst 10% accuracy than FedAvg and obtains lower cross-
clients variance on both datasets. However, when heterogene-
ity is considered, the variance reduction decreases from 26.3%
to 21.7% on Femnist and from 10.5% to 3.7% on M-Type. It is
Dataset Hete. Algo. Average Worst 10% Best 10% Var. ×10−4
Femnist
Unaware FedAvg 82.13% 61.1% 97.2% 213q-FedAvg 82.66% 64.7% 95.1% 157 (26.3% ↓)
Aware FedAvg 81.22% 61.1% 94.9% 203q-FedAvg 81.24% 64.7% 95.1% 159 (21.7% ↓)
M-Type
Unaware FedAvg 8.15% 2.33% 13.5% 19q-FedAvg 7.78% 2.33% 13.0% 17 (10.5% ↓)
Aware FedAvg 7.47% 2.27% 12.3% 16.2q-FedAvg 7.47% 2.33% 12.4% 15.6 (3.7% ↓)
Table 5: Test accuracy for q-FedAvg and FedAvg. “Var”
represents the accuracy variance across clients.
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Figure 15: The training performance of FedProx and
FedAvg with and without heterogeneity.
because heterogeneity introduces severe bias (§3.2), which
makes q-FedAvg less effective in ensuring fairness.
FedProx is less effective in improving the training pro-
cess with heterogeneity considered. FedProx is proposed
to tackle with device heterogeneity in federated networks.
Compared to FedAvg, FedProx tolerates partial work, where
devices can perform various amount of work based on their
available system resources, while FedAvg simply drops the
stragglers. FedProx also adds a proximal term to the local
optimization objective (loss function) to limit the impact of
variable local updates.
The results are summarized in Figure 15. FedProx con-
verges much quicker than FedAvg ( 50 rounds in our case) due
to its tolerance of partial work. It also obtains a 6% accuracy
increase compared to FedAvg. However, due to the hetero-
geneity, the accuracy drops by 27%. OnM-Type, FedProx only
slightly outperforms FedAvg, and the heterogeneity causes
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an accuracy drop of 7.5%. Note that FedProx incorporates
device heterogeneity into its design while leaving behavior
heterogeneity unsolved. We manually check the attended
clients and find that only 51.3% clients have attended the
training when the model converges. So the model may have
been dominated by these active clients thus may perform
badly on other clients.
Findings: The effectiveness of aggregation algo-
rithms can be undermined by heterogeneity. In our
experiment, q-FedAvg algorithm fails to obtain the same
improvements, i.e, accuracy variance reduction, as that
in heterogeneity-unaware environment; FedProx algo-
rithm can accelerate the convergence process but the
accuracy drop caused by heterogeneity remains signifi-
cant. This urges researchers to take heterogeneity into
account when they explore FL optimization techniques.
6 DISCUSSION
Ground truth. Similar to prior FL platforms, FLASH exe-
cutes FL tasks in a simulation way. FLASH is carefully de-
signed to simulate the real-world deployment by consider-
ing the heterogeneity. However, we realize that a gap may
still exist for unexpected FL glitches, e.g., software failure.
We plan to further validate FLASH with real-world deploy-
ment. Nevertheless, the observed patterns from FLASH, e.g.,
client availability and failure proportion, are consistent with
the results reported from a large-scale FL deployment by
Google [5]. The findings made by this work are still valid.
Trace Selection Bias. The user trace datasets are collected
from our IMA’s users (app-specific) who mainly reside in
three countries (geo-specific). The traces may not be rep-
resentative enough to other FL scenarios. However, we be-
lieve that our findings are still meaningful because (1) FL
task is always app-specific and improving IMA experience
is a key scenario of FL [5, 16, 57]; (2) our dataset is large
enough to cover the general behavior patterns of smartphone
users, which is consistent with prior study as aforementioned.
M-Type
Ac
cu
ra
cy
Timeline (Hour)
Figure 16: Decoupling is
verified on M-Type.
Furthermore, new user
traces can be seamlessly
plugged into FLASHwhere
researchers can reproduce
all experimentsmentioned
in this paper, so that they
can validate whether and
how much heterogeneity
matters in their scenarios.
Validity of decoupling.
In real world, the hetero-
geneity is inherently cou-
pled with the non-iid data
distribution [22]. FLASH decouples the heterogeneity from
the data distribution, i.e., randomly assigning a user behavior
trace to each client, to generalize our trace to other datasets.
We use M-Type to verify such design because it shares the
same user population with our trace. According to Figure 16,
the gap between the coupled case and the decoupled case
is trivial compared to the gap between the heterogeneity-
unaware case and heterogeneity-aware case. It justifies the
design of FLASH of decoupling heterogeneity from any third-
party datasets.
7 RELATEDWORK
Federated Learning (FL) is an emerging privacy-preserving
learning paradigm that distributes training on decentral-
ized devices such as smartphones holding local data sam-
ples [25, 32]. FL has been increasingly popular these days,
deployed on large-scale users to enhance their keyboard
functionality [5, 8] and improve virtual keyboard search sug-
gestion quality [57]. There have been some FL platforms [9,
40, 47, 50, 56], most of which run in a simulation way, given
the high cost of real-world deployment on a large number of
users. Those platforms, however, fail to incorporate behavior
heterogeneity and device heterogeneity into their design.
As a result, there exists a gap between those platforms and
real-world deployment. Recognizing such gap, we build the
first heterogeneity-aware FL platform FLASH (§2).
FL optimizations have been proposed atop origin FL algo-
rithm. The research directions include reducing the commu-
nication cost between server and clients [7, 13, 23, 31, 46, 48],
further enhancing the privacy guarantee [3, 6, 33, 34, 37], en-
suring better fairness across clients [21, 28, 35], and minimiz-
ing the on-client energy cost [24]. Those optimizations, how-
ever, have never been evaluated in a heterogeneity-aware
environment, making their benefits unclear in real-world
deployment. Our experiments in §5 demonstrate that hetero-
geneity indeed has considerable impacts on those optimiza-
tions, advocating that new FL techniques need to be justified
on a heterogeneity-aware platform.
Heterogeneity in distributed system has been studied by
the system community for years. Distributed machine learn-
ing (e.g., using parameter server [25]) is a common way to
solve large-scale machine learning tasks. In this paradigm,
multiple workers train a global model collaboratively similar
to FL. The hardware heterogeneity may cause the whole
system inevitably dragged down by slower workers. Various
systems and algorithms have been proposed to tackle this
problem [11, 12, 17, 18, 20, 42, 45]. In FL, however, hetero-
geneity not only resides in clients’ hardware capacity, but
also user behavior. As we will experimentally show in §3,
the latter often has more significant impacts on the training
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process. Thus, those prior efforts cannot be applied to solve
the heterogeneity challenge in FL tasks.
8 CONCLUSION
We have built FLASH, the first heterogeneity-aware plat-
form for federated learning. Based on FLASH, We perform
extensive experiments to first anatomize the impacts of het-
erogeneity, which shows that (1) heterogeneity causes non-
trivial performance degradation in FL tasks, up to 9.2% accu-
racy drop and 2.32× convergence slowdown; (2) a miscon-
figuration of FL system parameter can significantly degrade
the FL performance; (3) common FL optimizations can be
compromised and rethought with heterogeneity considered.
These results suggest that heterogeneity should be taken
into consideration in further research work and that opti-
mizations to mitigate the negative impacts of heterogeneity
are promising.
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