A new adaptive genetic algorithm using mutation matrix is introduced and implemented in a single computer using the quasi-parallel time sharing algorithm for the solution of the zero/one knapsack problem. The mutation matrix M (t) is constructed using the locus statistics and the fitness distribution in a population A(t) with N rows and L columns, where N is the size of the population and L is the length of the encoded chromosomes. The mutation matrix is parameter free and adaptive as it is time dependent and captures the accumulated information in the past generation. Two strategies of evolution, mutation by row (chromosome), and mutation by column (locus) are discussed. Time sharing experiment on these two strategies is performed on a single computer for solving the knapsack problem. Based on the investment frontier of time allocation, the optimal configuration for solving the knapsack problem is found.
Introduction
Parallel computation using the Darwinian principle of survival of the fittest has been implemented quite successfully in the framework of Genetic algorithms [1, 2] with many successful application in many areas, such as solving the cryptoarithmetic problem [3] , time series forecasting [4] , traveling salesman problem [5] , function optimization [6] , and adaptive agents in stock markets [7, 8] . However, the necessity of parameter setting in the application of genetic algorithm is a serious drawback for its practitioners, as its efficiency depends very much on the experience of the user on the problem at hand. One notable example of this drawback concerns the ad-hoc manner in the choice of the selection mechanism. One may need to use different percentage of the population for survival for different problems. Indeed, even for the same problem, the percentage of survivors in the evolution process should be time dependent for higher efficiency. Though some advances in adaptive parameter control on selection have been made, such as in the solution of the financial knapsack problem [9] , the need for parameters setting remains. Here we like to address a novel way to do the selection process by the introduction of a mutation matrix that is time dependent but problem independent. We call our method mutation only genetic algorithm, or MOGA.
A second issue of parallel computation is the allocation of computer resource. It is desirable to devise a method for locating the optimal parameters in running the bottleneck program in a single computer that satisfies the criteria of both high speed and high confidence. Based on the ideas of Hogg and Huberman and collaborators [10] , Szeto and Jiang [11] developed a formalism of quasi-parallel genetic algorithm, which is a method of combining existing algorithms into new ones that are unequivocally preferable to any of the component algorithms using the notion of risk in economics [12] . Here we assume that only one computer is available and the sharing of resource is realized only in the time domain. The concept of optimal usage is defined economically by the "investment frontier", characterized by low risk and high speed to solution. In this paper, we combine the work on mutation only genetic algorithm and time sharing in the framework of quasi-parallel genetic algorithm. We test this approach on the 0/1 knapsack problem with satisfactory results, locating the investment frontier for the knapsack problem.
Mutation Matrix

Mutation Matrix for Traditional Genetic Algorithm
In traditional simple genetic algorithm, the mutation/crossover operators are processed on the chromosome indiscriminately over the loci. The loci statistics is never employed. The recent work of Ma and Szeto [13] on Locus Oriented Adaptive Genetic Algorithm (LOAGA) has demonstrated the importance of the locus specific mutation rate for solving the zero/one knapsack problem. In this paper, we generalize their method and further demonstrate the advantage of using the information on the loci statistics on mutation operator. First let's show that traditional genetic algorithm can be treated as a special case in our formulation. We consider a population of N chromosomes, each of length L and binary encoded. We describe the population by a N × L matrix, which entry A ij (t), i = 1, ..., N ; j = 1, ..., L being the value of the jth locus of the ith chromosome. The convention is to order the rows of A by the fitness of the chromosomes, f i (t) ≤ f k (t) for i ≥ k. Next we introduce a mutation matrix with
are called the row mutation probability and column mutation probability respectively. Traditionally we divide the population of N chromosomes into three groups: (1) Survivors who are the fit ones. They form the first N 1 rows of the population matrix A(t + 1). Here N 1 = c 1 N with the survival selection ratio 0 < c 1 < 1. (2) The number of children is N 2 = c 2 N and is generated from the fit chromosomes by genetic operators such as mutation. Here 0 < c 2 < 1 − c 1 is the second parameter of the model. We replace the next N 2 population matrix A(t + 1) (3) The remaining N 3 = N − N 1 − N 2 rows are the randomly generated chromosomes to ensure the diversity of the population so that the genetic algorithm continuously explores the solution space. In our formalism, traditional
