Abstract. The paper deals with establishing bounds for Eisenstein series on congruence quotients of the upper half plane, with control of both the spectral parameter and the level. The key observation in this work is that we exploit better the structure of the amplifier by just supporting on primes for the Eisenstein series, which can use both the analytic method as Young did to get a lower bound for the amplifier and the geometric method as Harcos-Templier did to obtain a more efficient treatment for the counting problem.
Introduction
Bounding the sup-norm of Laplace eigenfunctions on manifolds is a classical problem. We shall establish new bounds for the well-studied modular surface Y 0 (q) = Γ 0 (q)\H with its hyperbolic measure.
For Hecke-Maass cuspidal newforms u j of spectral parameter t j with L 2 -normalized, in the spectral aspect, the nontrivial bound is due to Iwaniec-Sarnak [11] (for level q = 1) and Blomer-Holowinsky [3] (for square-free level q) who established u j ∞ ≪ q,ε t 5/12+ε j (1.1) for any ε > 0. In the level aspect, the first non-trivial bound is due to BlomerHolowinsky [3] who proved that u j ∞ ≪ t j q −1/37 , (
for square-free q. Then this is improved by Templier [13] , Harcos-Templier [7, 8] , and the current best result is u j ∞ ≪ t j ,ε q −1/6+ε . (1.3)
Hybrid bounds save a power simultaneously in the spectral and level aspects. The following hybrid bound is established by Blomer-Holowinsky [3] u j ∞ ≪ t 1/2 j (t j q) −1/2300 , (
for square-free level q. In [14] , Templier obtains the following hybrid bound which generalizes the best known bounds in the spectral and level aspects simultaneously
for square-free level q.
It is natural to consider this problem for the continuous spectrum situation. It seems to have been neglected until Young [15, theorem 1.1] establishes that for Ω a fixed compact subset of H, and T ≥ 1, 6) where E(z, s) is the usual real-analytic Eisenstein series for the group P SL 2 (Z). The Eisenstein series case is similar in some ways to the cuspidal case, but has some technical problems because of the constant term in the Fourier expansion. Let Although not stated explicitly in his main theorem, in [15, Section 6] , Young actually derived that, for z = x + iy ∈ H,
The main impetus in Young's result is the realization that one can choose an efficient amplifier for the Eisenstein series, which leads to the improved exponent compared to the cusp form case (see [11, Remark 1.6] ).
In this paper, we will give the bounds for the Eisenstein series in a wider range of y, and then extend to bound the Eisenstein series with square-free levels. Our first main theorem is a generalization of Young's result. Theorem 1.1. Let T ≥ 1. For any z ∈ H, we have
Remark 1. This result should be compared with Young's result (1.6). We actually get
, which is a wider range.
Now we turn to consider the Eisenstein series of level q, where q is a positive squarefree integer. Let E a (z, s) be the Eisenstein series for the congruence group Γ 0 (q) (see §2.1), where a is a cusp of Γ 0 (q). Our main result in this case is the following theorem.
Theorem 1.2. Let z = x + iy ∈ H, q be a positive square-free integer. Then for T ≥ 1, we have
In particular, if a ∼ ∞, for all y ≫ 1/q, we have
As in Iwaniec-Sarnak's work [11] , we shall use the amplification method which relates the sup-norm problem to an interesting lattice point counting. The key observation in this work is that we exploit better the structure of the amplifier by just supporting on primes for the Eisenstein series, which can use both the analytic method as Young [15] did to get a lower bound for the amplifier and the geometric method as Harcos-Templier [8] and Templier [14] did to obtain a more efficient treatment for the counting problem.
Remark 2. We may compare the error term in (1.13) with the current result of HeckeMaass cusp forms in (1.5). we can see that improved exponents both in spectral aspect and level aspect. This is done because of the choice of the amplifier, and the fact that all Eisenstein series of square-free level are oldforms coming from the full level Eisenstein series. However, by our construction of amplifier, one may expect that
if we assume
Remark 3. For Hecke-Maass cuspidal newforms, one can restrict the sup-norm problem to the region z ∈ F (q) (see Definition 2.1) by the Atkin-Lehner theory which tells us that each Hecke-Maass cuspidal newform is an eigenfunction of the corresponding Atkin-Lehner operators. When it comes to Eisenstein series, we can replace the Atkin-Lehner theory for Hecke-Maass cuspidal newforms by explicit computations on Eisenstein series (see (2.13) and (2.25)). So it is natural to consider the case y ≫ 1/q (see §2.2).
We state that, throughout the paper, ε is an arbitrarily small positive number which may not be the same in each occurrence. The paper is organized as follows. Section 2 is devoted to the background on Eisenstein series, establishment of the first reduction of Theorem 1.1, and the construction of our amplifier. Bounds via Fourier expansion and a pointwise bound for Eisenstein series via its integral are also summarized in Section 2, which is proved by Young [15, Section 4] . In Section 3, a lower bound for our amplifier is established. And then after a summary of the results on counting lattice points from Templier [14] in Section 4, we complete the proof of Theorem 1.1 in Section 5. In the last section, we give the proof of Theorem 1.2.
Preliminaries
In this section, we collect those basic facts which are needed in this paper. We restrict q to be a positive square-free integer. Let H be the upper half-plane, Γ = SL 2 (Z) the full modular group, and Γ 0 (q) the Hecke congruence group of level q.
Let A(Γ\H) denote the space of automouphic functions of weight zero, i.e., the functions f : H → C which are Γ-periodic. Let L(Γ\H) denote the subspace of square-integrable functions with respect to the inner product
where dµz = y −2 dxdy is the invariant measure on H. The Laplace operator
acts in the dense subspace of smooth functions in L(Γ\H) such that f and ∆f are both bounded; it has a self-adjoint extension which yields the spectral decomposition
Here C is the space of constant functions, C(Γ\H) is the space of cusp forms and E(Γ\H) is the space of Eisenstein series. We will focus on E(Γ\H).
2.1.
Eisenstein series for Γ and Γ 0 (q). The Eisenstein series E(z, s) for Γ is defined as
if Re(s) > 1, and then by analytic continuation for all s ∈ C. Here Γ ∞ is the stability group of ∞. For any integer ℓ ≥ 1, the Hecke operator T ℓ is defined by
Moreover, the reflection operator R defined by (Rf )(z) = f (−z). f is called even or odd according to (Rf )(z) = f (z) or (Rf )(z) = −f (z). All the Eisenstein series E(z, s) are even and they are eigenfunctions of the Hecke operators
where
We will write η it (ℓ) = η(ℓ, 1/2 + it). And for any m, n ∈ Z >0 , they enjoy the Hecke relation:
We have the Fourier expansion
Now we consider the Eisenstein series for Γ 0 (q), and we collect several statements about them from [4] . The Eisenstein series E a (z, s) for Γ 0 (q) at a cusp a is defined as
if Re(s) > 1 and by analytic continuation for all s ∈ C. Here Γ a is the stability group of a and σ a ∈ SL 2 (R) such that σ a ∞ = a and σ
The scaling matrix σ a is only determined up to a translation from the right; however the Eisenstein series does not depend on the choice of σ a , not even on the choice of a cusp in the equivalence class. We give some explicit computations on Eisenstein series. We use the details on [5] . Recall that q is square-free, so every cusp of Γ 0 (q) is equivalent to a = 1/v with v|q. The complementary divisor w = q/v is the width of a. (In the case w = 1, so v = q, which means a ∼ ∞.) Letā stand for the cusp "dual" to a in the sense that a ∼ 1/w if a ∼ 1/v. The scaling matrix of a can be chosen as
Thus, we have
The coset Γ ∞ \σ 
And by [4, Eq. (3. 25)], we have the following explicit relation between E a (z, s) and
The Fourier expansion of the Eisenstein series at cusp a is known ([9, Theorem
where δ a = 1 if a ∼ ∞ or δ a = 0 otherwise, and
with S a (0, n; c) = S a∞ (0, n; c) and
and W s (z) is the Whittaker function given by
Now, let us end this subsection with a very rough introduction on Hecke-Maass cuspidal forms for Γ. Let {u j } be an orthonormal basis of the space of Maass cusp forms for Γ such that ∆u j (z) = λ j u j (z) and T n u j (z) = λ j (n)u j (z). The Hecke eigenvalues λ j (n) also enjoy the Hecke relation:
2.2. Atkin-Lehner operators and a gap principle. We let GL 2 (R) + act on the upper-half plane H by the usual fractional linear transformations. If q is square-free, for each divisor d|q, we consider the matrices
Scaling the W d 's by 1/ √ d we obtain matrices in SL 2 (R) which is called the AtkinLehner operators. The Atkin-Lehner operators together for all d|q form a subgroup A 0 (q) of SL 2 (R) containing Γ 0 (q) as a normal subgroup. The quotient group
, where ω(q) is the number of distinct prime factors of q. Definition 2.1. Let F (q) be the set of z ∈ H such that Im(z) ≥ Im(Az) for all A ∈ A 0 (q), which is a fundamental domain for A 0 (q).
For q being prime, it is easy to see that A 0 (q) = Γ 0 (q) ∪ A q Γ 0 (q), where
And by (2.13), we have
For Hecke-Maass cuspidal newform u j , by Atkin-Lehner theory we know that it is an eigenvector for the Atkin-Lehner operators with eigenvalues ±1. Therefore, we may assume that z ∈ F (q) when investigating the sup-norm of a Hecke-Maass cuspidal newform. By (2.25), we can still make the same assumption for Eisenstein series, that is, z ∈ F (q). Note that for z ∈ F (q), by [ 
) with rapid decay. Then, it can be viewed as the inverse of the Selberg transform of a function h(t), which is given by the following three steps (see [9, (1.64 )]:
Assume now that k(z, w) = k(u(z, w)) is a point point-pair invariant kernel with
and h(t) is the corresponding Selberg transform which satisfies the conditions (see [9, (1.63 
−2−ε in the strip. 
Then it follows by applying the ℓth Hecke operator on the spectral expansion that (cf. displays (1.3) and (
where M(ℓ) is the set of matrices γ = ( a b c d ) ∈ M 2 (Z) with det(γ) = ℓ. Now we consider the following sum
and h : R ∪ [−i/2, i/2] → R + is a positive even smooth function of rapid decay, (x n ) is sequence of complex numbers supported on finitely many n's. After squaring out the n-sum and applying the Hecke relations (2.7) and (2.22), we arrive at
(2.30) By (2.28), it follows that
This identity is what we call the amplified pre-trace formula.
To obtain upper bounds we use a test function h(r) which is localized for r near T , with T ≥ 2 being a parameter. We need a suitable point-pair kernel and the coming estimate. Hence, by (2.31), we have
And now, we have three main problems to overcome to obtain a bound for E(z, 1/2 + it). The first problem is to relate a pointwise bound on E(z, 1/2 + it) to an integral bound of the type occurring in (2.32). This has done by Young [15] , see Lemma 2.4 below. The second problem is to choose x n in order to make the amplifier to be large on an integral of t's of length T −ε , but not simply be large at a single value of t. The last problem is to give a good upper bound for the the right-hand side of (2.32), that is, to count lattice points efficiently.
Summary of Young's results.
We need the following modified version of Young [15] . Lemma 2.3. For t ≥ 1, and y ≫ 1, we have
Proof. The proof is similar to [15, Lemma 3.1]. So a sketch proof is enough. By Stirling's formula,
We have uniform bounds on the K-Bessel function which we extract from the uniform asymptotic expansions due to Balogh [1] :
where c and C are fixed constants. With the help of this, we can assume y ≪ t, since the exponential decay of the K-Bessel function. The deduction of [15, Lemma 3.1] gives us
We also need the following Lemma of Young [15] .
Lemma 2.4. Suppose y, T ≫ 1. Then
Proof. See Young [15, Corollary 4.2].
2.5.
Amplifier. It is convenient to give our amplifier now. We should modify the construction of Young [15] . Let
be a large set of primes, and define Hence y ℓ defined in (2.30) satisfies:
The advantage of this amplifier can be seen in Sections 3 and 4.
A lower bound for the amplifier
where η it (n) is defined in (2.6) and w is a fixed function satisfied to (2.34). Let
for Re(s) > 1, where ζ(s) is the Riemann zeta-function. Using a well-known identity of Ramanujan [12, equation (15) ] (see also [10, equation (1. 28)]), we derive
say. By the Taylor expansion, we derive that
with |b p,k | ≤ 6 for all p prime and k ≥ 2. Define
By (2.34) and (3.4), we have
So we can estimate A N (t, r) by the estimation of B N (t, r).
Lemma 3.1. Suppose that log N ≫ (log T ) 2/3+δ , and t, r = T + O((log N) −1−δ ), for some fixed δ > 0. Then Proof. Taking a Mellin transform and by (3.2)and (3.3), we derive
Next we move the contour to the left, to one along the straight line segments 100 . Now we need to analyze the residue of the poles. The contribution from s = 1 + it + ir and s = 1 − it − ir is negligible because of the rapid decay of w(s). The residue at s = 1 + it − ir contributes
Write t = r + η (by assumption, η = O((log N) −1−δ )), and using Taylor expansions, we have
By a similar argument for the residue at s = 1 − it + ir, we have
Hence, by (3.6), we prove the lemma.
Counting lattice points
We need the counting results in Templier [14] , where he counted lattice points respect to the level and the parameter. Here, we restrict the level to be 1.
For z ∈ H, δ > 0 and the integer ℓ, let M(z, ℓ, δ) be the finite set of matrices
Denote by M = M(z, ℓ, δ) its cardinality. We split the counting M of matrices
according to whether c = 0 and (a + d) 2 = 4ℓ (generic), or c = 0 and a = d (uppertriangular), or (a + d) 2 = 4ℓ (parabolic). Now we should recall some results on counting lattice points in Templier [14] .
Lemma 4.1. For any z = x + iy ∈ D, and any integer L and 0 < δ < 1, we have
Proof. See [14, Lemma 1.3].
Recall that F (q) is the set of z ∈ H such that Im z ≥ Im Az for all A ∈ A 0 (q). The original results of the following two lemmas in Templier [14] were considered in the region F (q). In our case, the corresponding region F (1) becomes the well-known fundamental domain of SL 2 (Z), which is D = {z = x + iy ∈ H : |x| ≤ 1/2, |z| ≥ 1}. Lemma 4.2. For any z = x+iy ∈ D, and any integer L and 0 < δ < 1, the following estimate holds where ℓ 1 , ℓ 2 run over primes:
Proof. See [14, Lemma 4.3] . . We remark that there is an extra condition which states that L ≤ q O(1) , where q is the level. However, in our case (ℓ = ℓ 1 ℓ 2 ), this condition is not needed in the proof. So we remove it here.
Lemma 4.3. For any z = x + iy ∈ D, we have Proof. Note that ℓ is always a perfect square. Firstly, we consider the case c = 0. By
Thus, we have #(b) ≪ 1 + ℓ 1/2 δ 1/2 y. And then, we deduce that the number of possibilities for the parabolic matrix γ = ( a b c d ) with c = 0 is
Now we count the number of matrices γ = ( a b c d ) ∈ M 2 (Z) with c = 0 such that
and (a + d) 2 = 4ℓ = 4(ad − bc). We have
, which implies that
On the other hand, we can also get
This deduces that
With the help of this and |a + d| = 2ℓ 1/2 , we obtain
which gives
We can estimate c by (4.6) and (4.8) as follows:
and hence
Combining the above together with (4.7) and the identity (a − d) 2 + 4bc = 0, we show that (for any fixed c = 0, we know a − d is divisible by a fixed number at least c 1/2 )
Finally, since the trace a + d = ±2ℓ 1/2 , the number of possibilities for the parabolic matrix γ = ( a b c d ) with c = 0 is
We complete this proof by (4.5) and (4.10).
Proof of Theorem 1.1
We first suppose y ≫ 1. By Lemma 2.4, we have that
On the right hand side above, we dissect the integral into subintervals, each of length ≍ (log T ) −2 , say. Let U be one of these intervals, and let t U be the left endpoint of U. Then by Lemma 3.1, we have
By (2.32) and (3.1), where x n is defined as in (2.33) with t = T + t U , we have
where y ℓ is as in (2.30) and
Hence we first need to estimate the quantity
Hence together with the fact that M u (z, 1, δ) = 0 and Lemmas 4.1, 4.2 and 4.3, we get the following proposition.
We now execute the integration over δ in the Stieltjes integral
From Lemma 2.2 we see that we can make the substitutions (δ
) and (1 T ) starting from the upper-bound for A(z, δ) to obtain the bound for the Stieltjes integral as [14, §6] did. Here we emphasize that this formula is used with T + t U in place of T , and then one needs to sum up the resulting bounds over the various subintervals U ⊂ [−4 log T, 4 log T ]. Altogether we obtain from Proposition 5.1 and after some simplifications that: With the help of (5.10), we get E(z, 1/2 + iT ) = E(γz, 1/2 + iT ) ≪ y −1/2 + T 3/8+ε . So, we prove (1.12). In particular, if a ∼ ∞, then since 1/q ∼ ∞ as cusps, we have v = q. And, by (6.5), for y ≫ 1/q, we obtain F a (z, 1/2 + iT ) ≪ q −1/2+ε T 3/8+ε . (6.6) Now, Theorem 1.2 is proved. Acknowledgment. The authors would like to thank Professor Jianya Liu for his constant encouragement. They would also like to thank the referee for very useful comments.
