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Truncating quantum field theories to a dominant mode offers a non-perturbative approach to
their solution. We consider here the interaction of charged scalar matter with a single mode of the
electromagnetic field. The implied breaking of explicit Lorentz invariance prompts us to compare
instant-form quantisation and front-form, with the latter yielding significant simplifications when
light-front zero modes are included. Using these field theory results we reassess the validity of exist-
ing first-quantised approaches to depletion effects in strong laser fields, and propose an alternative
interpretation based on the dressing approach to QED and its infra-red structure.
I. INTRODUCTION
Exactly solvable interacting field theories are few and far between. They typically arise in two dimensions, e.g.
in the guise of conformal field theories [1] or perturbations thereof [2]. The non-perturbative approaches required
can be sophisticated, in terms of both physical insight and mathematical techniques. A simpler, but direct and
physically accessible approach, is to consider interactions of, say, quantum particles with fixed backgrounds rather
than fluctuating quantum fields; there are for instance several electromagnetic backgrounds for which the interaction
with quantised matter can be treated exactly, with well-known examples being constant fields, Coulomb fields, and
plane waves. See [3] for a review and [4] for recent progress. The plane wave case in particular has attracted attention
as a model for the strong electromagnetic fields of an intense laser, see [5] for a recent review.
The Dirac equation can be solved exactly in a background plane wave, yielding first quantised wavefunctions
describing the interaction of single particles with a classical plane wave. A background field is of course an idealisation,
and preferably one would want all fields to be fully dynamical [6, 7]. In pursuit of this the question has been asked of
what happens if, in the Dirac equation, the plane wave background is replaced by an operator-valued plane wave [3, 8–
11]; it transpires that the Dirac equation can still be solved, yielding states which are in the literature taken to describe
the dynamics of a single particle interacting with a quantised laser field.
Here we will examine such systems, which are truncated in both particle content and photon momentum, from a
field theory point of view. We will begin with an interacting field theory, and treat it not with ordinary perturbation
theory but by using an alternative split of the Hamiltonian into ‘free’ and ‘interacting’ parts, in which the former
contains nontrivial interactions with a single (electromagnetic) mode. The resulting system may be mathematically
simple, but its physical interpretation is non-trivial, and we will be forced to reevaluate the connection to intense
laser physics.
This paper is organised as follows. Immediately below we review some literature on single mode interactions in the
context of strong field physics. In Sect. II we consider scalar Yukawa theory as a toy model instead of QED, because
dropping spin and polarisation greatly clarifies the presentation. We reduce the (scalar) photon to a single momentum
mode and quantise. After confronting the issue of light-front zero modes, we obtain an exactly solvable system. In
Sect. III we give a physical interpretation of the system in terms of dressed particles, and with this return to strong
field physics in Sect. IV. We re-examine the interpretation usually ascribed to the solutions of the ‘operator-valued’
Dirac equation, show how the background field limit is obtained, and how to go beyond it by including effects due to
beam depletion. We conclude in Sect. V.
A. Review
The idea that single (bosonic) modes of a quantum field may dominate the physics of a given system goes back
at least to Bogoliubov’s explanation of superfluidity [12], where a single zero-momentum mode leads to a highly
populated, macroscopic ground state, explaining the unusual features of superfluids. In the context of asymptotically
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2free theories such as Yang-Mills, one can separate the zero-momentum modes from the rest by working in a small
physical volume [13]. This allows for an approximate analytic calculation of the glue ball spectrum [14], despite the fact
that the classical zero-momentum dynamics (‘Yang-Mills mechanics’ [15]) is not integrable, but rather chaotic [16, 17].
However, the most common electrodynamical system with a highly dominant mode, i.e. a highly occupied state,
is the laser. By the correspondence principle, such a state should be well described by a classical field, hence the
relativistic interaction of charges with such a macroscopic mode are often treated as background field problems. Such
discussions employ the “Volkov solution” [18], which is the exact solution to the Dirac equation in a background plane
wave, that is a transverse potential Aµext(k.x) with light-like wave vector k
2 = 0:(
i/∂ − e /Aext −m
)
ψ = 0 . (1)
The Volkov solution is an essential ingredient in describing intense laser-matter interactions. Consider the calculation
of scattering amplitudes in QED with an additional background plane wave modelling the laser. Interactions between
particles and photons are treated in perturbation theory as normal, but the coupling a0 ∼ eAext/m to the external
field is taken to be strong, a0 > 1. This coupling must therefore be treated exactly, or at least outside of perturbation
theory. Using this “Furry expansion” [19, 20] of the S-matrix, the Volkov solutions appear as external leg (asymptotic
particle) wavefunctions through LSZ reduction of the propagator, which is itself the inverse of the Dirac operator in
the background [5, 21–23]. Thus the presence of a background field leads to modified Feynman rules to be used in
strong field physics, with these new rules expressed in terms of the Volkov solutions.
Returning to the Dirac equation, one may be interested in the validity of, and corrections to, the assumption that
the electromagnetic field is a background. This is the case in the context of back-reaction, i.e. when the background
field approximation becomes invalid due to, say, depletion effects. This has prompted, in the literature, the question
of what happens if the classical plane wave in the Dirac equation is replaced by a quantised, or operator valued, field.
This field is for the most part taken to contain a single frequency mode, i.e. to be a quantised generalisation of a
monochromatic plane wave. One replaces in the Dirac equation (1),
Aµext(k.x)→ ¯µa†eik.x + µae−ik.x , (2)
in which a is the single mode annihilation operator, and [a, a†] = 1. It is still possible to solve the Dirac with this
extension, as first shown in [8]. The solutions yield states which live in the photon Fock space. These states have
been interpreted as a quantum generalisation of the Volkov solution, allowing one to, in principle, treat the laser
fully quantum mechanically and so go beyond the background field approximation. However, these generalised Volkov
solutions are ‘first-quantised’ with respect to the matter sector of Hilbert space, thus it is not immediately clear what
their connection with QFT is, nor how they should be used in scattering calculations. Further, a background plane
wave already has a fully quantised description in terms of coherent states [7, 24–26]. We will address these issues
below, and show that while there are structural similarities between the Volkov solution and the generalised states,
the physics of the latter is very different, and substantially richer than described in the literature to date.
II. A TOY MODEL OF QED WITH A SINGLE EM MODE
We adopt here a toy model of QED in which we drop spin, gauge and polarisation degrees of freedom; this allows
us to uncover the important structures and address non-trivial physical questions without the unrevealing spin and
polarisation corrections which can make existing investigations of single-mode theories cumbersome. Consider then
the Yukawa coupling of a complex scalar φ(x) to a real scalar A(x), with Lagrangian
L = ∂φ†.∂φ−m2φ†φ+ 1
2
∂A.∂A− eAφ†φ . (3)
The three-point Yukawa vertex mimics that of QED, hence momentum conservation rules are the same. Pursuing the
analogy with QED we refer to φ(x) as the matter field, and its modes as the electron and positron, and to A(x) as
describing the photon. This model is sometimes referred to as the Nelson model [27], though this was first introduced
with nonrelativistic matter (‘nucleon’) fields. The theory (3) also serves as a toy model for addressing the infrared
problem, see e.g. [28], references therein, and below.
We will work in the Hamiltonian formalism. We want to single out the interaction with a single (preferred) photon
mode with momentum kµ. To do so we will split the Hamiltonian into ‘free’ and ‘interacting’ parts by introducing
projectors P and Q (which sum to unity), in which P selects out the single mode and interactions with it. One
motivation for this approach is that there may be circumstances in which the eigenstates of the new ‘free’ Hamiltonian
are a better starting point for perturbative calculations than the original free particle states [29].
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FIG. 1. The three time directions (red/short) lines and quantisation surfaces (red/dashed lines) used to quantise the theory
with a single massless mode of momentum k (blue/long arrow). Left to right: instant form, front form, and front form again
but in which the time direction coincides with k.x.
Clearly our separation will break explicit Poincare´ invariance. It is then an interesting question of whether or not
the choice of time, or quantisation surface, leads to different physics. There are three basic possible choices for the
time evolution parameter [30], each with its own Hamiltonian: the instant form, the front form, and the point form.
We will focus on the first two, in which we can still discern three options. The first is the instant form (first panel of
Fig. 1), in which x0 is the time direction, and the quantisation surface is x0 = 0. Since the single mode momentum
kµ is a light-like vector, k.x lies on the light-cone and hence in this setup the theory has two preferred directions,
parametrised by the coordinates x0 and k.x. Proceeding this way, and as detailed in the appendix, we find no closed
form solution to the resulting Schro¨dinger equation, nor any connection to (the scalar Yukawa analogue of the) first
quantised literature results.
In the second setup (second panel of Fig. 1) we use the front form. We choose a light-like time direction k′.x with
k′.k′ = 0 and k′µ ∦ kµ, so k.k′ 6= 0. There are again two preferred directions, but (see the appendix) one can construct
some eigenstates of the resulting system exactly. Once again, though, they do not seem to have anything in common
with literature results. Our third and final setup (third panel of Fig. 1) again uses the front form, but where the
time direction is coincident with k.x. Since there is now only one preferred direction in play, we might expect a
simplification, and this will indeed be the case: the single mode theory quantised in this way is exactly solvable, and
it is precisely this setup which connects to existing results. We turn to this now.
A. Front form quantisation with zero modes
We wish to quantise our theory in the front form, as reviewed in e.g. [31–33], such that the time direction and single-
mode momentum direction are coincident, see Fig. 1, right panel. We define coordinates x± = x0± x3, x⊥ = (x1, x2),
and take x+ as the time. Momenta are p± = (p0 ± p3)/2 and p⊥ = {p1, p2}. With this, the single photon mode of
interest carries zero light-front momentum, k− = k⊥ = 0, but has non-zero light-front energy, k+ = ω.
We immediately face the problem that quantising such degrees of freedom in the front form is challenging [34, 35].
One difficulty is that the on-shell momentum measure in light-front coordinates ∼ d4kδ(k2)θ(k+) = d2k⊥dk−/2k−
is not complete, and as a result not all modes are included in the Fock space expansion of the field operators. The
missing modes are exactly the light-front zero modes with k− = 0 which we wish to retain. We therefore have to find
a proper mode expansion that includes the photon zero modes, which are usually neglected. A second difficulty is
that there is no free Hamiltonian when quantising zero modes on the initial surface x+ = 0, within which zero modes
propagate instantaneously [34]. In order to define the light-front Hamiltonian, i.e. the generator of the light-front
time evolution, we adopt a method used to quantise the Schwinger Model [36] on the light-front [37], see also [38, 39].
From here we use sans-serif font for the light-front position and momentum three-vectors x = (x−, x⊥) and
p = (p−, p⊥). We also define an integral measure and delta function by dp := d
2p⊥dp−θ(p−) and δ(p − q) :=
δ(p− − q−)δ2(p⊥ − q⊥). Imagine the system to be quantised in a box of length L. The canonical momenta Pµ are
defined by integrating the stress-energy-momentum tensor Θµν ,
Θµν = ∂µφ†∂νφ+ ∂νφ†∂µφ+ ∂µA∂νA− gµν L , (4)
4z
t
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FIG. 2. Quantisation surfaces, Σ±, used to define a light-front Hamiltonian containing zero modes. Σ+ : x
+ = 0, Σ− : x
− = ±L
(piecewise constant).
over McCartor’s surface shown in Fig. 2 [37], which yields the two contributions
Pµ =
∫
Σ+
dx−d2x⊥Θ−µ +
∫
Σ−
dx+d2x⊥Θ+µ . (5)
In particular, the light-front Hamiltonian, P+, becomes
P+ = P
φ
+ +
1
4
∫
dx−d2x⊥ (∇⊥A)2︸ ︷︷ ︸
≡ PA,nzm+
+
e
2
∫
dx−d2x⊥ Aφ†φ︸ ︷︷ ︸
≡ P int+
+
∫
dx+d2x⊥ (∂+A)2︸ ︷︷ ︸
≡ PA,zm+
(6)
The first three terms are, respectively, the free Hamiltonian for φ, the free Hamiltonian for the non-zero modes of A,
and the interaction Hamiltonian. The fourth term derives from the integral over Σ− and gives the free zero mode
Hamiltonian of A. This is absent for a single quantisation hyper-surface, x+ = 0. To proceed, we consider the more
familiar terms first. The (normal ordered) free matter Hamiltonian, Pφ+ , has contributions from both Σ+ and Σ−. We
ensure the absence of matter field zero modes by choosing Dirichlet boundary conditions. Consequently, Pφ+ reduces
to the standard light-front expression in the infinite-volume limit,
Pφ+ =
∫
dp p+(b
†
pbp + d
†
pdp) , with p+ =
p2⊥ +m
2
4p−
, and [bp, b
†
q] = [dp, d
†
q] = δ(p− q) . (7)
In other words, the Fock expansion of φ(x) is as normal (see A8 in the appendix). On the other hand, the mode
expansion for the photon field A should contain both non-zero and zero modes, which we make explicit by expanding
A(x) =
∫
dk√
(2pi)32k−
(ake
−ik.x + a†ke
ik.x) +
1
|L⊥|
∞∫
0
dk+√
(2pi)2k+
(α†ke
ik+x
+
+ αke
−ik+x+)
=: Anzm(x) +Azm(x
+) . (8)
The normalisation of Fock operators in the zero-mode term, Azm, will become clear in a moment. The free Hamiltonian
for the non-zero modes of A receives contributions only from Σ+ which returns the usual result
PA,nzm+ =
∫
dk
k2⊥
4k−
a†kak , with [ap, a
†
q] = δ(p− q) . (9)
Turning to the zero-mode term, Azm, we note that the associated Hamiltonian,
PA,zm+ =
∫
dx+d2x⊥(∂+Azm)2 =
∞∫
0
dk+k+ α
†
kαk , (10)
5describes a continuum of zero modes with a free Hamiltonian in the form expected for modes of energy k+, hence we
impose the commutators
[αk+ , α
†
p+ ] = δ(k+ − p+) and [ak, α†p+ ] = 0 , (11)
(explaining the normalisation chosen in (8)), which is equivalent to imposing the equal-x− field commutator[
Azm(x
+), 2∂+Azm(y
+)
]
=
1
L2⊥
δ(x+ − y+) . (12)
The interaction Hamiltonian in (6) can be split into two parts, corresponding to the interaction of φ with zero modes
and non-zero modes of A, respectively. The zero-mode part is
P int,zm+ =
e
2
Azm(x
+ = 0)
∫
dx−d2x⊥ φ†φ = eAzm(x+ = 0)
∫
dp
4p−
(b†pbp + d
†
pdp) , (13)
where A is taken at x+ = 0 because we integrate over the surface Σ+, see Fig. 2.
Let us collect all terms containing the free dynamics of the matter field φ, the photon zero mode(s), and their
mutual interactions (as the electron and positron are automatically decoupled, we drop the latter):
Pφ+ + P
A,zm
+ + P
int,zm
+ =
∫
dp p+ b
†
pbp +
∞∫
0
dk+ k+ α
†
k+
αk+ +
e
2|L⊥|
∞∫
0
dk+
αk + α
†
k√
(2pi)2k+
∫
dp
4p−
b†pbp . (14)
All terms including non-zero modes of the photon are to be treated as part of the interaction Hamiltonian, which will
be reintroduced later. To make this concrete we explicitly reduce the photon to a single zero mode with k+ = ω 6= 0
(but k− = k⊥ = 0) by inserting into all Fourier transforms of A(x) the resolution of unity 1 = P+ Q, where [40]
P =
δ(k+ − ω)
δ(0)
, Q = 1− P . (15)
Doing so, and rescaling the single mode operator as αω = a
√
δ(0) such that [a, a†] = 1, we obtain our ‘free’
Hamiltonian
Hzm := ωa
†a+
∫
dp b†pbp
[
p+ +
g
4p−
(
a+ a†
)]
, (16)
with the effective coupling g = e/
√
2ωL+L2⊥. This is, finally, the zero-mode Hamiltonian we wish to study.
There are two immediate consequences of, and significant simplifications due to, singling out a zero mode. First,
the Hamiltonian contains no momentum changing terms. Second, all (matter particle) number-changing terms drop
out of the Hamiltonian due to longitudinal momentum conservation [33, 41], hence the different n-particle sectors
of Fock space are decoupled automatically. (In both the instant form of quantisation, and in the ‘non-coincident’
front form, one must remove at least some such terms by hand, see the appendix.) Hence the Hamiltonian becomes
diagonal in both (matter) particle number and momentum. This theory is simple, and exactly solvable, as we show
below. However, the question of what physics it describes is non-trivial. The remainder of this paper is given over to
addressing this question and connections with different theories and literature approaches.
III. PHYSICAL INTERPRETATION
A. Bare vs. physical dressed states
Recalling the definition of the displacement operator, D(z) = exp(a†z − az†) for z ∈ C, we observe that the
Hamiltonian (16) can be diagonalised using an operator valued displacement operator D(σ), where the argument σ is
the self-adjoint operator
σ :=
∫
dp gpb
†
pbp , gp :=
g
4ωp−
=
g
2k.p
. (17)
D(σ) acts on a-modes as a translation operator, but on b-modes as a scaling operator:
D(−σ)aD(σ) = a+ σ =: A , D(−σ)bpD(σ) = egp(a†−a)bp =: Bp , (18)
6which also defines the mutually commuting operators A and Bp. In terms of these Hzm and σ take on the simple forms
Hzm = ωA
†A+
∫
dp p+B
†
pBp − ωσ2 , σ =
∫
dp gpB
†
pBp . (19)
(A canonical transformation of this form was first used in polaron theory [42] and is routinely used in optomechan-
ics [43–45].) This suggests that A is a free field while Bp has a peculiar momentum-preserving four-point interaction
which, being diagonal in any electron sector, contributes only to energy eigenvalues (see below). The eigenstates of
Hzm may hence be written as standard products of A
† and B†p acting on the shifted vacuum D(−σ)| 0 〉. In fact, the
vacuum is invariant under the shift, i.e. D(−σ)| 0 〉 = | 0 〉. Using this, it is easily checked that the eigenstates of Hzm
may equivalently be obtained simply by acting with D(−σ) on free states. A basis of such eigenstates is
| {pi};n 〉 := B†p1 . . . B†pN
(A†)n√
n!
| 0 〉 = D(−σ)b†p1 . . . b†pN |n 〉 , for N,n ≥ 0 . (20)
These states have (light-front) energy eigenvalues E{pi},n given by
E{pi},n = α+ nω − β2ω , where α :=
N∑
i=1
pi+ , β :=
N∑
i=1
gpi . (21)
(To be explicit, we can evaluate the action of D(−σ) on the b-modes and write | {pi};n 〉 = b†p1 . . . b†pND(−β)|n 〉.)
In terms of the a and b modes, we see that free photon states are eigenstates, but free electron states are not; if
we place electrons into the system they cause a ‘back-reaction’ which forces the photonic part of state to become
partially coherent. The coherence depends on the electron momenta, yet the states are also labelled by a ‘preferred’
photon number n, the meaning of which we will explain below. (In quantum optics, such photonic states are called
semi-coherent [46] or displaced Fock states [47].) But what is the physical interpretation of these eigenstates?
Because the shifted vacuum is the Fock vacuum, hence the interaction in Hzm does not create particles, and because
σ2 is diagonal, we see that B†p and A
† are the operators which diagonalise the Hamiltonian and we interpret them as
creating physical electrons and photons, while b†p and a
† create particles variably referred to as bare [48] or virtual [49].
For example, using that [A,Bp] = 0, the number of physical photons in the one-electron state B
†
p| 0 〉 is, consistent
with our interpretation, equal to zero:
A†AB†p| 0 〉 = 0 . (22)
However, the expectation value of the number of bare photons in this state is
1
V
〈 0 |Bp a†a B†p| 0 〉 = g2p , (23)
where the volume factor comes from the delta-function normalisation of the B-modes. Thus, in terms of the original,
bare variables, we interpret the coherent state factor D(−σ) as creating a cloud of virtual photons around the electron;
if we could solve the corresponding eigenvalue problem in QED (for all photon modes, not just the light-front zero
modes) then a photonic “dressing” of electrons would indeed emerge. Part of this dressing would describe, and is
responsible for, the Coulomb field of the electron [50–53].
The light-front energy of the eigenstates is, from (21), the total energy of the electrons and n photons, reduced by
the factor −ωβ2. We would expect though that physical electrons and photons in the theory should have the usual
on-shell energies [54]. It is the quartic self-interaction term, σ2, in the Hamiltonian which is responsible for the energy
reduction. That σ2 appears when we transform to ‘dressed’ operators suggests an interpretation of σ2 as generating
a kind of binding energy [48], which should be unobservable. This is corroborated by (23), which shows that ωσ2
gives the energy of the bare photon cloud around the electron. We will argue below that the σ2 term should thus be
renormalised away; first though we will see what else this term can influence.
B. The S-matrix and dressed states
We have seen that it is possible to treat part of the scalar Yukawa interaction exactly, namely the coupling of matter
to a single mode. Here we will calculate amplitudes for the scattering of the physical (dressed) electron-photon
eigenstates above. In order to have scattering we reintroduce the so-far neglected modes of A(x) in perturbation
theory. The corresponding interaction term is, in terms of the original Hamtilonian H,
V := −e
2
∫
dx φ†(x)φ(x)AQ(x) , (24)
7in which the subscript on A reminds us to include the Q-projection onto the photon momentum modes absent
from Hzm.
Consider the scattering of an initial state | i 〉 = b†pD(−gp)|n 〉, containing n photons and an electron of momentum
p, to a final state containing n′ photons and an electron of momentum p′, together with the emission of an additional
photon of momentum k′µ 6= kµ, i.e. emission into some other mode of the photon field. The final state | f 〉 should
then also contain the additional photon mode, so | f 〉 = b†p′D(−gp′)|n′ 〉 ⊗ | k′ 〉. Practically, we would also include
the free Hamiltonian for these modes in Hzm. (This would not affect any previous calculation, but would allow us to
treat the free evolution of the non-zero modes exactly, as normal.) The S-matrix element is
Sfi = 〈 f |T+ exp
[
− i
∫
dτ eiHzmx
+
V e−iHzmx
+
]
| i 〉 , (25)
Expanding to lowest order in V we find a simple amplitude supported on the momentum conservation law
p′µ + k
′
µ + n
′kµ − (g2p′ − g2p)kµ = pµ + nkµ . (26)
This is not the expected conservation law for the scattering of physical on-shell particles because of the terms ∼ g2kµ
(which come from σ2). In particular, take n′ = n = 0, then our process describes the emission of a photon from an
electron, but this process should be forbidden by momentum conservation.
We are in the unusual position of having an exactly solvable system; but this opens up the question of how to
interpret ‘nonperturbative’ results. The question to address here is what to do with the σ2 term. As σ describes the
coupling of the zero mode of the operator product φ†φ to the photon zero mode, σ2 thus describes the interaction of
two electrons by exchange of (virtual) zero-mode photons.
Now, in terms of the physical operators, see (19), each electron number sector and each momentum sector is
disjoint; the only effect of the σ2 term is then to introduce a “sector-dependent” energy shift. We have seen that
this affects scattering processes, through the conservation of lightfront energy (26). There can be no other effect,
since the interaction preserves all other quantum numbers (lightfront momentum, particle number, photon number).
Hence, in terms of scattering within the zero-mode theory, the action of σ2 is degenerate with free propagation, or no
interaction at all, except for the energy shift.
Now, the zero-mode Hamiltonian is analogous to that used in solid state systems involving electron-phonon in-
teractions. The corresponding term in the semiconductor system of [42] (describing the coupling of two electrons
at different lattice sites, via the exchange of virtual phonons) is omitted from the Hamiltonian because it is smaller
than already neglected terms. On the other hand, in [44] the phase generated by the corresponding term becomes
important in the construction of superpositions of cavity modes.
Thus, how we deal with the σ2 term depends on the theory at hand, as discussed in Appendix B. Here we have a
relativistic QFT, so we expect to have to renormalise: even though there are no UV divergences in our theory because
of the restrictions on modes and momenta, a finite renormalisation may still be required.
We note that the energy shift caused by σ2 is equal to the negative of the energy in the cloud of bare photons
around the electrons (23), which is the ground state (‘vacuum’) energy in the given electron sector. Given this, and
the preceeding discussions, we proceed as follows. We perform a “sector-dependent renormalisation”, subtracting the
ground state energy in each sector. This corresponds simply to removing the σ2 term from the Hamiltonian, or equiv-
alently adding the “missing” energy of the photonic dressing. As such we are essentially imposing a renormalisation
condition of isospectrality, such that particle energies in the interacting theory have the expected (free) spectrum.
Doing so, the Hamiltonian becomes free in terms of the physical particles, but the fact that these are dressed still
has physical consequences when other modes are reintroduced: we see this by returning to scattering. Evaluating the
S-matrix element (25) explicitly with our prescription gives, to lowest order in the coupling to non-zero modes, but
exact in the coupling to zero modes,
Sfi → ie (2pi)4δ4(p′ + k′ + n′k − p− nk)〈n′ |D(gp′ − gp)|n 〉 . (27)
The momentum conservation law is now the expected one and the nontrivial overlap is an associated Laguerre
polynomial, as first noted by Feynman [55], and explicitly calculated in [47, 56–58]. To be explicit, and to understand
the physical meaning of the exponential factor, consider n = 1 and n′ = 0, i.e. the scattering of an electron and a
photon, in which the photon is absorbed, and another is emitted into a different mode. In other words, Compton
scattering. The S-matrix element (27) then becomes
Sfi = ie (2pi)
4δ4(p′ + k′ − p− k)
(
g
2k.p
− g
2k.p′
)
exp
[
−
(
g
2k.p
− g
2k.p′
)2]
. (28)
8Everything preceding the exponential is the lowest order (scalar Yukawa) Compton scattering amplitude as can be
derived from the Feynman rules, with a coupling e to non-zero modes and a coupling g to zero modes. The g-dependent
term is proportional to the classical amplitude for emitting (scalar) photons by an electron changing its momentum
from p to p′. Of particular interest is the final exponential, which comes from the overlap in (27) . This looks like an
all-orders infra-red correction to Compton scattering, even though the single mode frequency ω = k+ is not necessarily
soft. This is the type of infra-red factor which has been found by Chung [59], Kibble [60] and Kulish and Faddeev [61]
upon using generalised coherent states such as (21) to eliminate infra-red divergences. Such factors also arise in the
dressing approach to QED [50], in which the use of physical charges (fermions dressed by clouds of photons) leads to
infra-red finite Green’s functions at all orders of perturbation theory, see [51, 52, 62].
Due to our identification of the physical electron modes as dressed states, the similarity with the dressing approach
to QED, and the physically sensible structure of e.g. the Compton scattering amplitude (28), we adopt the sector-
dependent renormalisation described above from here on. To further corroborate our dressing interpretation, we
consider the overlap between bare and dressed states.
C. Lippmann-Schwinger equation
Non-perturbative equations in QFT rarely have exact solutions. This is true e.g. for Schwinger-Dyson equations
(but see [63]) and Lippmann-Schwinger equations [64], which relate free states to scattering states as reviewed in [65].
In our model, though, we can solve the Lippmann-Schwinger equation exactly.
Let | q 〉 be an eigenstate of Hzm, and | q 〉0 the eigenstate of the free theory with the same energy. (The states will
share the same momentum, as this commutes with the interaction.) Then the Lippmann-Schwinger equation is
| q 〉 = | q 〉0 + 1
q+ −Hfree + i (Hzm −Hfree)| q 〉 . (29)
As we have the eigenstates of Hzm we can ‘work backwards’ and identify the free field state | q 〉0 corresponding to a
dressed state | q 〉, which we choose to be a single electron eigenstate as defined in (21), so | q 〉 = D(−gp)b†p|n 〉. To
identify the corresponding free theory state we first exponentiate the energy denominator in (29), and let the resulting
exponential of Hfree act on Hzm −Hfree and the eigenstate | q 〉. This yields the integral representation
| q 〉0 = | q 〉+
∞∫
0
ds e−s
d
ds
D
(− gpe−iωs)b†p|n 〉 . (30)
Integrating by parts, the boundary term kills the ‘| q 〉’ on the right hand side. Inserting a complete set of free states
into the remaining integral yields
| q 〉0 =
∞∑
r=0

+ i(r − n)b
†
p| r 〉〈 r |D(−gp)|n 〉 . (31)
The -dependent term reduces to the representation of δ(r − n)/δ(0), which is the Kronecker delta. Hence only the
term r = n is selected from the sum. Defining a Z-factor via
√
Zn = 〈n |D(−gp)|n 〉 we find
| q 〉0 = b†p|n 〉
√
Zn . (32)
This is the state we expect if D(−σ) is a dressing, i.e. a cloud of bare, rather than physical, photons around the
electrons1. We note that Zn is the probability of finding a bare electron plus n bare photons in a physical electron
plus n photon state, so that Zn indeed looks like a wavefunction renormalisation.
IV. SCATTERING IN STRONG FIELDS
Having established the physical content of the zero-mode Hamiltonian, we turn to the connections with previous
investigations of scattering in strong fields and the (first-quantised) solutions of the Dirac equation with operator-
valued electromagnetic fields, as reviewed in Sect. I A.
1 Had we included the σ2 term, the spectra of Hzm and H0 would differ, the former being able to take negative values. This contradicts
the assumptions of Lippmann-Schwinger, and in pursuing the calculation we would have found r + g2p − n in the denominator of (31),
i.e. we would only have been able to connect the interacting state to a free state for n− g2p > 0.
9A. First vs. second quantisation
From the Lagrangian (3), our analogue of the Dirac equation in an external field Aext(x) is the Klein-Gordon
equation
(∂2 +m2)ϕ(x) + gAext(x)ϕ(x) = 0 . (33)
As with the Dirac equation we interpret (33) as defining a single-particle wave function ϕ(x). A standard example
of this kind is the Dirac equation in an external Coulomb field, which leads to the eigenstates and energies for the
relativistic hydrogen atom, see e.g. [66]. Here we are interested in plane wave backgrounds, Aext = Aext(k.x). In this
case, the solution to (33) is the scalar analogue of the Volkov electron wavefunction,
ϕV (x) :=
∫
dp χ˜(p)ϕp(x) ϕp(x) := exp
[
− ip.x− igp
k.x∫
0
dsAext(s)
]
, (34)
where p2 = m2 and χ˜(p) is the (Fourier transform of) the initial data specified on a surface at k.x = 0. The second
expression in (34) shows how a free plane wave is ‘distorted’ by the presence of the external field [67]. In analogy
with previous approaches [3, 8–11], we could now replace Aext in (34) with a quantised field. But what would be
the connection with our second quantised results? Instead, let us begin from our zero-mode theory and derive the
relevant equation.
Let |ψ;x+ 〉 be a general solution of the Schro¨dinger equation for the zero-mode Hamiltonian (16), not necessarily
an eigenstate. In order to connect with the first-quantised approach we project onto the one-electron sector by taking
the overlap with 〈 0 |bφ(x) [3], in which 〈 0 |b is the b-mode vacuum. The projected state lives in the photon Fock
space. Since we are interested in the effects of the three-point vertex in Hzm, we will also strip from these photonic
states the free time-evolution generated by the free zero-mode Hamiltonian, defining
|ϕ;x 〉 := eik.xa†a〈 0 |bφ(x)|ψ;x+ 〉 . (35)
Clearly knowledge of all |ψ;x+ 〉 is equivalent to knowledge of all |ϕ;x 〉 (in the one-electron sector), so let us ask how
the Schro¨dinger equation looks for the latter. Acting with Hzm we find that |ϕ;x 〉 obeys a light-front Schro¨dinger
equation
i∂+|ϕ;x 〉 = 1
4i∂−
(
− ∂2⊥ +m2 + gAzm(k.x)
)
|ϕ;x 〉 , (36)
in which Azm(k.x) is the the scalar analogue of (2),
Azm(k.x) := a
†eik.x + ae−ik.x . (37)
Rearranging (36) gives
(∂2 +m2)|ϕ;x 〉+ gAzm(k.x)|ϕ;x 〉 = 0 , (38)
which is a ‘quantised’ generalisation of (33), the Klein-Gordon equation, for the state |ϕ;x 〉 in terms of the operator
Azm. This is analogous to the Dirac equation studied in the first-quantised literature approaches [8], but here derived
from second quantisation [3]. (The state |ϕ;x 〉 is, in the literature, typically written as ϕ(x) in order to look like a
wavefunction.) The general solution to (38) can be written down using the projection of the time-evolution operator
in the one-electron sector, which is (see also [43, 44])
e−iHzmx
+ →
∫
dp b†pbpe
−ip+x+D(−gp)e−ik.xa†aD
(
gp) . (39)
To make contact with the first-quantised solution (34) it is convenient to expand the initial state defining the solution
of the Schro¨dinger equation in a basis of eigenstates of the usual free Hamiltonian, rather than in an eigenbasis of
Hzm. So take the initial state to be ∫
dp
∑
n
χ˜(p, n)b†p|n 〉+ . . . , (40)
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in which the ellipses denote zero or multi-electron states which will be projected out by (35). Applying the time-
evolution operator (39) and the projection to (35) results in
|ϕ;x 〉 =
∑
n
∫
dp χ˜(p, n) exp
[
− ip.x− igp
k.x∫
0
dsAzm(s)
]
|n 〉e−ig2p sin(k.x) , (41)
where we have rewritten the displacement operators D in (39) in terms of the operator Azm. Comparing (34) and
(41) we immediately see a number of similarities, most notably that Azm replaces the external field Aext in the
Volkov phase2. However, there are additional terms in (41) which arise from operator ordering when combining the
displacement operators, and an extra dependency on the initial number of photons n. In the remainder of this section
we will compare the physics in the Volkov solutions (34) and the states (41) in some detail.
B. Coherent states and laser-particle interactions
As stated above, scattering processes in a background plane wave Aext are calculated [68–72] using the Volkov
solutions (34). Aext is a prescribed field with profile chosen to model a laser, in some approximation. It can be
described quantum mechanically by an initial coherent state of real photons (see below). The one-electron states (41),
including the eigenstates, are also coherent states, as shown by their dependence on the exponential of Azm. This
coherence is not prescribed, but is determined by the theory as the dressing of electrons by virtual photons.
As such, if we calculate transition amplitudes (induced by some perturbation) between states of the zero-mode theory
then we might expect structural similarities with transition amplitudes calculated using the Volkov solutions (34).
However, the results should not be interpreted as a ‘quantised’ generalisation of a background laser-matter calculation,
because there is no laser present, but rather a number state of photons along with a dressing of the electrons. To be
concrete, we illustrate using the Compton scattering amplitude above, which we write out again for completeness:
Sfi = ie (2pi)
4δ4(p′ + k′ − p− k)〈 0 |D(gp′ − gp)| 1 〉
= ie (2pi)4δ4(p′ + k′ − p− k)
(
g
2k.p
− g
2k.p′
)
e−(gp′−gp)
2/2 .
(42)
This is an ordinary transition between number states (in vacuum, i.e. without any background field) but with all-
orders quantum corrections added to account for, in a single mode approximation, the dressing of the scattered
particles. The same structure is seen in the analogous QED calculation [9], but has been interpreted differently: due
to the structural similarity with the Volkov solution, the S-matrix element has been identified with the process of
“nonlinear Compton scattering” [68–72], which describes the emission of a photon from an electron in the field of an
intense plane wave background field, through the absorption of photons from that field. Further, the transition from
n = 1 → n = 0 physical photons is referred to as describing “complete depletion” of the intense mode [9]. However,
there is no intense mode here, and no laser, only a single physical photon along with a dressed electron, and the only
depletion is the absorption of the initial photon, as is standard in Compton scattering.
In order to investigate laser-particle scattering, we must first incorporate the laser into the asymptotic states.
To do so consider an initial state which describes a physical electron together with a coherent state of (physical)
photons [7, 24–26]:
| i; p, z 〉 = B†p e−
|z|2
2
∑
n
zn
n!
(A†)n| 0 〉 = b†pD(−gp)D(z)| 0 〉 , (43)
which contains an extra factor of D(z). In contrast to the eigenstates (21) of the single mode theory, z here is a
prescribed amplitude which does not depend on the electron momentum p. Acting with the time evolution operator
on the initial state | i; p, z 〉 we obtain the evolved state3
|ψi;x+ 〉 = D(ze−ik.x) eip.xϕp(x) b†pD(−gp)| 0 〉 egp(z−z¯) , (44)
in which the Volkov solution ϕp(x) appears with background field
Aext = ze
−ik.x + z¯eik.x , (45)
2 Clearly the integral in (41) can be performed, here and below, for the field (37), but writing it as shown makes comparison with (34)
direct, and also allows the extension to multiple modes with momenta all proportional to kµ.
3 The calculation is performed by pushing the displacement operator D(z) to the left using the standard commutation result D(α)D(β) =
D(β)D(α)eαβ¯−α¯β .
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and where the leading factor of D(ze−ik.x) describes the free time-evolution of the initially prescribed coherent state4.
Due to the appearance of the Volkov solution, previous approaches have focused on recovering the background-field
limit from states such as (44). The argument is that for g small, z large, with gz fixed, the photonic part of the
state simplifies, reducing to the free evolution of the initial coherent state. As the photonic part is then ‘undisturbed’
by the presence of the electrons, it is effectively a background field, the effects of which are captured by the Volkov
wavefunction.
However, this may be more subtle than it first appears. Note that the representation of the state (44) is not unique
because we could, for example, swap the order of the D operators; if we then make the approximation described
above, we would not recover the entire Volkov phase. It is therefore better to examine e.g. amplitudes, which removes
the operator ordering ambiguity.
C. The background field limit: nonlinear Compton scattering
We consider scattering of the initial state | i; p, z 〉 in (43) to a final state | f ; p′, z 〉⊗| k′ 〉 with the same coherent state
profile, an electron of momentum p′ and, as above, a (non-zero mode) photon with momentum k′µ 6= kµ. In the external
field limit this nonlinear Compton scattering proper, see [71–73] for discussions of the relevant, i.e. monochromatic
field, case in QED. To lowest order in the interaction (24) the scattering amplitude, call it Sfi(z), is
Sfi(z) = −i
∫
dx+〈ψf ;x+ |V |ψi;x+ 〉 , (46)
where the form of |ψf ;x+ 〉 follows from (44). (The emitted photon state | k′ 〉 evolves freely.) Now, any D(z) which
does not depend on the electron momenta must commute with the interaction V , hence the factor D(ze−ik.x) on
the left of |ψi;x+ 〉 is removed by its inverse appearing on the right of 〈ψf ;x+ |. (This is why we placed D(ze−ik.x)
on the left of the state in (44); it facilitates the comparison with the background field calculation.) As a result the
z-dependent displacement operators disappear [7, 24, 25], and what remains may be written in terms of the Volkov
solution ϕp from (34) as
Sfi(z) = −ie
∫
d4x ϕ†p′(x)e
ik′.xϕp(x) e
−(gp−gp′ )2/2 . (47)
The exponential, coming from the dressing of the electrons, gives the same infra-red factor as earlier. The remainder
of the integrand in (47), expressed in terms Volkov solutions, is the background field expression.
In the limit that gz is large (i.e. the coupling ∼ eA of matter to the single mode coherent state is large), but g itself
small, the dressing factor may be approximated by unity, and Sz becomes
Sfi(z) ' −ie
∫
d4x ϕ†p′(x)e
ik′.xϕp(x) , (48)
which is the lowest order nonlinear Compton scattering amplitude in a background monochromatic wave. Hence the
background field limit is easily and unambiguously recovered at the amplitude level.
D. Depletion
Having understood the physics of the zero-mode Hamiltonian we can finally turn to depletion effects proper [74].
We have seen that a background field arises when a coherent state, say with profile z, is included in both the initial
and final states [24–26]. Following [7], one way to include depletion is to allow the coherent state to change under
scattering; i.e. one should calculate amplitudes between different initial and final coherent states.
To illustrate we reconsider the nonlinear Compton amplitude from Sect. IV C. We take as initial and final states
| i; p, zi 〉 and | f ; p′, zf 〉⊗| k′ 〉, where now zf 6= zi. To model depletion of the field, we choose zf such that the average
number of photons in the state is reduced; if, for example, we take zi = λ ∈ R, so that the initial (expected) number
of photons is λ2, and zf = λ(1 − δ), then we can interpolate between no depletion of the coherent state at δ = 0 to
full depletion at δ = 1.
4 There is no x dependence, as this cancels between the eix.p and ϕp; we have written things in this way just to make the connection
with (34) clear. Moreover the final exponential factor appears in order to recover the initial data on the hyperplane k.x = 0, as (34) is
defined with an indefinite integral.
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We turn to the lowest order S-matrix element, Sfi(zf , zi), which is expressed in terms of the time-evolved states as
Sfi(zf , zi) = −i
∫
dx+〈 f;x+ |V | i;x+ 〉 , (49)
and is calculated directly as above. Defining a complex valued field,
AD(k.x) := z¯fe
ik.x + zie
−ik.x , (50)
which contains both the initial and final coherent state profiles, zi and z¯f , the S-matrix element (49) is found to
depend on the functions [7]
ϕp,in(x) := exp
[
− ip.x− igp
k.x∫
dsAD(s)
]
,
ϕ†p′,out(x) := exp
[
ip′.x+ igp′
k.x∫
dsAD(s)
]
.
(51)
These are identical to the (scalar Yukawa) Volkov solutions, except that AD appears in place of the external field.
Using the example above, zi = λ and zf = (1− δ)λ, we have
AD = λ
(
2− δ) cos k.x− iλδ sin k.x , (52)
which in the no-depletion limit, δ = 0, recovers the expected external field Aext = 2λ cos k.x. Explicitly, in terms of
(51), the scattering amplitude (49) is
Sfi(zf , zi) = e
−|zf−zi|2/2+iIm(z¯fzi)
∫
d4x ϕ†p′,out(x)e
ik′.xϕp,in(x) e
−(g′p−gp)2/2 . (53)
The leading exponential factor accounts for the normalisation of the initial and final coherent states [7], while the
final exponential is the same IR factor as before. Comparing with the background field result (47), we see that the
new functions (51) take the place of the Volkov solutions in the scattering amplitude. Despite this they cannot be
interpreted as asymptotic single-particle wavefunctions in the sense of Volkov. Doing so would require the particles to
move in a complex-valued external field AD, which is hard to motivate physically. Nor can the functions be normalised,
precisely because AD is complex. However, they do not need to be; they arise from a properly normalised amplitude
and their form is dictated by the theory.
Pursuing this point, we comment that there is an equivalent way to write the scattering amplitude (53) in terms
of Volkov solutions in a new external field. The real part of AD is the average of the initial and final coherent state
profiles, i.e.
Aav := Re AD =
1
2
(z¯f + z¯i)e
ik.x + c.c. . (54)
Let the Volkov solutions (34), taken with respect to this real field, be written as ϕp, av. Then the S-matrix element
(53) may be expressed in terms of these functions as
Sfi(zf , zi) = e
iImziz¯f
∫
d4x e−
1
2 |(zf−zi)e
−ik.x+gp−gp′ |2ϕ†p′, av(x)e
ik′.xϕp, av(x) . (55)
Here the depletion of the “external” field Aav appears through the real exponential factor in the integrand, which is
typical of “decay” effects. We emphasise that the expressions (53) and (55) are equivalent.
The Volkov-like functions found here were predicted to arise in conjunction with depletion effects [7], via LSZ
reduction of S-matrix elements calculated between different asymptotic coherent states. Thus, our direct Hamiltonian-
based calculation serves as an explicit illustration of the general approach to depletion given in [7].
V. CONCLUSIONS
We have performed a truncation of scalar Yukawa theory (interaction Aφ†φ) which leaves the theory nontrivial but
exactly solvable. This can be generalised to QED, but here we neglected gauge, spin and polarisation in order to
expose the physical content, and the subtleties behind first quantised approaches discussed in the literature.
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The essence of the truncation is to reduce the scalar photon A to a single momentum mode. Such single mode
theories have been considered in the context of intense laser-matter interactions, where the quantised single mode field
is assumed to describe, fully quantum mechanically, a monochromatic laser which is usually treated as a background
field. We have shown that this interpretation can be questioned; while there are many structural similarities between
the background field and fully quantised approaches, the physics is different. We have reinterpreted previously
obtained first-quantised results not in terms of intense fields, but in terms of the dressing of physical particles [50].
The dressing contributes exponential, infra-red-like factors to scattering amplitudes.
Indeed, intense fields already have a quantum description in terms of coherent states. We have shown that once
this description is combined with our approach, then quantum corrections to the background field limit, in the form
of depletion effects, are naturally included in transitions between different initial and final coherent states. Using this,
we have been able to take the background field limit and seen how the usual Volkov solution reappears.
We considered three approaches to the quantisation of our single mode theory. However neither instant form
(qauntising at t = 0) nor the usual front form (quantising at x+ = 0) yielded an explicitly exactly solvable system
which allowed us to connect to existing literature results. It was only when we chose the light-front time direction and
the single mode momentum direction to coincide, i.e. when the photon was a light-front zero mode, that the theory
could be solved and the connection made.
Including light-front zero modes is nontrivial; one has to quantise on hyper-surfaces involving components in two
lightlike directions. Zero modes have a reputation for being elusive, a technical complication, and possibly even an
irrelevant artefact of finite volume quantisation. (Even in the first paper to realise that a light-front description of
laser-particle interactions was the most natural [75], the zero modes were explicitly excluded.) However, this is not
the case; zero-mode contributions can be physical [34, 35], and have observable consequences: their importance in
pair production is well known [76–78], and in some cases there can be no nonperturbative pair production without
zero modes [79]. Zero modes are also (implicitly) invoked in the guise of the plane wave laser background itself [80].
Here we have shown that going beyond the external field approximation by treating all degrees of freedom quantum
mechanically, also requires zero modes to be included.
The differences between the considered approaches to quantising our theory are likely attributable to the lack of
Lorentz invariance implied by the choice of a preferred photon mode direction. Physically, an instant-form zero mode
describes a condensate at rest, while a light-front zero mode represents a ‘system’ moving at the speed of light such
as laser photons. This suggests that also the unspoilt space-time symmetries should be quite different in each case,
corresponding to Wigner’s little groups for massive and massless particles, respectively [81]. Presumably, full Lorentz
invariance would be restored if the rest of the photon modes were reintroduced.
The extension of our results to multiple co-propagating (zero) modes, or even the whole spectrum of such modes
with momenta kµ = ωnµ for all ω > 0, is technically straightforward. Including pair-creating terms in perturbation
theory would also allow us to examine corrections to vacuum polarisation effects [82]. This would, though, give
rise to more involved questions of renormalisation [83], which are best addressed in QED proper. The extension to
QED is technically more involved, but we expect our interpretation to go through, as physical charges in QED are
dressed [50–53], and the single mode interaction contributes to this dressing. This is supported by the similarity
between the Yukawa and QED Compton scattering examples provided here and in [9].
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Appendix A: Instant vs. front form quantisation
1. Instant form
We quantise the scalar-Yukawa theory (3) at equal time x0. The Schro¨dinger picture Hamiltonian is easily written
down in terms of the photon, electron and positron modes with (respective) commutators
[ap, a
†
p′ ] = [bp, b
†
p′ ] = [dp, d
†
p′ ] = δ
3(p− p′) . (A1)
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We select out a single photon of momentum k using the two projectors
P =
δ3(p− k)
δ3(0)
, Q = 1− P , (A2)
where some regularisation of the delta function is understood. Inserting the resolution of unity 1 = P + Q under all
photon momentum integrals, any term with P is considered part of the ‘free’ Hamiltonian H0 on which we focus,
while any term with Q is part of the ‘interacting’ Hamiltonian. Retaining only P-terms and rescaling the single mode
operator as ak = a
√
δ3(0) such that [a, a†] = 1, the free Hamiltonian becomes
H0 = ωka
†a+
∫
d3p Ep(b
†
pbp + d
†
pdp) +
e√
2ωkV
∫
d3x φ†φ
(
ae−ik.x + a†eik.x
)
, (A3)
in which Ep =
√
p2 +m2 and ωk = |k| are the on-shell energies. The final term in H0 describes all 3-point interactions
between the matter fields and the single mode. This includes number changing terms such as b†d†a† and b†d†a (pair
creation from a photon). This theory cannot be solved exactly. Noting that the existing literature uses a relativistic
first quantised approach, which corresponds to fixed fermion number, we are prompted to extend the definitions of
P and Q such that matter-number changing terms are also shifted into the interaction Hamiltonian. Defining the
effective coupling g := e/(
√
2ωkV ) [9] the new ‘free’ Hamiltonian H
′
0 is then
H ′0 = ωka
†a+
∫
d3p Epb
†
pbp + ga
∫
d3p
b†p+kbp
2
√
Ep+kEp
+ ga†
∫
d3p
b†p−kbp
2
√
Ep−kEp
, (A4)
plus identical terms for the d-modes, but we do not write these explicitly as the simplifications above decouple b and d.
The Hamiltonian H ′0 describes the interaction of electrons with a single photon mode. Total momentum is conserved.
The free n-photon number states |n 〉 are eigenstates of the theory. If there are b-modes in the state, acting with the
Hamiltonian changes photon number by ±1. Thus electron-photon eigenstates of the Hamiltonian must be infinite
superpositions of multi-photon states in which the total momentum is split between the electrons and photons. To
illustrate, the most general one-electron state with total momentum p is
|ψ1e 〉 :=
∞∑
n=0
Cn
√
2Ep−nk b
†
p−nk|n 〉 , (A5)
with normalisation coefficients Cn. Acting with the Hamiltonian, the Schro¨dinger equation for an eigenstate with
energy E yields a recurrence relation for the coefficients,
ECj =
(
jω + Ep−jk
)
Cj +
g
√
j + 1
2Ep−jk
Cj+1 +
g
√
j
2Ep−jk
Cj−1 . (A6)
We have not found any closed form solution to these equations, nor any connection to the scalar Yukawa analogue of
the first quantised literature solutions.
2. Front form (non-zero mode)
We now quantise the scalar-Yukawa theory in the front form as reviewed in e.g. [31–33], defining coordinates
x± = x0 ± x3, x⊥ = (x1, x2), and taking x+ as the time. Momenta are p± = (p0 ± p3)/2 and p⊥ = {p1, p2}. We use
sans serif fonts for the light-front position and momentum three-vectors x = (x−, x⊥) and p = (p−, p⊥). We also define
an integral measure and delta function by dp := d2p⊥dp−θ(p−) and δ(p− q) := δ(p− − q−)δ2(p⊥ − q⊥).
In the front form the Hamiltonian is
HLF =
1
2
∫
dx
(
∂⊥φ
†∂⊥φ+
1
2
∂⊥A∂⊥A+ eAφ
†φ
)
, (A7)
and the Schro¨dinger picture fields are expanded as
A(x) =
∫
dp√
(2pi)32p−
(eip.xa†p + e
−ip.xap) , [ap, a
†
p′ ] = δ(p− p′) ,
φ(x) =
∫
dp√
(2pi)32p−
(eip.xd†p + e
−ip.xbp) , [bp, b
†
p′ ] = [dp, d
†
p′ ] = δ(p− p′) .
(A8)
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The on-shell energies are now p+ = (p
2
⊥ + m
2)/4p− and k+ = k
2
⊥/4k−. Note that “longitudinal” momenta p− are
positive. Consider the interaction terms in (A7) in terms of the modes (A8). Terms such as a†kd
†
pb
†
q vanish by positivity
of the longitudinal momentum since the associated delta function δ(k + p + q) has no support. This simplification
relative to the instant form is standard in the front form, but holds only if we assume that ‘zero modes’ with
vanishing longitudinal momenta are absent [33, 41]. Otherwise, the delta function δ(k+ p+ q) could be supported at
k− = p− = q− = 0. For now we will assume k− 6= 0 (implying two independent directions as in Fig. 1, middle panel)
and postpone the inclusion of zero modes to the next subsection. As before, we kill number-changing terms in H,
such as pair production from a photon, akb
†
pd
†
q, by hand, truncating to the ‘no positron’ sector. We separate out the
chosen photon momentum mode k by inserting into the Fourier transform of A(x) the resolution of unity 1 = P+ Q,
where now [40]
P =
δ(p− k)
δ(0)
, Q = 1− P . (A9)
Doing so, and rescaling the single mode operator as ak = a
√
δ(0) with [a, a†] = 1, we obtain the single-mode
Hamiltonian
H0 = k+a
†a+
∫
dp p+b
†
pbp +
g
2
∫
dp√
2p−2(p+ k)−
(
ab†p+kbp + a
†b†pbp+k
)
, (A10)
in which g = e/
√
2k−V and V = (2pi)
3δ(0) is the light-front volume of the perpendicular and longitudinal directions5.
This is the analogue of the Hamiltonian (A4) in the instant form, and it appears to be very similar. However,
the positivity of the longitudinal momentum gives a significant simplification when it comes to constructing the
eigenstates. The (light-front) momentum operator
Pˆ ≡ k a†a+
∫
dp p b†pbp , (A11)
commutes with H0, thus energy eigenstates can also be labelled by their conserved total momentum. The Hamiltonian
again conserves electron number, and it is convenient to solve the Schro¨dinger equation sector by sector in the number
of b-modes. (The Fock vacuum and free photon number states are eigenstates, as above.) Consider, as we did above,
the one-electron sector and a state of total momentum P. This momentum is shared between the electron and any
photons present, as in (A5). As the longitudinal momentum p− of the electron is positive, though, the only photon
Fock states, labelled by integer m, which can contribute obey p− = P− −mk− > 0, hence
0 ≤ m < P−
k−
, (A12)
and thus energy eigenstates must be finite superpositions of electron momentum states6. The allowed electron
momenta in the state will obey 0 < p− ≤ P−. The most general one-electron state can now be expanded in the basis
|m 〉 defined by
|ψ1e 〉 =
bP−/k−c∑
m=0
Cm
√
2(P− −mk−) b†P−mk|m 〉 =:
bP−/k−c∑
m=0
Cm |m 〉 . (A13)
In terms of this basis the time-independent Schro¨dinger equation for energy eigenstates reduces to a recurrence relation
in analogy to (A6). However, attempting to solve this relation directly is not the way to proceed. There is a simpler
way to identify the (in terms of the number of contributing Fock states) ‘low lying’ eigenstates, as follows.
Suppose P− < k−. Then the only Fock state which can contribute to the sum is m = 0, the vacuum. It is easily
confirmed that
H0 | 0 〉 = P+ | 0 〉 , for P− < k− , (A14)
and hence a free electron is an eigenstate of the interacting theory when P− < k−. Now take P− > k−. Specifically,
let P− = nk− + δ with n ∈ Z ≥ 0 and 0 < δ < 1 a remainder. Then the energy eigenstates are superpositions of n+ 1
5 We note for later use that the scaling above, together with the instruction to only retain P terms is equivalent to making the replacement
ap → δ(p− k)a/
√
V .
6 This is analogous to the situation in discretised light-cone quantisation (DLCQ), where the maximum value of m is called the harmonic
resolution [84, 85], see also [86].
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terms of photon number 0 . . . n. The case above was n = 0. For n = 1, or P− = k− + δ with 0 < δ < 1, a general
momentum eigenstate has the form
|ψ 〉 = C0 | 0 〉+ C1 | 1 〉 , (A15)
Applying the Hamiltonian and demanding that |ψ 〉 also be an energy eigenstate reduces the Schro¨dinger equation to
a quadratic equation for C1/C0, with two solutions
C1
C0
=
g
−k.P ±
√
k.P 2 + g2
(
P−−k−
P−
) , (A16)
which implies that the action of H0 yields the eigenvalue equation
H0|ψ 〉 =
P+ + k.P ±
√
k.P 2 + g2
(
P−−k−
P−
)
4(P− − k−)
 |ψ 〉 . (A17)
We have now seen that for states of momentum P with 0 < P− < k− there is a single eigenstate (A14), and for
k− < P− < 2k− there are two eigenstates. It is not hard to check that for 2k− < P− < 3k− the Schro¨dinger equation
reduces to a cubic equation governing the coefficients of the mode expansion, implying (at most) three solutions, and
so on.
We comment on the limit g → 0. Taking the relative minus sign in (A16) and imposing normalisation, C20 +C21 = 1,
we find
C0 → 1 , C1 → 0 , |ψ 〉 → b†P| 0 〉 , energy→ P+ , (A18)
so that the state reduces to the free one-electron, no-photon state. Taking the relative plus sign in (A16) instead we
find C0 → 0, C1 → 1, and the state reduces to the free one-electron one-photon state,
|ψ 〉 → b†P−k| 1 〉 , energy→ P+ +
k.P
n.(P − k) = [P − k]+ + k+ . (A19)
In the final equality above, [P − k]+ is the light-front energy of an electron with momentum P− k. Thus the free field
limit is correctly recovered.
We thus note a definite advantage of the front form over the instant form: we can construct some low-lying energy
eigenstates explicitly due to the positivity of the longitudinal momentum p−. As there is no such restriction on the
space-like momenta in instant form quantisation, all eigenstates there are infinite superpositions of photon-number
states, irrespective of the total momentum of the state. However, the literature solutions to the Dirac equation with an
operator-valued A(x) typically involve coherent and squeezed photon states (for any given electron momentum) [9, 87].
As with the instant form, then, the literature results do not seem to have anything in common with the explicit
solutions (A14) and (A16) in the ‘non-coincident’ front form.
Appendix B: Analogous systems
The zero-mode Hamiltonian (16) has a number of analogues in solid state many-body systems, in particular polarons,
i.e. electrons dressed by phonons as modelled by the Froehlich Hamiltonian [88] or similar [42]. A more recent
analogue is optomechanics, which describes the coupling of a mirror (a mechanical, or harmonic, oscillator) to a
photonic cavity mode. The associated Hamiltonian is also diagonalised by the polaron transformation of [42], see
[43, 44]. There are two differences, though. First, the roles of our fields are essentially reversed compared to those
in optomechanics. Our single photon mode maps to the optomechanical mirror, while our electron modes correspond
to the optomechanical photon modes. This leads to the second difference: we allow for all momentum modes of the
electrons, which corresponds to allowing all frequencies of the optomechanical ‘cavity’ EM mode. Using our notation,
the optomechanical Hamiltonian would be, see e.g. [89],
Hopto = ωa
†a+ Eb†b+ ga†a(b+ b†) , (B1)
in which we can see explicitly that, in comparison to (16) the roles of a and b are reversed, and that our electron/the
optomechanical cavity mode has also been truncated to a single oscillator. See [45] for a review and references.
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We found above that considering photon zero modes leads to the automatic closure of the system as all terms in the
Hamiltonian changing matter-particle number dropped out automatically. In optomechanics there are corresponding
terms which could appear in (B1), such as a†a†(b + b†); these terms are dropped under the assumptions that the
cavity has a dominant mode, and that the motion of the mirror is adiabatic, such that transitions between different
photon modes can be ignored [90]. We also note that our Hzm is derived from a relativistic starting point, whereas
the optomechanical system is non-relativistic. The appearance of non-relativistic structures is though typical when
quantising on the light-front [32, 33]. (For a non-relativistic particle coupled to a quantised EM mode see [87, 91].)
In our dressing interpretation above we have subtracted a sector-dependent term from the Hamiltonian; we remark
that whether this is reasonable may depend on the physical situation. Optomechanics is a non-relativistic system
where it is natural to consider finite-time transitions between states, rather than scattering, and here there are indeed
nontrivial transitions, see [92]. Our zero-mode Hamiltonian on the other hand is supposed to describe (a part of) a
relativistic quantum field theory where it is natural to consider scattering, and where we expect to have to renormalise.
Doing so in our case seems to make the zero-mode theory trivial in terms of scattering, but there is still nontrivial
physics in the form of dressings, which contribute to infra-red effects in perturbation theory, see (28).
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