ABSTRACT
Video anomaly detection plays a critical role for intelligent video surveillance. We present on abnormal video event detection system that considers both spatial and temporal contexts. To characterize the video, we first perform the spatio-temporal video segmentation and then propose a new region based descriptor called "Motion Context", to describe both motion and appearance information of the spatio-temporal segment.
For anomaly measurements, we formulate the abnormal event detection as a matching problem, which is more robust than statistic model based methods, especially when the training data set is of limited size. For each testing spatio-temporal segment, we search for its best match in the training data set, and determine how normal it is using a dynamic threshold. To speed up the search process, compact random projections are also adopted. Experiments on the benchmark data set and comparisons with the state-of-theart methods validate the advantages of our algorithm.
The data set of densely crowded pedestrian walkways is introduced and used to evaluate the proposed anomaly detector. Experiments on this and other data set show that the latter achieves state-of-the-art anomaly detection results.
I. INTRODUCTION
Nowadays, a large number of surveillance cameras have been installed due to the decreasing costs of video cameras. Intelligent video surveillance [1] is of great interests in industry applications due to the increasing demand to reduce the manpower of analysing the large-scale video data. Key technologies have been developed for intelligent surveillance, such as object tracking [2] , [3] , pedestrian detection [4] gait analysis [5] , vehicle template recognition [6] , privacy protection [7] , face and iris recognition [8] , video summarization [9] , and crowd counting [10] . In this paper, we focus on video anomaly detection (also named as outlier detection), i.e. detecting the irregular patterns that are different from the regular video events in a given data set [11] , [20] and we intend to build an abnormal event detection system that can work in crowded scenes as well. Despite many previous work of detecting video anomalies [11] , [20] few of them can work well in crowded scenes, due to the following challenges:
First, a crowded scene usually contains a large number of moving persons; thus can easily distract the local anomaly detector. It is difficult, even for human beings, to effectively identify all abnormal behaviours in real time. Second, whether an event is normal or abnormal usually application and context dependent, thus it is difficult to model the abnormal event. An event may be considered as normal in one scenario while abnormal in another scenario. For real applications, it is desired that we can adaptively define the video anomaly rather than manually do this for each scenario. Third, although it is easy to obtain training videos of normal video events, it is difficult to collect sufficient samples of abnormal video events. Such an unbalanced training data brings challenges to build a robust video anomaly detector.
We illustrate two spatio-temporal video anomalies in Fig. 1 as the majority of vehicles follow the green trajectories, the U-turn moving is treated as abnormal. In Fig. 2 , each ellipse stands for a moving pedestrian, but the behaviour of the red one is different from its neighbourhood, thus is considered as an abnormal event. To make a video anomaly detection system easy to use, the detection added new subsection to compare the influence of different image patch size using of video anomaly should be adaptive to different scenes.
Normal Trajectory
Abnormal Trajectory Surveillance video is extremely tedious to monitor when events that require follow-up have very low probability. For crowded scenes, this difficulty is compounded by the complexity of normal crowd behaviours. This has motivated a surge of interest in anomaly detection in computer vision. However, this effort is hampered by general difficulties of the anomaly detection problem. One fundamental limitation is the lack of a universal definition of anomaly. For crowds, it is also infeasible to enumerate the set of anomalies that are possible in a given surveillance scenario. This is compounded by the sparseness, rarity, and discontinuity of anomalous events, which limit the number of examples available to train an anomaly detection system.
One common solution to these problems is to define anomalies as events of low probability with respect to a probabilistic model of normal behaviour. This enables a statistical treatment of anomaly detection, which conforms with the intuition of anomalies as events that deviate from the expected. However, it introduces a number of challenges. First, itomalies dependent on the makes an scale at which normalcy is defined. A normal behaviour at a fine visual scale may be perceived as highly anomalous when a larger scale is considered, or vice versa. Hence, normalcy models must be defined at multiple scales. Second, different tasks may require different models of normalcy. For instance, a detector of freeway speed limit violations will rely on normalcy models based on speed features. On the other hand, appearance is more important for the detection of carpool lane violators, i.e., single-passenger vehicles in carpool lanes. Third, crowded scenes require normalcy models robust to complex scene dynamics, involving many independently moving objects that occlude each other in complex ways, and can have low resolution.
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II.RELATED WORKS Anomaly Detection:
We start by proposing an anomaly detector that accounts for scene appearance and dynamics, spatial and temporal context, and multiple spatial scales.
Mathematical Formulation:
A classical formulation of anomaly detection, which we adopt in this work, equates anomalies to outliers. A statistical model pXðxÞ is postulated for the distribution of a measurement X under normal conditions. Abnormalities are defined as measurements whose probability is below a threshold under this model. This is equivalent to a statistical test of hypotheses:
H0: x is drawn from pXðxÞ; H1: x is drawn from an uninformative distribution pXðxÞ / 1. The minimum probability of error rule for this test is to reject the null hypothesis H0 if pXðxÞ < , where is the normalization constant of the uninformative distribution. As usual in the literature, we consider the problem of anomaly detection from localized video measurements x, where x is a spatiotemporal patch of small dimensions.
Spatial versus Temporal Anomalies:
The normalcy model pXðxÞ can have both a temporal and a spatial component. Temporal normalcy reflects the intuition that normal events are recurrent over time, i.e., previous observations establish a contextual reference for normalcy judgments. Consider a highway lane where cars move with a certain orientation and speed. Bicycles or cars heading in the opposite direction are easily identified as abnormal because they give rise to observations x substantially different from those collected in the past. In this sense, temporal normalcy detection is similar to background subtraction [21] . A model of normal behaviour is learned over time, and measurements that it cannot explain are denoted temporal anomalies.
Spatial normalcy reflects the intuition that some events that would not be abnormal per se are abnormal within a crowd. Since the crowd places physical or psychological constraints on individual behaviour, behaviours feasible in isolation can have low probability in a crowd context. For example, while there is nothing abnormal about an ambulance that rides at 50 mph in a stretch of highway, the same observation within a highly congested highway is abnormal. Note that the only indication of abnormality is the difference between the crowd and the object at the time of the observation, not that the ambulance moves at 50 mph. Since the detection of such abnormalities is mostly based on spatial context, they are denoted spatial anomalies. Their detection does not depend on memory. Instead, it is based on a continuously evolving, instantaneously adaptive, definition of normalcy. In this sense, the detection of spatial anomalies can be equated to saliency detection [22] .
Roles of Crowds and Scale
Most available background subtraction and saliency detection solutions are not applicable to crowded scenes, where backgrounds can be highly dynamic. In this case, it is not sufficient to detect variations of image intensity, or even optical flow, to detect anomalous events. Instead, normalcy models must rely on sophisticated joint representations of appearance and dynamics. In fact, even such models can be ineffective. Since crowds frequently contain distinct sub-entities, for example,vehicles or groups of people moving in different directions, anomaly detection requires modeling multiple video components of different appearance and dynamics. A model that has been shown successful in this context is the mixture of DTs [23] . This is the representation adopted in this work.
Another challenging aspect of anomaly detection within crowds is scale. Spatial anomalies are usually detected at the scale of the smallest scene entities, typically people. However, a normal event at this scale may be A similar challenge holds for temporal anomalies. While their detection is usually based on a small number of video frames, certain anomalies can only be detected over long time spans. For example, while it is normal for two pedestrian trajectories to converge or diverge at any point in time, a cyclical convergence and divergence is probably abnormal. Anomaly detection across time scales is, how-ever, more complex than across spatial scales, due to constraints of instantaneous detection and implementation complexity. Since video has to be buffered before anomalies can be detected, large temporal windows imply long detection delays and storage of many video frames. Due to this, we do not consider multiple temporal scales in this work. A single scale is chosen, using acceptable values of delay and storage complexity, and used throughout our experiments. Note that, like their spatial counterparts, temporal anomaly maps are computed at multiple spatial scales. Hence, in what follows, the term "scale" refers to the spatial support of anomaly detection, for both spatial and temporal anomalies.
III. PROPOSED SCHEME
MARKOV-MODULATED POISSON PROCESS
A Markov modulated Poisson Process (MMPP) is a Poisson process whose rate varies according to a Markov process. The non-homogeneous MMPP developed in this article is a natural model for point processes whose events combine irregular bursts of activity with predictable (e.g. daily and hourly) pat-terns. We show how the MMPP may be viewed as a superposition of unobserved Poisson processes that are activated and deactivated by an unobserved Markov process. The MMPP is a continuous time model which may also be viewed as a discretely indexed non-stationary hidden Markov model by viewing intervals between events as a sequence of dependent random variables. The HMM representation allows one to probabilistically reconstruct the latent Markov and Poisson processes using a set of forward-backward recursions. The recursions allow MMPP parameters to be estimated either by an EM algorithm or by a rapidly mixing Markov chain Monte Carlo algorithm which uses the recursions for data augmentation [23] . The Markov-Poisson cascade (MPC) is an MMPP whose underlying Markov process obeys certain restrictions which uniquely order the event rates for the observed process. The ordering avoids a possible label switching issue without slowing down the rapidly mixing algorithms we use to implement the model. We apply the MPC to a data set containing click rate data for individual computer users browsing through the World Wide Web. Because the complete data posterior distribution for the MPC is a product of exponential family distributions we are able to incorporate data from multiple users into a hierarchical model using existing methods from hierarchical Poisson regression. The Markov-Poisson cascade (MPC) is a special case of MMPP that enforces an ordering of the state space of the underlying Markov process. The MPC maintains the ordering in a natural way, so that a potential label switching issue is avoided without slowing down our rapidly mixing MCMC algorithms or modifying the specification of model parameters as in Robert and Titterington (1998).
We assume user i in the click rate dataset follows an MPC with parameters φi = {λim(t), βim(t), δim(t) : m = 0, . . . , M − 1}. For convenience we set M = 3, where the three states indicate respectively the absence of a Web session, a session with a slow click rate, and rapid clicking. In a serious application we would allow M to depend on i using any of several Bayesian methods for model selection or model averaging. We force β0(t) = δ0(t) = 0 so that N0 remains active as a baseline to catch isolated events. Each user's click stream almost certainly contains strong daily and hourly patterns, but these patterns are inestimable because only a single day has been observed. Therefore we assume all rates are constant, e.g. λim(t) = λim. Had a much longer time window been observed we could incorporate daily and hourly patterns into the click rates using the timing model proposed by Lambert et al. 2 . The hyper parameters in are interpretable as prior event counts and observation times. For example aβm is a prior number of births for Nm, and bβm is a prior amount of time spent waiting for Nm to be born. Following Christiansen and Morris (1997), we assume an improper uniform prior on each a/b and assume each p(a) = z0/(z0 + a) 2 , which is a proper normalized distribution with no moments. Christiansen and Morris show this prior has good frequency properties in the context of Poisson regression. The only "tuning parameter" is z0, which we set to the relatively uninformative value of 0.10. Let zi denote the missing indicators required to compute L com for user i and let α denote the set of (a .. , b .. ) pairs in (4). We used an MCMC algorithm which cycles between sampling from p(zi | φi), p(φi | zi, α) for each i, and from p(α|φ1, . . . , φn) with n = 1025. We ran the algorithm for 5000 iterations and removed the first 1000 as burn-in. Figure 3 shows the remaining 4000 draws of φi for a sample account. The time series plots and autocorrelation functions in Figure 3 indicate rapid mixing attributable to the forwardbackward recursions used in the data augmentation step.
IV. CONCLUSION
In this work, we proposed an anomaly detector that spans time, space, and spatial scale, using a joint representation of video appearance and dynamics and globally consistent inference. For this, we modeled crowded scenes with a hierarchy of MDT models, equated temporal anomalies to background subtraction, spatial anomalies to discriminant saliency, and integrated anomaly scores across time, space, and scale with a CRF. It was shown that the MDT representation substantially outperforms classical optical flow descriptors, that spatial and temporal anomaly detection are complementary processes, that there is a benefit to defining anomalies with respect to various normalcy contexts, i.e., in anomaly scale space, and that it is important to guarantee globally consistent inference across space, time and scale.
We have also introduced a challenging anomaly detection data set, composed of complex scenes of pedestrian crowds, involving stochastic motion, complex occlusions, and object interactions. This data set provides both framelevel and pixel-level ground truth, and a protocol for the evaluation of anomaly detection algorithms. The proposed anomaly detector was shown effective on both this and a number of previous data sets. When compared to previous methods, it outperformed various state-of-the-art approaches, either in absolute performance or in terms of the tradeoff between anomaly detection accuracy and complexity.
