Abstract: We prove a large deviations principle for the empirical measures of a class of biorthogonal and multiple orthogonal polynomial ensembles that includes biorthogonal Laguerre, Jacobi and Hermite ensembles, the matrix model of Lueck, Sommers and Zirnbauer for disordered bosons, the Stieltjes-Wigert matrix model of Chern-Simons theory, and Angelesco ensembles.
Introduction
Orthogonal polynomial ensembles are given by joint probability densities of the form p(x 1 , . . . , x n ) = c n i<j
w(x i ) (1.1)
with a positive weight function w. The classical examples, where w is the weight of Hermite, Laguerre, or Jacobi polynomials, naturally arise in random matrix theory: as joint eigenvalue distribution of the Gaussian Unitary Ensemble (Hermite), of Wishart matrices (Laguerre), or of random projectors (Jacobi).
In [5] , Borodin studied more general joint probability densities of the form p(x 1 , . . . , x n ) = c n i<j
w(x i ), (1.2) where θ is a fixed positive number. As pointed out in [5] , these are related to biorthogonal polynomials, and will be referred to as biorthogonal ensembles.
This note is mainly motivated by a special biorthogonal ensemble that arises from a random matrix model for disordered bosons that was proposed by Lueck, Sommers, and Zirnbauer in [13] . The model amounts to the product of a Wishart matrix and the fundamental matrix of the standard symplectic form, and on the level of eigenvalues, interpreted as characteristic frequencies of disordered quasi-particles, one obtains the joint densitỹ with α ∈ N. In [13] is was shown that the correlation functions of the frequencies in the bulk of the spectrum are in the Gaussian Unitary Ensemble universality class, yet a novel scaling behaviour is found at the low frequency end of the spectrum. Other applications of biorthogonal ensembles to physics are discussed in [14] and [17] . In the latter reference, the motivation comes from matrix models for Chern-Simons theory.
The aim of this note is to complement the Lueck-Sommers-Zirnbauer results by a large deviations principle for the empirical measure of the characteristic frequencies. For any sequence of random numbers x 1 , . . . , x n we denote by
the empirical distribution or empirical measure of these values (a random probability measure on R). Define the mean empirical measureL n = EL n by the relation L n , f = E L n , f for all continuous and bounded functions f : R → R. One result in [13] is that the sequence (L n ) n converges weakly to a probability measure on R with Lebesgue density 4) for 0 < t ≤ b := 3 √ 3. One consequence of the large deviations principle that will be proven in what follows is that this statement can be improved: we will show that the empirical measures (L n ) n themselves converge weakly, in probability, to ̺ ∞ .
Actually, we will study large deviations principles for empirical measures in a broader framework that encompasses not only ensembles like (1.2), but also takes care of weight functions w n , depending on n, and determinantal parts like
for any β > 0. We will also obtain large deviations results for multiple orthogonal polynomial ensembles (see [11] ). The main observation is that while these large deviations results do depend on the explicit formulae for the joint distributions of the eigenvalues like (1.1) and (1.2), they are independent of the determinantal structure of the correlation functions, and we need not invoke the theory of orthogonal or biorthogonal or multiple orthogonal polynomials.
In [2] (see also [1] ), Ben Arous and Guionnet have obtained a large deviations principle (LDP) for the empirical measure of eigenvalues from the Wigner-Dyson ensembles GOE/GUE/GSE in the space M 1 (R) of probability measures on the Borel sets of R, endowed with the weak topology, with speed n 2 and good rate function (GOE case)
whose unique minimiser is the semicircle distribution. Recall that a family of probability measures (µ ε ) ε>0 on a topological space X is said to obey a large deviations principle (LDP) with speed ε −1 and good rate function I : X → [0, ∞] if I is lower semi-continuous and has compact level sets N L := {x ∈ X : I(x) ≤ L}, for every L ∈ [0, ∞), and
for every open G ⊆ X and lim sup
for every closed A ⊆ X.
This has been generalized in [8] to joint densities of the form 5) with θ ∈ N, β > 0, partition function Z n and continuous weight functions w n : R → R + 0 . This framework takes care of the needs of mesoscopic physics in that it subsumes matrix versions of all classical symmetric spaces (see [10] ). With regard to the symmetry classification of disordered fermionic systems provided in the last reference, let us remark that an analogous classification for the case of bosons is not completely understood, see, however, the discussion in [18, Section 4] . Moreover, a d-dimensional generalisation of the random matrix model for disordered bosons in [13] was studied recently in [16] .
The note is organised as follows. Section 2 is devoted to the formulation of a large deviations principle for the empirical measures (L n ) n of the eigenvalues of generalised biorthogonal matrix ensembles. The examples include the random matrix model of disordered bosons in [13] , the Stieltjes-Wigert ensembles in [17] as well as biorthogonal Jacobi-, Laguerre-and Hermite ensembles considered in [5] . In Section 3 we formulate large deviations principles for a special multiple orthogonal ensemble, the Angelesco ensemble, see [11] . In Sections 4 and 5 we present the proofs of our large deviations principles.
Large deviations for biorthogonal ensembles and beyond
In this section, we will derive a LDP for the bosonic ensemble, where the density of the joint distribution of the eigenvalues is of form (1.3). Obviously, (1.3) is a special case of the density
with θ ∈ N, partition function Z n and continuous weight functions w n : R → R + 0 . For θ even, Σ is a closed subset of [0, ∞) while for θ odd, Σ is a closed subset of R. The sequence (p(n)) n must satisfy
Note that for p(n) = n and weight functions w independent of n, (2.1) subsumes the density for the eigenvalue distribution for biorthogonal ensembles as introduced in [5] . For θ = 1, p(n) = n and w(x) = e
x 2 we also recover the classical GUE.
Throughout the whole section, we write N (f ) for the set of zeros of a function f : R → R and we assume that the sequence of weight functions (w n ) n satisfies the following:
-As n → ∞, w n converges to w, and log w n to log w uniformly on compact sets. We will study the asymptotic behaviour of the empirical distribution L n (x) of x for x = (x 1 , . . . , x p(n) ) ∈ Σ p(n) , which is defined as
Let the space of probability measures on the Borel sets of Σ be denoted by M 1 (Σ) and let Q n denote the joint distribution of random variables (X 1 , . . . , X p(n) ) with density q n . The main theorem now reads as follows:
n ) n satisfies a LDP on M 1 (Σ) with respect to the weak topology with speed n 2 and good rate function
where µ ∈ M 1 (Σ) and
Corollary 2.2. Whenever the joint density of the eigenvalues is as in (2.1) and the rate function I has a unique minimiser µ * , we obtain under (a1) and (a2) a strong law of large numbers,
Moreover for any closed
Proof. Employing the upper bound of the LDP, the strong law of large numbers follows via an application of Borel-Cantelli's lemma, see [9, Thm. II.6.3].
Example 2.3 (Disordered bosons).
Returning to the bosonic ensemble with density (1.3), we have as weight functions
n .
Now τ −1 is the variance of the independent and normally distributed random variables, that were used to construct the stability matrix h for that ensemble, cf. [13] . We will take the variance τ −1 equal to n −1 . For a greater generality we take a sequence (α(n)) n∈N with lim n→∞ α(n) n = α > −1. The case α = 0 incorporates having a constant sequence (α(n)) n . Obviously, conditions (a1) and (a2) are met and we obtain for the ensemble of disordered bosons,
where µ ∈ M 1 (Σ) andc := lim n→∞ 1 n 2 logZ n < ∞. In [13] , the authors proved the weak law of large numbers (WLLN)
with ̺ ∞ defined in (1.4). They also stated that the corresponding rate function I is convex and thus, one can find a unique minimiser µ * of I, I(µ * ) = 0, with density ρ ∞ . Therefore the WLLN of [13] is extended into a strong one.
Example 2.4 (Stieltjes-Wigert ensembles). In the case of Stieltjes-Wigert ensembles form [17]
the weight function is w(x) = e −c(log(x)) 2 with some constant c. Hence our Theorem applies and we obtain a LDP and a strong law of large numbers.
Example 2.5 (Jacobi-, Laguerre-and Hermite biorthogonal ensembles). In [5] , Jacobi ensembles with w(x) = x α on (0, 1) are studied. We consider the general case
For θ = 1 these ensembles appear in the canonical correlation analysis, where the correlations coefficients turn out to be the square root of the eigenvalues of a special kind of matrix. It is known that the eigenvalues of these matrices follow a joint distribution of Jacobi type. Taking α, β > −1 fixed and
n ) n obeys a LDP with speed n 2 and rate function (up to a constant)
→ β > −1, the corresponding LDP holds true, and the rate function is (up to a constant) (2.4) plus
Hermite ensembles can be considered with w n (x) = |x| α/n e −x 2 /n on (−∞, ∞) with α > −1.
The case α = 0 is the classical Hermite weight. For constant α > −1 we obtain the LDP, and the rate function is (2.4) plus κ x 2 µ(dx) with the same
Finally, the Laguerre biorthogonal ensembles are
given by the weight function w n (x) = x α/n e −x/n on (0, ∞) with α > −1. It is straightforward to find the corresponding rate functions for constant and n-dependent parameters. For θ = 2 the Laguerre case is corresponding to the matrix model of disordered bosons in [13] .
Remark 2.6. It is obvious how to generalise biorthogonal ensembles. Consider an ensembles of n points on (a, b) ⊂ R with the joint probability density of the form
where ξ i (x), η i (x), i ≥ 1, are some functions defined on (a, b). In case p(n) = n the density (2.1) is clearly a special case of (2.5), take ξ i (x) = x i−1 and η i (x) = x θ(i−1) . It is known, see [7] and references therein, that random matrix theory provides many instances of such biorthogonal structures, for example unitary invariant matrix ensembles or unitary ensembles with an external source, see also [3] and the next section. But large deviations principles for the corresponding empirical measures of n points distributed according to (2.5) are out of range with respect to the techniques we are using to prove Theorem 2.1.
Large deviations for multiple orthogonal ensembles
Multiple orthogonal polynomials are a generalisation of orthogonal polynomials in which the orthogonality is distributed among a number of orthogonality weights. They appear in random matrix theory in the form of special determinantal point processes that are called multiple orthogonal polynomial (MOP) ensembles. In [11, 12] the appearance of MOP in a variety of random matrix models and models related with particles following non-intersecting paths have been considered. To a finite number of weight functions w 1 , . . . , w p on R and a multi-index n = (n 1 , . . . , n p ) ∈ N p we associate a monic polynomial P n of degree n := | n| :
If P n uniquely exists then it is called the multiple orthogonal polynomial (MOP) associated with the weights w 1 , . . . , w p and multi-index n. In [11] the following result was presented. Assume
is a probability density function on R n , where the linear span of f 1 , . . . , f n is the same as the linear span of {x k w j (x)|j = 0, . . . , n j − 1, j = 1, . . . , p }. Then the MOP exists and is given by
where the expectation is taken with respect to the p.d.f (3.1), which can be interpreted as the expectation of the random polynomial n j=1 (x − x j ) with roots x 1 , . . . , x n from a determinantal point process on the real line. The p.d.f (3.1) is called a MOP ensemble. It was first observed in [3] that random matrix models with an external source lead naturally to MOP ensembles.
The weights w 1 , . . . , w p are an Angelesco system if there are disjoint intervals Γ 1 , . . . , Γ p ⊂ R, such that supp(w j ) ⊂ Γ j , j = 1, . . . , p. In the Angelesco case, det[f j (x k )] j,k=1,...,n is of block form and results in
the Vandermonde determinant. Thus an Angelesco system gives rise to a MOP ensemble, the Angelesco ensemble, and the joint p.d.f is
where
for X = (x 1 , . . . , x n ) and Y = (y 1 , . . . , y m ).
We now consider the situation that | n| = n → ∞ and n j → ∞ for every j = 1, . . . , p in such a way that n j n → r j for j = 1, . . . , p (3.3) with 0 < r j < 1 and p j=1 r j = 1. Let us consider varying weights
for any i = 1, . . . , p. Denote by
the j-th empirical measure of x (j) for every j = 1, . . . , p.
We will study the asymptotic behaviour of the empirical distribution vector L n (x) of x for x = (x 1 , . . . , x n ) ∈ p j=1 Γ n j j =: Γ p, n , which is defined as
. Let Q n denote the joint distribution of random variables (X (1) , . . . , X (p) ) with density (3.2). n ) n satisfies a LDP on M 1 (Γ p, n ) with respect to the weak topology with speed n 2 and good rate function
where (µ 1 , . . . , µ p ) ∈ M 1 (Γ p, n ) and
Corollary 3.2. Whenever the joint density of the eigenvalues is as in (3.2) and the rate function I has a unique minimiser µ * , we obtain under (a1) and (a2) a strong law of large numbers, Remark that recently, in [4] , a strong law for Angelesco ensembles was established, applying the notion of Fekete points as well as the Bernstein-Markov inequality. We obtain a full LDP. We would also be able to consider Nikishin ensembles with p ≥ 2 weights, see [11] and references therein. This is because the determinantal structure of the joint density of the eigenvalues [11, (4.14) ] consists of Vandermonde-like products and hence the techniques of our proof of Theorem 2.1 can be adapted. Nikishin interaction arises in the asymptotic analysis of eigenvalues of banded Toeplitz matrices as well as in a two-matrix model, see [11, Section 5.4].
Proofs
Now we present the proof of Theorem 2.1. It is a generalisation of arguments used for the proofs of [1, Theorem 2.6.1] and [8, Theorem 4.1]. The proof of the upper bound is quite similar to the proofs in the latter references. In the proof of the lower bound, a coarse graining argument is more involved. To overcome the singularity of the logarithm at certain points is the most delicate part.
Let us define
where we set F (x, y) = ∞ if x θ = y θ or if {x, y} ∩ N (w) = ∅. Note that due to our definition of Σ, x θ = y θ corresponds to x = y. Let F M (x, y) denote the truncated version of F (x, y), for
Furthermore, we define the functions F n : Σ × Σ → R,
again with F n (x, y) = ∞ if x θ = y θ or if {x, y} ∩ N (w n ) = ∅ and their truncated versions
we can deduce from (2.1) and the definition of F n the following identity, where we abbreviate
One key ingredient for the proof of the upper bound will be the following lemma, which also provides that the rate function is well defined.
Lemma 4.1.
(ii) F is bounded from below.
Proof. Since log |x − y| ≤ log(|x| + 1) + log(|y| + 1) holds for any x, y ∈ R, it implies
We will show that F M = F M n = M on some specified sets and then deal with the complement of these sets. We will start by observing that log (|x θ | + 1)(|x| + 1)
For M > 0 we can take n 1 as large, so that (a1.1) is applicable and | p(n) n − κ| < ǫ and |w n (x) − w(x)| < ǫ ∀ n ≥ n 1 and ∀ x ∈ [−1, 1]. For each ν ∈ N (w) a δ ν,M , we now find log 4 p(n) n + log(w n (x)) ≤ log(4 κ+ǫ ) + log(w(x)) ≤ −M.
Whereas for |x| ≥ 1, we observe that for n ≥ n 1 as above the following holds log (|x θ | + 1)(|x| + 1)
Assumption (a2) provides that for each M > 0 there exists n 2 ∈ N and R M > 0 such that for |x| ≥ R M and all n ≥ n 2 we have that
In case of |x| ≤ R M reasoning as in the first part yields for each M > 0 and ν ∈ N (w) the existence of δ (2) ν,M > 0, such that for x with |x − ν| < δ (2) ν,M we also get log 4 Moving on, we will show that (P n • L −1 n ) n fulfils a weak LDP.
Proof of the upper bound
The main obstacle will be to overcome the singularities of the function F . We start by observing that for ∆ :
holds m R p(n) -almost surely, because of the a.s. distinct eigenvalues under the product Lebesgue measure m R p(n) . From (4.4) it follows that Q n -a.s.
Due to the symmetry of F n in its arguments we find 2 i<j F n (x i , x j ) = i =j F n (x i , x j ), and since m R p(n) is the product Lebesgue measure on R p(n) , we obtain via Hölder's inequality
First, we show lim n→∞ 1 n 2 log (I) = 0. Since w n is continuous, hence bounded on compact sets, the key observation is that (a2) implies
for suitable K, η > 0 and n large enough. Concerning (II), we find that for any M > 0
The first part of Lemma 4.1 yields,
We have thus shown that for any Borel set A ⊂ M 1 (Σ) one has lim sup
The inequality (4.7) allows us to proof the following lemma.
Proof. Very similar to [8, p.12 ] so that we omit the proof here.
Now we choose for A the set B(µ, δ) = {ν ∈ M 1 (Σ) : d(ν, µ) ≤ 2δ} with δ > 0 and
where the supremum is taken over all Lipschitz functions f for which the sum of the Lipschitz constant l f and of the uniform bound f ∞ is less than or equal to 1. That distance is compatible with the weak topology, see [6, p.356] . Since µ → H M (µ) is weakly continuous, from (4.7) we obtain for any µ ∈ M 1 (Σ),
Finally, letting M go to infinity, we obtain the following upper bound,
4.2 Proof of the lower bound Turning to the lower bound, we take B(µ, δ) as above and for every µ ∈ M 1 (Σ) we will show a lower bound,
As in [2] and [8] we can assume w.l.o.g. that (i) µ has no atoms, (ii) S := supp(µ) is a compact subset of Σ with S ∩ (N (w) ∪ {0}) = ∅.
The main idea of the proof of the lower bound, is to localise the eigenvalues in small sets, and benefit from the speed n 2 , which provides that the small volumes of these sets can be neglected.
We will divide S as follows.
quantile of µ and set ξ (n) = (ξ p(n) , . . . , ξ 1 ), ξ p(n)+1 := inf S and ξ 0 = ξ 1 + 1. Therefore,
Due to assumption (ii), we have
We may assume that δ is fix with 0 < δ ≤
and analogously define ϕ j when w n (x) is replaced by w(x) in the above definition. Write ψ n , resp. ψ for the step function which equals ϕ (n) j resp. ϕ j on ]ξ j+1 , ξ j ] and is zero elsewhere
(4.10)
Moreover, we have:
Now for n ≥ n 0 , we get from Lemma 4.4 and I n (ξ, δ) ⊃ J n (ξ, δ) the inequality
(4.11) Introducing the notation
we focus on the last integral,
On R p(n),+ , the following inequalities hold,
and as it can easily be seen (e.g. from ab < (a + b) 2 , for a, b > 0)
Next, we will show that 15) where the modulus can be omitted since both terms are greater than 0 on R p(n),+ due to our choice of the ξ i . If ξ i > ξ j > 0 and x i > x j > 0, we find that
In case of 0 > ξ i > ξ j and 0 > x i > x j , we first recall that this only can happen while θ is odd. Nevertheless, (4.16) also holds: Within the sum, either θ − k is odd and k is even or vice versa. Hence, if k is even 0 > ξ
, while the other case follows in an analogous way. The last case to consider is ξ i > 0 > ξ j and x i > 0 > x j . This case also only comes up for θ being odd, and we find
, we easily see that 0 < θζ
and we obtain
The equality (4.20) is a simple application of the transformation formula, while the inequality (4.21) holds, because θ is an integer and δ < 1, so that |x i | 1−θ θ ≥ 1. For the last integral, we substitute u p(n) = x p(n) , u i−1 = x i−1 − x i , i = p(n), . . . , 2 and obtain j ] = 1/p(n), and since δ is fixed, one has µ(M(n, δ) c ) ≤ ǫ for large n. Now let n be large enough such that one also has log w n − log w ∞ ≤ ǫ, which is possible because of (a1.2). Then
{| log ψ − log w| + ǫ} dµ 
F dµ
⊗2 .
The right hand side has been shown to be < +∞ by Lemma 4.1 (ii) and establishes (2.3). Now, 1 n 2 log Q n (L n ∈ A) = 1 n 2 (log P n (L n ∈ A) − log Z n )
