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ABSTRACT
This thesis explores four nonlinear classical models of neural oscillators, the Hodgkin-
Huxley model, the Fitzhugh-Nagumo model, the Morris-Lecar model, and the
Hindmarsh-Rose model. Analysis techniques for nonlinear systems were used to develop
a set of observers and perform synchronization analysis on the aforementioned neural
systems. By using matrix analysis techniques, a study of biological background and
motivation, and MATLAB simulation with mathematical computation, it was possible to
do a preliminary contraction and nonlinear control systems structural study of these
classical neural oscillator models. Neural oscillation and signaling models are based
fundamentally on the biological function of the neuron, with behavior mediated through
the channeling of ions across a cell membrane. The variable assumed to be measured for
this study is the voltage or membrane potential, which could be measured empirically
through the use of a neuronal force-clamp system. All other variables were estimated by
using the partial state and full state observers developed here. Preliminary observer rate
convergence analysis was done for the Fitzhugh-Nagumo system, and preliminary
synchronization analysis was done for both the Fitzhugh-Nagumo and the Hodgkin-
Huxley systems. It was found that by using a variety of techniques and mathematical
matrix analyses methods (e.g. diagonal dominance or other norms), it was possible to
develop a case-by-case nonlinear control systems approach to each particular system as a
biomathematical entity.
4
1. INTRODUCTION
The goal of this thesis is to analyze four different biological models from a control
systems perspective by designing nonlinear observers for them and studying their
synchronization properties. The four models are the Hodgkin-Huxley model, the
Fitzhugh-Nagumo model, the Morris-Lecar model, and the Hindmarsh-Rose model.
These four models describe neuronal activity by modeling neurons in an oscillatory
fashion. Neuronal networks involve "networks of interactions between cells" and consist
of "the network of synaptic connections between neurons."' The time scale for neuronal
activity is milliseconds and the length scale is cellular.' Analyzing the mathematical
behavior of neural networks can lead to interesting insights about cellular behavior and
interaction. Figure 1 provides a sample neuronal network mapped experimentally using
the neuronal circuitry in the nematode Caenorhabditis elegans.
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Mathematical models of neuronal activity serve to describe how various chemical factors
inside and outside of a neuron function to generate signaling processes within the cell,
affecting nearby and connected neurons in the network. Typically, neurons maintain a
resting potential of approximately 65 millivolts. This potential is maintained by the
pumping of electrically charged ions into and out of the cell through voltage gated ion
channels located in the cell membrane. Figure 2 shows a diagram of ion channels
embedded in a lipid bilayer cell membrane.
VOLTAGEGATEDCHANNELS
Figure 2: Diagram of ion channels in a neuron.
Voltage-gated and ligand-gated ion channels are selectively permeable, meaning they
only allow the correct type of ion to pass through. Neurons are modulated, to a great
extent, by ions sodium (Na*), potassium (K*), calcium (Ca2+), and chlorine (Cl~). The
calcium channel regulation affects the release of neurotransmitters at the synapse
between neurons, mediating the communication between them.
6
Neural network mathematical models must account for the variety of charged particles at
play in mediating the voltage of the neuron. It is the potential of the cell (the discrepancy
between the voltage on the inside and on the outside) that governs neural behavior. This
thesis begins with a description of observer design, nonlinear control systems analysis,
and all mathematical notions used. Each subsequent section discussing the four -neuronal
models outlines the biological motivations for each model and the mathematical analysis
that follows.
2. MATHEMATICAL NOTIONS
2.1 MATRIX ANALYSIS 9
The notions of positive definiteness, negative definiteness, and positive semidefiniteness,
and negative semidefiniteness are important for the mathematical matrix system analyses
presented below.
A Hermitian matrix A E M, is positive definite if
XT Ax > 0 for all nonzero x E C'.
It is positive semidefinite if
XT Ax > 0 for all nonzero x E C'.
A Hermitian matrix A E Mn is negative definite if
xT Ax < 0 for all nonzero x E C'.
It is negative semidefinite if
xT Ax < 0 for all nonzero x E C'.
7
A condition to determine whether a matrix is positive or negative definite or semidefinite
is known as Sylvester's criterion. This states that if every principal minor of A (including
the determinant of A) is nonnegative, then A is positive semidefinite. If all are positive,
then A is positive definite. On the other hand, reversing the sign of the criteria (negative,
or nonpositive), then the matrix is negative definite or semidefinite.
2.2 DIAGONAL DOMINANCE?
The concept of diagonal dominance compares the value of the diagonal entries in a
matrix to the sum of the absolute values of the off-diagonal terms. This matrix norm is
useful in studying the contraction properties of a system. It is mathematically defined in
the following way. A matrix A = [aij] E M, is diagonally dominant if
1a 1  |ajjjfor all i =1, ... ,n.
j*i
Further, the matrix is strictly diagonally dominant if
|ai I > IIai; for all i =1, ... ,n.
j*i
If a matrix is shown to be strictly diagonally dominant, then analyzing the diagonal
entries to see if they are negative (or by adding gains to make them negative) can yield
useful contraction and stability results for system analysis.
2.3 CONTRACTION 12
The concept of contraction can be made rigorous by studying the system mathematically.
The deterministic system, which can be multivariable and nonlinear in any and all of the
state variables, is given as:
8
* = f(x, t), with
Of
i= -(x, t)SxOx
It is valuable to define what is meant, in matrix algebra, by uniformly negative definite
before proceeding with the system analysis. To say that a (x, t) is uniformly negativeax
definite is to say that
1 (Of Of T
-l > 0,VX, Vt >! 00,5 (Lf s -fli < 0
This notion will play an important role below in defining what a contracting system is
and how to determine when a system is contracting.
3. BACKGROUND: LINEAR OBSERVER DESIGN
The idea of an observer, whether for a nonlinear or linear system, is to estimate the state
of a system without being able to measure all the state variables. Sometimes, internal
variables are inaccessible, and in other cases, there is simply not enough experimental
power to measure all variables at play in the system. The most basic form of observer is a
copy of the original system dynamics in which the errors due to initial conditions die out
if the original system is stable. Variations on this model account for different situations
using output approximation error gain matrices. Nonlinear systems require a different
kind of analysis to design observers and study system stability. One method to study
system stability is contraction analysis, which provides a rigorous way to determine if
system trajectories will converge to one another.
9
Linear observer design for a full state observer can take the following mathematical form.
The equations15 have a simulation of the original system along with a correction term
through feedback:
x = Ax + Bu
y = Cx + Du
2 = AR + Bu - KOC(R - x)
Observer Dynamics: k = AR + Bu + KOC(R - x)
The design of nonlinear observers, however, presents a far more significant challenge.
4. COUPLING OF SYSTEMS: THEORY OF SYNCHRONIZATION
Neurons can be coupled in various ways, simplified into a set of "network motifs" 1.This
coupling can be studied mathematically to see if and when neurons connected to one
another will synchronize to the same behavior as one another. Figure 3 depicts neuron
coupling in a schematic.
. K12
- V
Km1  Kna
Figure 3: Depiction of two neuron connective networks; each connection
can be excitatory or inhibitory.
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This is important when behavior of a set of neurons composing a particular portion of the
brain is to be studied. The phenomenon of groups of neurons synchronizing to the same
behavior within the brain is important for characterization of signaling and fundamental
thought process.
A coupled network system which contains a set of n elements that are connected can
described by the following differential equations13 :
x = f(xi, t) + I uj(x, x, x,t).
j ENi
All the couplings are bidirectional, symmetric, and of the form:
UP = UP (x; - Xi, x, t).
In addition,
jj=auji (xj - xj, X, t) 0
a(Xj - XL)
Now, it is possible to define the following for the system:
n 1 0 0 ]f(Xi, t)I"=0 1- 0 , where J, = x0 0 Jn 1k
TK =[ Kijs -KijsK -Kijs Kijs.
All other elements of T (other than the ij rows and columns) are 0.
The symmetric part of the Jacobian is given as:
jS = I, - -TK UK
ijEN
Finally, this following condition is used to guarantee contraction for the auxiliary system:
AMm+1( TKn) > maxAmaxU)
i,jEN
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However, a simple application of this idea can be used in the following manner instead14 :
a virtual system constructed as a copy of the real system which accounts for the coupling
"is contracting if the maximum eigenvalue of the symmetric part of F, where F is the
generalized Jacobian, is uniformly negative." This is the notion used in the remainder of
this work in order to study the synchronization behavior of coupled neurons.
5. HODGKIN-HUXLEY5 -8
5.1 BIOLOGICAL MOTIVATION
By studying the electrical behavior of the giant axon in squid, A. L. Hodgkin and A. F.
Huxley were able to create a mathematical model describing neuronal activity in 1955.
Naturally, this model is a simplification of the significantly more complicated real neural
potential dynamics. The three current components, which together make up the basis for
ion transfer across the membrane, are 'Na, 'K, and I,, referring to sodium, potassium, and
other ions, respectively. The sodium and potassium conductances, gNa and gK, are
functions of time, but other factors such as ionic driving gradients (e.g. ENa), are viewed
as constant. It is proposed that the membrane potential controls permeability.
Ii = INa + IK + Ii =Na - VNa) + K(E - EK)+ gl(E - E)
The paper finds equations to describe conductances, and then tries to provide a physical
basis for the equations, since it claims that "there is little hope of calculating the time
course of the sodium and potassium conductances from first principles." 4 The variable n
is used as a dimensionless variable representing the proportion of particles inside versus
12
outside the membrane. It varies between 0 and 1. In a like manner, m and h are variables
used to represent proportions and range from 0 to 1 as well. The Hodgkin-Huxley
variable ranges are given in Table 1.
Table 1: Range for variables V, m, n, and h.
Variable V (mV) m n h
Range -110-110 Otol Otol Otol
The model describes the biological phenomena of neural signaling as a circuit, as
diagrammed in the 1952 Hodgkin-Huxley paper and reproduced below.
Inside
Figure 4. Voltage and resistance model from Hodgkin Huxley in circuit
form4.
The model itself can be described by the following set of differential equations, based off
of Ohm's law describing the voltage-current relation in combination with the specific
conductance descriptions. In the following equations, a and P are voltage-dependent, and
describe the concentrations in and out of the membrane.
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5.2 MATHEMATICAL ANALYSIS
The Hodgkin-Huxley model is mathematically described by the following differential
equations:
4(V k +M3Na+n4 V - - mh(VNa - V a
CM CM
Na - V) C
CM
7h = am(V)(1 - m) - fm(V)m
,= a.(V)(1 - n) - fl(V)n
A = a1 (V)(1 - h) - fl(V)h
a 0.1(V + 25)
am = V+25 ,Pm = 4eV/i
8
e 10 -
0.01(V + 10)
n V+10 -1 0.l25eV/8 0
1
a 1 = 0.07eVI2O'f)1 = V+30
e 30 +1
Using the model description above and differential calculus for partial differential
equations, it thus follows that the Jacobian of the entire system is:
-n' - na - -j
CM_ CM CM( 1) V+25 V+25'
(0.1(e -1) - 0.01(-I - 1)ef) (1- - 2
(0.01 (eW 1) -0.001(#IW - 1)e (1-n) 0.125
(iii,- 1)
IU v(1-h)+ Vh
420 / (+ ) +
4n3 (V - V)CM
-0.1(V + 25)
+V- - 4u*/1*
0
0
3mz(V,. - V) CM
0
-0.01(V+ 10)
,+0 - 0.125evl*
0
3n(V,,8 V)
0
0
v' 1
-0.7uN+ ,
14
CM
5.3 OBSERVER DESIGN
In reality, not all these variables might be measurable with physical system. Assuming
that only the membrane potential, V, can be measured, it is valuable to construct an
observer in order to fill in for the state variables that cannot be measured but are
important to describe the system.
Replace the system with a partial state observer, copying the m, n, and h dynamics. Then,
assume that the membrane potential is the only measured variable. This line of analysis
yields the following results:
0.1(V + 25)
V+25 (1 - '- 4eV/ 8
e 10 -1
0.0 1(V + 10) f)-OlSVSf
0 = + 10 ) (1 - ) ~ 0.125ev/ "o n
1
h = 0.07eV/20(1 _ i) ~ V+30 h
e 30 +1
Taking the derivatives of the observer dynamics with respect to the estimated variables
yields:
d M" 0.1(V + 25) V/l8
d- e-1 V+25
e 10 -1
dn 0.01(V + 10) _ 0.125ev/80
dfA V+10
e 10 -1
dli V 1
= -0.07ezo 
- V+30dh e 30 +1
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The diagonal Jacobian of the observer is thus:
0.1(V + 25)
V+25 4ev/18 0
e 10 -1
0 -0O00( + 10) - 0.125ev/SO
e 10 -1
0
0
V 1
0 0 
-0.07e26 - V+30
It is not difficult to show the range of the diagonal terms for the domain of V. Plotting the
(1,1) and (2,2) terms as functions of V in Figure 5 reveal their ranges.
-4 -0' 20 4 -200 -100 100 200
-40 (V from -40 to 40) (V from -200 to 200)
-1.5
-60 
-2,0
_80 
-2.5
Figure 5. Plot of the (1,1) and (2,2) terms.
Clearly, the (1,1) and (2,2) terms are negative for all values of V, since the negative
exponential value offsets the cases when V is less than -10 or -25. The (3,3) entry is
obviously negative for any value of V, since the range of the exponential function (ex) is
strictly positive.
5.3 COUPLING AND SYNCHRONIZATION ANALYSIS
The next step is to study the possible coupling of multiple Hodgkin-Huxley neurons.
I 4( kx +M3a + V,-V 9h+V =-+ n V -V)-+mh(VN ~ ) IN(VV - kji(Vj -V)
CM CM CM jENL
h = am(V)(1 - m) - flm(V)m
h = an(V)(1 - n) - fln(V)n
16
h = ah(V)(1 - h) - flh(V)h
S0.1(V + 25)
am - V+25 'Im V/1 8
e 10 -1
0.01(V + 10)
an= V+1 fln = 0.125ev/'8
e 10 -1
af = 0.07eV/ 2 0 V+30
e 30 +1
In the case of two neurons, there are eight state variables and equations, displayed as:
4( V1)-+ ihl(VNa - 1) Na 1  + kV= - + nj4 V 1) h, (.-V) +(,.-V)2 V - V1)CM CM CM CM jENi
V2 = + n2 (u-2) + M2 h2 K~a- a 21 (1~ 2)
M M M M jENi
fi= a.(V1)(1 - mi) - flm(Vl)ml
Vi an(V)(1 - ni) - k(n(VV)n)h= hM) (  - i 1  - flm(Vini
N1= ay(V1)(1 - n1 ) - f3a(V 1 )n1
rn2 = am(V2)(1 - M 2 ) - fm(V2)M 2
i2= an(V2)(1 - n 2) - fn(V2)n 2
h2= at(V 2 )(1 - h 2) - fl(V 2)h 2
This leads to a very complicated Jacobian of size 8 by 8. However, this is a very similar
Jacobian to the original 4 by 4 Jacobian of the uncoupled system. The matrix will still
have similar diagonal and first column and row terms as the form of the equations has not
changed, except for the addition of a k 2 1 (V2 - V1) and a k2 1 (V1 - V2) term. Of course, if
one were to make an observer for this expanded system, this coupling does not affect the
reduced order observer, since these terms do not include m, n, and h.
The (1,1), (1,2), (2,1), and (2,2) terms are thus:
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-n1 4 - m 1 3 h1 CNa -h C21 2]CM CM CM
k21 
-n2a -9 M2 3h2 9Na _ h _ 21CM CM CM
This matrix just concerning ,and is symmetric. In order for both
eigenvalues to be negative, the (1,1) and (2,2) diagonal terms must be larger in absolute
value than the off diagonal terms, and yet more negative, through diagonal dominance.
Since-n 149 - m 13hi q - - k2 1 contains k21 and m, n, and h are always nonnegativeCM CM CM
ranging from 0 to 1, this will always be the case except for m, n, and h=O. The matrix will
in this case reduce to:
[-k 21  k21[ 2 1  -k 21J
The eigenvalues will then be -2k21 and 0, meaning that there is a loss in stability for this
portion of the Jacobian. Similar analyses regarding the nature of submatrices of the rest
of the 8x8 Jacobian can be used to better characterize the synchronization properties and
see whether or not V1 converges to V2 . In particular, it is suggested that by studying the
four 4x4 matrices which compose the Jacobian, and seeing if they can be rearranged in
combination (e.g. hierarchical combination1 2), further analysis can be performed.
6. FITZHUGH-NAGUMO MODEL2
6.1 BIOLOGICAL MOTIVATION
The Hodgkin-Huxley model proposed in 1952 can be approximated to two state variables
instead of four, presented in the Fitzhugh-Nagumo model analysis. The Fitzhugh-
18
Nagumo model attempts to characterize the threshold phenomenon in neuronal firing and
signaling behavior. Note that a special case of this biological neural oscillator model is a
simple van der Pol oscillator. Biologically, v represents the membrane potential just as it
does in the parent Hodgkin-Huxley model. The variable w represents a recovery variable
for the system behavior, and Iext refers to the external current applied.
6.2 MATHEMATICAL ANALYSIS
The model is described by the following set of two differential equations:
f1 = Ci + -V + Iext) + kji(vj - vi)
1
i =- -(vi - a + bwi) i =1,...,nC
It is easy to do a quick contraction analysis on this system after building an observer and
using a transformation matrix to form a generalized Jacobian.
(c(- v2) C
\ -1/c 
_bjc
6.3 OBSERVER DESIGN
Replace the system with a copy.
=(C(1- -2)c
-1/c 
-bjc
By using the transformation matrix 0 and the generalized Jacobian 601 + 0 2f0 we
ax
arrive at a transformed Jacobian.
t o tJh n 
= J (ao is 
-mc
The symmetric part of the Generalized Jacobian is simply:
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C]~1-(l - ^2) 01= 0 
-b/c
Constructing an observer, assuming that v is measured yields:
1
w= -(- bw
C
Feeding in the observer gain k gives:
16O-1 = (C(1 -. 2) - k 0
0 
_bjc
For simplicity in mathematical analysis, take a reasonable choice for c, c=1. Then, it is
clear that k must be greater than or equal to 1, since the maximum value for the (1,1)
coordinate is 1, since x 2 is nonnegative for all real x. Because v is real, 1-v2 will always
be less than or equal to 1. Also, -b/c is always negative since both b and c are positive
constants. Since the system is contracting, 0 will converge to v.
6.4 OBSERVER RATE CONTROL APPROACH
It is desirable to control both rows of the system in order to affect the rate of convergence
for the observer. The first option to study is feeding back the v error to the second row of
the symmetric part of the generalized Jacobian, in the form k2 (^ - v). This yields:
~=( - 2 - k 
0
-k2 
_ bjc
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Sylvester's criterion (this is not a diagonal matrix) yields that it is symmetric negative
definite because the lx1 determinant is negative for proper choice in k, and the full
determinant is negative is:
b k
det =--c 1-2) +k=-b(1-v 2)+
C C
Of course, choosing k2 appropriately yields a negative 2x2 determinant. The next step is
to consider how to choose ki and k2 to place both the eigenvalues of the system and thus
control the rate of convergence of the observer, not just the fact that it does indeed
converge. Unfortunately, the two eigenvalues are still the same as in the case without this
feedback, so it is not valuable-k 2 still does not play a role.
Another option is to choose other theta transformation matrices. This was tried for many
cases but it made the generalized Jacobian very complicated and difficult to analyze,
without yielding much physical gain. The generalized Jacobian loses its anti-symmetric
properties for other choices of 0 than what is presented above.
6.5 COUPLING AND SYNCHRONIZATION ANALYSIS
It is then valuable to analyze the generalized Jacobian and dynamics for a coupled
system. The uncoupled Jacobian for both neurons is given as:
c(1 - V, 2) 0 C 0
1 0 2 c 0
( - c C 0 - b/c 0
0 -1|c 0 -bc
21
By using the transformation matrix 6 and the generalized Jacobian 6- + 6 0-' we
ax
arrive at a transformed Jacobian.
1 0 0 0 c(1 - V, 2) 0 -1 0
0 0 1 0 0 O- 0 C(1 - V2 2) o -1
S=0 0 C 0 G~ = 1 0 - bjc 0
(0 0 0 C) 0 1 0 - bjc
This transformed Jacobian is anti-symmetric or skew-symmetric, and the diagonal terms
can be analyzed for contraction purposes.
Now, by appropriately adding controller gains ki and k2 :
c(1 - v 1 2 ) - k, k -1 0
k c(1 - v 22 ) - k2  0 -1
ICoupled 1 0 
-b/c 0
0 1 0 - bjc
appropriately chosen to be positive and greater than 1, the coupled system is contracting.
(1-v 2 ) cannot be greater than 1 because v is a real number so v2 is positive.
If the coupling is added in:
V1 = C V1 + W1 - 3 + Iext + k2 1 (v2 -
V2 = c (V2 + W2 - V2' + Iext + k12 (v 1 - v 2)
1
W= -- (vl - a + bw1 )
1
V12 = - -(v 1 - a + bw 2)C
22
c(1 - v1 2) - Ik- k k -1 0
ICoupled = C(l - V2') - Xk - k2 0 -1
1 0 _bjc 0
0 1 0 _bo c
This concludes a preliminary analysis of the Fitzhugh-Nagumo neural oscillator model
from a nonlinear control systems perspective.
7. MORRIS-LECAR MODEL 10
7.1 BIOLOGICAL MOTIVATION
In 1981 at the National Institutes of Health in Bethesda, Maryand, Catherine Morris and
Harold Lecar developed a model related to the Hodgkin-Huxley model, but using
barnacle muscle fibers subjected to stimulation and a different dynamical description.
Their model, called the Morris-Lecar model, allows for I and and Ica to dominate the
potential dynamics. The model is conducted in three variables: V, which is the same
voltage from the Hodgkin-Huxley model, m, which is the fraction of open Ca2 + models,
and n, which is the fraction of open K' channels. These variables are analogous to the m
and n in the Hodgkin-Huxley model, which were ratios of these ions inside and outside
the cell membrane. In all the experiments that this model is based off of (at least those
presented in the paper first describing the model), the voltage ranges from -50mV to 50
mV. In addition, m and n are defined to (as ratios) range from 0 to 1. Various other
physical parameters are defined in the paper.
23
Table 2 gives the values of particular constants used in the Morris-Lecar model which are
pertinent to this preliminary control systems analysis.
Table 2: Values for constants in the Morris-Lecar model.
Constant Value
V, 10 mV
V2  15 mV
V3  -1 mV
V4  14.5 mV
gk 0 to 20
gCa 0 to 20
C 20
Figure 6 depicts plots from the original Morris-Lecar paper showing how the variables g
and gca vary with one another for different values of I.
a.
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Figure 6. Variation of gca and gk with
110.
one another for varying values of
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7.2 MATHEMATICAL ANALYSIS
The Morris-Lecar model can be described by the following set of three differential
equations in three state variables:
CV = I - gLVL - gcam(V - VCa) - gKn(V - VK)
t= A cosh ( 2V2 2(1 + tanh (_ ) - m)
= X cosh (V 1( + tanh )-n)
The Jacobian of this system is thus:
~Cam gK0 -gCV 9KV
C C C C
A sinh (Vfvj) 0.25tanh(V Vi - + + 1cosh (V_11l sech2 (V -V') -I~~cosh (V ) 0
A-, [.n IV -V3(os hVV3 n +l+ h(1 V -V3N 2 (V -V 3 \ V-ns(h0.2 5tanh - + + cosh -)sech2 _V 0 -;[cosh ( )
.V[ k2V, ) j anV 4, 4 sk2V 4 1 sc V4 '~cs(
An analysis of individual Jacobian matrix entries yields interesting results for observer
design. The (2,1) and (3,1) entries can be treated as:
[sinh ' (0.25tanh(x) - + + cash ( sech(x) replacing ( V i
It is useful to characterize the greatest value of these off-diagonal terms in order to study
it from a matrix norm perspective of diagonal dominance to assess contraction properties
of the system.
Experimentally, from values given in the original paper, the range of the x parameter
given above can be determined. Using these given values, it is shown that the value of the
x parameter varies approximately from -2 x 5 2. In addition, the m and n parameters,
taken from the Hodgkin-Huxley model, are defined to vary from 0 to 1. Table 3 displays
the values for the (2,1) and (3,1) terms for various x (column) and m (row) values.
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Table 3: Values for the (2,1)
values given in bold.
and (3,1) terms, respectively, with maximum
0 0.50 1
-2 0.06 0.06 0.05
-1 0.24 0.24 0.24
0 0.50 0.50 0.50
1 0.24 0.24 0.24
2 0.06 0.06 0.05
x1n 0.00 0.50 1.00
-2 0.06 0.06 0.05
-1 0.24 0.24 0.24
0 0.50 0.50 0.50
1 0.24 0.24 0.24
2 0.06 0.06 0.05
The maximum values for the (2,1) and the (3,1) entries are given in bold. Recall that the
diagonal dominance norm as it is used for contraction analysis purposes is given as
Diagonal Entry + 10ff Diagonal Terms < 0
The (1,2) and (1,3) terms are bounded by constants, and can easily be off-set by a gain
added to the diagonal term. Finally, the (2,3) and (3,2) terms are both zero.
Bounding the off-diagonal terms reduces the Jacobian analysis to simply:
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.- C.m gn 5 0 50
C C
V-rn
0.5 -4cosh ( ) 0
2V 2 V - n
0.5 0 -Tncosh ( )
Finally, looking at the diagonals, it is easy to see that the (1,1) term can be 0 if m and n
are 0. The (2,2) and (3,3) entries can be studied by looking at the ranges of the cosh
functions. Seen in Figure 7, the range of cosh is always positive.
3.0
2.5
2.0 (x from -2 to 2)
-2.0-1.5-1.0-0.50.0 0.5 1.0 1.5 2.0
Figure 7. Plot of the cosh function.
n and An are both positive constants (1/15 and 1/10, respectively), and thus (2,2) and
(3,3) are always negative. For the ranges of V for which this study and model is
concerned with, (2,2) ranges from approximately -0.106 to -0.1045, and (3,3) ranges from
the values -0.002267 to -0.00459. When choosing the gains, it is valuable to add a buffer
for diagonal dominance. As is obvious, this diagonal dominance analysis for the full
system is very complicated and also very conditional on the particular circumstances and
current state values, which would need to be fed back to cancel out the varying terms.
Thus, it is simpler to use a partial state observer when moving on to the next step of
designing an observer for the system.
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7.3 PARTIAL STATE OBSERVER DESIGN
It is useful to analyze a partial state observer, assuming once again that V (membrane
potential) is the measured variable. Assuming that V is measured, the dynamics for the
observer and estimated variables become:
(V V1 an V - V\
M = 4 cosh 22 2 1 + tanh -)
n = ,cosh 1 1+ tanh 1 )
Then, the partial state observer Jacobian is simply:
V--n-. cosh (() 02V2
- V - n
0 -A. cosh (- )
2V4
Again, the range of the cosh(x)function for -oo < x < oo is always positive.
This means that the eigenvalues of this diagonal matrix are always negative, because they
are multiplied by ;-and T-, where both are positive constants, and then multiplied by -1.
In order to affect the rate of convergence, on the other hand, it is necessary to feed back
some kind of gain. Because only V is assumed to be measured, the easiest way is to feed
back k( - v).
7.4 POSSIBLE APPROACH TO A FULL-STATE OBSERVER
Of course, this is only possible through the use of a full state observer, since V must be
estimated along with m and n to use this form of feedback. This can be used to control
the second and third lines of the equation in order to guarantee convergence, based on the
bounds shown above for the off-diagonal terms. Namely, once specific feedback is used,
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contraction can be guaranteed for the observer through diagonal dominance, and the
observer has all the correct pieces as solutions (e.g. P will converge to V).
CO = I - 9L L - gCai(V - VCa) - K (9 - VK) - - V)
M =Am cosh 22 vi) (1 + tanh 2 ) ) kz(/ -V)
(V - V (V -V 3 )
n A cosh 2 4 1 + tanh - n)-k 3 (V'-V)
The next step is to vary the gains k, 3 in order to try to change the eigenvalues of the
system in order to control the rate of convergence.
8. HINDMARSH-ROSE MODEL3
8.1 BIOLOGICAL MOTIVATION
In 1983, J.L. Hindmarsh and R. M. Rose developed a model composed of three coupled
differential equations to describe neural activity. The work was motivated by the
discovery of a cell in the pond snail Lymnaea which generated a burst after being
depolarized by a short current pulse. This model describes the phenomenon of bursting in
two-dimensional space. However, the model also incorporates a third dimension, which is
a slow current that hyperpolarizes the cell. The variable x here refers to the membrane
potential of the cell, while y and z represent the transport of ions across the cell
membrane. The variable y represents the fast transport of sodium and potassium, while z
represents the slower transport of other ions and is correlated to the bursting
phenomenon.
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8.2 MATHEMATICAL ANALYSIS
The Hindmarsh-Rose model is described by the following set of differential equations
with three state variables:
dx
= y+ bx 2 -ax 3 - z+ I
dy
=c -dx 2 -_y
dz
dt = r[s(x - XR) - Z]
The constant parameters are chosen to be at s=4, a=1, b=3, c=1, d=5, and r=10 3.
This simplifies the Jacobian to the following form:
-3x 2 +6x 1 -1
-10 -1 0
1/25 0 -1/100
After trying various methods (e.g. diagonal dominance, negative definiteness, anti-
symmetric negative diagonal) to assess the contraction properties of this system, the best
(and simplest) method was determined to be the anti-symmetric with negative diagonal.
Start with 0 as the identity matrix. By varying the diagonal terms in 0, it is possible to
affect the off-diagonal terms in the generalized Jacobian, 00-1 + 6J-1.
By testing out various values of the transformation matrix, and seeing how they affect the
generalized Jacobian, the transformation matrix can then be chosen appropriately.
For example, from simple matrix algebra:
C 0 0
If b = 0 1 0 then 46~1 + OJ-1
0 0 1]
[-3x 2 +6x 1-c -1-c
= -10/c -1 0
1125c 0 -1/100
30
1 0 01
If = 0 C 0 ,then6~1 + 6-1
0 0 1
-3x 2 + 6x 1/c -1
-10-c -1 0
1/25 0 ~'/100
[1 001 
- J-If 6= 0 1 0 ,then6-1 + 6J6-
0 0 C
-3x 2 + 6x 1 -1/c
-10 -1 0
c/25 0 -1/100
By using a linear combination of the second two choices of transformation matrix, the
simple choice of 0 is:
6 1
O= 0[0
0
/0
0
01
0
5.
This yields a generalized Jacobian of:
-3x 2 + 6x
01 + 61J-1 = -r06
1/5
v'Th
-1
0
This matrix is anti-symmetric, meaning that M=-MT. Now, all that remains is to ensure
that the diagonals are negative for all values of x, y, and z. It is obvious that the
significant choice is the variable (1,1) term, which depends only on x. The domain of
concern is x=[0,2], since in this range of x values, the (1,1) term of the generalized
Jacobian is positive.
To ensure that it is always negative, choose appropriate k gain values, namely, k < -3.
k= 0 0 0
0 0 010=[ 0 0
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-1/5.
0
-1/100
Here, the gain k is arbitrarily chosen as -10, and as long as it is more negative than -3, can
be varied depending on control power available to set this gain in the system. Thus, for
all x, y, and z, this system as defined above is contracting.
8.3 FULL STATE OBSERVER DESIGN AND ANALYSIS
It is now possible to create an observer for this system. Assume that only the membrane
potential (the x variable) can be measured, and it is necessary to reconstruct the state
through the use of this measured variable.
Recall the form:
x = f(x,t)
y'= h(x, t)
Here, y' refers to the measured variable x. For this particular system, only x the
membrane potential is assumed to be measured, while y and z are recreated through the
use of a full-state observer.
d 2
= y + 0(e) -2 - k 1 (2 - x)
dy
d2
dt r [s(2 - xR) -
where:
(2) =1 - b
Then, the generalized Jacobian (of the form 7) incorporating the observer and using the
aforementioned gain for kj, becomes
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-3x 2 +6x-10 
- 0 -1/5
-ri~ -1 0
15 0 1100-
Thus, for all x, y, and z, this observer as defined above is contracting.
Because this is a full state observer, feedback using the estimate error for x can be used
for all three lines of the observer, yielding the result of having control over the rate of
convergence for the system, not just whether it converges.
8.4 SIMULATION
A simulation of the Hindmarsh Rose model in the following form yields the graph in
Figure 8. The terms used are 1=4, XrO=, a=1, b=3, c=1, d=5, r=0.001, and s=4. The form
of the model used is reproduced here for convenience. The difference between the model
above and the one here is that I is not 0 (current applied). It does not affect the Jacobian
and analyses above since it is a constant.
y+bx2 - ax3 -z+I
c -dx 2 
-y
r(s(x - xr) - z)
Figure 8a depicts the neuron bursting phenomenon derived from the Hindmarsh-Rose
model definition and its simulation. Figure 8a plots two state variables against one
another.
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Figure 8a: MATLAB simulation of Hindmarsh-Rose
MATLAB plot of x and y variables against each other.
model. Figure 8b:
Figure 8b displays a limit cycle in the behavior of the system. Compare this simulation's
results to a similar set of plots from the original Hindmarsh-Rose paper, to see the
parallels, shown in Figure 9a and 9b.
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Figure 9a: Figure from original paper showing neuron spikes3 . Figure 9b:
Figure from original paper showing x and y coordinate plotted against one
another.
9. Conclusions and Further Work
In conclusion, the four models analyzed using controls systems perspective provide some
insights into the function of the various components in neuronal networks and their roles
in signaling. The four-state Hodgkin-Huxley model can be simplified to smaller models
such as the two-state Fitzhugh-Nagumo model to be studied in greater detail. Further
work should address the possibility of a full-state observer for the Hodgkin-Huxley
model, and also provide a better analysis of rate control for the Fitzhugh-Nagumo model.
In addition, the possibility of a full-state observer for the Morris-Lecar model is open as
well. This work provides a preliminary analysis and description of these four neural
oscillator models from a nonlinear control systems approach, which can be expanded
further to include improved detail, accuracy, and variety of methods and analysis
techniques.
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