Abstract Finite difference is the most widely used method for seismic wavefield modeling. However, most finitedifference implementations discretize the Earth model over a fixed grid interval. This can lead to irregular model geometries being represented by 'staircase' discretization, and potentially causes mispositioning of interfaces within the media. This misrepresentation is a major disadvantage to finite difference methods, especially if there exist strong and sharp contrasts in the physical properties along an interface. The discretization of undulated seabed bathymetry is a common example of such misrepresentation of the physical properties in finite-difference grids, as the seabed is often a particularly sharp interface owing to the rapid and considerable change in material properties between fluid seawater and solid rock. There are two issues typically involved with seabed modeling using finite difference methods: firstly, the travel times of reflections from the seabed are inaccurate as a consequence of its spatial mispositioning; secondly, artificial diffractions are generated by the staircase representation of dipping seabed bathymetry. In this paper, we propose a new method that provides a solution to these two issues by positioning sharp interfaces at fractional grid locations. To achieve this, the velocity The Unconventional Natural Gas Institute, China University of Petroleum (Beijing), Beijing 102249, China model is first sampled in a model grid that allows the center of the seabed to be positioned at grid points, before being interpolated vertically onto a regular modeling grid using the windowed sinc function. This procedure allows undulated seabed bathymetry to be represented with improved accuracy during modeling. Numerical tests demonstrate that this method generates reflections with accurate travel times and effectively suppresses artificial diffractions.
Introduction
Seismic wavefield modeling is a key component of seismic imaging, e.g., reverse-time migration [3, 27, 33, 49, 50, 52, 53, 60] , and inversion, e.g., full-waveform inversion [36, 37, 43, 48] . Due to the heterogeneity of the Earth, the simulation of seismic wavefields is achieved most commonly using numerical methods, such as the finite-element method [8, 30, 35] , the finite-difference method [1, 25, 44, 45] , spectral-element method [23, 24] , or discontinuous Galerkin [6, 7, 11, 15, 21] . The most widely used is the finitedifference method, which uses finite differences to calculate the partial derivatives of wave equations numerically. Finite difference's enduring popularity derives from its simplicity of implementation and computational efficiency, yet a high degree of accuracy. However, the representation of model continua by discrete grids will cause finite difference to suffer from numerical dispersion; optimized stencils for the finite-difference method have been introduced with the aim of mitigating this dispersion [9, 28, 47, 51, 58] .
In the majority of finite-difference applications, fixed regular grids are used to represent the seismic properties of the subsurface, such as acoustic velocity or density. This approach has two undesirable consequences when material interfaces with irregular geometries do not align well to the sampling grid. Firstly, the position of these interfaces will be misrepresented by the discretized model, resulting in the incorrect travel times of propagating energy [42] . Secondly, as a consequence of being sampled by fixed regular grids, irregularly shaped interfaces will typically need to be represented in a "staircase" fashion. It is preferable to avoid this kind of staircase representation during discretization, as their corners will commonly generate a series of artificial diffractions. A commonly seen example of a staircase discretization is when modeling through a dipping seabed using finite difference schemes. The effects here are often most conspicuous, as the seabed is a sharp interface owing to the fast transition in material properties between fluid seawater and solid rock.
Since seismic wavefields contain band-limited frequencies, they are insensitive to high-frequency components of the sharp interfaces. Thus, a means to discretize sharp interfaces is to smooth the interfaces before discretization [5] . However, this method can cause inaccurate reflection structure [13] .
The simplest method to achieve a more accurate representation of irregular interfaces is to use finer-grid spacing. This is because when the time and space steps are close to zero, the finite-difference solution converges to the exact solution. A grid with at least 30 points per shortest wavelength can deliver reasonably accurate simulation [46] . However, the cost of computation will increase dramatically as the number of grid points increases, as well as with the associated increase in the number of simulation time steps required. For instance, if the grid size is reduced by half, then the computational cost for 3D modeling increases by 16 times as a result.
Alternatively, numerical methods that can account for the irregular nature of interfaces can be used. For example, the finite-element method [8, 30, 35] can approximate complex geometries and topographies by discretizing the models using triangular or tetrahedral cells. Other similar methods, for example, the discontinuous Galerkin [6, 7, 11, 15, 21] , the finite-volume method [10, 57, 59] , and the boundaryelement method [31, 32] , can also provide a measure of flexibility towards rugged interfaces by employing irregular grids. However, compared with finite-difference methods, these alternatives are almost always more computationally expensive and generally more complicated to implement.
A compromise between complexity of implementation, computational load, and accuracy can be obtained via the combination of finite-difference methods and coordinate transformations. To achieve this, the continuous model is first sampled along any problematic interfaces to form a curved grid; the curved grid is then mapped to an orthogonal grid via coordinate transform. There are two widely used methods: the curvilinear coordinate method [16, 17] and the body-fitted grid method [22, 38, 55] . Both these methods are commonly used to model irregular topography of the free surface. However, both have the limitation that they skew the model grid, whereby spurious wavefield features will be generated at locations where the angle between grid vertices is small or the cell dimensions change rapidly [38] . The coordinate mapping can also lead to small cells in the original coordinates resulting in small time step to ensure stable modeling [39] . In addition, both methods also involve a significant computational overhead. For instance, in the case of the acoustic wave equation, the body-fitted grid method can be three times as computationally expensive as the standard finite-difference method [38] .
Since seismic wavefields and the product of the model parameters, e.g., velocity, and the spatial derivatives of wavefields are continuous around the interface, an alternative way to deal with the interface located between grid points is to impose the continuity conditions of wavefields around the interface into a finite-difference scheme with regular grids. This type of methods is called "immersed interface method" [26] . It was originally developed with second-order accuracy [26, 56] and then further extended to the fourth-order accuracy for both acoustic and elastic wave equations [54] . The immersed interface method requires knowledge about the jumps in the model parameters and their one-sided derivatives [42] . In addition, it is relatively difficult to derive and implement, especially for the accuracy of order higher than four. The similar methods called "immersed boundary method" are also used to deal with an irregular topography of the free surface [19, 29] .
Dealing with the discontinuous interfaces, in fact, can be classified as a homogenization problem, which produces an equivalent medium by averaging to replace the heterogeneous media under the assumption of the wavelength much larger than the scale of the heterogeneity [12] . Based on this theory, smoothing the grid points around the interface can give second-order accuracy to approximate the boundary conditions of the interface [5] . Muir et al. [34] applied the S-M calculus [40] , which is a general formulation of Backus averaging [2] , to compute the equivalent value of elastic parameters for the grid points near the discontinuous interfaces [34] . Their results demonstrated that the averaging method can effectively suppress the spurious diffractions [34] . The idea of averaging for dealing with discontinuous interfaces has also been applied with the finite-element methods with a lumped mass matrix, which leads to an effective interface-smoothing scheme by summing the rows of the mass matrix for constant-density acoustic media [41] .
In this paper, we propose a novel approach to accurately model undulated seabed bathymetry by positioning them on a fractional grid. Numerical examples demonstrate that this method generates reflection events with correct travel times and avoids artificial diffractions contaminating the wavefield.
Theory
To demonstrate the principles behind our method, we consider the constant-density acoustic wave equation, given by
where p is the pressure wavefield, s is the source term, and v is acoustic velocity. Although our derivation is for only acoustic velocity, other model properties (such as density) can be generated in the same manner. Wave equations assume that the wavefield is continuous and that interfaces of different materials are represented by the variation of velocity. As a result, scattered waves can be thought of as a response of wavefield "stretching" from the multiplication of the spatially varying v 2 and ∇ 2 p in Eq. 1. As such, the locations where scattered energy is generated correspond to positions where the velocity changes along the path of wave propagation. If Eq. 1 is solved analytically then scattered arrivals can be computed accurately. Analytical solutions are only achievable for very simple Earth models; however, when considering a heterogeneous subsurface, numerical methods are necessary for the solution of Eq. 1. The finite-difference method requires the model properties to be discretized along the dimensions of the model. Usually, the discretization along the vertical direction starts from the model surface over a fixed interval. This discrete model generated with this standard way is referred to as an integer grid model (IGM) in this paper. Often this results in interfaces between media being represented poorly by the discretized model when the interfaces are not aligned with the finite-difference grid. In most marine environments worldwide, at the seabed, there can be found a rapid transition in material properties between fluid seawater and solid rock. This manifests itself in most velocity models as a thin interface between strongly contrasting media. If the interface is much thinner than the grid size of the finite difference scheme, the modeling with IGM cannot capture the interface position accurately. As a result, the travel time of reflections is inaccurate. Symes and Vdovina [42] proved that misposition of a thin or discontinuous interface leads to a first-order time-shift error proportional to the distance between the interface and the computational grid. Rather than using a very fine grid to more accurately capture the interface, we can capture the interface accurately by placing a grid point on the center of the interface, where the model stretches the wavefields to originate scattered waves.
This analysis points to a simple approach for accommodating accurately any sharp interfaces within velocity models for wavefield simulation. Firstly, the model should be discretized in a way that places a grid point at the center of the target interface(s). Doing this will likely result in the model grids no longer overlapping the wavefield grid used for modeling. To avoid this, secondly, the discretized model can be interpolated back onto the modeling grid using the sinc function. This process can be expressed as
where z is the grid spacing, s is the shift between the model grid generated in the first step and the wavefield grid, v is the discretized velocity model in the first step, andṽ is the interpolated velocity model. As a result, the wave equation of Eq. (1) becomes
For the purposes of wavefield simulation, the interpolated model v (z) is equivalent to the model that positioned the target interface on a fractional grid. We therefore refer to the interpolated model as a fractional-grid model (FGM). As can be seen from Eq. 3, FGMs are compatible with existing finitedifference algorithms. This technique therefore does not require modifications to the existing finite-difference codes or have any salient computational overburden associated. Figure 1 shows an example of comparison between the IGM method and the FGM method for a sharp interface. As can be seen from Fig. 1a , both interpolated models from the IGM and the FGM contain oscillations around the seabed, and as such, neither is identical to the original model. Nonetheless, the FGM represented by the blue curve crosses precisely the central sample of the true seabed. As we know, the process that waves propagate through a heterogeneous region of velocity to generate scattered waves can be interpreted as a convolution process, in which the scattered waves are formulated as a convolution of source wavelet and the reflectivity of the velocity variation [4] . As a result, the missed wavenumber components, normally the high wavenumber, in the model or the wavelet do not appear in the scattered waves. We, therefore, should focus on the accuracy of the low-wavenumber components of the discrete models. If filtering the original model and the two resampled models with a band-limited Gaussian wavelet, we can see that the filtered FGM rather than the filtered IGM matches the filtered original model. This means the FGM is effectively equivalent to the original model when used for wavefield simulation.
Implementation

Sinc function truncation using Kaiser windows
Equation 2 defines a convolution between the resampled model v and the sinc function, summed over an infinite number of terms. Performing such an operation is not computationally feasible. However, the wavefield is band limited. In order to circumvent numerical dispersion in the modeling with the finite-difference method, the maximum wavenumber of the wavefield is much smaller than the Nyquist wavenumber for the chosen sample interval. As a result, the convolution will usually only need to be accurate for a small range of wavenumbers; this can be achieved using a truncated sinc function. One option is to shape the sinc function using Kaiser windows [20] , which are given by
where r is the window half-width and I 0 is the zeroth-order modified Bessel function of the first kind. The window's properties are dictated by the combination of r and the control parameter b, where Hicks [18] provides an analysis into selecting optimal values for these. Two common options are b = 6.31 for r = 4 and b = 12.53 for r = 8 (Fig. 2) . In this paper, we choose the second option of r = 8, which can be accurate till up to 60% of the Nyquist frequency (Fig. 2b) . Equation 2 now becomes 
Algorithm description
Based on the theory presented in the previous section, accurate modeling of the seabed can be achieved in two steps:
Discretise the model
The wavefield p is discretized in space using a uniform spacing. This is illustrated by the black squares in Fig. 3 . The seabed interface in this example is located at a fractional position between wavefield grid points and is represented by the red line in Fig. 3 . For the seabed to be modeled accurately, the model needs to be rediscretized such that The velocity model has been discretized using the same spatial sampling rate as the wavefield grid and is colocated horizontally with the modeling grid but with each grid point shifted vertically relative to the corresponding wavefield grid point. This shift to the model grid ensures that there exist grid points positioned exactly along the interface at each horizontal interval there is a grid point positioned exactly at the interface. In Fig. 3 , these grid points are represented by green dots. Since the sharp transition zone of the seabed may be even thinner than one cell, which is a discontinuous interface effectively, the property values at the interface (green dots) can be replaced with the average value of seawater and the underlying material. According to the homogenization theory, the arithmetic average should be used for density while the harmonic average should be used for the bulk modulus [12] . This procedure can be expressed as
where ρ (z) and k (z) are the density and the bulk modulus around the interface (the center of the transition zone), respectively,ρ (z i ) andk (z i ) are the arithmetic average density and the harmonic average bulk modulus, respectively, z i is the depth of the interface and z is the vertical grid size. After the average density and bulk modulus are computed, the average velocity can be calculated accordingly. The advantage of computing the average velocity at a discontinuous interface with the homogenization theory is that it can produce an accurate travel time for the reflections generated at the interface; however, a minor drawback is the reflectivity of the interface becomes slightly weaker than its original one since the sharpness is degraded by adding a transition point. The other grid points of this new discretization are distributed evenly across the remaining model. It can be seen in Fig. 3 that each column of the original model grid has undergone a vertical shift with respect to the wavefield grid.
2. Interpolate the resampled velocity model onto the wavefield grid using a windowed sinc function Following step 1, the model grid-represented by the blue crosses and green dots in Fig. 3 -is no longer aligned with the wavefield grid, represented by the black squares. This can be rectified by interpolation of the velocity model onto the wavefield grid using Eq. 4. By doing this, Eq. 1 can be time stepped numerically following
where t is the time-stepping interval.
Examples
Accurate travel times
The first example uses a simple two-layer model ( If the model is sampled vertically from the top surface in the standard manner, then the seabed is exactly coincident with a row of grid points. This is an IGM. For comparison, we also generate FGMs with vertical shifts of 0, -0.3, -0.5, and -0.7 grid points, such that the interface is moved incrementally towards the top surface. However, the IGM does not change when moving the interface. Velocity and density profiles through the seabed interface from each model are shown in Fig. 5 . Finite-difference modeling using the IGM produces the shot gather displayed in Fig. 6a , while Fig. 6b displays an equivalent gather produced using the FGM where the interface has been shifted up by half a cell. These two records appear very similar, and require closer inspection to expose their differences. The central trace of each gather, along with traces modeled using the other three FGMs of Fig. 5 , is shown in Fig. 7 . Compared with the IGM trace, the FGM traces can be seen to contain time shifts, which are caused by the repositioned seabed interface in the FGMs. The time shifts for the -0.3, -0.5, and -0.7 grid point FGMs are -3, -5, and -7 ms, respectively. These time shifts therefore match exactly the expected values. In the case where the FGM shift is 0 m, the modeled trace (blue) matches exactly the IGM trace (red) in Fig. 7b . These results demonstrate empirically that FGMs can accurately capture the seabed's kinematic properties regardless of whether the interface is coincident with the modeling grid.
This example exposes a minor drawback to the FGM method: it can produce small errors in amplitude. These errors are best observed in Fig. 7b , which demonstrates that the reflections produced using the depth-shifted FGMs contain different amplitudes relative to the non-shifted FGM, up to a maximum difference of 0.35%. In real-world applications such as full-waveform inversion, these minimal errors will not result in any adverse effects to the inversion result.
Suppressed artificial diffractions
If the interface of a dipping seabed does not align with the modeling grid, then it will require being represented by a series of staircase structures when discretized using the IGM method. To demonstrate this, we use the same model as the previous example, but the centermost section of the seabed is now dipping gently at 5.71 • to the left (Fig. 8 ). After discretization with the IGM method, the dipping seabed is characterized by a strong staircase signature, as highlighted in Fig. 8a , c. Using the same acquisition geometry as in the first example, finite-difference modeling using this IGM produces the synthetic record shown in Fig. 9a . This gather a b (Fig. 4) . The dashed blue, magenta, green, and black curves represent the various FGMs, within which the interface has been shifted upwards by 0, -0.3, -0.5, and -0.7 grid points, respectively. The IGM discretization of the original model is represented by the dashed red curve, which in this example is overlapped exactly by the blue curve. The circles represent the discretized samples contains a noticeable sequence of hyperbolic diffractions that follow the primary seabed reflection, which are a result of the staircase corners' scattering nature. The true model, however, is known to contain a smooth seabed interface throughout, so these diffraction events are noise.
By systematically shifting the model grid vertically by a small distance, the seabed interface can be aligned with the grid. Consequently, an FGM can be generated using these shifts (Fig. 8, d ). Finite-difference modeling using this FGM produces the record shown in Fig. 9b. Comparing Fig. 9a , b, it can be seen that using the FGM avoids completely the spurious diffractions produced when using the IGM. Figure 10 compares the central trace of the shot gathers in Fig. 9 , as indicated by the red dotted line through each gather. The trace produced using the IGM (red line) contains strong oscillations after the main reflection event; however, the trace obtained using the FGM (blue line) is free of such oscillations. Figure 11 displays a snapshot of the wavefield at 1.5 s when using each of the models in Fig. 8 for finitedifference modeling. It is clear from these snapshots that the spurious diffractions are not present when using the FGM.
Suppressed artificial diffractions-efficacy with dip angle
The previous example demonstrated that the use of FGMs during finite-difference modeling can avoid the spurious diffractions that occur as a result of dipping interfaces being represented in a staircase fashion. In this example, we examine the limit of interface dip angle for which FGMs can maintain successful suppression of diffractions. To go about this, we generate a suite of 91 two-layer acoustic velocity and density models, each of which contains a different angle of interface dip between the two layers. These angles range monotonically between 0 • and 90 • over an increment of 1 • (Fig. 12a) . The upper layer contains seawater with a constant velocity of 1500 m/s and a constant density of 1000 kg/m 3 , while the lower layer represents soft sedimentary rock with a velocity of 1800 m/s and a constant density of 1200 kg/m 3 . Each model is discretized using the FGM method over a 7.5 ×7.5 m grid size, and a single source and receiver are located at the center of the model. In every model, the minimum source-interface distance is Traces taken at a horizontal distance of 2625 m from several synthetic shot gathers generated using different velocity models: a the complete record length and b an enlarged view of the reflection events generated by the seabed interface in (a). Note that the horizontal position is coincident with the shot location. The red trace was generated using the IGM, within which the interface is located exactly at an integer grid position (at a depth of 1500 m); this trace is in both panels overlapped exactly by the blue trace. The blue, magenta, green, and black traces were generated using the FGMs, within which the interface has been shifted upwards by 0, -0.3, -0.5, and -0.7 grid points, respectively, relative to the IGM. The magenta, green, and black traces contain -3, -5, and -7 ms shifts, respectively, relative to the blue and red traces. The time shifts observed match the theoretically expected ones 1.5 km; as a result, the first back-scattered arrival occurs simultaneously for all models. The source signature is a Ricker wavelet with a dominant frequency of 10 Hz and a maximum spectral content of 25 Hz, corresponding to eight samples per wavelength in the water layer. Figure 12b shows the trace recorded from each model collected into a single gather, from which the direct arrival has been subtracted. Figure 12c shows the same gather as Fig. 12b but recorded using a Ricker source wavelet with a dominant frequency of 20 Hz. In this case, the highest frequency propagated is around 50 Hz, which corresponds to four samples per wavelength in the water layer. By inspecting Fig. 12b , c, it is apparent that there is significant noise following the primary reflection event when the interface is dipping steeply, suggesting that the FGM method is no longer accurately representing the true interface. Fig. 10 The reason for the FGM method breaking down when interfaces are dipping steeply is because we only interpolate between grid points in the vertical direction. This means that when the dip angle is greater than 45 • then the local interface will lie across more than one cell in depth for each horizontal grid interval, such that steps along the interface are necessary to account for this mismatch when discretizing the model. Fortunately, to minimize numerical dispersion during finite difference, the grid interval is always much smaller than the shortest wavelength-this helps to relax the threshold on interface dip angle. For   Fig. 10 Comparison between the central trace of each shot record in Fig. 9 , where the red trace corresponds to the IGM and the blue to FGM. The red trace can be seen to contain strong oscillations following the main reflection event, which are produced by the inaccurate staircase seabed in the IGM scattering the wavefield instance, the shortest wavelengths in this example are sampled eight and four times when using the 10-and 20-Hz Ricker wavelets, respectively. The limit of interface dip angle for diffraction generation for these two cases can be seen in Fig. 12d , which plots the recorded diffraction energy normalized by the recorded wavefield energy of the trace from the zero-dip model. This measurement demonstrates that the spurious diffractions are insignificant up until the interface dips at 76 • or 63 • (for the 10-and 20-Hz wavelet cases, respectively). It is important to note, on the other hand, that when using the IGM method, conspicuous diffractions are observed in any instance where the interface is not horizontal. With this in mind, the FGM method using interpolation solely in the vertical direction will account for the vast majority of seabed configurations. In the occasion of seabed sections containing extreme dips, the FGM method can instead be applied using interpolation in the horizontal direction.
A synthetic seabed model
The fourth example applies the FGM method to the synthetic seabed model in Fig. 13 . The seabed in this model, the location of which is indicated by the red line in Fig. 13 , is designed to be somewhat realistic by undulating with lateral position. The velocities v(x, z) of the model's seawater and sedimentary rock are determined using
where z is depth, x is horizontal distance, and f (x) is the position function of the seabed interface. We here take into consideration the variation in density between water and rock. Fig. 15 Shot records generated using a the IGM (Fig. 13a) and b the FGM (Fig. 13b) . The red dashed lines in (a) indicate 1.95 km; traces from these positions are compared in Fig. 16 . The display is clipped to 5% of the maximum amplitude of the reflection a b
The seawater density is taken to be 1000 kg/m 3 , while the rock density is defined using Gardener's relation [14] :
where v is the rock velocity.
To obtain the IGM model, we sample the model from the top surface (i.e., z = 0 m) every 15 m both vertically and horizontally. To generate the FGM model, the seabed transition point is aligned on the interface defined by f (x) with the average velocity and density of the overlying water and sub-seabed medium computed by using Eqs. 6 and 7. The enlarged view of the seabed of the discrete velocity models with the IGM and FGM methods are shown in Fig. 13c , e, respectively. Figure 13d , f show the density counterparts. The IGM model can be seen to contain a staircased interface at the seabed, where it is apparent that this interface deviates in places from the true seabed position as indicated by the red curve in Fig. 13 . By comparison, the model obtained using the FGM method contains a smoother change in both velocity and density at the seabed; this appearance is a result of the vertical interpolation from the fractional grid adopted. Figure 14 compares vertical velocity and density profiles at two locations from each of the FGM (blue) and IGM (red) models, as well as the unsampled model (black). Of note in this figure is that, in both instances, the FGM profiles intersect the homogenized velocity and density transition of the true seabed. This is equivalent to having a grid point in each column of the model positioned at the center of the seabed interface, and thus the FGM will result in an accurate representation of the seabed. The IGM profiles, on the other hand, can be seen to intersect the seabed velocity and density transition at incorrect positions. Figure 15a , b show two synthetic shot gathers generated from the IGM and FGM, respectively. The source is located 15 m below the sea surface and at the center of the model horizontally, while the receivers are fixed at the same depth as the source and spread 15 km apart across the whole model. The source signal is a Ricker wavelet with a central frequency of 5 Hz. The record generated with the IGM can be seen to contain a series of diffractions (Fig. 15a) ; these are of a spurious nature, as they are a product of the staircase approximation to the seabed interface in the IGM. On the other hand, the record generated with the FGM is free of any undesired diffraction events, containing only true physical events (direct arrival, primary reflections, multiple reflections, etc.). The high quality of the record from the FGM can be verified by comparing with the records (Fig. 16 ) from the IGMs with a series of finer grid size, i.e., 7.5, 3.75, 1.875, and 0.9375 m, in both horizontal and vertical directions. As can be seen from Fig. 16 , with the decrease of the grid size, the spurious diffractions become gradually weaker. These spurious diffrations are almost inexistent in the example with the grid spacing of 0.9375 m (Fig. 16d) . This demonstrates that using IGM increases the computational cost by a factor of (16 3 =) 4096 times and the memory cost of (16 2 =) 256 times that of the FGM in order to suppress the spurious diffractions and obtain a similar quality in the generated record (Fig. 15b) .
The higher quality of the records generated by the FGM also can be observed by comparing the traces in Fig. 17 . The data from the IGM (red curves) contains strong spurious diffractions after the primary reflections. The spurious diffractions are even faintly noticeable around 3.5 s in the data from the IGM with a grid size of 0.9375 m (green curves). On the contrary, the data from the FGM (blue curves) is free of them. However, it can be observed that the FGM with a grid size of 15 m gives a slightly smaller reflection amplitude (around 3% in this case) than that of the IGM with a grid size of 0.9375 m. This is caused by setting an average value to the grid points at the interface with the homogenization theory, which reduces the sharpness of the discontinuous interface and results in a slightly weaker reflectivity; however, this level of error in the amplitude is very small and more importantly the computed travel time is not affected. This is an especially important aspect as the travel time has the key role in seismic imaging and velocity model building, and for this reason its accuracy is paramount.
To measure the energy of spurious diffractions in the shot gather quantitatively, we masked out the reflections and the direct arrivals. Figure 18 shows the results of this comparison on the energy of spurious diffractions. As expected, the spurious diffraction energy decays exponentially, with decreasing grid spacing. In fact, the FGM gives even slightly smaller diffraction energy than the IGM with a grid size of 0.9375 m.
Discussion
This work demonstrates the effectiveness of the FGM method when the objective is accurate modeling of seabed bathymetry. This method is not limited to this purpose, however, and can be applied to other scenarios where sharp model interfaces exist, for instance, the transitions from sediments to salt, chalk, and basalt.
Currently, the FGM method works well for the interfaces gradually varying in one direction, which can be the horizontal or vertical direction. However, if the interfaces have drastic changes along all directions, the FGM method may be unable to improve the quality of modeling compared with the IGM method.
For the scenario of multi-interfaces, we can apply the FGM method to interfaces one by one and then combine them together to form the final FGM. However, if any two interfaces have a distance less than the half window of the Kaiser function, e.g., eight grid points in this paper, the combination of models for each individual interfaces may cancel out the useful oscillation near the interfaces and results in compromised modeling.
In the case of a model that has already been discretized with the IGM method, we still could convert it into an FGM, if the precise position of the interfaces is known. However, if the position of the interfaces is unknown, the position has to be inferred before the conversion.
Conclusions
The accurate representation of the seabed in models used for finite difference modeling is often challenging, as its bathymetry in cases can be highly variable and more often than not it results in a strong contrast in physical properties.
The traditional method for model discretizationreferred to as the integer grid model (IGM) methodinvolves sampling from the top surface over a fixed grid interval. The IGM technique, due to its simple nature, can result in the misrepresentation of interfaces in the original model, particularly if their shape is irregular. This will cause finite difference schemes to produce inaccurate travel times for seabed reflection events, as well as, artificial diffractions that can contaminate other physical events. To circumvent these problems, we have introduced a novel method, based on the concept of fractional grid models (FGMs), which generates models for finite difference schemes that are discretized accurately. This is achieved by ensuring that the discretized seabed interface intersects the average velocity and density of the known seabed, such that it is therefore aligned with the seabed's actual position. Models generated using the FGM method are compatible with existing finite-difference algorithms and do not entail a significant computational cost, as they do not require any compromise in terms of grid spacing nor time-stepping interval. We have presented four numerical examples that demonstrate how the FGM method produces correct travel times and avoids the artificial diffractions associated with the IGM method.
