We consider the Neumann initial-boundary value problem for Benjamin-Ono equation on a half-line. We study traditionally important problems of the theory of nonlinear partial differential equations, such as global in time existence of solutions to the initial-boundary value problem and the asymptotic behavior of solutions for large time.
Introduction
This paper concerns with a study of the Neumann initial-boundary value problem for the Benjamin The Benjamin-Ono (BO) equation is a famous dispersive one, which describes long internal gravity waves in a stratified fluid with infinite depth (see [3, 16] ). The Cauchy problem for the BO equation was studied by many authors. The existence of solutions in the usual Sobolev spaces was proved in [2, 5, [12] [13] [14] 17] . The smoothing properties of solutions were studied in [6, 8] . The remarkable fact is that the BO equation is integrable in the sense that it admits multi-soliton solution, satisfies the infinite number of conservation laws and is solvable by the inverse scattering transform (see, for example, [1] ). In spite of its integrability the large time asymptotics of solutions to the Cauchy problem for the BO equation is not known.
Problems from applications naturally lead to the necessity of the formulation of the initialboundary value problem (IBV problem) to the BO equation. The mathematical investigation of the IBV problem is more complicated comparing with the Cauchy problem. To prove the well-posedness of the IBV problem we need to solve a question of how many boundary values should be given in the IBV problem for its solvability and the uniqueness (see [7, 10, 18] and references therein). Also it is important to study the influence of the boundary data on the qualitative properties of the solution. Every type of boundary data should be studied individually.
In the present paper we consider the Neumann IBV problem (1.1) for the BO equation on a halfline. Our main goal is to obtain the large time asymptotics of solutions. A description of the large time asymptotic behavior of solutions of nonlinear evolution equations requires principally new approaches and the reorientation of points of view in the asymptotic methods. The difficulty is explained by the fact that they need not only a global existence of solutions, but also a number of additional a priori estimates of the difference between the solution and the approximate solution (usually in the weighted norms). Also the generalized solutions could not be acceptable. It is necessary to prove global existence of classical solutions. It is interesting to study the influence of the boundary data on the asymptotic behavior of solutions. For example, comparing with the corresponding Cauchy problem, the solutions of the IBV problem can obtain rapid oscillations, can converge to a self-similar profile, can grow or decay faster, and so on. The Dirichlet IBV problem for the Benjamin-Ono equation on a half-line was considered in paper [11] . It was proved that for small initial data in H 1,1 the solutions decay as t → ∞ in L ∞ norm at the same rate 1/t as for the case of the linear BenjaminOno equation. By another words the nonlinearity of BO equation is asymptotically weak, that is the nonlinear term decays for large time more rapidly than the linear part of the equation. The main difficulty of the Neumann IBV problem (1.1) on a half-line is that it becomes critical, i.e. due to the influence of the boundary data the nonlinear term of the BO equation decays at the same rate as the linear part in the contrary to the corresponding Dirichlet IBV problem. We will prove that solutions of the Neumann IBV problem (1.1) have some additional logarithmic decay rate comparing with the corresponding linear BO equation. Our method of the proof is based on a change of the dependent variable such that the nonlinear term of a modified equation has the property of zero total mass. Then the solution of this new nonlinear equation obtains some more rapid time decay and the critical value of the order of the nonlinearity is changed (see [9] ). Due to this fact we can get the estimates of the integral equation in the weighted Sobolev spaces. An another complication of the Neumann IBV problem (1.1) is that its symbol K (p) = −p|p| is nonanalytic, therefore we cannot apply the Laplace theory directly. To construct Green operator we adopt a method of papers [15, 11] , based on the integral representation for sectionally analytic function and theory of singular integro-differential equations with the Hilbert kernel and discontinuous coefficients.
To state precisely the results of the present paper we give some notations.
The Sobolev space
We define a linear functional f :
Now we state the main results. 
Theorem 1. Suppose that the initial data u
2 ) ∈ L ∞ is defined below by the formula (2.51), and the function
Preliminaries
In subsequent consideration we shall have frequently to use the following theorem of the theory of functions of complex variable (the proofs may be found, for example, in [4] 
i arg ξ ,
we define the following sectionally analytic functions
2)
Here and below 
where
Here and below we make a cut in the plane z from point k(ξ ) to point −∞ through 0. Owing to the manner of performing the cut the functions w − (z), K 1 (z) are analytic for Re z > 0 and the function
where the function G(x, y, t) is given by formula
Now we consider the following linear initial-boundary value problem on a half-line 
Applying the Laplace transform with respect to x to problem (2.8) we obtain for t > 0
We rewrite Eq. (2.10) in the form 
(2.14)
Taking into account the assumed condition (2.12) and making use of the Sokhotzki-Plemelj formula we perform the condition (2.14) in the form of the nonhomogeneous Riemann problem (2.15) where the sectionally analytic functions Ω(z, ξ) and Λ(z, ξ) are given by formulas
Note that via (2.16) we can find unknown function Φ(p, ξ) which involved in the formula (2.13) by the relation
we introduce the function
where w ± were defined by (2.5 
Now we return to the nonhomogeneous Riemann problem (2.15). Making use of the formula (2.19) we get 1 
(2.30)
Thus we need to put in the problem (2.8) only one boundary data. The rest boundary data can be find from condition (2.30). In the case of Neumann problem we put u x (0, t) = 0. Then solving the last equation, after some calculation we obtain for the Laplace transform of u(0, t) 
(2.32)
Replacing this difference in the relation (2.18) by the formula (2.32) we get
It is easily to observe that Φ(p, ξ) is boundary value of the function analytic in the left complex semiplane and therefore satisfies our basic assumption (2.12). Having determined the function Φ(p, ξ) from (2.13) we find required function u, Taking inverse Laplace transform of (2.33) with respect to time and inverse Fourier transform with respect to space variables we obtain (2.9). Proposition 1 is proved. 2
Now we collect some preliminary estimates of the Green operator G(t) given by (2.6). Let the contours C i are defined as
34)
35)
, (2.36) where ε > 0 can be chosen such that all functions under integration are analytic and Re k(ξ ) > 0 for ξ ∈ C 1 .
Lemma 1. The Green function G(x, y, t) has the following representation G(x, y, t) = J 1 (x, y, t) + J 2 (x, y, t),
e px−K (p)t e −py dp, (2.37)
Proof. We rewrite K (p) = −p|p| in the form
(2.39)
Now we consider the function I 2 (z, ξ) given by (2.3). Using the Cauchy Theorem by a direct calculation we get
Since by construction K (k(ξ )) = −ξ using the last relation we obtain
Therefore via (2.20) we arrive
Substituting this formula into (2.7) and using the Sokhotzki-Plemelj formula for function I
−py dp + J (x, y, t),
, ξ, y dp, (2.40) the function I 1 (z, ξ, y) is given by (2.2). Note for all ξ ∈ C 1 and Re p < 0, K (p) + ξ = 0. Let φ(p) be analytic in Re p < 0 and φ(∞) = 0 then by the Cauchy Theorem we get for all ξ ∈ C 1
p dp.
Therefore taking
, ξ, y dp. (2.41)
and relation (2.20) we obtain
Substituting the last relation into (2.41) we obtain (2.38). The lemma is proved. 2 Proof. From Lemma 1 we have
Lemma 2. The estimates are true, provided that the right-hand sides are finite
where J 1 (x, y, t) and J 2 (x, y, t) are given by (2.37) and (2.38). Denote
In paper [11] it was proved the estimate (2.42) for J 1 (t). Now we estimate J 2 (t)φ.
We have for n = 0, 1
Therefore making the change of variables ξt → ξ 1 , pt
Thus we obtain the estimate (2.42) of the lemma. Now we prove the second estimate of the lemma.
Firstly we estimate J 1 (t)φ. Let x − y < 0. We introduce the analytic function in right-half complex
We make a cut in the plane z from point 0 to point −∞ through −t Then we can represent the function (2.37) in the form
By a direct calculation we have
Since due to the formula (2.46) the function Z + (p, ξ, x) is analytic in Re p > 0 we can change the contour of integration in (2.45): Re p = 0 → C 2 to obtain
By the choice of contour C 2 we have |e −p(y−x) | Ce −C|p||x−y| . Therefore using obvious estimates:
for all s, p 1, and
. By the same way we can consider the case of x − y > 0 using the following representation
Here we make a cut in the plane z from point t 
Via estimates (2.48) and 
(2.51)
Now we prove that
(2.52)
In view of the Mean Value Theorem and the estimate (2.49) we get
In the same way we obtain
2 y μ and therefore it follows the estimate (2.43) in the case j = 2 and consequently the estimate (2.43). The lemma is proved. 2
By the contraction mapping principle we can prove the following theorem. 
Proof of Theorem 1
We choose the space
with a ∈ (0, 1] and the space
with the norm
where a ∈ (0, 1).
By a direct computation we have 
We now choose the auxiliary functions ϕ(t) by the following condition f e
We also choose ϕ(0) = 0 so that
Thus we obtain the problem for the new dependent variable v(x, t)
We denote h v (t) = e ϕ(t) , then we get
Integration with respect to time therefore yields
Now the integral equation associated with (3.1) can be written as (3.2) where the nonlinearity
and the functional
We now prove the existence of the solution v(x, t) for integral equation (3.2) by the contraction mapping principle. We define the transformation M(w) by the formulas
for any w ∈ B, where
First we check that the mapping M transforms the set B into itself. Via Lemma 2 we have
and since
In particular, we see that
Also via Lemma 2 and f (G 0 (τ )) = 1 we have 
where we used the estimate
Therefore M is a contraction mapping in the closed set B of a complete metric space X. Hence there exists a unique global solution v ∈ B to the initial-boundary value problem (1.1) such that
g(t).
Using the relation u(x, t) = v(x, t)h −1 v (t) we obtain the existence of the solution to the initialboundary value problem (1.1), satisfying the following time decay estimates gu X C ε. 
This completes the proof of Theorem 1.
