Abstract. In this paper we present further expansion of our matching pursuit methodology for anomaly detection in computer networks.
Introduction
Anomaly detection approach is a new, emerging trend for network security especially for high-security networks 
Sparse representation of signal for anomaly detection in network traffic
Sparse representation is looking for the sparse solution of decomposition coefficients C representing the signal S over the redundant dictionary when the remainder is smaller than a given constant δ (Eguation1):
where · 0 is the l 0 norm counting the nonzero entries of a vector, c k ∈ C representing a set of projection coefficients and d k are the elements of redundant dictionary D.
Finding such an optimal solution is an NP-hard problem [3] . A suboptimal expansion can be found by means of an iterative procedure, such as the matching pursuit algorithm.
Matching Pursuit Overview
The Matching Pursuit (MP) algorithm was proposed in [4] . The aim of the algorithm is to obtain an approx- 
where r n s is residual in a n−term sum. In the first step 
where
The indices of the p vectors selected are stored in the 
When r n s is minimized for a given d n−1 , the projection between the previous residue and the actual atom 
where r n s → 0 when N → ∞. This describes the decomposition process. In practice, the algorithm terminates when residual of signal is lower than acceptable limit:
where β is the approximation error.
Orthogonal Matching Pursuit algorithm
The Orthogonal Matching Pursuit (OMP) algorithm is an improvement of MP algorithm and is proposed in [5] .
Common part of two algorithms is a greedy structure but the difference comes from the fact that OMP algorithm needs all selected atoms to be orthogonal in every decomposition step. The algorithm selects ϕ p in the p th iteration by finding the vector best aligned with the residual obtained by projecting r p s into the dictionary components, according to Equation 8:
The re-selection problem is avoided with the stored dictionary. If ϕ p / ∈ Φ p−1 then the index set is updated as 
The residual r p s is calculated by Equation 10
The algorithm terminates when dependency is satisfied (Equation 7) .
3 The 1D K-SVD algorithm K-SVD is an effective algorithm for adapting dictionaries in order to achieve sparse signal representations [1] .
Through a set of given training signal, the algorithm can get a dictionary that leads to the best sparse representation for each member in this set.
The main task of 1D K-SVD algorithm is to find the best dictionary to represent the signal S as sparse composition, by solving Equation 11
The algorithm is divided into two stages:
• Sparse Coding Stage: Provided D is fixed. We use the orthogonal matching pursuit algorithm (mentioned in section 2.2) to compute M sparse coefficients c i for each sample of signal s i , by approximation the solution given in Equation 12
• Dictionary Update Stages: Provided both C and 
where E k indicates the representation error of the sample of signal after removing the k th atom and its fixed.
The next steps of the dictionary update stages are:
-We define the set of index that uses the atom d k , which means the case c k T (i) is non-zero as:
-Define a matrix Ω k as a matrix with ones on the (ω k (i), i)-th entries and zeros elsewhere.
-Then compute
and restrict E k by choosing the columns corresponding to ω k so that we obtain E R k .
-Finally, apply SVD to decompose E All dictionary atoms are updated is this way. Iterating through the two steps will produce dictionary that approximates given signal S sparsely and accurately.
Experimental results
Performance of our approach was evaluated with the use of four trace bases [6] [7] [8] . The test data contains attacks that fall into every layer of the T CP/IP protocol stack [9] .
For experiments we chose 10 and 20 minutes analysis windows because most of attacks (about 85%) ends within this time periods [10] . We extracted 15 traffic features (see Table 6 ) in order to create 1D signals for 1D K-SVD and Matching Pursuit analysis. For anomaly detection classification we used two parameters:
• Matching Pursuit Mean Projection (MP-MP)
• Energies of coefficients c (k) 2 , residues rs
and energy of dictionary elements d (k) 2 .
Experimental results are presented in Tables 1 -6 . We compared two realizations of ADS based on analytical dictionary (with 1D Gabor atoms) and dictionary D obtained from a real traffic signal where every atom is selected with the use of modificated 1D K-SVD algorithm.
In every table, coefficients obtained by means of 1D K-SVD are signed as: MPMP (KSVD) and Ψ (k) (KSVD).
We calculate the difference energy Dif f E between attacked and corresponding normal traces stored in a references database. If the value Dif f E is larger than a certain threshold t our application signalizes the attack/anomaly.
where E N RM is energy factor of the normal trace and ing from a specific source to a specific destination over a time period [11] . Flows are always considered as sessions between users and services. For every network traffic feature we created "normal profile" based on DARPA training base without attacks. Results achieved for testing base were compared to normal profiles in order to detect anomalies. We compared our system to other signal processing ADS system based on Wavelet transform [11] .
For the same DARPA test base we achieved a better anomaly detection rate. Our system is more computationally complex than system based on wavelets transform but it is possible to realize it in real time.
In Table 1 and Table 6 Taking into consideration all experiments the best results were achieved for dictionary D obtained from real signal with using 1D K-SVD algorithm. Additionally, in case of 1D K-SVD generated dictionary ADS algorithm is much more simple than in comparison to analytical Gabor dictionary. Also calculation time for one analysis window is approximately twice shorter even in case of dictionary without internal structure where every atom is selected form entire dictionary in every step of algorithm (tree structure dictionary was used for 1D Gabor Dictionary).
Conclusions
In this paper we presented further expansion of our previously proposed matching pursuit methodology for anomaly detection in computer networks [12][13] . We propose the usage of modificated K-SVD algorithm (1D K-SVD) in the context of recognizing network traffic anomalies. We proved that DR and F P (for detecting network traffic anomalies) with the use of dictionary D selected from real 1D network traffic signal is better than for analytical dictionary based on 1D Gabor atoms. Algorithm is much more simple in comparing to ADS system using 1D Gabor atoms dictionary [12] [13] and the calculation time for one analysis window is approximately twice shorter. Efficiencies of both algorithms were compared using real traffic benchmark test bases.
