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For a wide class of second order nonlinear non-autonomous models, we illustrate that combining propor-
tional state control with the feedback that is proportional to the derivative of the chaotic signal, allows
to stabilize unstable motions of the system. The delays are variable, which leads to more flexible controls
permitting delay perturbations; only delay bounds are significant for stabilization by a delayed control.
The results are applied to the sunflower equation which has an infinite number of equilibrium points.
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1. Introduction
It is well known that control of dynamical systems is a classical subject in engineering sciences. Time
delayed feedback control is an efficient method for stabilizing unstable periodic orbits of chaotic
systems which are described by second order delay differential equations, see Botmart (2012); Dom-
bovari (2011); French (2009); Freitas (2000); Kim (2013); Liu (2010); Reithmeier (2003); Stepan
(2009); Szalai (2010); Wan (2010). When introducing a control, we assume that the chosen equi-
librium of an equation is unstable, and the controller will transform the unstable equation into
an asymptotically or exponentially stable equation. Instability tests for some autonomous delay
models of the second order could be found, for example, in Cahlon (2004). Two basic proportional
(adaptive) control models are widely used: standard feedback controllers u(t) = K[x(t)− x∗] with
the controlling force proportional to the deviation of the system from the attractor, where x∗ is
an equilibrium of the equation, and the delayed feedback control u(t) = K[x(t− τ(t))− x(t)], see
Boccaletti (2000); Johnston (1993); Konishi (2011).
Proportional control fails if there exist rapid changes to the system that come from an external
source, and to keep the system steady under an abrupt change, a derivative control was used
in Bielawski (1994); Reithmeier (2003); Vyhlial (2009), i.e. u(t) = β ddte(t), where, for example,
e(t) = x(t−τ)−x(t) or e(t) = x(t)−x∗. In electronics, a simple operational amplifier differentiator
circuit will generate the continuous feedback signal which is proportional to the time derivative of
the voltage across the negative resistance, see Johnston (1993). A classical proportional control does
not stabilize even linear ordinary differential equations; e.g. the equation x¨ = u(t) with the control
u(t) = K[x(t− τ(t))−x(t)] is not asymptotically stable for any K, since any constant is a solution
of this equation. The pure derivative control u(t) = −λx˙(t) also does not stabilize all second order
differential equations. For example, the equation x¨ + ax(t) − ax(t − τ) = u(t) with the control
u(t) = −λx˙(t) is not asymptotically stable for any control since any constant is a solution of this
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equation. Some interesting and novel results could be found in Ren (2009); Sipahi (2011); Rusinek
(2014); Wang (2013); Yan (2011). For a linear non-autonomous model x˙ = A(t)x(t) + B(t)u(t)
the effective multiple-derivative feedback controller u(t) =
M−1∑
i=0
Kix
(i)(t − h) was introduced in
Stoorvogel (2010), and a special transformation was used to transform neutral-type DDE into a
retarded DDE. However, most of second order applied models are nonlinear, even the original
pendulum equation. The main focus of the paper is the control of nonlinear delay equations, some
real world models are considered in Examples 2.9,3.2,3.3.
In the present paper we study a nonlinear second order delay differential equation
x¨(t) +
l∑
k=1
fk(t, x˙(gk(t))) +
m∑
k=1
sk(t, x(hk(t))) = u(t), t ≥ t0, (1.1)
with the input or the controller u(t), along with its linear version
x¨(t) +
l∑
k=1
ak(t)x˙(gk(t)) +
m∑
k=1
bk(t)x(hk(t)) = u(t), t ≥ t0. (1.2)
Both equations (1.2) and (1.1) satisfy for any t0 ≥ 0 the initial condition
x(t) = ϕ(t), x˙(t) = ψ(t), t ≤ t0. (1.3)
We will assume that the initial value problem has a unique global solution on [t0,∞) for all nonlinear
equations considered in this paper, and the following conditions are satisfied:
(a1) ai, bj are Lebesgue measurable and essentially bounded on [0,∞) functions, i = 1, . . . , l,
j = 1, . . . ,m, which allows to define essential eventual limits
α = lim sup
t→∞
l∑
k=1
|ak(t)|, β = lim sup
t→∞
m∑
k=1
|bk(t)|; (1.4)
(a2) hj , gi are Lebesgue measurable functions, hi(t) ≤ t, gi(t) ≤ t, lim
t→∞hi(t) = ∞, limt→∞ gi(t) = ∞,
i = 1, . . . , l, j = 1, . . . ,m.
The paper is organized as follows. In Section 2 we design a stabilizing damping control
u(t) = λ1x˙(t) + λ2(x(t) − x∗) for any linear non-autonomous equation (1.2). Under some addi-
tional condition on the functions fk and sk, such control also stabilizes equations of type (1.1).
The results are based on stability tests recently obtained in Berezansky (2008, arXiv,2014) for sec-
ond order non-autonomous differential equations. We also prove in Section 2 that a strong enough
controlling force, depending on the derivative and the present (and past) positions, can globally
stabilize an equilibrium of the controlled equation. In Section 3 classical proportional delayed feed-
back controller u(t) = K[x(t − τ(t)) − x(t)] is applied to stabilize a certain class of second order
delay equations with a single delay involved in the state term only. We develop tailored feedback
controllers and justify their application both analytically and numerically.
2. Damping Control
We will use auxiliary results recently obtained in Berezansky (2008, arXiv,2014).
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Lemma 2.1: (Berezansky, 2008, Corollary 3.2) If a > 0, b > 0,
4b > a2,
2(a+
√
4b− a2)
a
√
4b− a2 α+
4
a
√
4b− a2β < 1, (2.1)
where α and β are defined in (a1) by (1.4), then the zero solution of the equation
x¨(t) + ax˙(t) + bx(t) +
l∑
k=1
ak(t)x˙(gk(t)) +
m∑
k=1
bk(t)x(hk(t)) = 0 (2.2)
is globally exponentially stable.
Lemma 2.2: Berezansky (arXiv,2014) Assume that the equation
x¨(t) + f(t, x(t), x˙(t)) + s(t, x(t)) +
m∑
k=1
sk(t, x(t), x(hk(t))) = 0 (2.3)
possesses a unique trivial equilibrium, where f(t, v, 0) = 0, s(t, 0) = 0, sk(t, v, 0) = 0,
0 < a0 ≤ f(t,v,u)u ≤ A, 0 < b0 ≤
s(t, u)
u
≤ B,
∣∣∣∣sk(t, v, u)u
∣∣∣∣ ≤ Ck, u 6= 0, t− hk(t) ≤ τ .
If at least one of the conditions
1) B ≤ a
2
0
4
,
m∑
k=1
Ck < b0 − a0
2
(A− a0), 2) b0 ≥ a0
2
(
A− a0
2
)
,
m∑
k=1
Ck <
a20
2
−B
holds, then zero is a global attractor for all solutions of equation (2.3).
We start with linear equations. Stabilization results for linear systems were recently obtained
in Stoorvogel (2010); Wang (2013). Unlike Stoorvogel (2010); Wang (2013), the following theorem
considers models with variable delays, however, the control is not delayed.
Theorem 2.3: For any δ ∈ (0, 2), α and β defined by (1.4) and
λ > µ(λ) :=
(δ +
√
4− δ2)α+
√
(δ +
√
4− δ2)2α2 + 4√4− δ2βδ
δ
√
4− δ2 , (2.4)
equation (1.2) with the control u(t) = −δλx˙(t)− λ2x(t) is exponentially stable.
Proof. Equation (1.2) with the control
x¨(t) +
l∑
k=1
ak(t)x˙(gk(t)) +
m∑
k=1
bk(t)x(hk(t)) = −δλx˙(t)− λ2x(t) (2.5)
has the form of (2.2) with a = δλ and b = λ2. Then the inequalities in (2.1) have the form
4λ2 > δ2λ2 and
2(δ +
√
4− δ2)
δλ
√
4− δ2 α+
4
δλ2
√
4− δ2β < 1. (2.6)
The first inequality in (2.6) holds as δ ∈ (0, 2), and the second one is equivalent to
δλ2
√
4− δ2 − 2
(
δ +
√
4− δ2
)
αλ− 4β > 0. (2.7)
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Condition (2.4) implies (2.7), which completes the proof.
Corollary 2.4: Let µ(δ0) = min
δ∈[ε,2−ε]
µ(δ) for some ε > 0, where µ(δ) is defined in (2.4). Then for
λ > µ(δ0) equation (1.2) with the control u(t) = −δ0λx˙(t)− λ2x(t) is exponentially stable.
For δ =
√
2 Theorem 2.3 yields the following result.
Corollary 2.5: Eq. (1.2) with the control u(t) = −√2λx˙(t)− λ2x(t) is exponentially stable if
λ >
√
2(α+
√
α2 + β). (2.8)
Remark 2.6: For any equation (1.2) there exists λ > 0 such that condition (2.8) holds. Hence the
stabilizing damping control exists for any equation of form (1.2).
Example 2.7: For the equation
x¨(t) + (sin t)x˙(g(t)) + (cos t)x(h(t)) = 0, h(t) ≤ t, g(t) ≤ t, (2.9)
the upper bounds defined in (1.4) are α = β = 1. Hence, as long as λ > 2 +
√
2 in Corollary 2.5,
equation (2.9) with the control u(t) = −√2λx˙(t)− λ2x(t) is exponentially stable.
Let us proceed to nonlinear equation (1.1); its stabilization is the main object of the present
paper. For simplicity we consider here nonlinear equations with the zero equilibrium, since the
change of the variable z = x− x∗ transforms an equation with the equilibrium x∗ into an equation
in z with the zero equilibrium.
Theorem 2.8: Suppose fk(t, 0) = sk(t, 0) = 0,∣∣∣∣fk(t, u)u
∣∣∣∣ ≤ ak(t), ∣∣∣∣sk(t, u)u
∣∣∣∣ ≤ bk(t), u 6= 0. (2.10)
Then for any δ ∈ (0, 2), the zero equilibrium of (1.1) with the control u(t) = −δλx˙(t)− λ2x(t)
x¨(t) +
l∑
k=1
fk(t, x˙(gk(t))) +
m∑
k=1
sk(t, x(hk(t))) = −δλx˙(t)− λ2x(t) (2.11)
is globally asymptotically stable, provided (2.4) holds with α and β defined in (1.4).
Proof. Suppose x is a fixed solution of equation (2.11). Equation (2.11) can be rewritten as
x¨(t) +
l∑
k=1
ak(t)x˙(gk(t)) +
m∑
k=1
bk(t)x(hk(t)) = −δλx˙(t)− λ2x(t),
where ak(t) =
{
fk(t,x˙(t))
x˙(t) , x˙(t) 6= 0,
0, x˙(t) = 0,
bk(t) =
{
sk(t,x(t))
x(t) , x(t) 6= 0,
0, x(t) = 0.
Hence the function x is a
solution of the linear equation
y¨(t) +
l∑
k=1
ak(t)y˙(gk(t)) +
m∑
k=1
bk(t)y(hk(t)) = −δλy˙(t)− λ2y(t), (2.12)
4
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which is exponentially stable by Theorem 2.3. Thus lim
t→∞ y(t) = 0 for any solution y of equation
(2.12), and since x is a solution of (2.12), lim
t→∞x(t) = 0.
In particular, for δ =
√
2 condition (2.4) transforms into (2.8).
Example 2.9: Consider the equation
x¨(t) + a(t)x˙(g(t)) + b(t) sin(x(h(t))) = 0, h(t) ≤ t, g(t) ≤ t, (2.13)
with |a(t)| ≤ α, |b(t)| ≤ β. Equation (2.13) generalizes the sunflower equation introduced by Israel-
son and Johnson in Israelson (1967) as a model for the geotropic circumnutations of Helianthus
annuus; later it was studied in Casal (1982); Lizana (1999); Somolinos (1978).
We have
∣∣∣∣sinuu
∣∣∣∣ ≤ 1, u 6= 0; hence if condition (2.8) holds for α = lim sup
t→∞
|a(t)| and β =
lim sup
t→∞
|b(t)|, then the zero equilibrium of equation (2.13) with the control u(t) = −√2λx˙(t)−λ2x(t)
in the right-hand side is globally exponentially stable. Equation (2.13) has an infinite number of
equilibrium points x∗ = pik, k = 0, 1, . . . . To stabilize a fixed equilibrium x∗ = pik we apply the
controller u(t) = −√2λx˙(t)− λ2(x(t)− x∗).
For example, consider the sunflower equation
x¨(t) + x˙(t) + 2 sin(x(t− pi)) = 0
with various initial conditions x(0) = 6, 3, 0.1, where x(t) is constant for t ≤ 0, x′(0) = 1 which
has chaotic solutions (see Fig. 1, left). Application of the controller u(t) = −λδx˙(t)− λ2[x(t)− pi],
where δ =
√
2 and λ >
√
2 +
√
6, for example, λ = 4, stabilizes the otherwise unstable equilibrium
x∗ = pi, as illustrated in Fig. 1, right.
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Figure 1. Stabilization of the equilibrium of the sunflower equation x¨(t)+ x˙+2 sin(x(t−pi)) = 0 with various initial conditions.
The left graph illustrates unstable (chaotic) solutions while in the right graph, corresponding to the sunflower model with the
control u(t) = −λδx˙(t)− λ2[x(t)− pi], all three solutions of the controlled equation converge to the equilibrium pi.
3. Classical proportional control
In this section we investigate stabilization with the standard proportional delayed control.
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Consider the equation
x¨(t) + ax˙(t) + bx(h(t)) = f(t, x(g(t))) (3.1)
which has an equilibrium x∗. The equation
x¨(t) + ax˙(t) + bx(h(t)) = f(t, x(g(t))) + u(t) (3.2)
with the control u(t) = −b[x(t)− x(h(t))] has the same equilibrium as (3.2) and can be rewritten
as
x¨(t) + ax˙(t) + bx(t) = f(t, x(g(t))). (3.3)
After the substitution x = y + x∗ into equation (3.3) we obtain
y¨(t) + ay˙(t) + by(t) = p(t, y(g(t))), (3.4)
with p(t, v) = f(t, v + x∗)− bx∗, where (3.4) has the zero equilibrium.
Theorem 3.1: Suppose |f(t, v + x∗)− bx∗| ≤ C|v| for any t and at least one of the following
conditions
a) C < b ≤ a2/4; b) a2/4 ≤ b < a2/2− C; c) C < a√4b− a2/4
holds. Then the equilibrium x∗ of equation (3.1) with the control u(t) = −b[x(t)−x(h(t))] is globally
asymptotically stable.
Proof. Statements a) and b) of Theorem 3.1 are direct corollaries of Lemma 2.2. To prove Part c)
suppose that x is a solution of equation (3.4). Equation (3.4) can be rewritten in the form
x¨(t) + ax˙(t) + bx(t) = P (t)x(g(t)), (3.5)
where P (t) =
{
p(t,x(t))
x(t) , x(t) 6= 0,
0, x(t) = 0.
Hence the function x is a solution of the linear equation
y¨(t) + ay˙(t) + by(t) = P (t)y(g(t)). (3.6)
If α = 0, β = C, then condition c) of the theorem coincides with condition (2.1) of Lemma 2.1. Hence
by Lemma 2.1 equation (3.6) is exponentially stable, i.e. for any solution y of this equation we have
lim sup
t→∞
y(t) = 0. Hence for a fixed solution x of equation (3.5) we also have lim sup
t→∞
x(t) = 0.
Let us examine a popular model
x¨(t) + ax˙(t) + bx(h(t)) = F (x(g(t)), (3.7)
where F is either monotone or non-monotone feedback. Its applications include the neuromuscular
regulation of movement and posture, acousto-optical bistability, metal cutting, the cascade control
of fluid level devices and the electronically clamped pupil light Campbell (1995).
Example 3.2: Consider the special case of (3.7)
x¨(t) + ax˙(t) + bx(h(t)) =
d(t)|x(g(t))|m+1
1 + |x(g(t))|n , (3.8)
6
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where 0 ≤ m < n, |d(t)| ≤ d0. Denote µ = sup
v≥0
vm
1 + vn
=

1, m = 0,
mm/n
n(n−m)m/n−1 , m > 0.
If the conditions of Theorem 3.1 hold with C = µd0 then the zero equilibrium of equation (3.8) with
the control u(t) = −b[x(t)− x(h(t))] is globally asymptotically stable.
Example 3.3: Consider the particular case of (3.7)
x¨(t) + 2x˙(t) + x(h(t)) =
0.8x(g(t))
1 + xn(g(t))
, (3.9)
where n ≥ 6. As can be easily verified, the range of the function f(x) = 1.6x/(1 + xn) includes
[−1, 1] for n ≥ 6. Let us demonstrate that for a certain choice of h(t) and g(t) the function
x(t) = sin(t/4) is a solution. We restrict ourselves to the interval [0, 8pi], and then extend it in
such a way that both t−h(t) and t−g(t) are periodic with a period 8pi. We can find h(t) ∈ [0, t] such
that sin(h(t)/4) = 116 sin(t/4), since sin(0) = 0, and the continuous function takes all its values
between zero and sin(t/4). As mentioned above, the function y = 1.6u/(1 + un) takes all the values
y ∈ [−1, 1] for u ∈ [−1, 1], and cos(x/4) takes all the values between -1 and 1 for x ∈ [−4pi, t],
there is g(t) such that
1
2
cos
(
t
4
)
=
0.8 sin(g(t)/4)
1 + sinn(g(t)/4)
and g(t) ∈ [−4pi, t]. Then x(t) = sin(t/4)
is a solution of (3.9) on [0, 4pi], with the same initial function on [−4pi, 0]. Further, we extend
h(t+ 8pi) = h(t) + 8pi, g(t+ 8pi) = g(t) + 8pi and obtain that x(t) = sin(t/4) is a solution of (3.9),
t ≥ 0, with ϕ(t) = sin(t/4), t ≤ 0, and a bounded (by 16pi) delay. Hence, equation (3.9) is not
asymptotically stable.
Equation (3.9) with control u = −(x(t)− x(h(t))) becomes x¨(t) + 2x˙(t) + x(t) = 0.8x(g(t))
1 + xn(g(t))
,
and it is globally asymptotically stable by Theorem 3.1, Part a), since C = 0.8 < b = 1 = a2/4.
Fig. 2 numerically illustrates the results for the constant delay g(t) = t− τ .
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Figure 2. Stabilization with a proportional control for the equation x¨(t) + 2x˙+ x(t− τ)) = 0.8x(t−τ)
1+x8(t−τ) here τ = 10 . The left
graph illustrates an unstable (oscillating and unbounded) solution while in the right graph, the control u(t) = x(t− τ)− x(t)
produces a stable trajectory.
Consider the nonlinear equation
x¨(t) + ax˙(t) + f(t, x(h(t))) = 0 (3.10)
which has an equilibrium x(t) = x∗. For stabilization we will use the controller u = −K[x(t)− x∗],
7
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K > 0 and obtain the equation
x¨(t) + ax˙(t) + f(t, x(h(t))) = −K[x(t)− x∗]. (3.11)
The substitution of y(t) = x(t)− x∗ into equation (3.11) yields
y¨(t) + ay˙(t) + p(t, y(h(t))) = −Ky, (3.12)
where p(t, v) = f(t, v + x∗).
Theorem 3.4: Suppose |f(t, v + x∗)| ≤ C|v|, and at least one of the conditions holds:
a) C < K ≤ a2/4; b) a2/4 ≤ K < a2/2− C; c) C < a√4K − a2/4.
Then the equilibrium x∗ of equation (3.10) with the control u = −K(x(t)−x∗) is globally asymp-
totically stable.
Proof. Equation (3.12) has the form y¨(t) + ay˙(t) + Ky = −p(t, y(h(t))), and application of Lem-
mas 2.1 and 2.2 concludes the proof.
To illustrate application of Theorem 3.4, consider the sunflower equation
x¨(t) + ax˙(t) +A sin(ωx(h(t))) = 0, a, A, ω > 0. (3.13)
This equation has an infinite number of unstable equilibrium points x = (2k+1)piω , k = 0, 1, . . . ,
see Berezansky (arXiv,2014). To stabilize a fixed equilibrium x∗ = (2k+1)piω of equation (3.13), we
choose the controller u = −K
[
x(t)− (2k+1)piω
]
,K > 0, i.e.
x¨(t) + ax˙(t) +A sin(ωx(h(t))) = −K
[
x(t)− (2k + 1)pi
ω
]
. (3.14)
Since |A sin(ωv)| ≤ Aω|v|, Theorem 3.4 implies the following result.
Corollary 3.5: Suppose at least one of the conditions holds:
a) Aω < K ≤ a2/4; b) a2/4 ≤ K < a2/2−Aω; c) Aω < a√4K − a2/4.
Then the equilibrium x∗ = (2k+1)piω of equation (3.14) is globally asymptotically stable.
4. Summary
The results of the paper can be summarized as follows:
(1) For a wide class of nonlinear delay second order equations, we developed stabilizing controls
combining the proportional feedback with the proportional derivative feedback.
(2) We designed a standard feedback controller which allows to stabilize a second order nonlinear
equation with a linear nondelay damping term.
The results are illustrated using nonlinear models with several equilibrium points, for example,
modifications of the sunflower equation.
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