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Abstract
In a 1999 paper published in JSC the second author and Martin Kummer proved “that in all but one case
the normal form of a real or complex Hamiltonian matrix which is irreducible and appropriately normalized
can be computed by Lie series methods in formally the same manner as one computes the normal form of a
nonlinear Hamiltonian function”. In this paper we handle the final case using an extension of those Lie series
methods developed by the present authors. Those extended methods make use of spectral sequences and are
developed in considerable generality, i.e., their applicability is by no means restricted to the Hamiltonian
context of this paper. A specific example is worked out in detail.
c© 2005 Elsevier Ltd. All rights reserved.
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1. Introduction
Let W = (W, ω) be a real symplectic vector space of finite positive dimension 2n and let
L : W → W be a real linear operator. L is symplectic if
ω(Lu, Lv) = ω(u, v), u, v ∈ W ; (1.1)
Hamiltonian (or infinitesimally symplectic) if
ω(Lu, v) + ω(u, Lv) = 0, u, v ∈ W. (1.2)
As is noted in Proposition 1, for any choice of a symplectic basis the Hamiltonian operators
inherit the structure of a cyclically graded Lie algebra.
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A Hamiltonian operator L is decomposable if there is a non-trivial direct sum decomposition
W = Z ⊕Y of W into L-invariant non-degenerate subspaces; otherwise L is indecomposable.
The well-known canonical matrix forms for indecomposable Hamiltonian operators relative to
symplectic bases are herein called Williamson normal forms (Williamson, 1936); a complete list
can be found in Section 2 of Churchill and Kummer (1999).
In Churchill and Kummer (1999) the second author and Martin Kummer succeeded, for all
but one eigenvalue case, in proving that one can compute the Williamson normal forms for
indecomposable linear Hamiltonian operators by means of A. Baider’s general construction of
unique normal forms for the exp-ad action of the Campbell–Hausdorff group of a Z-graded Lie
algebra (Baider, 1989). In this paper we handle that excluded case using an extension of Baider’s
methods developed in Bendersky and Churchill (in press), and we prove that the corresponding
Williamson normal form again results. For treatments of Williamson normal forms not involving
Baider’s methods see, e.g., Burgoyne and Cushman (1977) or Laub and Meyer (1974).
From the viewpoint of exp-ad actions the normalization is somewhat unusual. Such an action
exists on the space of Hamiltonian matrices containing the element  to be normalized, but lacks
the structure required for the normal form algorithm. To achieve that structure we pass to a factor
space, and there normalize the resulting coset []. We then prove that the group element which
normalizes [] must convert  to Williamson normal form.
Although Hamiltonian operators are the main concern of this paper the techniques are
applicable in many other contexts, and to emphasize this point a very general discussion of
normal forms, including a new formulation of the definition of these entities, is given in Section 6
(see Definition 18).
Notation and terminology related to symplectic algebra and Hamiltonian operators is taken
from Churchill and Kummer (1999). We have attempted to summarize enough material from
that source in Section 2 so that readers familiar with linear Hamiltonian operators will have no
need to consult that reference. Notation and terminology relating to spectral sequences is taken
from Bendersky and Churchill (in press); in this case a summary, with analogous intent, is given
in Section 5.
In recent work on spectral sequences for normal forms it has generally been the understanding
that spectral sequences do not actually change the way these forms are computed, only the
way the computations are organized and understood. Here the philosophy is a bit different: we
compute normal forms directly from spectral sequences. The two methods are, nevertheless,
equivalent, as can be seen from the introduction to Bendersky and Churchill (in press); this latter
paper also discusses the relationship of the present authors’ approach to the work of Arnold
(1976), Sanders (2003, 2005) and Murdock (2004). In particular, the results of the present paper
can be derived using more classical methods, although one must still extend Baider’s ideas. It is
simply the opinion of the present authors that the spectral sequence approach is more transparent.
In a subsequent paper the authors will study normal forms in a context in which the spectral
sequence approach quickly provides insights to the structure of normal forms not at all apparent
from the classical approach.
2. Symplectic preliminaries
In this section W = (W, ω) is a real symplectic vector space of positive dimension 2n and
e = {ei }2nj=1 is a symplectic basis, i.e., a basis having the property that the e-matrix (ω(ei , e j ))
of ω is given by
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J :=
(
0 I
−I 0
)
, (2.1)
where 0 and I are the n ×n zero and identity matrices. For a real linear operator L : W → W
with e-matrix M one then has the following:
(a) L is symplectic ⇔ Mτ J M = J ;
(b) L is Hamiltonian ⇔ Mτ J + J M = 0 ⇔ J M is symmetric. (2.2)
(The superscript τ always denotes transposition.) Matrices M as in (a) are symplectic; those
as in (b) are Hamiltonian (or infinitesimally symplectic).
We generally write (2n × 2n)-matrices in the form
(
A B
C D
)
, where A, B, C and D are
(n × n)-matrices. One then checks from the final equivalence in (2.2)(b) that M is Hamiltonian
if and only if this matrix has the structure
M =
(
A S
T −Aτ
)
, in which
A is arbitrary, and
S and T are symmetric.
(2.3)
The symplectic linear operators on W form a group under composition; this is the symplectic
group Sp(W ). The Hamiltonian linear operators on W form a Lie algebra when the bracket
[L, L ′] of two such operators is taken as the usual commutator L ◦ L ′ − L ′ ◦ L; this is
the Hamiltonian ( or infinitesimally symplectic ) Lie algebra sp(W ). The corresponding matrix
group and Lie algebra (see (2.2)) are denoted Sp(2n) = Sp(2n,R) and sp(2n) = sp(2n,R)
respectively.
We view sp(2n) in terms of the (real vector space) direct sum decomposition sp(2n) =
⊕4n−3p=0 sp(2n)p defined as follows:
• for 0 ≤ p ≤ n − 1 we let sp(2n)p consist of those M as in (2.3) with the only non-zero
entries, if any, being elements ai j of A satisfying p = j − i ;
• for n ≤ p ≤ 3n − 2 we let sp(2n)p consist of those M as in (2.3) with the only non-zero
entries, if any, being elements si j of S satisfying p = 3n − (i + j) and/or elements ti j of
T satisfying p = n − 2 + (i + j) ;
• for 3n − 1 ≤ p ≤ 4n − 3 we let sp(2n)p consist of those M as in (2.3) with the only
non-zero entries, if any, being elements ai j of A satisfying p = 4n − (i − j) − 2.
We refer to the index p as the degree of sp(2n)p , or of the elements therein.
It is convenient to remember this decomposition “geographically” by referring to the matrices
T, A and S in (2.3) as the southwest (sw), northwest (nw), and northeast (ne) blocks of M .
The degrees of the entries can then be represented schematically as follows:
sw 
⎛⎜⎜⎜⎜⎜⎜⎜⎝
n n + 1 n + 2 · · · 2n − 2 2n − 1
n + 1 n + 2 · · · · · · · · · 2n
n + 2 · · · · · · · · · · · · · · ·
· · · 2n − 2 · · · · · · · · · · · ·
2n − 2 2n − 1 2n · · · · · · 3n − 3
2n − 1 2n · · · · · · 3n − 3 3n − 2
⎞⎟⎟⎟⎟⎟⎟⎟⎠
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nw 
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 1 2 · · · n − 2 n − 1
4n − 3 0 1 2 · · · n − 2
4n − 4 4n − 3 0 1 2 · · ·
· · · · · · · · · · · · · · · · · ·
3n · · · · · · · · · · · · · · ·
3n − 1 3n · · · · · · 4n − 3 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (2.4)
ne 
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
3n − 2 3n − 3 · · · · · · 2n 2n − 1
3n − 3 · · · · · · 2n 2n − 1 2n − 2
· · · · · · · · · · · · 2n − 2 · · ·
· · · · · · · · · · · · · · · n + 2
2n 2n − 1 · · · · · · n + 2 n + 1
2n − 1 2n − 2 · · · n + 2 n + 1 n
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Proposition 1. When the indices p are reduced modulo 4n − 2 the decomposition sp(2n) =
⊕4n−3p=0 sp(2n)p gives sp(2n) the structure of a cyclically graded real Lie algebra, i.e.,
[sp(2n)p, sp(2n)q ] ⊂ sp(2n)p+q , (indices mod 4n − 2). (i)
We refer to 4n − 2 as the period of the grading.
The proof is an elementary verification.
Recall that any real linear operator L : W → W can be written uniquely in the form
L = Lss + Lnil where Lss : W → W is semi-simple, Lnil : W → W is nilpotent, and
LssLnil = LnilLss (the “product” being composition). This is the semi-simple nilpotent ( or
Jordan ) decomposition of L; Lss and Lnil are the semi-simple and nilpotent parts of L
respectively. One has L ∈ sp(W ) if and only if Lss, Lnil ∈ sp(W ).
3. Pre-normalization of the exceptional case
Here we cover a few elementary matrix results which prove crucial in the following.
Throughout the section n > 0 is an odd integer, W = (W, ω) is a real symplectic space of
dimension 2n, and L : W → W is an indecomposable Hamiltonian operator with two purely
imaginary eigenvalues ±ri , each with multiplicity n, 0 < r ∈ R.
This is the case which could not be handled with the methods developed in Churchill and
Kummer (1999), although those methods do apply to the nilpotent part Lnil of L. Specifically,
by Churchill and Kummer (1999, Proposition 2.27, (dii) and (a ′ii), pages 59–60) that nilpotent
operator must have unique Williamson normal form
N˜ =
(
N 0
0 −Nτ
)
, (3.1)
where here and henceforth N denotes the elementary n × n Jordan block
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N :=
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 1 0 0 · · · 0 0
0 0 1 0 0
... 0
0 0 0 1 0 0
...
0 0 0 0 1
. . .
...
0 0 · · · . . . . . . 0
0 0 0 0 0 0 1
0 0 0 0 0 0 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (3.2)
An algorithm for conjugating any symplectic basis representation of Lnil to the form (3.1), via
symplectic matrices, is given in Churchill and Kummer (1999, Algorithm 4.12, page 70), and we
could therefore assume, in any attempt to construct a “normal form” for L relative to symplectic
bases, that we begin with a symplectic basis representation of Lnil as indicated. In fact we can be
a bit more general, i.e., we only need assume a symplectic basis representation of Lnil of the form
Nˆ =
(
N S
0 −Nτ
)
, (3.3)
with S (necessarily) symmetric. As we now show, this imposes severe restrictions on the corre-
sponding matrix representation of Lss.
Proposition 2. Let D˜, E and S be symmetric n ×n-matrices and let F be an arbitrary n ×n-
matrix. Suppose the two 2n × 2n-matrices
P :=
(
F E
D˜ −Fτ
)
and Q :=
(
N S
0 −Nτ
)
commute. Then D˜ must have the form⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 0 · · · · · · 0 d1n
0
... 0 −d1n 0
0 0 d1n 0 d3n
...
... 0 −d3n 0
...
. . .
...
0 −d1n 0 −d3n 0
d1n 0 d3n · · · 0 dnn
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (i)
Proof. The sw-blocks of P Q and Q P are D˜N and −Nτ D˜ respectively. If we write
D˜ = (di j ) then one sees easily that the i j -entries of D˜N and −Nτ D˜ are di, j−1 and
−di−1, j respectively, where any terms previously undefined are understood to be 0. This gives
the “alternating skew-symmetric structure” seen in (i), and it therefore remains to explain
the zero entries. The zeros above the superdiagonal are seen by comparing the top row
(0, d11, d12, . . . , d1,n−1) of D˜N with that (0, 0, . . . , 0) of −Nτ D˜, and those below the
superdiagonal are forced by the alternating skew-symmetric structure and the symmetry
assumption on D˜. 
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Corollary 3. Suppose e is a symplectic basis of W having the property that the e-matrix of
Lnil has the form(
N S
0 −Nτ
)
. (i)
Then the e-matrix of Lss has the form(
F E
D˜ −Fτ
)
, (ii)
where
D˜ =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 0 · · · · · · 0 d1n
0
... 0 −d1n 0
0 0 d1n 0 d3n
...
... 0 −d3n 0
...
. . .
...
0 −d1n 0 −d3n 0
d1n 0 d3n · · · 0 dnn
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (iii)
In particular, for a symplectic basis e as in Corollary 3 the e-matrix of L must have the form(
N + F S + E
D˜ −(N + F)τ
)
. (3.4)
Such a (2n ×2n)-matrix is said to be in pre-normalized form, and we will assume we begin with
such a form when normalizing L.
Note from (2.3) that the matrices S, E and D˜ must be symmetric. Of course for D˜ this is
obvious, but would be false without the oddness hypothesis on n .
Example 4. Suppose dim(W ) = 10 and L ∈ sp(W ) has symplectic basis representation
H =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
− 7073 − 14153 −170 −409 − 2813 0 0 − 1033 623 443
499
3
1000
3 121 293
190
3 0 0
73
3 − 443 − 313
−19 − 73 − 293915 − 525415 − 241615 − 1033 733 5 −3 − 43
181
15
7
3
1813
15
3224
15 99
62
3 − 443 −3 95 45
233
45 − 59 110915 4343 253745 443 − 313 − 43 45 1645
5891
45
1816
9
5443
3
56587
15
29948
45
707
3 − 4993 19 − 18115 − 23345
1816
9
1705
9
9985
3
20126
3
13939
9
1415
3 − 10003 73 − 73 59
5443
3
9985
3
5614
3
18089
5
4373
15 170 −121 293915 − 181315 − 110915
56587
15
20126
3
18089
5
43168
5
30874
15 409 −293 525415 − 322415 − 4343
29948
45
13939
9
4373
15
30874
15 − 38699 2813 − 1903 241615 −99 − 253745
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Note that n = 5. Examples involving n = 1 and n = 3 do not so clearly reflect the matrix
structures discussed thus far in this section.
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The Jordan form of H is
(
5i I + N 0
0 −5i I + N
)
, and from the uniqueness of this form
it follows easily that L must be indecomposable, obviously with purely imaginary eigenvalues
±5i . The nilpotent part of H is
Hnil =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
70 100 −98 −133 −42 0 0 0 0 0
−49 −70 70 95 30 0 0 0 0 0
0 0 775
127
5
3
5 0 0 0 0 0
0 0 −9 −15 0 0 0 0 0 0
0 0 − 6415 − 10415 − 25 0 0 0 0 0
−14 −3 − 310615 − 841115 − 6685 −70 49 0 0 0
−3 20 − 11033 − 27433 −199 −100 70 0 0 0
− 310615 − 11033 70685 109415 1226315 98 −70 − 775 9 6415
− 841115 − 27433 109415 161945 1996915 133 −95 − 1275 15 10415
− 6685 −199 1226315 1996915 334 42 −30 − 35 0 25
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
and for the symplectic matrix
P :=
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 0 0 0 0 62659315 − 29624225 21715 − 64175 − 863225
0 0 0 0 0 − 4897105 46415 − 175 2 1415
0 0 0 0 0 29621 − 14215 1 − 35 − 415
0 0 0 0 0 − 17 0 0 0 0
0 0 0 0 0 5196 − 156 0 0 0
0 0 −6 −6 −9 0 0 0 0 0
0 0 −5 5 −30 0 0 0 0 0
0 0 3445
519
5
141
5 0 0 0 0 0
7 10 − 140915 − 187915 − 2775 0 0 0 0 0
0 56 −896 −2128 −560 −230 161 0 0 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
one has
P Hnil P−1 =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 1 0 0 0 − 1214558375 9853011125 − 290725 − 181331575 187
0 0 1 0 0 9853011125 − 581425 266875 187 − 59105
0 0 0 1 0 − 290725 266875 0 − 59105 17
0 0 0 0 1 − 181331575 187 − 59105 27 − 17392
0 0 0 0 0 187 − 59105 17 − 17392 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 −1 0 0 0 0
0 0 0 0 0 0 −1 0 0 0
0 0 0 0 0 0 0 −1 0 0
0 0 0 0 0 0 0 0 −1 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
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which we note has the form seen in (3.3). (The matrix P was constructed using a modification
of Churchill and Kummer (1999, Proposition 6.1, pages 81–2).) Our pre-normalized form for H
is therefore
H pn := P H P−1 =⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
− 18133315 1 166863584725 60727975 − 63735606470875 162408920303524111628125 − 280864653878826875 7598406529977441875 − 643067959496125 53866721231525
90
7 0 − 2853435 − 2848715 1129043525 − 280864653878826875 145712830318375 − 131377900955125 11201183675 − 224307141160
− 5921 0 72194315 29125 − 32490174725 7598406529977441875 − 131377900955125 3547701016496125 − 326760233075 2047919123480
5
7 0 − 27421 0 − 6206315 − 643067959496125 11201183675 − 326760233075 − 58912205 − 1554116
− 85392 − 57 677588 421 471176 53866721231525 − 224307141160 2047919123480 − 1554116 5875153664
0 0 0 0 −5 18133315 − 907 5921 − 57 85392
0 0 0 5 0 −1 0 0 0 57
0 0 −5 0 2743 − 166863584725 2853435 − 72194315 27421 − 677588
0 5 0 − 2743 0 − 60727975 2848715 − 29125 0 − 421
−5 0 2743 0 652145 63735606470875 − 1129043525 32490174725 6206315 − 471176
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
For the remainder of this section we let
D =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 0 · · · 0 1
0
... 0 −1 0
0 1 0
...
...
0 −1 0 0
1 0 0 · · · 0 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (3.5)
Note that left multiplication of an (n × n)-matrix by D reverses rows and (then) changes signs
within the even-numbered rows; right multiplication by D has the analogous effect on columns.
Definition 5. An n × n matrix is
• skew-upper triangular if DM is upper triangular;
• quasi-skew symmetric if DM is symmetric.
When M = (mij ) is skew-upper triangular and 0 ≤ k ≤ n − 1 the kth-skew super-diagonal
consists of those {mij } for which i + j = n +1− k. The 0th-skew super-diagonal is also called
the skew-super-diagonal.
Lemma 6. Suppose D is as above, E is an arbitrary (n × n)-matrix, and(
0 E
D 0
)
and
(
N 0
0 −Nτ
)
commute. Then E is skew upper-triangular with alternating constant entries along all skew
super-diagonals.
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Proof. Write E = (ei j ) and check that the commutativity condition forces ei, j+1 = −ei+1, j ,
which gives all but the upper triangular assertion. For that simply compare the final column
(e2n, . . . , enn, 0)τ of N E with the final column (0, . . . , 0)τ of −E Nτ . 
Lemma 7. Suppose in Lemma 6 that the matrix M =
(
0 E
D 0
)
is semi-simple. Then E is a
constant multiple of D.
Proof. Since M is semi-simple the same holds for
M2 =
(
E D 0
0 DE
)
.
However, from Lemma 6 and the descriptions of left and right multiplication by D given
immediately after (3.5) we conclude that E D is upper triangular and DE is lower triangular.
But if the off-diagonal terms are not zero this product cannot be semi-simple (otherwise we
could “split off” the semi-simple diagonal part from the nilpotent off-diagonal part, obtaining
commuting matrices, and thereby contradict the uniqueness of the Jordan decomposition), and we
conclude that E must be (purely) skew-diagonal. For the final assertion use that of Lemma 6. 
At this point readers may wish to review the hypotheses on L stated at the very beginning of
the section.
Lemma 8. Suppose L admits a symplectic basis representation of the form(
N E
±r D −Nτ
)
, (i)
where 0 < r ∈ R. Then E = ∓r D.
Proof. By Lemma 7 the matrix E is some scalar multiple s of ±r D, and since one can “read”
the eigenvalues off of
(
0 E
D 0
)
the assumption that the eigenvalues of L are ±ri forces
s = ±1. However, if s = 1 then by pairing the first and last basis elements, and then the
second and second to last basis elements, etc., one can decompose the underlying space into
two-dimensional subspaces invariant under the semi-simple part, and one then easily sees that the
eigenvalues on these subspaces are real, in fact ±r . Since this contradicts the purely imaginary
eigenvalue hypothesis we conclude that s = −1. 
Williamson’s result for indecomposable L with purely imaginary eigenvalues ±ri and odd
n > 0 is the converse of Lemma 8, i.e., the assertion that L can be represented in terms of
symplectic bases by precisely one of the two matrices(
N r D
−r D −Nτ
)
and
(
N −r D
r D −Nτ
)
. (3.6)
In Churchill and Kummer (1999, Section 2, Proposition 2.27(d ′ii), pp. 59–61) these Williamson
normal forms are expressed (using slightly different notation) in the combined form(
N sgn(L)r D
−sgn(L)r D −Nτ
)
, (3.7)
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and the associated integer sgn(L) ∈ {1,−1} is called the sign characteristic of L. Both matrices
in (3.6) have the same Jordan form; a complete set of conjugacy class invariants for the action of
the symplectic group is obtained by adjoining that sign characteristic.
Lemma 9. Suppose M is a real 2n × 2n-matrix with complex Jordan form Jor(M) =
diag(ir, . . . , ir,−ir, . . . ,−ir), where 0 = r ∈ R. Then M2 = −r2 I .
Proof. By assumption there is a non-singular complex (2n×2n)-matrix P such that P−1 M P =
Jor(M). This gives
−r2 I = Jor(M)2 = (P−1 M P)2 = P−1 M P P−1 M P = P−1 M2 P,
whence
M2 = P(−r2 I )P−1 = −r2 I. 
Proposition 10. Suppose
M =
(
F E
±r D −Fτ
)
,
is a symplectic basis representation of Lss. Then F is quasi skew-symmetric.
Proof. From Lemma 9 we have
−r2 I = M2 =
(
F E
±r D −Fτ
)2
=
( ∗ ∗
±r(DF − Fτ D) ∗
)
,
hence DF − Fτ D = 0, and the result follows (since D is symmetric). 
4. The relevant exp-ad action
In this section we work over the real field.
We assume n > 0 is an odd integer and express (2n × 2n)-Hamiltonian matrices in the form(
nw ne
sw se
)
=
(
nw ne
sw −nwτ
)
, (4.1)
where the submatrices nw, ne, sw and se are n×n and sw and ne are symmetric. Recall from
Proposition 1 that the collection sp(2n) of all such Hamiltonian matrices is a cyclically graded
Lie algebra with period 4n − 2: degrees 0 → n − 1 appear in the nw block on and above the
diagonal; degrees 3n − 1 → 4n − 3 appear in the same block strictly below the diagonal (with
corresponding degrees in the se block −nwτ ); and degrees n → 3n − 2 appear in the sw and ne
blocks (as in (2.4)).
The following notations will be used throughout the section.
• When a graded vector space (resp. group, Lie algebra) M is indexed by Z (which is not the
case with sp(2n)) the grading is always written ⊕p∈ZMp, and the associated filtration is
always written {F pM}p∈Z. (Thus F pM :=
⊕
q≥pMq for all p ∈ Z.)
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• D˜ is the collection of all (n × n)-matrices of the form
D˜ =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 0 · · · · · · 0 d1n
0
... 0 −d1n 0
0 0 d1n 0 d3n
...
... 0 −d3n 0
...
. . .
...
0 −d1n 0 −d3n 0
d1n 0 d3n 0 · · · 0 dnn
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
in which d1n is a non-zero but otherwise arbitrary real number and the remaining d(2 j+1)n
are arbitrary real numbers (recall (iii) of Corollary 3).
• sppn(2n) denotes the vector subspace of sp(2n) consisting of those matrices (4.1) in the pre-
normalized form (3.4), i.e., those matrices in which sw ∈ D˜. This is rendered a graded vector
space ⊕5n−3j=n sppn(2n) by defining sppn(2n) j := sppn(2n) ∩ sp(2n) j for n ≤ j ≤ 4n − 3
and sppn(2n) j := sppn(2n) ∩ sp(2n) j−(4n−2) for 4n − 2 ≤ j ≤ 5n − 3. To endow sppn(2n)
with a Z-grading define sppn(2n) j := 0 for all j /∈ {n, . . . , 5n − 3}.
• nwsppn(2n) is the subspace of sppn(2n) consisting of those matrices of the form m =(
A 0
0 −Aτ
)
. We endow this space with a Z-grading by defining
nwsppn(2n)p :=
⎧⎪⎪⎨⎪⎪⎩
0 if p < 3n − 1
sppn(2n)p if 3n − 1 ≤ p ≤ 4n − 3
sppn(2n)p−(4n−2) if 4n − 2 ≤ p ≤ 5n − 3
0 if p > 4n − 3.
• nesppn(2n) is the subspace of sp(2n) consisting of all matrices of the form
(
0 T
0 0
)
. In
this instance we define a Z-grading by
nesppn(2n)p :=
⎧⎨⎩
0 if p < n
sppn(2n)p if n ≤ p ≤ 3n − 2
0 if p > 3n − 2.
• swsppn(2n) is the subspace of sp(2n) consisting of those matrices of the form
(
0 0
S 0
)
,
and we define a Z-grading exactly as in the previous case, i.e., by
swsppn(2n)p :=
⎧⎨⎩
0 if p < n
sppn(2n)p if n ≤ p ≤ 3n − 2
0 if p > 3n − 2.
• L denotes the Lie subalgebra of sp(2n) consisting of those matrices (4.1) in which nw is
upper triangular and sw = 0. For each m ∈ L we let
ad(m) :  ∈ L → [m, ] ∈ L (4.2)
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denote the associated adjoint mapping. We define ad 0(m) : L → L to be the identity
mapping, ad1(m) := ad(m), and if j > 1 and ad j−1(m) has been defined we set
ad j (m) := ad j−1(m) ◦ ad(m) : L→ L.
To endow L with the structure of a Z-graded Lie algebra define L j := L ∩ sp(2n) j for
0 ≤ j ≤ 3n − 2 and L j := 0 for all remaining j . This grading will always be assumed.
• G denotes the Campbell–Hausdorff group of L, i.e., the diagonal zero matrices of L with
binary operation defined by the Campbell–Hausdorff formula
g ∗ g ′ := g + g ′ + 12 [g, g ′] + 112 [g, [g, g ′]] + · · · , g, g ′ ∈ G.
This group inherits a Z-grading from L, i.e., G j := L j ∩ G for all j ∈ Z, and we note that
G j = 0 for j /∈ {1, . . . , 3n − 1}. The associated filtration gives G the structure of a filtered
group, and this group acts (from the left) on L as Lie algebra automorphisms via the exp-ad
representation
expad(g) :=∑∞j=0 1j !ad j (g), g ∈ G,  ∈ L. (4.3)
We have expressed the representation as in (4.3) so as to emphasize the broad generality of
the ideas; in our matrix context an equivalent formulation, in fact all that is actually required
for this paper, is
expad(g) = ege−g. (4.4)
• N˜ ∈ sp(2n) is as in (3.1), i.e.,
N˜ =
(
N 0
0 −Nτ
)
, with N :=
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 1 0 0 · · · 0 0
0 0 1 0 0
... 0
0 0 0 1 0 0
...
0 0 0 0 1
. . .
...
... · · · . . . . . . 0
0 0 0 0 0 0 1
0 0 0 0 0 0 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (4.5)
• G ⊂ G denotes the subgroup consisting of those matrices satisfying nw = p(N), where
p(x) ∈ R[x] is a polynomial of degree at most n − 1 with no constant term and sw = 0.
Note that nw = p(N) ⇒ se = −(p(N))τ = −p(Nτ ). We assume the Z-grading on G
inherited from G. In particular, G j = 0 for j /∈ {1, . . . , 3n − 2}.
• Hpn denotes the vector space sppn(2n)/nesppn(2n) with Z-grading defined by the images of
the sppn(2n) j under the canonical mapping of sppn(2n) onto Hpn. In particular, Hpn j = 0
for j /∈ {n, . . . , 5n − 3}. Cosets in Hpn are indicated with brackets, e.g., [] denotes the
coset of  ∈ sppn(2n).
• π : sppn(2n) → Hpn is the canonical map.
Note that for
g :=
(
p(N) S
0 −p(Nτ )
)
∈ G,  :=
(
A T
D −Aτ
)
∈ sppn(2n) (4.6)
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one has
ad(g) =
( [p(N), A] + S D p(N)T + (p(N)T )τ − (AS + (AS)τ )
−(D · p(N) + (D · p(N))τ ) −([p(N), A] + S D)τ
)
∈ sppn(2n). (4.7)
Proposition 11. For any g ∈ G the linear mapping ad(g) : sp(2n) → sp(2n) restricts to
an endomorphism of sppn(2n), and this restriction, also denoted ad(g), has the following two
properties:
(a) ad5n−2(g) : sppn(2n) → sppn(2n) is the zero mapping; and
(b) ad(g)(nesppn(2n)) ⊂ nesppn(2n).
As a consequence of (b) each g ∈ G induces a linear mapping ad(g) : Hpn → Hpn which
renders the diagram
sppn(2n)
ad(g)−→ sppn(2n)
π↓ ↓π
Hpn
ad(g)−→ Hpn
(i)
commutative. The mapping ad(g) not only preserves the filtration {F pHpn}p∈Z of Hpn, but is
of degree at least 1 on this nested collection, i.e., ad(g) : F pHpn → F p+1Hpn for all p ∈ Z.
Proof. First observe from (2.4) that
DN j ∈ F2n−1+ j swsppn(2n) if 1 ≤ j ≤ n − 1,
DN j = 0 if j > n − 1, (ii)
and check that the mapping D → (DN j + (DN j )τ ) carries D into D. It follows immediately
that ad(g) restricts to an endomorphism of sppn(2n).
It is also immediate from (ii) that adn(g) has the form
(
A T
0 −Aτ
)
. Since left multiplication
by N shifts skew-diagonals to the right we then see from (4.7) that ad3n−1(g) must have the
form
(
0 T
0 0
)
, and for the same reason we now see that (a) must hold.
To verify (b) take A = D = 0 in (4.6) and (4.7).
To verify the degree 1 property it suffices to show that
[] ∈ F pHpn and []p = 0 ⇒ ad(g)[] ∈ F p+1Hpn (iii)
for n ≤ p ≤ 5n − 3, and for n ≤ p ≤ 3n − 2 this is clear from (ii). If 3n − 1 ≤ p ≤ 5n − 3
and the premise of (iii) holds then D = 0 and one checks easily that the mapping A → N j A
is of degree j (modulo 4n-2) on nwsppn(2n). The result follows. 
It is worth noting that the mappings ad(g) : sppn(2n) → sppn(2n) of Proposition 11 need not
be filtration-preserving. For example, take n = 3,
p(N) = D = T = 0, S :=
⎛⎝ 0 0 00 0 1
0 1 0
⎞⎠ and A =
⎛⎝ 0 0 00 0 0
0 0 1
⎞⎠
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in (4.6). Then  ∈ F10sppn(2n), whereas from
AS + (AS)τ =
⎛⎝ 0 0 00 0 1
0 1 0
⎞⎠
one sees that
ad(g) =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 0 0 0 0 0
0 0 0 0 0 −1
0 0 0 0 −1 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
∈ F4sppn(2n).
Let H be a group acting by automorphisms on a vector space W with decreasing filtration
{F pW }p∈Z, and suppose H also has a vector space structure. The action is initially linear if
for each v ∈ W the mapping f v : H → W given by h → h · v − v is filtration-preserving and
has the form h → f vL (h) + · · · , where f vL : H → W is linear and for all h ∈ H the omitted
terms are in F p+1W whenever f vL (h) ∈ F pW .
Corollary 12. A representation of G as automorphisms of sppn(2n) is defined by
expad(g) :=∑∞j=0 1j !ad j (g) = ege−g,  ∈ sppn(2n),
and a representation of G as automorphisms of Hpn is well-defined by
expad(g)[] :=∑∞j=0 1j !ad j (g)[] = [ege−g], g ∈ G, [] ∈ Hpn. (i)
Moreover, this second action is initially linear. Specifically, for each [] ∈ Hpn the mapping
f [] : G → Hpn is given by
f [] : g ∈ G → g · [] − [] = ad(g)[] + · · · . (ii)
Note from diagram (i) of Proposition 11 that the canonical map π : sppn(2n) → Hpn is
equivariant w.r.t. the two actions.
Also note that without passing to a quotient one might not be dealing with a filtration-
preserving action. Indeed, for g and  as in the example following the proof of Proposition 11
one has  ∈ F10sppn(2n) and
ege−g = ad(g) =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 0 0 0 0 0
0 0 0 0 0 −1
0 0 1 0 −1 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 −1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
∈ F4sppn(2n).
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One can solve the immediate problem by shifting the grading and filtration indices on sppn(2n),
but other difficulties then arise.
5. Spectral sequence preliminaries
The knowledge we require about spectral sequences is minimal. For the benefit of readers
unfamiliar with these entities a quick background sketch, appropriate to our context, is our next
item of business. For more detail see Bendersky and Churchill (in press, Section 3).
For our purposes a differential object consists of a real vector space E and a real linear
operator d : E → E , known as the associated differential, such that d2 = 0, i.e., such
that the composition d ◦ d : E → E is the zero mapping. When (E, d) is such we have
im(d) ⊂ ker(d), and the factor space H (E) := ker(d)/im(d) is the cohomology of the
differential object. A spectral sequence is a sequence {(Er , dr )}r≥1 of differential objects
such that Er+1  H (Er) for all r ≥ 1. We follow custom and write the isomorphisms
Er+1  H (Er) as equalities.
By a filtration {F pW } of a real vector space W we mean a decreasing sequence W =
F0W ⊃ F1W ⊃ F2W ⊃ · · · of subspaces F pW . (In spectral sequence parlance this would be
a “decreasing” filtration.)
Suppose M and N are real vector spaces with filtrations {F p M}p≥0 and {F p N}p≥0
respectively and f : M → N is a real linear filtration preserving mapping. Then f can be
identified with the short filtered cochain complex
0 ↪→ M f−→ N → 0 (5.1)
which in turn can be identified with the filtered cochain complex
· · · → 0 → 0 ↪→ M f−→ N → 0 → 0 → · · · . (5.2)
There is a completely standard method for associating a spectral sequence with a filtered
cochain complex; in the case of (5.2) it is constructed as follows (for the general case see, e.g.,
Lang (2002, Chapter XX, Section 9, pages 818–9)).
• For any integers p, q and any positive integer r define⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
E p,qr := 0 if q = −p,−p + 1,
E p,−pr := F
p M ∩ f −1(F p+r N)
F p+1 M ∩ f −1(F p+r N) 
F p M ∩ f −1(F p+r N) + F p+1 M
F p+1 M
E p,−p+1r := F
p N
f (F p−(r−1)M) ∩ F p N + F p+1 N ,
(5.3)
where F p−(r−1)M := M when p − (r − 1) < 0, and let⎧⎨⎩σp,r : F
p M ∩ f −1(F p+r N) → F p M∩ f −1(F p+r N)F p+1 M∩ f −1(F p+r N) = E
p,−p
r
τp,r : F p N → F p Nf (F p−(r−1) M)∩F p N+F p+1 N = E
p,−p+1
r
(5.4)
denote the canonical homomorphisms. Then for each such p, r the filtration-preserving
mapping f : M → N induces a linear mapping fr,p : E p,−pr → E p+r,−(p+r)+1r which
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makes the diagram
F p M ∩ f −1(F p+r N)
f |F p M∩ f −1(F p+r N)−→ F p+r N
σp,r↓ ↓τp+r,r
E p,−pr
fr,p−→ E p+r,−(p+r)+1r
(5.5)
commute.
• For each non-negative integer r give Er := E∗,∗r := ⊕(p,q) E p,qr the structure of a
differential object by defining a linear mapping dr : Er → Er as follows:
dr |E p,qr :=
{
fr,p if q = −p
the zero mapping otherwise.
(5.6)
Because dr is uniquely determined by fr little or no distinction is made between these two
linear mappings, and diagram (5.5) is written accordingly as
F p M ∩ f −1(F p+r N)
f |F p M∩ f −1(F p+r N)−→ F p+r N
σp,r↓ ↓τp+r,r
E p,−pr
dr |E p,−pr−→ E p+r,−(p+r)+1r
(5.7)
One checks easily that dr : Er → Er is a differential.
Theorem 13. {Er , dr }r≥1 is a spectral sequence.
This is the spectral sequence of the filtration-preserving mapping f : M → N .
It proves convenient to introduce the standard spectral sequence notations
E∗,−∗r :=
⊕
p E
p,−p
r and E∗,−∗+1r :=⊕p E p,−p+1r , r ≥ 1. (5.8)
In special circumstances one can relate the various differentials in the spectral sequence of
f : M → N to more elementary quotient mappings and immediately conclude that some must
be trivial, i.e., zero homomorphisms.
Proposition 14. Suppose f : M → N has degree s > 0, i.e., suppose s is a positive integer
such that
f (F p M) ⊂ F p+s N for all p. (i)
Then for all 1 ≤ r ≤ s one has
(a) E p,−pr = F p M/F p+1 M,
(b) E p+r,−(p+r)+1r = F p+r N/F p+r+1 M,
(ii)
and as a consequence
(c) E∗,−∗r =⊕p F p M/F p+1 M,
(d) E∗+r,−(∗+r)+1r =⊕p F p+r N/F p+r+1 N. (iii)
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Moreover, for all such r diagram (5.7) reduces to
F p M
f |F p M−→ F p+r N
σp,r↓ ↓τp+r,r
F p M/F p+1 M
dr |F p M/F p+1 M−→ F p+r N/F p+r+1 N,
(iv)
where dr |F p M/F p+1 M is the mapping induced by f |F p M on the indicated quotients. Finally,
dr : Er → Er is the zero homomorphism for r < s.
The direct sum
⊕
p F p M/F p+1 M is called the associated graded vector space of the
filtered vector space M , and analogous terminology is used with any filtered vector space with
decreasing filtration indexed by Z.
The result does not exclude the possibility that ds is also trivial.
Proof. For 1 ≤ r ≤ s we have
f −1(F p+r N) = f −1(F p+s N) = f −1(N) = M, (v)
hence F p M ∩ f −1(F p+r N) = F p M ∩ M = F p M , and the top row of diagram (5.7) thereby
reduces to the top row of diagram (iv). Moreover, we also see from (v) that
E p,−pr = F
p M ∩ f −1(F p+r N) + F p+1 M
F p+1 M
= F
p M + F p+1 M
F p+1 M
= F
p M
F p+1M
. (vi)
Next, for 1 ≤ r ≤ s we also have F p+1+s N ⊂ F p+1+r N , hence
f (F p+1 M) ⊂ F p+1+s N ⊂ F p+r+1 N,
and therefore
E p+r,−(p+r)+1r = F
p+r N
f (F p+1 M) ∩ F p+r N + F p+r+1 N =
F p+r N
F p+r+1 N
. (vii)
That the bottom rows of (5.7) and (iii) can be identified is now clear from (vi) and (vii).
Finally, for 1 ≤ r < s we see from
f (F p M) ⊂ F p+s N ⊂ F p+r+1 N
and (iii) that the differential dr is trivial. 
Corollary 15. Suppose in Proposition 14 that the filtrations {F p M}p≥0 and {FpN}p≥0 are
defined by gradings, i.e., suppose M = ⊕p≥0 Mp, N = ⊕p≥0 Np and for all p ≥ 0 one has
F p M :=⊕q≥p Mp, Fq N :=⊕q≥p Np. For each integer p ≥ 0 let πM,p : M → Mp denote
the projection m0 + m1 + · · · ∈ M → m p ∈ Mp of M and for each such p and each r ≥ 1
let πN,p+r : N → Np+r denote the analogous projection of N. Then the mappings πM,p and
πN,p+r induce identifications
E p,−pr  Mp and E p+r,−(p+r)+1r  Np+r , 1 ≤ r ≤ s, (i)
and diagram (iii) of Proposition 14 can thereby be identified with a commutative diagram
F p M
f |F p M−→ F p+r N
πM,p |F p M↓ ↓πN,p+r |F p+r N
Mp
dr |Mp−→ Np+r
(ii)
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Moreover, dr |Mp : Mp → Np+r is the zero homomorphism for all p ≥ 0 and all 1 ≤ r < s.
6. Normal forms in the spectral sequence context
Suppose M and N are real vector spaces with filtrations {F p M}p≥0 and {F p N}p≥0
respectively and f : M → N is a filtration preserving mapping. Then in the associated spectral
sequence {Er , dr }r≥1 one can encounter the following situation: for some (or all) p ≥ 0 there
are positive integers r0 = r0(p) ≥ 1 and s0 = s0(p) ≥ 1 such that
E p,−pr = E p,−pr0 for all r ≥ r0 (6.1)
as well as
E p,−p+1r = E p,−p+1s0 for all r ≥ s0. (6.2)
To describe this situation one can say that the spectral sequence is strongly convergent and one
then refers to E p,−p∞ := E p,−pr0 and E p,−p+1∞ := E p,−p+1s0 as E-infinity terms of that sequence.
Assume strong convergence in the previous paragraph and that the filtration on N arises from
a grading on this space, i.e., that N = ⊕p≥0 Np and N p := ⊕q≥p Nq for all p ≥ 0. Then
we have identifications N p/N p+1  Np , the image of a differential in the quotient may then be
identified with a subspace Vp ⊂ Np , and as a result we can write
E∗,−∗+1∞ 
⊕
p Np/Vp. (6.3)
Add the following hypothesis to what has been assumed is the section thus far: there is an
inner product 〈 , 〉 on N with non-degenerate restriction to each Np . Then there is a simple
way to construct a splitting (or “section”) for the quotient mapping π : N → E∗,−∗+1∞ , i.e., a
mapping s : E∗,−∗+1∞ → N such that π ◦ s = idE∗,−∗+1∞ . It is sufficient to define the restrictions
s|Np/Vp : Np/Vp → Np , and this we do as follows, letting W⊥ ⊂ Np denote the orthogonal
complement of a subspace W ⊂ Np : given [n] ∈ Np/Vp write n ∈ Np as n = nV +n⊥V ∈ Np
in accordance with the direct sum decomposition Np = Vp ⊕ V ⊥p and define s by
s|Np/Vp : [n] → n⊥V . (6.4)
(One checks easily that s is well-defined.) Then for each p ≥ 0 we have
V ⊥p = s(Np/Vp)  Np/Vp, (6.5)
we conclude from (6.3) that1
E∗,−∗+1∞ 
⊕
pV ⊥p . (6.6)
Definition 16. An element n = n0 + n1 + n2 + · · · ∈ ∏p Np is in normal form (to order
k ≥ 1) w.r.t. the spectral sequence of f : M → N and the given inner product if n p ∈ V ⊥p for
all 0 ≤ p ( ≤ k).
1 All one basically needs to formulate normal forms in the present context is a prescribed complement in Np for each
Vp . We have achieved this by means of an inner product; for more general methods see Bendersky and Churchill (in
press, Section 4) beginning with the paragraph containing (4.15).
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Less formally, n is in normal form if and only if each n “represents a cohomology class of
E∗,−∗+1∞ ” in the sense that n p ∈ s(Np/Vp)  E p,−p+1∞ .
Now suppose G is a group as well as a vector space, filtered in both capacities by a single
filtration {F pG}p∈Z ; the paradigm is the group G of Section 4. Assume N is a filtered vector
space, with filtration {F p N}p∈Z, and that (g, n) ∈ G×N → g ∈ N is an initially linear action.
Finally, assume that for each n ∈ N the mapping f nL : G → N preserves the filtrations. Then
we can associate a spectral sequence with any particular f nL as in the previous section: this is
the spectral sequence of n (w.r.t. the given action).
In addition to the hypotheses of the previous paragraph assume:
• the filtration on N is defined by a grading N =⊕p≥0 Np on this vector space;
• there is an inner product on N which restricts to a non-degenerate inner product on each Np ;
and
• the spectral sequence of f nL : G → N is strongly convergent.
Theorem 17. Assume the three hypotheses listed above and in addition that for each g ∈ G the
conjugation mappings cg : h ∈ G → g ∗ h ∗ g−1 ∈ G induces the identity mapping on each
F pG/F p+1G. Then
(a) the spectral sequence of f nL : G → N is an invariant of the G-action, and as a result
(b) the subspaces Vp ⊂ Np are also invariants of this action.
In particular, the spectral sequence of f nL and the images of the differentials depend only on
the orbit of n.
Proof. This is a special case of the main result of Bendersky and Churchill (in press, Theorem
6.11). 
Definition 18. Assume the hypotheses of Theorem 17 and let n ∈ ∏p Np . Then n is in normal
form (to order k) (w.r.t. the initially linear group action and the given inner product) if n is in
normal form (to order k) w.r.t. the spectral sequence of the linear mapping f nL : G → N and
the given inner product.
This approach to normal forms is easily seen to be equivalent to that in Bendersky and
Churchill (in press, Definition 5.14), and for the special case of normal forms for the action
of the Campbell–Hausdorff group on a graded Lie algebra to that in Baider (1989).
When dealing with the normal form of an element n ∈∏p Np it proves convenient to define
V :=∏pVp (6.7)
and
V ⊥ :=∏pV ⊥p . (6.8)
Note that one then has∏
p Np =
∏
p(V ⊥p ⊕ Vp), (6.9)
and an element n ∈ ∏p Np is seen to be in normal form (in either context) if and only if
n ∈ V ⊥.
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Remark 19.
(a) Calculations of normal forms are generally done with the “normal form algorithm”, which
in our context can be described as follows. Assuming n = n0 + n1 + · · · ∈ N is in normal
form to order p − 1 ≥ 1 write n p = nV ⊥p + nVp in accordance with the decomposition
(i)
Np = V ⊥p ⊕ Vp
and choose gp ∈ G such that
(ii)
π j ( f nL (gp)) = −nVp ,
where π j : N → N j is the usual projection. It then follows from the initially linear condition
that gp · n is in normal form to order p and that n and gp · n have the same “p-jet”, i.e.,
that
nq = (gp · n)q for all 0 ≤ q ≤ p.
When n ∈ N and 1 ≤ p ∈ Z are arbitrary p applications this algorithm to n results in
a product
(iii)
g :=∏pq=1gq ∈ G
such that g ·n is in normal form to order p. (For our purposes finite products suffice; for the
infinite case one must use arguments as in Baider (1989).)
A significant difference between the traditional approach and the spectral sequence
approach to this algorithm is in solving “homological equation” (ii) for gp ; by means of
diagram (5.7) the equation can be viewed in terms of differentials, as will be illustrated in
Example 28.
(b) We contrast Definition 18 with the traditional one. Choose any n ∈ N . In the traditional
approach one applies the normal form algorithm to n as in (a) so as to produce a sequence
{n(p)} ⊂ N in which each n(p) is in normal form to order p. One concurrently defines
the vector spaces Vp = Vp(n(p)) encountered in (i), and these spaces appear explicitly
in the normal form definition. In our approach a vector space V (n) = ⊕p Vp(n) is
associated directly with n by means of the spectral sequence. From Theorem 17(b) one
has Vp(n) = Vp(n(p)), and this allows us to define the normal form as in Definition 18.
Theorem 20. Assume the hypotheses of Theorem 17 and let n ∈ ∏p Np. Then the normal form
algorithm results in an element in normal form w.r.t. the given G-action, and this is the unique
element in normal form within the G-orbit of n.
Proof. See Bendersky and Churchill (in press, Propositions 5.15 and 5.16). 
7. The spectral sequence of a pre-normalized Hamiltonian
Here we adopt the notation of Sections 3 and 4; in particular, n > 0 denotes an odd integer.
In several instances definitions already given will be repeated for ease of reference.
Additional notation assumed throughout the section is as follows.
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• N˜ ∈ sp(2n) is as in (3.1), i.e.,
N˜ =
(
N 0
0 −Nτ
)
, with N :=
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 1 0 0 · · · 0 0
0 0 1 0 0
... 0
0 0 0 1 0 0
...
0 0 0 0 1
. . .
...
... · · · . . . . . . 0
0 0 0 0 0 0 1
0 0 0 0 0 0 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (7.1)
• D˜ is the collection of (n × n)-matrices of the form
D˜ =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 0 · · · · · · 0 d1n
0
... 0 −d1n 0
0 0 d1n 0 d3n
...
... 0 −d3n 0
...
. . .
...
0 −d1n 0 −d3n 0
d1n 0 d3n · · · 0 dnn
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (7.2)
which by virtue of the inclusion D˜ ⊂ swsppn(2n) inherits a Z-grading from that defined on
swsppn(2n).•
D =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 0 · · · 0 1
0
... 0 −1 0
0 1 0
...
...
0 −1 0 0
1 0 · · · 0 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (7.3)
Fix an element [] ∈ Hpn satisfying
 = λD + · · · , λ = 0, (7.4)
with omitted terms in F2nsppn(2n) ; from [λD] ∈ Hpn2n−1 we see that
[] ∈ F2n−1Hpn. (7.5)
In this section we will construct the spectral sequence E([]) = {(Er ([]), dr)}r≥1 of [] w.r.t.
the exp-ad action of Corollary 12, which by (ii) of that corollary is simply the spectral sequence
of the linear mapping
f []L : g ∈ G → ad(g)[] ∈ Hpn. (7.6)
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We then explain the connection with normal forms and, in particular, with the Williamson normal
form of the representative element  ∈ sppn(2n) =
{(
nw ne
sw −nwτ
)}
. Indeed, we will see that
one can compute this Williamson normal form, as well as a symplectic matrix conjugating 
to that form, directly from the spectral sequence. We give sw, nw and ne the Z-gradings of
Section 4.
To begin note that f []L is of degree at least one; this is immediate from the fact that all
non-zero terms of G are contained in F1G. It follows from Proposition 14 that
E p,−p1 =
⎧⎪⎨⎪⎩
0 if p = 0
F pG/F p+1G  G p if 1 ≤ p ≤ 3n − 2
0 if p ≥ 3n − 1.
E p,−p+11 =
⎧⎪⎨⎪⎩
0 if 0 ≤ p ≤ 2n − 2
F pHpn/F p+1Hpn  sppn(2n)p if 2n − 1 ≤ p ≤ 5n − 3
0 if p ≥ 5n − 2.
(7.7)
To calculate differentials we need to introduce bases for G and Hpn.
The basis for G (considered as a vector space)
For 1 ≤ i, j ≤ n let s nei j ∈ ne denote the symmetric matrix with 1 in positions i j and j i
and zeros elsewhere, and for each p satisfying n ≤ p ≤ 3n − 2 let
s(p) := { j ∈ Z+ : max{2n − p, 1} ≤ j ≤ min{n, 3n − p − 1}.
Now define
spj :=
(
0 s ne3n−p− j, j
0 0
)
∈ sppn(2n), n ≤ p ≤ 3n − 2, j ∈ s(p).
(The indexing ensures that p = 3n − (i + j) for all 1 ≤ i, j ≤ n.) Our basis for G is
{N˜ p}n−1p=1 ∪ {spj }n≤p≤3n−2, j∈s(p) with N˜ as in (7.1).
The basis for Hpn
For odd p ∈ Z satisfying 2n − 1 ≤ p ≤ 3n − 2 let D swp ∈ D˜ denote the matrix D˜ in (7.2)
with d(p−n+1),n = 1 and all other entries 0, and set
Dp :=
(
0 0
D swp 0
)
∈ sppn(2n).
For 1 ≤ i, j ≤ n let e nwi j ∈ nw denote the matrix with 1 in position i j and zeros elsewhere,
and for p ∈ Z satisfying in 3n − 1 ≤ p ≤ 5n − 3 let
t (p) := { j ∈ Z+ : max{p − 4n + 3, 1} ≤ j ≤ min{n, p − 3n + 2}.
Now define matrices epj ∈ sppn(2n) by
epj :=
(
enwj−p+4n−2, j 0
0 −(enwj−p+4n−2, j)τ
)
, 3n − 1 ≤ p ≤ 5n − 3, j ∈ t (p).
(The indexing ensures that j − i = p − 4n + 2 for all 1 ≤ i, j ≤ n.) Our basis for Hpn is
{[Dp]}3n−2p=2n−1, p odd ∪ {[epj ]}3n−1≤p≤5n−3, j∈t (p).
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Table 1
The E1 term of the spectral sequence
p E p,−p1 Generators E
p,−p+1
1 Generators
1 R N˜ 0 —
2 R N˜2 0 —
.
.
.
.
.
.
.
.
.
.
.
.
n − 1 R N˜n−1 0 —
n R sn,n 0 —
n + 1 R sn+1,n 0 —
n + 2 2R sn+2,n , sn+2,n−1 0 —
.
.
.
.
.
.
.
.
.
.
.
.
2n − 1 ( n+12 )R s2n−1,n , . . . s2n−1, n+12 R D2n−1
2n [ n2 ]R s2n,n−1, . . . s2n, n+12 0
2n + 1 ( n−12 )R s2n+1,n−2, . . . s2n+1, n−12 R D2n+1
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
3n − 2 R s3n−2,1 R D3n−2
3n − 1 0 — R e3n−1,1
3n 0 — 2R e3n,1, e3n,2
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
5n − 3 0 — R e5n−3,n
Note that the collection
{Dp}3n−2p=2n−1, p odd ∪ {epj }3n−1≤p≤5n−3, j∈t (p) ∪ {spj }n≤p≤3n−2, j∈s(p)
provides a basis of sppn(2n), e.g., one has⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 1 2 0 0 0 0 0 3 0
0 0 1 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0
0 0 0 0 1 3 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 −1 0 0 0 0
0 0 0 0 1 −2 −1 0 0 0
0 0 0 −1 0 0 0 −1 0 0
0 0 1 0 0 0 0 0 −1 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
= D11 + 2e20,3 + 3s10,4.
Remark 21. The bases defined above may also be regarded as bases for the associated graded
vector spaces
⊕
F pG/F p+1G and
⊕
F pHpn/F p+1Hpn respectively. In particular they
provide bases for E∗,−∗1 ([]) =
⊕
E p,−p1 ([]) and E∗,−∗+11 =
⊕
E p,−p+11 ([]).
Remark 21 allows for the description of the E1 terms of the spectral sequence given in Table 1.
In that table the notation kR appearing in columns two and four indicates that the relevant vector
space is being identified with
⊕k
j=1R by means of the isomorphism defined by the indicated
basis elements (“generators” in spectral sequence parlance).
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Note from (7.6), (7.5) and G = F1G that f []L : g → ad(g)[] has degree 2n − 1, and as a
consequence we see from Proposition 14 that the first possibility for a non-trivial differential is
d2n−1. Moreover, from the same proposition it is evident that this particular differential is induced
by the linear mapping g ∈ G → ad(g)(h2n−1) ∈ F2nsppn(2n). In fact d2n−1 is non-trivial, as
we now show.
Theorem 22. Up to a non-zero factor we have
d2n−1(N˜r ) =
{
D2n+2k−1 r = 2k, k = 1, 2, . . . , [ n2 ],
0 r = 2k + 1.
In the statement we are regarding the basis elements as in Remark 21.
Proof. For p ≥ n let Cp−1 be the n×n matrix with cp− j, j = (−1) j+1 and ci j = 0 if i + j = p,
e.g., Cn = D sw2n−1. A simple calculation shows that Cr N = ±Cr+1. Up to a factor of λ the
southwest corner of d2n−1(N˜k ) is [D sw2n−1, Nk ] = D sw2n−1 Nk + (D sw2n−1 Nk )τ . But D sw2n−1 Nk =
Cn Nk = ±Cn+k , and this last matrix is symmetric if k is even and skew-symmetric if k is odd;
we conclude that d2n−1(N˜2k) = 2D2n+2k−1 and d2n−1(N˜2k+1) = 0. 
For the remainder of the section we write D in place of D2n−1.
We now compute the restrictions d2n−1|E p,−p2n−1 for n ≤ p ≤ 3n − 2.
Lemma 23. The nw block of d2n−1(spj ) is quasi-skew symmetric.
Quasi-skew symmetric matrices were introduced in Definition 5.
Proof.
d2n−1(sp, j ) =
(
spj D 0
0 −Dspj
)
Dspj D is symmetric because spj is symmetric. 
Theorem 24. For n ≤ p ≤ 3n − 1 the restriction d2n−1|E p,−p([]) : E p,−p([]) →
E p+2n−2,p+2n−1([]) is injective with image the vector space of Hamiltonians with quasi-skew
symmetric nw block and zero sw block.
Proof. For n ≤ p ≤ 3n − 2 one computes
spj D =
{
ep+2n−1,n− j+1 ± ep+2n−1,p+ j−2n+1 if 2 j = 3n − p
ep+2n−1, p−n2 +1 if 2 j = 3n − p.
The generators of the vector space of Hamiltonians with quasi-skew symmetric nw block are
matrices with ±1 in positions symmetric about the nw skew diagonal. From the above formula
we see that the image of a generator not on the diagonal in the ne block is a sum of generators
which are symmetric, up to sign, about the skew diagonal. The lemma shows that the sign must
be the one that makes the image a generator of the quasi-skew symmetric vector space. Part
two of the formula shows that the image of a class on the diagonal in the ne block lies on the
skew-diagonal in the nw block. Hence the differential is a one-to-one map from E p,−p([]) to
the vector space of quasi-skew symmetric Hamiltonians. 
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Table 2
The E∞ term of the spectral sequence
p Hpn ≈ V ⊕ V ⊥ π−→ E p,−p+1∞ (h) ≈ Hpn/V s−→≈ V ⊥
(generators)
2n − 1 D2n−1 = D2n−1
2n 0 0
2n + 1 D2n+1 → 0
2n + 2 0 0
.
.
.
.
.
.
.
.
.
.
.
.
3n − 2 D3n−2 → 0
3n − 1 e3n−1,1 → 0
3n e3n,1, e3n,2 → V ⊥3n
.
.
.
.
.
.
.
.
.
.
.
.
5n − 4 e5n−4,n−1, e5n−4,n → V ⊥5n−4
Recall from (6.3) that the E-infinity term E p,−p+1∞ ([]) must be isomorphic to⊕
p Hpnp/Vp, where V =
⊕
Vp is the vector space of images of the differentials. Note from
Theorem 24 that V contains the Hamiltonians with quasi-skew symmetric nw corner. Introduce
the inner product on sppn(2n) defined by
〈m1, m2〉 = trace(mτ1m2), m1, m2 ∈ sppn(2n), (7.8)
and note that this inner product passes to the factor space Hpn via the canonical projection
sppn(2n) → Hpn, i.e., an inner product on this factor space is well-defined by
〈[m˜1], [m˜2]〉 = trace(m˜τ1m˜2), [m˜1], [m˜2] ∈ Hpn, (7.9)
where the ne blocks of m˜1, m˜2 are the (n × n)-zero matrices. Let s : E∗,−∗+1∞ ⊕
p Hpnp/Vp → Hpn denote the mapping of (6.4), i.e., the inner-product induced splitting
of the canonical projection π : Hpn → E p,−p+1∞ ([]). Then s provides identifications
Hpnn/Vp  V ⊥p (recall (6.5)), and we can therefore write Hpnp ≈ Vp
⊕
V ⊥p .
The output of the spectral sequence of [], i.e., the E-infinity terms, can now be summarized
as in Table 2, where by abuse of notation we have labeled the columns Hpn and Hpn/V when
in fact we should have used the associated graded vector spaces. In each degree these are of
course isomorphic.
8. The normal form of the pre-normalized Hamiltonian
We continue with the notation of the previous section. In particular, [] ∈ Hpn is as in (7.4).
We let L : W → W be the Hamiltonian operator defined by  and we let π : sppn(2n) →
Hpn := sppn(2n)/nesppn(2n) be the canonical map.
Theorem 25. The normal form of [] is the image under π of the matrix(
N −λD2n−1
λD2n−1 −Nτ
)
∈ sppn(2n), (i)
i.e., it is the image under π of the Williamson normal form of L.
In the proof we follow the conventions described in Remark 21.
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Proof. We first prove that N˜ ∈ sppn(2n)4n−1 is orthogonal to the vector space of
quasi-skew symmetric Hamiltonians in sppn(2n)4n−1. If we knew that E
4n−1,−4n+2
2n ([]) =
E4n−1,−4n+2∞ ([]) the theorem would then be immediate from Lemma 8, Proposition 10,
Theorem 17(a), and the fact that N˜ ∈ V ⊥.
To establish the orthogonality property of N˜ recall from Theorem 24 that the vector space
of quasi-skew symmetric Hamiltonians in Hpn4n−1 is equal to d2n−1(Hpn2n). These matrices
have the form(
s2n, j D 0
0 −Ds2n, j
)
,
wherein D := D2n−1 and s2n, j is an (n × n)-matrix with one in positions n − j, j and
j, n − j and zeros elsewhere. Right multiplication with D reverses columns and changes the
sign in even numbered columns, and since n is odd we conclude that the odd numbered
column entry remains +1 and the even column entry is changed to −1. It follows that
the northwest block of d2n−1(s2n, j )N˜τ has diagonal (1,−1, 1, . . . ,−1, 1) and the southeast
block has diagonal (−1, 1,−1, . . . , 1,−1), and as a result we see that 〈d2n−1(s2n, j ), N˜ 〉 =
trace(d2n−1(s2n, j )N˜τ ) = 0.
To prove there are no differentials into degree 4n−1 we may assume, by Theorems 17 and 20,
that h is already in normal form, which by Lemma 8 and Proposition 10 must have the structure(
A −λD
λD −Aτ
)
,
where the non-zero terms of A, if any, must be concentrated in degree 4n − 1. However, for
matrices of this form one checks easily that E4n−1,−4n+22n ([]) = E4n−1,−4n+2∞ ([]), and the
theorem follows. 
The proof also establishes the following result.
Corollary 26. E∗,∗∞ ([]) = E∗,∗2n ([]).
In other words, there are no higher differentials other than those appearing in Theorems 22 and
24. Equivalently, in degrees greater than 3n − 2, V is the vector space of quasi-skew symmetric
matrices.
Corollary 27. Suppose a matrix P ∈ Sp(2n) is constructed, via the normal form algorithm, so
as to satisfy
[PP−1] =
[(
N −λD2n−1
λD2n−1 −Nτ
)]
∈ Hpn. (i)
Then
PP−1 =
(
N −λD2n−1
λD2n−1 −Nτ
)
∈ sppn(2n). (ii)
To be precise, the assumption is that P is constructed as in (iii) of Remark 19(a).
Proof. Immediate from Corollary 12 and Lemma 8. 
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Example 28. We illustrate Theorem 25, Corollary 27 and the spectral sequence approach to the
calculation of normal forms with the (10 × 10)-pre-normalized Hamiltonian matrix  := H pn
computed in Example 4.
At first glance it will appear we are working with  rather than with [], but closer scrutiny
will reveal that none of the choices used in our calculations depends in any way on the northeast
blocks of the matrices involved, and we can thereby be regarded as working in the factor space
Hpn. (Remark 21 is also relevant here.) Further justification for dealing exclusively with 
comes from the equivariance property of Corollary 12: any modifications made to [] using the
G-action can be made to  simultaneously.
For purposes of reasonable visualization we decompose  into the relevant (5 × 5)-blocks:
the northwest corner is⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
−18133
315 1
16686358
4725
607279
75 − 63735606470875
90
7 0 − 2853435 − 2848715 1129043525
− 5921 0 72194315 29125 − 32490174725
5
7 0 − 27421 0 − 6206315
− 85392 − 57 677588 421 471176
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
the northeast corner is⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
162408920303524
111628125 − 280864653878826875 7598406529977441875 − 643067959496125 53866721231525
− 280864653878826875 145712830318375 − 131377900955125 11201183675 − 224307141160
759840652997
7441875 − 131377900955125 3547701016496125 − 326760233075 2047919123480
− 643067959496125 11201183675 − 326760233075 − 58912205 − 1554116
53866721
231525 − 224307141160 2047919123480 − 1554116 5875153664
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
and the southwest corner is⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 0 0 0 −5
0 0 0 5 0
0 0 −5 0 2743
0 5 0 − 2743 0
−5 0 2743 0 652145
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
It is clear from the structure of the spectral sequence that the matrices which will conjugate 
to normal form are determined by d9.
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We first clean out the southwest corner. From Table 2 we see that the normal form 13 to
order 13 has the matrix −5D9 in that location. (As usual, for any h ∈ sppn(2n) we let h p denote
the term of degree p in h.) By Theorem 22 the matrices which eliminate the terms off the skew-
diagonal are multiples of N2k . A simple MAPLE computation shows that d9( 13715 N
2) = 11,
and it follows that the 11th order normal form 11 of  is given by − 13715 N2 · , i.e., that  is
conjugated into 11 by e −13715 N2 . (The second paragraph of Remark 19(a) is quite relevant at this
point.) A similar computation, now using d9(N4), shows that e−
44059
450 N
4
conjugates 11 into 13.
We now use the differentials on the classes in degrees 5 → 13 in G, i.e., the northeast blocks,
to clean out the northwest block of 13. The notation is that of Table 1. For example s5,5 is the
minimal Hamiltonian with a 1 in the 5th column of the northeast matrix in degree 5. Again using
the differentials we have
• e− 17395 s5,513e 17395 s5,5 = 14
• e 17 s6,514e− 17 s6,5 = 15
• e 65392 s7,515e− 65392 s7,5 = 16
• e( 1915 s8,5− 137105 s8,4)16e(− 1915 s8,5+ 137105 s8,4) = 17
• e(− 231895880 s9,5+ 372379188200 s9,3)17e( 231895880 s9,5− 372379188200 s9,3) = 18.
The transformation to 19 is the first (and only) interesting case. Up to this order the k + 1
degree terms in the kth order normal form were quasi-skew symmetric, and from Theorem 24
we knew this term could be eliminated. This is not the case for the term of degree 19 in 18. We
will discuss this case in a bit more detail since the methods differ slightly from those used for
k < 19.
First check that the two vectors d9(s10,4) and d9(s10,3) are orthogonal with respect to the
inner product 〈A, B 〉 = trace(Aτ B). Now write
1819 = a1d9(s10,4) + a2d9(s10,3) + v⊥.
where v⊥ ∈ V ⊥. By elementary linear algebra one obtains a1 = 28135 , a2 = 28766225 , and as a
consequence we find that
• e− 28135 s10,4− 28766225 s10,318e 28135 s10,4+ 28766225 s10,3 = 19.
When the actual calculation is made one discovers that the northwest corner of 19 is, as if by
magic, the matrix N . In fact it is not magic at all, but rather an illustration of Theorem 25.
The remaining calculations offer no surprises; one obtains
• e 210529788200 s11,3+ 2848775 s11,2(19)e− 210529788200 s11,3− 2848775 s11,2 = (20),
• e− 4714375 s12,2(20)e 4714375 s12,2 = (21),
and, finally, the unique normal form
• e 83230575880 s13,1(21)e− 83230575880 =(22) =
(
N˜ 5D
−5D −N˜τ
)
,
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thereby illustrating Theorem 25. Moreover, as a result of these calculations and Corollary 27
we see that a symplectic matrix P satisfying P P−1 = (22) is given by
P = e 83230575880 s13,1 · · · e− 17395 s5,5 · e− 44059450 N4 · e −13715 N2
=
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 0 − 13715 0 − 2815 239787767875 − 368498525 106403525 − 28135 − 231895880
0 1 0 − 13715 0 − 607279375 2848775 − 290725 0 1915
0 0 1 0 − 13715 1420213723625 − 24459175 641111575 − 137105 − 65392
0 0 0 1 0 0 0 0 0 17
0 0 0 0 1 − 181331575 187 − 59105 17 − 17392
0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 13715 0 1 0 0
0 0 0 0 0 0 13715 0 1 0
0 0 0 0 0 31414225 0
137
15 0 1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
It needs to be stated explicitly that there is often freedom involved in the construction of the
conjugating (exponential) matrices, and as a result one cannot expect uniqueness of P . On the
other hand, regardless of the choices made the calculations will always produce a symplectic
matrix with the required conjugating property.
In order to clarify the invariance of the spectral sequence we note that Corollary 26
implies that N˜ “survives” the spectral sequence, i.e., there must exist a matrix N̂ = N˜ +
higher order terms with ad(N̂ )([]) = 0. If  is already in normal form then one has N̂ = N˜ .
For the  of Example 28 one can check that
N̂ =
(
N S
0 −Nτ
)
has the required property, where
S =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
− 1214558375 9853011125 − 290725 − 181331575 187
985301
1125 − 581425 266875 187 − 59105
− 290725 266875 0 − 59105 17
− 181331575 187 − 59105 27 − 17392
18
7 − 59105 17 − 17392 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
We conclude with two examples of normal forms suggested by the spectral sequence which
are not of the type discussed in Section 3.
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• Any matrix of the form
 =
(
p(N) −λD
λD −p(N)τ
)
in which p(x) is a polynomial involving only odd powers of x is in normal form.
• Any matrix of the form
 =
(
A −λD
λD −Aτ
)
in which A ∈ V ⊥p is homogeneous of degree p is in normal form.
On might conjecture that any  with A ∈ V ⊥ is in normal form; the (10 × 10)-matrix
 =
(
N + (e15,1 + e15,2) + (s16,1 − s16,3) −D
D −(N + (e15,1 + e15,2) + (s16,1 − s16,3)τ
)
.
provides a counterexample. To verify this first note that all Hamiltonian matrices with northwest
block e15,1 + e15,2 or s16,1 − s16,3 and northeast and southwest blocks zero are in V ⊥. For the
indicated  one computes that N˜ survives to E1,−115 ([]) and that d15(N˜ ) = s16,1 − s16,3, hence
 cannot be the normal form of any element of Hpn.
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