Abstract-
INTRODUCTION
In recent years, power system operation faces new challenges due to deregulation and restructuring of electricity markets. The old system known as monopoly based is substituted by a competitive market place. Hence the new structures of power system become more complex. To date, there a lot of issues when deregulation of power system is going to be implemented.
One of the major issues is the power transfer allocation problem. Since the last decade, there are a lot of techniques and algorithms have been proposed through literatures. The method based on proportional sharing principle (PSP) [1] has drawn a lot of attention of many researchers to come out their algorithms to solve the power transfer or power tracing problems [2] [3] [4] .
Some of them also have proposed the technique based on circuit theory [5] [6] [7] [8] . There are advantages and disadvantages of using either PSP or circuit theory methods. For instance, PSP method cannot handles a loop flow system while for circuit theory, sometimes the result of power tracing at certain loads or lines exceeds the particular generation capacity. To overcome these drawbacks, optimization approaches have been proposed [9, 10] . However, the optimization techniques end up with longer computation times, which is cannot be implemented on-line. This paper proposes a new technique to allocate the power transfer from generators to loads by implementing hybridization of continuous genetic algorithm (CGA) with least squares support vector machine (LS-SVM), namely CGA-LSSVM. Basically, the proposed method can be adapted whether using PSP, circuit theory or optimization methods. This is due to the technique just needs a teacher to train the support vector model. For this paper, PSP method is selected as a teacher due to its simplicity and CGA-LSSVM will learn from the results of PSP. This paper is organized as follows. The initial concept of PSP is discussed in Section 2. Function estimation using LS-SVM is presented in Section 3 followed by CGA implementation in Section 4. In Section 5, the application of CGA-LSSVM for generators' contributions to loads allocation is discussed. The result of proposed method with the comparison with PSP method is presented in section 6. Finally, conclusion is stated in Section 7.
II. PSP AS A TEACHER
The concept of PSP is proposed by Bialek [1] , where the summation of inflows are equal to the outflows at each node or bus and each outflow is proportionate with the sum of inflows. This concept is illustrated in Fig. 1 . To apply this concept, the test system must be constructed into lossless system. This paper will uses a different point of view to construct the lossless system, where the system is modified by removing the loss at each line and attributed to the sending end bus as virtual load. The proposed technique is depicted in Figs. 2 where P j is representing of the total power flow through bus j, α i is the set of buses supplying directly to bus i and |P j-i | is the magnitude of power flow (receiving end) in line j-i. From distribution matrix A, the shares of generators to the loads can be calculated as follows:
where A -1 is inversion of matrix A, P Lk is load at bus k, P Gi is generation bus i, and P i is through power of bus i. Vector P Gi to loads is used as a target in the training process of proposed CGA-LSSVM.
III. FUNCTION ESTIMATION USING LS-SVM
Support vector machine (SVM) is known as a powerful methodology for solving problems in nonlinear classification, function estimation and density estimation. SVM has been introduced within the context of statistical learning theory and structural risk minimization. Least squares support vector machine (LS-SVM) is reformulations from standard SVM [11] which lead to solving linear Karush-Kuhn-Tucker (KKT) systems. LS-SVM is closely related to regularization networks and Gaussian processes but additionally emphasizes and exploits primal-dual interpretations [12] .
In LS-SVM function estimation, the standard framework is based on a primal-dual formulation. Given N dataset { } 
With the application of Mercer's theorem [11] for the kernel
is not required to compute explicitly the nonlinear mapping φ(.) as this is done implicitly through the use of positive definite kernel functions K [12] . By elimination of w and e i , the following linear system is obtained [12] :
The resulting LS-SVM model in dual space becomes:
Usually, the training of the LS-SVM model involves an optimal selection of kernel parameters and regularization parameter. Several kernel functions, viz. Gaussian radial basis function (RBF) Kernel, linear Kernel and quadratic Kernel are available. For this paper, the RBF Kernel is used which is expressed as: Note that σ 2 is a parameter associated with RBF function which has to be tuned.
IV. CONTINUOUS GENETIC ALGORITHM
In order to find the optimal value of regularization parameter, γ and Kernel RBF parameter, σ 2 , continuous genetic algorithm (CGA) is proposed to be integrated with LS-SVM. Genetic algorithm is a subset of evolutionary algorithms that model biological processes to solve the optimization problems. GA approach can be divided into two: binary and continuous. For this paper, CGA is selected since it has an advantage in the accurate representation of the continuous parameter. Each chromosome consists of two parameters representing γ and σ 2 in continuous floating numbers that generated randomly. The single point arithmetic crossover method is adapted [13] . The CGA properties to find the optimal γ and σ 2 are as follow:
• Selection: roulette wheel • Crossover probability = 0.9
• Mutation probability = 0.1 • Population = 40
• Maximum iteration = 50
V. CGA-LSSVM FOR GENERATORS' CONTRIBUTIONS TO LOADS ALLOCATION
The proposed tracing method is elaborated by designing an appropriate CGA-LSSVM model using LS-SVMlab Toolbox [14] for the 25-bus equivalent system of southern Malaysia as shown in Fig. 4 . The input samples for training is assembled using daily load curve and performing load flow analysis for every hour of load demand. The target vector for the training is obtained from PSP method. Input data (D) for developed CGA-LSSVM contains independent variables, viz. real power generation (P g1 to P g12 ), real loads (P d13 , Pd 14 , Pd 16 to Pd 18 ) and voltage magnitude (V 1 to V 25 ) and the output/target parameter, (T) which is real power contributions from individual generator to loads placed at buses 13, 14, 16, 17 and 18. This is considered as 60 outputs (12 generators' contributions to each load). The flow of CGA-LSSVM is depicted in Figs. 5 and 6 .
A. Training, validation processes and testing
After the input and target of training data have been created, it will be more efficient to preprocess the network inputs and targets so that they will always fall within a specified range and also to avoid over fitting problem. In this case the minimum and maximum value of input and target vectors is used to scale them in the range of -1 and +1. Next step is to divide the data (D and T) up into training, testing and validation subsets. In this case, 48 samples (29%) of data are used for the training, 72 samples (42%) for validation and 48 samples (29%) for testing out of 168 hours. Table I shows the numbers of samples of training, validation and testing.
The property of regularization parameter γ and Kernel RBF σ 2 are decided through the CGA technique that has been discussed above. From the model of CGA-LSSVM, the final value of γ is set to 962.8178 and σ 2 is set to 16.663 yields a reasonable accuracy of the output of the predictive model that has been designed. 
B. Pre-testing and simulation
After the CGA-LSSVM model has been trained using MATLAB, the next step is to simulate the model. The entire sample data is used in pre-testing. After simulation, the obtained result from the trained model is evaluated with the linear regression analysis. The regression analysis for the trained model that refers to the contribution of Generator 12 to load bus 18 is shown in Fig. 10 . The correlation coefficient, (R) in this case is equal to one indicates the perfect correlation between trained CGA-LSSVM model with the PSP method. The MSE value for pre-testing is 2.2193 x 10 -4 .
VI. RESULT AND DISCUSSION
The case scenario is that real and reactive power at each load is assumed to decrease by 5% from hour 1 to 168, from the nominal trained pattern. It is also assumed that all generators also decrease their production proportionally according to the variation of demands. The allocation of real power from generators to loads using PSP and proposed model on hours 33 out of 168 hours are tabulated in tables II and III respectively. The results obtained by the CGA-LSSVM model are compared well with the result of PSP. The difference between generators in both methods is reasonable which is the largest difference is 0.0286 MW at bus 16 for G1. The MSE of this simulation is very small which is 1.7 x 10 -3 . The load flow result for the test system is given in Table IV . It can be observed that the sum of real power contributed by each generator obtained from CGA-LSSVM and PSP are in conformity with the actual power flow although there are very small variations in the predicted result from CGA-LSSVM. Moreover, the proposed method can compute the result very close to the PSP even though the training data is just about 29% from the overall data and the hybridization of CGA and LS-SVM make the prediction process very successful. 
VII. CONCLUSION
This paper has presented a new method to allocate the generators' contributions to loads in pool based power system using incorporation of LS-SVM technique with continuous genetic algorithm (CGA). The developed CGA-LSSVM adopts real power allocation outputs determined by PSP as an estimator to train the model. The results show that CGA-LSSVM able to trace the power transfer from generators to loads even though just using small amounts of data in training process. Better computational time is crucial to improve online application. Thus, the proposed method is predicted to provide faster power tracing results with acceptable accuracy when the real and reactive power tracing is implemented simultaneously, which is will be proposed in the future.
