2 codes is constructed for all in which case the decoding delay is half the decoding delay of the rate-1 2 codes given by Tarokh et al. This is achieved by giving first a general construction of square real orthogonal designs which includes as special cases the well-known constructions of Adams, Lax, and Phillips and the construction of Geramita and Pullman, and then making use of it to obtain the desired rate-1 2 codes. For the case of nine transmit antennas, the proposed rate-1 2 code is shown to be of minimal delay. The proposed construction results in designs with zero entries which may have high peak-to-average power ratio and it is shown that by appropriate postmultiplication, a design with no zero entry can be obtained with no change in the code parameters.
I. INTRODUCTION
S PACE-TIME block codes (STBCs) from complex orthogonal designs (CODs) have been widely studied for square designs, since they correspond to minimum-delay codes for colocated multiple-antenna coherent communication systems. However, nonsquare designs naturally appear in the following situations. 1) In coherent co-located MIMO systems, for a specified number of transmit antennas, nonsquare designs can give much higher rate than the square designs [1] . 2) In noncoherent MIMO systems with nondifferential detection, nonsquare designs with lead to low decoding complexity STBCs [2] .
3) Space-time-frequency codes can be viewed as nonsquare designs [3] . 4) In distributed space-time coding for relay channels, rectangular designs appear naturally [4] .
Definition 1:
A COD in complex variables is a matrix with entries , their complex conjugates such that , where is the complex conjugate transpose of , and is the identity matrix. The matrix is also said to be a COD. When are real variables, the corresponding design is called real orthogonal design (ROD).
An orthogonal design (OD) will mean both ROD or COD. The rate of a OD (defined as the number of complex symbols per channel use) is and is called the decoding delay of the OD .
The main problem in the construction of ODs is to construct a OD (for given ) in variables which maximizes the rate and then to find a OD with maximal rate which minimizes .
It has been noted that the rate of the square ODs is very low for large number of antennas. Let be a positive integer and be a function (known as Hurwitz-Radon function) given by the following formula: write , ; , , , and are integers with ; then (1) It is known that [5] - [7] the maximal rate of a square ROD for transmit antennas is while that of a square COD . As the square ODs are not bandwidth efficient, it is natural to study nonsquare ODs expecting that there may exist codes with high rate. It is known [6] that there always exists a rate-1 ROD for any number of transmit antennas. In fact, all rate-1 RODs can be obtained from square RODs of appropriate size. The minimum decoding delay of a rate-1 ROD for transmit antennas [6] is which is given by the following formula:
0018-9448/$31.00 © 2012 IEEE On the other hand, it is not known, in general, the maximal rate of a COD which admits as entries linear combination of several complex variables for arbitrary number of antennas. However, it is shown by Liang [1] that the maximal rate of a COD is whenever the number of transmit antennas is or . Construction of maximal-rate CODs given by Liang [1] is stated in the form of an algorithm while Lu et al. [8] have constructed these codes by concatenating several matrices of smaller size. The following theorem describes the minimum decoding delay of the maximal-rate nonsquare CODs.
Theorem 1 [9] , [10] : A tight lower bound on the decoding delay of a maximum-rate COD for antennas is for or . Moreover, if is congruent to 0, 1, or 3 modulo 4, then this lower bound on decoding delay is achievable. If is congruent to 2 modulo 4, the minimum decoding delay is twice the lower bound.
As the rate of the maximal-rate codes is close to for a large number of antennas and the decoding delay of these codes is large, it is important to know whether there exists rate-codes with low decoding delay. The importance of determining the delay of rate-CODs has also been noted by Adams et al. [9] .
A construction of rate-codes for any number of antennas is given by Tarokh et al. [6] . Their construction is simple: start with a rate-1 ROD for antennas in variables , and then form the following matrix: (3) where is obtained from by replacing each variable with its complex conjugate and is given by (2) . Note that the number of rows in is and each variable appears twice along each column of the matrix.
We define a -scaled COD, for a positive integer , ( -scaled  COD) as a orthogonal matrix with nonzero entries the indeterminates , their conjugates or all the nonzero entries in a subset of columns of the matrix are of the form , , . Notice that a -scaled COD corresponds to a COD if . In columns with scaling by , all the variables appear exactly times. In other words, lambda scaling (where Lambda is an integer greater than 1) of a COD allows all the nonzero entries in a subset of columns of the matrix to take values from the set . It must be noted that scaling of a design is not something new as it has been already used by Seberry et al. [16] to construct orthogonal designs with fewer zeros. In this paper, is always 2 and call these codes simply scaled CODs.
In the most general case, a linear-processing COD (LPCOD) is a orthogonal matrix in variables such that each nonzero entry of the matrix is a complex linear combinations of the variables and their conjugates. If are real variables, then the corresponding design is called linear-processing ROD (LPROD). Note that a scaled COD is an LPCOD, but not conversely. An example [6] of an LPCOD which is not a scaled COD is the following code:
It has been observed that the decoding delay of the rate-codes obtained by the construction (3) is not the best possible: for example, the following code for eight antennas:
is a rate-COD with decoding delay 8, whereas the corresponding rate-code given by the construction (3) has decoding delay 16. This indicates that there may exist rate-scaled COD for any number of antennas with half the decoding delay of the rate-code given by (3) .
In this paper, we provide an explicit construction of ratescaled COD for any number of transmit antennas, say , with decoding delay . Table I gives a comparison of the three classes of codes, namely, maximal rate CODs (denoted by ), rate-scaled CODs , and the rate-codes of this paper (denoted by ). It shows that for large values of , but for a marginal decrease in the rate with respect to , the codes of this paper are the best codes known to date with respect to decoding delay.
As a byproduct of the aforementioned construction, a general construction of square RODs is presented which includes as special cases the well-known constructions of Adams et al. [7] and the construction of Geramita and Pullman [11] .
Though the minimum value of the decoding delay of the maximal-rate CODs is well known [9] , nothing is known about the minimal delay of the rate-scaled CODs. However, we have only been able to show that the decoding delay of the proposed rate-code for nine transmit antennas is minimum.
Zero entries in a design increase the peak-to-average power ratio (PAPR) in the transmitted signal and it is preferred not to have any zero entry in the design. This problem has been addressed for square and nonsquare ODs [12] , [15] , [16] . Our initial construction of rate-scaled CODs contain zero entries in the design matrix which will lead to higher PAPR in contrast to the designs given by (3) . However, we show that by postmultiplication of appropriate matrices, our construction leads to designs with no zero entry without any change in the parameters of the designs.
The remaining part of this paper is organized as follows. In Section II, we present the main result of this paper given by Theorem 4. For the special case of nine transmit antennas, in Section III, it is shown that our construction is of minimal delay. In Section IV, we show that the codes discussed so far can be made to have no zero entry in it by appropriate preprocessing without affecting the parameters of the design. Concluding remarks constitute Section V.
II. CONSTRUCTION OF RATE-SCALED CODS
Construction of the rate-codes is obtained in the following three steps.
STEP 1: Construction of a new set of square RODs (see Section II-B). STEP 2: Construction of two new sets of rate-1 RODs from the square RODs of STEP 1 (see Section II-C). STEP 3: Construction of low-delay rate-scaled CODs using rate-1 RODs (see Section II-D). Before explaining these steps, we first build up some preliminary results needed to describe these steps.
A. Mathematical Preliminaries
denotes the finite field consisting of two elements with two binary operations addition and multiplication denoted by and , respectively, , . Let and represent, respectively, the logical disjunction (OR) of and and complement or negation of .
Let be a nonzero positive integer and . We identify with the set of -tuple binary vectors in the standard way, i.e., any element of is identified with its radix-2 representation vectors (of length ) via the correspondence:
such that , . For convenience, depending on the context, the set is used as the set of positive integers and sometimes as the set of binary vectors. For , , , , , the component-wise modulo-2 addition and the component-wise multiplication of and are denoted by and , respectively. We have , . The two's complement of a number , denoted by , is defined as the value obtained by subtracting the number from a large power of two (specifically, from for an -bit two's complement), i.e., . The Hamming weight of , denoted by , is the number of 1 in the binary representation of . 
B. STEP 1: Construction of a New Class of Square RODs
Square RODs have been constructed by several authors, for example, Adams et al. [7] and Geramita and Pullman [11] . All these designs are constructed recursively and the basic building blocks of these designs are the RODs of order 1, 2, 4, and 8. In this section, we take a different approach toward the construction of square RODs and it leads to a new class of RODs of which the constructions in [7] and [11] are special cases. For any ROD, a nonzero entry of it is characterized by a pair of two integers, the first component of which takes value from the set denoting the sign of the entry while the second component represents the variable at that entry. For example, the (0, 0)th entry of (4) corresponds to the pair (1, 0) while the (0, 1)th entry corresponds to . For a square ROD of order in real variables , we define two functions and on the set with and , , such that whenever . It is straightforward to see that is uniquely determined by and . However, any arbitrary choice of these two functions will not lead to a square ROD. Therefore, the approach we take is identifying a pair of functions and that results in a square ROD. Let (5) be an injective map defined on with the image denoted by and (6) be another injective map defined on is given by (1). In the following theorem, we define two maps and in terms of the maps (5) and (6) and identify the conditions so that the resulting becomes a square ROD. We now construct the maps and explicitly such that (7) 
where be the map given by (10) and be an injective map given by (11) Let (12) Note that is two's complement of . In order to show that the map so constructed satisfies the condition of (7), we need the following two results related to the maps and (see (13) and (14), shown on the next page). Proof: There are only finitely many possibilities for and and it can be easily checked that both the statements (i) and (ii) hold for all possible cases.
We now have the following important theorem. The square ROD obtained using the maps and given by (8) and (12), respectively, will be denoted by throughout. The RODs and are given by (13) and (14), respectively. In Appendix A, it is shown that the RODs can be constructed recursively.
(13) (14) One can define the functions and different from the one given previously and can have a square ROD different from . In Appendix B, we provide three different pairs of such functions and these are shown to give the well-known Adams-Lax-Phillips' construction from Octonions and Quaternions and Geramita and Pullman's construction of square RODs.
C. STEP 2: Construction of New Sets of Rate-1 RODs
Transition from a square ROD to a rate-1 ROD can be performed using column vector representation of an ROD [6] . In a similar way, we construct a rate-1 ROD of size for transmit antennas from an ROD of size where is any nonzero positive integer, not necessarily a power of 2.
Any square ROD of order obtained via a suitable pair of maps and satisfying the condition (7) Example 2: For nine transmit antennas, the ratescaled-COD of size and the known rate-scaled COD [6] of size are given by (24), shown at the bottom of the next page. For ten transmit antennas, the proposed rate-code of size is given in Appendix C. It has been shown by Liang [1] that the maximal rate of a COD for transmit antennas is when or . However, the rate of a scaled COD, with scaling of at least one column is at most half as each variable appears twice in that column and therefore where is the number of complex variables and is the number of rows of the design.
E. Summary of the Proposed Rate-Codes
It has been observed that the number of complex variables in the proposed rate-code for transmit antennas is and the number of rows is [the number is given by (2)]. The construction of these codes requires two rate-1 RODs for antennas. In this paper, we construct and (where ) given by (16) and (17), respectively, which are used to construct rate-scaled-CODs and (for transmit antennas), respectively. The matrix constitutes the last columns of the proposed rate-scaled COD for antennas while the matrices and given by (21) constitute the first eight columns of the proposed code.
III. DELAY MINIMALITY FOR NINE TRANSMIT ANTENNAS
In this section, it is shown that the proposed rate-scaled COD for nine transmit antennas achieves minimal delay. To prove this, we need some preliminary facts regarding the interrelationship between ODs and certain bilinear maps. It has been observed that [13] the ODs and bilinear maps are intimately related in the sense that an LPROD of size exists if and only if there exists a type of bilinear map called normed bilinear map with parameters , , and . The normed bilinear maps have been studied extensively and one can find a good introduction to this topic in the book by Shapiro [14] .
A bilinear map (over a field ) is a map there is a normed bilinear map It is easy to see that the following inequalities hold:
. In order to compute for two positive integers and , the following result is useful.
Proposition 1 [14]:
is a commutative binary operation. We now prove the main result of this section. It must be noted that the aforementioned argument fails to work when the number of antennas is more than 9. However, it is likely that the proposed rate-scaled CODs are delay optimal.
IV. PAPR REDUCTION OF RATE-SCALED CODS
In this section, we study PAPR properties of the scaled CODs constructed in this paper. Note that in the construction of [6] , even though the delay is more, there is no zero entry in the design matrix. On the contrary, in our construction of ratecodes, there are zero entries. To be specific, observe that the first eight columns of rate-code , given by (18) contains as many zero as the number of nonzero entries in it, while there is no zero in the remaining columns of the matrix. When the number of transmit antennas is more than 7, the total number of zeros in the codeword matrix is equal to . Hence, the fraction of zeros in the codeword matrix is equal to for . Now in the remaining part of this section, we show that one can further reduce the number of zeros in by suitably choosing a postmultiplication matrix without increasing signaling complexity of the code.
As seen easily, only the first eight columns contain zeros while the others do not. Moreover, the zeros in the zeroth column and the seventh column occupy complementary locations, so is also for the pairs of columns given by (1, 6), (2, 5) , and (3, 4) . What it essentially suggests is that we can perform some elementary column operations which will result in a code with no zero entry in it. Let be an matrix given by where is the identity matrix and the matrix (with entries 0, 1 and ) is given by Here, is represented by simply the minus sign. We postmultiply with to get a code in which none of the entries is zero. We formally present this fact in the following.
Theorem 7:
is a scaled COD with no zero entry in it. Moreover, the matrix does not depend on any particular construction procedure (namely the maps and ) used to obtain the constituent rate-1 RODs.
Proof: It is clear that the first eight columns of the matrix has 50% zeros in it and in the remaining columns formed by and , there is no zero as both these matrices are constructed from rate-1 ROD by substituting all the variables in it with appropriate eight-tuple column vectors. Here, neither rate-1 ROD nor the eight-tuple column vector has any zero in it. Therefore, the matrix gives a rate-scaled COD without any zero irrespective of how the rate-1 RODs are obtained for the construction of .
Example 4:
For nine antennas, we construct a rate-scaled COD with no zero entry as shown as follows:
with each entry multiplied by , by postmultiplying the matrix [given by the left-hand side of (24)] with .
V. DISCUSSION
For any positive integer , this paper gives a rate-scaled COD for transmit antennas with decoding delay . The decoding delay of these codes is half the decoding delay of the rate-scaled CODs given by Tarokh et al. [6] . When number of transmit antennas is large, the maximal rate of CODs is close to 1/2, and therefore, the rate-codes and the maximal-rate CODs are comparable with respect to the rate of the codes. However, the proposed rate-codes have much less decoding delay than that of the maximal-rate CODs. Another advantage with the designs reported in this paper is that they do not contain zero entry leading to low PAPR.
All the four constructions namely Adams, Lax, and Phillips's construction from Quaternions & Octonion, Geramita-Pullman construction, and the construction given in this paper will give the same square ROD if the number of transmit antennas is less than or equal to 8. Therefore, these four constructions will generate the same rate-scaled COD if the number of transmit antennas (of the scaled COD) is less than or equal to 16. For more than 16 antennas, rate-scaled CODs will vary with the methods chosen for the construction of rate-1 RODs. Due to space constraint, two distinct rate-scaled CODs for 17 transmit antennas obtained by two different construction procedures for rate-1 RODs, are not given in this paper.
It is not known whether the decoding delay of the proposed rate-scaled COD for a given number of transmit antennas is of minimal delay. It is shown that the proposed code for nine antennas is of minimal delay. In general, we conjecture that is the minimum value of the decoding delay of rate-scaled COD for any transmit antennas. It will be interesting to see whether this is indeed true. 
APPENDIX

2) Adams-Lax-Phillips Construction From Quaternions and Geramita-Pullman Construction as Special Cases:
Adams-Lax-Phillips has also provided another construction of square RODs using Quaternions [1] . Assuming that a square ROD of order which has real variables is given, then a square ROD of order with real variables for is given by (30), shown at the bottom of the page, where the matrices and are given by respectively, with . The Geramita-Pullman construction of square RODs [1] is given as follows.
Consider a recursive construction of square ROD of order to as follows: which has real variables is given; then, a square ROD
of order with real variables for is given by the following matrix.
(32) with . It can be checked that both Adams-Lax-Phillips construction from Quaternions and Geramita-Pullman's construction differ from the constructions of and defined previously only in rearrangement of variables and in signs of some of the rows or columns of the design matrix.
Lemma 6: Let and and be the square RODs of order given by Lemma 4 (ii) and (iii), respectively, and also let and be the square RODs of order given by (30) and (32), respectively. Then, and for . Proof: Similar to that of Lemma 5 and hence omitted.
Note that the square RODs for more than eight antennas obtained by Adams-Lax-Phillips construction from Octonion and Quaternion are different from the square RODs constructed in this paper (denoted by , a power of 2). On the other hand, the square ROD for 16 antennas obtained by Geramita-Pullman construction is exactly the square ROD given by (13) . However, for more than 16 antennas, they are not identical. For example, the ROD of size [given by (31), shown at the bottom of the page] is different from the matrix given by (14) .
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