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Abstract
Trajectory visualization of ego-motion videos is one of the main building blocks of vision-
based robot navigation technology. One solution is visual odometry, and the process of
estimating of the agent trajectory using the input of a single monocular camera is called
monocular visual odometry (MVO). While most of MVO are geometrical methods, the
precision of feature-based MVO system depends on the calculation correctness of features
extraction and matching. The moving objects in the ego-motion videos contributes to
error propagation. The geometrical methods’ performances drop drastically in the scene
with dynamic background and moving objects. On the other hand, machine learning
has been showing outstanding performance in object detection and classification, e.g,
Histogram of Oriented Gradients (HOG) and Support Vector Machine (SVM) are proved
to be efficient in pedestrian detection. In order to minimize the impact of moving objects
on visual odometer reliability, it is better to be able to detect more types of moving
objects. However, human beings are the most important groups of the environment
and also are one of the main external disturbances during the robot navigation. In
this paper, human being is regarded as the main moving target in the process of visual
odometry, and the accuracy of MVO is improved by eliminating the pedestrian feature
points. In this research, a lean trajectory visualization system is proposed, and the
pipeline which combines featured-based MVO and HOG + SVM method is proposed to
eliminate moving pedestrians . According to the result of the experiments, improvements
in the accuracy of camera poses estimation are shown.
Keywords: trajectory visualization; monocular visual odometry; feature extractor; ma-
chine learning; HOG + SVM;
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Chapter 1
Introduction
1.1 Background
There are more and more intelligent robot agents entering the ordinary people's life
recently. While they make our lives more convenience, one of the most important tech-
nology to support the robot implementation is Simultaneous Localization and Mapping
(SLAM) [1, 2], which means the robot can generate a map of its surrounding environ-
ment during simultaneously estimate the motion and the poses of the robot agent, based
on the count of wheels turns or the images from on-board cameras. Visual Odometry
(VO) is part of SLAM without closing estimation. There are principally three inclina-
tions to collect navigation data from the unknown environment. The first one is based
on the counting of turns of the wheels, which is the original method proved effective.
Not only the implementation on Mars exploration rovers [3] but also be widely adopted
in the automatic sweeping robot for its simple operation and low cost. The second ap-
proach is based on distance sensors, for example, laser, radar, and ultrasonic sensors.
This approach can directly measure the distance between the robot and obstacles, then
generate the map of surroundings. Besides that, with the development of manufacturing
technology, more and more cameras are used in the process of estimating the trajectory,
including RGB-D cameras, stereo cameras, and monocular cameras [4]. Monocular vi-
sual odometry (MVO) is the third method by using the images or videos taken by a
single camera as the input source data to generate the odometry. MVO is widely used
in robotics application, augmented reality and sports broadcasting system, especially
with the wearable camera outbreak in quantity [5].
1
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These three different kinds of methods of building surrounding environment map all have
their advantages and disadvantages. For the wheel odometry method, it requires pre-
cisely corresponding wheel mathematical model and error propagation frequently occurs
after a long distance movement. There are more error when the wheels slip during the
movement. For the method adopted distance sensors, the hight price prevent them from
spreading. Sensors accumulated error is another drawback. Compared with the method
using other sensors (e.g. Stereo, Laser, Radar), MVO adopt monocular cameras as the
source data and estimate the pose of the agent and generate the trajectory. It makes low
requirement about hardware, but it need to pay hight attention about illumination con-
dition and enough feature points in the images content. However, by using the images
taken by cameras, we can get the message about the surrounding environment, including
structure, color concentration, image depth and the movement, especially in the GPS-
denied environment. Robot vision navigation technology is just based on this belief to
realize environment perception and autonomous control. Visual autonomous navigation
technology get rapid development with the progress of the computer and camera hard-
ware technology in 1980s [6]. Most of Visual odometry adopt stereo cameras as the input
source. For the reason that stereo methods could achieve superior result in odometry
reconstruction, they are widely used in the robot navigation [7]. However, monocular
visual odometry only needs one single camera, which usually costs much cheaper and
compute faster than stereo cameras. The monocular visual odometry pipeline is easier
to put into implementation using the common hardware [8]. For these advantages, the
monocular visual odometry attracts a lot of attention of research recently. The fellowing
Fig 1.1 shows how the KITTI Vision Benchmark data collected [9].
Figure 1.1: Different ways to collect input data in Visual Odometry (Image taken
from KITTI website [9]).
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1.2 Research status
1.2.1 Monocular visual odometry methods
The state-of-the-art Visual Odometry algorithm is mainly based on the feature match-
ing. Compared with direct methods, such as LSD-SLAM [2], feature-based methods
are more robust and relatively simple to implement [1]. Exclude loop closure part of
feature-based SLAM, feature-based visual odometry extracts features and adopts them
to the next step of triangulation and estimation. The feature matching is performed
with creative liberties by adjusting appropriate parameters. The system accuracy and
robustness are influenced by the featured amount, correctness of feature matching, light-
ing situations, camera rotation, and outlier correction. The difference of each algorithm
depends on their robustness and the ability of outlier rejection. The general pipeline
begins with the initialization of the pose of the robot, collect characteristics from the un-
known environment, and creates environment 3D map. For the pose graph, estimation
is based on the objects features update from the new environment. Whenever feature
are lost, the pose initialization is applied. The loop constraints play an important role
for improving map accuracy optimization by updating and modifying new pose graph.
Just like the Fig 1.2 and Fig 1.3, different with SLAM, Visual Odometry is no need to
reconstruct the environment, instead, generate the trajectory of the moving agent based
on the robot motion vector. Compared with absolute location methods widely used in
SLAM, this method is named with relative location. As the alternative program of the
wheels odometry, visual odometry adopts cameras to collect messages from surround-
ings. The pipeline of visual odometry is leaner and easier to realize. Besides that, the
result is not limited by the accuracy of the map.
Monocular visual odometry requires less computer investment and simpler to con-
Figure 1.2: The SLAM result map.
(Image taken from author’s ORB-
SLAM experiment).
Figure 1.3: The VO result map.
(Image take from author’s MVO exper-
iment [10]).
struct the framework. In addition, there is less image data and cost comparing with
stereo visual odometry. In view of the merits of monocular visual odometry, a lot of
research have been done about this technology. First, Nister et al. [11] designed and
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implemented a monocular and stereoscopic odometer system, and realized the outdoor
navigation of visual odometer in the real world, laying an important foundation for
the later researches. They construct the odometer mainly through three steps to com-
plete: feature point extraction, feature point matching and motion estimation, which
is still the basic theoretical framework visual odometry construction. First, they uses
Harris corner extraction algorithm to extract the feature points of the image sequence.
Then, in the feature matching part, they use the disparity constraint and the interac-
tive matching algorithm to reduce the error matching. Finally, They uses the five-point
method and RANSAC algorithm to estimate camera poses and generate the position
of the robot. They conducted extensive experiments in outdoors to verify the reliabil-
ity of visual odometry. After the work of Nister et al., feature-based methods with a
monocular camera over a long distances were presented, where include perspective and
omnidirectional cameras [12, 13]. They still adopt five-point basic matrix method to
eliminate outlier [14, 15].
1.2.2 Machine learning algorithms in visual odometry
Machine learning technology have developed a lot from 1950s. With the rapid devel-
opment of Internet and information technology, machine learning has become a hot
research topic. It is applied to many fields, such as data mining, natural language pro-
cessing, search engine and so on. In short, the so-called machine learning is to train
a computer to think like human, and use data or experience to make the performance
further optimized. Typical machine learning technologies are Logistic Regression, kNN,
k-means, decision tree, Nave Bayes, neural network, SVM and so on [16, 17].
In the field of vision navigation, the applications of machine learning algorithm are much
less, and the form is relatively simple. A well-known application example is Google’s
autopilot technology for automatic car driving. In this research, autopilot technology
was used to ensure the safety of automatic drive by detecting the distribution of pedes-
trians within a range of a few hundred meters form the car. Here one machine learning
algorithm named pedestrians detection was used. This will be described in detail in the
following chapter.
In addition, because that the classification ability of SVM (support vector machine) is
excellent, some researchers have applied SVM to ”scene recognition” which robot navi-
gation needs. For example, Sangwoo et al. [18] used SVM to separate the feature points,
and then use the cloud data as the invariable feature to estimate the motion of the robot.
This can be seen as a global absolute positioning method, in which the cloud position is
taken as a constant road signs to guide the direction. The disadvantage is that in most
cases it is difficult for the robot to find a constant global landmark. In [19] and [20],
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the SVM is trained by the environment pictures prepared in different scenes in advance.
When the robot moves to the same scene, it can be distinguished by SVM. Next step,
the classification helps to achieve the aim of positioning. However, it is troublesome to
record the position information for each scene in advance, and the angle judgment of
the scene is also prone to problems.
1.3 Main research topic in this paper
In this paper, we focus on the monocular visual odometry based feature-based visual
odometry and machine learning, and we propose some methods to improve the accuracy
and reliability of visual odometer of the ego-motion videos with pedestrians. The main
contents of the paper are as follows:
• Chapter 1: The introduction part introduces the research background of this paper.
It mainly introduces the current research situation of visual odometry and machine
learning methods in robot navigation. Next, it expounds the advantages and
disadvantages of different systems. At last, it introduces the significance and
difficulty of this subject.
• Chapter 2: Simple geometric visual odometry system related theory, including
pipeline. This chapter introduces the feature detector methods and monocular
visual scale ambutation problem. The chapter also details the advantages and
disadvantages of common visual estimation method.
• Chapter 3: In this chapter, the human pedestrian detection algorithm based on
HOG + SVM is proposed to detect the human beings in the ego-motion videos
and improve the visual odometer accuracy by eliminating the feature points of
pedestrian.
• Chapter 4: In this chapter, we details the experimental setups and the prepare
work of different sequence datasets of KITTI, and give the relevant experimental
results to verify the accuracy and reliability of the proposed monocular visual
odometry in this paper, which proves the necessity and validity of the innovation
in this paper.
• Charpter 5: In this chapter, we summarizes the research work and prospects for
the future research.
Chapter 2
Feature-based monocular visual
odometry
Monocular visual odometry is a typical application of computer vision technology in the
field of robot navigation. Feature-based monocular visual odometry utilize the feature
extracted from the monocular images as the material for positioning navigation, just
like the human being perceive the environment through images obtained by eyes. The
steps of designing a visual odometry are generally similar, mainly collecting images
first, then filtering and rectifying images, and then selecting appropriate features to
detect and match. Finally, by calculating the motion of image features to estimate the
poses of cameras. The odometer frameworks designed by the various researchers are
broadly similar and generally differ in detail. This chapter also follows the above basic
framework to construct a monocular visual odometry. The basic feature-based MVO
pipeline is shown in the following Fig 2.1
Figure 2.1: The simple pipeline of feature-based VO system.
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2.1 Image preprocessing
2.1.1 Camera calibration algorithm
There is a mapping relationship between the image captured by cameras and the ob-
jects in the 3D world, and the main factor that affects this relationship is the camera
parameters. The parameters obtained through camera calibration are the key to link the
image and the actual scene, and the key to the accuracy of the odometry. At present,
the popular calibration algorithms are Tsai algorithm [21], Zhang Zhengyou algorithm
[22] and self-calibration algorithm [23]. As Zhang Zhengyou’s board calibration method
is simple to and accurate, in this paper, we adopt Zhang Zhengyou’s approach as the
calibration method.
According to Zhang Zhengyou’s method, the points on the same plane can be linked
through the internal reference matrix. It proves that the camera internal and external
parameters can be calculated based on the images taken from different locations and
angles of the same plane. The relationship between the spatial 3D point M(x, y, z) and
the corresponding 2D camera plane point m(u, v, 1)is as follows:
sm = A[R t]M (2.1)
and for A :
A =

f0 0 u0
0 f1 v0
0 0 1
 (2.2)
where s is scaling factor, A is the internal parameters matrix of the camera, R is rotation
matrix, t is translation vector, f0, f1 are the focal length ranges of the camera, u0, v0
represent the primary optical axis of the camera.
The following results can be obtained after simplification:
sm = HM (2.3)
and where:
H = A[r1 r2 t] (2.4)
H is the homography matrix that describes the relationship between three dimensional
points of space and the two dimensional camera images. Since Zhang Zhengyou’s method
uses a chessboard to calibrate the camera, the rotation matrix can be described by r1
and r2. As the calibration points are the corners of the chessboard grid which can be
known in advance, the camera’s two dimensional points can be detected by any corner
detection algorithm. In that case, H can be calculated by any single image.
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If we describe H in the format of [h1 h2 h3], there will be:
h1 = A · r1
h2 = A · r2
h3 = A · t
(2.5)
According to the basic properties of the unit rotation matrix:
rT1 · r2 = hT1 ·A−T ·A−1 · h2 = 0 (2.6)
rT1 · r1 = rT2 · r2 (2.7)
hT1 ·A−T ·A−1 · h1 = hT2 ·A−T ·A−1 · h2 (2.8)
From (2.6), (2.8) H and two equation of A can be calculated, then we can get internal
matrix.
2.1.2 Image correction algorithm
For ordinary cameras, especially for wide-angle lens, there are always some distortion in
images. Distinctive image have a clear feature that straight lines are shown as curved
lines. Obviously, if this kind of images are used directly to calculate the odometer,
error will be increased. Therefore, it is necessary to perform image correction before the
feature detection.
Gray-scale interpolation is a common image correction method, and its main idea is to
calculate the current pixel value by using the value of neighborhood pixels. Bilinear
interpolation method selects four most adjacent points from the distort image (x′, y′).
Their gray values v(x′, y′) are known, and meet the following relationship:
v(x′, y′) = ax′ + by′ + cx′y′ + d (2.9)
Substitute the coordinates and pixel values of the four points into (2.9), and parameters
a, b, c, d can be calculated. Then we use (2.9) to recalculate the value of each pixel.
Bilinear interpolation is very simple and easy to implement. More important, its com-
putational requirement is small, so it will not affect the speed of odometer operation.
This paper adopt bilinear interpolation method to complete the image correction.
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2.2 Direct and indirect methods
Since visual odometry relies on the position change of the object in the image to esti-
mate the actual camera poses, it is important to extract such a reference object. The
environment of visual odometry is usually very complex, and specific object detection
is difficult to achieve, so the most common method is to extract simple feature instead
of object. Typically, these features include block features, corner points, dotted lines,
and so on. However, all of these can be regarded as indirect methods, while the directly
method is the process using the whole images.
2.2.1 Corner feature detection
Corner detection is the most common approach among feature detection methods. It
should be noted that, for image processing, higher resolution means clearer image, and
easier to detect feature points. However, higher resolution also means that the calcula-
tion will be more costly, so the feature point detection and matching need to balance
the effect and speed at the same time. At present, there are FAST corner detection
algorithm [24, 25], SUSAN corner detection algorithm [26], Harris corner detection algo-
rithm [27], SIFT algorithm with scale and rotation invariance [28], its improved SURF
algorithm [29] and ORB detection algorithm [30]. In this section, we present a method
for feature point detection and matching based on the FAST and SURF algorithms.
2.2.1.1 FAST Corner detection
FAST was first proposed by E.Rosten and T.Drummond in 2006. As one corner de-
tector, FAST is fast and good at locating the position in images. According to the
computational constraints of hardware and the requirement of experiment environment,
we adopt FAST as the feature detector in this paper.
FAST is a machine learning method to detect feature. It assumes that the pixels which
differs from surrounding neighborhood may be corner. The Fig 2.2 from the paper of
E.Rosten shows the principle introduction about FAST. The steps of FAST can be de-
scribed like this:
(1) Suppose that there exists a H, we are not sure if it is a corner or not. At first, we draw
a circle centered it with a radius of 3 pixels, which are 16 pixels unit (H1, H2, H3, . . . ,H16)
around H as shown in Fig 2.2.
(2) Define a threshold T , which will compare with H later, if the absolute value is less
than H, will delete, if not, will be kept and be further investigation;
(3) Calculate H1, H9, H5, H13 and the center H, if they have at least three absolute
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Figure 2.2: Introduction about FAST detector(Image taken from original FAST paper
[24]).
values exceeded the threshold T , they can be saved as candidate points, and then the
next step;
(4) Calculate H1 to H16 the 16 points and the center H, if they have at least 9 more
than the threshold, it is a feature point;
2.2.1.2 Feature matching based on SURF descriptor
When the feature points or corner points in two successive image sequences are detected,
a matching relation is formed in order to find the corresponding relation among the
feature points. We must add all the feature points to represent the identity of the
description of the operator, and Harris or FAST and other corner detection algorithm
itself does not contain the descriptor, so we must use other algorithms. They are SIFT,
SURF, and so on. Considering that SIFT is far less than SURF in terms of speed, this
paper adopts the SURF description algorithm to carry out feature matching [29]. SURF
algorithm is a scale invariant image feature detection and matching algorithm, since it
can simultaneously achieve feature detection and matching. SURF is known to have the
same scale advantages. Another well-known drawback is the large amount of computing,
which restricts its application of one of the factors. In order to meet the requirement of
odometer, this paper selects a faster FAST feature detection algorithm, and uses it with
the SURF feature descriptor to form a feature matching scheme for sequential image
sequences. SURF characteristics of the calculation process is as follows:
(1) The First operation is the selection of main direction, since SURF can guarantee
that the features have a rotation invariance. NO matter from which point of view of
the same feature points, it can be considered as the same feature points. The way to
achieve this is to assign a principal direction to the feature point and then describe the
feature from the coordinate system in that direction whenever needed. SURF algorithm
calculates the harr wavelet values. The direction of the largest fan-shaped area is defined
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as the main direction, and the coordinate system is also established in this direction.
(2) We describe the feature point by taking the current feature point as the origin point,
the main direction of the previous step as the Y axis, X axis. Then, we construct
a square area with side length of 20 * s (sisthecurrentpointsize), and then divide the
square into 4 * 4 = 16 small square areas. In each cell calculate all 25 pixels harr wavelet
values in the horizontal and vertical direction. In this way, 16 regions can obtain a 64-
dimensional feature vector, which is the feature vector of the current feature point.
(3) About feature matching, after adding descriptors to each feature point, it is possible
to determine whether a pair of matching points is achieved by finding the similarity of the
feature descriptors in the two images. We choose the most commonly used Euclidean
distance as the measure of similarity. The formula is also the most familiar distance
calculation method:
ρ (m,n) =
√√√√ k∑
i=1
(m(i)− n(i))2 (2.10)
where, m stands for 64-dimensional feature description vector of the first feature point;
n is the 64-dimensional feature description vector of the second feature point to be
matched.
In this paper, the nearest neighbor matching algorithm is adopted, the algorithm can
be simply described as follows: Suppose we need to find the corresponding matching
points of the first feature in the second image. First, we take point pi of first picture as
the candidate, and then traverse each feature point pj sequentially in the second graph,
and calculate the Euclidean distances p (i, j) between them. If the current distance is
smaller than the previous distance, update minimum record, and record i, j, until the
last j traversal is complete, (i, j) is a pair of matching points.
2.2.2 Optical flow method
In the navigation research, camera poses are indirectly estimated based on the position
and orientation of the moving object in the image, which is called the indirect method
visual odometry. While there are also another methods known as direct methods, which
directly estimate the camera movement based on image pixel value or gray value changes.
In this way, the pipeline eliminate steps of feature detection and matching, and improve
the accuracy of visual odometry by reducing the error accused by wrong matching.
Among direct methods, the optical flow method is a typical representative one.
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2.2.2.1 Overview
The concept of optical flow method was proposed in the 1950s [31], and it played a very
important role in the research field of robot vision. Simply, optical flow method refers
to the instantaneous velocity of the corresponding pixel due to the motion of objects
in the image, and show the change in chronological order. And the optical flow of all
the pixels of whole image is called optical flow field. The motion of objects in the real
three-dimensional world is called motion field, while the projection of the motion field
on the two-dimensional image plane is the optical flow field. The significance of studying
optical flow is that the real motion can be estimated by the motion of pixels. However,
the application of optical flow method has three premise assumptions:
(1) The brightness of the adjacent image frames is constant;
(2) During adjacent sampling frames, the scope of the object movement or amplitude
can not be too large;
(3) Space movement must be consistent, that means all the pixels of the same image
region have the same motion trend. Assuming the motion vector of a pixel in the image
is U = (u, v), where u and v are the components of velocity in X and Y directions.
Suppose I (x, y, t) is the gray value (brightness) of pixel (x, y) at time t, and according
to the first assumption above, we have:
I (x, y, t) = I (x+ dx, y + dy, t+ dt) (2.11)
besides:
I (x+ dx, y + dy, t+ dt) = I (x, y, t) +
∂I
∂x
dx+
∂I
∂y
dy +
∂I
∂t
dt (2.12)
so we have:
Ixu+ Iyv + It = 0 (2.13)
u =
dx
dt
, v =
dy
dt
(2.14)
in (2.13), Ix, Iy, It stands for the partial derivatives of I in x, y, tdirections. (2.13) is
the optical flow constraint equation, and it can be described in the format of vector:
IU + It = 0 (2.15)
2.2.2.2 Lucas-Kanade algorithm
Horn-Schunck algorithm [31] and Lucas-Kanade algorithm [32] both are classical optical
flow methods. The most common method of optical method is Lucas-Kanade method.
It was published by Bruce Luca and Takeo Kanade. Mainly used in the calculation of
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image optical flow based on least squares.
Flow constraint equation (2.13) contains three unknown parameters which can not be
directly calculated, and this is the so-called aperture problem. The solution of this
problem includes iterative or overdetermined equations. The Lucas-Kanade algorithm
is a non-iterative method. Based on the third assumption in the previous section, we can
see that the optical flow of given window is same. So they all satisfy the same constraint
equation, as follows: 
Ix (q1)u+ Iy (q1) v = −It (q1)
Ix (q2)u+ Iy (q2) v = −It (q2)
. . . . . .
Ix (qn)u+ Iy (qn) v = −It (qn)
(2.16)
Here qn are the points in the given window, and Ix (q1), Iy (q2), It (q3) are the partial
derivatives of points in x, y, z directions. Because the number of constraint equations
is greater than the number of unknown parameters, this is a typical problem of overde-
termined equations.
For (2.16) can be written in the format of AU = b:
A =

Ix (q1) Ix (q1)
Ix (q2) Ix (q2)
. . . . . .
. . . . . .
Ix (qn) Ix (qn)

(2.17)
U =
[
u
v
]
(2.18)
b =

−It (q1)
−It (q2)
. . .
. . .
−It (qn)

(2.19)
According to the least square method to solve the equation:
ATAU = AT b (2.20)
or
U =
(
ATA
)−1
AT b (2.21)
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In this case, the optical flow equation can be solved:[
u
v
]
=
[ ∑
i Ix (qi)
2 ∑
i Ix (qi) Iy (qi)∑
i Ix (qi) Iy (qi)
∑
i Iy (qi)
2
][
−∑i Ix (qi) It (qi)
−∑i Iy (qi) It (qi)
]
(2.22)
2.2.3 Selection of indirect and direct methods
The advantages of direct visual odometry are described above,however, indirect methods
Feature point detection and matching method is still adopted to construct monocular
visual odometry in this paper. The reasons are as follows:
• For the sparse optical flow method,common approach is to specify the pixels which
need to be tracked in advance, and then calculate the optical flow of these points.
That is to say, the feature points need to be detected before the optical flow is
calculated, and the steps are not reduced;
• For the dense optical flow, the optical flow of all the pixels on the whole image can
be directly calculated, which is very large amount, so it is difficult to guarantee by
normal computers;
• The optical flow is suitable for tracking the feature points moving in a small range,
and the effect is poor for the fierce motion;
• Since there is no need to match the feature points, the optical flow method will
directly calculate the interference of the moving object to the whole odometer
system, and it is not convenient to remove the moving interference error. In this
case, the method proposed later in this paper is useless.
2.3 Motion estimation methods
Based on image processing, the basic idea of motion estimation is to filter some pairs
of points from the previously paired feature points. The filter prevents the incorrect
matching points from effecting whole odometry system. Then the basic matrix is cal-
culated according to the position change of the same point in the adjacent images, and
then the essence matrix containing the motion parameters can be decomposed according
to the basic matrix [20-24].
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2.3.1 RANSAC random sampling consistent algorithm
After obtaining the matching points of the two images, some of the points will be used
to estimate the camera’s motion parameters, and some inaccurate points will inevitably
produce some negative effect. Then if these mismatching points are used to calculate
the motion parameters, it will give the odometry a certain error, it means, there will
be robustness on error. Therefore, we need a suitable way to pick up matching and
mismatching pairs. RANSAC (RANAC) algorithm is often used to solve this kind of
problem and improve the robustness of feature matching system [33].
The RANSAC algorithm was first proposed by Fischler and Bolles to calculate a logical
model from a set of data containing anomalous data, and then distinguish the valid and
abnormal data from the set according to the model [33]. The basic steps of RANSAC
are as follows:
(1) Suppose that there exists a set P including N data, which can be described by the
model M , and the construction of M needs at least data n, and n < N ;
(2) Randomly extract n data from the set P to build a subset S, and use these n data
to calculate a model Mi;
(3) Ideally, the remainder of P excluding Si, the data set Sc also satisfy model Mi.
Compute the error e of each data in Sc separately under the constraint of model Mi. If
e is less than a given threshold θ, this data can be incorporated into the set of samples
Si. The new set S
∗
i is called the uniform set, and the data in S
∗
i are called inlier, the
others are outliers.
(4) Repeat the steps of (2) and (3) to re-sample the consistent set. If the number of
points is greater than the previous one, update the consistent set, otherwise discard the
results;
(5) If the sampling number reaches a given upper limit, still no consistent set is found,
which means the algorithm fails for no matching point. Otherwise, it is best to use
the most consistent set of points in the largest consistent set to estimate the camera
poses movement. It should be noted that, in this monocular visual odometry system,
the above mentioned model M is the base matrix mentioned below, and the threshold
θ is the Simpson distance.
2.3.2 Hartley eight-points basis matrix algorithm
Calculates the relative motion of the camera through corresponding points in two images.
Because the camera shoots the same scene from different locations, the overlapped parts
of the scene satisfy geometric constraint relationship, and then the base matrix is the
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algebraic representation of the pole geometry:
m′Fm = 0 (2.23)
F = KT [t]xRX (2.24)
during that, m stands for the coordinates of a pixel in the first image, m′ stands for the
pixel in the second image corresponding to m, F is the base matrix, K is camera internal
reference matrix, [t]x is the antisymmetric matrix defined by the translation vector t, R
is camera rotation matrix.
Assuming m = (x, y, f0)
T , m′ = (x′, y′, f0)T , based on (2.22):
[
x′ y′ f0
]
=

F11 F12 F13
F12 F22 F23
F31 F32 F33


x
y
f0
 = 0 (2.25)
Expend it, we can get this:[
x′x x′y x′f0 y′x y′y y′y y′f0 xf0 yf0 f20
]
u = 0 (2.26)
During it:
u =
[
F11, F12, F13, F21, F22, F23, F31, F32, F33
]T
(2.27)
According (2.25), this this a 9 freedom equation, and its basic requirement is detF = 0.
In that way, the above equation change to a 8 freedom equation. We only need 8 match
points to calculate basic matrix F , and the steps like this:
• Find the eight pairs of suitable matching points;
• Construct the linear equations with the given points;
• Singular value decomposition of the coefficient matrix A of the above equations:
A = UDV T , the last column vector of V is the base matrix F .
As the error inevitably occurs during the feature detection and matching. It means that
the position of the feature points maybe are not accurate or the coordinate may occurs
incorrectness,then it causes motion estimation error. The equation (2.26) is usually
solved by least squares method. Because of the existence of the coordinate error of
the feature points, the matrix of this equation may be very large, which is extremely
unfavorable to the calculation result, and it may result in instability. In mathematics,
in order to avoid solving the equation with the above problems, it usually execute the
normalization on the raw data at first, which means the original data has the same
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scale in all directions. In this way, normalization can reduce the coordinate error caused
by unreliability of the coordinate, and improve the accuracy of the basis of matrix
calculation.
Hartley proposed a normalized approach [34], in which by first translating the global
position to ensures that the data is not biased to one side. And then the approach
converses the scale of the data, which can guarantee that the abnormal data will not be
too large on the overall. Therefore, using the normalized Hartley eight-point algorithm
to calculate the basic matrix can help the estimation of the motion parameters to have
a certain robustness.
2.3.3 Construction of MVO based on essence matrix
Longuet-Higgins [35] find the camera pose information corresponding to the two views
is contained in the essence matrix E, and the relationship of E and F is like this:
E = KTFK (2.28)
After calculating F in , for internal matrix K is already known, so we can get E. Based
on Longuaet-Higgins algorithm, after singular value decomposition on E, we can get
camera rotation matrix R and translation matrix T . However, here is another problem
need to be solved, which is scale ambiguity. The translation matrix is unit vector without
scale information, the specific method is dismiss E into E = USV T , where T is equal
to the third column of U without scale information. After that, we assume:
D =

0 1 0
−1 0 0
0 0 1
 (2.29)
And then we get R = UDV T . After we got R and T , next step is to generate MVO.
Assuming camera poses P in world coordinate system, at one time its position is p1 =
(x1, y1, z1), and its next time is p2 = (x2, y2, z2), then we got:
p2 = Rp1 + T (2.30)
During them,
R =

rxx rxy rxz
ryx ryy ryz
rzx rzy rzz
 , T =

tx
ty
tz
 (2.31)
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During them, R is camera rotation matrix and T is camera translation matrix. In order
to calculate it more easily, the former equation can write like this:
p2 = Mp1 (2.32)
During it:
M =

rxx rxy rxz tx
ryx ryy ryz ty
rzx rzy rzz tz
0 0 0 1
 (2.33)
That is to say, after obtaining the rotation and translation matrix from essential matrix,
we can obtain the coordinates of the current time from the advance coordinate of the
camera, which is the way to realize the monocular visual odometry.
2.4 Conclusion
In this chapter, the basic pipeline of monocular visual odometry design based on feature
detection and matching is described. The FAST method is used to improve the matching
speed of the feature, and the RANSAC random sampling algorithm is adopted to reduce
the error matching and improve the robustness of odometry. In addition, the use of
Hartley normalization algorithm can effectively reduce the base matrix generated when
calculating the error and improve the accuracy odometry.
Chapter 3
Moving targets elimination in
dynamic background
Vision-based robot navigation technology has always been a hot topic of research for
scientists, and vision technology is one of the trends of artificial intelligence. However,
most of research of monocular visual odometry focus on geometrical methods, MVO
technology based on machine learning has little breakthrough news in recently years
[36]. The reason is nothing more than that visual method or image processing technology
is difficult to ensure the reliability of the real application environment. It is common
for academia to verify that a visual algorithm is assumed to be in a particular and
single experimental scenario, and that it usually ignores external disturbances. When
these algorithms are applied to the real environment, it can not meet a variety of harsh
conditions in real environment. For the monocular visual odometry pipeline discussed
in this paper, most of the papers tested their result in the monotonous background to
achieve the navigation tasks. In fact, robots or agents are usually working in the complex
environment where are full of moving objects.
The monocular visual odometry studied in this paper is based on matching feature
points of inter-frame images to estimate the agent motion and trajectory. That is to
say, the detection and matching of feature points are crucial part during the whole
positioning and navigation, because the positional variation of the camera is estimated
by the variation of identical feature points in different frames. If there are moving objects
in the field of view while camera keep motionless, the matching points on the inter-
frame will also move with the moving objects, which will be assumed that the camera
is also moving and results in the wrong motion estimation. The RANSAC algorithm is
adopted in the feature matching part of the previous chapters, which can weaken the
influence of the dynamic feature points by sampling method. However, this method
can not fundamentally solve the problem. In this paper, we change the viewpoint from
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mitigating wrong match the feature to eliminating moving features. If we do not let the
algorithm to match the feature points of the moving objects to avoid the wrong motion
estimation, we can remove moving objects features to reduce interference and achieve a
more accurate result.
3.1 Moving object detection algorithm
Moving object detection has always been a popular research direction in computer vision.
One of the applications is video surveillance. For example, road junctions, train stations,
parks, banks, corridors and other public places, often need to layout monitoring equip-
ment. Video surveillance can help managers to detect unusual behavior or suspicious
people. At present, most video surveillance need manual operations and observation. If
they can automatically detect the target, it will greatly improve the efficiency of video
surveillance.
Different from video surveillance, moving target detection in ego-motion videos has par-
ticularity. First of all, the monitoring situation, the camera is generally fixed or man-
made control of small-scale rotation, so that most of the time, backgrounds of video
are fixed. The target detection in this case is called moving target detection in static
background. In the monocular visual odometry, the camera is moving with the agent
where cameras are fixed, so the backgrounds of the videos are constantly changing with
the movement.In another situation, the cameras are still, the targets are moving, and
the backgrounds are also moving. We call moving object detection in these two cases as
moving object detection in dynamic background.
At present, the moving targets detection algorithm under static background has been
relatively mature, the actual effect is also good, such as inter-frame subtraction method
[37], background subtraction method [38] and optical flow method [31] and so on. De-
tection of moving objects in dynamic background is more complicated. The common
methods include optical flow method and background compensation method [39]. In
the following, we introduce the target detection algorithm in both static and dynamic
background situations.
3.1.1 A Moving Object Detection Algorithm in Static Background
3.1.1.1 Inter-frame subtraction algorithm
Inter-frame subtraction method should be the most basic of all moving targets detection
algorithms. Its basic idea is to detect the difference between the two adjacent images.
At first, subtract the corresponding pixel gray value in the adjacent two images, and
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then classify the difference between each point. If the difference is small, it is considered
as static object; if the difference is more than a certain threshold value, it means the
pixel gray value changes greatly, then it is considered as moving area. Moving target
area is set to 1, while still scene is set to 0, as follows:
D (x, y) =
1, |fk+1 (x, y)− fk (x, y) | > T0, others (3.1)
Here, D(x, y) represents the difference images; fk+1(x, y) means the gray value of the
corresponding point in the next frame; fk(x, y) represents the gray value of corresponding
point in the current frame image; T means the threshold of binarization. According
points value in the binary images to judge the motion status of every point.
The inter-frame difference method is easy to build and work very fast, while it has many
defects. For example, when the object moves slowly, the location may change little,
which will arouse overlapping areas and hollow region in binary map. Besides that, if
the target suddenly stops during the continue movement, then the algorithm can not
detect the tracking targets for the temporary interruption of movement. In order to
overcome these shortcomings, the researchers proposed a lot of improved inter-frame
difference method, such as three frames difference method and so on.
3.1.1.2 Background subtraction algorithm
Based on the previously mentioned method with two adjoint images, background sub-
traction algorithm subtract background and moving objects to extract targets. At first,
collect a scene without moving objects in the background, and then use the current
image gray values to minus the background image corresponding pixels. In this case,
the region where the moving objects does not exist is naturally reduced to 0, and the
region where the target exists is not 0. The process can be described as follows:
Dx (x, y) = |fk (x, y)− fb (x, y) | (3.2)
Here, fb (x, y) is the prepared background image, fk (x, y) is the current image, Dk (x, y)
is the image after subtraction. Since the background image is the essential part in this
method, the final target detection will be greatly effected if the image is not properly
extracted, which creates a natural flaw. Firstly, it is impractical to get the background
image in advanced, and the camera can not be slightly moved. When the camera is
moved to another place or changed to another field of view, you have to change the
background image. Second, even if the background scene itself does not change, as time
changes, the light condition will be different, and then the gray value of background
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image should change, the same one can not be used. To solve these problems, Gaussian
background modeling method [40] was proposed. According this method, the gray values
of the pixels in the background image should meet the Gaussian distribution. In this
way, we can collect some background images under different lighting conditions, and use
these images as the training data to establish the Gaussian distribution model of each
pixel, that is:
I (x, y) = N (µ (x, y) , ϕ (x, y)) (3.3)
Gaussian model is established, according to the value of the Gaussian function, all the
pixels on the image are divided into background or foreground. After this transform, the
motion detection problem becomes a typical binary classification problem. According
to the principle of Gaussian distribution, if a pixel is the background, then it should be
a certain probability close to its mean u (x, y), that is to meet:
|Ik (x, y)− uk−1 (x, y) | > p · σk−1 (x, y) (3.4)
3.1.1.3 Optical flow method
The concept of optical flow has already been introduced in Chapter 2, which concludes
that the actual real world motion field will be represented by the change of pixel gray
value as the optical flow field in the image. Conversely, we can determine the existence
of moving objects based on the existence of the optical flow field.
The advantage of using the optical flow method to detect moving objects is that motion
can be detected both in dynamic backgrounds and in static backgrounds. But it also
has two problems. First, when both the background and the foreground are moving,
the optical flew method computes both of them without distinction. In this case, we
cannot determine which is the movement of the moving objects by the flew field. This
shortcoming limit the application of optical flow method in the dynamic background of
the moving object detection. Another problem is that, optical flow method is divided
into sparse optical flow and dense optical flow two directions research. Sparse optical
flow refers to only specify pixels of the designated field, which is not enough to detect
the whole movement; On the other hand, dense optical flow is to calculate the motion of
all pixels on the whole image. While the calculation of the optical flow itself is already
very complicated, the computation within all the pixels to be calculated is very large,
so its speed will delay the generation of the visual trajectory.
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3.1.2 Moving object detection in the dynamic background
Because of the difference between dynamic background image and static background
image, even the motion detection algorithm in static background can not be used in
dynamic circumstance, these algorithms provide some ideas for the research. Com-
monly used dynamic background detection algorithms include the optical flow method
[31]which is described in the above chapter and the background compensation differen-
tial method [39].
The so-called background compensation differential method, refers to estimate the mo-
tion parameters of camera at first, and then to implement to background image motion
compensation, which include background translation, rotation, affine transformation.
After that, compare the transformed background and the current frame to detect the
moving objects. In fact, it uses motion compensation to transform a detection problem
in a dynamic background into a relatively simple object detection problem in a static
condition. The key of background compensation method is how to perform motion
compensation, or how to estimate the camera’s motion parameters. This requirement
conflict with the original purpose of this paper, which is in order to improve the accurate
of camera move estimation to detect the moving targets. Algorithm requirements can
not be met, therefore, this paper have to abandon the use of background compensation
differential method.
The two methods are based on the same premise, that is, we do not know what the
moving objects are. So the only way to detect the goal is according to the image pixel
brightness or gray value changes. In another way, we can turn a moving object detection
problem into a recognition problem. For example, the face recognition problem is very
successful in the field of image processing, which is to detect the moving face in the
dynamic background [41]. Usually the recognition steps are, to find a bunch of priori
features as a training data to train a classifier at first, and then through the classifier
to determine whether the target in the images. Commonly used classifiers are Adboost
[42], Random Forest [43], GBDT [44], SVM [17] and so on.
3.2 Pedestrian detection based on moving object extrac-
tion
In order to minimize the impact of moving objects on visual odometer reliability, it is
better to be able to detect more types of moving objects. If you want to recognize all
these moving objects from pattern recognition, you must build a variety of classifiers,
which need a variety of moving objects, such as animals, vehicles, human beings and
other moving objects in the real life environment. The algorithm implement will be
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very complicated. During the daily life, human beings are the most important groups
of the environment and also are one of the main external disturbances during the robot
navigation. In this paper, human is regarded as the main moving target in the process
of robot visual odometry, and the accuracy of MVO is improved by eliminating the
pedestrian feature points.
The key to pedestrian detection is how to describe human characteristics in images.
Pedestrian appearance, clothing, and even action posture will be different. It is difficult
to use a limited number of samples to describe all these features. A typical solution is the
HOG + SVM pedestrian detection scheme which is published by Dalal at CVPR [45].
In this paper, the HOG feature and SVM classifier are used to implement pedestrian
detection.
3.2.1 HOG features
HOG refers to the direction gradient histogram, which is the operator to describe the
characteristics. The method is to calculate the color histogram of image pixels in the
gradient direction. Because the gradient direction is adopted, it can detect the edge of
the object very well, and it also has some robustness to the change of illumination. Since
the shape of the normal human is basically fixed, only the size of different, so HOG is
very appropriate detection method to detect human being.
The gradient of the pixels x, y in the image is calculated as follows: Horizontal gradient:
Gx (x, y) = I (x+ 1, y)− I (x− 1, y) (3.5)
Vertical gradient:
Gx (x, y) = I (x, y + 1)− I (x, y − 1) (3.6)
And about the point (x, y) in the images: Gradient Amplitude:
G (x, y) =
√
Gx (x, y)
2 +Gy (x, y)
2 (3.7)
Gradient direction:
a (x, y) = tan−1
(
Gy (x, y)
Gx (x, y)
)
(3.8)
The function of HOG is similar to the SURF described in the previous chapter, which
is to provide a descriptive label for the image. The steps to build HOG are like this:
• First, we should divide the original images into smaller units with fixed pixel;
• Then, calculate the statistical histogram from every gradient directions for each
unit. When the unit circle are evenly divided into nine regions, each region can be
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called one gradient direction. So each unit can be described with a 9-dimensional
feature vector. Since the unit gradient is strongly influenced by the light, it is
necessary to avoid the regional interference. The method is to class the adjacent
4 units into one block, so each block can get a 36 dimension eigenvector.
• Finally, scan the block window with the size of one unit, each scan can get a 36-
dimensional vector. The whole image can be linked by all of these 36-dimensional
vector series.
The HOG is also a feature that is required for the following SVM model.
3.2.2 Classification SVM
Support Vector Machine (SVM) [17] is a machine learning algorithm based on statisti-
cal learning theory, which is firstly put forward by Vapnik. It has the unique advantage
in solving small sample, nonlinear and high latitude problems. SVM is known as an
algorithm that allows applied mathematicians to be truly applied and is often used in
engineering to solve classification and prediction problems. In this paper, we will intro-
duce the theoretical basis of SVM application of classification.
Classification SVM is often divided into two class classification and multi-classification
problems. According the application in this paper, we all involve the two class classi-
fication. As shown in the following Fig 3.1, the known data sets are divided into two
categories: blue points A and red points B. The problem is to determine which class of
C should belong to.
A very intuitive method is to draw a line g (x) = wx+ b between A and B as a dividing
Figure 3.1: Two class classification problem in SVM.
line just like Fig 3.2, the points above the line belong to the class A, and the points
below the line belong to the class B. But there are a lot of straight lines can divide the
above data into two types, we need to find the optimal one.
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Figure 3.2: Draw a line between two class in SVM.
On the A class side, we find a straight line g (x) = wx + b = 1, which passes
through the boundary point of the A class; On the B class side, we find a straight
line g (x) = wx + b = −1, which passes through the B class boundary. The distance
between the two lines is called the margin distance, showing in red in Fig 3.3. Such a
line is the best one when it lies between g (x) = wx+b = 1 and g (x) = wx+b = −1, and
the interval is at its maximum. This is also the essence of the principle of SVM, which
is called the largest interval classification. The straight lines g (x) = −1 and g (x) = 1
are called the support vectors.
From the above analysis, we can see that we need to find the maximum interval of the
Figure 3.3: Maximum margin classifier in SVM.
boundary g (x) = wx+ b. From geometry viewpoint, the interval is M = 2/‖w|, so the
classification problem can be transformed into the following optimization problem:
max
1
‖w‖ , s.t.yi (wxi + b) ≥ 1, i = 1, 2, . . . n (3.9)
Equal to:
max
1
2
‖w‖2, s.t.yi (wxi + b) ≥ 1, i = 1, 2, . . . n (3.10)
The above equation implies that, under some certain constraint conditions, when the
value of the objective function is minimum, w and b are the solutions of the original
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boundary. This is a convex quadratic programming problem, and the direct solution is
very troublesome. The solution is based on the Lagrangian duality principle to convert
the original optimization problem into its dual problem. According to (3.10), we define
the Lagrangian function as:
ζ (w, b, a) =
1
2
‖w‖2 −
n∑
i=1
ai (yi (wxi + b)− 1) (3.11)
Our aim is to let w, b to be the smallest using ζ, according to the nature of derivative,
we need only let the partial derivatives of w and b be zero.
ϑζ
ϑw
= 0⇒ w =
n∑
i=1
aiyixi
ϑζ
ϑb
= 0⇒ w =
n∑
i=1
aiyi (3.12)
Then we get:
ζ (w, b, a) =
1
2
n∑
i=1
ai − 1
2
n∑
i,j=1
aiajyiyjx
T
i xj (3.13)
With the constraints, the new optimization problems can be solved:
max
1
2
n∑
i=1
ai
1
2
n∑
i,j=1
aiajyiyjx
T
i xj (3.14)
Then:
sumi=1naiyi = 0, ai ≥ 0, i = 1, 2, . . . n (3.15)
In this way, we can solve the problem of two class classification problem using SVM.
3.2.3 HOG + SVM modeling and training
In order to obtain a suitable SVM classifier for pedestrian detection, we need to use a
large number of pedestrian images with HOG features to train our own classifier model.
This paper designs a general pedestrian detection pipeline, the steps can be described
like following:
• Collect the training sample dataset, which should include the positive sample with
pedestrians and negative sample without pedestrians. Train data is the essential
part to build a efficient classifier model. About the train data, it should contain all
the possible positive features and necessary number of negative samples. For the
proportion of positive and negative samples need to be adjusted by experiment.
• Extract the positive and negative samples of HOG features. Before extracting
features, we need to crop the sample image to the same size, such as 64 * 128.
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• All the positive and negative samples of the HOG feature labels, such as 1 for
pedestrians, 0 for no pedestrians.
• All the positive and negative samples with HOG features and tag values are input
into SVM training to obtain the initial classification model.
• Randomly choose part of original training data set as test samples, and classify
them using the model of previous step. The misclassified images are collected as
hard examples.
• Add the hard examples to the negative sample of the original training data, and
retrain the SVM model. The model become more accurate than the previous one.
After this, the pipeline Fig 2.1 can transform to 3.4 in this paper.
Figure 3.4: The pipeline of MVO combined with HOG + SVM
3.3 Conclusion
In this chapter, we discusses the interference problem of moving objects in MVO system
when it is adopted in the real scene, and proposes a pedestrian detection algorithm using
HOG + SVM to detect moving human. The scheme can solve the problem of motion
interference to a certain level, but it still has defects.
Chapter 4
Experimental results and analysis
In this chapter, we will test the algorithms described in the previous chapters and
compare with similar methods. The experimental platform information is shown in
Table 4.1:
Table 4.1: Experiments setup
Configuration parameter
Computer hardware CPU: inter core i7 RAM: 8G
OS Ubuntu 14.04 LTS
Program Software Python, Matlab
Related OpenCV, ROS, LibSVM
4.1 Image correction experiment
About camera cailibration, Zhang Zhengyou checkerboard calibration algorithm is avail-
able in many platforms, such as Matlab, OpenCV and ROS. ROS calibration library is
easy to use and can directly calibrate the camera, while Matlab can only calibrate se-
quences. For the experiment image correction, since some images data have distortion,
it is necessary to carry out image correction before the fellowing experiments. In this
paper, the bilinear interpolation method is used to correct images, and the results are
shown in Fig 4.1. As the result can be seen, the distorted straight lines has been re-
straightened, the line is relatively smooth, and maintain the original gray value. The
corrected image meets the requirements of monocular visual odometry and SVM model.
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Figure 4.1: Image correction using bilinear interpolation method.(Left: before, Right:
after).
4.2 Feature detection and matching experiment
In this paper, we use the ”FAST + SURF” feature point detection and matching scheme,
which is different from simply using SURF algorithm to detect and match at the same
time. We use FAST corner detection algorithm to detect most of the corners in the image
clearly, and then use the SURF to describe these feature points for feature matching. The
following Fig 4.2 shows the experimental results of feature detection, and Fig 4.3 show
the matching result. Standard SURF combination program detected 502 corner points
Figure 4.2: Comparison of the feature detection algorithms.(Left: FAST, Right:
SURF).
in the left images, 625 corner points in the right one; while FAST+ SURF algorithm,
the left image detected 1507 corners, 1548 corner points in the right one. Furthermore,
there is still a wrong match between the two schemes, which is why RANSAC sampling
algorithm is emphasized in monocular visual odometry.
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(a) FAST+SURF feature matching
(b) SURF feature matching
Figure 4.3: Comparison of the feature matching algorithms.
(a) The pedestrian detection result 1 (Positive: 2400, Neg-
ative: 12000)
(b) The pedestrian detection result 1 (Positive: 2400, Neg-
ative: 12000, Hard example: 400)
Figure 4.4: Comparison of the pedestrian detection results in different training data.
4.3 Pedestrian Detection and elimination experiment
4.3.1 HOG + SVM model train
For the pedestrian detection training and test sets, all the images are resized in 64 pixel
* 128 pixel. We divide sequence images into positive and negative parts and combine
with existing INRIA human samples [45]. Next, we retrain the negative samples to
detect the hard examples using the trained SVM to improve the accuracy. The training
and test result is shown in the fellowing Fig 4.4. It indicate that, with hard example
retrain, we can get a better accuracy in pedestrian detection.
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4.3.2 KITTI data experiment
4.3.2.1 Error metrics
In the experiment, we use Root Mean Square Error (RMSE) to evaluate the performance
of the proposed system and simple geometric monocular visual odometry with ground
truth in every parameters. The KITTI Ground truth data [9] includes 12 parameters
of the camera position about rotation and translation. The fellowing Table show the
result, we confirm that pedestrians feature points elimination reduce the error of camera
pose estimation and trajectory generation. In there, ML+MVO means monocular visual
odometry with machine learning methods. From Table 4.2, we can see the RMSE of
translation in ML+MVO is smaller than simple geometric MVO, which means the error
is reduced by the pedestrian elimination at a certain level.
Table 4.2: Comparison between ML+MVO and geometric MVO
ML+MVO Geometric MVO
Rotation Translation Rotation Translation
RMSE 0.0000 0.0007 0.0009 0.0026 0.0003 0.0023 0.0041 0.2183
0.0008 0.0000 0.0007 0.0205 0.0023 0.0000 0.0025 0.0187
0.0009 0.00011 0.0000 0.1252 0.0040 0.0026 0.0003 0.3081
4.3.2.2 Path generation
The dataset of KITTI 05 sequence include several pedestrian in the video, its recon-
structed trajectories are shown in the following Fig 4.5.
4.4 Experimental conclusion
In this paper, we proposed MVO system combined with machine learning. Both methods
had accumulated error problem. However compared with geometric MVO, the perfor-
mance of MVO combined with machine learning showed higher accuracy and precision.
It indicates that the moving objects effect the poses estimation negatively. The pipeline
in this paper provides a baseline for future work to detect more moving objects. From
this experiment, it also indicates that the result of machine learning also depends on
good labelled training and test datasets, and computational burden is another issue with
the increase of error correlations.
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Figure 4.5: Trajectories of on the KITTI 05 set.
(Red: Ground truth, Green: Geometric MVO, Blue: MVO + machine learning).
Chapter 5
Conclusion
The main content of this paper is to study and design a monocular visual odometry
system based on feature-based MVO and machine learning. In order to realize the
autonomous positioning and mapping using ego-motion videos with pedestrian, this
paper proposes a new method from two aspects to improve the accuracy and stability
of system, which mainly includes the following innovative contents:
• A framework of feature detection and matching is proposed. In this paper, we
use the FAST corner detector algorithm to detect the feature points and SURF to
describe the feature points, which help to balance the points quantity and compute
speed.
• Considering the negative effect of moving objects during the camera estimation,
a moving objects elimination system based on pedestrian detection is designed.
Based on the idea of machine learning, we first use the HOG feature of the image
to train the SVM classifier. Then the pedestrian is detected and the feature points
of pedestrians are removed to avoid the effect of motion estimation. The validity
and feasibility of the above method are validated through several experiments.
The monocular visual odometry in this paper does not have much theoretical
significance, but some of the schemes or methods can be used for reference. Of
course, the research of this paper still has the shortcomings, mainly has following
two points:
• (1) The result of machine learning depends on good labeled training and test data,
and computational burden is another issue with the increase of error correlations.
• (2) Second, on the dynamic interference solution, based on pedestrian detection
method, the current algorithm is not fast enough, will affect the efficiency of odom-
etry process. If we want to detect more kinds of moving objects and eliminate them
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using SVM to improve the accuracy of MVO, we have to figure out how to raise
the speed of training and classification from the algorithm level in the future work.
Appendix A
Appendix
A.1 List of academic achievements
[1] Y. Zhang and H. Watanabe: ”Trajectory data visualization of sports video based on
SLAM”, ITE Annual Convention 2016, No.34C-1, Sep. 2016
[2] Y.Zhang and H.Watanabe: ”Research on Trajectory Visualization of Ego-Motion
Videos with Pedestrian Based on Monocular Visual Odometry and Machine Learning”,
IEICE Annual Conference 2017, Mar. 2017
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