Distributed Density Filtering for Large-scale Systems using Mean-filed
  Models by Zheng, Tongjia & Lin, Hai
ar
X
iv
:2
00
9.
05
36
6v
1 
 [e
es
s.S
Y]
  1
0 S
ep
 20
20
Distributed Density Filtering for Large-scale
Systems using Mean-filed Models
Tongjia Zheng and Hai Lin
Abstract—In this work, we study the problem of distributed
(probability) density estimation of large-scale systems. Such prob-
lems are motivated by many density-based distributed control
tasks in which the real-time global density of the swarm is
required as feedback information, such as sensor deployment and
city traffic scheduling. This work is built upon our previous work
[1] which presented a (centralized) density filter to estimate the
dynamic density of large-scale systems through an integration of
mean-field models, kernel density estimation (KDE), and infinite-
dimensional Kalman filters. In this work, we further study
how to decentralize the density filter such that each agent can
estimate the global density only based on its local observation
and minimal communication with neighbors. This is achieved
by noting that the global observation constructed by KDE is an
average of the local kernels. Hence, dynamic average consensus
algorithms are used for each agent to track the global observation
in a distributed way. We present a distributed density filter
which requires very little information exchange, and study its
stability and optimality using the notion of input-to-state stability.
Simulation results suggest that the distributed filter is able to
converge to the centralized filter and remain close to it.
I. INTRODUCTION
In recent years, density-based optimization and control
strategies for large-scale systems have becoming increasingly
popular. The general objective is to control/optimize (a func-
tional of) the real-time (probability) density of the swarm [2],
[3], which has a wide range of applications, such as sensor
deployment and city traffic scheduling. To ensure stability and
robustness, the global density of the swarm is usually fed back
into the algorithms to form a closed-loop framework [4], [5],
[6]. Considering the scalability issue of the control algorithms
and the privacy issue of data sharing, it is desirable to estimate
the global density and implement the control strategy in a
fully distributed manner using only local observations and
minimal information exchange. In such scenarios, the agents
(such as mobile sensors) are built by task designers, i.e., their
dynamics are known. This motivates the problem of how to
take advantage of the available dynamics and estimate the
global density of the swarm in a distributed manner.
Density estimation is a fundamental problem in statis-
tics and has been studied using various methods, including
parametric and nonparametric methods. Parametric algorithms
assume that the samples are drawn from a known parametric
family of distributions and learn the parameters to maximize
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the likelihood [7]. Several distributed parametric techniques
exist in the literature for estimating a distribution from a data
set. For example, in [8], the unknown density is represented by
a mixture of Gaussians, and the parameters are determined by
a combination of expectation maximization (EM) algorithms
and consensus protocols. Performance of such estimators rely
on the validity of the assumed models, and therefore they
are unsuitable for estimating an evolving density. In non-
parametric approaches, the data are allowed to speak for
themselves in determining the density estimate, where kernel
density estimation (KDE) [7] is the most popular choice. A
distributed KDE algorithm is given in [9], which uses an
information sharing protocol to incrementally exchange kernel
information between sensors until a complete and accurate
approximation of the global KDE is achieved by each sensor.
All these algorithms aim at estimating a static density. To
the best of our knowledge, distributed estimation for dynamic
density remains largely unexplored.
When the dynamics of the agents/samples are available, an
alternative way to consider a filtering problem of estimating
the distribution of all the agents’ states. There exists a large
body of literature for the filtering problem, ranging from the
celebrated Kalman filters and their variants [10] to the more
general Bayesian filters and particle filters [11]. Motivated by
the development of sensor networks, distributed implementa-
tion for these filters have also been extensively studied [12],
[13], [14], [15]. The general strategy is that each agent runs
a local filter based on its local information, and exchanges its
information and/or estimate with neighboring agents to grad-
ually estimate the global distribution [15]. However, stability
analysis and implementation are known to be difficult when
the agents’ dynamics are nonlinear and time-varying.
In summary, considering the requirements of decentraliza-
tion, convergence and efficiency, existing methods are un-
suitable for estimating the time-varying density of large-scale
systems in a distributed manner. This motivates us to propose a
distributed, dynamic and scalable density estimation algorithm
that can perform online and use only local observation and
minimal communication to guarantee its convergence. In our
previous work [1], we proposed a (centralized) density filter
through a novel integration of mean-field models, KDE and
infinite-dimensional Kalman filters, which was proved to be
convergent and efficient. In this work, we decentralize the den-
sity filter by replacing the global information with a dynamic
consensus protocol, and show that its performance converges
to the centralized filter. Our contribution is summarized as
follows: (i) We present a distributed density filter such that
each agent estimates the global density only through local
observations and very little amount of communication; (ii) The
distributed filter is proved to converge to the centralized filter
in the sense of input-to-state stability; (iii) All the results hold
even if the agents’ dynamics are nonlinear and time-varying.
The rest of the paper is organized as follows. Section II
introduces some preliminaries. Problem formulation is given in
Section III. In Section IV, we review the centralized filter and
its basic property. Section V is our main result, in which we
present a distributed density filter and then study its stability
and optimality. Section VI performs an agent-based simulation
to verify the effectiveness of the distributed filter. Section VII
summarizes the contribution and points out future research.
II. PRELIMINARIES
A. Infinite-Dimensional Kalman Filters
The Kalman filter is an algorithm that uses the system’s
model and sequential measurements to gradually improve
its state estimate [16]. Its extension to infinite-dimensional
systems is studied in [17], [18]. Formally, assume the signal
x(t) and its measurement y(t), both in a Hilbert space, are
generated by the stochastic linear differential equations:
dx = A(t)xdt +B(t)q(t)dv, x(t0) = x0, E[x0] = 0,
dy = C(t)xdt + r(t)dw, y(t0) = y0,
where dv and dw are infinite-dimensional Wiener processes
with incremental covariance operators V and W , respectively.
Assume Cov[v(t), w(τ)] = 0 and E[〈v(t), w(τ)〉] = 0 for all
t 6= τ . Denote Q(t) = q(t)V q∗(t) and R(t) = r(t)Wr∗(t).
The infinite-dimensional Kalman filter is given by [17]:
dxˆ = A(t)xˆdt+ L(t)[y − C(t)xˆ]dt,
where L(t) = P (t)C∗(t)R−1(t) is the called the optimal
Kalman gain, and P (t) is the solution of the Riccati equation
P˙ = AP + PA∗ − PC∗R−1CP +BQB∗
with P (t0) = Cov[x0, x0].
B. Input-to-state stability
Input-to-state stability (ISS) is a stability notion for studying
stability of nonlinear control systems with external inputs [19].
Roughly speaking, a control system is ISS if its trajectories
are bounded by a function of the external input. To define ISS,
we need to introduce the following comparison functions:
K := {γ : R+ → R+|γ is continuous and strictly
increasing, γ(0) = 0},
L := {γ : R+ → R+|γ is continuous and strictly
decreasing with lim
t→∞
γ(t) = 0},
KL := {β : R+ × R+ → R+|β is continuous, β(·, t) ∈ K,
β(r, ·) ∈ L, ∀t ≥ 0, ∀r > 0}.
Definition 1: (ISS [20]). Consider a control system Σ =
(X,U, φ) consisting of normed linear spaces (X, ‖ · ‖X) and
(U, ‖·‖U ), called the state space and the input space, endowed
with the norms ‖ · ‖X and ‖ · ‖U respectively, and a transition
map φ : R+ ×X × U → X . The system is said to be ISS if
there exist β ∈ KL and γ ∈ K, such that
‖φ(t, x0, u)‖X ≤ β(‖x0‖X , t− t0) + γ( sup
t0≤τ≤t
‖u(τ)‖U )
holds ∀x0 ∈ X , ∀t ≥ t0 and ∀u ∈ U . It is called locally input-
to-state stable (LISS), if there also exists constants ρx, ρu > 0
such that the above inequality holds ∀x0 : ‖x0‖X ≤ ρx, ∀t ≥
t0 and ∀u ∈ U : ‖u‖U ≤ ρu.
III. PROBLEM FORMULATION
This paper studies the problem of estimating the dynam-
ically varying probability density of large-scale stochastic
agents. The dynamics of the agents are assumed to be known
and satisfy the following stochastic differential equations:
dXi = v(Xi, t)dt+ σ(Xi, t)dBt, i = 1, . . . , N, (1)
where Xi ∈ Rn represents the state of the i-th agent, v =
(v1, . . . , vn) ∈ Rn is the deterministic dynamics, Bt is an m-
dimensional standard Wiener process, and σ = [σjk] ∈ Rn×m
represents the stochastic dynamics. All the states {Xi(t)}Ni=1
are assumed to be observable. The probability density p(x, t)
of the states is known to satisfy the following a mean-field
model, called the Fokker-Planck equation [21]:
∂p(x, t)
∂t
= −
n∑
i=1
∂
∂xi
[vi(x, t)p(x, t)]
+
n∑
i=1
n∑
j=1
∂2
∂xi∂xj
[Dij(x, t)p(x, t)],
p(·, t0) = p0,
(2)
where Dij(x, t) =
1
2
∑m
k=1 σik(x, t)σjk(x, t) and p0 is the
initial density. If the states are confined within a bounded
domain Ω, we can impose a reflecting boundary condition:
n · (g − vp) = 0, on ∂Ω, (3)
where g = (
∑n
j=1
∂
∂xj
(D1jp), . . . ,
∑n
j=1
∂
∂xj
(Dnjp)), ∂Ω is
the boundary of Ω and n is the outward normal to ∂Ω.
Remark 1: Note that (2) is uniquely determined by (1) and
is therefore known. This relationship holds even if (1) is non-
linear and time-varying. Therefore, the centralized/distributed
density filter we design apply to a very large family of systems.
We also note that (2) is always linear even if (1) is not.
We assume the agents can exchange information with neigh-
bors which forms a time-varying topology G(t) = (V,E(t)),
where V = {1, 2, . . . , N} is the set of nodes/agents and
E(t) ⊂ V × V is the set of communication links. We further
assume that G(t) is undirected. Now, we can formally state
the problem to be solved as follows:
Problem 1: (Distributed density estimation) Given the
density dynamics (2), the state Xi of an arbitrary agent i,
and the topology G, we want to design communication and
estimation protocols for each agent to estimate the global
density p(x, t).
IV. REVIEW OF CENTRALIZED DENSITY FILTERS
In this section, we review a centralized density filter and its
stability/optimality property presented in our previous work
[1]. The centralized density estimation problem assumes full
availability of the agents’ states and is stated as follows:
Problem 2: (Centralized density estimation) Given the
density dynamics (2) and agent states {Xi(t)}Ni=1, we want
to estimate their density p(x, t).
The centralized density filter combines mean-field models,
KDE and infinite-dimensional Kalman filters to gradually
improve its estimate of the state of (2). First, we use KDE to
construct a noisy measurement for (2). Given {Xi}Ni=1 ⊆ R
n,
the kernel density estimator is given by [7]:
fN(x) =
1
Nhn
N∑
i=1
K
(1
h
(x−Xi)
)
, (4)
whereK(x) is a kernel function and h is called the bandwidth,
usually chosen as a function of N such that limN→∞ h = 0
and limn→∞Nh = ∞ [7]. Under appropriate choice of h, it
is known that fN (x) is asymptotically normal and that fN (xi)
and fN (xj) are asymptotically uncorrelated for any xi 6= xj as
N →∞ [22]. Hence, fN (x)−f(x) is approximately Gaussian
with independent components when N is large.
To design a density filter, we rewrite (2) as an evolution
equation and use KDE to construct a noisy measurement y(t):
p˙(t) = A(t)p(t),
y(t) = pKDE(t) = p(t) + w(t),
(5)
where A(t) = −
∑n
i=1
∂
∂xi
(vi·)+
∑n
i=1
∑n
j=1
∂2
∂xi∂xj
(Dij ·) is
a linear operator, pKDE(t) represents a kernel density estimator
using {Xi(t)}Ni=1, and w(t) is the measurement noise which is
approximately Gaussian with covariance R(t) = k diag(p(t))
where k > 0 is a constant depending on K , N and h.
The optimal density filter is given
˙ˆp = A(t)pˆ+ L(t)(y − pˆ), pˆ(t0) = pKDE(t0), (6)
where L(t) = P (t)R−1(t) is the optimal Kalman gain and
P (t) is a solution of the following operator Riccati equation
P˙ = AP + PA∗ − PR−1P. (7)
Since R(t) depends on the unknown density p(t), we approxi-
mate R(t) using R¯(t) = k¯ diag(pKDE(t)), where k¯ is computed
as k¯ = (
∫
[K(u)]2du)/(Nhn) [1]. Correspondingly, we obtain
a “suboptimal” density filter:
˙ˆp = A(t)pˆ+ L¯(t)(y − pˆ), pˆ(t0) = pKDE(t0) (8)
where L¯(t) = P¯ (t)R¯−1(t) is the suboptimal Kalman gain and
P¯ (t) is a solution of the approximated Riccati equation
˙¯P = AP¯ + P¯A∗ − P¯ R¯−1P¯ . (9)
To study the stability of the suboptimal filter, define p˜ =
pˆ− p. Then along P¯ (t) we have
˙˜p = (A− P¯ R¯−1)p˜+ P¯ R¯−1w. (10)
Define Γ = P¯ − P . Using (7) and (9) we have
Γ˙ = AΓ + ΓA∗ − P¯ R¯−1P¯ + PR−1P. (11)
In [1], we have proved that (under mild conditions): (i) the
estimation error (10) is stable; (ii) the solution of (9) remains
close to the solution of (7); and (iii) the suboptimal gain
L¯ remains close to the optimal gain L. Formally, we define
‖R¯−1 −R−1‖ as the approximation error, as it is zero if and
only if R¯ = R. The stability results are formally stated in the
following theorem, whose proof can be found in [1].
Theorem 1: [1] Assume that ‖P (t)‖ and ‖P¯ (t)‖ are uni-
formly bounded, and that there exist positive constants c1 and
c2 such that for all t ≥ t0,
0 < c1I ≤ R
−1(t), R¯−1(t), P−1(t), P¯−1(t) ≤ c2I. (12)
Then we have the following conclusions:
(i) The noise-free (w = 0) part of (10) is uniformly expo-
nentially stable.
(ii) System (11) is LISS with respect to ‖R¯−1 −R−1‖.
(iii) ‖L¯− L‖ is LISS with respect to ‖R¯−1 −R−1‖.
Remark 2: A few comments are in order. By taking advan-
tage of the dynamics, this density filter essentially combines
past outputs to produce better and convergent estimates. It is
scalable because we lift the density estimation problem from a
very large finite-dimensional space (of the agents’ states) into
an infinite-dimensional space (of densities) by using the mean-
field models. The performance becomes even better when the
number of agents is larger. It is computationally efficient and
can be computed online because the involved matrices in its
numerical implementation are highly sparse.
V. DISTRIBUTED DENSITY ESTIMATION
In this section, we present a distributed density filter by
integrating consensus protocols into (8) and (9), and study its
convergence and optimality.
We reformulate the system (5) in distributed form:
p˙(t) = A(t)p(t),
zi(t) = Ki(t), i = 1, . . . , N,
(13)
where Ki(t) =
1
hn
K
(
1
h
(x − Xi(t))
)
is a kernel centered at
position Xi(t). We view zi(t) as the local measurement made
by the i-th agent. We may write
zi = ri + w, (14)
where w is the Gaussian noise defined in (5) and ri := zi−w is
the deterministic component of zi. Note that
1
N
∑N
i=1 ri = p.
The challenge of distributed density estimation lies in that
each agent alone does not have any meaningful observation of
the unknown density p(t), because its local measurement yi
is simply a kernel centered at position Xi(t), which conveys
no information about p(t).
Remark 3: Existing literature of sensor networks has re-
vealed two types of strategies for distributed estimation, known
as information fusion and state fusion [12], [15]. Information
fusion refers to direct or indirect exchanges of local measure-
ments, while state fusion refers to direct fusion of local state
estimates. Due to space limit, we only present a distributed
density filter based on the first strategy.
The local density filter for each agent i is designed as
˙ˆpi = A(t)pˆi + L¯i(t)(yi − pˆi), pˆi(t0) = yi(t0), (15)
where yi(t) is to be constructed later, L¯i(t) = P¯i(t)R¯
−1
i (t) is
the local Kalman gain with R¯i(t) = k¯ diag(yi(t)), and P¯i(t)
is a solution of the local Riccati equation
˙¯Pi = AP¯i + P¯iA
∗ − P¯iR¯
−1
i P¯i. (16)
An important observation is that y(t) = 1
N
∑N
i zi(t),
which suggests that if we can design algorithms such that
yi →
1
N
∑N
i zi(t), then the local filter (15) and (16) should
converge to the centralized filter (8) and (9). (Note that it is
sufficient to only study yi →
1
N
∑N
i zi(t) because it implies
R¯i →
1
N
∑N
i diag(zi(t)).) This property is first observed
in [23]. The associated problem of tracking the average of
N time-varying reference signals is called dynamic average
consensus [24], [25]. We adopt the proportional-integral (PI)
dynamic consensus estimator given in [25] which is shown to
be low-pass and is suitable for computing the dynamic average
of noisy signals:
ν˙i =−KP
∑
j∈Ni
(νi − νj) +KI
∑
j∈Ni
(ηi − ηj)
− α(νi − ui),
η˙i =−KI
∑
j∈Ni
(νi − νj),
(17)
where ui ∈ R is agent i’s reference input, ηi ∈ R is an
internal state, νi ∈ R is agent i’s estimate which will converge
to uavg :=
1
N
∑N
i ui(t), KP ,KI > 0 are estimator gains,
α > 0 is a parameter determining how much new information
enters the dynamic averaging process, and Ni represents the
neighbors of agent i. We can write (17) in vector form as:[
ν˙
η˙
]
=
[
−αI − LP (t) LI(t)
−LI(t) 0
] [
ν
η
]
+
[
αI
0
]
u,
(18)
where LP (t) = KPL(t), LI(t) = KIL(t) and L(t) is the
graph Laplacian. The PI estimator is shown to achieve con-
sensus under constant (or slowly-varying) inputs, and remains
stable in the presence of varying inputs in the sense of ISS.
The stability result is given as follows.
Lemma 1: [25] Consider a time-varying but always con-
nected network of N agents that implement the PI estimators
(18) with α,KP ,KI > 0. Then excluding a single uncon-
trollable scalar state which remains constant, the remaining
dynamics of (18) are ISS.
This lemma implies that the consensus tracking error for
each agent, defined by δi(t) := νi−
1
N
∑N
i ui(t), is also ISS.
We make use of the PI estimator (17) to construct yi(t) from
{zi(t)}Ni=1 for each agent. The remaining task is to show that
(15) and (16) indeed converge to (8) and (9), respectively.
Towards this end, define p˜i = pˆi − p. Along P¯i(t) we have
˙˜pi = Ap˜i + P¯iR¯
−1
i (yi − pˆi). (19)
Define Γi = P¯ − P¯i. Using (9) and (16) we have
Γ˙i = AΓi + ΓiA
∗ − P¯ R¯−1P¯ + P¯iR¯
−1
i P¯i. (20)
For simplicity, we assume that the topologyG(t) in problem
1 is always (strongly) connected. This assumption may be
unrealistic since the agents are mobile. However, this con-
nectivity issue has been extensively studied in the literature.
For example, dynamic average consensus problems for jointly
connected digraphs are studied in [26].
The stability and optimality results for (19) and (20) are
given as follows.
Theorem 2: Assume that G is always connected and each
agent uses the PI estimator (17) to construct yi from {zi}Ni=1.
Assume ‖P¯ (t)‖ and ‖P¯i(t)‖ are uniformly bounded, and there
exist positive constants c3 and c4 such that for all t ≥ t0,
0 < c3I ≤ R¯
−1(t), R¯−1i (t), P¯
−1(t), P¯−1i (t) ≤ c4I. (21)
Then we have the following conclusions:
(i) The noise-free part (w = 0) of (19) is LISS.
(ii) The system (20) is LISS.
(iii) ‖L¯i − L¯‖ is LISS.
Proof: (i) We start with the first statement. According to
Lemma 1, for each agent i, |yi(x, t)−
1
N
∑N
i zi(x, t)| is ISS
for any fixed x, which is a pointwise ISS property. With
(21), we conclude that ‖yi(t) − y(t)‖, ‖R¯i(t) − R¯(t)‖ and
‖R¯−1i (t)− R¯
−1(t)‖ are all ISS. Note that
˙˜pi = Ap˜i + P¯iR¯
−1
i (yi − pˆi)
= (A− P¯iR¯
−1
i )p˜i + P¯iR¯
−1
i (yi − p),
(22)
which is a linear system. Assuming w = 0, we have yi− p =
yi − y. We first show that the unforced part of (22), given by
˙˜pi = (A− P¯iR¯
−1
i )p˜i, (23)
is uniformly exponentially stable. To prove that, consider a
Lyapunov functional V1 = 〈P¯
−1
i p˜i, p˜i〉. We have
V˙1 =
〈
P¯−1i
˙˜pi, p˜i
〉
+
〈
P¯−1i p˜i,
˙˜pi
〉
−
〈
P¯−1i
˙¯PiP¯
−1
i p˜i, p˜i
〉
=
〈
P¯−1i (A− P¯iR¯
−1
i )p˜i, p˜i
〉
+
〈
(A∗ − R¯−1i P¯i)P¯
−1
i p˜i, p˜i
〉
−
〈
P¯−1i (AP¯i + P¯iA
∗ − P¯iR¯
−1
i P¯i)P¯
−1
i p˜i, p˜i
〉
= −〈R¯−1i p˜i, p˜i〉,
which shows that (23) is uniformly exponentially stable.
Hence, for (22), there exist constants λ1, θ1 > 0 such that
‖p˜i‖ ≤ e
−λ1(t−t0)‖p˜i(t0)‖+
∫ t
t0
e−λ1(t−τ)θ1‖yi(τ) − y(τ)‖dτ
≤ e−λ1(t−t0)‖p˜i(t0)‖
+ θ1 sup
t0≤τ≤t
‖yi(τ) − y(τ)‖
∫ t
t0
e−λ1(t−s)ds
≤ e−λ1(t−t0)‖p˜i(t0)‖+
θ1
λ1
sup
t0≤τ≤t
‖yi(τ) − y(τ)‖
=: β1(‖p˜i(t0)‖, t− t0) + γ1( sup
t0≤τ≤t
‖yi(τ) − y(τ)‖),
where β1 ∈ KL and γ1 ∈ K. Due to the assumed uniform
boundedness of P¯i, (22) is LISS with respect to ‖yi(τ)−y(τ)‖.
Since ‖yi(τ) − y(τ)‖ is ISS, the first statement results from
that the cascade system of an ISS system and an LISS system
is LISS [27].
(ii) Now we prove the second statement. Using a Lyapunov
functional V2 = 〈P¯−1p˜, p˜〉, one can show that the following
system along P¯ (t) is also uniformly exponentially stable:
˙˜p = (A− P¯ R¯−1)p˜. (24)
We note that the inner products in V1 and V2 are equivalent
because of assumption (21). Now rewrite (20) as
Γ˙i = AΓi + ΓiA
∗ − P¯ R¯−1Γi − P¯ R¯
−1P¯i
− ΓiR¯
−1
i P¯i + P¯ R¯
−1
i P¯i
= (A− P¯ R¯−1)Γi + Γi(A
∗ − R¯−1i P¯i)
− P¯ (R¯−1 − R¯−1i )P¯i,
(25)
which is a linear equation. Fix q with ‖q‖ = 1. Since (23) and
(24) are uniformly exponentially stable, and ‖P¯‖ and ‖P¯i‖ are
uniformly bounded, there exist constants λ2, θ2 > 0 such that
‖Γi(t)q‖ ≤ e
−λ2(t−t0)‖Γi(t0)q‖
+
∫ t
t0
e−λ2(t−τ)θ2‖R¯
−1(τ) − R¯−1i (τ)‖‖q‖dτ.
Similar to (i), we can prove that (11) is LISS with respect to
‖R¯−1− R¯−1i ‖. Since ‖R¯
−1− R¯−1i ‖ is also LISS, the cascade
system is LISS [27].
(iii) To prove the third statement, observe that
‖L¯− L¯i‖ = ‖P¯ R¯
−1 − P¯iR¯
−1
i ‖
≤ ‖P¯ R¯−1 − P¯iR¯
−1 + P¯iR¯
−1 − P¯iR¯
−1
i ‖
≤ ‖R¯−1‖‖P¯ − P¯i‖+ ‖P¯i‖‖R¯
−1 − R¯−1i ‖.
Hence, ‖L¯− L¯i‖ is LISS with respect to ‖R¯−1 − R¯
−1
i ‖ and
the cascade system is also LISS [27]. 
Remark 4: This theorem states that the local filter (15)
remains close to the centralized filter (8), and their difference
depends on the dynamic consensus process (17), especially
the connectivity and switching rate of G(t) [25]. Note that
each local kernel Ki is uniquely determined by its center Xi.
Hence, to implement the local filter (15), each agent only
needs to exchange its position with its neighbors, which is
very efficient from a communication perspective.
VI. SIMULATION STUDIES
In this section, we study the performance of the distributed
filter. We simulate 100 agents within Ω = [0, 1]2:
dXi = ∇ ·
D∇f(x, t)
f(x, t)
dt+DdBt, i = 1, . . . , 100, (26)
where D = 0.03 and f(x, t) is a time-varying pdf to be
specified. The initial positions {Xi(t0)}
100
i=1 are uniformly
distributed. Therefore, the ground truth density satisfies
∂tp(x, t) = −∇ ·
Dp(x, t)∇f(x, t)
f(x, t)
+
1
2
D2∆p(x, t),
p(·, t0) = 1,
(27)
with a reflecting boundary condition (3). We design f(x, t) as
a mixture of two Gaussian components with common covari-
ance diag(0.02, 0.02) and different time-varying means [0.5+
0.3 cos(0.04t), 0.5+0.3 sin(0.04t)]⊺ and [0.5+0.3 cos(0.04t+
pi), 0.5+0.3 sin(0.04t+pi)]⊺. Under this design, the agents are
nonlinear and time-varying and their states will concentrate to
the two “spinning” Gaussian components.
We use the finite difference method to numerically solve
the local filter (15) and the Riccati equation (16). Specifically,
partition Ω into a 30 × 30 grid. The density estimate pˆi is
represented as a 900×1 vector. The operatorsA, P¯i and R¯i are
represented as 900×900matrices. The initial condition for (15)
is chosen to be a “flat” Gaussian centered at Xi(t0). The time
difference is dt = 0.1s. Note that A is highly sparse and R¯i
is diagonal, so the computation is very fast in general. For the
PI estimator, we set α = 0.2, KP = 0.4 and KI = 0.04. The
communication distance of each agent is set to be d = 0.25.
Simulation results are given in Fig. 2. As already observed
in [1], the centralized filter quickly catches up with the
evolution of the ground truth density and outperforms KDE.
We then randomly select an agent and investigate its local
filter. We observe that the local filter also gradually catches
up with the ground truth density, however in a slower rate due
to the delay effect of the dynamic consensus process. In Fig.
1, we compare the L2 norms of estimation errors of KDE,
the centralized filter, and eight randomly selected local filters,
which verifies the convergence of the proposed local filter.
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Fig. 1: Estimation errors of KDE, the centralized filter, and
eight randomly selected local filters.
VII. CONCLUSION
We have presented a distributed density filter for estimat-
ing the dynamic density of large-scale systems with known
dynamics by a novel integration of mean-fields models, KDE,
infinite-dimensional Kalman filters and consensus protocols.
With the distributed filter, each agent was able to estimate the
global density using only the dynamics, its own state/position
and state/position exchange with its neighbors. It was scalable
to the population of agents, convergent in estimation error,
and very efficient in local communication and computation.
This algorithm can be used for many density-based distributed
optimization and control problems of large-scale systems when
density feedback information is required. Our future work is
to integrate the density filters into density feedback control for
large-scale systems.
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