Abstract-Information retrieval tasks on certain Asian languages have the problem of limited knowledge resources such as the bilingual and multilingual dictionaries and corpora. Thus, there is a need to create multilingual resources for these languages. One of the ways is to automatically align document by identifying the chances that two documents are related to each other and these documents are not necessarily in one language. Multilingual corpora can then be automatically developed from these aligned documents. Numerous approaches for document alignment have been developed to date. In this paper, we gave an overview of recent progress made for bilingual and multilingual document alignments within the last 5 years. In addition, we also discussed the current progress made in developing bilingual comparable corpus especially on the Malay language, which is one of the resource-limited languages in Asia.
I. INTRODUCTION
The queries and retrieved documents in classical information retrieval (IR) search engines are both in the same language. The retrieved documents in the cross-lingual IR systems can be in a language different from the query language used by a user. But rather than focusing on two languages, current IR systems can also retrieve documents in multiple languages. And of course, there are also many problems arise with these enhanced systems. There are few satisfactory quality cross-lingual IR systems available for the Web, but crosslingual approaches for the restricted domain (for example the medicine, engineering and architecture) have shown to be more rewarding.
There are three ways of accomplishing cross-lingual IR. One is to translate the query into the target language, the second is to translate the documents into the source language and the third is to translate both queries and documents to a common representation. Query translation is always a choice in doing a translation [1] . Translating the query using a dictionary, for example, is much faster and simpler than translating the documents in whole. Query translations are basically divided into three groups of approaches depending on the knowledge resources used for translating the queries. The earliest studies in query translation for cross-lingual IR used three approaches namely the machine translation, bilingual dictionaries and multilingual available corpus. Recent works propose that combining several query translation techniques can improve the cross-lingual IR retrieval performance [2] .
One of the simplest and effective methods of translating the queries is by using the bilingual machine-readable dictionaries. However, at a certain time, it is not adequate to use the dictionary alone for translating some terms in the queries because of the coverage of the dictionary [3, 4] . Other challenges in the cross-lingual IR are out-of-vocabulary (OOV), word disambiguation and problems of grammar [5] . Other sources of translation knowledge such as the usage of corpus or thesaurus can help to overcome these problems and further increasing the number of the relevant documents retrieved [6] . Cross-lingual IR has one problem that is faced by certain languages, which are the sparseness of the knowledge resources of that particular language where knowledge resources are limited such as Hindi, Indonesian and Malay. Thus it is a challenge to find or create data or resources for this kind of languages.
The parallel corpus that contains the exact documents in more than one language in the Web usually is limited, especially for specific domains or resource-limited languages such as the Malay language [7, 8] . Thus, the creation and use of comparable corpus are reasonable to overcome the limitation of the translation knowledge for resource-limited languages. It is easier to find bilingual texts with similar topics than texts that are translations of each other. Higher quality translation knowledge can be obtained from comparable rather than parallel documents because of the larger scale of the comparable corpus. Currently, there are a limited number of pairs of queries and relevant documents for cross-lingual retrieval purposes among these resource-limited languages. But still a hundred times more training data for this area is needed and it is crucial to find an effective and inexpensive way to collect these additional data and appropriate resources to be used for evaluations of cross-lingual IR for these languages.
In the following sections, we briefly present and discuss the development of bilingual corpus and some existing methods for aligning multilingual documents in order to create comparable corpora will be reviewed and analysed in Section 2 and 3. In addition, a discussion on the prevailing development of bilingual corpus focusing on the Malay language corpus will also be presented in Section 4. Section 5 concludes this review paper.
II. BILINGUAL CORPUS DEVELOPMENT
Corpus-based approaches can be used to obtain reliable translation knowledge in addition to the use of dictionaries or machine translation. But the availability of such corpus is very limited, especially for the resource-limited languages. The problem in the creation of the comparable corpus is described as the task of aligning documents based on their content similarity. Documents with similar contents or topics across bilingual corpus from the Web can be effectively aligned by using many kinds of methods which then can be used to develop a thesaurus that can help to improve the effectiveness of the query translation method in cross-lingual IR. Document alignment is a technique that takes a pair of documents and identifies the likelihood that they are related to each other wherein some methods they make use of a similarity score [9] . It is very useful for automatic corpus construction of multilingual documents. It can associate the documents that cover similar topics or stories either in the same or different languages. Besides alignment at the document level, the alignment can be made in the paragraph, sentence, word or character level [10] . If the aligned text documents are a translation of each other, we have a parallel corpus. In other words, when given a text and its translation, a parallel alignment is a segmentation of two texts such that the n-th segment of one text is the translation of the n-th segment of the other [11] . In the comparable corpora, the documents are not translations of each other but share similar topics.
III. DOCUMENT ALIGNMENT APPROACHES
In the last few years, a considerable amount of literature has been published on textual document alignments using different kinds of techniques and alignment levels (document, paragraph, sentence, etc.). But, most of the document alignment research focusing on aligning the documents in European languages, and none of them are on the resourcelimited languages. In this section, different methods and algorithms for these alignments are being reviewed to highlight the main differences and the advantages that exist among the different algorithms.
These alignment approaches can be grouped in many ways. But in this review, it will be reviewed and grouped into three categories, based on their type of methods, namely (a) the lexical method, (b) the statistical method; and (c) the mixed method, which is a combination of both lexical and statistical methods. The lexical method mainly makes use of special symbols and words (such as punctuation, mathematical symbols, named entities, etc.), cognate information or lexicon for alignment purposes [12] [13] [14] . The statistical method makes use of sentence length, alignment mode and common characters or vocabularies of the documents [15] [16] [17] [18] [19] . Table I lists and compares all the approaches being reviewed. As a total, there is one method for monolingual, three methods for bilingual approaches and six multilingual approaches will be reviewed. • Unsupervised sorting method between groups.
• Kernel distribution framework used for group matching functionality.
• Employed the Hilbert-Schmidt independence criterion for measuring the groups' dependence.
• Requires only the similarity between objects within the distinct domain.
Group Multilingual
Cheon (2017)
• Using cross-lingual inter-links of Wikipedia's document titles.
• The parallel sentence pairs being proposed using a sequential word matching method based on the importance of a word, number, and translation probability of the Wikipedia.
Sentence Multilingual
Xu (2015) • Using a cross-lingual keyword table and improved the k-means clustering algorithm to support automated text clustering.
• Proposed an improved density-based spatial clustering of applications to improve the noise processing and enhanced the clustering centre calculation.
Document Chinese, Tibetan
Statisticalbased
Liu (2016)
• Utilised the document sentence length, the mode of sentence alignment and co-occurring Chinese character features for alignment.
• The features are combined using the maximum entropy model.
Sentence, clause Chinese
Heyman (2016) • Extracted cross-lingual topics from non-parallel multilingual documents without additional translation resources.
• Calculates the probability scores of the latent cross-lingual topics of each document regardless of their language and represented them in the sameshared topical cross-lingual space.
Topic Multilingual
Tsujio (2014) • Aligned documents based on their contents and structural information. Regard documents as tree structures.
• Employed three steps: (i) two paragraphs associated using Levenshtein algorithm, (ii) paragraphs merging, and (iii) paragraphs swapping.
Section, Paragraph Multilingual
Trabelsi (2014) • Proposed binary and cosine similarity measures to calculate the comparability of Arabic and French comparable corpora of Twitter data.
• Cosine measure performs better than binary measure since the vectorbased model includes terms weighting, unlike the binary measure that uses binary weighting.
Document Arabic, French
Huang (2013) • For each document from two bilingual collections, best query keywords were extracted and translated into the language of the other collection.
• The translated queries were run against the collection in the same language to retrieve the candidate documents in the other language.
• The alignments are made based on their publication dates and similarity scores.
• Using a bipartite weighted graph for extracting parallel sentence.
• Exploiting the "local" and "global" information of the source and target sentences.
• Employed the integer linear programming to maximise the similarity of aligned sentences.
Sentence Multilingual
Rahimi (2016) • Proposed a learn-to-rank algorithm to derive ranked candidate target documents for alignment.
• The features include are word frequency, cross-lingual inverse document frequency and named entities similarity.
• The features weights are learned automatically thus it helped in improving the quality of the alignments.
Document Multilingual

A. Lexical-based Method
Reference [12] proposed an unsupervised sorting method for finding correspondence between groups across different domains and languages without alignment information. A group consists of a set of objects and can be from a wide variety of applications such as topics (of documents), genres (of movies) or contents (of images) of a document. The method has taken advantage of the kernel embedding of distributions framework to achieve its group matching functionality [20] . It offered the ability to maintain and handle necessary information of groups such as their covariance or higher-order moments. The Hilbert-Schmidt independence criterion then is used for measuring the dependence between the groups [21] . The approach only requires similarity between objects within a distinct domain and thus does not need a similarity measure between objects across domains. This method can be used for matching multilingual topic categories for creating comparable corpora, especially for resource-limited languages.
In reference [13] , the researchers provided the opportunity to create a parallel corpus using similar sentences from a language resource. They experimented using the English and Korean languages from Wikipedia. The method makes use of a Wiki-dictionary of document titles from the Wikipedia and bilingual example sentence pairs from Web dictionary. Current Wikipedia uses inter-links to show the relationships between multilingual documents. Therefore, if there are available interlinks between documents titles for each language, the content of these documents could be almost similar. Sentence pairs in similar document pairs are regarded as parallel sentence candidates. From these candidate pairs, the method was able to propose the parallel sentence pairs using a sequential word matching method prioritised based on the importance of a word, number, and translation probability of the language resources. The proposed method achieved good performance for extracting parallel sentences using only Wikipedia as the language resource. Besides, the method can be very useful in detecting and resolving the OOVs because the dictionary contains multi-term named entities, for example, the name of a person and the location.
In [14] , the authors proposed and improved a clustering algorithm to support an automated text clustering. Their main goal was to automatically cluster similar Chinese and Tibetan texts using a keyword table for both languages; thus develop a parallel corpus. The keyword table contains multi-classes keywords in the Tibetan language, translated from Chinese words. The method improved two algorithms that were used in the study. The first one is the k-means algorithm where the authors enhanced the initial cluster centres that could reduce the uncertainty of clustering results [22] . The second improvement is the algorithm of density-based spatial clustering of applications with noise. Current algorithm produced more classes because of the inclusion of noise in these classes. The improved version attempts to avoid the influence of noise deviation on clustering centre calculation by compresses the distributed clustering results [23] . The main idea is to dispatch the data of the noise classes to the higherdensity classes to reduce the class number. Experiments show that the proposed algorithms performed better than the traditional k-means algorithm. However, authors confirmed that their results are depended on parameter setting and the quantity and quality of the Chinese and Tibetan keyword table. The clustering performance is enhanced only if both qualities are improved.
B. Statistical-based Method
Researchers in [15] aligned the ShiJi, an Ancient Chinese text with its modern Chinese translation using the statistical approach. This monolingual method utilised the sentence length, the mode of sentence alignment and co-occurring Chinese character features in both texts to align sentences and clauses. If m sentences in source language texts are translated into n sentences in target language texts, the alignment mode is m-n. The most common alignment mode for sentences and clauses is 1-1. All the features were combined using the maximum entropy model and the results showed positive effects on the precision and recall rate of the alignments. It was shown that the sentence length in both texts remains similar with a normal distribution of the evaluation function of the paragraph length and sentence length. Moreover, a considerable amount of identical Chinese characters can be found in source sentences and target sentences.
Multilingual topic models make use of the fact that linked documents in multilingual corpora shared the same content [24] . In [16] , the researchers presented a technique called Comparable Bilingual Latent Dirichlet Allocation (C-BiLDA) in which the cross-lingual topics can be extracted from nonparallel multilingual documents. The standard Bilingual LDA model assumes that the topic distributions of linked documents are identical, which is not the case for comparable corpora. The proposed model was able to differentiate between shared and unshared content in aligned, non-parallel document pairs and extracts cross-lingual topics directly without additional resources such as bilingual lexicon or parallel data. The researchers calculate the probability scores of the latent crosslingual topics from topic distributions of each document regardless of their language. This topic model-based representation allows the multilingual documents be represented in the same shared topical cross-lingual space. Topic modelling also enables learning the same cross-lingual representation for unseen data by utilising the per-topic word distributions from the trained model to infer per-document topic distributions on the new data. On the other hand, the authors have reported two requirements that need to be fulfilled to ensure the model able to learn useful bilingual knowledge: (i) the document collection should contain enough crosslingual information, and (ii) if a theme often reoccurs in the documents of the source language, it should often occur in the documents of the target language. Nevertheless, C-BiLDA gives an excellent opportunity to learn topic representations in resource-limited languages and document pairs.
In [17] the proposed document alignment method provided the opportunity to align and associate parts of the sections and paragraphs in multilingual documents using both their contents and also structural information. Thus, the content of the Web can be modelled as structured documents. They regard the structured documents as tree structures and they aligned two document trees together. To achieve the alignment results, this method used three steps: (i) the method considered documents as paragraph sequences and based on the order of paragraphs, two paragraphs were associated together using the Levenshtein distance algorithm, (ii) paragraphs which have not been associated yet in the step 1 were merged together but only if the similarities were increased when merging the paragraphs, and (iii) paragraphs which have not been associated in step 2, will be swapped with corresponding paragraphs in another document which are also not associated. The threshold for associations in the swapping process must be a greater value so that the swapped paragraphs can be associated appropriately.
In [18] and [19] , the researchers proposed a statistical measure based on cross-lingual IR that make use of the amount of common vocabulary in the document. Building resources from the social network have become an uptrend in recent research on the Web. Authors in [18] exploited the Arabic and French tweets data from Twitter in order to build comparable corpora. They proposed two different comparability measures using the binary and cosine similarity measures. The tweets for both source and target languages were being pre-processed to obtain only the textual contents with their morpho-syntactic labels. The binary comparability measure calculates the absence or presence of keywords translation from the source collection in the target collection. The vector comparability measure presents the source and target collections as vectors in the vector space. The indexing terms for source vectors are extracted using Lemur IR system, translated and run against the target collection based on its cosine similarity as retrieval model. The experiment showed that the cosine measure performed better than binary measure since the vector-based model includes terms weighting, unlike the binary measure that uses binary weighting.
Reference [19] presented a bi-directional cross-lingual IR method to create a Chinese-English comparable corpus of news documents. This method followed the general architecture of the previous method by [25] and [26] where keywords are extracted and translated into queries and then translations are run against the document collection to retrieve the candidate document pairs. The enhancement of this approach compared to the previous is that this approach selects keywords from each document from two bilingual collections and is translated into the language of the other collection, thus being referred to as bi-directional. The previous methods only select keywords from one language before doing the translation. The aligned document pairs are then being filtered using date window and low similarity scores to further improve the quality of the document pairs. Although it is a straightforward method, the results showed that the method is effective and applicable in building the bilingual comparable corpus.
C. Mixed Methods
Reference [27] proposed a sentence alignment method that has two contributions. On the one hand, this languageindependent method has taken advantage of a bipartite weighted graph for extracting parallel sentences from the aligned documents by exploiting both local and global information. Information that can be captured from the source and the target sentences are considered as "local" information. This technique achieved better results compared to previous alignment method because it also considered information related to the other sentences of the documents or referred to as the "global" information. On the other hand, the authors suggested an objective function based on integer linear programming to maximize the similarity of aligned sentences. They considered a number of length-based, lexicon-based, alignment-based, and miscellaneous features and trained a maximum entropy binary classifier. The experiments showed that the method is able to detect up to (k, k') alignments; up to k sentences in the source language and up to k' sentences in the target one for each alignment. Experimental results, using the English-Persian and English-German collections, also showed that the proposed method is a language-independent sentence alignment approach.
Authors of [28] have benefited from a learning-based ranking algorithm to derive ranked-candidate target documents to be aligned with each source document; thus creating a high comparable corpus. The ranking method employed features based on cross-lingual information retrieval, document similarity and named entities whose weight is learned automatically. The features used are: (i) frequencies of words of a source document in a target document, (ii) cross-lingual inverse document frequency which measures the popularity of a word in a collection of documents in another language of that of the word, and (iii) named entities in the source document whose translations/transliterations exist in the target document. Learning feature weights can significantly improve the quality of alignments because the reliability of features depends on the characteristics of both source and target languages of a comparable corpus. The advantage of a learning-based approach in creating alignments is it allows the addition of any language pair-or domain-specific feature. Experimental results showed that the learning-based approach improves the quality and coverage of alignment pairs when compared with the existing approach by [25, 29, 30] .
IV. EXISTING DEVELOPMENT OF MALAY CORPORA Statistical-based similarity method is one of the more practical ways to align textual documents and was being proposed extensively throughout the years. They are popular since these methods require little or no additional knowledge resources but still give good results. These algorithms, which focused on the individual features of the documents, can be used to align documents in multiple languages. Lexicon-based methods can make use of the availability of language resources such as Wikipedia to align multilingual documents.
Some of the algorithms that require dictionaries may take the advantages of the availability of simple bilingual dictionaries, which are rather inexpensive and easily obtained nowadays. As aforementioned, each method has different characteristics and implements different techniques that are focusing on the same objective; aligning textual documents in many different languages. The combined use of different algorithms and methods could allow a complete document alignment algorithm to be developed. A complete document alignment algorithm could be carried out using the powerful features of each algorithm. These kinds of algorithms can create the possibility of extracting high-quality translation knowledge that would otherwise remain undiscovered in the document corpora.
The earliest Malay language corpus development in Malaysia dated back to the early 1980s by the Dewan Bahasa dan Pustaka (DBP, the Language Literacy Agency), a government institution responsible for monitoring and planning Malay language and literature in the country. The corpus which is known as Pangkalan Korpus DBP (DBP Corpus Database) currently comprises millions of Malay words from various genres and keeps on being updated. In recent years, more Malay corpus has been developed to facilitate research on the Malay language. Imran and his colleagues developed the Malay Practical Grammar Corpus (MPGC) for Malay language teaching and learning focusing on various linguistics aspects and grammar of Malay language [31] . Another project called MALEX (MALay LEXicon) used compilations of texts from the DBP corpus database to analyse grammatical class in Malay and further produce an automatic text processing systems for the Malay language [32] .
Besides developing corpus for the automatic processing of Malay texts, many researchers have also developed bilingual corpus that incorporates a few language to be used along with the Malay corpus. Ab. Rahman and Abdul Aziz, for instance, developed an English-Malay parallel corpus in the domain of agriculture and health for a machine translation research [33] . The availability of online Malay texts in various genres provides the opportunity for researching more challenging and topical issues. Taken together, these document alignment methods reviews would be of great help in creating a crosslingual comparable corpus to be used in IR tasks especially in the query translation that involves resource-limited languages such as Malay.
V. SUMMARY
Several developments and implementations to produce alignment of mono-and multilingual textual documents have been initiated. From the literature review, three general approaches are being used to develop document aligner, which are the lexical-based, statistical-based and the mixed-based approach. These methods present different approaches and characteristics thus none of the methods can be considered as the best one. However, these approaches have not being used in developing corpus for the Malay language. With the cooperation among the characteristics, an improved and a complete version of the document alignment method will be produced which allows us to align and further extract the knowledge hidden behind the data.
