The 1-arm exponent ρ for the ferromagnetic Ising model on Z d is the critical exponent that describes how fast the critical 1-spin expectation at the center of the ball of radius r surrounded by plus spins decays in powers of r. Suppose that the spin-spin coupling J is translation-invariant, Z d -symmetric and finite-range. Using the random-current representation and assuming the anomalous dimension η = 0, we show that the optimal mean-field bound ρ ≤ 1 holds for all dimensions d > 4. This significantly improves a bound previously obtained by a hyperscaling inequality.
Introduction
We consider the ferromagnetic Ising model at its critical temperature T = T c , and study the 1-spin expectation σ o decreasing limit of σ o + r as r ↑ ∞ is the spontaneous magnetization. Recently, Aizenman, Duminil-Copin and Sidoravicius [4] showed that, if the spin-spin coupling satisfies a strong symmetry condition called reflection-positivity, then the spontaneous magnetization is a continuous function of temperature in all dimensions d > 2, in particular lim r↑∞ σ o + r = 0 at criticality. The present paper gives quantitative bounds on the rate of convergence. The nearest-neighbor model is an example that satisfies reflection-positivity. Also, its spontaneous magnetization on Z 2 is known to be zero at criticality [33] . However, in general, finite-range models do not satisfy reflection-positivity, and therefore we cannot automatically justify continuity of the spontaneous magnetization for, e.g., the next-nearest-neighbor model. Fortunately, by using the lace expansion [7, 25] , we can avoid assuming reflection-positivity to ensure η = 0 (as well as β = 1/2, γ = 1, δ = 3) and lim r↑∞ σ o + r = 0 at criticality in dimensions d > 4 if the support of J is large enough.
In this paper, we prove that it does not approach very fast whenever d > 4; in this case we prove σ o + r ≥ r −1+o (1) . The proof relies on the random-current representation, which is a sophisticated version of the high-temperature expansion. It was initiated in [11] to show the GHS inequality. Then, in 1980's, Aizenman revived it to show that the bubble condition (i.e., square-summability of the critical 2-spin expectation) is a sufficient condition for the mean-field behavior [1, 3, 5] . It is also used in [4, 25, 26 ] to obtain many useful results for the Ising and ϕ 4 models. In combination with the second-moment method, we prove a correlation inequality that involves σ o + r and free-boundary 2-spin expectations. Then, by using this correlation inequality, we derive the desired result.
First, we provide the precise definition of the model.
The model
First we define the Ising model on V R , which is the d-dimensional ball of radius R > 0:
It is convenient to use the Euclidean distance | · | here, but our results hold for any norm on the lattice Z d . Let ∂V r (r < R) be the boundary of V r :
The Hamiltonian for a spin configuration σ ≡ {σ v } v∈V R ∈ {±1} V R is defined as
where J u,v ≥ 0 is a translation-invariant, Z d -symmetric and finite-range coupling, and h is the strength of the external magnetic field. We note that it is crucial to impose the external magnetic field only on ∂V r . Due to this slightly unusual setup, we will eventually be able to derive an essential correlation inequality that differs from the one for percolation.
The thermal expectation of a function f on spin configurations at the critical temperature T c is given by
The major quantities to be investigated are the 1-spin and 2-spin expectations. Since they are increasing in h by Griffiths' inequality [10] , we simply denote their limits by
Since σ x σ y R is also increasing in R by Griffiths' inequality, we denote its limit by
In the following statement (as well as later in the proofs) we use the notation f ≍ g to mean that the ratio f /g is bounded away from zero and infinity (in the prescribed limit). One assumption that we shall make throughout is the mean-field decay for the critical two-point function
A sharp asymptotic expression that implies (1.8) is proven by the lace expansion for a fairly general class of J, whenever the support of J is sufficiently large [25] . We note that reflection positivity has not succeeded in providing the above two-sided x-space bound; only one exception is the nearest-neighbor model, for which a one-sided x-space bound is proven [30] . In dimensions d < 4, the exponent on the right-hand side may change. An exact solution for d = 2 was identified by Wu et al. [32] , which implies σ o σ x ≍ |x| −1/4 as |x| ↑ ∞.
The main result
We are investigating the 1-arm exponent for the Ising model at criticality, informally described as σ o + r ≈ r −ρ as r ↑ ∞. In order to make the symbol ≈ precise, we give the formal definition
A more conventional way of defining ρ is by letting σ o + r ≍ r −ρ as r ↑ ∞, which was used to define the percolation 1-arm exponent [21, 24] . However, the latter definition does not necessarily guarantee the existence of ρ. To avoid this existence issue, we adopt the former definition (1.9).
Our main result is the one-sided bound ρ ≤ 1 in the mean-field regime, i.e., when d > 4 and (1.8) holds. Folklore of statistical physics predicts that (1.9) is actually a limit. The use of limit inferior is somewhat arbitrary (lim sup would be also possible), but this choice gives the strongest result. whenever ε > 0. Consequently, the critical exponent ρ defined in (1.9) satisfies ρ ≤ 1.
Tasaki [31] proved that σ o + |x|/3 ≥ σ o σ x holds at any temperature for sufficiently large |x| (so that |x|/3 is larger than the range of the spin-spin coupling). In dimensions d > 4, this implies the hyperscaling inequality ρ ≤ (d − 2)/2, and our bound in (1.10) improves on Tasaki's result.
It is a challenge now to prove lim sup
for any ε > 0, which implies readily (together with our theorem) that (1.9) is actually a limit and ρ = 1. Our proof of ρ ≤ 1 uses (1.8), which requires d > 4 (and the support of J to be large), even though the result is believed to be true for all dimensions d ≥ 2. The aforementioned correlation inequality σ o + |x|/3 ≥ σ o σ x combined with the exact solution for d = 2 [32] and numerical predictions for d = 3, 4 supports this belief. This is why we call ρ ≤ 1 the optimal mean-field bound.
Another key ingredient for the proof of ρ ≤ 1 is the random-current representation, which provides a translation between spin correlations and percolation-like connectivity events. Then, by applying the second-moment method to the connectivity events as explained below for percolation, we can derive a crucial correlation inequality (cf. (2.7)) that relates 1-spin and 2-spin expectations. To explain what the second-moment method is and to compare the resulting correlation inequalities for the two models, we spend the next subsection to explain the derivation of the mean-field bound on the percolation 1-arm exponent, i.e., ρ ≤ 2 for d > 6.
Derivation of the mean-field bound for percolation
We consider the following bond percolation on Z d . Each bond {u, v} ⊂ Z d is either occupied or vacant with probability pJ u,v or 1 − pJ u,v , independently of the other bonds, where p ≥ 0 is the percolation parameter. The 2-point function G p (x, y) is the probability that x is connected to y by a path of occupied bonds (G p (x, x) = 1 by convention). It is well-known that, for any d ≥ 2, there is a nontrivial critical point p c such that the susceptibility x G p (o, x) is finite if and only if p < p c [6] . The 1-arm probability θ r , which is the probability that the center of the ball of radius r is connected to its surface by a path of occupied bonds, also exhibits a phase transition at p c [2] : θ(p) ≡ lim r↑∞ θ r = 0 if p < p c and θ(p) > 0 if p > p c . Although the continuity θ(p c ) = 0 has not yet been proven in full generality, it is shown by the lace expansion [9, 15] that, if d > 6 and the support of J is sufficiently large, then θ(p c ) = 0 and G pc (o, x) ≍ |x| 2−d as |x| ↑ ∞. This Newtonian behavior of G pc is believed not to hold in lower dimensions.
Fix p = p c and define the percolation 1-arm exponent ρ by letting θ r ≍ r −ρ as r ↑ ∞. Since
, it is known that the same hyperscaling inequality ρ ≤ (d−2)/2 holds for all dimensions d > 6. In [24] , we were able to improve this to the optimal mean-field bound ρ ≤ 2 for d > 6 by using the second-moment method, which we explain now. Let X r be the random number of vertices on ∂V r that are connected to the origin o. We note that X r can be positive only when o is connected to ∂V r . Then, by the Schwarz inequality,
and that, by the tree-graph inequality [6] ,
(1.13)
As a result, we arrive at the correlation inequality
.
(1.14)
is to avoid singularity around zero, we can readily show that the right-hand side of the above inequality is bounded from below by a multiple of r −2 , resulting in ρ ≤ 2 for d > 6. In order to prove the opposite inequality ρ ≥ 2 for d > 6 to conclude the equality, Kozma and Nachmias [21] use another correlation inequality that involves not only θ r and G p but also the mean-field cluster-size distribution. The Ising cluster-size distribution under the random-current representation is not available yet, and we are currently heading in that direction.
Further discussion
1. On trees. The Ising model on trees, also known as the Ising model on the Bethe lattice, is rigorously studied since the 1970's [20, 23] . In contrast to amenable graphs, the phase transition on trees can appear even when there is a non-zero homogeneous random field, cf. [19] . One line of research considers critical-field Ising models under the influence of an inhomogeneous external field, for which we refer to the discussion in [8] . The absence of loops in the underlying graph makes it easier to analyze, and a number of critical exponents are known to take on their mean-field values, see [27, Section 4.2] .
For the Ising model on a regular tree, it is shown [17] that 15) where, instead of the ball V r , we are using the subtree of depth r from the root (with the plus-boundary condition). This seems to hint on ρ = 1/2 on trees. The discrepancy to the high-dimensional setting can be resolved by adjusting the notion of distance in the tree, that is, one should rather work with the metric dist(o, x) := depth(x) incorporating spatial effects when embedding the tree into the lattice Z d . With this notion of distance, we get the mean-field value ρ = 1. The same situation occurs for percolation, where we refer to [12, Chapter 10 .1] for a discussion of this issue.
2. Long-range models. In our result, we assumed that the spin-spin coupling J is finite-range, that is, there is an M > 0 such that J o,x = 0 whenever |x| > M . We believe that ρ = 1 is true even for infinite-range couplings with sufficiently fast decaying tails, although the boundary ∂V r on which the external magnetic field is imposed under the current setting is no longer bounded. The situation may change when we consider couplings with regularlyvarying tails, and we focus now on the situation when
for some α > 0. In our earlier work [7] , we show that, under a suitable spread-out condition, the critical 2-spin expectation scales as 17) in contrast to (1.8). In particular, there is a crossover at α = 2 between a "finite-range regime" and a "long-range regime".
For the critical exponent ρ, it is tempting to believe that this crossover happens for α = 4. The reason for this is again a comparable result for percolation: Hulshof [18] proved that, if G pc (o, x) ≍ |x| α∧2−d as |x| ↑ ∞, then the critical 1-arm probability scales as θ r ≍ r −(α∧4)/2 as r ↑ ∞. In view of Hulshof's result, it is plausible that, for the long-range Ising model with couplings like in (1.16), it is the case that ρ = (α ∧ 4)/4.
The (1-component) ϕ 4
model. This spin model is considered to be in the same universality class as Ising ferromagnets [1] . It can be constructed as an N ↑ ∞ limit of a properly coupled N ferromagnetic Ising systems [29] , and therefore we can apply the random-current representation for the Ising model. By virtue of this representation, we can use the lace expansion to show that the critical 2-spin expectation satisfies (1.8) for a large class of short-range models [26] . It is natural to be interested in the critical 1-spin expectation similar to σ o + r for the Ising model. However, since the ϕ 4 spin is an unbounded variable, we cannot simply take h ↑ ∞ to define the 1-spin expectation under the "plus-boundary" condition. Once it is defined appropriately, we believe that its 1-arm exponent also satisfies the mean-field bound ρ ≤ 1 for d > 4.
From next section, we begin the proof of the main theorem. In Section 2.1, we introduce notation and definitions associated with the random-current representation. In Section 2.2, we use the random-current representation and the second-moment method to derive a key correlation inequality. Finally, in Section 2.3, we use the obtained correlation inequality and (1.8) to conclude that ρ ≤ 1 for d > 4.
Proof of the results

The random-current representation
A current configuration n ≡ {n b } is a set of nonnegative integers on bonds b ∈ B R ≡ {u, v} ⊂ V R : J u,v > 0 or b ∈ G r ≡ {v, g} : v ∈ ∂V r , where g is an imaginary ghost site. Given a current configuration n, we define the source set ∂n as
and the weight functions w h r,R (n) and w R (n) as Then, we obtain the following random current representation (cf. Figure 1) :
and for x, y ∈ V R ,
Given a current configuration n = {n b }, we say that x is n-connected to y, denoted x ←→ n y if either x = y ∈ V R ∪ {g} or there is a path from x to y consisting of bonds b ∈ B R ∪ G r with n b > 0. For A ⊂ V R ∪ {g}, we also say that x is n-connected to y in A, denoted x ←→ n y in A, if either x = y ∈ A or there is a path from x to y consisting of bonds b ⊂ A with n b > 0. Given a subset A ⊂ V R , we define
The most important feature of the random-current representation is the so-called sourceswitching lemma (e.g., [25, Lemma 2.3] ). We state the version we use the most in this paper as below. This is an immediate consequence from the source-switching lemma.
Lemma 2.1 (Consequence from the source-switching lemma, [25] ). For any subsets A ⊂ V R and B ⊂ V R ∪ {g}, any x, y ∈ V R and any function f on current configurations, 
A correlation inequality
The main technical vehicle in the proof of Theorem 1.1 is the following correlation inequality that relates σ o + r to the sum of 2-spin expectations. Proposition 2.2. For the ferromagnetic Ising model,
Compare this with the correlation inequality (1.14) for percolation. The extra factor in the denominator of (2.7), σ o + dist(u,∂Vr) , will eventually be the key to obtain the optimal mean-field bound on the Ising 1-arm exponent.
Proof of Proposition 2.2.
The proof is carried out in four steps.
Step 1: The second-moment method. Let
Then, by the Schwarz inequality, we obtain ∂n={o,g} ∂m=∅
By Lemma 2.1, we can rewrite the left-hand side as x∈∂Vr ∂n={o,g} ∂m=∅
As a result, we obtain
Step 2: Switching sources. Next, we investigate the denominator of the right-hand side of (2.11), which equals
x,y∈∂Vr ∂n={o,g} ∂m=∅
The contribution from the summands x = y may be rewritten as in (2.10) . Similarly, for the case of x = y, we use Lemma 2.1 to obtain
x,y∈∂Vr (x =y)
∂n={o,g} ∂m=∅
For the event o ←→ n+m y in V R to occur under the source constraint ∂n = {x, g}, ∂m = {o, x}, either one of the following must be the case:
where m ′ is the restriction of m on bonds
Case (i) is easy; by Lemma 2.1, the contribution to (2.13) is bounded as
(2.14)
Step 3: Conditioning on clusters. Case (ii) is a bit harder and needs extra care. Here we use the conditioning-on-clusters argument. First, by conditioning on C m (o), we can rewrite the contribution to (2.13) from case (ii) as 
Now, by using Lemma 2.1, the above expression is equal to ∂m={o,x} 17) where σ u σ y V R \A is the 2-spin expectation on the vertex set V R \ A under the free-boundary condition, and is bounded by σ u σ y R due to monotonicity. As a result, we obtain 18) where, in the last line, we have used Lemma 2.1 again.
Step 4: Conclusion. Summarizing (2.11), (2.14) and (2.18), we arrive at
Now we take h ↑ ∞ in both sides. In this limit, the spins on ∂V r take on +1. Moreover, by Griffiths' inequality, we have lim
(2.20)
Proof of the main theorem
Proof of Theorem 1.1. We proceed indirectly and assume, by contradiction, that (1.10) is false. Then there exists a monotone sequence (r k ) k∈N diverging to ∞ such that
whenever k is large enough. We are starting from Proposition 2.2. We estimate every term in the numerator and the denominator of (2.7) using (1.8). Firstly, the numerator of (2.7) is of the order r 2 since 14) ). The second term in the denominator is the dominant one. To this end, we fix a sequence r k satisfying (2.21). We split the sum over u into three cases: (i) |u| < r k /2, (ii) r k /2 ≤ |u| < 3r k /2, (iii) 3r k /2 ≤ |u|, and show that it is O(r k 3 ) for any ε > 0. Case (i): for any large k and for some C (independent of k), which contradicts (2.21), and (1.10) follows. The claim ρ ≤ 1 follows straightforwardly: Suppose ρ > 1 + ε for some ε > 0, then there exists a sequence (r k ) k∈N such that log σ o + r k log r k < −1 − ε, and this contradicts (1.10).
