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Abstract. Transductive classiﬁcation is a useful way to classify texts
when just few labeled examples are available. Transductive classiﬁcation
algorithms rely on term frequency to directly classify texts represented in
vector space model or to build networks and perform label propagation.
Related terms tend to belong to the same class and this information can
be used to assign relevance scores of terms for classes and consequently
the labels of documents. In this paper we propose the use of term net-
works to model term relations and perform transductive classiﬁcation.
In order to do so, we propose (i) diﬀerent ways to generate term net-
works, (ii) how to assign initial relevance scores for terms, (iii) how to
propagate the relevance scores among terms, and (iv) how to use the rel-
evance scores of terms in order to classify documents. We demonstrate
that transductive classiﬁcation based on term networks can surpass the
accuracies obtained by transductive classiﬁcation considering texts rep-
resented in other types of networks or vector space model, or even the
accuracies obtained by inductive classiﬁcation. We also demonstrated
that we can decrease the size of term networks through feature selec-
tion while keeping classiﬁcation accuracy and decreasing computational
complexity.
1 Introduction
Text automatic classiﬁcation (TAC) is useful to organize text collections, ﬁltering
e-mails, retrieving documents, and generating metadata, to cite few [30,24]. TAC
has become an important research topic due to the huge number of applications
and the proliferation of texts to disseminate information.
GenerallyTAC is applied using supervised inductive learning algorithms [30,24],
which induce a classiﬁcation model to classify new/unseen texts. Usually a large
number of labeled documents are necessary to induce an accurate classiﬁcation
model. However, obtaining a high number of labeled documents is costly and time
consuming.
TAC can also be performed by transductive learning. Transductive learning
directly estimates the labels of unlabeled documents without creating a classiﬁ-
cation model. Transductive learning is performed considering texts represented
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in a vector space model (VSM), such as Self-Training [32], Co-Training [3], Trans-
ductive SVM [10], and Expectation Maximization [16], or considering texts rep-
resented by networks, such as Gaussian Field and Harmonic Functions [34] or
Learning with local and Global Consistency [33].
Due to the assumptions and drawbacks of algorithms based on VSM, trans-
ductive classiﬁcation based on networks has been demonstrated to be a useful
approach for transductive learning [35]. In such case, the dataset is modeled as
a network and the labels of labeled documents are propagated to the unlabeled
documents through the network connections. Label propagation using just few
labeled documents may achieve higher accuracy than supervised inductive learn-
ing using a large number of labeled documents for TAC [20]. In this paper we
focus on transductive learning since this approach is able to make use of the
plenty of unlabeled texts available to perform and improve the performance of
TAC, and saves user time necessary for labeling a large number of documents.
As documents and terms are presented in any text collections, we can always
represent them by (i) document networks, in which documents are network
objects and they are linked through hyperlinks or links representing interdepen-
dence between documents such as similarity; (ii) term networks, which terms
are network objects and they are linked considering similarity, order of occur-
rence or syntactic/semantic relationship; or (iii) bipartite networks, in which
documents and terms are network objects and they are linked when a term oc-
curs in a document. The diﬀerent types of networks models diﬀerent patterns of
the text collections, leading to diﬀerent results.
Existing transductive classiﬁcation algorithms rely on term frequency to di-
rectly classify texts represented in vector space model or to build document and
bipartite networks to perform label propagation. They ignore relations among
terms, which can be modeled by term networks. However, this type of infor-
mation can improve the relevance scores of terms, which is useful to classify
documents [19,20,30], since related terms tend to belong to the same class. Fur-
thermore, improving the relevance scores of terms for classes consequently im-
proves the classiﬁcation performance.
Performing transductive classiﬁcation through the setting of the relevance
scores of terms modeled in a term network requires answering ﬁve questions:
1) what type of measure is appropriate to assign weights for relations between
terms? 2) what relations should be considered? 3) how to assign initial relevance
scores for terms in a network? 4) how to propagate the relevance scores among
related terms? and 5) how to use these relevance scores to classify documents?
In this paper we investigate and propose solutions for all the above mentioned
points. An evaluation carried out using 15 text collections from diﬀerent domains
shows that the classiﬁcation accuracies obtained by transductive classiﬁcation
using term networks can surpass the accuracies obtained by algorithms based
on VSM, document and bipartite networks, or even supervised inductive clas-
siﬁcation. Moreover, the proposed approach allows decreasing the network size
through feature selection. We show that this procedure speeds up classiﬁcation
and keeps classiﬁcation accuracy.
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The remainder of this paper is organized as follows. Section 2 presents related
works about transductive classiﬁcation, representation of text as networks, and
existing approaches for TAC considering term networks. We also present in this
section the notations, concepts and technical details that are used in this paper.
In Section 3 we describe our term network approach for transductive classiﬁca-
tion of texts. Section 4 presents the details of the experimental evaluation and
the results. Finally, Section 5 presents the conclusions and points to future work.
2 Related Work, Background and Notations
The ﬁrst researches about transductive learning for text classiﬁcation considers
text collections represented in vector space model [32,3,10,16]. Usually a bag-
of-words is used to represent the text collection, in which each document is
represented by a vector and each dimension of the vector corresponds to a term.
The values in the vectors are based on the frequency of a term in a document,
such as binary weights, term frequency (tf ) or term frequency - inverse document
frequency (tf-idf ) [30].
Traditional and state-of-the-art transductive algorithms based on vector space
model are [35]: Self-Training [32], Co-Training [3], Expectation Maximization
(EM) [16], and Transductive Support Vector Machines (TSVM) [10]. There are
also some combinations/variations of these algorithms to perform transductive
learning. These algorithms have strong assumptions about the data proper-
ties/distribution. For instance, Self-training considers that the most conﬁdent
classiﬁcations are correct and retrain a classiﬁcation model iteratively consider-
ing the most conﬁdent classiﬁcations as labeled examples. EM considers that the
texts are generated by generative model and TSVM has the assumption that the
classes are well-separated, such that the hyperplane with maximal margin falls
into a low density region. These assumptions are frequently violated in practice
and the classiﬁcation performance is degraded when they do not hold [35].
Network-based representation is a natural and direct way to represent textual
data for diﬀerent tasks. Diﬀerent types of objects (vertices) and diﬀerent rela-
tions (links) can be used to generate network-based representations. Formally, a
network is deﬁned as N = 〈O,R,W〉, in which O represents the set of objects,
R the set of relations among objects, and W the set of weights of the relations.
A network is called homogeneous network if O consists of a single type of object,
and heterogeneous network if O consists of h diﬀerent types of objects (h ≥ 2),
i.e., O = O1 ∪ . . . ∪Oh [8].
Performing transductive classiﬁcation on networks requires modeling a text
collection in a single network to allow the propagation of labels through the
entire collections and consequently label all documents [20]. In order to do so,
we can model text collection as document, term, or bipartite networks.
In a document network, O = D, in which D = {d1, d2, . . . , dn} represents
the documents of a collection. D can be composed by labeled (DL) or unla-
beled (DU ) documents, i.e., D = DL ∪DU . Documents are connected according
to (i) “explicit” relations such as hyperlinks or citations [17], or (ii) consider-
ing similarity [2,34,33]. Here we focus on similarity-based document network,
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since it models any text collection as networks and provide better results than
document networks based on explicit relations [2]. Usually two approaches are
used to generate similarity-based document networks [35]: (i) fully connected-
network or (ii) nearest neighbor network. In this paper we consider the most
representative type of each approach: (i) Exp network and (ii) Mutual k Nearest
Neighbors (kNN) network. In an Exp network, the weight of the relation between
a document di and a document dj (wdi,dj) is given by a Gaussian function, i.e.,
wdi,dj = exp(−dist(di, dj)2/σ2), in which dist(di, dj) is the distance between the
documents di and dj , and σ controls the bandwidth of the Gaussian function. In
mutual kNN network, an object di and an object dj are connected if dj is one
of the k nearest neighbors of di and di is one of the k nearest neighbors of dj .
In a term network, O = T , in which T = {t1, t2, . . . , tm} represents the terms
of a collection. Terms are connected if (i) they precede or succeed each other in
a text [1,12], (ii) they co-occur in pieces of texts as sentences/windows [25,14]
or in the text collection [29,28,13] (also called similarity), or (iii) they present
syntactic/semantic relationship [25,26].
In a bipartite network, O = {D ∪ T } [20,4]. Thus, this is a heterogeneous
network. di ∈ D and tj ∈ T are wired if tj occurs in di and the relation weight
between them (wti,dj ) is the frequency of tj in di. Thus, just the terms and their
frequencies in the documents are necessary to generate the bipartite network.
Regardless of the network representation, the computational structures to
perform transductive classiﬁcation are the same. Let C = {c1, c2, . . . , cl} be the
set of label classes, and let foi = {fc1 , fc2 , . . . , fc|C|}T be the weight vector of
an object oi, which determines its weight or relevance score for each class
1. All
weight vectors are stored in a matrix F. The predeﬁned label of an object oi, i.e.,
the label informed by a domain specialist/users or assigned to an object at the
begging of the classiﬁcation, is stored in a vector yoi = {yc1, yc2 , . . . , yc|C|}T . In
the case of labels assigned by domain specialists/users, the value 1 is assigned to
the corresponding class position and 0 to the others. The weights of connections
among objects are stored in a matrix W.
Document and bipartite networks has been used for transductive classiﬁcation
of texts [34,33,20]. To the best of our knowledge, term networks have been used
exclusively in supervised inductive learning for TAC. Usually, term networks are
used to generate a vector-space representation considering edges [1] or subgraphs
[9] as features. In this case, traditional supervised inductive learning algorithms
based on vector space model can be used to perform TAC. However, the conver-
sion from network representation to vector space model may lead to a extremely
high dimensionality, which diﬃcult their application in practical situations.
An alternative is to use term networks to induce a classiﬁcation model. [23]
and [15] build a term network for each document and perform graph matching
to classify documents considering the classes of the most similar term networks.
Both approaches present high computational cost due the graph matching and
high memory consumption due to the need to keep all the term networks in
1 A weight vector will be also treated by class information when referred to the weight
vector of documents and relevance scores to the weight vector of terms.
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memory. Moreover, the term networks presented [23] and [15] are generated
considering HTML sections and controlled biomedical vocabulary respectively,
which does not allow their application in any text collection.
[29] avoids the high consumption of memory and computation presented by
graph matching approach. In such case, a term network is generated for each
class. Terms are connected if they co-occur frequently in the same class. Then, the
terms are ranked using PageRank algorithm [17] and these rankings are used as a
classiﬁcation model. A new document is labeled according to the most correlated
ranking between its ranked terms and the ranked terms of each class. Despite
speeding up the classiﬁcation time and decrease the memory consumption, the
classiﬁcation model does not provide good classiﬁcation accuracy.
3 Proposal: Term Network Approach for Transductive
Classification of Texts
The term network approach for transductive classiﬁcation of texts proposed
here, named TCTN (Transductive Classiﬁcation through Term Networks), has
four main steps: (i) term network generation, (ii) initial relevance score setting,
(iii) relevance score propagation, and (iv) text classiﬁcation. In the next sections
we present the details of these four steps.
3.1 Term Network Generation
A text collection is composed by “generic” terms, which occur in documents from
several classes, and “speciﬁc” terms, which are most likely to appear in one or few
classes. Speciﬁc terms tend to be strongly related among them and weakly related
with generic terms. These characteristics can be useful to propagate the relevance
scores among terms. Since there is no “explicit” information about the relations
among terms in a text collection, we need to extract the relations analyzing the
text collection. Besides, we need measures which assign high weights for relations
among speciﬁc terms and low weights for relations among generic terms.
We can employ similarity (also called quality, interestingness or association)
measures to compute relations among terms [7,27]. Diﬀerent measures calculate
the similarity between terms ti and tj (Ω(ti, tj)) considering the information con-
tained in the contingency matrix presented in Table 1. The contingency matrix
contains the probability of occurrence of each term (p(ti) and p(tj)), probability
of no occurrence (p(¬ti) and p(¬tj)), the joint probability of two terms co-occur
(p(ti, tj)) and not co-occur (p(¬ti,¬tj)), and the probability of one term occurs
without other term (p(ti,¬tj) and p(¬ti, tj)).
We selected measures which comply with diﬀerent characteristics and proper-
ties [7,27]. The selected measures were: Support, Yule’s Q, Mutual Information,
Kappa, and Piatetsky-Shapiro. Table 2 presents the selected similarity measures,
their formulas and range of values.
In this paper we consider two approaches to wire terms considering their simi-
larity: (i) Threshold approach, in which two terms are wired if their similarity is
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Table 1. Contingency matrix for terms ti and tj
tj ¬tj Total
ti p(ti, tj) p(ti,¬tj) p(ti)
¬ti p(¬ti, tj) p(¬ti,¬tj) p(¬ti)
Total p(tj) p(¬tj) 1
Table 2. Formulas of the selected similarity measures [7,27]
Measure Formula
Support P (ti, tj) [0,1]
Yule’s Q
P (ti,tj)P (¬ti,¬tj)−P (ti,¬tj)P (¬ti,tj)
P (ti,tj)(P¬ti,¬tj)+P (ti,¬tj)P (¬ti,tj) [-1,1]
Mutual Information
P (ti, tj)log2
( P (ti,tj)
P (ti)P (tj)
)
+
[-1,1]
P (ti,¬tj)log2
( P (ti,¬tj)
P (ti)P (¬tj)
)
+
P (¬ti, tj)log2
( P (¬ti,tj)
P (¬ti)P (tj)
)
+
P (¬ti,¬tj)log2
( P (¬ti,¬tj)
P (¬ti)P (¬tj)
)
Kappa
P (ti,tj)+P (¬ti,¬tj)−P (ti)P (tj)−P (¬ti)P (¬tj)
1−P (ti)P (tj)−P (¬ti)P (¬tj) [-1,1]
Piatetsky-Shapiro P (ti, tj)− P (ti)P (tj) [-0.25,0.25]
above a threshold, and (ii) TopK approach, in which a term is wired to its k most
mutual similar terms, i.e., a term ti is wired to a term tj if tj is one of the most
similar terms of ti and ti is one of the most similar terms of tj . At the end of the
wiring process, if two terms present a negative relation weight, all the other net-
work relations are increased with the module of the most negative weight. This
is performed to ensure the correct functioning of the relevance score propagation
algorithm (Section 3.3). The computation of similarity measures considers the
occurrence of terms in both labeled and unlabeled documents.
3.2 Initial Relevance Score Setting
Labeling terms requires knowledge about the classes present in the collection
and a notion about the occurrence of terms for all classes. On the other hand,
labeling documents is an easier task. The user can deﬁne the class of a document
based on its content. Moreover, just few labeled documents can provide initial
relevance scores for several terms. Thus, a mechanism to infer initial relevance
scores (or predeﬁned class information as presented in the previous section) to
terms considering the labeled documents of a collection is useful and necessary.
The proposed initial relevance score of a term ti for a class cj is given by
yti,cj =
∑
dk∈DL
freq(dk, ti)ydkcj/
∑
dk∈DL
freq(dk, ti), (1)
where freq(dk, ti) is the frequency of term ti in document dk and ydkcj is equal 1
if document dk belongs to class cj and 0 otherwise. This equation returns values
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close to 1 for terms that occur almost exclusively for one class and low values
for terms that are equally distributed to several classes.
3.3 Relevance Score Propagation
The goal of relevance score propagation is to set the relevance scores of related
terms through the network connections. We have 3 assumptions to set the rel-
evance scores of terms: (i) the relevance scores of neighboring terms must be
close; (ii) the ﬁnal relevance scores of labeled terms must be close to their initial
relevance scores; and (iii) terms with high number of relations should not domi-
nate relevance score propagation. These three assumptions are enforced through
the terms of the following objective function:
Q(F(T )) = 1
2
∑
ti,tj∈T
wti,tj
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
fti√∑
tk∈T
wti,tk
− ftj√∑
tk∈T
wtj ,tk
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
2
+ μ
∑
ti∈T
||fti − yti ||2,
(2)
in which μ controls the importance of each term of Equation 2.
Equation 2 corresponds to objective function minimized by Global Consis-
tency (LLGC) algorithm [33]. Algorithm 1 presents an iterative procedure to
minimize Equation 2. Line 1 computes the degree (sum of relation weights) of
each term. The degree is used in Line 2 to compute a normalized symmetric
matrix, which is necessary for the convergence of relevance score propagation.
Lines 3-5 performs relevance score propagation, in wich the class information
of each term is set by the class information of neighboring terms (ﬁrst term of
Line 4) and the initial class information (second term of Line 4). The class in-
formation of neighbors and the initial class information are weighted by α and
(1 − α) respectively. The iterative procedure is called “label propagation” [35]
and in our case will propagate the relevance scores among terms.
Algorithm 1. Relevance Score Propagation
Input : T ,W,Y,
α - parameter to attenuate diﬀerences of the predeﬁned relevance
scores of network objects in consecutive iterations (0 < α < 1)
Output: F
1 D = diag(W · I|T |) /* diag(...) is the diagonal matrix operator */
2 S = D−1/2 ·W ·D−1/2
3 repeat
4 F ← α · S · F− (1− α) ·Y
5 until relevance scores of terms remains the same or fixed number of iterations
3.4 Text Classification
The relevance scores assigned to terms through relevance score propagation are
used for text classiﬁcation. To do so we consider the relevance scores of terms
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for classes and their frequency in the documents. The class information of an
unlabeled document di ∈ DU for a class cj is given by the weighted linear
function
fdi,cj =
∑
tk∈T
freq(di, tk)ftk,cj . (3)
The class or label of document di is given by the arg-max value of fdi , i.e.,
class(di) = argmaxcj∈C fdi,cj .
4 Experimental Evaluation
This section presents the textual document collections used in the experiments,
experimental conﬁguration, evaluation criteria, results and discussions.
4.1 Document Collection
We used 15 textual document collections from the following domains: scientiﬁc
document (SD), web pages (WP), news articles (NA), sentiment analysis (SA),
and medical documents (MD). The collections have diﬀerent characteristics. The
number of documents (|D|) ranges from 299 to 11162, the number of terms (|T |)
from 1726 to 22927, the average number of terms per document (|T |) from
6.65 to 205.06, the number of classes (|C|) from 2 to 16, the standard deviation
considering the class percentages in each collection (dev(C)) from 0 to 18.89, and
the percentage of the majority class (m(C)) from 7.69 to 51.12. Tables 3 presents
the characteristics of the 10 collections.
For the collections La1, Oh0, Oh10, Oh15, Oh5, Ohscal, and Re0 [5] no prepro-
cessing was performed since these collections were already preprocessed. For the
others, single words were considered as terms, stopwords were removed, terms
were stemmed using Porter’s algorithm [18], HTML tags were removed, and only
terms with document frequency ≥ 2 were considered. The collections are avail-
able at http://sites.labic.icmc.usp.br/text_collections/. More details
about the collections are presented at [21].
4.2 Experiment Configuration and Evaluation Criteria
In the experimental evaluation we analyze: (i) if the proposed approach for trans-
ductive classiﬁcation using term networks provides better accuracies than algo-
rithms based on VSM, document and bipartite networks, or even supervised
inductive classiﬁcation; (ii) if we can reduce the term network size and keep
classiﬁcation accuracy; (iii) the level of disagreement among classiﬁcations pro-
vided by document, bipartite and term networks to validate the hypothesis that
diﬀerent networks extracts diﬀerent patterns; and (iv) what similarity measure
and way to wire terms generate term networks provide the highest accuracies.
We considered the Multinomial Nave Bayes (MNB) as supervised inductive
classiﬁcation algorithm since it is a parameter-free algorithm and is accurate
for text classiﬁcation [20]. We used the Weka’s implementation of MNB [31].
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Table 3. Characteristics of the textual document collections
Collection |D| |T | |T | |C| dev(C) max(C)
CSTR (SD) 299 1726 54.27 4 18.89 42.81
Dmoz-Health-500 (WP) 6500 4217 12.40 13 0.00 7.69
Dmoz-Science-500 (WP) 6000 4821 11.52 12 0.00 9.63
IrishSent (SA) 1660 8659 112.65 3 6.83 39.46
La1s (NA) 3204 13196 144.64 6 8.22 29.43
MultiDomainSent (SA) 8000 13360 42.36 2 0.00 50.00
NFS (SD) 10524 3888 6.65 16 3.82 13.39
Oh0 (MD) 1003 3183 52.50 10 5.33 19.34
Oh15 (MD) 913 3101 59.30 10 4.27 17.20
Oh5 (MD) 918 3013 54.43 10 3.72 16.23
Ohscal (MD) 11162 11466 60.39 10 2.66 14.52
Polarity (SA) 2000 15698 205.06 2 0.00 50.00
Re0 (NA) 1504 2887 51.73 13 11.56 40.43
Re8 (NA) 7674 8901 35.31 8 18.24 51.12
Reviews (NA) 4069 22927 183.10 5 12.80 34.11
WebKb (WP) 8282 22892 89.78 7 15.19 45.45
Self-Training2, EM3 and TSVM4 were considered as transductive algorithms
based on vector space model. We used the MNB as the learning algorithms for
Self-Training. The Self-Training model was incremented using 5, 10, 15 and 20
most conﬁdent classiﬁcations in each iteration. We disregard Co-Training since
it requires collections with two independent views. We are able to generate two
views splitting the feature set but we empirically veriﬁed that this approach does
not outperform Self-Training.
For EM we considered 1, 2, 5 and 10 components per class and 0.1, 0.3,
0.5, 0.7, and 0.9 as weights for unlabeled documents to set the probabilities of
terms occur in the classes [16]. For TSVM we used C = {10−5, 10−4, 10−3, 10−2,
10−1, 10−0, 101} and a linear kernel. We run TSVM with and without the func-
tion proposed in [10] to maintain the same class proportion of labeled documents
in the classiﬁcation of unlabeled documents.
2 Self-training implementation used in this paper is available at
http://sites.labic.icmc.usp.br/ragero/cicling_2015/
text_categorization_tool/TCT/TransductiveClassification_SelfTraining.
java
3 EM implementation used in this paper is available at http://sites.labic.
icmc.usp.br/ragero/cicling_2015/text_categorization_tool/TCTAlgorithms/
Transductive/ExpectationMaximization_Transductive.java
4 TSVM implementation used in this paper is available at http://sites.labic.
icmc.usp.br/ragero/cicling_2015/text_categorization_tool/TCTAlgorithms/
Transductive/TSVM_Balanced_Transductive.java and http://sites.labic.
icmc.usp.br/ragero/cicling_2015/text_categorization_tool/TCTAlgorithms/
Transductive/TSVM_Unbalanced_Transductive.java
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We considered the LLGC5 algorithm for transductive classiﬁcation in docu-
ment networks since it is the basis for relevance score propagation in the proposed
approach. We used α = {0.1, 0.3, 0.5, 0.7, 0.9}. We generate document networks
considering Exp networks with σ ∈ {0.05, 0.2, 0.35, 0.5} and mutual KNN net-
works with k ∈ {1, 7, 17, 37, 57}6.
We used an heterogeneous version of LLGC, called GNetMine7 [8], for trans-
ductive classiﬁcation in bipartite networks. The classiﬁcation procedure using
bipartite networks was the same presented in [20]. We used α = {0.1, 0.3, 0.5,
0.7, 0.9}.
For the proposed approach (TCTN8), we also considered α = {0.1, 0.3, 0.5, 0.7,
0.9}. Term networks9 were generated considering the ﬁve similarity measures
(Support, Mutual Information, Kappa, Yule’s Q, and Piatetsky-Shapiro) and
the two approaches to connect terms (Threshold () and TopK (κ)) presented
in Section 3.1. We used κ ∈ {1, 7, 17, 37, 57} for all similarity measures in TopK
approach. The thresholds are deﬁned according to
threshold = (Ωmax −Ωmin) ∗ +Ωmin, (4)
in which Ωmin is the minimum similarity value between two terms, Ωmax is the
maximum similarity value between two terms, and we used  ∈ {0.00, 0.25, 0.50,
0.75}. With this we divide the range of similarity values in four equal intervals
and consequently we consider all term-term connections, 25%, 50% and 75% of
the most signiﬁcant similarity values.
The iterative solutions proposed by the respective authors of the LLGC, GNet-
Mine, EM and the proposed approach were used. The maximum number of it-
erations was set to 1000 [20]. The metric used for comparison was the accuracy,
i.e., the percentage of correctly classiﬁed documents. The accuracies were ob-
tained considering the average accuracies over 10 runs. In each run we randomly
selected N documents from each class as labeled documents. We carried out ex-
periments using N = {1, 10, 20, 30, 40, 50}. We start with the minimum number
5 LLGC implementation used in this paper is available at
http://sites.labic.icmc.usp.br/ragero/cicling_2015/
text_categorization_tool/TCTAlgorithms/Transductive/
6 The source code to generate document networks is available at http://
sites.labic.icmc.usp.br/ragero/cicling_2015/text_categorization_tool/
TCTNetworkGeneration/DocumentNetworkGeneration_ID.java
7 GNetMine implementation used in this paper is available at
http://sites.labic.icmc.usp.br/ragero/cicling_2015/
text_categorization_tool/TCTAlgorithms/Transductive/
GNetMine_DocTerm_Transductive.java
8 TCTN implementation used in this paper is available at
http://sites.labic.icmc.usp.br/ragero/cicling_2015/
text_categorization_tool/TCTAlgorithms/Transductive/TCTN_Transductive.
java
9 The source code to generate term networks is available at http://sites.
labic.icmc.usp.br/ragero/cicling_2015/text_categorization_tool/
TCTNetworkGeneration/TermNetworkGeneration.java
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of labeled document per class and vary by factor of ten from 10 to 50. This vari-
ation in the number of labeled documents allows us to better demonstrate the
behavior of the algorithms for diﬀerent number of labeled documents, the trade-
oﬀ between the number of labeled documents and classiﬁcation performance,
and the diﬀerences among supervised inductive learning algorithms and trans-
ductive learning algorithms as we increase the number of labeled documents.
The remaining |D|−(N ∗|C|) documents were used to evaluate the classiﬁcation.
4.3 Results
In our ﬁrst analysis we compared the proposed approach with the algorithms
presented in Section 4.2. Figures 1 and 2 present the best accuracies obtained by
the algorithms used for comparison and the proposed approach10. The proposed
approach (black straight line) obtained the highest or close to the highest ac-
curacy for all text collections. Document networks presented a similar behavior
but term networks surpass them in most cases.
In general, term and document networks obtained higher accuracies than algo-
rithms based on VSM or bipartite networks. Moreover, transductive algorithms
based on VSM presented lower accuracies than MNB (supervised inductive learn-
ing algorithms) for most of the text collections.
We submitted the data presented on Figures 1 and 2 to Friedman test and Li’s
post-hoc test with 95% of conﬁdence level to assess statistically signiﬁcant dif-
ferences among the classiﬁcation algorithms11. This is an advisable statistically
signiﬁcant diﬀerence test to use when there is a control algorithm (the proposed
one) and results from multiple datasets [6]. The proposed approach obtained the
best average ranking when using 10 or more labeled documents per class. There
were also statistically signiﬁcant diﬀerences in comparison with GNetMine, EM,
and TSVM when using 10 or more labeled document per class and statistically
signiﬁcant diﬀerences in comparison with Self-Training when using 1, 10 and 50
labeled documents per class.
Besides the proposed approach obtains a better average ranking in compar-
ison with document networks, i.e., the use of term networks provided better
classiﬁcation accuracies than document networks in most cases, there is also an-
other advantage of term networks: we can decrease the networks size (number of
objects and number of relations) through feature selection while keeping classi-
ﬁcation accuracy. This is not possible in document networks since if we discard
documents from the network they would not be classiﬁed.
10 All generated results are available at http://sites.labic.icmc.usp.br/ragero/
cicling_2015/complete_results/
11 The Friedman test is a non-parametric test based on average ranking diﬀerences.
It ranks the algorithms for each text collection individually, in which the algorithm
with highest performance have the rank of 1, the second best performance 2, and
so on. In the case of ties average ranks are assigned. Then the average ranking is
computed for each algorithm considering the ranks in each text collection. Once
there are statistically signiﬁcant diﬀerences on the rankings, the Li’s post test is
used to ﬁnd pairs of algorithms which produce diﬀerences.
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(a) CSTR (b) Dmoz-Health-500
(c) Dmoz-Science-500 (d) Irish Sentiment
(e) La1s (f) Multi-Domain-Sentiment
(g) NFS (h) Oh0
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Fig. 1. Best classiﬁcation accuracies obtained by the algorithms used in the experimen-
tal evaluation. X-axis presents the number of labeled documents per class and y-axis
presents accuracy values.
We select 25% and 50% of top ranked term according to the sum of TF-IDF
[22] to illustrate our assumption. In Figure 3 we present the best classiﬁcation ac-
curacies considering all terms, 25% and 50% of the terms. This ﬁgure shows that
the accuracies obtained with smaller term networks were close to the accuracies
obtained by term networks considering all terms of the text collections.
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(a) Oh5 (b) Oh15
(c) Ohscal (d) Re0
(e) Re8 (f) Reviews
(g) WebKB
  	
   
Fig. 2. Best classiﬁcation accuracies obtained by the algorithms used in the experimen-
tal evaluation. X-axis presents the number of labeled documents per class and y-axis
presents accuracy values.
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(a) CSTR (b) Dmoz-Health-500 (c) Irish Sentiment
(d) NFS (e) Oh0
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Fig. 3. Best classiﬁcation accuracies obtained by the proposed approach considenring
100%, 50% and 25% of the terms. X-axis presents the number of labeled documents
per class and y-axis presents classiﬁcation accuracy values.
We also analyzed the diﬀerences in the classiﬁcation of each document pro-
vided by diﬀerent networks and measure their overlap level, i.e., the percentage
of equal classiﬁcations provided by document, bipartite and term networks. Ta-
ble 4 presents the overlap level obtained by the combination of each pair of
network types for some collection used in the experimental evaluation. We con-
sidered 10 labeled documents for each class, since it provided a good trade-oﬀ
between number of labeled documents and classiﬁcation accuracy, and the pa-
rameters which provided the best classiﬁcation accuracies for each type of net-
work. We notice that for some collections the overlap reaches about 50%. This
conﬁrms the hypothesis that diﬀerent networks capture diﬀerent aspects of the
data and thus provides diﬀerent results. Moreover, this is an indicative that the
combination of diﬀerent networks in a single heterogeneous network or use them
as an ensemble might improve the classiﬁcation accuracy.
Our fourth analysis concerns the comparison of the accuracies obtained by
the combination of diﬀerent similarity measures and ways to connect terms.
Figure 4 presents the best accuracies obtained by the combination of the ﬁve
similarity measures and the two ways to connect terms used in this paper. The
Table 4. Ovelap level
Collection Bipartite-Document Bipartite-Term Document-Term
Dmoz-Science-500 52.38% 69.03% 53.73%
IrishSent 47.69% 56.38% 91.12%
La1s 69,52% 80,16% 68,94%
NFS 60.95% 76.64% 63.84%
Oh15 75.46% 86.68% 74.75%
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(a)
(b)
Fig. 4. Accuracies obtained by diﬀerent similarity measures and ways to connect terms
use of Mutual Information, Kappa and Shapiro as similarity measure and the
Threshold approach to connect terms presented better accuracies than other
term networks. In general, the use of Threshold approach presented slightly
better accuracies than TopK approach.
Despite the accuracies obtained by diﬀerent similarity measures and ways to
connect terms were close, the ﬁnal relevance scores of terms were diﬀerent for
diﬀerent term networks. To illustrate this, we ran the proposed term network
approach for CSTR (Computer Science Technical Reports) collection [21], which
is composed by technical reports about Systems, Theory, Robotics and Artiﬁcial
Intelligence published in the Department of Computer Science at University
of Rochester. We used α = 0.1, 10 labeled documents for each class and the
Threshold approach with  = 0. Table 5 presents the top 10 ranked terms
for Robotics class considering term networks generated by diﬀerent similarity
measures. We notice that all top ranked terms are related to robotics. Moreover,
some important terms to distinguish documents about robotics, as image and
camera, are present in all top ranked terms of the networks generated by diﬀerent
similarity measures. However, we also notice a set of diﬀerent terms, showing
that diﬀerent similarity measures generate diﬀerent term networks and provide
diﬀerent relevance scores for terms.
The approaches to connect terms also have impact on the top relevant terms
for classes. Table 6 presents the ﬁnal relevance scores considering Support as
similarity measure. We consider Threshold approach with  ∈ {0, 0.25} and
TopK approach with κ ∈ {7, 57}. Term networks with  = 0 and κ = 57, i.e., two
approaches which produces more connections among terms, shared half of the
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Table 5. Top ranked terms according to the relavance score for Robotic class from
CSTR collection using diﬀerent similarity measures, Threshold approach with  = 0
to build term networks, 10 labeled documents for each class, and α = 0.1
Support
Term fRob
imag 0.95
view 0.94
scene 0.94
recognit 0.94
properti 0.93
visual 0.93
camera 0.93
point 0.93
dynam 0.93
observ 0.93
Mutual Inf.
Term fRob
hull 0.95
convei 0.95
compactli 0.95
empti 0.95
occup 0.95
tightest 0.95
imag 0.95
ﬁre 0.94
spike 0.94
true 0.94
Kappa
Term fRob
convei 0.93
imag 0.93
camera 0.93
view 0.93
uncertainti 0.93
reconstruct 0.93
nois 0.93
hull 0.93
ﬁre 0.93
spike 0.93
Yule’s Q
Term fRob
convei 0.94
ﬁre 0.93
spike 0.93
hull 0.93
uncertainti 0.93
imag 0.93
true 0.93
nois 0.93
shannon 0.93
recept 0.93
Shapiro
Term fRob
imag 0.93
convei 0.93
camera 0.93
view 0.93
reconstruct 0.93
nois 0.93
accuraci 0.93
random 0.93
uncertainti 0.93
scene 0.93
Table 6. Top ranked terms according to their relevance score for Robotic class from
CSTR collection using Support as similarity measure and diﬀerent approaches to con-
nect terms
Support  = 0
Term fRob
imag 0.95
view 0.94
scene 0.94
recognit 0.94
properti 0.93
visual 0.93
camera 0.93
point 0.93
dynam 0.93
observ 0.93
Support  = 0.15
Term fRob
absenc 0.90
absolut 0.90
account 0.90
accuraci 0.90
activ 0.90
anatomi 0.90
arbitrarili 0.90
artifact 0.90
assign 0.90
beach 0.90
Support κ = 7
Term fRob
realiti 1.17
calibr 1.07
planner 1.06
kalman 1.06
sens 1.06
point 1.06
cognit 1.06
sensori 1.05
probabilist 1.05
conﬁgur 1.05
Support κ = 57
Term fRob
level 1.20
realiti 1.14
camera 1.10
recognit 1.09
properti 1.08
view 1.07
kalman 1.06
point 1.06
imag 1.05
conﬁgur 1.04
top ranked terms. They present a very diﬀerent set of top ranked terms compared
with term networks with lesser number of relations ( = 0.25 and κ = 7).
5 Discussion, Conclusions, and Future Work
In this paper we present a term network approach for transductive classiﬁcation
of texts. The proposed approach performs relevance score propagation in a term
network to set the relevance scores of terms for classes. These relevance scores
are then used to classify unlabeled documents. The proposed approach can be
applied to any text collection since it does not depend of controlled vocabulary or
speciﬁc structures in a text to generate term networks. Moreover, the proposed
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approach avoids the drawbacks of other existing classiﬁcation algorithms based
on term networks, such as computing similarities among networks, which has
high computational cost, and mapping the network representation to a vector-
space representation or generates term networks for each class or document,
which has high memory consumption.
The transductive classiﬁcation based on term networks proposed in this article
surpasses the classiﬁcation accuracy obtained by transductive algorithms based
on vector space model, document and bipartite networks, or ever supervised
inductive classiﬁcation, for most of the evaluated text collections. We demon-
strated that the use of Mutual Information, Kappa and Piatetsky-Shapiro and
the Threshold approach generated term networks which provided the best clas-
siﬁcation accuracies. We also demonstrated that term-based networks capture
diﬀerent patterns in comparison to other types of network, which indicates that
their combination can improve the classiﬁcation accuracy, as we intend to do in
future work.
We highlight that the number of terms of a text collection converges to a
constant number as the number of documents increases [11]. Considering that
the complexity to generate document networks is O(|D|2 ∗ |T |) and to generate
term networks is O(|D| ∗ |T |2), the proposed approach is useful for for huge text
collections or when the number of documents is higher than the number of terms.
Moreover, we can decrease the term network size through feature selection, which
speeds up classiﬁcation time and keeps classiﬁcation accuracy.
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