In adaptive importance sampling, and other contexts, we have unbiased and uncorrelated estimates of a common quantity µ and the variance of the k'th estimate is thought to decay like k −y for an unknown rate parameter y ∈ [0, 1]. If we combine the estimates as though y = 1/2, then the resulting estimate attains the optimal variance rate with a constant that is too large by at most 9/8 for any 0 y 1 and any number K of estimates.
Introduction
A useful rule for weighting uncorrelated estimates appears in an unpublished technical report (Owen and Zhou, 1999) . This paper states and proves that result and discusses some mild generalizations.
The motivating context for the problem is adaptive importance sampling. There is an unknown quantity µ ∈ R and we have K unbiased and uncorrelated measurements of it, denotedμ k for k = 1, . . . , K. In adaptive importance sampling,μ k could be the result of an importance sampler chosen on the basis of the data that producedμ 1 , . . . ,μ k−1 . The estimatesμ k are uncorrelated by construction but are not independent. The variance ofμ k is affected by the prior sample values. We have in mind a setting where eachμ k is based on the same number n of function evaluations but we do not need to use that n in our analysis. Our setup could also be reasonable in settings where n k evaluations are used to constructμ k .
In an adaptive method with one pilot estimate and one final estimate, K = 2 and n is usually large. In other settings, eachμ k could be based on just one evaluation of the integrand (e.g., Ryu and Boyd (2014) ) and then K would typically be very large. In intermediate settings we might have something like K = 10 estimates based on perhaps thousands of evaluations each. For instance, the cross-entropy method (De Boer et al., 2005) might be used this way.
We estimate µ byμ = K k=1 ω kμk where K k=1 ω k = 1. Then E(μ) = µ and to minimize Var(μ) we should take ω k ∝ Var(μ k ) −1 . The problem is that we do not know Var(μ k ). We might have unbiased estimates Var(μ k ) of Var(μ k ), but taking ω k ∝ Var(μ k ) −1 will yield an estimateμ that is no longer unbiased. The bias is potentially serious in rare event problems. When the k'th sample fails to include the rare event much or at all, thenμ k and Var(μ k ) are both likely to be small, whereas obtaining more than the expected number of rare events makes it more likely that both are large. That is, we anticipate a negative correlation betweenμ k and Var(μ k ) −1 . Then the small values ofμ k will be upweighted while the large ones will be downweighted resulting in a downward bias for µ. In estimating the probabilty of a rare event, we might even obtainμ k = Var(μ k ) = 0 making sample variances completely unusable. For background on importance sampling for rare events, see L'Ecuyer et al. (2009) . The AMIS algorithm of Cornuet et al. (2012) uses a weighted combination of estimates with weights that are correlated with those estimates and that complicates even the task of proving consistency.
Suppose that Var(μ k ) ∝ k −y for some unknown y with 0 y 1. The value y = 0 is a model for importance sampling where adaptation brings no benefit. The value y = 1 is a model for a setting where importance sampling is working very well, roughly as well as quasi-Monte Carlo sampling (Dick and Pillichshammer, 2010) . The optimal choice is ω k ∝ k y . Not knowing the true y we might take ω k ∝ k x for some x ∈ [0, 1]. The square root rule from the appendix of Owen and Zhou (1999) takes ω k ∝ √ k. It never has variance more than 9/8 times that of the unknown best weighting rule when Var(μ k ) ∝ k −y for some 0 y 1. This paper is organized as follows. Section 2 presents our notation and some of the context from adaptive importance sampling. Section 3 states and proves our main result using two lemmas. Lemma 2 there has an inequality that we had originally described as 'straightforward algebra'. Revisiting the problem now we find the inequality to be quite delicate. Section 4 includes some remarks on generalizations to settings where even better convergence rates, including exponential convergence, apply.
Notation
Step k of our adaptive importance sampler generates data X k . We let Z k = (X 1 , . . . , X k−1 ) denote the data from all prior steps, with Z 1 being empty. We assume that our estimatesμ k satisfy
In Owen and Zhou (1999) ,μ k was an importance sampled estimate of an integral over the unit cube, sampling from a mixture of products of beta distributions whose parameters were tuned to the prior data in Z k . We combine the estimates viaμ
The conditional variances σ 2 k are random. If stage k of importance sampling has 2 or more observations in it, then we can ordinarily construct conditionally unbiased variance estimatesσ 2 k . That is,
We can thus combine results from the K stages of the AIS algorithm and get an unbiased estimate of the variance. The underlying idea here is that Williams, 1991 ). We will not make formal use of martingale arguments.
Now we introduce a model
for 0 y 1 and a constant of proportionality τ ∈ (0, ∞). Our estimate iŝ
The best choice isμ(y) but y is unknown. Our variance using x is
and we measure the inefficiency of our choice by
If the variance ofμ k decays as k −y and, knowing that, we use x = y, then Var(μ) = O(K −y−1 ). For the pessimistic value y = 0, the variance decays at the usual Monte Carlo rate in the number K of steps. For an optimistic value y = 1, the variance decays at the rate O(K −2 ), slightly better than O(K −2+ǫ ) (any ǫ > 0) which holds for randomly shifted lattice rules applied to functions of bounded variation in the sense of Hardy and Krause. See L'Ecuyer and Lemieux (2000) for background on randomized lattice rules.
3 Square root rule Owen and Zhou (1999) proposed to split the difference between the optimistic estimateμ(1) and the pessimistic oneμ(0) by usingμ(1/2). The result is an unbiased estimate that attains the same convergence rate as the unknown best estimate with only a modest penalty in the constant factor.
If x = 1/2 and K 2 then
Equation (4) shows that the square root rule has at most 12.5% more variance than the unknown best rule. Equation (5) shows that the choice x = 1/2 is the unique minimax optimal one, when K > 1. When K = 1 thenμ(x) does not depend on x and in that case,μ(x) =μ(y). Before proving the theorem, we establish two lemmas. 
Proof. The result holds trivially for K = 1 because ρ 1 (x | y) = 1. Now suppose that K 2. Then
is strictly convex in y for any x when K 2, and so sup 0 1) . The last step follows because 2x 1 and ρ K (x | y) is a convex function of y with its minimum at y = x 1. This establishes the result for x 1/2 and a similar argument holds for x 1/2. For x = 1/2,
We will use the following integral bounds, for integers K 1. If 0 x 1, then
x + 1 , and (6)
Equation (6) uses concavity of v x and is much sharper than the bound one gets by integrating over 0 v K.
The numerator in (8) is K 2 + 3K + 2 while the denominator is
The numerator is larger than the denominator, establishing the theorem for
Proof of Theorem 1. Applying Lemmas 1 and 2,
Using the integral bounds (6) and (7) we can show that the above limit is 9/8, establishing equation (4). Next, if x < 1/2, then
Ignoring the factor K(K − 1) and taking the derivative yields
The numerator in (9) is of the form K ℓ=1 η ℓ log(ℓ) where
is a decreasing function of ℓ while log(ℓ) is increasing and so the expression in (9) is negative. Therefore ρ K (x | 1) is a decreasing function of x making ρ K (x | 1) > ρ K (1/2 | 1) for x < 1/2. This establishes (5) for x < 1/2 and the case of x > 1/2 is similar.
Generalization
We can generalize some aspects of the square root rule to other power laws. Suppose that the true rate parameter y is known to satisfy L y U for 0 L U < ∞. We can then work with
Lemma 3. For ρ K (x | y) given by equation (3), with K 1 and 0 L x U < ∞,
Proof. The proof is the same as for Lemma 1 because ρ K (x | y) is convex in y for any K 1 and any x and
The inequalities in Lemma 2 are rather delicate and we have not extended them to the more general setting. Equation (10) is easy to evaluate for integer values of L, M and U . For more general values, some sharper tools than the integral bounds in this paper are given by Burrows and Talbot (1984) who make a detailed study of sums of powers of the first K natural numbers. We do see numerically that ρ K (M | U ) is nondecreasing with K in every instance we have inspected. We can easily find the asymptotic inefficiency
.
In cases with L = 0 and hence M = U/2 we get (U/2 + 1) 2 /(U + 1). For instance, an upper bound at the rate y = U = 2 corresponding roughly to asymptotic accuracy of scrambled net integration (Owen, 1997) leads to x = M = 1 and an asymptotic inefficiency of at most (1 + 1) 2 (0 + 1)(2 + 1) = 4 3 .
There are problems in which the adaptive importance sampling error converges exponentially to zero. See for instance Kollman et al. (1999) as well as Kong and Spanier (2011) . These examples involve particle transport problems through complicated media. It is reasonable to expect that each estimatê µ k will require a large number of observations and that K will then be not too large.
Suppose that Var(μ k ) = τ 2 exp(−yk)k for some y > 0. Then the desired combination isμ
Not knowing y we useμ
for some x > 0. If y = x/2, then our inefficiency is If y = x/2 then the first factor in the numerator is K. It can be disastrously inefficient to use x ≪ y. Some safety is obtained in the x → ∞ limit wherê µ = µ K . That is, in that limit, one simply uses the final and presumably best estimate. Then lim x→∞ γ K (x | y) = e y (1 − e −Ky ) e y − 1 e y e y − 1 .
For instance, if the variance is halving at each iteration, then y = log(2) and then taking x → ∞ is inefficient by at most a factor of 2. Repeated ten-fold variance reductions correspond to y = log(10) and a limiting inefficiency of at most 10/9 . = 1.11. The greatest inefficiency from using only the final iteration arises in the limit y → 0 where the factor is K. In this setting, the user is not getting a meaningful exponential convergence and even there the loss factor is at most K and, as remarked above, that K is not likely to be large.
