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Povzetek
Naslov: Uporaba strojnega ucˇenja za kvantitativne trgovalne strategije
Avtor: Anzˇe Gregorc
V diplomski nalogi smo s pomocˇjo zgodovinskih podatkov delnice BAC, me-
njalnega tecˇaja BTC-USD in tehnicˇne analize trgovanja naucˇili razlicˇne mo-
dele strojnega ucˇenja trgovalnih strategij. Podatke iz tehnicˇne analize smo
pridobili s pomocˇjo razlicˇnih indikatorjev. Podatke smo oznacˇili po strategiji,
ki temelji na povratku k srednji vrednosti. Strategija se lahko spreminja s
pomocˇjo parametrov in tako izkoristi nihanja lokalnih ekstremov v razlicˇnih
dolzˇinah cˇasovnega okna. Pozorni smo na to, da je strategija donosna v
razlicˇnih trendih (narasˇcˇajocˇem, padajocˇem ter stranskem). Podrobno smo
opisali uporabljene metode, torej modele nadzorovanega strojnega ucˇenja.
Strategije smo preizkusili na omenjenih realnih podatkih in analizirali rezul-
tate. Dobro strategijo, ki je donosna tako v narasˇcˇajocˇem kot tudi padajocˇem
trendu, je prikazal le eden od modelov. To je nakljucˇni gozd z 10 drevesi.
Kljucˇne besede: trgovalne strategije, tehnicˇna analiza, strojno ucˇenje,
menjalnica, borza.

Abstract
Title: Using machine learning for quantitative trading strategies
Author: Anzˇe Gregorc
In this thesis, we trained different machine learning models the trading strate-
gies with the help of the historical data of BAC shares, the exchange rate of
BTC-USD and the technical analysis of trading. The data from the techni-
cal analysis were obtained by using different indicators. We marked the data
according to the strategy based on the mean reversion. The strategy can be
changed with the help of parameters and thus exploiting the fluctuations of
the local extremes in different lengths of the time window. We are mindful of
the fact that the strategy should be profitable in various trends (the rising,
the decreasing, and the lateral). We described in detail the methods used,
i.e. the models of supervised machine learning. The strategies were tested
on aforementioned real data and the results were analysed. A good strategy
that is profitable, both in rising and decreasing trends, was only achieved by
one of the models. That is a random forest with 10 trees.
Keywords: trading strategies, technical analysis, exchange, bourse.

Poglavje 1
Uvod
Trgovanje je stara panoga, ki sega vse do trinajstega stoletja, kjer so se v hiˇsi
druzˇine Van der Beurze zbirali trgovci z blagom, posredniki in investitorji ter
tam sklepali posle [22]. Glavni namen vsakega trgovca je kupiti z namenom
nadaljnje prodaje ter pri tem zasluzˇiti. Zato mora imeti dobro nacˇrtovano
trgovalno strategijo, ki mu omogocˇa prodati dobrino po vecˇji ceni, kot jo je
kupil.
Ljudje so skozi obdobja poskusili razviti veliko trgovalnih strategij. Teme-
ljijo predvsem na dveh kategorijah: fundamentalni in tehnicˇni analizi. Funda-
mentalna analiza temelji na uposˇtevanju socialnega, politicˇnega in ekonom-
skega stanja na nekem obmocˇju, ki uporablja dolocˇeno dobrino. Tehnicˇna
analiza pa je sˇtudija trzˇnih podatkov z razlicˇnimi statisticˇnimi orodji. Tehnicˇna
analiza predvideva, da trgovanje v preteklosti vpliva na gibanje cene v pri-
hodnosti [11].
Borze so se skozi cˇas razvijale. Sedaj so vse najvecˇje borze avtomatizirane
ter imajo na voljo tudi trgovanje preko spleta. Tako je trgovanje precej
bolj dinamicˇno. Ljudje ne potrebujejo biti fizicˇno prisotni na borzi, kjer
svoj denar menjajo za dobrino. Borze sedaj ponujajo spletne platforme, ki
omogocˇajo trgovanje prakticˇno kjerkoli. Posameznik mora imeti le spletni
bancˇni racˇun ter internetno povezavo in zˇe lahko pricˇne trgovati.
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1.1 Motivacija za izbrano diplomsko temo
Zˇivimo v cˇasu, ko prav na vseh panogah poizkusˇa avtomatizirati cˇim vecˇ
stvari. Enako velja tudi pri trgovanju. Racˇunalnik veliko hitreje lahko kupi
oziroma proda dolocˇeno dobrino. Vedno bolj pa so uspesˇni tudi pri naprednih
trgovalnih strategijah. Naucˇijo se lahko strategij, ki si jih cˇlovek prej niti ni
uspel zamisliti.
Malo za sˇalo, slika 1.1 predstavlja uspesˇni trgovalni stroj. Mi seveda ne
bomo izdelali robotske roke, ki bo kupovala in prodajala dobrine, ampak
program, ki bo to pocˇel s pomocˇjo algoritmov strojnega ucˇenja.
Slika 1.1: Trgovalni robot [16].
1.2 Cilj diplomske naloge in glavni koraki
Glavni cilj diplomske naloge je izdelati trgovalno strategijo s pomocˇjo stroj-
nega ucˇenja, ki je donosna v razlicˇnih trendih (na primer v narasˇcˇujocˇem,
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padajocˇem ter stranskem). Uporabili smo le tehnicˇno analizo, ki temelji na
podlagi kvantitativnih zgodovinskih podatkov trgovanja. Prvi korak je zago-
tovo zbiranje podatkov. Potrebno je najti zgodovino trgovanja za dolocˇeno
dobrino. Naslednji pomemben korak je pregled literature, kaj zˇe obstaja,
kateri modeli strojnega ucˇenja so bili v preteklosti uspesˇni pri napovedova-
nju trendov ter posledicˇno trgovalnih strategijah. Nato pa z uporabo vecˇih
napovednih modelov najti nekaj dobrih trgovalnih strategij.
V poglavju 2 najprej opiˇsemo vrste trgov. Temu sledi opis podatkov, ki
smo jih uporabili v tej diplomski nalogi. V poglavju 3 na kratko razlozˇimo,
kaj je tehnicˇna analiza. Glavni pripomocˇek tehnicˇne analize so indikatorji,
ki jih razdelimo na vecˇ tipov. Nato pa bolj podrobno opiˇsemo indikatorje,
ki smo jih uporabili. Lastnosti trgovalnih strategij so v poglavju 4. V raz-
delku 4.1 pa se osredotocˇimo na trgovalno strategijo, ki izkoristi nihanja cene
iz lokalnih ekstremov k povratku srednje vrednosti. Na koncu poglavja sˇe
predstavimo nasˇo implementacijo omenjene strategije. Poglavje 5 je name-
njeno opisu modelov strojnega ucˇenja, ki smo jih uporabili. Postopek gradnje
modelov z razlicˇnimi vrednostmi parametrov in izbiro najboljˇsih je opisan v
poglavju 6. Nato sledi prikaz rezultatov in razlaga uspesˇnosti posameznih
ucˇnih modelov. Zadnje poglavje 7 pa govori o mozˇnih izboljˇsavah za nadalj-
nje delo.
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Poglavje 2
Podatki
Osnoven vir podatkov so predstavljale cene razlicˇnih dobrin v preteklosti. Te
podatke smo pridobili na platformi Yahoo Finance, ki je eden vecˇjih medijskih
hiˇs. Je del omrezˇja Yahoo! ter ponuja financˇne novice, podakte o borznih
kotacijah, financˇna porocˇila in sˇe mnogo drugih stvari. Zgodovinske podatke
ponuja iz vseh vecˇjih skupin trgov.
• Surovine so osnovne dobrine [5]. Na trgu so uporabljene vecˇinoma
za proizvodnjo in predelavo v nove izdelke oziroma storitve. Mednje
spadajo zlato, srebro, surova nafta, kakav, sladkor, psˇenica ...
• Delnice so oblike vrednostnega papirja, ki imetniku predstavlja delezˇ
lastniˇstva v podjetju. Imetnik tako pridobi pravico do izplacˇila divi-
dende ali pravico do glasovanja v podjetju [10].
• Svetovni indeksi pri financah so statisticˇno merilo sprememb na trgu
vrednostnih papirjev. V primeru financˇnih trgov so indeksi trga delnic
sestavljeni iz hipoteticˇnega portfelja vrednostnih papirjev, ki predsta-
vljajo dolocˇen trg ali njen segment. Na primer S&P 500 je skupno
merilo za Ameriˇske delnice in obveznice [8].
• Valute (forex) so trgi, kjer se trguje z denarnimi valutami. Tak trg je
najvecˇji, saj povprecˇno na dan dosezˇe nekaj bilijonov dolarjev trgovane
vrednosti. Vkljucˇuje vse valute na svetu [13].
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• Kriptovalute so digitalne oziroma virtualne valute, ki za varnost upo-
rabljajo kriptografijo. Najpomembnejˇsa lastnost kriptovalut je decen-
traliziranost. To pomeni, da je odporen na vmesˇavanje ali manipulira-
cijo drzˇav oziroma nekega osrednjega organa [6].
• ETF ali borzno trgovalni skladi so vrednosti papirji, ki sledijo inde-
ksom, surovinam, obveznicam ali drugim sredstvom. Od vzajemnih
skladov se razlikujejo po tem, da so ETF namenjeni vlaganju in ne
ponujajo varcˇevalnih nacˇrtov [7].
• Vzajemni skladi so nalozˇbena sredstva, sestavljena s premozˇenjem
vecˇjega sˇtevila investitorjev. Vzajemne sklade upravljajo denarni upra-
vitelji, ki vlagajo kapital sklada in poskusˇajo ustvariti kapitalske dobicˇke
in dohodke vlagateljev sklada.
V tej diplomski nalogi smo se omejili na delnice BAC (Bank of America)
ter kriptovaluto BTC (Bitcoin) z menjalnim tecˇajem BTC-USD. Gibanje
delnice BAC in kriptovalute BTC je prikazano na slikah 2.1 in 2.2 Pridobili
smo dnevne vrednosti omenjenih dobrin. Za delnico BAC smo dobili dnevni
interval med 3.1.2000 in 23.5.2018. Za kriptovaluto BTC smo dobili dnevni
interval med 17.7.2010 in 23.5.2018.
Podatki vkljucˇujejo vrednosti na zacˇetku izbranega intervala, nato sledi
najviˇsja, najnizˇja, koncˇna vrednost dolocˇene dobrine ter volumen. Iz teh
podatkov se izracˇunajo tehnicˇni indikatorji, ki so opisani v poglavju 3. Primer
zapisa podatkov:
Date,open,high,low,close,volume
2018-04-23,30.270000,30.400000,30.120001,30.320000,50686300
2018-04-24,30.459999,30.860001,30.000000,30.190001,81486800
2018-04-25,30.090000,30.340000,29.799999,30.139999,65893500
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Slika 2.1: Gibanje vrednosti delnice BAC med 3.1.2000 in 23.5.2018.
Slika 2.2: Gibanje vrednosti kriptovalute BTC med 27.7.2010 in 23.5.2018.
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Poglavje 3
Tehnicˇna analiza in indikatorji
Tehnicˇna analiza je sˇtudija preteklih trzˇnih podatkov. Ukvarja se z verje-
tnostmi in nikoli ni 100% zanesljiva. Tehnicˇni pristop pri investiranju je
prevzaprav odraz ideje, da se cene gibljejo v trendih. Na trende vplivajo
spreminjajocˇi se pogledi investitorjev na razlicˇne ekonomske, monetarne, po-
liticˇne in psiholosˇke dejavnike. Umetnost tehnicˇne analize je identificirati
preobrat trenda v relativno zgodnji fazi in vztrajati po tem trendu, dokler
ne se ne pojavi nov preobrat [17].
Glavni pripomocˇek tehnicˇne analize so indikatorji, ki jih razdelimo na vecˇ
tipov. Med njimi so tudi [20]:
• Tradicionalna (Zahodna) tehnicˇna analiza vkljucˇuje sˇirok razpon
indikatorjev na podlagi vzorcev cen. Te vsebujejo vsa pomembna te-
stiranja mej trga (odpornost na vrhu in podpora na dnu).
• Indikatorji preobratov svecˇnikov so vzorci v dolocˇenem cˇasovnem
oknu, ki signalizirajo preobrat v ceni. To so signali, ki na podlagi mo-
menta in spreminjanja nakupne ali prodajne mocˇi prepoznavajo vzorce,
ki predvidevajo konec trenutnega trenda in zacˇetek novega.
• Trendi so izrazˇeni v vecˇ oblikah, tudi s ceno in momentom. Trendu se
lahko sledi z indikatorji drsecˇega povprecˇja in trendnimi linijami.
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• Indikatorji kolicˇine (volumna) najdemo v sˇtevilnih oblikah, ki so
zasnovani tako, da se s pomocˇjo sprememb v volumnu ugotovi, kdaj se
zgodi preobrat trenda. Kolicˇino trgovanja velikokrat imenujemo volu-
men.
• Indikatorji momenta ne merijo samo smeri trenda, temvecˇ tudi nji-
hovo hitrost. Ko se moment zacˇne upocˇasnjevati, to verjetno pomeni,
da kupci ali prodajalci izgubljajo nadzor nad trendom in tako druga
stran zacˇne spreminjati ceno in zgodi se preobrat trenda.
Odlocˇili smo se, da uporabimo indikatorje iz vecˇih razlicˇih tipov. Indi-
katorji istega tipa se opirajo na podobne podrobnosti v podatkih in tako
skupek indikatorjev istega tipa ne prinese vecˇje dodatne informacije. Z upo-
rabo indikatorjev razlicˇnih tipov lahko lazˇje vidimo stanje trga iz vecˇ razlicˇnih
pogledov in je nasˇa strategija zaradi tega bolj kvalitetna [3].
V naslednjih podpoglavjih so opisani glavni indikatorji, ki smo jih upora-
bili.
3.1 Preprosto drsecˇe povprecˇje (SMA)
Preprosto drsecˇe povprecˇje je osnoven indikator trenda. Izracˇuna se tako, da
se za n cˇasovnih obdobij doda cena ob zaprtju trga in nato to skupno vsoto
deli z n.
SMA(n) =
∑n
i=1 ai
n
Od izbire vrednosti n je odvisno, kaksˇno obdobje nas zanima. Cˇe je n majhen
(okoli 15), se SMA bolj odziva na manjˇse spremembe v ceni in mu recˇemo
kratkorocˇno povprecˇje. Ko je n okoli 50, je graf SMA bolj gladek, saj se manj
prilega kratkorocˇnim spremembam. Takrat merimo dolgorocˇno povprecˇje.
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Slika 3.1: Graf prikazuje gibanje cene BTC z indikatorji SMA. Modra linija
predstavlja 15 dnevni SMA, oranzˇna pa 50 dnevni SMA [21].
3.2 Eksponentno drsecˇe povprecˇje (EMA)
Podoben indikator, kot SMA, le da je bolj utezˇen na podatke blizˇnje prete-
klosti. Ta tip drsecˇih povprecˇij reagira hitreje na razlike v ceni kot SMA.
EMA = (cena ob zaprtju− EMAprejsˇnja) ∗ α + EMAprejsˇnja
α =
2
izbrana cˇasovna perioda+ 1
Primer vrednosti α za 10 cˇasovnih obdobij: (2/(10 + 1)) = 0.1818 =
18.18% Prva vrednost EMA v seriji podatkov pa je SMA.
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Slika 3.2: Graf prikazuje gibanje cene BTC, cˇrna linija pa je 10 dnevni
EMA [21].
3.3 Bollinger Band R© (BB)
Indikator je razvil znan tehnicˇni trgovec John Bollinger. Prikazuje zgornjo
in spodnjo vrednost dveh standardnih deviacij stran od indikatorja SMA.
Standardna deviacija je mera volatilnosti1. Ko je volatilnost trga vecˇja, je
tudi pas med zgornjo in spodnjo vrednostjo BB sˇirsˇi. Pri manjˇsi volatilnosti
trga pa se pas ozˇi.
1Volatilnost ali nihajnost je statisticˇna mera za verjetnost, da cena (delnice ali tocˇke
sklada) v kratkem cˇasu mocˇno zraste ali pade.
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Slika 3.3: Graf prikazuje gibanje cene BTC ter zgornjo in spodnjo mejo
indikatorja BB. Srednja linija pa predstavlja 20 dnevni SMA [21].
3.4 Indeks relativne mocˇi (RSI)
Indeks relativne mocˇi je indikator momenta, ki ga je razvil tehnicˇni analitik
Welles Wilder. Primerja velikost nedavnih dobicˇkov in izgub v dolocˇenem
cˇasovnem obdobju in tako meri hitrost in spremembo gibanja cen trga. Pri-
marno se uporablja za ocenjevanje precenjenosti in podcenjenosti trga.
RSI(n) = 100− 100
1 +RS
RS =
AvgU
AvgD
AvgU je povprecˇje vseh premikov cene navzgor v zadnjih n cˇasovnih inter-
valih. AvgD pa predstavlja povprecˇje vseh premikov cene navzdol v zadnjih
n cˇasovnih intervalih.
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Slika 3.4: Graf prikazuje gibanje cene BTC ter indikator RSI [21].
3.5 Drsecˇa konvergenca divergenca (MACD)
MACD je tako trendni kot momentni indikator, ki prikazuje razmerje med
dvema drsecˇima povprecˇjema cen. Standardni MACD se izracˇuna tako, da od
26 dnevnega EMA odsˇtejemo 12 dnevni EMA. 9 dnevni EMA od indikatorja
MACD, ki se imenuje “signalna linija”, se nato doda prikazu MACD in deluje
kot signal za nakup in prodajo dobrine.
MACD = EMA(12)− EMA(26)
signalna linija = EMAMACD(9)
MACDhistogram = MACD − signalna linija
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Slika 3.5: Graf prikazuje gibanje cene BTC z indikatorjem MACD. Modra
linija je MACD, oranzˇna predstavlja signalno linijo, izrisan pa je tudi histo-
gram MACD [21].
3.6 Indikator OBV
OBV je indikator momenta, ki uporablja pretok volumna za predvidevanje
sprememb v ceni trga. Joseph Granville je razvil metriko OBV v sˇestdesetih
letih prejˇsnjega stoletja. Verjel je, da se bo cena scˇasoma povzpela navzgor,
ko se kolicˇina trgovanja mocˇno povecˇa brez znatne spremembe cene trga.
OBV =

OBVprejsˇnji + (Trenutni volumen), cˇe je cena ob zaprtju vecˇja od prejˇsnje
OBVprejsˇnji − (Trenutni volumen), cˇe je cena ob zaprtju manjˇsa od prejˇsnje
OBVprejsˇnji, sicer
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Slika 3.6: Graf prikazuje gibanje cene BTC ter indikator OBV [21].
3.7 Indikator CLV
CLV je mera, ki oceni, kje se cena trga zapre v primerjavi z najviˇsjo ter
najnizˇjo dnevno ceno. Giblje se med +1 in -1, kjer vrednost +1 pomeni,
da je zaprtje enako najviˇsji ceni in vrednost -1 pomeni, da je zaprtje enako
najnizˇji ceni.
CLV =
(close− low)− (high− close)
(high− low)
3.8 Stohasticˇni RSI
Stohasticˇni RSI je indikator, ki se giblje med 0 in 100. Podatki indikatorja
RSI se uporabijo za izracˇun stohasticˇnega oscilatorja. Formula stohasticˇnega
oscilatorja je sledecˇa:
%K = 100 ∗ close− low
high− low
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%D = 3 dnevno drsecˇe povprecˇje %K
kjer vrednost close predstavlja zadnjo vrednost ob zaprtju, low je najnizˇja
vrednost v dolocˇenem cˇasovnem oknu, high pa najviˇsja vrednost v dolocˇenem
cˇasovnem oknu. Za izracˇun stohasticˇnega RSI samo zamenjamo vrednosti:
%K = 100 ∗ RSI −Najnizˇji RSI
Najvisˇji RSI −Najnizˇji RSI
Slika 3.7: Graf prikazuje gibanje cene BTC ter indikator Stohasticˇni RSI.
Modra cˇrta prikazuje vrednost %K, oranzˇna pa %D [21].
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Poglavje 4
Trgovalne strategije
Trgovalna strategija opisuje specifikacije za trgovanje, vkljucˇno s pravili za
nakup in prodajo dobrine in upravljanje denarnih sredstev. Ko je pra-
vilno testirana in izvedena, lahko trgovalna strategija zagotovi matematicˇna
pricˇakovanja za dolocˇena pravila, kar pomaga trgovcem in vlagateljem ugo-
toviti, ali je strategija donosna. Trgovalne strategije niso jamstvo za uspeh,
vendar pa so lahko ucˇinkovite pri povecˇevanju donosov, prilagojenih tvega-
njem [12]. Obstaja veliko razlicˇnih tipov strategij, kot pa je zˇe omenjeno,
smo se mi omejili na tehnicˇne trgovalne strategije.
4.1 Povratek k srednji vrednosti
Narava je polna primerov povratka srednje vrednosti. Od spremembe viˇsine
vode, ki tecˇe po reki Nil, do spremembe ravni ozona. Psiholog Daniel Kah-
neman je za ameriˇsko sˇportno-novinarsko fransˇizo Sports Illustrated izjavil
znameniti stavek: ”Usoda sˇportnika, katerega slika je v naslovnici te revije,
je taksˇna, da bo naslednjo sezono nastopal slabsˇe” [14]. Znanstveni razlog je,
da lahko sˇportnikovo nastopanje ocenimo kot nakljucˇno porazdeljeno okoli
sredine, torej po izjemno dobri predstavi v eni sezoni (kar postavi sˇportnika
na naslovnico revije Sports Illustrated) zelo verjetno sledi bolj povprecˇna v
naslednji.
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Ideja strategije pri trgovanju je izkoristiti nihanja cene iz lokalnih ekstre-
mov k povratku srednje vrednosti (ang. mean reversion). Cˇasovne vrste, ki
se tako gibljejo, imenujemo stacionarne cˇasovne vrste. Vendar pa se cene v
vecˇini primerov ne gibljejo tako, ampak kot geometrijski nakljucˇni sprehod s
trendom [2]. Nestacionarne cˇasovne vrste pa teoreticˇno lahko transformi-
ramo v stacionarne na veliko nacˇinov:
• Detrending oziroma odstranjevanje trenda iz cˇasovne vrste. Eden od
nacˇinov je odsˇtevanje regresije cˇasovne vrste od cen iste cˇasovne vrste.
• Sezonske prilagoditve so razlike v tehnikah odstranjevanja trendov
v razlicˇnih cˇasih.
• Transformacije podatkov lahko pretvorijo v stacionarno cˇasovno vr-
sto. Na primer pretvorba razlik cen v odstotke.
• Tehnike glajenja EDA lahko razumemo kot neparametricˇne nacˇine
odstranjevanja trendov. Primer je odstranjevanje (odsˇtevanje) drsecˇe
mediane. John W. Tukey je v svoji knjigi o raziskovalni analizi podat-
kov [23] postopek odstranjevanja trendov ponavljal toliko cˇasa, dokler
niso koncˇni podatki postali stacionarni in simetricˇno porazdeljeni okoli
0.
V tej diplomski nalogi smo implementirali strategijo na podoben nacˇin.
Kupi takrat, ko je cena najmanjˇsa v razponu t cˇasovnih enot ter prodaj,
ko je cena najvecˇja v razponu t cˇasovnih enot. Vse preostale podatke pa
smo oznacˇili kot ne naredi nicˇesar oziroma drzˇi (angl. hold). S to strategijo
se nanasˇamo prav na povratek k srednji vrednosti ter poizkusˇamo cˇim bolj
izkoristiti nihanje cene iz lokalnih ekstremov. Primer izvedbe strategije na
realnih podatkih prikazuje slika 4.1. Seveda je pa to le teoreticˇna zmoglji-
vost strategije, saj smo imeli vse informacije glede gibanja cene in postavili
kupi/prodaj na najdonosnejˇse mesto. Sluzˇi nam kot oznacˇevanje podatkov
za modele nadzorovanega strojnega ucˇenja.
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Slika 4.1: Graf prikazuje gibanje cene delnice BAC. Pri tocˇkah BUY bi po nasˇi
strategiji kupili, pri SELL prodali. Zelena cˇrta prikazuje stanje sredstev, cˇe
bi na zacˇetku vlozˇili 1000 dolarjev. Kot vidimo, bi s to strategijo v priblizˇno
sˇestih letih imeli vecˇ kot 25000 dolarjev, torej kar 2500% povecˇanje stanja
sredstev.
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Poglavje 5
Uporabljene metode
Za preizkus delovanja trgovalne strategije smo uporabili metode strojnega
ucˇenja. V nadaljevanju smo predstavili metode nadzorovanega strojnega
ucˇenja, ki smo jih uporabili pri nasˇem delu.
Nadzorovano ucˇenje je poimenovano tako, ker lahko delujemo kot vodnik
za ucˇenje algoritma. To pomeni, da so mozˇni izidi algoritma zˇe znani, ter
podatki, uporabljeni za ucˇenje algoritma, so zˇe oznacˇeni s pravilnimi odgo-
vori.
Vhodna spremenljivka x ∈ X je v nasˇem primeru podana kot vektor
zadnjih odstotkov nihanja cene ter vrednosti indikatorjev, opisanih v po-
glavju 3. Izhodna spremenljivka y ∈ Y pa je oznacˇen podatek, v nasˇem
primeru to opisuje razdelek 4.1. Tehnika nadzorovanega ucˇenja iˇscˇe funkcijo
f : X → Y tako, da se ta cˇim bolj prilega podatkom. Ker ima nasˇa izho-
dna spremenljivka diskretno zalogo vrednosti, bomo nasˇe nadzorovane ucˇne
modele uporabljali kot klasifikatorje. Locˇimo jih glede na nacˇin predstavi-
tve klasifikatorjeve funkcije. V naslednjih razdelkih so opisani klasifikatorji
oziroma ucˇni modeli, ki smo jih uporabili.
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5.1 K najblizˇjih sosedov (k-NN)
Algoritem k-NN kot znanje uporablja kar mnozˇico vseh ucˇnih primerov (samo
zapomni si vse primere). Tako algoritem ne potrebuje v naprej zgrajenega
modela, ampak se napovedi racˇunajo sˇele ob poizvedbi novega primera. Tej
vrsti ucˇenja pravimo leno ucˇenje. Pri klasifikaciji novega primera iz ucˇne
mnozˇice poiˇscˇe k najbolj podobnih (najblizˇjih) primerov. Ker moramo nov
primer primerjati z vsakim od ucˇnih primerov, je zato cˇasovna zahtevnost
precej vecˇja kot pri drugih metodah ucˇenja. Nov primer klasificiramo v ra-
zred, ki mu pripada najvecˇ blizˇnjih primerov. Torej med ucˇnimi primeri
poiˇscˇemo k primerov u1, ..., uk, ki so najblizˇji novemu ux in mu napovemo
razred rx iz mnozˇice vseh klasifikacijskih razredov C ∈ {C1, ..., Cm} po na-
slednji formuli:
rx = arg max
r∈c
k∑
n=1
δ(r, r(i)) (5.1)
kjer je
δ(a, b) =
1, a = b0, a 6= b (5.2)
Parameter k obicˇajno nastavimo na neko liho sˇtevilo npr. 1, 5, 15 in se
tako izognemo morebitnim neodlocˇenim primerom. S k reguliramo, kako se
k-NN prilega podatkom. Manjˇsi kot je k, bolj se bo model prilegal, vendar
pa to lahko pomeni, da ucˇni podatki, ki so napacˇni, pridejo bolj do izraza.
V primeru, da je pa k prevelik, pa h klasifikaciji prispevajo tudi ucˇni pri-
meri, ki niso dovolj podobni novemu primeru in tako pripomorejo k napacˇni
klasifikaciji [15].
Na kvaliteto napovedi pa vpliva tudi izbrana metrika pri racˇunanju razdalj
med novim primerom in ucˇnimi primeri. Pogosto uporabljeni metriki sta
evklidska in manhattanska razdalja. Razdalja para vhodnih spremenljivk u1
in u2 dimenzije n se z evklidsko formulo izracˇuna kot
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dE(u1, u2) =
√√√√ n∑
i=1
(u
(i)
1 − u(i)2 )2 (5.3)
z manhattansko pa
dM(u1, u2) =
n∑
i=1
|u(i)1 − u(i)2 | (5.4)
5.2 Nakljucˇni gozdovi (RF)
Nakljucˇni gozd sestavlja skupina odlocˇitvenih klasifikacijskih dreves. Vsako
drevo glasuje za dolocˇen razred. Koncˇen razred primera, ki ga nakljucˇni gozd
napove, je razred, kamor ga uvrsˇcˇa vecˇina klasifikacijskih dreves. Za vecˇjo
klasifikacijsko tocˇnost nakljucˇnega drevesa je pomembno, da ga sestavljajo
drevesa, ki so med seboj cˇim bolj razlicˇna. Tako vsako drevo odkrije kaksˇen
nov koncept, ki se skriva v podatkih [1].
5.3 Umetne nevronske mrezˇe (ANN)
Modeli umetnih nevronskih mrezˇ skusˇajo oponasˇati biolosˇke nevronske mrezˇe.
Osnovni gradnik ANN je enota, ki jo zaradi podobnih lastnosti, kot v na-
ravi, imenujemo nevron, ker pa si lahko ANN predstavljamo kot usmerjen
graf, pa jo imenujemo tudi vozliˇscˇe. Vsak nevron je povezan v strukturo
celotne mrezˇe z drugimi nevroni. Te povezave predstavljajo sinapse, preko
katerih nevron prejme razlicˇne signale od povezanih nevronov preko vhodne
povezave. Vrednost signala, ki ga nevron izracˇuna, izracˇunamo po naslednji
enacˇbi:
Pi =
∑
j
WjiXj (5.5)
kjer je Xj vrednost j-tega nevrona, Wji utezˇ sinapse med j-tim in i-tim
nevronom in Pi nova vrednost i-tega nevrona. Vrednost signala pa v izhod
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nevrona preslika aktivacijska (izhodna) funkcija:
Yi = f(Pi) (5.6)
Za izhodno funkcijo lahko vzamemo binarno deterministicˇno funkcijo. Iz-
hodne vrednosti so 0 in 1 ali -1 in 1. Lahko je tudi deterministicˇna zvezna.
Primer take funkcije, ki se v praksi velikokrat uporablja, je sigmoidna funk-
cija
f(x) =
1
1 + e−x
(5.7)
Nevronske mrezˇe se razlikujejo tudi po tem, kako povezˇemo vozliˇscˇa. V tej
diplomski nalogi smo uporabljali vecˇnivojski perceptron. Spada med usmer-
jene ANN in ga lahko predstavimo v obliki usmerjenega aciklicˇnega grafa,
vhodne podatke pa vsako vozliˇscˇe dobiva iz prejˇsnjih nivojev. Pri klasifikaciji
pa ima tipicˇno ANN v zadnjem nivoju toliko vozliˇscˇ, kot je vseh klasifika-
cijskih razredov. Vozliˇscˇe z najvecˇjo izhodno vrednostjo nato dolocˇi razred
dolocˇenem primeru.
Poglavje 6
Metodologija in rezultati
V tem poglavju opiˇsemo postopek gradnje modelov z razlicˇnimi vrednostmi
parametrov in izbiro najboljˇsih. Nato sledi prikaz rezultatov in razlaga
uspesˇnosti posameznih ucˇnih modelov.
6.1 Gradnja modelov nadzorovanega ucˇenja
Da bi priˇsli do cˇim boljˇsih rezultatov, smo preizkusili veliko nacˇinov gradnje
modelov. Predvsem smo jim spreminjali razlicˇne parametre, ki so se nam
zdeli pomembni pri iskanju uspesˇnega modela.
6.1.1 Priprava podatkov
Vhodni podatki modelov nadzorovanega ucˇenja so 5 odstotkov podatkov za-
dnjih gibanj koncˇnih cen (angl. close price) dobrine (
cena(t)
cena(t− 1)−1) skupaj
z indikatorji. Te podatke smo tudi normalizirali. S tem smo se izognili mo-
rebitnim tezˇavam, kadar imajo atributi razlicˇno skalo. Kot zˇelen izhodni
podatek smo vzeli oznecˇene podatke iz trgovalne strategije, ki smo jo opisali
v razdelku 4.1. Podatke smo razdelili na ucˇne, validacijske in testne priblizˇno
v razmerju 60:20:20. Podatke pred razdelitvijo nismo premesˇali, saj sta si
dva zaporedna podatka v cˇasovni vrsti lahko med seboj odvisna.
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6.1.2 Nabor parametrov
Modele smo poskusili graditi tudi z razlicˇnimi vrednostmi parametov. Spre-
minjali smo zˇe samo trgovalno strategijo s tem, ko smo za cela sˇtevila t
(opisan je v razdelku 4.1) vzeli od 1 do 20. S tem smo regulirali odstotek
kupovanja in prodajanja dobrine. Cˇe je bil t manjˇsi, je bilo kupcˇij vecˇ in tako
smo simulirali hitrejˇse trgovanje, ki poskusˇa ustvariti dobicˇek tudi z manjˇsimi
premiki cen dobrine (kratkorocˇno trgovanje). Obratno lahko recˇemo za vecˇje
vrednosti parametra t. Strategija takrat poiˇscˇe vecˇja lokalna nihanja cene in
se tako osredotocˇi na bolj dolgorocˇno trgovanje. Ker je bilo veliko modelov
kljub temu zelo nedejavno (v vsakem primeru je napovedal drzˇi (angl. hold)),
smo se odlocˇili vpeljati sˇe parameter agresivnosti. Ker smo modele gradili
s pomocˇjo knjizˇnice CORElearn, smo si pomagali s parametrom costMatrix
(cene napak) [18]. Kot je v tem delu zapisano, en element matrike cen napak
predstavlja vrednost napake, ki jo model stori, cˇe napove napacˇno stanje.
Torej, cˇe damo stanjema kupi in prodaj manjˇso vrednost napake, bo z veliko
verjetnostjo vecˇkrat napovedal kupi in posledicˇno bo model bolj agresiven.
Nasˇa matrika cen napak je predstavljena tako:
costMatrix =

kupi drzˇi prodaj
kupi 0 1 1
drzˇi c 0 c
prodaj 1 1 0

pri cˇemer so vrstice pravo stanje in stolpci napovedano stanje primera. V
diagonali matrike so vrednosti 0 in pomenijo, da ni sˇkode, cˇe napove stanje,
ki je tudi pravilno. Vrednosti 1 so privzete vrednosti iz knjizˇnice [18]. Spre-
menljivki c pa spreminjamo vrednost. Ta se giblje od 0 do 1 v korakih po
0,05 in pomeni, cˇe je prava vrednost drzˇi, je potem cena napake, da se napove
kupi oziroma prodaj, enaka c. Vrednosti parametrov t in c smo optimizirali na
validacijski mnozˇici z izcˇrpno metodo, torej smo preizkusili vse kombinacije
mozˇnih vrednosti teh dveh parametrov (20 ∗ 21 = 420 kombinacij).
Spreminjali smo tudi parametre, ki so znacˇilni za vsak model posebej.
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Pri metodi k-NN smo preizkusili relativno majhne vrednosti k (3 in 5), saj je
stanj kupi in prodaj dosti manj, kot pa stanj drzˇi in tako je prostor, kjer se
dobrino kupi/prodaj, vecˇji. RF smo preizkusili z 10 in 100 drevesi, nevronske
mrezˇe pa smo preizkusili z razlicˇnim sˇtevilom nevronov z enim skritim slojem.
Sˇtevila nevronov v skritem sloju smo postavili na 5, 25, 50, 100.
6.1.3 Filtriranje napovedanih izhodnih podatkov
Modeli nadzorovanega ucˇenja ne vedo, ali smo nazadnje kupili ali prodali
dolocˇeno dobrino. Zato se lahko zgodi, da v zaporedju podatkov model
napove stanje kupi, ko imamo dobrino zˇe v lasti. V takem primeru ne moramo
uposˇtevati takega stanja. Ker smo predpostavili, da stanje kupi pomeni vlozˇi
vsa razpolozˇljiva sredstva v dobrino, se ne moreta zgoditi dve zaporedni stanji
kupi. Vmes moramo dobrino tudi prodati.
Zaradi takih primerov smo napovedane izhodne podatke filtrirali. Uposˇtevali
smo samo stanja kupi in prodaj, ki so smiselna. Nesmiselna stanja pa smo
pretvorili v stanje drzˇi.
6.1.4 Izbira najboljˇsih modelov
Parametra t in c, opisana v razdelku 6.1.2, smo spreminjali pri vseh modelih
nadzorovanega ucˇenja, ki so opisani v poglavju 5. Samo zaradi teh dveh
parametrov je bilo razlicˇic enega posameznega modela kar 420. Poleg tega
pa ima vsak model sˇe svoje interne parametre, ki smo jih spreminjali, zato
smo morali med njimi najti najboljˇse. Za vsak model smo izbrali najboljˇsega
iz rezultatov na validacijski mnozˇici podatkov. Ti modeli so predstavljeni
tudi v razdelku 6.2. Da ovrednotimo, kateri model je boljˇsi od drugega, smo
se omejili na dva postopka:
• Donosnost
Glavni cilj modelov je donosnost oziroma profitabilnost. Tako smo kot
najboljˇse modele uvrstili tiste, ki so na podlagi validacijskih podatkov
dosegli najvecˇjo donosnost. Kot zacˇetno razpolozˇljivo sredstvo smo
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vsakemu modelu dali 1000 USD. Nato smo s pomocˇjo cen dobrine v
validacijskih podatkih ter napovedanih stanj modela simulirali trgova-
nje. Dobicˇek smo izracˇunali tako, da smo dobljeni koncˇni vrednosti
sredstev odsˇteli zacˇetnih 1000 USD. Modele smo razvrstili po njihovem
dobicˇku in vzeli tistega, ki ima najvecˇji dobicˇek na validacijski mnozˇici.
Zatem smo izbran model testirali na testni mnozˇici.
• Tveganje
Smiselno nam je bilo preveriti tudi, koliksˇno je tveganje izgube nasˇih
sredstev, ko izberemo dolocˇen model. Tako smo se odlocˇili izbrati sˇe
postopek, ki bi izbral najboljˇsi model, pri katerem je najmanj tveganja.
Sharpovo razmerje (angl. Sharpe ratio) je trenutno postala najbolj
razsˇirjena metoda za izracˇun tveganju prilagodljivega donosa [9]. Upo-
rabili smo jo tudi za nasˇe ovrednotenje modelov. Sharpovo razmerje je
povprecˇni donos, ki presega donos dobrine brez tveganja na enoto vola-
tilnosti oziroma celotnega tveganja [19]. Formula razmerja je sledecˇa:
Sharpe ratio =
rp − rf
σp
(6.1)
kjer je rp povprecˇna stopnja donosnosti dolocˇene dobrine pri danem
modelu, rf stopnja donosnosti dobrine, ki je brez tveganja, σp pa stan-
dardna deviacija donosa dolocˇene dobrine pri danem modelu. Kot rf
smo vzeli 8% letno stopnjo donosnosti. Ker pa so nasˇi podatki dnevni,
smo ta odstotek delili s 365 dnevi, saj se BTC trguje vsak dan, za BAC
pa smo delili z 252, saj je priblizˇno toliko tudi trgovalnih dni na leto.
Torej smo pri trgovanju z BTC vzeli rf ≈ 0, 00022, pri trgovanju z
BAC pa rf ≈ 0, 00032.
Primer izracˇuna Sharpovega razmerja: za nakup ameriˇskih zakladnih
racˇunov (za katerega je pricˇakovana donosnost brez tveganja) je raz-
merje enako 0. Na splosˇno pa velja, da vecˇja kot je vrednost Sharpovega
razmerja, bolj privlacˇna je tveganju prilagodljiva donosnost [9]. Torej
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smo modele razvrstili po Sharpovem razmerju in vzeli tistega, ki ima
to vrednost najvecˇjo na validacijski mnozˇici. Zatem smo izbran model
testirali na testni mnozˇici.
6.2 Rezultati
6.2.1 Rezultati pri trgovanju z menjalnim tecˇajem BTC-
USD
Modele strojnega ucˇenja smo testirali na obdobju od 15.5.2017 do 1.8.2018.
To je priblizˇno eno leto in 3 mesece. Cena BTC se je dne 15.5.2017 gibala
okoli 1880 USD, 1.8.2018 pa okoli 7542 USD. Najviˇsja cena v tem obdobju
je bila 19870,62 USD, najnizˇa pa 1791,12 USD. Cena je zelo nihala, saj je
vecˇ kot 10 kratna razlika med najviˇsjo in najnizˇjo ceno. Za nas je to obdobje
zanimivo, saj vsebuje tako narasˇcˇajocˇe kot tudi padajocˇe trende. Tako lahko
analiziramo donosnost metod v obeh primerih.
Tako kot v razdelku 6.1.4, smo tudi pri rezultatih vsakemu modelu kot
zacˇetno razpolozˇljivo sredstvo dali 1000 USD. Torej s strategijo kupi na
zacˇetku in drzˇi bi v tem obdobju imeli dobicˇek priblizˇno 3011 USD. Ta poda-
tek nam lahko sluzˇi kot primerjavo z donosnostmi strategij modelov strojnega
ucˇenja. Rezultati na testnih podatkih pri modelih, ki so bili najdonosnejˇsi na
validacijski mnozˇici, so prikazani v tabeli 6.1, najboljˇsi modeli pri primerja-
nju s Sharpovim razmerjem pa v tabeli 6.2. V tabeli 6.3 so podane vrednosti
parametrov t in c, pri katerih so modeli dosegli najboljˇse rezultate na valida-
cijski mnozˇici. Optimizacija je potekala po vrednostih parametrov t (1..20)
in c (0,00, 0,05, 0,10, ..., 1.00). Uporabili smo izcˇrpno preiskovanje, torej smo
preizkusili celoten nabor vrednosti parametrov in izbrali najboljˇse vrednosti.
Na sliki 6.3 je prikazan graf donosnosti modela RF 10 pri vseh kombinacijah
vrednosti parametrov t in c, graf vrednosti Sharpovega razmerja pri tem mo-
delu z vsemi kombinacijami parametrov t in c pa na sliki 6.4. V Dodatek 7
smo dodali tabelo 7.1, ki prikazuje primerjave med donosnostjo in Sharpo-
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vim razmerjem na validacijski in na testni mnozˇici za vse modele, ki so bili
najboljˇsi glede donosnosti ali tveganja na validacijski mnozˇici podatkov.
Najboljˇsi rezultat pri iskanju najdonosnejˇsih na testnih podatkih izmed
modelov, ki so bili najdonosnejˇsi na validacijskih, je dosegel model NN 25.
Njegova strategija je prikazana na sliki 6.1. Vendar pa se je NN 25 najbolje
odnesel le na testnih podatkih. Na validacijskih je bil najboljˇsi model RF
100.
Najboljˇsi rezultat pri iskanju najmanj tvegane strategije na testnih po-
datkih izmed modelov, ki so bili najdonosnejˇsi na validacijskih, pa je dosegel
RF 10. Njegova strategija je prikazana na sliki 6.2. Omenjeni model je imel
najvecˇjo vrednost Sharpovega razmerja tudi na validacijskih podatkih.
Tabela 6.1: Rezultati modelov na testnih podatkih. Prikazani so modeli, ki
so bili pri validacijskih podatkih najdonosnejˇsi. Optimizacija je potekala po
vrednostih parametrov t (1..20) in c (0,00, 0,05, 0,10, ..., 1.00). Sˇtevilka pri
RF modelu predstavlja sˇtevilo dreves, pri NN pa sˇtevilo vozliˇscˇ v skritem
nivoju.
Model
sˇtevilo
kupcˇij donosnost
Sharpovo
razmerje
Utezˇena
mera F1 CA
k-NN (k = 3) 15 648,8 0,82 0,77 0,82
k-NN (k = 5) 13 -164,7 0,05 0,85 0,88
RF 10 6 -304,70 -0,53 0,88 0,91
RF 100 4 1013,6 1,04 0,86 0,90
NN 5 4 1440,6 1,15 0,65 0,75
NN 10 6 688,6 1,06 0,65 0,75
NN 25 11 4101,0 1,85 0,41 0,55
NN 50 2 204,06 0,37 0,92 0,94
NN 100 2 329,18 0,58 0,90 0,93
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Tabela 6.2: Rezultati modelov na testnih podatkih. Prikazani so modeli, ki
so imeli pri validacijskih podatkih navjecˇjo vrednost Sharpovega razmerja.
Optimizacija je potekala po vrednostih parametrov t (1..20) in c (0,00, 0,05,
0,10, ..., 1.00). Sˇtevilka pri RF modelu predstavlja sˇtevilo dreves, pri NN pa
sˇtevilo vozliˇscˇ v skritem nivoju.
Model
sˇtevilo
kupcˇij donosnost
Sharpovo
razmerje
Utezˇena
mera F1 CA
k-NN (k = 3) 15 648,8 0,82 0,77 0,82
k-NN (k = 5) 4 -351,5 -0,17 0,66 0,74
RF 10 79 1197,8 1,23 0,51 0,56
RF 100 4 1013,6 1,04 0,86 0,90
NN 5 4 1440,6 1,15 0,65 0,75
NN 10 6 688,6 1,06 0,65 0,75
NN 25 11 4101,0 1,85 0,41 0,55
NN 50 2 204,06 0,37 0,92 0,94
NN 100 2 329,18 0,58 0,90 0,93
Slika 6.1: Graf prikazuje gibanje cene menjalnega tecˇaja BTC-USD in stra-
tegijo, ki jo je naredila NN s 25 vozliˇscˇi v skritem nivoju. Pri tocˇkah BUY bi
po strategiji kupili, pri SELL prodali. Zelena cˇrta prikazuje stanje sredstev,
cˇe bi na zacˇetku vlozˇili 1000 dolarjev.
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Slika 6.2: Graf prikazuje gibanje cene menjalnega tecˇaja BTC-USD in strate-
gijo, ki jo je naredil RF z 10 drevesi. Pri tocˇkah BUY bi po strategiji kupili,
pri SELL prodali. Zelena cˇrta prikazuje stanje sredstev, cˇe bi na zacˇetku
vlozˇili 1000 dolarjev.
Slika 6.3: 3D graf prikazuje donosnost modela RF 10 na validacijskih podat-
kih pri razlicˇnih parametrih t in c. Legenda nam pove, da bolj kot je rumena
barva, vecˇja je donosnost. Temno modra pa pomeni, da je bila donosnost
okoli 0.
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Slika 6.4: 3D graf prikazuje vrednost Sharpovega razmerja modela RF 10 na
validacijskih podatkih pri razlicˇnih parametrih t in c. Legenda nam pove,
da bolj kot je rumena barva, vecˇja je vrednost Sharpovega razmerja. Temno
modra pa pomeni, da je bila vrednost majhna.
Tabela 6.3: Leva tabela predstavlja parametre modelov iz tabele 6.1. Desna
pa parametre modelov iz tabele 6.2.
Model t c
k-NN (k = 3) 6 0,5
k-NN (k = 5) 10 0,3
RF 10 14 0,9
RF 100 11 0,7
NN 5 5 0,5
NN 10 5 0,8
NN 25 2 0,6
NN 50 18 0,9
NN 100 16 0,6
Model t c
k-NN (k = 3) 6 0,5
k-NN (k = 5) 4 1
RF 10 2 0,9
RF 100 11 0,7
NN 5 5 0,5
NN 10 5 0,8
NN 25 2 0,6
NN 50 18 0,9
NN 100 16 0,6
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6.2.2 Rezultati pri trgovanju z BAC
Modele strojnega ucˇenja smo testirali na obdobju od 1.1.2014 do 31.12.2015.
Testno obdobje je trajalo 2 leti. Cena delnice BAC se je dne 1.1.2014 gibala
okoli 16,4 USD, 31.12.2015 pa okoli 16,8 USD. Najviˇsja cena v tem obdobju
je bila 18,45 USD, najnizˇa pa 14,51 USD. Torej je cena v primerjavi z BTC
obcˇutno manj nihala. Tudi zacˇetna in koncˇna cena sta skoraj enaki in lahko
recˇemo, da je v tem obdobju stranski trend.
Kot zˇe omenjeno, smo tudi tukaj vsakemu modelu nastavili zacˇetno raz-
polozˇljivao sredstvo na 1000 USD. S strategijo kupi na zacˇetku in drzˇi v
tem obdobju ne bi priˇsli do kaksˇnega vecˇjega donosa. Zaradi tega je bil cilj
modelov v tem primeru le imeti donos pozitiven.
Rezultati na testnih podatkih pri modelih, ki so bili najdonosnejˇsi na
validacijski mnozˇici, so prikazani v tabeli 6.4, najboljˇsi modeli pri primerjanju
s Sharpovim razmerjem pa v tabeli 6.5. V tabeli 6.6 so podane vrednosti
parametrov t in c, pri katerih so vsi ti modeli dosegli najboljˇse rezultate.
Optimizacija je potekala po vrednostih parametrov t (1..20) in c (0,00, 0,05,
0,10, ..., 1.00). Uporabili smo izcˇrpno preiskovanje, torej smo preizkusili
celoten nabor vrednosti parametrov in izbrali najboljˇse vrednosti. Na sliki 6.7
je prikazan graf donosnosti modela NN 25 pri vseh kombinacijah vrednosti
parametrov t in c, graf vrednosti Sharpovega razmerja pri tem modelu z vsemi
kombinacijami parametrov t in c pa na sliki 6.8. V Dodatek 7 smo dodali
tabelo 7.2, ki prikazuje primerjave med donosnostjo in Sharpovim razmerjem
na validacijski in na testni mnozˇici za vse modele, ki so bili najboljˇsi glede
donosnosti ali tveganja na validacijski mnozˇici podatkov.
Najboljˇsi rezultat pri iskanju najdonosnejˇsih na testnih podatkih je do-
segel model NN 25. Njegova strategija je prikazana na sliki 6.5. Ampak na
validacijskih se NN 25 ni dobro odnesel, presegel ga je model RF 10. Slika 6.6
pa prikazuje model NN 50, ki je na validacijskih podatkih izgledal obetavno,
a se mu trgovanje na testnih podatkih ni posrecˇilo.
Diplomska naloga 37
Tabela 6.4: Rezultati modelov na testnih podatkih. Prikazani so modeli, ki so
bili pri validacijskih najdonosnejˇsi. Optimizacija je potekala po vrednostih
parametrov t (1..20) in c (0,00, 0,05, ..., 1.00). Sˇtevilka pri modelu RF
predstavlja sˇtevilo dreves, pri NN pa sˇtevilo vozliˇscˇ v skritem nivoju.
Model
sˇtevilo
kupcˇij donosnost
Sharpovo
razmerje
Utezˇena
mera F1 CA
k-NN (k = 3) 57 17,8 -0,17 0,53 0,60
k-NN (k = 5) 8 -42,8 -0,31 0,84 0,86
RF 10 2 -17,8 -6,12 0,90 0,93
RF 100 5 -110,5 -0,57 0,90 0,93
NN 5 49 92,7 0,05 0,76 0,78
NN 10 7 25,9 -0,08 0,79 0,84
NN 25 28 95,2 0,06 0,89 0,89
NN 50 29 -234,8 -1,02 0,86 0,87
NN 100 29 56,3 -0,33 0,86 0,87
Tabela 6.5: Rezultati modelov na testnih podatkih. Prikazani so modeli, ki
so imeli pri validacijskih podatkih najvecˇjo vrednost Sharpovega razmerja.
Optimizacija je potekala po vrednostih parametrov t (1..20) in c (0,00, 0,05,
0,10, ..., 1.00). Sˇtevilka pri modelu RF predstavlja sˇtevilo dreves, pri NN pa
sˇtevilo vozliˇscˇ v skritem nivoju.
Model
sˇtevilo
kupcˇij donosnost
Sharpovo
razmerje
Utezˇena
mera F1 CA
k-NN (k = 3) 57 17,8 -0,17 0,53 0,60
k-NN (k = 5) 8 -42,8 -0,31 0,84 0,86
RF 10 2 -17,8 -6,12 0,90 0,93
RF 100 2 -17,8 -6,12 0,89 0,92
NN 5 49 92,7 0,05 0,76 0,78
NN 10 7 25,9 -0,08 0,79 0,84
NN 25 28 95,2 0,06 0,89 0,89
NN 50 3 -20,7 -0,20 0,90 0,93
NN 100 29 56,3 -0,33 0,86 0,87
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Slika 6.5: Graf prikazuje gibanje cene delnice BAC in strategijo, ki jo je
naredila NN s 25 vozliˇscˇi v skritem nivoju. Pri tocˇkah BUY bi po strategiji
kupili, pri SELL prodali. Zelena cˇrta prikazuje stanje sredstev, cˇe bi na
zacˇetku vlozˇili 1000 dolarjev.
Slika 6.6: Graf prikazuje gibanje cene delnice BAC in strategijo, ki jo je
naredila NN s 50 vozliˇscˇi v skritem nivoju. Pri tocˇkah BUY bi po strategiji
kupili, pri SELL prodali. Zelena cˇrta prikazuje stanje sredstev, cˇe bi na
zacˇetku vlozˇili 1000 dolarjev.
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Slika 6.7: 3D graf prikazuje donosnost modela NN 25 na validacijskih podat-
kih pri razlicˇnih parametrih t in c. Legenda nam pove, da bolj kot je rumena
barva, vecˇja je donosnost. Temno modra pa pomeni, da je bila donosnost
okoli -700.
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Slika 6.8: 3D graf prikazuje vrednost Sharpovega razmerja modela RF 10 na
validacijskih podatkih pri razlicˇnih parametrih t in c. Legenda nam pove,
da bolj kot je rumena barva, vecˇja je vrednost Sharpovega razmerja. Temno
modra pa pomeni, da je bila vrednost majhna.
6.2.3 Analiza rezultatov
Pri trgovanju z BTC je le eden od modelov presegel donosnost s strategijo
kupi na zacˇetku in drzˇi do konca. To je kar malce razocˇaranje, vendar pa
moramo vedeti, da je cena kar precej narasla, zadnja cena v testnem obdobju
pri BTC-USD je bila kar sˇtirikrat vecˇja kot prva. Kljub takim rezultatom pa
bi vseeno raje priporocˇili strategijo kaksˇnega od modelov, kot pa strategijo
kupi na zacˇetku in drzˇi do konca, saj slednja lahko predstavlja veliko tveganje.
Cˇe cena kar precej pade, nudi model vsaj malo verjetnosti, da stanje sredstev
ne pade z njim, ampak pri strategiji kupi na zacˇetku in drzˇi temu ni tako.
Kot lahko vidimo, sta si tabeli 6.1 in 6.2 zelo podobni. Vecˇina modelov je
Diplomska naloga 41
Tabela 6.6: Leva tabela predstavlja parametre modelov iz tabele 6.4. Desna
pa parametre modelov iz tabele 6.5.
Model t c
k-NN (k = 3) 2 0,55
k-NN (k = 5) 10 0,25
RF 10 16 1
RF 100 16 0,55
NN 5 6 0,25
NN 10 9 0,8
NN 25 16 0,45
NN 50 13 0,3
NN 100 13 0,4
Model t c
k-NN (k = 3) 2 0,55
k-NN (k = 5) 10 0,25
RF 10 16 1
RF 100 14 0,95
NN 5 6 0,25
NN 10 9 0,8
NN 25 16 0,45
NN 50 16 0,7
NN 100 13 0,4
najboljˇsa z enakimi parametri tako pri donosnosti kot tudi pri tveganju. Iz
tega lahko sklepamo, da je cena pri modelih z razlicˇnimi parametri priblizˇno
enako nihala in je zato donosnost igrala pomembno vlogo tudi pri izracˇunu
Sharpovega razmerja.
Zanimivo se rezultati donosnosti pri razlicˇnem sˇtevilom dreves pri RF in
razlicˇnem sˇtevilom vozliˇscˇ pri NN kar precej razlikujejo. Zaradi tega predvi-
devamo, da zˇe majhna sprememba v strategiji trgovanja lahko pomeni veliko
razliko v donosnosti. Na primer, pri sliki 6.1 lahko vidimo, da je model prodal
skoraj pri vrhu, kar je bila tudi najpomembnejˇsa in najdonosnejˇsa odlocˇitev.
Cˇe se model ne bi odlocˇil takrat prodati, bi bila donosnost dosti manjˇsa, torej
lahko tudi recˇemo, da je imel model v tem primeru kar malce srecˇe. Dejstvo,
ki potrjuje, da je imel model srecˇo in je bil najdonosnejˇsi izmed vseh modelov
pri testnih podatkih, je to, da je bil pri validacijskih podatkih sˇele nekje na
sredini lestvice najdonosnejˇsih.
Utezˇena mera F1 in klasifikacijska natancˇnost (CA) sta zelo odvisni od
izbire parametrov t in c. Vecˇja kot sta parametra t in c, vecˇ je stanj drzˇi v
oznacˇeni strategiji in tudi v strategiji, ki jo dolocˇi model, to pomeni tudi, da
je vecˇja klasifikacijska tocˇnost, kot tudi utezˇena mera F1.
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Iz slik 6.1, 6.2, 6.5, 6.6 lahko vidimo, da so se modeli nekaj naucˇili. Vecˇina
stanj kupi je postavljenih tako, da je prej cena nekaj cˇasa padala, kar je bil
prvi del cilja nasˇe strategije. Drugi del strategije, ki temelji na povratku k
srednji vrednosti, torej da po stanju kupi cena narasˇcˇa, pa se velikokrat ni
zgodil. To je tudi tezˇji del, saj do uspesˇnosti pridemo le z napovedovanjem
v prihodnost. Podobno lahko recˇemo tudi za stanja prodaj.
V tabeli 6.7 so prikazani rezultati najboljˇsih modelov na validacijski
mnozˇici. Pri trgovanju z menjalnim tecˇajem BTC-USD je bil najdonosnejˇsi
model RF 100, najvecˇjo vrednost Sharpovega razmerja pa je imel model RF
10. Torej, cˇe bi se v realnosti odlocˇili za najboljˇsi model glede donosnosti na
BTC-USD in modelu na zacˇetku dali 1000 USD, bi imeli pri testnih podat-
kih donosnost 1013,6 USD, cˇe bi pa vzeli model, ki je imel najvecˇjo vrednost
Sharpovega razmerja pa bi bila donosnost 1197,8 USD. Pri BAC pa je bil
najboljˇsi v obeh primerih RF 10. V tem primeru bi imeli v realnosti pri
testnih podatkih izgubo -17,8 USD.
Kot najboljˇso strategijo bi lahko izpostavili strategijo modela RF z 10
drevesi na podatkih menjalnega tecˇaja BTC-USD, ki je prikazan na sliki 6.2.
Imela je najvecˇjo vrednost Sharpovega razmerja na validacijskih podatkih in
bila je med najuspesˇnejˇsimi tudi na testnih. Prikazala je sposobnost dono-
snosti v narasˇcˇujocˇem in padajocˇem trendu, kar je bil tudi cilj te diplomske
naloge.
Tabela 6.7: Rezultati donosnosti in vrednosti Sharpovega razmerja pri naj-
boljˇsih modelih na validacijski mnozˇici.
Validacijska mnozˇica Testna mnozˇica
Trgovanje
s podatki
Model donosnost
Sharpovo
razmerje
donosnost
Sharpovo
razmerje
BTC
RF 100 7322,9 1,72 1013,6 1,04
RF 10 4982,1 2,48 1197,8 1,23
BAC RF 10 3567,5 1,52 -17,8 -6,13
Poglavje 7
Zakljucˇek in nadaljnje delo
Na podlagi pridobljenih rezultatov lahko sklepamo, da je izdelava trgovalne
strategije, ki je donosna v razlicˇnih trendih, zelo zahtevna. Kljub velikim
sˇtevilom trgovalnih indikatorjev se iz podatkov ni dalo dobro locˇiti stanja
kupi, drzˇi, prodaj med seboj. Opazili smo tudi, da imajo strategije modelov v
razlicˇnem cˇasovnem obdobju tudi razlicˇno donosnost. Take strategije bi bilo
dobro imeti le nekaj cˇasa, nato pa najti drugo. Zato bi lahko bila izboljˇsava
strategije taksˇna, da dolocˇen model napoveduje le v dolocˇenem obdobju, nato
pa ga zamenja drug, za tisto obdobje bolj primeren model.
Za nadaljnje delo bi lahko spremenili veliko stvari. Preizkusili bi lahko sˇe
kaksˇne druge trgovalne indikatorje. V nasˇi diplomski nalogi smo se omejili
samo na tehnicˇno analizo. Dodali bi lahko tudi fundamentalno ter senti-
mentalno analizo in tako pridobili sˇe dodatne informacije glede stanja trga.
Lahko bi preizkusili sˇe druge modele strojnega ucˇenja, kot na primer metodo
podpornih vektorjev. Pri umetnih nevronskih mrezˇah bi lahko dodali vecˇ
skritih nivojev. Za napovedovanje cˇasovnih vrst (v to kategorijo spada tudi
trgovanje) pa so primerne povratne nevronske mrezˇe. Slednje pri napovedih
znajo izkoriˇscˇati medsebojne odvisnosti zaporednih podatkov. Najboljˇse re-
zultate pri nalogah cˇasovne obdelave pa dosega arhitektura nevronskih mrezˇ
z dolgim kratkorocˇnim spominom. Zanimivo bi bilo videti tudi rezultate mo-
delov spodbujevanega ucˇenja, ki jih v tej diplomi nismo izdelali. V delu [4]
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so zapisali, da je globoko spodbujevalno ucˇenje obetavno, da bi odkrili opti-
malne strategije za delovanje na cˇasovnih vrstah. Vendar pa so v tem delu
testirali modele na umetno generiranih podatkih, na katerih se rezultati lahko
razlikujejo od testiranja modelov na realno pridobljenih podatkih.
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Dodatek
Tabela 7.1: Rezultati donosnosti in vrednosti Sharpovega razmerja pri naj-
boljˇsih modelih, ki so predstavljeni v razdelku 6.2.1. Pod zadnjo horizontalno
cˇrto sta modela, ki sta imela najvecˇjo vrednost Sharpovega razmerja in imela
razlicˇna parametra t in c od najdonosnejˇsih modelov.
Validacijska mnozˇica Testna mnozˇica
Model donosnost
Sharpovo
razmerje
donosnost
Sharpovo
razmerje
k-NN (k = 3) 7176,8 2,1 648,8 0,82
k-NN (k = 5) 2493,8 1,26 -164,7 0,05
RF 10 5142,1 1,97 -304,7 -0,53
RF 100 7322,9 1,72 1013,6 1,04
NN 5 6821,8 1,91 1440,6 1,15
NN 10 7301,5 2,11 688,6 1,06
NN 25 4030,5 1,87 4101,0 1,04
NN 50 4266,9 2,08 204,06 0,37
NN 100 6439,2 2,05 329,18 0,58
k-NN (k = 5) 2349,6 1,53 -351,53 -0,17
RF 10 4982,1 2,48 1197,8 1,23
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Tabela 7.2: Rezultati donosnosti in vrednosti Sharpovega razmerja pri naj-
boljˇsih modelih, ki so predstavljeni v razdelku 6.2.2. Pod zadnjo horizontalno
cˇrto je model, ki je imel pri najvecˇji vrednosti Sharpovega razmerja razlicˇna
parametra t in c od najdonosnejˇsega parametra.
Validacijska mnozˇica Testna mnozˇica
Model donosnost
Sharpovo
razmerje
donosnost
Sharpovo
razmerje
k-NN (k = 3) 418,0 0,19 17,9 -0,17
k-NN (k = 5) 351,2 0,19 -42,8 -0,31
RF 10 3567,5 1,52 -17,8 -6,13
RF 100 1087,7 0,43 -110,5 -0,57
NN 5 956,2 0,38 92,7 0,05
NN 10 190,0 0,16 25,9 -0,08
NN 25 341,9 0,18 95,2 0,06
NN 50 216,4 0,14 -234,8 -1,02
NN 100 146,4 0,11 -56,3 -0,33
RF 100 869,2 0,57 -17,83 -6,12
