On the solution of the finite moment problem  by Rodriguez, G. & Seatzu, S.
JOURNAL OF MATHEMATICAL ANALYSIS AND APPLICATIONS 171, 321-333 (1992) 
On the Solution of the Finite Moment Problem* 
G. RODRIGUEZ AND S. SEATZU 
Dipartimento di Matematica, Universitd- di Cagliari, 
viale Merello, 92, 09123 Cagliari, Italy 
Submitted by George Gasper 
Received March 7. 1991 
In this work we propose a method to obtain the normal solution of the finite 
moment problem both in the absence and in the presence of linear boundary con- 
straints. The method gives the normal solution as a linear combination of Jacobi 
polynomials and furnishes its coefftcients in terms of the moments. A number of 
examples are given to illustrate the strength of the method. #G 1992 Academic PIW. h. 
1. INTRODUCTION 
The finite moment problem consists in the solution of the following 
first-kind integral equation with discrete data, 
Af=p, ,,,i=~+ ‘-‘f(x) dx (i= 1, . . . . m), (1.1) 
where p = (pi, . . . . pL,)T is the known vector of moments and f is an 
unknown function [a]. This problem, which is derived from the famous 
Hausdorff moment problem [3, 11, has been studied in particular by 
Bellman, Kalaba, and Lockett [2]. In this paper the authors find a 
discretized approximation to the inverse of the Laplace transform solving 
the linear system obtained by the m-point Gauss quadrature formula 
applied to each equation of system (1.1). 
Successively, Schoenberg [7] proved that the minimum norm least- 
squares approximation offin L* (normal solution in L*) is the polynomial 
Q,- i of degree m - 1 which interpolates in the Gauss nodes of the 
discretized approximation of Bellman et al. 
Schoenberg expanded Q, _ I by a linear combination of the first m - 1 
Legendre polynomials and expressed the coefficients of this representation 
in terms of the moment vector p. 
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In this work we investigate the finite moment problem in the absence of 
a priori constraints on the solution as well as in the presence of linear 
boundary constraints. In both situations the normal solution is studied 
in three different function spaces. In each case the normal solution is 
expanded in Jacobi polynomials and its coefficients are obtained in terms 
of the moments. 
In the presence of a priori boundary constraints the method here 
proposed is new, while, in the absence of constraints, it represents a 
generalization of Schoenberg’s method to seminormed spaces. The finite 
moment problem with boundary constraints has already been studied in 
[6], but with a rather different method. 
In order to assess the strength of the method, as well as the importance 
of the linear boundary constraints, a number of examples are given. The 
examples show that, although in the computation of the coefficients of the 
Jacobi polynomials there is a progressive loss of accuracy, the method gives 
an excellent recovery of the test functions exhibiting various kinds of 
difficulties. 
2. ON SOLVING INTEGRAL EQUATION (1.1) 
Let Ho = L2 be the Hilbert space L2[ - 1, 1 ] where, as usual, the inner 
product and the induced norm are 
and let (for n = 1, 2, . ..) H” = {f :f, f ‘, . . . . f’“-- I) absolutely continuous and 
f’“‘~ L2} be the seminormed space equipped with the inner product and 
the induced seminorm 
(u, o),n= (ZP, u’“‘), IllI $” = (lP, ZP)). 
Let f z (n = 0, 1, . ..) be the normal solution of the finite moment problem 
in H”, that is, the minimizer of the problem 
min{ IfI H” :f~ H”, Af= p}. 
THEOREM 2.1. Denoting by IIk the set of the polynomials of degree k or 
less, the normal solution f ,' IS uniquely characterized by the conditions 
f,‘Enm,2, 13 for n = 0, 1, . . . . (2.1) 
(.f,‘)‘“‘~)(+l)=o, for n = 1, 2, . . . . and h=O, 1, . . . . n- 1. (2.2) 
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Proof: From the calculus of variations it immediately follows that f,’ 
is characterized by the orthogonality condition 
(f,‘, 4)w=O, v4 E NA 1, 
which means thatf,+ EN(A where N(A) is the null space of the operator 
A: H” -+ R” and N(A)l is its orthogonal complement. Then, as for n = 0 
the range R(A*) of the adjoint A* of A is I7,,- I and Ho is a Hilbert space, 
the property N(A)’ = R(A*), typical of the bounded linear operators 
from a Hilbert space to a finite dimensional Hilbert space, states that 
f 0’ E II,,, ~ 1. Besides, for n = 1, 2, . . . . one has 
II ~ 1 
(fn+,d>w= 1 (-l)“C(f,‘)‘“+“‘(X)~(n~l~h)(X)ll, 
h=O 
+(--1)” ((f,+)‘2”‘,C0 
Then, (f,’ , #)H” = 0 V4 E N(A) if and only if 
(f’)‘“‘“‘(&l)=O n for h=O, l,...,n-I 
and (f ,+)‘2”’ EN(A)~=I~,+,. (2.3) 
Therefore the theorem is proven. 1 
Let {P,- , } be the classical Legendre polynomials; then Theorem 2.1 
states in particular that f ,’ can be expanded as 
m+2n 
fJ= 1 q+,. 
/=I 
(2.4) 
Denoting by L the m-dimensional lower triangular matrix (analytically 
known [8]) whose ith row I’ gives the coefficients of the Legendre polyno- 
mials Pip I of degree i - 1 with respect to the powers {x’- ’ }, the following 
theorem expresses the coefficient vector a,+ in terms of the moment 
vector p. 
THEOREM 2.2. The coefficient subvector a; = (cc,:, . . . . ~rz,,)~ is given, for 
every integer n, by the relation 
a:= D-‘Lp, D=diag A, i= 1, . . . . m , (2.5) 
while the complementary subvector ai = (cl,&, + 1, . . . . d~,t,, + 2n)T is the solution 
qf the 2n-dimensional system 
m f 2n 
c 
h=O, 1, . . . . n- 1. (2.6) 
j=m+l 
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Proof: The orthogonality of the Legendre polynomials and the defini- 
tion of L imply that 
h=l 
i= 1,2, . . . . m+2n. 
Therefore, since llPi~,I12=2/(2i-1) and (xhp’, f,‘)=ph, (2.5) immedi- 
ately follows. Finally, if n > 0 and a: = D- ‘Lp, the normal solution f ,’ 
satisfies condition (2.2) if and only if a: is the solution of system (2.6). 1 
Computational Remark. Denoting, as usual, by { Pj”f)} the Jacobi 
polynomials orthogonal with respect to the weight function W(X) = 
(1 - x)’ (1 + x)” (a, /I > - 1 ), so that P,_ I = Pj”y’, the numerical evalua- 
tion of the derivatives Pj”_:“‘( f 1) may be obtained effkiently using the 
classical results [S] 
~Py’(x)=;(a+fi+j+ l)pj”_:‘*“+“(x) 
B+j 
(2.7) 
Pj”,B)(l)= 
a+j 
( > 
j ) p;“. a)( - 1 ) = ( - 1)’ 
( > j ’ 
Observing that I’ = (1, 0, . . . . 0) and I*= (0, 1, 0, . . . . 0), the rows {P > of the 
matrix L may be constructed very easily either by the classical three-term 
recurrence relationship between the Legendre polynomials or, eqltivalently, 
by the explicit representation of Pj [S] 
P,(x)=2-’ c (-1) r: h($(2j;2h)xj -2, 
3. ON SOLVING INTEGRAL EQUATION (1 .I) WITH BOUNDARY CONSTRAINTS 
In this section we assume that the function f to be recovered satisfies, in 
addition to (l.l), the boundary constraint 
Mf= f(-l) =O, 
[ 1 f(l) 
(3.1) 
Denoting by w the weight function w(x) = 1 -.x2, let Hi be the Hilbert 
space 
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where the inner product is defined by 
(24, v),;= (WC, wO),;= (u,C) = (a, II), ti, B E HO. 
Besides, let H{ (n = 1, 2) be the Hilbert spaces 
H:, = {f~ HZ : Mf= 0}, where (u, v),;= (u’, v’); 
Hz= {&Hz : Mf=O}, where (u, a),;= (u”, a”). 
Each Hilbert space Hi (n = 0, 1,2), as usual, is equipped with the norm 
Let fn be the normal solution of the finite moment problem in Ht ; then jn 
is uniquely characterized by the property 
Il.&II =min{llfII,;; :f~H;j, &“=vL). (3.2) 
Let A*: R” + H;I be the adjoint operator of A: H;I + R”, where R” is 
equipped with the euclidean inner product ( ., . )2. Since A and A* vary 
with n, in the following we will write A,, and A,* instead of A and A*, 
respectively. Moreover we will use the property 
.fn E MA,)‘> NAnI’ = NA,*), 
that is typical of the linear bounded operators from a Hilbert space to a 
finite dimensional Hilbert space [9]. 
Let 
{ 
gx- l)(t+ l), 
Gx(t)= gx+ l)(t- l), 
-1<tgx, 
x<t<l, 
be the Green function of the differential operator d*/dx* with respect o the 
boundary operator M; then for n = 0, 1,2 a basis for R(A,*) is given by the 
following 
THEOREM 3.1. If n = 0, 1,2 the range of A,* can be spanned by the 
polynomials 
‘loi= (1 -xQ-1, i = 1, . . . . m, (3.3) 
Vni= J’ G,(t)&(t) dt, n=l,2, i=l,..., m, (3.4) 
-1 
where 
f.&(t)= -tip’, 
rl;‘iCt) = ~si-l(I)Y 
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and 
e,+ l(t) = i (-‘r- ’ [i-j. 
j= 1 
Proof. If n = 0, setting qoi= W(X)& ‘, from the definition of Hi it 
follows that 
and then (3.3) is proved. 
If n = 1, 2, for every f~ H;f and a E R”, the definition of G,(t) implies 
as well as 
= f cli j)-“(t) j’ xi-‘G.,(t)dxdt, 
i=l I 
(3.6) 
Therefore, setting 
r&(t) = j’ xi- ‘G,(t) dx and 
-I 
r/;,(t)= j’ xi--l [--$(t)]dx, 
-1 
it results that 
p;= j' xi-' j' G,(t).!-"(t) dt dx= (V;li, f"> = (v;,, f'>. -I -1 
Therefore vii and qyj can be explicitly expressed as in (3.5). 
Finally from (3.6), by virtue of (3.4) which states that q,, E H;1, we obtain 
and then R(A,*) = span{q,i}. 1 
Theorem 3.1 essentially states that, for i= 1, . . . . m, one has 
deg(r],,)= i+ 1, 
deg(r],,) = i + 3, 
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Therefore Theorem 3.1 proves that: 
(1) ~ooE17,+1,~~E17,+,,~22E17,+3; 
(2) while jb and f, only satisfy the initial boundary constraint 
Mf, = MF1 = 0, jz2, in addition to the initial constraint MT* = 0, satisfies the 
complementary constraint Mfi = 0. 
In order to have a well-conditioned representation ofIn,, in the following 
we develop, for n = 0, 1, 2, a numerically stable method to obtain a set 
(ii,;> of orthogonal polynomials such that 
span{tni} = span{q,;) = R(A,*). (3.7) 
To this end we do not use the Gram-Schmidt method, because increasing 
m, it quickly becomes numerically unstable. 
THEOREM 3.2. The orthogonal polynomials {dni} can be expressed as 
rjOi(X) = (1 - x2)Pi’, i’(x), (3.8) 
411(x) = 
i+l i 
2 se G,(t)Pj? :‘(t) dt, 
1 
dzi(X)= [’ G,(t)(l - t”)P$>:‘(t) dt. 
(3.9) 
(3.10) 
Proof: Relation (3.8) is an immediate consequence of (3.3) and the 
definition of Jacobi polynomials. 
Relation (3.5) states that vi, E ni while the definition of the inner product 
in HA implies that & = Pj’,‘), so that, by virtue of (2.7), one has 
t;li=((i+ 1)/2)Pi-1. (‘, ‘I Relation (3.9), which states that Mqli = 0, follows 
then as an immediate consequence of the definition of the Green func- 
tion G,. 
Finally (3.5) and the definition of inner product in Hi imply that 
d;;(x) = (1 - x’) PI? f’(x) 
from which (3.10) immediately follows. 1 
Computational Remark. The orthogonal polynomials {yjni} can be 
obtained with a numerically stable algorithm. In fact the Jacobi polyno- 
mials {Pi?:)} and {Pj?:)) can be generated by the three-term recurrence 
relationship and the integrals of (3.9) and (3.10) can be calculated analyti- 
cally. 
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Theorem 3.2 establishes that fn can be spanned by a linear combination 
of the orthogonal polynomials {fni}, that is, 
fx = i oiJjni. (3.11) 
,=I 
Let L,, (n = 1, 2) be the matrix (analytically known) whose ith row 1: gives 
the coefficients of the Jacobi polynomials {Pj?;)} with respect to the 
powers {x’~‘}. 
Denoting by T the m-dimensional lower triangular matrix whose ith row 
t’ gives the coefficients of the polynomial dip , , the following theorem gives 
analytically the vector 6,. 
THEOREM 3.3. The coefficient vector B, is given, in terms of the moment 
vector p, by 
ho= D;‘L+, DI =diag{ Ij&Pj1’:‘11’ : i= 1, . . . . m}; (3.12) 
ii, = D,‘L+, D,=diag -& 
1 
llPf!L~‘ll’ : i= 1, . . . . m 
I 
; (3.13) 
82=D;1L2Tp%p 2 (3.14) 
where D2=diag{IIwPj~:)I12:i=1,...,m} andfi={i(i+l):i=l,...,m}. 
Proof Relation (3.11) and the orthogonality of { Pjk i)} imply that 
(P~‘~),~,i)ci,i=II~P~~:‘ll*~,i=(Pjl:’,j), i=l m, , . ..? 
from which, remembering the definition of f:, it follows that 
and (3.12) is proved. 
j=l 
Since, as remarked in Theorem 3.2, one has rjii= Pi’,‘) and consequently 
f;i=((i+ l)/2)P$p, 2 I, l) from (3.11) it follows that 
lI4,ill@,i= IIpI”‘o)l12 g,,= ct*;r ih: 
= -(+j;i,j)= + vj: :‘, />, i = 1, . . . . m. 
Therefore (3.13) follows as a straightforward consequence of the definition 
of L,. 
Since fj;. = wP!2, *) I r , relation (3.11) implies that 
llwp!Lf’lj2 oi2i= (?jzi, j)ffi= (WPi”f’, j”), i= 1 , . . . . m. (3.15) 
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Moreover, from the definition of the matrices L, and T, it follows that 
p!2,2) = + r-l and 0, , = t’x. 
Therefore, by the relations between the polynomials {(a} and {eip ,}, 
setting 0= (6,, . . . . O,pl)T, q;= (q;,, . . . . v;~)~, and P(2,2)= (Pp2), Pi2,2), . . . . 
P!,f?:), we have 
wP’~.~)=~L~T-~~=L,T~‘~~~;. 
Finally, because, as remarked in Theorem 3.1, one has 
(3.16) 
OIL, f “> = Pi, i= 1 , -., m, 
relation (3.15) (3.16) imply relation (3.14). i 
Computational Remark. Since, for n = 1,2, I,,’ = (1, 0, . . . . 0) and 
1: = (0, n + 1, . . . . 0), then the rows {fi} and {Ii} of the matrices L, and L, 
may be evaluated very easily using the classical three-term recurrence 
relationship between the Jacobi polynomials. 
Moreover, since the elements of the lower triangular matrix T are 
tii = 
(-l)‘- 1 
2 ’ 
i= 1 , . . . . m, j= 1, . . . . i, 
it is straightforward to prove that its inverse is given by 
i 
-1, i=j 
(T-l),= 1, i=j+2 
0, i#j, j+2. 
Finally we remark that, as a consequence of the classical properties of 
orthogonal polynomials, the diagonal elements of the matrices D,, D, , and 
D, are 
(DO)ii= -4/(i+ 1)(2i+ l), 
(D,),=%/(i+ 1)(2i+ l), 
(D2),=32i(i+1)/(i+2)(i+3)(2i+3). 
4. NUMERICAL RESULTS 
To estimate the numerical accuracy of the method we give some results 
on the recovery in H;I and in H” of the functions listed in Table I, 
according to whether they satisfy boundary constraints or not. Moreover, 
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TABLE I 
List of Test Functions 
f4=(1+x)4(1-X)2 
f5=$g((lix)‘(l- 
+ ? s’n ( 1 
fz(l+x) 
&=sin2(~7t(l+x))-~sin(!j7r(l+x)) 
,,=sin(in(l+x))-~sin(~n(l+x)) 
+$(I +x)*0 
the functional forms recovered in H”, as well as those recovered in H;I, can 
be subdivided into two classes according to whether they satisfy additional 
boundary constraints or not. More precisely, any function, except fg, 
satisfies the complementary constraint f ‘( & 1) = 0 typical of the normal 
solution in H ‘; functions f5, f6, f,, and fs satisfy the complementary 
constraints f “( f 1) = f “‘( + 1) = 0 typical of the normal solution in Hz; 
functions fi,f3,f5,fs,f7, and fs satisfy the complementary constraint 
Mf" =0 typical of the normal solution in Hi. 
Denoting by 7 the recovery of the model function A to estimate the 
accuracy of the numerical results we adopted the index 
E,(f)= y-. 
r; 
~~,,=max{~g(-l+$)i :i=l,...,90}, 
which gives a measure of the relative uniform error. 
However, since there is a progressive loss of accuracy ir!, the evaluation 
of the coeffkients of the Jacobi polynomials which expand f, the number m 
of the moments cannot be arbitrarily large. 
Using a 386-computer equipped with MATLAB [4], we believe that the 
method can be “accurately” applied if m < 25, hence all the results must be 
viewed in the light of this constraint. Nevertheless, our numerical results 
show that this bound is not generally restrictive. 
As a rule, we expect that the results improve as m increases. However, 
if the model function f E 17, and we must recover it in H”, it is very easy 
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to prove that the optimum value of m is k + 1 - 2n. Likewise, iffE 17, and 
Mf = 0, the optimum value of m is k - 1 both in Hz and Hi, while it is 
k-3 in Hi. 
Naturally, as a consequence of the roundoff errors, the theoretical and 
the numerical optimum value of m generally do not coincide. 
For fixed n = 0, 1, 2, to estimate numerically the optimum value of m in 
H” as well as in H;f, we adopted the following heuristic criterion of 
“a posteriori validation”: Denoting by 
f ,’ the normal solution of Eq. (l.l), characterized by the 
m-dimensional moment vector p, 
p,’ the lo-dimensional moment vector (P,‘)~= (,4f,+)j (i= 26, . . . . 35), 
generated by ft, 
@, the lo-dimensional moment vector (fim)< =(Af), (i= 26, . . . . 35), 
generated by the text function f, we evaluate the residual index 
R(m) = IIP,’ - cLmll2 
llPnlll* 
(m = 1, 2, . . . . 25). 
We consider as optimum the value of m which minimizes R(m). 
In the following we will denote by m, and rnz the minimizer of R(m) in 
H” and H;I, respectively. The most relevant numerical results concerning 
the recovery of the model functions are reported in Tables II and III, where 
numbers in parentheses indicate decimal exponents. 
More precisely the entries of Tables II and III give the relative uniform 
error E,(f) and the residual index R(m) in the recovery of the test 
functions both in H” and Hg. 
TABLE II 
Errors in the Absence of Boundary Constraints 
Ho H’ HZ 
m. E, R ml E, R m2 E, R 
/‘: 8  
f3 7 
; 2: 
Ii 25 
-7 f 25 
; 23 5
.fio 25 
1.3(-15) 3.7(-13) 
4.6(-15) 1.2(-13) 
5.8( - 16) 4.0( - 13) 
4.6(-15) 1.2(-13) 
7.6( -03) 4.4( -02) 
4.8(-03) 2.1(00) 
7.0( -03) 3.4( -02) 
2.9( -07) 5.8( -07) 
6.6( -07) 7.8( - 10) 
1.8(-07) 7.7(-11) 
6 4.6(-16) l.l(-13) 25 5.1( -05) 6.1( -07) 
8 4.3(-15) 5.8(-14) 25 l.l(-03) 1.3(-06) 
6 4.4(-16) 1.5(-13) 9 2.8( -03) 5.6( -01) 
8 4.1(-15) 5.8(-14) 25 l.l( -03) 1.3( -06) 
25 1.5( -03) 1.3( -02) 25 7.3( -04) 3.4( -03) 
25 5.5( -04) 4.6( -01) 25 2.8( -04) 1.2( -01) 
25 1.6( -03) 1.2( -02) 25 8.3( -04) 3.8( -03) 
23 5.4( -09) 6.3( -07) 25 8.6( -06) 1.4( -06) 
25 l.O( -02) 2.7; -07) 25 2.1( -03) 1.5( -07) 
25 3.2(-09) 7.7(-11) 25 5.3( -04) 1.5( -08) 
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TABLE III 
Errors in the Presence of Boundary Constraints 
HO, 
E, R 
4.1(-16) 5.4(-15) 
2.1(-15) 3.0(-14) 
5.6( - 16) 2.6( - 15) 
1.7(-15) 3.0(-14) 
1.4( -03) l.l( -02) 
5.2( -04) 4.0( -01) 
1.5( -03) l.l( -02) 
5.0( -09) 6.3( -07) 
H:, 
4 E, R 
6 1.9(-15) 8.2(-15) 
6 2.8(-15) 3.0(-14) 
5 1.3(-15) 3.6(-15) 
6 2.8(-15) 3.0(-14) 
25 1.4( -03) l.l( -02) 
25 5.2( -04) 4.0( -01) 
25 1.5( -03) l.l( -02) 
23 5.0( -09) 6.3( -07) 
4 
ff: 
EZ. R 
5 1.4(-15) 2.9(-15) 
25 2.9( -04) 4.9( -07) 
5 8.9( ~ 16) 3.6( - 15) 
25 2.9( -04) 4.9( -07) 
25 6.2( -04) 2.1( -03) 
25 2.5( -04) 8.1( -02) 
25 7.1( -04) 2.4( -03) 
23 3.5( - 10) 6.4( -07) 
Tables II and III essentially exhibit that: 
(1) The heuristic criterion is effective since, varying n in H” as well 
as in Hz, E, and R generally have the same kind of behaviour. This fact 
allows one to select, depending on the behaviour of R, the best recovery of 
each test function relative to n = 0, 1, 2. 
(2) The boundary constraints are moderately important: in fact while 
they are significant in the recovery of fS, they have little influence in the 
recovery of f5, f6, and f, and a negligible importance in the recovery of 
f,,.f*3 and f3. 
(3) The complementary constraints are very important, as can be 
noted especially in the recovery off,, fi, f3, and f4 in Table II and those 
of fi and f4 in Table III. The relevant difference between the errors in H” 
as well as in H: for 12 = 0, 1,2, especially shows that it may be harmful to 
recover a model function in a space where the normal solution satisfies 
complementary constraints which are not satisfied by this function. 
Finally the entries of Tables IV and V give the values of E, (f ), 
according to the value of n (n = 0, 1,2) for which R(m) is minimum in H” 
and Hi, respectively. 
H” H’ H’ H’ H’ H2 Hz H2 H” H” H” 
E, 4.6( - 16) 4.3( - 15) 4.4( -16) 4.1( - 15) 7.3( -04) 2.8( -04) 8.3( -04) 2.9( -07) 6.6( -07) 1.8( -07) 
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H;; H; Hi Hi Hi H; H:, H:, H:, 
E, 1.4( -15) 2.1( - 15) 5.6( - 16) 1.7( - 15) 6.2( -04) 2.5( -04) 7.1( -04) 5.0( -09) 
These tables show that: 
(1) The bound m d 25 is not restrictive in practice: indeed for all the 
functional forms examined, the test functions and their recoveries are 
graphically indistinguishable (E, 6 8.3 . 10P4). 
(2) It is very useful, in the absence as well as in the presence of 
boundary constraints, to solve the finite moment problem in different 
spaces. 
In fact the heuristic criterion adopted to select the best results allowed 
us to obtain a remarkable improvement of the results reported in 
[6, Table 21. 
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