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Abstract
Turbulence, motion characterized by chaotic changes in pressure and flow velocity, is a challenging
problem in physics. However, its underlying properties are found to be universal and do not depend on
the host fluid. Meanwhile, transport phenomena, irreversible exchange processes due to the statistical
continuous random motion of particles, although being complicated from a microscopic point of view,
can often be modelled quite simply by tracking macroscopic quantities of interest in the system. In this
thesis, using atomic Bose-Einstein condensates, we study both these phenomena inside a quantum fluid
using a highly configurable BEC platform developed to provide arbitrary dynamic control over the 2D
superfluid system. Furthermore, the experiments are modelled using the Gross-Pitaevskii equation, the
point vortex model and the hydrodynamic equations.
After theoretical background and introduction to the apparatus, the technique of direct imaging of a
digital micromirror device is described, which achieves the highly versatile and dynamic 2D potentials
that facilitate the experimental studies described. Superfluid transport through a mesoscopic channel
of tuneable length and width is next described. By investigating low amplitude oscillations and their
dependence on the system parameters, a resistor, capacitor, and inductor model is used to model the
transport. Surprisingly, the “contact inductance” of the channel at the reservoirs is a dominant effect
for a significant portion of the parameter range. The resistive transport for high initial bias is also
studied, showing an Ohmic resistive relationship over the broad parameter range. Next, the transport
between two reservoirs initially prepared at different temperatures, but with similar particle number,
was explored.
Our 2D superfluid system, with hard-wall confinement, provides an ideal experimental system
for the study of 2D quantum turbulence. The system is utilized to demonstrate the first experimental
realization of large Onsager vortex clusters in the negative absolute temperature regime, through the
injection of high energy clusters into the 2D superfluid. The clusters are found to be surprisingly
stable for long time periods. The vortex cluster energy loss rate is studied while changing the system
parameters, suggesting thermal damping is the dominant loss mechanism.
The techniques and results presented in this thesis open up new avenues for the study of quantum
fluids, be it by providing a concise atomtronic model for predicting superfluid transport or expanding
the accessible parameters space available to fundamental studies of turbulence. The realization of
negative temperature vortex distributions, long ago predicted by Onsager, open up the experimental
study of the full phase-diagram of 2D vortex matter. The refinement of optical trapping techniques for
BECs presents new and promising directions for future BEC experiments in configured potentials.
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Chapter 1
Introduction
This thesis presents an experimental, numerical and theoretical study of transport and turbulence in
oblate superfluid Bose-Einstein condensates (BECs), trapped in versatile potentials generated using the
projection of a digital micromirror device (DMD). In addition to describing our trapping techniques
and their applicability to multiple experiments, we focus on the behaviour of a tunable atomtronic
circuit, and explore fundamental aspects of 2D turbulence, observing Onsager’s well-known vortex
clusters for the first time. The ever-increasing control of such superfluid systems through our work
with DMDs has enabled these studies, and these superfluid systems are fundamentally interesting as
they present intersections between quantum mechanics and classical fluid dynamics.
The experimental study of superfluid turbulence and transport in BECs is still in the early stages
of development. As the experimental techniques have needed to advance, most of the studies in the
quantum turbulence in BECs have been numerical. With improving experimental techniques, driven in
part by the increased interest in creating state of the art sensors using BECs, this status appears to be
changing.
This progress is encouraging, as such superfluid systems may provide key insights into the
formidable challenge of hydrodynamic turbulence, which is one of the least understood classical
phenomena. Despite the underlying equations having been known since Stokes and Navier, the question
of turbulence remains open, and even for the simplest systems, the flow cannot be determined from
first principles [4]. This has resulted in recent texts even refusing to give it a rigorous definition [5, 6]
preferring to only state its agreed upon characteristics [5, 7–10]. Turbulence is, however an essential
element of fluid flow across broad length scales, and important to diverse fields of science; from
microbial suspensions and the distribution of pollutants [11] to atmospheric flows [12, 13] and climate
predictions [14, 15] to the large scales of stellar and astrophysical phenomena [16]. Understanding
turbulence is also interesting to fundamental mathematics due to notions such as chaos, scale invariance
and statistical predictability stemming from the subject [17]. The smoothness problem of the Navier-
Stokes equations is one of the unsolved Millennium Prize problems.
Dimensionality is an important parameter that influences the behaviour of both classical and
quantum turbulence. The optical controls described in this thesis enable experiments with quasi-
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uniform gases where the superfluid dynamics are approximately 2D. Combined with high-resolution
imaging, resulting in the possibility of imaging vortex cores in the trap or with short free expansion,
it is a near-ideal system to study 2D quantum turbulence [18, 19], and our results demonstrate this
quality of the experiment.
The flexibility of our system has enabled our other main area of study: superfluid transport in
controllable potentials, within the new field of atomtronics. Atomtronics [20, 21] first emerged in
the context of ultracold thermal atoms as an interdisciplinary field seeking to create electronic like
elements using neutral atoms instead of electrons as the carriers.
Reflecting the challenges of standard electronics, atomtronics involves many-body interactions, in
open systems out of equilibrium. Much of what goes on at the microscopic scale during the operation
of an atomtronic elements means only simple circuits can be fully described. Theoretical descriptions
involve treating the system as a fully quantum circuit that evolves under unitary evolution [22–28].
Complicated elements like transistors require an open system approach for their gain [20, 29–33] and
heat exchanges can be treated as a form of information of the system [34–38]. Superfluids used to
process information in an atomtronic circuit are usually isolated and out of equilibrium from their
thermal environment, whereas electrons are strongly coupled to their environment. This decoupling is
both a blessing and a curse since the system is not fully a quantum system due to the need to model
the perturbation caused by the thermal component on the superfluid nor can the superfluid be treated
as being in thermal equilibrium with its environment. Despite the microscopic complexity of these
systems, it is possible to ignore the microscopic of the system and develop lumped sum abstraction
models as is done to the electrical circuits to model the transport of superfluid in simple atomtronic
circuit [39], and we show that this approach works well for our system, developing models that may
be useful as a “roadmap” for designing atomtronics circuits in the future.
A brief outline of this Thesis follows: in Chapter 2 we introduce the Bose-Einstein condensation
phenomenon and much of the background theory for quantum fluids and quantum turbulence through
the Gross-Pitaevskii equation. Chapter 2 also introduces the theory behind optical atom manipulation
and the three main data acquisition techniques used to acquire information about the BEC: absorption
imaging, Faraday imaging, and momentum spectroscopy using Bragg scattering. Chapter 3 gives an
overview of the apparatus used for the experiments presented in other chapters. Chapter 4 presents
original work on the utilization of directly imaged DMDs to broaden the control over the potentials
available for BEC experiments, which enables the experiments presented in Chapters 5 and 6. Chapter 5
presents our work on studying superfluid transport in the framework of trying to model them using
eletrical circuit elements inspired by [39]. Chapter 6 presents our realization of high-energy Onsager
vortex clusters in a planar superfluid and our subsequent study of their stability and dynamics. Chapter 7
presents the future experimental outlook and concluding remarks.
Chapter 2
Theoretical Background
This chapter provides the relevant theoretical background necessary for understanding the experiments
presented in this thesis. First, details on Bose-Einstein condensation, quantum fluids, and turbulence
are presented. The basic properties of the Gross-Pitaevskii equation are introduced as they provide
a theoretical model for the zero-temperature dynamics of the BEC; this discussion includes its
hydrodynamic form and the resulting quantum vortices. The point vortex model is introduced, as it
provides a good approximation of vortex dynamics in quasi-uniform two-dimensional condensates.
This chapter concludes by describing the theoretical foundations of the data acquisition techniques used
in the experiments, along with a description of the calibration techniques used. Primarily, both Faraday
and absorption imaging were used to measure the atomic density distribution and are thus described.
Finally, an overview of Bragg-scattering, which was used to perform the momentum spectroscopy of
the BEC and for vortex sign detection, is presented.
2.1 Bose-Einstein condensates
Elementary particles are categorized according to their internal angular momentum with fermions
having half-integer spin, and bosons possessing integer spin. The wave functions for these particles
are distinguished by their respective symmetries under particle position exchange:
Ψboson(~r1,~r2) =Ψboson(~r2,~r1); Ψfermion(~r1,~r2) =−Ψfermion(~r2,~r1), (2.1)
where the overall change of the phase of the wave function for the bosons and fermions evolves
by 2npi and (2n+ 1)pi respectively with n ∈ Z, and ~r1, ~r2 represent the position of the particles.
These symmetries of the wave functions lead to drastic differences in the behaviour. For bosons,
they can occupy the same quantum state, leading to a tendency of the particles to occupy the same
state. Meanwhile, fermions cannot occupy the same state, due to the Pauli exclusion principle. These
properties lead to very different quantum state occupation statistics for these particles where the bosons
follow Bose-Einstein statistics and fermions follow Fermi-Dirac statistics [40].
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The development of the boson statistical model arrived in 1924, when Satyendra Nath Bose used
the statistics of a collection of quantized particles of light statistics to derive the Plank distribution [41].
In 1924-1925, Einstein used de Broglie’s idea about the duality of matter waves to extent Bose’s work
to massive particles [42, 43] from which the Bose-Einstein probability distribution was born,
f 0(En) =
1
eEn−Emin−1 . (2.2)
This expression reflects the probability of finding a particle in the energy state En. Einstein found that
bosons which obeyed Bose’s proposed framework were indistinguishable from one another which
leads to having no limit on the number of particles occupying the same state. Combined with particle
conservation, he predicted a critical temperature at which a phase transition starts to occur where the
atoms start to preferentially occupy the lowest quantum state of the system. This is a consequence of
Eq. (2.2) since the energy of the particles cannot go below the lowest energy state which means that
at absolute zero all the atoms must be in the same state, referred to as the Bose-Einsetin Condensate
(BEC). For particles in this state, the gound state of the system is known as the macroscopic ground
state which differs from single particle ground state due to presence of interactions. In the macroscopic
ground state of the system, the particles form a coherent, macroscopically populated matter wave
which tends to behave as a single macroscopic quantum object which is coherent and behaves as a
superfluid. It took 70 years to experimentally realize Einstein’s original idea using cold atoms, with
the first condensation achieved in 1995 [40].
2.2 Basics of quantum fluids
In this section, the basics of quantum fluids are introduced in terms of how they can be modelled and
how can they behave. In particular, the Gross-Pitaevskii equation is described, which in most cases
provides a good description the behaviour of these fluids at low temperatures. It has been shown to
be a good model of 87Rb BECs in the 2D superfluid regime [40] which we achieved experimentally.
Quantum vortices and their dynamics will be introduced. They occur in BECs due to the continuity of
the macroscopic wave function and form the basis of quantum turbulence (QT) which has emerged as
a major field of research in superfluid systems and will be explored in this work. The hydrodynamic
modelling of BECs will also be presented which will be used to investigate the transport dynamics of
superfluid systems.
2.2.1 Gross-Pitaevskii equation
As described above, for any ensemble made up of bosons following Bose statistics, there exists a
certain critical temperature (Tc) below which the ensemble achieves Bose-Einstein condensation and
a large fraction of the particles occupy the macroscopic ground state of the system. In principle,
the many-body wave function of a Bose-Einstein condensate is exactly solvable using a many-body
Schro¨dinger equation, but the computational resources required are not practical even for modest atom
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numbers. Provided that most of the particles are present in the ground state, or that they do not interact
with the particles which are in other states of the system, and that the interaction between the particles
is not too strong, the Gross-Pitaevskii equation (GPE), first derived in the context of superfluidity as a
phenomenological description of superfluid helium [44–46], provides a (semi)classical computationally
tractable description of the macroscopic wave function (Ψ(~r, t)) of the system [47]. In this description,
the many-body quantum field operator that represents the boson particles in the ensemble is replaced
with a (semi)classical field:
ih¯
∂Ψ(~r, t)
∂ t
= HˆΨ(~r, t) =
[−h¯
2m
~∇2+V (~r, t)+g |Ψ(~r, t)|2
]
Ψ(~r, t). (2.3)
Hˆ is the Hamiltonian, V (~r, t) is the net external potential acting on the system, g is the interaction
strength parameter of the system, and m is the mass of the constituent particles. If g > 0 then the
interactions are repulsive since the constituent particles repel each other. Conversely, for g < 0 the
system is attractive. Lastly, g = 0 constitutes an ideal, non-interacting system where the particles are
not ‘aware’ of each other’s existence. A non-interacting system obeys the linear Schro¨dinger equation
and the ensemble will behave as a single-particle. The non-linearity in the system thus results from the
interactions between the bosons and can be approximated by considering the s-wave scattering, since
it is the main collision process at low energy. The coupling constant characterizing the strength of the
two-body interaction is given by
g =
4pi h¯2as
m
, (2.4)
where as is the cross-section of the s-wave interactions for the constituent particles. For systems
at higher temperature, higher-order collisions are possible that modify the coupling constant. The
derivation of the GPE is not shown here, but it can be found by factorising the many-body wave
function to extract the single-particle ground state [48], or by treating the field operator as a linear
combination of a mean field and a quantum fluctuation field, and showing that for large enough
occupations of the ground state the quantum fluctuations can be ignored [49]. Although the GPE is a
semi-classical approximation of the many-body wave function, it captures many aspects of condensate
dynamics such as the dynamics of vortices, solitons, sound propagation, and collective oscillations. It
does not, however, capture quantum effects such as tunnelling. It also ignores occupations of high
energy modes, which occur when not all of the particles are in the condensate state, such as is the case
at non-zero temperature in the presence of a thermal cloud.
The experiments presented in this document use condensates of 87Rb which are well described by
the GPE since the occupation of the ground state tends to be quite high (> 80%) and the interactions
are quite small due to the low density of the cloud compared to liquid helium. In the absence of a
magnetic field, the scattering cross-section (as) of 87Rb is positive (repulsive) and approximately equal
to 100 Bohr radii (as = 100a0). It can be tuned using Feshbach resonances [50–52] in the presence of
a magnetic field, but the experiments in this thesis take place in the presence of small magnetic field
(|~B|< 80 G) which has little effect on the scattering cross-section.
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For a system consisting of Ntotal with Ncond particles in the ground state, the wave function describes
the local density throughout the system which gives the following normalization condition for the
macroscopic ground state of the system
Ncond =
∫
|Ψ(~r, t)|2d3~r. (2.5)
The energy contained within the system is given by
E =
∫ [ h¯2
2m
∣∣∣~∇Ψ(~r, t)∣∣∣2+V (~r, t) |Ψ(~r, t)|2+ g
2
|Ψ(~r, t)|4
]
d3~r. (2.6)
For an isolated system with a fixed external potential in time, V (~r, t) =V (~r,0), the energy and atom
number are conserved which is the case with Eq. (2.3). It is useful to decompose the system into its
constituent energies:
EK(t) =
∫ h¯2
2m
∣∣∣~∇Ψ(~r, t)∣∣∣2 d3~r; (2.7a)
EP(t) =
∫
V (~r, t) |Ψ(~r, t)|2 d3~r; (2.7b)
EI(t) =
∫ g
2
|Ψ(~r, t)|4d3~r; (2.7c)
which are the kinetic, potential, and interaction energies respectively.
2.2.2 Time-independent Gross-Pitaevskii equation
Stationary states of the GPE can be obtained by separation of variables, assuming that Hˆ is time
independent, as is done for the Schro¨dinger equation. The stationary solutions have the form Ψ(~r, t) =
e−iµt/h¯ψ(~r) where µ , defined as µ ≡ ∂E/∂N, is the chemical potential ‘eigenvalue’ and ψ(~r) is the
stationary wave function profile. Substituting into Eq. (2.3) gives the time-independent GPE equation
µψ(~r) =
[−h¯
2m
~∇2+V (~r)+g |ψ(~r)|2
]
ψ(~r). (2.8)
The chemical potential can be similarly expressed in terms of the system energies as
µ =
1
Ncond
(EK+EP+2EI) . (2.9)
Cold atom experiments usually start with a condensate in the ground state of the system before
modifying the external potential to probe the response of the system. This means that to simulate
the initial state of the system, one must first find the stationary state with the lowest energy. This
can be achieved by starting with a random initial state that is non-orthogonal to the ground state
solution Ψinit(~r, t) = ∑∞i=0 aie−iµit/h¯ψ(~r). Through the use of imaginary time evolution of the wave
function [53], Ψ(~r,−it) =∑∞i=0 aie−µit/h¯ψ(~r), in the limit (t→ ∞), the mode with the lowest chemical
potential will become dominant. After re-normalization, one obtains a very good estimate of the
ground state wave function. It is not necessary to decompose the original wave function explicitly,
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since doing so would mean that the ground state wave function is already known. Instead, one makes
the imaginary time substitution in Eq. (2.3) and then evolves an initial ansatz wave function under
imaginary time to obtain the ground state. For the initial ansatz ground state, the Thomas-Fermi ground
state approximation is usually used, see Section 2.2.4.
2.2.3 A generalized dimensional reduction
In most of our experiments, the trapping is highly anisotropic, such that the trapping in the vertical
direction is much more tightly confined that in the horizontal directions, with trapping frequencies
ranging from ωz = 2pi× (140−320) Hz vertically and ωx ≈ ωy = 2pi× (2.7−6.2) Hz, horizontally.
Note the range results from the choice in the input power of the trapping beam. This imbalance
in the frequencies in the trapping leads to a separation in the energy scales between the directions
because excitation along different directions will now have different energy. This leads to the most
and in some cases all of the excitations to occur in the horizontal directions where it is less energy
costly, leading to higher entropy. This leads to the possibility of expressing the wave function as
products of a 2D density profile Ψ(x,y, t) with a time-independent vertical density profile φ(x,y,z).
The x and y dependence of the vertical ground state is to account for the fact that the vertical trapping
frequency in experimental traps is not actually constant, so the vertical trapping potential has the form
Vz(x,y,z). The macroscopic wave function can, therefore, be written as Ψ(~r, t) = Ψ(x,y, t)φ(x,y,z)
with
∫ |φ(x,y,z)|2 = 1, ∫ |Ψ(x,y, t)|2 = N and the potential as V (~r, t) =V (x,y, t)+Vz(x,y,z). Note it is
possible to include a time dependence on the vertical trapping potential as long as it is fast enough to be
time-averaged [3], in which case Vz(x,y,z) would be the time-averaged effective potential. Substituting
into the GPE, Eq. (2.3), multiplying by φ∗(x,y,z), and then integrating the z-dependence results in an
effective 2D GPE of the form:
ih¯
∂Ψ(x,y, t)
∂ t
=
−h¯
2m
(
~∇2+
∫
dzφ∗(x,y,z)~∇2φ(x,y,z)
)
Ψ(x,y, t)+
V2D(x,y, t)Ψ(x,y, t)+g2D(x,y) |Ψ(x,y, t)|2Ψ(x,y, t),
(2.10)
where V2D(x,y, t) is the effective 2D potential of the 3D system, g2D(x,y) is the effective interaction
strength. These parameters are given by
V2D(x,y, t) =V (x,y, t)+
∫
dzVz(x,y,z)|φ(x,y,z)|2 =
∫
dzV (~r, t)|Ψ(~r, t)|2∫
dz|Ψ(~r, t)|2 (2.11)
and
g2D(x,y) = g
∫
dz|φ(x,y,z)|4 = g
∫
dz|Ψ(~r, t)|4
(
∫
dz|Ψ(~r, t)|2)2
(2.12)
where we have used the fact that
∫
dz|φ(x,y,z)|2 = 1 and that Ψ(x,y, t) has no z-dependence to make
the change from φ(x,y,z) to Ψ(~r, t). The reason for this transformation is that the exact functional
form of the vertical confinement might be unknown, making it hard to calculate φ(x,y,z) explicitly.
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This is not an issue numerically, since one only needs to compute the ground state of the potential
Ψ0(~r) and apply Eqs. (2.11) and (2.12) to the effective potential and interaction strengths. Note that, if
possible, it is better to find the ground state of Vz(x,y,z) and not of V (~r,0). Even though theoretically
there is no difference, numerically the integrals are inaccurate if the local wave function is too small
due to V (x,y,z) being high. Finally, there is a
∫
dzφ∗(x,y,z)~∇2φ(x,y,z) factor in Eq. (2.10) which
cannot be trivially calculated. Examining Eq. (2.8), it is equivalent to making the replacement
µ → µ− h¯
2m
∫
dzφ∗(x,y,z)~∇2φ(x,y,z). (2.13)
In which case Eq. (2.10) becomes simply
ih¯
∂Ψ(x,y, t)
∂ t
=
[−h¯
2m
~∇2+V2D(x,y, t)+g2D(x,y) |Ψ(x,y, t)|2
]
Ψ(x,y, t). (2.14)
Unless stated otherwise, all the effective-2D simulations in this thesis are subject to this dimensional
reduction. Note that this reduction is not limited to harmonic trapping or system where the atoms
are in the vertical ground state. As long as the z trapping potential is independent of time, and the
wave function can be decomposed into a 2D fraction, multiplied by a time-independent spatially
dependent (or not) vertical component this reduction applies. This approach has been extended by
Thomas Bell in the UQ lab to simulate the time-of-flight expansion of a BEC [3] where V (~r, t) = 0
and Ψ(~r, t) =Ψ(x,y, t)φ(z, t) giving a time-dependent g2D(x,y, t).
2.2.4 Thomas-Fermi approximation
The initial state of many experimental BEC systems is well approximated by the Thomas-Fermi wave
function since most of the atoms occupy the macroscopic ground state of the trap, in which they are
held, and that the kinetic energy of that state tends to be small compared to the interaction energy in
the system. Setting the kinetic energy to zero in Eq. (2.8), one obtains that the Thomas-Fermi ground
state wave function amplitude is given
|ψ(~r)|=

√
µ−V (~r)
g µ ≥V (~r)
0 otherwise
(2.15)
where µ is defined such that
∫ |ψ(~r)|2d~r3 = Ncond. In the experiments presented in this thesis, a
sheet beam with narrow vertical waist provides the vertical confinement and the plane (horizontal)
confinement is provided by a binary light pattern, generated by a DMD, projected onto the atom plane
with sufficient strength that where the light is not masked by the DMD amplitude, there are no atoms
present. The potential can thus be approximated as
V (~r) =VDMD(x,y)+Vz(z) =VDMD(x,y)+
1
2
mω2z z
2. (2.16)
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While an approximation, it is assumed that VDMD(x,y) is binary, and can take on the values 0 or V0 with
V0 > µ . The chemical potential of the GPE, Eq. (2.8), in the Thomas-Fermi limit can be calculated
using
µ =
∫ (
V (r)|Ψ(r) |2+g|Ψ(r)|4)d3~r∫ |Ψ(r) |2d3~r . (2.17)
In the case of the potential given in Eq. (2.16) and the Thomas-Fermi wave function, Eq. (2.15), we
obtain
µ =
1
2
(
3g(mω2z )1/2
2A
)2/3
N2/3cond (2.18)
where A is the 2D area of the trap where the VDMD(x,y) = 0, given by A =
∫
(1−VDMD(x,y)/V0)dA.
Later, the Thomas-Fermi approximation will be used to derive an effective capacitance for atom-
tronic circuits. It is also used numerically as an ansatz of the ground state wave function to evolve
under imaginary time before numerical simulations.
2.2.5 Healing length
Apart from the scattering length (as) and the Thomas-Fermi characteristic-size of the system, the
healing length ξ is another fundamental length scale relevant to the understanding of BEC physics. It
is of particular importance when looking at the dynamics of vortices. It is a measure of the distance
over which the density makes a transition from zero density to the background level density for a bulk
superfluid. It can be used as an estimate of the length scales over which features in the potential will
be relevant, since the wave function will vary on length scales on the order of the healing length. It
can be obtained by looking at a system of infinite extent in the y and z directions and with an infinite
energy barrier for x≤ 0 leading to ψ(0,y,z) = 0 boundary condition which needs to be solved on
0 =
[
h¯2
2m
~∇2+g|ψ(x,y,z)|2−µ
]
ψ(x,y,z) (2.19)
which is simply Eq. (2.8) without potential energy. It is also known that far from the boundary the
density will ‘heal’ back to its bulk value, n0, giving the second boundary condition limx→∞ψ(x,y,z) =
n0. The lowest energy solution to this equation is one with no dependence on y or z, minimizing the
kinetic energy. This makes the system easily solvable, with the solution
ψ(x,y,z) =
√
n0 tanh
(√
mn0g
h¯
x
)
=
√
n0 tanh(x/ξ ), (2.20)
where the healing length was defined to be:
ξ =
h¯√
mn0g
. (2.21)
The healing length can also be derived by looking at the minimization of the energy when
transitioning from a bulk superfluid to zero density, since there is an energy cost associated with
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bulk density (interaction energy) and density gradients (kinetic energy) [54]. The solution leads to a
healing length ξ ′ = ξ/
√
2 different by a factor of 1/
√
2 . In this thesis, Eq. (2.21) will be taken as the
definition of the healing length.
2.2.6 Speed of sound
There are many types of excitations that can occur in a condensate, with the most well-known perhaps
being the topologically protected vortex and soliton excitations. Another form of excitations in
the condensate are sound excitations, which are quasiparticles in the same sense as phonons in a
semiconductor lattice. Their energy, in a uniform density system, is given by the Bogoliubov excitation
spectrum [55]
ε(p) =±
[
gn(~r)
m
p2+
(
p2
2m
)2]1/2
, (2.22)
where p is the momentum of the quasiparticles, which has a wavenumber and wavelength given by
k = p/h¯ and λ = 2pi/k. For excitations with small momenta p 2√mgn , the dispersion law is well
approximated by a phonon like dispersion from
ε(p)≈ p
√
gn(~r)
m
= pcs, (2.23)
where the speed of sound is [55, 56]
cs =
√
gn(~r)
m
=
√
µ
m
=
√
n0g/m =
1√
2
h¯
mξ
. (2.24)
This means that small amplitude and low energy (low momentum) excitations travel through the
condensate the same way sound propagates through air. They do so at a constant speed know as the
speed of sound cs. The speed of sound can be used as a way to measure the chemical potential or used
to check the calibration of the atom number imaging counts.
On the other side of the spectrum for large momentum p 2√gnm the dispersion relationship
looks like
ε(p)≈ p
2
2m
+gn (2.25)
which is very similar to a free particle with the interaction energy acting as a potential. It is interesting
that the characteristic lengths over which the excitations switch from phonon like to particle-like are
when the wavenumber is the inverse healing length k = ξ−1.
The velocity at which the energy is minimized by creating excitations can be obtained by applying
the Landau criterion [57, 58]:
Vc = min
(
ε(p)
p
)
= min
(
pcs
p
)
= cs. (2.26)
The critical velocity for creation of excitations (Vc) and the speed of sound (cs) are one and the same.
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2.2.7 Quantum vortices
We can express the complex number representing the wave function in the polar representation, called
Madelung transformation, as
Ψ(~r, t) =
√
n(~r, t) exp [iθ(~r, t)] , (2.27)
where the n(~r, t), θ(~r, t) represent the density and phase of the BEC, respectively. This is equivalent to
treating the BEC as tiny droplets of superfluid with a certain density and velocity dictated by the phase
through the probability current
~j(~r, t) =
h¯
2mi
[
Ψ∗(~r, t)~∇Ψ(~r, t)−Ψ(~r, t)~∇Ψ∗(~r, t)
]
. (2.28)
Substituting in the hydrodynamic form of the wave function, Eq. (2.27), the probability current
becomes
~j(~r, t) =
h¯
m
n(~r, t)~∇θ(~r, t) (2.29)
which, as expected of a current, is a density multiplied by the velocity
~v(~r, t) =
~j(~r, t)
n(~r, t)
=
h¯
m
~∇θ(~r, t). (2.30)
The phase of the wave function can be thought of as a potential giving rise to the velocity field in the
condensate, with the superfluid flowing along its gradient.
A consequence of Eq. (2.30) for a single-valued phase is that the vorticity ~ω is 0 everywhere:
~ω(~r, t)≡ ~∇×~v(~r, t) = h¯
m
~∇×~∇θ(~r, t) = 0, (2.31)
leading to an irrotational velocity field. To support circulation, a pole in the phase profile is required
which is called a vortex. This pole must lead to a single-valued wave function, therefore the circulation
Γ around any closed surface contour C meaning
Γ≡
∮
C
~v(~r, t) ·d~r = h¯
m
∮
C
~∇θ(~r, t) ·d~r = h¯
m
2Npi = κN (2.32)
with N ∈ Z and κ = h/m also known as the quantum circulation. This means that circulation in the
condensate is quantized to be an integer multiple of κ . The consequence is that, contrary to vortices in
a classical fluid, the vortices in the superfluid must have quantized circulation since any path travelled
through the condensate must undergo a phase change which is a multiple of 2pi as a consequence of
the wave function being single-valued. The value of N determines the winding number, or charge,
of the vortex by representing how many times the phase went through a 2pi winding. The winding
number of a single vortex is usually ±1 due to the high energy cost of higher charged vortices which
tend to decay into multiple singly-charged vortices [59,60]. This leads to vortices with a clockwise and
counter-clockwise circulation which are often referred to as antivortices and vortices, since combining
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them results in annihilation of the flow. At the singularity, at the vortex location, the wave function
vanishes to prevent infinite kinetic energy and to keep the wave function single-valued.
Assuming a vortex is located a position~r0 the vortex circulation, Eq. (2.32), can be calculated
using the Stokes’ theorem assuming the contour C encloses only one vortex core with joining surface
S confined to the superfluid:
∮
C
~v(~r, t) ·d~r =
∫
S
~∇×~v(~r, t) ·d~S = κN. (2.33)
Assuming we are working with 2D vortices in the xy-plane this results in the vorticity of vortices being
given by
~ω(~r, t) = κNzˆδ (|~r−~r0|) . (2.34)
The singularity leads to the vorticity being confined to the vortex core location~r. These planar vortices
in a quasi two-dimensional condensate are thus point vortices, with only a minor deviation being a
correction due to the density envelope.
The velocity field produced by a vortex is obtained by minimizing the energy it produces. This
leads to a phase profile which is azimuthally symmetric [58]. The field needs to satisfy Eq. (2.32)
leading to
∮
C
~vv(~r, t) ·d~r = vvφˆ ·2pirφˆ = κN (2.35)
where φˆ is the polar coordinate unit vector for a coordinate system centred on the vortex core. By
re-arranging, the velocity field produced by the vortex is
~vv(~r) =
h¯
m
N
|~r−~r0| φˆ . (2.36)
A diverging velocity can be seen for~r→~r0, leading to diverging of the kinetic energy, but this is
prevented by the density envelope of the vortex [48]
nv(~r) =
n0|~r−~r0|2
|~r−~r0|2+2ξ 2 (2.37)
where n0 is the background density and nv(~r) is an approximation analytical form of the density profile
that minimizes the energy of the vortex. Close to the core, the density tends to zero and far from
the core the density stabilizes to the background density. Density profile solutions for higher charge
cores show that they are unstable and will tend to decay into the appropriate number of single winding
vortices [59, 60], unless the external potential is modified in such a way as to stabilize them [60]. The
wave function for an unbounded infinite uniform density superfluid system with a stable single-charge
vortex situated at the origin is
Ψ(~r, t) = nv(~r)eiNφ (2.38)
with N ∈ {−1,1}.
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Since the vorticity, Eq. (2.34), and velocity profile, Eq. (2.36), of a quantum vortex strongly
resemble that of a point vortex, under the right conditions quantum vortices should behave like point
vortices. Assuming that the intervortex spacing is well above the healing length l ξ and that the
vortex bending is suppressed by having the trap frequency ratio exceed ωz : ωr = 8 : 1 [61]. This is
typically the case for quasi two-dimensional systems working with highly oblate potentials like ours.
It was shown that to first order the dynamics of the quantum vortices reduces down to the point vortex
model [62–69]. This reduction results in the following equation for the velocity of a vortex, advected
by the flow:
~˙r j =
h¯
m∑i6= j
~∇θi|~r=~r j . (2.39)
The velocity of the vortex j is thus due to the local phase gradient imprinted by all the other vortices in
the system.
2.2.8 Quantum hydrodynamics
In this thesis, we will be looking at the analogues between the superfluids, acoustic circuits and
electronic circuits. To help with the comparison between the different systems and to have a deeper
understanding of the transport dynamics, the hydrodynamics form of the Gross-Pitaevskii equation
is especially useful and reveals a close resemblance with the motion of sound in an acoustic system
which is the subject of Chapter 5.
Substituting the Madelung transformation [Eq. (2.27)] into the Gross-Pitaevskii equation [Eq. (2.3)]
allows for the expression of the GPE in its hydrodynamic form. By separating the real and imaginary
components, one obtains a system of coupled equations
m
∂~v(~r, t)
∂ t
=−~∇
[
1
2
m~v(~r, t)+V (~r, t)+gn(~r, t)− h¯
2
2m
√
n(~r, t)
~∇2~v(~r, t)
]
, (2.40a)
∂n(~r, t)
∂ t
+~∇ · (n(~r, t)~v(~r, t)) = 0. (2.40b)
The mass continuity equation, Eq. (2.40b), was obtained by matching the imaginary terms, and ensuring
conservation of the number of particles in the system. The real part, represented in Eq. (2.40a), is an
equivalent to the Euler equation of fluid dynamics, but for a quantum system. It resembles Newton’s
equation, with an effective potential given by the terms inside the bracket. These equations of motions
are very close to their classical equivalents, except the quantum one is irrotational, ~∇×~v(~r, t) = 0,
in the absence of vortices, and the quantum equation contains an extra term, the quantum pressure
(rightmost term in Eq. (2.40a)), which results from the compressibility of quantum fluids.
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The resulting quantum Euler equation system energy can be broken down into its various compo-
nents:
EH(t) =
m
2
∫
n(~r, t)|~v(~r, t)|2d3~r, (2.41a)
EQ(t) =
h¯2
2m
∫
|~∇
√
n(~r, t) |2d3~r, (2.41b)
EK(t) = EH(t)+EQ(t), (2.41c)
EV (t) =
∫
n(~r, t)V (~r, t)d3~r, (2.41d)
EI(t) =
g
2
∫
n(~r, t)2d3~r. (2.41e)
They represent the hydrodynamic kinetic energy, quantum pressure energy, total kinetic energy,
potential energy, and interaction energy, respectively. It is possible to use the Helmholtz decomposition
to separate the hydrodynamics energy further into its incompressible and compressible components [70].
For a uniform density condensate, this can be done achieved by decomposing the velocity field into
~v(~r, t) =~vIn(~r, t)+~vC(~r, t), (2.42)
where ~∇ ·~vIn(~r, t) = 0 and ~∇×~vC(~r, t) = 0. The incompressible velocity component,~vIn(~r, t), contains
the motion due to the vortices in the system, while the compressible component,~vC(~r, t), relates to the
motion induced by the phonons in the system. The decomposition of the hydrodynamic kinetic energy
can be expressed as
EIn(t) =
m
2
∫
n(~r, t)|~vIn(~r, t)|2d3~r, (2.43a)
EC(t) =
m
2
∫
n(~r, t)|~vC(~r, t)|2d3~r, (2.43b)
which are the incompressible and compressible contribution to the hydrodynamic quantum energy,
respectively. The kinetic energy can therefore be expressed as EK(t) = EQ(t)+EIn(t)+EC(t).
2.3 Point vortex model
Quasi two-dimensional quantum fluid systems have the advantage that the velocity field created by
the vortices is constrained to a plane, due to the suppression of vortex bending which leads to all the
vortices being parallel to the plane normal. In the limit where the density is uniform, the vorticity of
the field is well localized, and the vortical particles are well separated. The vorticity field can be well
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approximated by a field of localized point-particle elements of rotational flow (point vortices). The
vorticity field of a point vortex system can be expressed as
~ω(~r) =
Nv
∑
i
Γiδ (~r−~ri) zˆ, (2.44)
where the circulations of the point vortices are given by {Γi} and their position by {~ri} with i ∈
{1,2, ...,Nv}. By the same energy minimization argument as in Section 2.2.7, the velocity field of a
point vortex is~vi = Γi/2pi|~r−~ri|φˆi where φˆi is the tangential unit vector of the vortex at~r. The velocity
field for this vortex distribution is then given by
~v(~r) =
Nv
∑
i
Γi
2pi|~r−~ri| φˆi (2.45)
This leads to a system of coupled equations of motion for the point vortices [71, 72]
d~rl
dt
=
1
2pi∑i6=l
Γi
~rl−~ri
|~rl−~ri|2 × zˆ, (2.46)
where the motion of a point-vortex is dictated by the local flow generated by the other vortices exactly
the same situation as in Eq. (2.39). The kinetic energy contained in the system can be computed from
the generated flow field [Eq. (2.45)] using
H =
1
2
∫
ρ(~r)|~v(~r)|2d2~r. (2.47)
The kinetic energy of an isolated 2D fluid containing Nv point vortices can be expressed in terms of the
relative vortex positions [73]. In an unbounded uniform fluid, it has the form
H =− ρ0
4pi ∑i 6= j
ΓiΓ jln|~ri−~r j|, (2.48)
where ρ0 = mn0 is the background fluid density. The equations of motion can be expressed in their
canonical form using standard Hamilton’s equations
Γi
dxi
dt
=
∂H
∂yi
, Γi
dyi
dt
=−∂H
∂xi
. (2.49)
From Eq. (2.48), it might seem as though all the energy of the point vortices is due to interaction energy.
In reality, the energy is all kinetic energy from the motion of the fluid induced by the presence of the
vortical particles. Point vortices are ‘strange particles’ in the sense the there is no mass associated
with them and their motion does not follow a Newtonian-like equation but instead follow a first order
differential equation. The interaction potential of point vortices is very reminiscent of logarithmic
scaling of the interaction between standard electric charges, familiar methods used to solve the electric
potential with given boundary conditions should also apply to point vortices. In Eqs. (2.48) and (2.49),
the canonical conjugate variables are positions (x,y) instead of position and momentum (x,Px) which
means that the phase space of the system is fully determined by the position of the vortices, leading to
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profound changes in statistical properties of the particles compared with standard particles. In an open
unbounded system, there are two quantities that are conserved under evolution under Eq. (2.46):
~P =
Nv
∑
i
Γi~ri, (2.50a)
~L =
Nv
∑
i
Γi|~ri|2zˆ. (2.50b)
The linear momentum, ~P, and the angular momentum, ~L, are conserved due to the translation and
rotational symmetry of an infinite system.
2.3.1 Circular domain
While unbounded system are interesting from a theoretical point of view, experimental systems are
bounded. A simple geometry is the circularly bounded domain of radius R. This geometry requires
that on the domain ∂D of the disc, the flow normal to the surface be zero:
~v · nˆ
∣∣∣
∂D
= 0. (2.51)
Since point vortices behave like charges, this is the same as solving the Laplace equation on a circular
domain of constant potential which can be done through the method of images [74], which consists of
placing ‘imaginary’ images of the charges outside the domain so as to satisfy the boundary condition.
To satisfy the boundary condition, an image vortex of opposite sign but equal circulation Γ¯i =−Γi is
placed at the location
~¯ri =
R2~ri
|~ri|2 (2.52)
which is outside the boundary. The Hamiltonian for point vortices inside a circular domain becomes [72,
73, 75–78]
H0 =
ρ0
4pi
[
∑
i, j
ΓiΓ jln
∣∣∣∣~ri−~¯r jR
∣∣∣∣−∑
i6= j
ΓiΓ jln
∣∣∣∣~ri−~r jR
∣∣∣∣
]
, (2.53)
which is Eq. (2.48) but bonded with the extra interaction due to the image vortices. The equations of
motion on the circular domain are
d~rl
dt
=
1
2pi
[
∑
i6=l
Γi
~rl−~ri
|~rl−~ri|2 × zˆ+∑i
Γ¯i
~rl−~¯ri
|~rl−~¯ri|2
× zˆ
]
. (2.54)
By Noether’s theorem, only the angular momentum is conserved on the circular domain.
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2.3.2 Elliptical domain
Beyond simple circular geometries the point vortex model can be extended for any simply connected
domain. This is achieved by using a conformal map to the unit disc combined with the method of
images. Under a conformal map ζ = f (z), which derives the vortex motion in the domain z ∈Ω from
that in the domain ζ ∈D , the Hamiltonians are related via [72]
HΩ(z1, . . . ,zN) = HD(ζ1, . . . ,ζN)− ρ04pi∑
Nv
j=1Γ
2
i ln
∣∣∣dζdz ∣∣∣z=zi, (2.55)
where zi = xi+ iyi. If the map ζ = f (z) transforms a (simply connected) domain Ω to the unit disk
D = {ζ ∈ C | |ζ | ≤ 1}, Eq. (2.55) gives [72]
HΩ =− ρ04pi
[
∑iΓ2i ln
∣∣∣ ζ ′(zi)1−|ζi|2 ∣∣∣+∑′i,kΓiΓkln ∣∣∣ ζi−ζk1−ζiζ ∗k ∣∣∣] , (2.56)
where ζ j ≡ f (z j) and the prime on the second sum indicates the exclusion of the term j = k. The
domain of the ellipse interior, Ω=
{
z ∈ C |ℜ(z)2/a2+ℑ(z)2/b2 ≤ 1} is mapped to the unit disk by
the conformal map [79]
ζ = f (z) =
√
k sn
(
2K(k)
pi
sin−1
(
z√
a2−b2
)
; k
)
. (2.57)
Here sn(z ;k) is the Jacobi elliptic sine function, K(k) is the complete elliptic integral of the first kind,
and k is the elliptical modulus, given by
k2 = 16ρ
∞
∏
n=1
(
1+ρ2n
1+ρ2n−1
)8
, (2.58)
where ρ = (a− b)2/(a+ b)2. The equations of motion for the vortices in the Ω domain can be
calculated from the D domain using Routh’s rule [72] which gives the following
vΩx (zl)− ivΩy (zl) =
[
vDx (ζl)− ivDy (ζl)
]
· dζ
dz
∣∣∣∣
z=zl
− iΓl
4pi
· f
′′(z)
f ′(z)
∣∣∣∣
z=zl
, (2.59)
where zl is the position of the point-vortex. The velocity field in the circular domain is a known
quantity which allows for the evolution of the system in the elliptical domain by simply having to
compute the derivatives of the conformal map at the vortex locations. The rightmost term simply
removes the contribution of the vortex itself to the local velocity while still accounting for velocity
due to the boundary condition. Another quantity of interest is the velocity field in the original domain
away from the point-vortices which can simply be calculated using
vΩx (z)− ivΩy (z) =
[
vDx (ζ )− ivDy (ζ )
]
· dζ
dz
(2.60)
which is a simplified version of Eq. (2.59) since everywhere there is no vortex, the vorticity of the field
is zero.
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2.4 Manipulating atoms with light
2.4.1 Conservative optical dipole potentials
Light fields can be used to trap neutral atoms through the interactions of the AC electric field with the
internal states of the electrons making up the atoms by inducing a dipole moment. It leads to a dipole
interaction of the form:
Udipole(~r, t) = γIlight(~r, t). (2.61)
For a two-level system, if the rotating wave approximation holds, then the conversion from light
field to dipole interaction and scattering rate are given by [80]:
γ =
3pic2
2ω30
Γ
∆
, (2.62a)
Γscatter(~r, t) =
3pic2
2h¯ω30
(
Γ
∆
)2
Ilight(~r, t). (2.62b)
Where Γ is the decay rate of the transitions, ∆ is the detuning from the two-level transition, ω0 is the
transition frequency, and c is the speed of light. In the case of ∆< 0 the potential is minimum where
the light intensity is highest which is commonly refereed to as red detuning. Conversely, for ∆> 0 the
potential is known as blue detuned and the atoms are repelled by the light. From Eqs. (2.61) and (2.62a),
it can be seen that the dipole force scales as I/∆ whereas from Eq. (2.62b) the scattering scales as
I/∆2. This means that to prevent heating due to scattering far-off-resonant light with high laser powers
are preferred.
The conversion from intensity to potential energy for a multiple level system is due to the dipole
interaction which is given by [80]
γ =
pic2Γ
2ω30
(
2+PgFmF
∆2,F
+
1−PgFmF
∆1,F
)
(2.63)
where P characterizes laser polarization (0 for linear, ±1 for circularly polarized σ±), gF is the
Lande´ factor, mF is the magnetic hyperfine structure level, and ∆2,F(∆1,F) is the detuning from the
2S1/2→2 P3/2(2S1/2→2 P1/2) transitions for the alkali atoms. In our experiment, we use 87Rb with
transitions shown in Fig. 2.2.
2.4.2 Phase imprinting
The quickly varying potentials used in time averaging tend to modify the local phase through phase
imprinting. This effect will be used in Chapter 4 to create a quantized current in a ring. In this section,
we simply derive the general equation for phase imprinting.
If one assumes that the potential changes quickly enough that the density is time-independent,
and can be approximated by the density due to the time-averaged effective static trap, then the wave
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function can be approximated as Ψ(~r, t) = A(~r)exp [−iφ(~r, t)]. Substituting this wave function into
the GPE Eq. (2.3), we get
h¯
∂φ(~r, t)
∂ t
=− h¯
2
2m
(
∇φ(~r, t) ·∇φ(~r, t)+ ∇
2A(~r)
A(~r)
− i
[
∇2φ(~r, t)+2
∇A(~r) ·∇φ(~r, t)
A(~r)
])
+V (~r, t)+gA2(~r).
(2.64)
In the limit of short imprinting time, such that there is no motion of the atoms, and ignoring the
constant terms, Eq. (2.64) reduces to the phase imprinting equation [81]:
∂φ(~r, t)
∂ t
= h¯−1V (~r, t). (2.65)
The imprinted phase is thus due to the instantaneous potential V (~r, t).
2.5 Data acquisition
In this section, two ways in which the density distribution of the cloud is determined are described.
These consist of absorption imaging and Faraday imaging which are scattering and phase based,
respectively. A basic overview of the light-atom interaction involved in both processes, and the
main parameters of interest during the imaging process are detailed. To achieve an accurate atom
count, a calibration of the images was performed and the calibration technique is presented. The
basics properties of Bragg-scattering are also presented, since it is used to experimentally probe the
momentum spectrum of the BECs.
Absorption imaging is used for imaging along both the horizontal (xˆ) and vertical (zˆ) directions,
whereas Faraday imaging is only along the high-resolution vertical direction (zˆ). These are used
together to directly measure atomic population in reservoirs (Chapter 5) and measure vortex posi-
tions (Chapter 6). Combining absorption imaging with Bragg-scattering (Section 2.5.4) allows the
measurement of the sign of the vortices (Section 6.5) by probing the momentum distribution of the
cloud. Combining vertical images with time of flight gives information about the condensate fraction,
temperature, and momentum distribution of the atomic cloud.
2.5.1 Absorption imaging
In cold atoms, the most common and simple way to image a cloud is through the use of absorption
imaging, which works by measuring the attenuation of the light transmitted through the cloud due
to scattering. The procedure consists of shining a beam of resonant light through the atoms, and an
imaging system is constructed to direct the light onto a camera (CCD or EMCCD). Three images are
taken: one of the light in the presence of the atoms (Fig. 2.1), one without atoms (Fig. 2.1) and one
without light to characterise systematic noise. Through scattering of some of the light by the atoms, a
shadow is recorded by the camera, which, when contrasted with the light without atoms, can be used to
extract the atom spatial distribution and number. Throughout the experiments described in this thesis,
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Figure 2.1: Physical implementation of absorption imaging in our system. (A) shows the imaging
system without the presence of atoms, the repump laser (52S1/2|F = 1〉 → 52P3/2|F′ = 2〉) is depicted
in blue, the probing light (52S1/2|F = 2〉 → 52P3/2|F′ = 3〉) in red and the overlap of the two lasers is
shown in pink. This configuration is used to image the light without the atoms. (B) shows the imaging
with the cloud present. As can be seen from the inset, the repump laser is absorbed by the atoms that
fell out of the cyclical transition into 52S1/2|F = 1〉 to put them back into 52S1/2|F = 2〉. Then the
probing light is absorbed and scattered by the atoms leaving a visible spatially variable attenuation of
the light detected at the camera, which can be contrasted to light profile than using (A) to obtain the
spatial profile of the atoms integrated along the propagation direction of the probing beam.
absorption imaging along the horizontal (xˆ) axis is used to extract the atom number and condensate
fraction. Along the vertical (zˆ) axis, absorption imaging combined with Bragg-spectroscopy is used to
measure the velocity distribution.
Imaging is performed on the D2 line of 87Rb on the and 52S1/2|F = 1,mF =−1〉→ 52P3/2|F′ = 3〉
transition (Fig. 2.2). Since the BEC is initially prepared in the 52S1/2|F = 1,mF = −1〉 state, it is
first transferred to the 52S1/2|F = 2〉 state through a repump pulse to the 52P3/2|F′ = 2〉 which can
then spontaneously decay to the desired 52S1/2|F = 2〉 state, or back down to the 52S1/2|F = 1〉. Even
though two decay channels are possible, through many cycles most of the atoms will end up in the
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Figure 2.2: Atomic-level diagram for 87Rb on the D2 line with corresponding Lande´ gF-factors
for each of the hyperfine levels splitting between the levels [84]. Depicted is the optical scheme
for the absorption imaging where pre-imaging the atoms are optically pumped (blue arrow) from
52S1/2|F = 1〉 → 52P3/2|F′ = 2〉, followed by a spontaneous emission (orange arrow) back down to
either 52S1/2|F = 1〉 or 52S1/2|F = 1〉. This causes accumulation of atom in the 52S1/2|F = 2〉 dark
state over many cycle. During the imaging step, a probe laser (red arrow) with detuning ∆ illuminates
the atoms, transmitting them from the 52S1/2|F = 2〉 state to the 52P3/2|F′ = 3〉 state.
52S1/2|F = 2〉 state. The imaging light probes the 52S1/2|F = 2〉 → 52P3/2|F′ = 3〉 transition and is
detuned by ∆. Linearly polarized light is used assuming a uniform distribution of atoms in each of the
52S1/2|F= 2〉 sub-states due to the degeneracy of the magnetic states in small magnetic fields. Another
way of driving the 52S1/2|F = 1〉 → 52S1/2|F = 2〉 is directly through the microwave transition of
6.8 GHz [82, 83]. This has the advantage of being more efficient, since it does not rely on multiple
cycle and fractional transfer to accumulate atoms into the 52S1/2|F = 2〉 state. The optical method has
the advantage of requiring no additional experimental equipment.
22 CHAPTER 2. THEORETICAL BACKGROUND
The attenuation of the probing light travelling through the condensate is given by the Beer-Lambert
law. Accounting for the effects of the detuning of the probe beam and the possible saturation in the
cross section [85], the attenuation of the probe light intensity while passing through the atomic cloud
can be written as:
dI(~r)
dkˆ
=−n(~r)σ(~r)I(~r) =−n(~r)σ0
(
I(~r)
1+4(∆/Γ)2+ I(~r)/Isat
)
(2.66)
I(~r) is the incident probe intensity, kˆ is the propagation direction of the probe beam, σ(~r) is the atomic
cross-section, σ0 is the two-level atom resonant absorption cross-section, n(~r) is the local 3D density,
Isat is the saturation intensity of the probed two-level transition, Γ is the two-level transition linewidth
and ∆= ω−ω0 is the detuning form the resonance, where ω0 (ω) are the resonance transition (probe
beam) angular frequency. The on resonance two level cross-section can be calculated by [84, 86]
σ0 =
h¯ω0Γ
2Isat
(2.67)
and the saturation can be calculated using
Isat =
cε0Γ2h¯2
4
∣∣∣εˆ · ~d∣∣∣2 , (2.68)
where ε0 is the permittivity of free space, εˆ is the unit polarization vector of the probe beam electric
field, ~d is the atomic dipole moment and c is the speed of light. In the case of linearly polarized probe
beam tuned to the 52S1/2|F = 2〉 → 52P3/2|F′ = 3〉 transition, and atoms are uniformly distributed
in the 52S1/2|F = 2〉 state, the saturation intensity and the cross section are calculated to be Isat =
3.42 mW/cm2, σ0 = 7λ 2/10pi = 1.4×10−13 m−2.
Assuming that the probe beam is travelling in the xˆ direction, the column density n2D(y,z) =∫
n(~r)dx along the beam propagation is obtained by integrating Eq. (2.66) giving
n2D(y,z) =
1
σ0
([
1+4
(
∆
Γ
)2]
ln
[
IP(y,z)
IM(y,z)
]
+
IP(y,z)− IM(y,z)
Isat
)
, (2.69)
where IP(y,z) is the beam intensity of the probe beam and IM(y,z) is the measured intensity at the
camera after the probe has interacted with the atom cloud. For imaging intensities much lower than
the saturation intensity (1+4(∆/Γ)2 I(~r)/Isat), we can ignore the second term and we obtain that
n2D(y,z)≈ 1σ0
[
1+4
(
∆
Γ
)2]
ln
[
IP(y,z)
IM(y,z)
]
. (2.70)
To obtain IP(y,x) and IM(y,z), we take an image Iw(y,z) with the atoms and probe beam on
(Fig. 2.1B), Iwo(y,z) without the atoms and probe on (Fig. 2.1A), and Idark(y,z) without atoms and
probe off. Then IP(y,z) = Iwo(y,z)− Idark(y,z) and IM(y,z) = Iw(y,z)− Idark(y,z).
In most experiments Eq. (2.70) some saturation will occur but it is impractical to correct for the
saturation using Eq. (2.69) due to the dependence on the probe beam intensity which would fluctuate
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Figure 2.3: Calibration of the absorption imaging. (A) Plot of the integrated optical density versus
detuning of the probe laser, for images of an atomic cloud with fixed atom number. The fit is a two
parameters fit to Eq. (2.72) with Ieff and N as free parameters. Where Ieff is the effective saturation
correction factor. The detuning is normalized by transition linewidth Γ = 2pi×6.07 MHz. (B) Shows
the atom number as calculated with and without Ieff correction for saturation. As can be seen, once the
correction is taken into account the calculated atom number is constant regardless of detuning.
for any variation in the probe beam power. Instead, it is useful to make the approximation that there
exists an effective intensity (Ieff) spatially invariant going through the cloud that corrects for the
saturation. In this case the solution to Eq. (2.66) becomes
n2D(y,z)≈ 1σ0
[
1+4
(
∆
Γ
)2
+
Ieff
Isat
]
ln
[
IP(y,z)
IM(y,z)
]
. (2.71)
Inspired by [87], to find Ieff, the integrated optical density of our system is repeatedly measured
ODint =
∫
dzdy ln
[
IP(y,z)
IM(y,z)
]
=
σ0N
1+4
(∆
Γ
)2
+ IeffIsat
(2.72)
over many detunings for a fixed atom number cloud shown in Fig. 2.3A. For any ∆ the total number
of atoms (N =
∫
n2D(y,z)dydz) and the effective intensity are fixed, but unknown in Eq. (2.72), they
will be left as free parameters which are fitted to the obtained optical densities (ODs). The best-fit
for our system was found to be Ieff = (2.1±0.1)× Isat mostly due to the probe beam focusing about
50 mm from the atom cloud. Using Eq. (2.71) the atom number in the system as a function of detuning
is calculated and shown in Fig. 2.3B, and it is a constant as expected. The validity of the obtained
atom number was also independently verified by measuring the speed of sound in the system, and by
measuring the chemical potential through the density-dependent shift of the Bragg resonance.
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2.5.2 Bimodal fitting
Extracting useful information from the absorption imaging, other than the total atom number, requires
fitting the cloud to a number of parameters. The parameters of interest are the dimensions of the
thermal cloud and those of the condensate. These fits allow the extraction of the respective atom
number in the condensate and in the thermal cloud, allowing calculation of the condensate fraction.
To extract the chemical potential of the condensate, the evolution of the waist of the condensate as
a function of time during free expansion is monitored. Similarly, the temperature can be obtained
by doing the same for TOF expansion of the waist of the thermal gas. A Gaussian is used to fit our
thermal cloud since it is the final shape of any cloud with an Boltzmann momentum distribution in the
limit of long free expansion evolution:
nT(x,y, t) = AT(t)e
−
[
x−xT0 (t)
σTx (t)
]2
−
[
y−yT0 (t)
σTy (t)
]2
(2.73)
where experimentally xT0 (t), y
T
0 (t), σ
T
x (t), σTy (t), AT(t) are free parameters of the integrated thermal
density profile are fitted for each cloud. For the condensate the integrated Thomas-Fermi profile of a
cloud trapped in a harmonic trap is used:
nC(x,y,z) = max
[
0,
µ− 12m
(
ω2x x2+ω2y y2+ω2z z2
)
g
]
, (2.74)
with the assumption that during TOF the cloud evolves such that nC(x,y,z, t) = a(t)∗nC(b(t)∗ (x−
c(t))+d(t)∗ (y−e(t))+ f (t)∗ (z−g(t)) holds true then integrated column density of the cloud at any
point in time can be described by
nC(x,y, t) = AC(t)
1−min
1,(x− xC0 (t)
σCx (t)
)2
+
(
y− yC0 (t)
σCy (t)
)23/2 (2.75)
where xC0 (t), y
C
0 (t), AC(t), σ
C
x (t), σCy (t) are free parameters. The full cloud profile should be given by
nCloud(x,y, t) = nT(x,y, t)+nC(x,y, t)+ c0, (2.76)
where c0 is a constant offset included to account for the noise on the camera that possibly does not
average to 0. In practise, yT0 = y
C
0 and x
T
0 = x
C
0 since for most systems the thermal and condensate
clouds are not offset. An example fit is shown in Fig. 2.4.
The fitting used above in Eq. (2.76) works for an initial Gaussian cloud but can be quite inaccurate
when trying to fit BECs which are initially confined in hard wall traps, as we discuss in later chapters,
where a digital micromirror device (DMD) is used to provide trapping. To improve the accuracy of the
fitting when doing TOF analysis of clouds which are trapped in DMD patterns, it is possible to model
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Figure 2.4: Atom cloud fitting procedure. (A) shows the optical density of an atom cloud after
25 ms of free expansion. (B) shows the integrated optical density profile along the vertical axis
with black representing the data point, shaded blue region representing the condensate atoms and
shaded red region representing the thermal atoms. Both the thermal and condensate profiles are
generated Eq. (2.76). (C) is the same as in (B) but for the horizontally integrated profile. (D) shows
the fitted cloud density as a solid surface with the measure optical density depicted as the black dots.
the trap potential V (~r), this is described in Section 4.6. For now, it is sufficient to assume we know the
pre-release trapping potential very well. From this potential, the initial thermal cloud density is
n0T hermal(~r,N,T ) = N
exp [−V (~r)/(kBT )]∫
exp [−V (~r)/(kBT )]d~r . (2.77)
for cloud temperature (T), and thermal atom number (N). The normalized thermal atom momentum
(~p) probability distribution for a given energy cutoff (ECutoff) is given by the Boltzmann distribution
normalized to have a unit area when integrating the probability of all the states above the energy cutoff
P(~p,ECutoff,T ) =

[
2
√
2 pimkBT
(
2exp
[
−ECutoff
kBT
]
+
√
pikBmT Erfc
[√
ECutoff
kBT
])]−1
exp
[ −|~p|2
2mkBT
]
if|~p| ≥ √2mECutoff
0 otherwise.
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In the trap, atoms initially at position~r will have at least V (~r) worth of energy once released from the
trap which acts as a cutoff energy. The thermal cloud density after a time evolution is given by
nThermal(~r, t,N,T ) =
∫
n0Thermal
(
~r− ~pt
m
,N,T
)
P(~p,V (~r),T )d~p. (2.78)
This integral is computationally extensive since it cannot be performed as a simple convolution. To
decrease computation time, we assume that the momentum cutoff is nonexistent since the cutoff is
(exponentially) inversely- proportional to the initial density, see Eq. (2.77). This allows us to find the
approximate thermal cloud final density distribution by performing
nThermal(~r, t,N,T )≈
∫
n0Thermal
(
~r− ~pt
m
,N,T
)
P(~p,0,T )d~p. (2.79)
This convolution can be performed using fast Fourier transforms (FFTs).
To model the BEC, we start with the Thomas-Fermi wave function, given by Eq. (2.15), using an
estimate of the chemical potential (µ). The simple method to find the wave function after TOF is to
numerically solve the 3D GPE using the Runge-Kutta method. The computational resource needed to
perform a parameter optimization on µ with this approach is impractical in terms of computational
time during experimental runs. To reduce the computational time, we note that for BECs where the
horizontal Thomas-Fermi widths (xTF,yTF) are substantially wider than the vertical Thomas-Fermi
width (zTF) most of the interaction energy will contribute to the expansion in the vertical direction.
This is due to having a broader initial vertical momentum distribution compared to the horizontal
distribution. Also, having a more uniform BEC in the horizontal direction, due to the trap being
flatter horizontally, further increases the fraction of the interaction energy which goes to the vertical
expansion. Since the DMD does not cover the entire trap (see Section 4.6), loading of the atoms can
result in condensates inside and outside of the DMD pattern. The horizontal wave function is thus
modelled as 2 BECs which do not overlap: one trapped inside the DMD and one trapped outside of the
DMD pattern. This leads to a wave function which can be well approximated by:
ψBEC(~r,µ,0)≈
[
ψDMDTF (x,y,0,µ)+ψ
OutDMD
TF (x,y,0,µ)
]
ψzTF(0,0,z,µ,0)
ψTF(0,0,0,µ,0)
, (2.80)
where ψzTF is the Thomas-Fermi wave functions for V (0,0,z) and ψ
DMD
TF (ψ
OutDMD
TF ) are the Thomas-
Fermi wave functions for V (x,y,0) accounting for the atoms inside (outside) the DMD pattern. The
wave function is normalized to ensure our reconstructed function approximates the actual Thomas-
Fermi wave function in amplitude and dimensions. Because the trapping frequency is larger in the
vertical than in the horizontal direction most of the interaction energy will go towards the vertical
velocity profile. Therefore the horizontal and vertical wave function evolutions will be different, the
latter has to be done by numerically solving the GPE [Eq. (2.3)] due to the interaction energy; whereas,
the former can be done in three steps by going to momentum space
Φ(kx,ky,µ,0) =
1√
2pi
∫ ∫ [
ψDMDTF (x,y,0,µ)+ψ
OutDMD
TF (x,y,0,µ)
]
e−i(kxx+kyy)dxdy, (2.81)
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evolving the wave function
Φ(kx,ky,µ, t) =Φ(kx,ky,µ,0)∗ exp
[
−i h¯(k
2
x + k
2
y)t
2m
]
, (2.82)
and taking the inverse Fourier transform to obtain the time evolved horizontal wave function in real
space
ψH (x,y,µ, t) =
1√
2pi
∫
Φ(kx,ky,µ, t)ei(kxx+kyy)dkxdky. (2.83)
For the vertical direction, we use Runge-Kutta method to evolve the wave function ψzTF(0,0,z,µ,0)
under the GPE which results in ψz(z,µ, t). The TOF evolved BEC wave function is then given by:
ψBEC(~r,µ, t)≈ ψH(x,y,µ, t)ψz(0,0,z,µ, t), (2.84)
and the density is given by
nBEC(~r,µ, t) = |ψBEC(~r,µ, t)|2 . (2.85)
The camera images the integrated density along the y-direction which means that the signal we
expect to measure is given by
nTotal(x,y,µ, t,N,T,c0,~rc) = c0+
∫
[nBEC(~r−~rc,µ, t)+nThermal(~r−~rc, t,N,T )]dy (2.86)
where c0 is a constant offset included to account for the noise on the camera that possibly does not
average to 0, and~rc is the centre offset position with 2 degrees of freedom since the y-direction is
integrated out. This leaves us with a fit with 6 degrees of freedom which are the chemical potential (µ),
the thermal atom number (N), the thermal cloud temperature (T ), the noise offset (c0), the cloud centre
(~rc = xcxˆ+ zczˆ). The time evolution is a known quantity which is set experimentally and is therefore
not a free parameter. An example fit is shown in Fig. 2.5, where a cloud initially trapped in a 50 µm
radius circle is expanded in TOF for 100 ms and then fit using Eq. (2.86). The advantages of using
Eq. (2.86) as opposed to Eq. (2.76) are that it is a more accurate model, it requires fewer fit parameters
and it directly fits physically relevant parameters which need to be extracted when using Eq. (2.76).
This comes at the small cost of having to have an accurate model of the trapping potential.
2.5.3 Faraday imaging
Another way to probe the cloud density is to use the phase information that is imprinted onto the
probe beam after interacting with the cloud. This effect enables phase contrast imaging [85, 88] and
Faraday imaging [89, 90]. One of the reasons to use Faraday imaging over absorption imaging is that
the measured signal changes as the square of the column density (i.e. IFaradayM (x,y)/I
Faraday
P (x,y) ∝
n22D(x,y)), making the signal sensitive to small fluctuations in the density, ideal for the detection of
vortices. It also requires no optical pumping step which means that there is no blurring of the image
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Figure 2.5: Atom cloud fitting procedure for DMD trapped clouds. (A) shows the measured density
of an atom cloud after 100 ms of free expansion with the arrow representing the direction of gravity.
(B) shows the integrated optical density profile along the horizontal axis with black representing the
data point, shaded blue (yellow) region representing the condensate atoms initially inside (outside) the
DMD pattern and shaded red region representing the thermal atoms. Both the thermal and condensate
profiles are generated Eq. (2.86). (C) is the same as in (B) but for the vertical direction. (D) shows the
fitted cloud density as a solid surface with the measured density depicted as the black dots.
due to radiation pressure during the repump and probe steps in absorption imaging, and the atoms
are not pushed out of the plane of focus [91]. One of the drawbacks is a low signal when trying to
measure low-density clouds, and the impracticality of measuring the probe beam light profile for every
measurement which complicates extracting the actual atom numbers. Faraday imaging is the main
imaging method used for vertically imaging the cloud in situ, but for optically thin clouds absorption
imaging is the preferred technique.
When light passes through an atom cloud, the electric field interacts with the cloud, which acts as a
lens with refractive index dependent on the local density [85]. Assuming that the cloud is small, in the
probe beam propagation direction (zˆ), the phase shift acquired by the electric field ~E0(x,y) is given by:
~E(~r) = ~E0(x,y)eiα(~r) = ~E0(x,y)exp
[
−iσ0
∫ z
0
n(~r)dz
∆/Γ
1+4(∆/Γ)2+ I(~r)Isat
]
(2.87)
where Isat is the saturation intensity given by Eq. (2.68), σ0 is the cross section given by Eq. (2.67), Γ
is the transition linewidth, ∆= ω−ω0 is the detuning of the probe beam angular frequency (ω) from
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the transition frequency ω0 and n(~r) is the 3D density. After passing through the atomic cloud the
probe beam electric field’s phase evolves by
α(x,y) =−σ0n2D(x,y) ∆/Γ1+4(∆/Γ)2+ I(~r)/Isat . (2.88)
The key to understanding Faraday imaging is that linearly polarized (pˆi) light can be decomposed
into a superposition of circularly polarized light components, pˆi = (σ+−σ−)/
√
2 [90]. Assuming
that the atomic dipole moment ~d is well defined relative to the polarization vector εˆ of the probe beam,
due to an externally applied magnetic field, it is possible for each of the circulations to experience a
different phase shift when passing through the cloud. This leads to a rotation of the linearly polarized
light by the Faraday angle θF(x,y). Using a polarizer, the Faraday rotation can be mapped onto
an intensity fluctuation, through Malus’s law, IM(x,y) = IP(x,y)cos2(θF(x,y)+θ0) where θ0 is the
initial angle of the light to the polarizer’s polarization axis. The intensity fluctuations can then be
measured by a camera. The Faraday angle is simply the difference of the imprinted phase on the
circular polarizations, θF(x,y) = φ+(x,y)−φ−(x,y) where φ±(x,y) are the phases imprinted onto the
σ± components of the probe beam respectively.
Faraday images are taken using the set-up shown in Fig. 2.6 where a beam of P-polarised light
is sent through the atom cloud. A half-wave plate is used to rotate the polarization by pi/2 to S-
polarisation and then a polarising beam-splitting cube is used as a polariser to map the Faraday rotation
angle to an intensity. The camera is positioned to image the ‘rotated light’ that is transmitted, so there is
minimal signal without the presence of the atoms Fig. 2.6A. With the atoms present, the light undergoes
a Faraday angle shift. Since the original polarisation was perpendicular relative to the polarizer axis,
θ0 = pi/2 and IM(x,y) = IP(x,y)sin2(θF(x,y) results. The light signal will be dependent on the local
atom column density the probe light had to travel through, as shown in the inset of Fig. 2.6B. The
half-wave plate can also be rotated to do absorption imaging as in Fig. 2.1A. Wave plate angles
inbetween can also be used to get phase-contrast imaging, where part of the transmitted probe beam
interacts with the rotated component that has coupled to the σ± optical transitions acquiring a phase
shift [88].
Figure 2.7A shows the allowed optical transitions for a cloud initially in the 52S1/2|F= 1,mF =−1〉
using a pˆi laser detuned from the 52S1/2|F = 1〉 → 52P3/2|F′ = 2〉 transition by ∆, in the absence of
a magnetic field, showing that even in the presence of a very small magnetic field the cloud is still
birefringent. Faraday images are usually performed in the levitation field (Section 3.3.1), which
has an 80 G field component along the imaging axis direction, leading to a Zeeman energy shift
∆E = µBmFgFBz of the sub-levels of the hyperfine states.
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Figure 2.6: Faraday imaging light (A) without the atoms, where all of the probe light is dumped by the
probing polarizing beam splitter, in contrast with Fig. 2.1A where the waveplate is arranged to let all
the light through to allow for absorption imaging. In the presence of atoms (B) the birefringence of the
cloud rotates part of the probe light, and the camera images the rotated light which can be mapped
back to an atom density using Malus’s law and Eq. (2.89).
Using Eqs. (2.67), (2.68) and (2.88) one can calculate the total phase imprinted onto the different
circulations by summing over the phase accumulated through interacting with the atoms, for all
possible atomic transitions
φ± =−n2D(x,y)
F+1
∑
F′=max(F−1,|mF±1|)
σF
′
0
∆F′/Γ
1+4(∆F′/Γ)2+ I(~r)/IF
′
sat
, (2.89)
where F and mF are the hyperfine levels and sub-levels of the atomic cloud to be probed. IF
′
sat, σF
′
0 are
given by Eqs. (2.68) and (2.67) for the respective transition, 52S1/2|F〉 → 52P3/2|F′〉 with polarization
vector σˆ± and ∆F′ is the detuning of the laser from the 52S1/2|F〉 → 52P3/2|F′〉 accounting for the
relative Zeeman shift of the initial and final sub-levels given by ∆Z = µB(mF′gF′−mFgF)Bz/h¯. This
formula assumes that all the atoms stay in their initial state throughout the interaction, and that the
local densities are unaffected by the probe beam. Figure 2.8 shows the expected Faraday angle and
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Figure 2.7: Optical process behind Faraday imaging. Hyperfine levels and their internal sub-levels
for 87Rb on the D2 line without the presence of a magnetic field (A) and with a magnetic field
(B) assuming only linear Zeeman shifts of the internal sub-levels. The atoms are initially in the
52S1/2|F = 1,mF = −1〉 state represented by the black dot. The probe laser (red arrow) is detuned
from the 52S1/2|F = 1〉 → 52P3/2|F′ = 2〉 transition by (∆). The orange (blue) arrows represent the
allowed transitions for an atom absorbing σ+(σ−) light which makes up the linearly polarized light.
Note that only optical F′ = F±1 is allowed due to angular momentum conservation.
signal for a low magnetic field case (Bz = 0.1 G) and the magnetic field present at the atom location
during levitation (Bz = 80 G). Experimentally, a detuning of ∆/2pi =−196 MHz produces the best
signal in the levitation field.
The Faraday angle can be related to the density through using θF(x,y) = n2D(x,y)(σ+∆ −σ−∆ ) =
n2D(x,y)σeff, where σ± is obtained by dividing Eq. (2.89) by n2D(x,y) and σ∆eff is the effective angular
rotation cross section for a given detuning ∆. Using Malus’s law with θ0 = pi/2 allows for the
expression of the density in terms of the probe beam intensity profile IP(x,y) and the measured
intensity profile IM(x,y) as
n2D(x,y) =
1
σ∆eff
arcsin
[√
IM(x,y)
IP(x,y)
]
. (2.90)
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Figure 2.8: Plots of the typical expected Faraday rotation (θF) and signal (IM/IP) for a uniform atom
column density n2D(~r) = 3.1×1014 m2, and probe beam uniform intensity IP(~r) = 15 W/m2. Generated
using the method presented in [90]. (A) and (B) show the expected Faraday angular rotation of the
probe electric field when passing through the cloud for a magnetic field aligned with the imaging beam
of Bz = 0.1 G and our levitation magnetic field at the atoms of Bz = 80 G, respectively. (C) and (D)
show the expected signal for the same condition as (A) and (B), respectively with the assumption
that the initial incident light is perpendicular to the polarizer polarization axis. The for both cases the
detuning is measured from the 52S1/2|F = 1〉 → 52P3/2|F′ = 2〉 (D2) transition as shown in Fig. 2.7A.
The probe beam intensity profile cannot be measured during the experiment since our wave-plate
is stationary. Therefore, IP(x,y) needs to be measured either before or after the experimental run.
Two images are taken during the experiment one of the probe light without Iwo(x,y) and one with
Iw(x,y) the atoms Fig. 2.6A,B, respectively. The measured intensity profile is given by IM(x,y) =
Iw(x,y)− Iwo(x,y).
There are two main regimes for the noise in Faraday images. When the signal is large compared to
the noise, IM(x,y) pG(x,y) where pG(x,y) is the rms noise local noise, the noise on the atom count
will tend to average to zero when integrating over large areas. However, if the rms noise is comparable
or bigger that the signal (true for regions where there are no atoms) then a problem arises in that
IM(x,y) can be negative, leading to imaginary roots in Eq. (2.90). To remedy this, it can be noted that
in the limit where there are no atoms the noise will be symmetric such that half the values will be
negative and half will be positive with so instead of ignoring the imaginary root as non-physical they
can be treated as negative real atom counts so that the noise averages out over larger areas, leading to:
n2D(x,y) =
1
σ eff∆
arcsin
[
Re
[√
IM(x,y)
IP(x,y)
]
− Im
[√
IM(x,y)
IP(x,y)
]]
, (2.91)
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which partially compensates for the experimental noise.
2.5.4 Momentum spectroscopy through Bragg-scattering
Bragg spectroscopy has been used to make a variety of measurements in cold atoms. It has been used
to measure the coherence length of a Bose-Einstein condensate [92], the momentum distribution of
cold atom gases [93], the superfluid pairing gap and speed of sound in strongly interacting Fermi
gases [94], the circulation sign of different vortices [95], and much more. In particular, in this thesis
Bragg-scattering is used to measure the 1D velocity distribution of the BEC, allowing us to infer the
sign of the vortices (Section 6.5).
To Bragg-scatter an atom cloud, two phase-locked lasers with wavevectors~k1, and~k2 and frequen-
cies ω1, and ω2 are made to intercept at the cloud location, as shown in Fig. 2.9. A single atom scatters
by spontaneously absorbing a photon from on of the beams and then remitting a stimulated photon
into the other beam changing its momentum and energy in the process. This process can be repeated N
times, known as high-order Bragg scattering.
The scattering process of the photons with the atom can be seen as a collision, which requires
conservation of energy and momentum which can be satisfied through tuning the frequency difference
of the two Bragg lasers. Conservation of energy requires the energy change of the atom during the
process be equal to the energy difference between the absorbed and re-emitted photons:
h¯2
2m
[
|~katomout |2−|~katomin |2
]
= Nh¯(ω2−ω1) . (2.92)
The momentum conservation simply means that wavenumbers must be conserved
~katomin −~katomout = N∆~kphoton = 2N|~kphoton|cos(θ/2)xˆ, (2.93)
where we have assumed that |~kphotonin |= |~kphotonout |= |~kphoton|, since the detuning is small relative to the
frequency of the beam. Combining Eqs. (2.92) and (2.93) we get the Bragg beam frequency detuning
resonance condition which is
δ = δ0+δv =
Nh¯|~kphoton|2 cos2(θ/2)
pim
+
h¯|~kphoton|cos(θ/2)~katom · xˆ
pim
. (2.94)
δ0 = 2piN×15.08 kHz is a fixed detuning that conserves energy and momentum during the scattering
process for atom initially at rest, while δv is a detuning due to the initial velocity of the atom in the
direction of the scattering (xˆ). The recoil velocity is the velocity imparted to the atom by the scattering
process and gives:
~vatomrecoil =~v
atom
out −~vatomin =
2Nh f
mc
cos(θ/2)xˆ (2.95)
where f is the frequency of the Bragg laser.
34 CHAPTER 2. THEORETICAL BACKGROUND
Figure 2.9: Depiction of a Bragg diffraction process where two phase-locked laser beams (red) of
linear polarization in zˆ-direction, wavevector (~k1,~k2) and frequency (ω1, ω2) are made to intercept
with angles (−θ/2,pi − θ/2) relative to the x-axis. A lattice, of wavelength λ , moving at v in the
xˆ-direction, assuming that ω1 > ω2, is created. If the interception of these two beams is made to occur
at the cloud location (blue), and an atom in the cloud undergoes Bragg-scattering, its change in energy
is given by ∆E = h¯∆ω and change in momentum by (∆~P = h¯∆~k).
The specific set-up in terms of angles and laser frequencies utilised in our experiments can be
found in Section 3.4.1.
Chapter 3
A versatile BEC apparatus
3.1 Introduction
In this chapter, we give an overview of the experimental components of the University of Queensland
BEC apparatus that have been modified and added to the experiment during my PhD. A typical setup for
creation of Bose-Einstein condensate (BEC) consists of a vacuum system, magnetic coils with driving
electronic circuits, and lasers for cooling and trapping. A well functioning 87Rb BEC experiment
will produce BEC of ∼ 0.5−5×106 atoms with lifetimes > 10 s. We focus on experimental details
that are relevant to the experiments presented in this thesis. These include the vacuum, electrical and
laser systems which were all modified during my PhD. The evaporation procedure used to create a
Bose-Einstein condensate from thermal atoms is summarised. Readers may refer to Nicholas McKay
Parry’s thesis [96] for a more complete description of the original design and construction of the
experimental apparatus. In his thesis Nick describes the construction of a Cicero-controlled Opal Kelly
FPGA driven NI PXI system, the distribution board for the lasers used for imaging, trapping, cooling
in the experiment. Nick also constructed the 2D and 3D magneto-optical trap (MOT) and the transfer
coils used to transfer the atoms from the 3DMOT to the science cell. The culmination of his work led
to a usable cooling sequence which was used to achieve the first BEC in our lab.
3.2 Vacuum System
Our apparatus consists of a three-part vacuum system, comprising a two-dimensional magneto-optical
trap (2DMOT), three-dimensional MOT (3DMOT) and attached Science Cell cuvette (see Fig. 3.1).
The Science Cell is made of Suprasil quartz and has 1.25 mm thick walls with an external broadband
anti-reflection coating. The 2DMOT is separated from the 3DMOT and science cell sections with
a 12 mm long differential pumping tube with a 1.2 mm inner diameter. This results in a pressure
differential of ∼ 15,000, with a pressure of ∼ 5× 10−12 Torr and 10−8 Torr on the 3DMOT and
2DMOT sides, respectively.
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Figure 3.1: Picture of the vacuum system used to run the experiments. The system consists of two
main parts a low vacuum 2DMOT side with a pressure of around 10−8 Torr and a high vacuum
3DMOT/science cell side with a pressure of < 5×10−12 Torr and they are separated by a differential
pumping tube which is simply a small pinhole with low conductance see [96] for dimensions and
specifications. The low vacuum side consists of an ion pump, two heated pinched of copper tubes with
potassium and rubidium ampules inside them and a set of cold fingers cooled to 15◦C. On the high
vacuum side, we have a home made Ti-sub pump, combined with an Ion pump to pump the system, to
measure the pressure we also have a UHV ion gauge. These are connected to a glass octagon inside of
which a 3DMOT is generated, with a glass cell protrusion for our high-resolution optical access needs.
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The low vacuum (10−8 Torr) side consists of a pair of cold fingers kept at 15◦C which acts as a
sink for the rubidium atoms in the system (it also includes a 10 L/s ion vacuum pump which we are
not running as it succumbed to poisoning from the rubidium). There are two ampules with 1 g solid
mass of Rb and K sitting inside a pinched off copper tubes on either side of the experiment. The K
ampule was included for future expansion to a dual BEC of 87Rb and 41K. We warm up the Rb mass
to a constant temperature to keep the Rb pressure constant in the system to create a constant supply of
87Rb atoms. A 2DMOT square cell with four windows allows us to do two-axis cooling and a window
on the end of the experiment allows for optical access for a push beam to push the atoms through the
differential tube into the high vacuum side and to the science cell.
The ultra-high vacuum (UHV) is actively pumped by a 15 L/s ion pump with noble gas pumping
element and a home-made titanium sublimation pump which is run once every 6-8 months (a UHV ion
gauge was also added to the system but it is not used due to insufficient out-gassing during the baking
process of the vacuum). The UHV measured pressure is thus degraded from out-gassing of the gauge
when turned on, increasing the pressure that the gauge is trying to measure. The glass octagon gives
good optical access for 3DMOT cooling and the science glass cell allows for high-resolution imaging
and projection.
The initial experimental work in my PhD involved rebuilding the vacuum system to its current
form. This was done because of the presence of a leak at the differential pumping tube on the low
vacuum side of the system. This leak caused high pressure on both side of the system which meant low
lifetimes and high thermal fractions in our small condensates preventing any useful experimentation.
Details of the system bakeout were similar to that of Ref. [96] which can be summed up as a two
weeks out-gassing of the system at high temperature to improve the vacuum to its current condition.
3.3 Electrical System
To create the magnetic fields needed for the 3DMOT, microwave (MW)-evaporation, and to transfer
the atoms from the 3DMOT to the Science Cell, the system is equipped with three main quadrupole
coil pairs depicted in Fig. 3.2. The MOT coils are used to create the needed magnetic field during the
loading of the 3DMOT and the magnetic re-trapping (see Sections 3.5.1 and 3.5.3). The transfer coil
pair is only used in conjecture with the other two coils to transfer the atoms from the octagon glass
cell to the science cell.
The BEC coil pair is the only coil pair that can be driven as either a Helmholtz, anti-Helmholtz pair
or independently of one another due to the coil driving circuit as shown in Fig. 3.3. We achieve this by
using a simple switching circuit to switch the polarity of the top coil and a by-pass current circuit to be
able to take current away from the top coil allowing for an independent drive. This allows the BEC
coils to create the gradient needed to perform MW-evaporation in our trap, but can also be used for
accessing Feshbach resonances and to produce a levitation field.
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Figure 3.2: Depiction of the main magnetic coils in the system. The MOT coils are used to create the
3DMOT and for magnetic trapping. The three coils field are then ramped in such a way as to transfer
the atoms from the 3DMOT to the Science Cell, and then trapped inside the BEC coils magnetic field.
A more thorough description of the system coil design can be found in [97]. The BEC coils are used
for both trapping of the BEC in an anti-Helmholtz configuration, levitation of the cloud using a partial
by-pass of the top coil and Feshbach resonances access in their Helmholtz configuration using the
circuit shown in Fig. 3.3. The optical dipole trap, sheet beam, imaging lights and projected DMD light
are shown for reference.
One of the complications during the transfer from the magnetic field trap after MW-evaporation to
the optical dipole trap was the drift of the zero position of the quadrupole magnetic field due to the
background magnetic field coming from the ion pumps and earth’s magnetic field. To cancel these
fields we use a 3D printed zeroing coil assembly that fits around the science cell with 3 coil pairs
perpendicular to one another to allow us to cancel out the magnetic field at the BEC location in all
three directions. The vertical coils are driven as a Helmholtz pair and the other four coils are driven
independently to allow for the cancellation of gradients and to allow us to bias the system. The 3D
printed coil assembly is shown in Fig. 3.4 with the Science Cell and the microscope objectives also
depicted. The side, BEC/MOT, vertical zeroing coils have 28, 54, 31 windings and measured resistance
of (0.93±0.01)Ω, (1.93±0.02)Ω, (1.43±0.01)Ω, respectively. Each of the coils is controlled by a
HighFinesse bipolar current source (BCS) with analogue control (±10 V). The supplies maximum
outputs are 8A/3V and the current noise is suppressed to < 8× 10−5 A. This allows for accurate
dynamic control of the local fields at the atoms during the experiment.
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Figure 3.3: Depiction of the BEC magnetic field coil drive. The consists of a main coil drive circuit
which controls the total current going through the coils and monitors that current using a hall probe
sensor. The top bypass circuit is used to is used to bypass the top coil so that the current going through
the two coils is independent of one another. The top coil is inside a switchboard used to switch the
coils from a Helmholtz to an anti-Helmholtz configuration.
3.3.1 Levitation field
To trap atoms with low optical power and levitate the cloud during free expansion, we create a levitation
field using our BEC coil pair. This is done by independently controlling the current going through the
top and bottom coil. We have two requirements for the levitation field, the first is that the levitation
field magnetic gradient in the vertical direction must counteract the effect of gravity on the atoms
in the 52S1/2|F = 1,mF =−1〉 state. The second is that the magnetic field gradient perpendicular to
gravity should be zero so as to not impede the free expansion of the cloud. To find the currents that
satisfy these conditions, we calculate the magnetic field created by the coils. To do so we must first
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Figure 3.4: Depiction of the 3D printed coil assembly for the purpose of cancelling the magnetic field
in the science cell at the BEC location. The vertical coils are driven as a Helmholtz pair and each of
the side and MOT/BEC zeroing coils can be driven independently and thus can be used to bias the
system. Depicted objectives are for illustration purposes only and are not the actual objectives used.
calculate the magnetic field created by one turn of one coil, which is given by
~Bz(ρ,z, I) =
µ0I
2pi
√
z2+(a+ρ)2
[
a2− z2−ρ2
z2+(ρ−a)2 EE(k)+EK(k)
]
zˆ, (3.1a)
~Br(ρ,z, I) =
µ0zI
2piρ
√
z2+(a+ρ)2
[
a2+ z2+ρ2
z2+(ρ−a)2 EE(k)+EK(k)
]
ρˆ, (3.1b)
where k = 4aρ/(z2+(a+ρ)2), EE (EK) are complete elliptical integrals of the second (first) kind, a
is the radius of the coil, z is the vertical displacement from the center , ρ the radial displacement, µ0 is
the vacuum permeability and I is the current through the coils. The combined magnetic field due to the
one turn of one coil is given by ~Bcoil(ρ,z, I) = ~Bz(ρ,z, I)+~Br(ρ,z, I). The combined magnetic field
of both coils is then given by
~B(z′,ρ) = Nturns
[
~Bcoil(ρ,z′+d/2, Ibottom)+~Bcoil(ρ,z′−d/2, Itop)
]
, (3.2)
where d is the separation of the coils, z’ is the displacement from the center of the two coils, Nturns is
the number of turns wound around each coil, Itop(Ibottom) are the current through the top(bottom) coil.
For our BEC coils assembly the parameters are a = 50 mm, b = 79 mm, and Nturns = 58.
To find the condition where the levitation field counteracts gravity we need to know what force the
atoms experience in a magnetic field which is due to the magnetic Zeeman shift of the state, leading to
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Figure 3.5: Modelled levitation field for current of bottom(top) BEC coils set to I(−0.119I) where
I is set to 26.44 A such that the vertical gradient is -30.5 G/cm to counteract gravity. (A) shows the
generated magnetic field magnitude as a function of horizontal displacement from the atom cloud
position and it can be seen that the gradient is close to 0 over 2 mm. (B) is the same as in (A) but
for vertical displacements from the atom cloud position. It shows an almost uniform gradient of
-30.5 G/cm in the magnetic field over 2 mm counteracting gravity uniformly over the 9 µm in-trap
extent of the cloud.
an effective potential due to the change in the energy of the state with changes in the magnetic field.
The force due to a magnetic field gradient is therefore given by
~F(~r) =−~∇ ·∆EZeeman(~r) =−µBmFgF~∇ ·
∣∣∣~B(~r)∣∣∣ . (3.3)
With this we can now solve the equation for the coil currents that leads to our stipulated conditions
mainly being
~F(~r) = gzˆ, (3.4a)
d
∣∣∣~B(~r)∣∣∣
dρ
= 0. (3.4b)
Solving for the currents that satisfy Eq. (3.4b), we get that Itop =−0.119Ibottom meaning that we still
need the coils to be in an anti-Helmholtz configuration but the current of the top and bottom coils
need to be controlled independently, which is done with the circuit described in Fig. 3.3. Using the
condition for a uniform radial field, solving Eq. (3.4a) indicates that the current through the bottom
coil needs to be 26.44 A. Figure 3.5 shows the magnetic field magnitude for horizontal (ρˆ) and vertical
(zˆ) displacements from the atom cloud position. The magnetic field magnitude is mostly independent
from horizontal displacements as can be seen in Fig. 3.5A and has a linear slope of -30.5 G/cm for
horizontal displacement shown in Fig. 3.5B.
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3.4 Laser system
In this section, the optical systems that have been modified or added during the tenure of my PhD
are described. Most of the optics drawn in this section have used the ComponentLibrary, a library of
standard optical components, as their basis, which was created by Alexander Franzen [98].
The laser distribution board to distribute the light to the atoms is presented, as well as the optical
beams projected onto the atoms horizontally and vertically through the high resolution objectives
which are used to create the external atom potentials for our experiments. The horizontal system is
mainly used for 3DMOT cooling, horizontal time of flight imaging and optical trapping in an ODT and
in a light sheet. The vertical system which is used for vertical in situ and time-of-flight (TOF) imaging,
horizontal trapping though a projection of the DMD trapping potential and for spatially selective atom
scattering/cloud heating.
3.4.1 Distribution boards
Figure 3.6 shows the distribution boards of the 87Rb cooling and repump lasers (41K lasers are not
shown see [96] for further details). There are two inputs to the system: the repump laser input
locked to the 52S1/2|F = 1〉 → 52P3/2|F ′ = 1,2〉, and the seed cooling laser input locked to the
52S1/2|F = 2〉 → 52P3/2|F ′ = 2,3〉 where the |F ′ = i, j〉 denotes the crossover line between hyperfine
states i and j. The cooling light is up-shifted by a double-pass acousto-optic modulator (AOM) which
is used to control the detuning of the cooling light. It is then amplified by a DLX110 tapered amplifier.
Some of the light goes into the Bragg set-up (shown in Fig. 3.8), and the rest is down-shifted by a
single pass AOM at a fixed frequency and the distributed to the push beam, 2DMOT beams, and
3DMOT distribution board. The repump beam is upshifted by a single pass AOM and distributed to
the horizontal 2DMOT, vertical repumping beam, the Faraday imaging board (see Fig. 3.9), and the
3DMOT distribution board. On the 3DMOT distribution board, the repump and cooling are combined
and the distributed to six 3DMOT beams and the horizontal imaging beam. The Faraday light and
imaging light are also combined and coupled into the vertical imaging fibre. The seed cooling laser
input to the distribution board is locked to the 52S1/2|F = 2〉→ 52P3/2|F ′ = 2,3〉 cross-over resonance
using standard saturated absorption spectroscopy, as shown in Fig. 3.7.
The Bragg distribution board depicted in Fig. 3.8 takes in light from the cooling path on the
distribution board, which is 80 MHz detuned, from the 52S1/2|F = 2〉 → 52P3/2|F ′ = 3〉 transition and
splits the light beam into S and P-polarized light with equal power in each arm. For a description of
Bragg scattering see Section 2.5.4. Each arm is then sent through a double pass AOM with central
double pass frequency of -200 MHz bringing the light close to the 52S1/2|F = 2〉 → 52P3/2|F ′ = 2,3〉
cross-over transition with a tunable offset between the 2 beams for momentum selection. After
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Figure 3.6: Laser main distribution board layout for 87Rb with 3DMOT distribution board shown as an
inset. The board takes in a repump and a cooling seed light and feeds the Bragg distribution board,
2DMOT and 3DMOT, horizontal and vertical absorption imaging, and the Faraday imaging. The green
dashed lines represents paths that are used by the 41K light for which the optics are not depicted.
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Figure 3.7: Schematics of the 87Rb master oscillator for the cooling light, consisting of an external
cavity diode laser (Toptica DL100) with a simple saturated absorption spectroscopy scheme. This laser
is locked to the 52S1/2|F = 2〉 → 52P3/2|F ′ = 2,3〉 cross-over resonance.
recombining the beams on a polarization beam splitter (PBS), the light is sent to the atom through a
polarization maintaining (PM) fibre.
The Faraday light distribution board (Fig. 3.9) takes light on resonance with the 52S1/2|F = 1〉 →
52P3/2|F ′ = 2〉 transition and then outputs it with a tunable detuning relative to the input by using
a double pass AOM. The detuned light is then coupled to a fibre and sent to the distribution board
(Fig. 3.6). On the board, it is coupled with the absorption imaging light into a PM fibre and then sent
to the vertical imaging system. Having both lights coupled to the same fibre allows for a quick change
between the absorption and Faraday imaging on the vertical system, by simply rotating the output
polarization before it goes through a final PBS cube. For the physics of how to Faraday image atoms
see Section 2.5.3.
To project the DMD pattern onto the atom plane, we use repulsive green light (532 nm). For the
full details of the projection see Chapter 4: here only the physical system will be described. The green
light is generated by a Spectra-Physics Millennia laser with output power tunable from 0.2 to 5 W.
The green light beam is first expanded by a factor of 2X to prevent issues with thermal deformation
of lenses and mirrors when high laser power is used. The light is then split using a PBS cube to
be sent either to the optical accordion which we are still working on or sent to a fibre to be used to
project our DMD onto the atom plane (see Fig. 3.12). The light going to the DMD is magnified by
3.4. LASER SYSTEM 45
2
4
4
Figure 3.8: Schematics of the double Bragg beam distribution board which outputs light of two opposite
linear polarizations with a slight frequency offset between the two polarizations (∼ 15.08 kHz). The
input light is linearly polarized and +80 MHz from the 52S1/2|F = 2〉 → 52P3/2|F ′ = 3〉 transition the
beams is rotated by a wave-plate and both polarizations are sent to double-pass AOMs centred about
-100 MHz, with slight offset frequency between the 2 AOMs, bringing the light to the 52S1/2|F =
2〉 → 52P3/2|F ′ = 2,3〉 cross-over transition with a tunable offset between the 2 beams. The light is
then recombined and coupled to a fibre, after which it is sent to the BEC to preform Bragg scattering
as shown in Fig. 3.11.
2
4
Figure 3.9: Schematics of the Faraday light distribution board. The input light comes from the repump
path shown in Fig. 3.11 and is on resonance with the 52S1/2|F = 1〉 → 52P3/2|F ′ = 2〉 transition. The
light is then passed through a double-pass AOM to tunably shift the frequency, usually set to 95 MHz
(-190 MHz total shift), this light is then coupled to a fibre and sent to the distribution board shown in
Fig. 3.11.
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Figure 3.10: Green light distribution board. The light from the laser is expanded and split into two
paths one for that will be used to supply the optical accordion [100] (still to be implemented in the
system) and the rest of the power is coupled to a fibre to be used to illuminate the DMD. It is coupled
through an AOM that acts as a switch. Due to the low NA of the green light fibre (0.048±0.02) the
drift in the beam angle at the output of the AOM affects the coupling into the optical fibre and causing
drifts in the system. To minimize these, we used the scheme proposed by [99] of driving the AOM
with two frequencies and making sure that the sum of the power of the acoustic waves was constant.
a factor of 1/3, then sent through an AOM driven by multiple frequencies. The green light is then
coupled to an Endlessly Single Mode (ESM), large-mode-area, polarization-maintaining, photonic
crystal fibre with an NA of 0.048±0.02. Due to the small NA of the fibre, any angular shift of the
AOM output beam leads to a significant change in the coupling. We found that thermal drifts of the
output angle of the AOM due to heating up of the crystal after turning on the device were detrimental
to the reproducability of our experiments. So following [99], we decided to feed two frequencies to
our AOM and maintain the power between the two such that the power coming into the AOM was
constant. This way, even when the AOM is not being used to send light to the DMD, the dissipated
acoustic power in the crystal is constant which leads to a more stable temperature of the crystal thereby
mitigating the thermal angular drift of the AOM.
3.4.2 Laser cooling, trapping, imaging and Bragg systems
The optical system on the vacuum side is made up of the horizontal (see Fig. 3.11) and vertical (see
Fig. 3.12) optical systems.
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The horizontal system consists of five main components. The 3DMOT optical system consisting
of six 12.7 mm waist optical beams with 8 mW of cooling light and 100 µW repumping light set to
circular polarisation. A 9.5 mm waist imaging light beam, consisting of 500 µW of linearly P-polarized
light and 100 µW of linearly S-polarized light repumping light, is made to pass through the BEC to
produce an absorption image. The probing light is sent to the camera through a PBS to separate it
from the repump light. The camera used to image the probing light is a Prosilica GX1050C CCD
Camera. The optical dipole trap (ODT) is sent to the optical table through a fibre and is focused onto
the atoms for optical trapping with 95 µm waist and power tunable between 50 mW and 4 W with
power actively stabilized with a photodetector [101]. A sheet beam with stabilized adjustable power
between 4.2 mW and 250 mW focused onto the atom cloud with a vertical direction waist of 8.6 µm
and collimated horizontal waist of 500 µm is used for the vertical confinement of the atoms in the
final BEC. The horizontal Bragg beam is used to probe the momentum of the cloud and measure the
circulation of the vortices in the system [102]. The beam is generated on the Bragg distribution board
(Fig. 3.8). The Bragg light is 80 MHz detuned from the 52S1/2|F = 2〉 → 52P3/2|F ′ = 3〉 transition
and so is ∼6.8 GHz detuned from the closest transition for atoms in the 52S1/2|F = 1〉 hyperfine
state. The Bragg beam consists of S and P-polarized light with controllable detuning between the two
components for momentum selection, with power variable from 10 µW to 500 µW. The Bragg light is
made to overlap with the atoms at a 45◦ angle with the y-axis, and then is retro-reflected through a
quarter wave-plate to switch the polarization of the beams. This results in a lattice to diffract the atoms
in the double-Bragg configuration [103].
The vertical optical system (Fig. 3.12) consists of an imaging path that can do both absorption and
Faraday imaging, a projection path to project the DMD onto the atom plane, to provide horizontal
confinement through blue-detuned repulsive light, and a third path to project a second DMD onto the
atom plane with near-resonant light, allowing us to selectively destroy parts of the cloud.
The light for the vertical imaging system comes from the distribution board (Fig. 3.6) and can be
either set to be probing light, which combined with the repumping light can be used for absorption
imaging or can come from the Faraday distribution board to be directly used for Faraday imag-
ing. The imaging system (see right half of Fig. 3.13) consists of a microscope objective (Olympus
LCPLN20XIR) with a 0.45 NA, with a glass aberration correction collar for 0 - 1.2 mm thickness,
antireflection coated for near-infrared radiation, with a 9 mm effective focal length and a 8.93-8.18 mm
front working distance (dependent on the glass thickness). The atoms are then re-imaged using a
100 mm achromatic lens which produces an 11.11× magnified image. The image is then projected
using a lens relay, which is not used at the moment, but is there for the implementation of a dark field
imaging in the future [104, 105]. The intermediate image is then re-imaged onto the CCD camera
(PIXIS 1024B) using a fixed working distance VZM450 zoom lens (0.70× - 4.74×) allowing for
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Figure 3.11: Optics in the horizontal plane near the 3DMOT and Science Cell. The optics consist of
five systems: 1) The 3D MOT optics which provides our initial cooling stage made up of 6 beams
(vertical beams not depicted); 2) A horizontal imaging system which consists of the imaging light
in purple travelling along the xˆ-direction and a Prosilica GX1050C CCD camera; 3-4) In orange
(1064 nm), the optical dipole trap (ODT) travelling through the cell along the -xˆ-direction, and the
sheet beam travelling through the cell along the -yˆ-direction; 5) A double-Bragg beam set-up travelling
at an angle of 45◦ from the y-axis beam in green.
3.4. LASER SYSTEM 49
400mm
200mm
24o
48o Iris
DMD 100mm
Beam sampling
Photodetector
500mm
Microscope objective
N.A. = 0.45
f = 10mm
Adjustable zoom lens
(0.7x - 4.5x)
PIXIS Camera
Microscope objective
N.A. = 0.45
f = 9mm
100mm
100mm100mm
Filter
2
100mm
DMD Imaging
Imaging
light
Optical pump light
DMD
50mm
Science cell
Iris
Atom location
= Achromatic
= Plano-convex
200mm 75mm
Figure 3.12: Schematic representation of all the vertically travelling optical systems at the BEC
location. The green light is used to project an image of the DMD onto the atom plane through a 100×
imaging system. The red light is used to probe the cloud and it can either be tune to be Faraday or
absorption light for imaging. The orange light is the ‘kill light’ which is masked by a DMD and
projected onto the light plane to optionally remove atoms from the trap. The blue beam is the repump
light used in standard absorption imaging and is the only light travelling upwards through the cell.
Note that the adjustable zoom lens is only shown as a schematic the actual internal optics are unknown.
The zoom lens model we use is a VZMT M 450i Zoom Imaging Lens with a 90 mm working distance.
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Figure 3.13: DMD projection system and reimaging/BEC imaging system. The DMD is imaged on
to the atom plane with 0.01× magnification (100× minification), and combined with a red-detuned
TEM00 sheet to form configurable 2D trapping potentials. The bottom system similarly produces an
image of the BEC or DMD pattern, with adjustable magnification from 7.77× – 52.6×. The half wave
plate is used to switch between Faraday imaging and standard absorption imaging. The lens relay
system will be used for a future implementation of darkground imaging [104, 105]. Note this figure is
an adapted version a figure in our published paper [1].
7.77× - 52.6× adjustable magnification of the atom cloud onto the camera. The beam cube and
half-wave plate are used to switch between Faraday imaging, where the probe light does not illuminate
on the camera, and absorption, where the probe light does make it to the camera. As part of the
imaging system, a repumping beam is also sent backwards through the imaging system to repump
the atoms before they are probed. This path is only used during vertical absorption imaging, as the
Faraday detection works on the repump absorption lines.
The projection of the DMD used for horizontal confinement is done using 532 nm light coming
from the green laser light distribution board. The light power is first stabilized and monitored using a
photodetector and PID controller circuit feeding back onto the AOM signal on the distribution board.
The illumination light of Gaussian shape, with w0 = 9.81 mm, is projected onto the DMD (WUXGA
1200×1920 pixels with Visitech LUXBEAM 4600 controller) with an incident angle of 24◦. The
reflected light by the ‘on’ mirrors is propagated through the imaging system to the atoms while the
light reflected by the ‘off’ mirrors is absorbed by a beam block. For further information about the
operation of the DMD see Section 4.3. The measured diffraction efficiency is ∼ 40%. The image
is projected using a 1/2× system composed of visible wavelengths AR-coated achromatic lenses of
200 mm and 100 mm focal lengths, respectively. An iris is inserted in the Fourier plane of the 200 mm
lens to filter out the unwanted extra diffracted orders of the DMD, which otherwise contribute stray
light to the dark regions of the imaged pattern reducing the uniformity of the trapping potential and
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the lifetime of the atoms trapped in the dark regions. The 1/2× projected image of the DMD is then
re-imaged with a 1/50× imaging system consisting of a 500 mm achromatic lens and Nikon CFI
PLAN EPI 20XCR infinity corrected objective also with 0.45 NA, glass aberration correction collar,
visible AR-coating, 10 mm effective focal length, and 10.9 - 10 mm working distance. This objective
is made for inspecting LCD panels which is the same thickness as our science cell. Overall the DMD
pattern is projected onto the atom plane with a magnification of 1/100×. The quality of the projected
pattern was found to be insensitive to the angle between the microscope objective plane and the atom
imaging plane up to coarse adjustment, but we found that correction for the glass aberrations was very
important.
The third vertical optics system projects another DMD to create a spatially patterned atom cloud
“kill” beam. It consists of light tuned to 52S1/2|F = 1〉 → 52P3/2|F ′ = 2〉 reflected off a DMD (DLP
LightCrafter). The DMD is first imaged using a 8/3× system made up of a 75 mm and 200 mm
achromatic lenses. The light is then projected onto the atom plane using the same 1/50× imaging
system as for the horizontal trapping projection pattern resulting in a 4/75× magnification of the
original DMD when projected onto the atom plane.
3.5 BEC creation summary
In this section, the experimental steps used to create a 87Rb Bose-Einstein condensate in the 52S1/2|F =
1,mF =−1〉 state will be described. This state can be manipulated using either light due to the dipole
interaction or a magnetic field since the state is in a low magnetic field seeking state.
The steps described in detail in this section are first the cooling step which uses a 2D Magnetic
Optical Trapping (MOT) combined with a 3DMOT to collect, trap and cool atoms down to the µK
regime through photon recoil cooling. Then, the atoms are pumped into the 52S1/2|F = 1,mF =−1〉
trappable state and trapped in a quadrupole magnetic field, then magnetically transferred from the
octagon area to the Science Cell area (see Fig. 3.1). Next, in a high quadrupole field gradient,
microwave evaporation is used to further cool the cloud. Then, the atoms are loaded into an optical
dipole trap combined with a magnetic field in which optical evaporation is performed. Finally, the
atoms are transferred from the optical dipole trap into a sheet trap where optical evaporation is further
performed. At the end of the evaporation ramp, before the atom condense, the DMD projected pattern
is turned on such that the atoms condense inside the DMD pattern.
3.5.1 Magnetic optical trapping and cooling
The principle behind MOT cooling is that an atom put inside an optical beam will experience an
optical force due to the directionality of the incident photons and the isotropy of the reemission. This
scattering will lead to an effective friction force which will slow down the atoms interacting with
the light thereby cooling them [106]. Using either 6 beams of light coming along each coordinate
axis is not enough to produce a trap since random walk could allow the atoms to stray from the trap
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(Fig. 3.11). To remedy this the extra force is made to be spatially dependent to provide the restoring
force needed to create a trap. This is done by applying a magnetic gradient field at the locations of
the atoms which introduces spatially dependent Zeeman shifts of the internal energy levels of the
atoms [107].
For the cooling of our 87Rb atoms, we use the D2 transitions lines (see Fig. 2.2) with an optical
cooling laser driving the transition 52S1/2|F = 2〉 → 52P3/2|F ′ = 3〉 with circularly polarized σ±
which forms a closed transition between 52S1/2|F = 2,mF =±2〉 → 52P3/2|F ′ = 3,mF ′ =±3〉. Not
all of the atoms start in the 52S1/2|F = 2〉 hyperfine state, as some start in the 52S1/2|F = 1〉 state,
and it is possible to lose atoms from the cyclical transition due to spontaneous emission down
to the 52S1/2|F = 1〉 state. To prevent these losses, a repump laser that drives the atoms from
52S1/2|F = 1〉 → 52P3/2|F ′ = 2〉 is used. The atoms through spontaneous emission will decay back
either into 52S1/2|F = 1〉 state which will be re-pumped again or 52S1/2|F = 2〉 state which is back in
the cooling cycle. This effectively creates a closed transition cycle for our cooling.
We use a two-stage loading process where on the low vacuum side (due to high 87Rb partial
pressure) of our experiment (see Fig. 3.1) the atoms are cooled down in two directions in the 2DMOT.
The low vacuum allows for a high atom density but is detrimental to the lifetime of a BEC when doing
experiments. Therefore, the atoms are pushed to the ultra-high vacuum side of the experiment, using a
push beam along the axis of the 2DMOT cloud that is not cooled, through a pressure differential tube
of 12 mm of length and 1.2 mm inner diameter providing the low conductance needed to maintain the
pressure differential (∼ 15,000) between the two vacuum chambers. The atoms are then transferred
to a 3DMOT where they are cooled along all three directions while sitting inside a quadrupole field
generated by a pair of anti-Helmholtz coils.
The 2DMOT and 3DMOT repump laser are tuned to the 52S1/2|F = 1〉→ 52P3/2|F ′ = 2〉 transition
and the cooling lasers are red detuned by −3ΓD2, where ΓD2 = 2pi×6.065 MHz is the linewidth of
the D2 transition [84], for the 52S1/2|F = 2〉 → 52P3/2|F ′ = 3〉 transition. The vacuum pressure on the
low vacuum side is about ∼ 10−7 Torr and about ∼ 5×10−12 Torr on the ultra-high vacuum side. We
load ∼ 1010 atoms in our 3DMOT in about 10 s with a temperature of around 100 µK.
3.5.2 Compressed MOT & repumping
The density of atoms remains quite low in the 3DMOT due to the scattering of light inside the
cloud. To avoid heating of the magnetically trappable atoms due to energy gained during the increase
in the magnetic field, the density of the atomic cloud is increased. This is done by performing a
compressed MOT (CMOT) [108]. This step involves linearly ramping the cooling laser detuning from
−3Γ→−10Γ over 50 ms and leaving the magnetic field gradient at 10.5 G/cm while reducing the
repump power to about 10% of its initial value. This allows the density to grow due to the reduce
scattering rate coming from the centre of the cloud leading to a reduced internal pressure of the cloud
allowing the density to increase.
Most of the atoms are in the 52S1/2|F = 1〉manifold due to our low repump power during the CMOT
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step, but some atoms are still in the 52S1/2|F = 2〉. We want our atoms in the 52S1/2|F = 1,mF =−1〉
state, so the repump beam is turned off for 2 ms after the CMOT to transfer all of the atoms into the
52S1/2|F = 1〉 manifold.
3.5.3 Magnetic trapping & transfer
We slightly favour the magnetically trappable 52S1/2|F = 1,mF =−1〉 state by leaving the magnetic
field on during the cooling and depumping process but still many of the atoms end up in non-
magnetically trappable states 52S1/2|F = 1,mF = 0,1〉. This means that when ramping on our magnetic
field gradient to 100 G/cm over 100 ms, we trap only a fraction of the atoms 1/3 < η < 1/2 which
was measured to be ∼ 45%. This magnetic trapping potential is used in concert with two additional
anti-Helmholtz coil pairs [97] (see Fig. 3.2),to transfer the atom cloud from the 3DMOT to the Science
Cell where further cooling will take place. Even though no sub-Doppler cooling is performed [109],
the measured temperature of the magnetically captured cloud generally is at around 80 µK with an
atom number of 2−3×109.
The atoms are transferred over 800 ms from the Science Cell with a Hanning window velocity and
acceleration profile [110]. This process is fairly adiabatic with no measurable atom loss, but increases
the temperature of the cloud to about 100 µK. The quadrupole field is subsequently increased to
145 G/cm over 750 ms, prior to the initial microwave evaporation.
3.5.4 Microwave evaporation & optical dipole trap transfer
To further cool down our cloud in the magnetic trap we use energy selective microwave (µ-wave/MW)
evaporation [86, 111]. Evaporation occurs over 4 s by driving the µ-wave transition form the magneti-
cally trappable 52S1/2|F = 1,mF =−1〉 state to the magnetically untrappable 52S1/2|F = 2,mF =−1〉
state. At the end of the process, we obtain an atomic cloud with 1.5−2×108 atoms at a temperature
of 15 µK.
We cannot reach the BEC transition using MW-evaporation due to the Majorana loss processes [112]
that happen at the centre of the trap, where the magnetic field goes to zero and the quantization becomes
undefined. This occurs because the frequency at which the atoms spin precess (Larmor frequency) is so
low that the atom spins cannot follow the rapid change in the magnetic field direction, causing spin-flips
of the 52S1/2|F = 1,mF = −1〉 atoms to untrappable states such as 52S1/2|F = 1,mF = 0,1〉 [112].
This leads to Majorana losses of atoms which will scale up as the density of atoms near the centre
of the trap decreases as the density and temperature of atoms drops during the evaporation process
preventing the system from ever reaching the macroscopic ground state [113].
There are many solutions to circumvent this problem. One is to prevent the atoms from reaching the
magnetic zero using a repulsive beam that effectively plug the hole in the trap [114]. Another method
utilises the Ioffe-Pritchard magnetic trap configuration to make the atoms experience a symmetric trap
with a magnetic field offset [115, 116]. In our system, we transfer our atoms to a hybrid magnetic and
optical dipole trap after the MW evaporation to avoid this issue, which also allows for further cooling
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of the atoms [117]. To transfer from the magnetic trap to the optical dipole trap, the quadrupole field
gradient is ramped down from 145 G/cm to 27 G/cm over 4 s, while a red-detuned 1064 nm optical
dipole trap (ODT) located ∼ 80 µm below the zero of the quadrupole magnetic field with a waist
of 49 µm is turned on at full power equivalent to a potential depth of 110 µK × kB. To prevent the
location of the magnetic field from drifting during the ramp down of the magnetic field gradient, we
implemented zeroing coils mounted on a 3D printed frame to cancel the background stray magnetic
fields (see Fig. 3.4). Due to gravity, once the magnetic field gradient is low enough, the atoms will no
longer be trapped in the vertical direction, causing them to slowly transfer to the optical dipole trap
with minimal heating. We measure loaded atom numbers of 3− 4.5× 107 atoms at a temperature
of 4.5 µK. The temperature is lower than that of the cloud after µ-wave evaporation because only a
portion of the atoms are transferred that tend to be the lower energy atoms which disperse less than
the higher energy ones during the transfer. We then perform optical evaporation to further lower the
temperature of our cloud.
3.5.5 Optical evaporation and transfer
The principle behind optical evaporation is simply that atoms with high energy can escape whereas the
low energy ones cannot. If one slowly lowers the trap height then the mean kinetic energy per particle
in the cloud will decrease thereby decreasing the temperature of the cloud.
We perform optical evaporation by lowering the optical power of the dipole-magnetic hybrid
trap from 4.5 W to 400 mW to cool the atoms down to ∼ 450 nK, which is just above the critical
temperature of the condensate of about 300 nK. We do not condense the atoms at this step, instead
condensing them in the sheet with the digital micromirror device pattern on so as to avoid potential
excitations during the transfer due to the mismatch between the sheet and the optical dipole trap
frequencies. If we were to continue the optical evaporation further we obtain BECs of 3−5×106
atoms in this trap. Instead, we load a cold thermal atoms cloud from the optical dipole trap into a
red-detuned 1064 nm beam focused in the vertical direction and collimated in the horizontal direction
(i.e. a sheet trap). The beam travels along the -yˆ-direction, perpendicular to the optical dipole trap
travel direction (xˆ-direction), and has a waist of (w0x ,w
0
z ) ≈ (500 µm, 8.5 µm) and a trap depth of
6.4 µK × kB (see Fig. 3.11). The transfer is done by ramping on the sheet trap while ramping off
the optical dipole trap and magnetic trap. We then evaporate in the combined sheet-gravity trap by
once again lowering the optical power, from ∼ 250 mW down to ∼ 55 mW. Before the atoms start
to condense, we ramp on the DMD potential (see Chapter 4 for more information on DMDs) to
provide the horizontal confinement. The result is an atomic cloud of ∼ 3−4×106 atoms and > 85%
condensate fraction in a potential radially dictated by the DMD, with inside a sheet-magnetic trap with
final trap frequencies (ωx,y,ωz) ≈ 2pi× (20,310) Hz.
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3.5.6 Combined DMD & sheet & levitation potential
Once the atoms have been condensed, a levitation field is ramped on allowing us to hold on to our
atoms in a reduced sheet-DMD trap without losing them due to gravity. The levitation field is generated
using the BEC quadrupole coils pair with the driving circuit shown in Fig. 3.3 with the field description
shown in Section 3.3.1. This leads to a trap with measured trapping frequencies of (ωx,y,ωz) ≈
2pi× (6,320) Hz with a depth of 800 nK×kB. This is the trap used for the superfluid transport study
Chapter 5. We can lower the power of the sheet even further to obtain a flatter potential with trapping
frequencies of (ωx,y,ωz) ≈ 2pi× (2,105) Hz with a potential depth of 84 nK×kB. This is the trap used
to study turbulence as presented in Chapter 6.
3.6 Conclusion
Our 87Rb BEC apparatus is optimized to produce BECs with atom number of 3−4×106 with light
scattering limited lifetime measured of ∼35 s, trapped inside versatile 2D potentials resulting from a
horizontally trapping red-detuned sheet trap crossed with a blue-detuned projected digital micromirror
device (DMD). The superfluid transport study (Chapter 5) uses the versatility of the projected potential
to tune the atomtronic circuit of interest and study how the various quantities of interest change with
system geometry. Using the dynamics capabilities of the potential, we can generate turbulence and
arbitrary potentials as described in Chapter 4. We can also use our zeroing coils as push coils to
change the equilibrium position of our BEC or correct for density gradients. This system thus presents
a versatile platform that enables the experiments presented here and will continue to be used for a
diverse set of experiments in the lab moving forwards (see Chapter 7).

Chapter 4
Configuring BECs with Digital Micromirror
Devices
Part of the work presented in this chapter has been published by The Optical Society in the following
publication: G. Gauthier, I. Lenton, N. McKay Parry, M. Baker, M. Davis, H. Rubinsztein-Dunlop
and T. W. Neely, Direct imaging of a digital-micromirror device for configurable microscopic optical
potentials, Optica 3, 1136-1143 (2016).
4.1 Introduction
Programmable spatial light modulators (SLMs) have significantly advanced the configurable optical
trapping of particles. Often, these devices are utilized in the Fourier plane of an optical system, but
direct imaging of an amplitude pattern can potentially result in increased simplicity and computational
speed. In this chapter, we demonstrate high-resolution direct imaging of a digital micromirror device
(DMD) at high numerical apertures (NA), which is applied to the optical trapping of a Bose-Einstein
condensate (BEC). We utilise a (1200× 1920) pixel DMD and commercially available 0.45 NA
microscope objectives, finding that atoms confined in a hybrid optical/magnetic or all-optical potential
can be patterned using repulsive blue-detuned (532 nm) light with 630(10) nm full-width at half-
maximum (FWHM) resolution, which is within 5% of the diffraction limit. The result is near arbitrary
control of the density the BEC without the need for expensive custom optics. We also introduce the
technique of time-averaged DMD potentials, demonstrating the ability to produce multiple grayscale
levels with minimal heating of the atomic cloud, by utilising the high switching speed (20 kHz
maximum) of the DMD. The quality of these time-averaged DMD potentials can be improved by
feedback on the atomic density allowing for the realization of truly beyond binary potentials. These
techniques have enabled the realization and control of diverse optical potentials for the study of
superfluid transport dynamics (Chapter 5) and the realization of Onsager vortices (Chapter 6) with our
quantum gases.
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4.2 Background
The manipulation of microscopic particles has benefited from the high level of control and measurement
provided by optical tweezers. With the technological development of fast configurable spatial light
modulators (SLMs) allowing for ever more complex trapping geometries [118–120], new applications
have emerged. For example, sculpted light may have an important role in overcoming multiple light
scattering issues in complex biological tissues, and such biomedical applications have only begun to
be explored. In particular, the development of sculpted light patterns across the image plane, such as
the generation of large trapping arrays, could have application to the in vivo trapping of larger objects,
such as living cells [121].
In degenerate quantum gases, the push for increased diversification of optical trapping potentials
has led to the adoption of many of the techniques from holographic optical tweezers. SLMs are most
often used in the Fourier plane of an optical system, manipulating the phase of an input optical field to
produce a configurable pattern in the conjugate trapping plane of the system [122–125]. These methods
have been successfully applied to address and pattern atoms trapped in optical lattices [126–128], but
demonstrations of microscopically configurable trapping potentials have been lacking, with a notable
exception being the production of multiple focused spots for the confinement of single atoms [125].
An alternative technique to manipulating the phase of the input beam is to instead utilise direct
imaging. Though somewhat rarely encountered in optical tweezers, the technique known as generalised
phase contrast uses the combination of a phase-based SLM and a phase-contrast filter to first create
an amplitude pattern in an intermediate image plane, which is then directly reimaged in the optical
tweezing plane [129]. The advantages of this technique are both speed and simplicity – the desired
amplitude pattern can be directly written to the SLM without requiring the calculation of the appropriate
hologram. This technique likewise avoids the generation of phase defects and speckle in the imaged
pattern that can plague SLMs in the Fourier plane [122,123], while being adaptable to the generation of
large numbers of traps [129–131]. This comes at the cost of the ability to correct wavefront aberrations,
but this disadvantage can be mitigated with a well-corrected optical system, as shown here. Another
drawback is that the light efficiency is proportional to the fraction of illuminated trap area to maximum
trap area.
A more recent addition to the toolkit for producing arbitrary optical potentials has been the digital
micromirror device (DMD). Consisting of (up to) millions of individually addressable mirrors in a
compact package, DMDs have the advantage of fast full-frame refresh rates on the order of 20 kHz,
∼ 20× that of comparable liquid-crystal-based SLMs. DMDs can also be operated in a fixed fashion
(DC) as they latch mirrors between reset pulses. Originally developed for digital light processing
(DLP), these devices have seen increasing use in laboratory and industrial applications [132]. A DMD
can be considered a dynamically configurable amplitude mask, which makes it highly suitable for
direct imaging applications. These DMDs have been used to produce flattop beams for implementation
into quantum gas experiments [133], incorporated into high-resolution systems for the purpose of
single-site addressing in atomic quantum gas microscopes [126, 127], used to produce moving lattice
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potentials [134], and have recently been utilised to produce target-shaped traps [135]. DMDs may
be used in either the Fourier plane [126, 128, 136–138] or directly imaged [127, 135]. Work by the
Munich group has shown the usefulness of high-resolution direct imaging (600 nm FWHM) of a DMD
in the creation of a two-dimensional disordered lattice for the exploration of many body localization
transitions [139].
In this chapter, the basic understanding of DMDs is presented in terms of how they mechanically
work and what their optical properties are. The ideas behind time-averaging and grayscaling are
intoduced followed by experimental results which demonstrate the utility of direct imaging of a DMD
at high numerical apertures (NA) for optical trapping, which can be applied to trap a BEC. The optical
system used for the experiments presented in this thesis has the major advantage of using commercially
available optics and microscope objectives external to our glass vacuum chamber, and is corrected for
the relatively thin 1.25 mm glass thickness is presented (see Chapter 3). This system demonstrates
patterning of potentials with an upper-bound resolution of 630(10) nm FWHM at 532 nm illumination,
within 5% of the diffraction limit for our 0.45 NA objective. The high-resolution potentials appear
robust to tilts and misalignments of the objective and glass walls effects, in contrast to other cold
atom experiments [140]. These patterns have an image extent of 130 µm×207µm in the atom plane,
which allows nearly arbitrary sculpting of the optical potential and corresponding BEC. Subsequent
imaging at the 780 nm resonant wavelength of 87Rb achieves a submicron resolution of 960(80) nm
FWHM, within 8% of the diffraction limit. Our DMD allows the storage of 13,889 frames and has
a full-frame frame rate ranging from DC to 20 kHz, enabling diverse and dynamically configurable
potentials. This rapid switching rate is used to introduce the use of DMDs for producing time-averaged
potentials, which have been previously produced from rapidly scanning beams [141–143]. It is found
that modulation frequencies above ∼ 3 kHz produce negligible heating of the atoms while allowing
the production of six grayscale levels without halftoning. This technique can be combined with binary
error-diffusion (halftoning) [133] to increase the number of grayscale levels available.
4.3 Operation
A DMD can be thought of as a massive array of small mirrors (called micromirrors) which are designed
to rotate about their hinge axis (see Fig. 4.1). The binary mirror array is either in an square or diamond
arrangement with a small gap between mirror elements for fabrication and mechanical reasons. These
arrays of mirrors typically contain more than 1 million mirrors which are highly reflective to incident
light. Each mirror is built on top of electrodes which apply the control field tilting the mirror by ±θtilt;
these two binary states are called the ‘on’ and ‘off’ states. The mirrors are built on top of dual CMOS
memory which is used to store the state of the mirror switch to when a clock pulse is sent to the
DMD, allowing for pre-loading of the image and a more simultaneous change of the image than if
the mirrors changed state with CMOS memory upload. For a more complete introduction to DMDs
see [144]. Note that the micromirrors rotate about their diagonal; this results in the best incident angle
for illumination being along the diagonal of the mirror array. This can easily be accomplished by
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Micromirror Array Properties
DMD Array Size 1920 × 1200
Micromirror Pitch (d) 10.8 µm
Micromirror Width1(a) 10.5 µm
Active Region Size 20.74 × 12.96 mm
Micromirror Tilt Angle ±12◦
Micromirror Tilt Uncertainty (∆θtilt) ±1◦
AR Coating Visible Light 400 to 700 nm
Micromirror Array Fill Factor 94%
Micromirror Array Diffraction Efficiency 87%
Micromirror Reflectivity 89%
Window Transmission 96%
Damage Threshold 11 W/cm2
Controller Properties
Onboard memory 4 Gb (13,888 1-bit frames)
Triggers TTL, optical, 485 diff
Ports Gbit Ethernet
Pattern rate 20 kHz (1-bit)
2.5 kHz (8-bit)
Table 4.1: Specifications of the DMD (DLP9500) [145] and controller (LUXBEAM 4600).
rotating the DMD array by 45◦. This DMD design is influenced by the properties of 2D blazed grating
diffraction, as explained below. The particular properties of the Luxbeam WUXGA 1200 x 1920 DMD
used to project our potentials onto our atom plane are shown in Table 4.1.
Diffraction from the DMD The DMD mirror array can be thought of as a two-dimensional blazed
diffraction grating with ±12◦ grating angle [146]. Blazed diffraction gratings, compared to standard
gratings, have the advantage that the relative location of the diffraction orders and the centre of the
reflected intensity peak envelope can be controlled independently. The position of the centre envelope
can be shifted by 2θg, where θg is the angle of the grating, relative to the 0th order diffraction due to
the blazing of the grating, allowing for the power to be localized in orders other than the 0th order.
The blazed angle refers to the incident angle for which a given order diffracts from the grating at the
same angle as the intensity peak leading to maximization of the power in that diffraction order. This
allows for the grating normal to be parallel to the optical axis when imaging the DMD, which avoids
1The width of the mirrors is not specified by the manufacturer but we inferred it from the array fill factor and the
micromirror pitch.
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Figure 4.1: Representation of the micromirror array and its mechanical components. Taken from [145].
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the Depth of Focus (DoF) issues that come from imaging a surface at an angle, while still keeping a
high diffraction efficiency. This aspect is an advantage of DMDs over phase-based SLMs where the
diffraction grating cannot be blazed.
For a 1D flat diffraction grating with slit spacing of d and incident wavelength of λ , the condition
for constructive interference is given by
d [sin(θi)− sin(θn)] = nλ , (4.1)
with n representing the diffraction order and θn representing the angle at which the order is diffracted
and θm is the incident angle relative to the normal of the tilted DMD mirrors. We assume a positive
angle convention where clockwise (anti-clockwise) angles relative to the grating normal are positive
for the diffracted (incident) beam, see Fig. 4.2A. The 0th order is always reflected at θ0 = θi which
also satisfies the reflection condition for a plane wave leading to the intensity peak and 0th order
overlapping for a flat diffraction grating.
For a 1D blazed diffraction grating (see Fig. 4.2A) the diffraction orders can also be calculated
using Eq. (4.1), but here the reflection happens with respect to the surface normal, which is the normal
of the mirror, and not the grating normal. This results in the plane wave reflection angle not being the
same as the 0th order diffraction angle. In this case, the peak happens at θ = θi+2θg. This gives the
ability to design gratings where most of the light does not end up in the 0th order but in some other
order. The intensity profile for the blazed diffraction grating with N diffraction slits in the far field
(Fraunhofer limit) gives a diffraction intensity profile of the form [147, 148]
I(θ) = I0
[
sin(β (θ))
β (θ)
]2[ sin(Nα(θ))
N sin(α(θ))
]2
, (4.2a)
β (θ) =
ka
2
[sin(θi+θg)− sin(θm−θg)] , (4.2b)
α(θ) =
kd
2
[sin(θi)− sin(θ)] . (4.2c)
Equation (4.2a) gives the intensity in the far-field as a function of the output angle θ from the grating
normal of a diffraction grating of N lines, d is the line spacing and a is the line width, k is the wave
vector and is given by 2pi/λ for plane wave illumination and θi is the angle of incidence relative to the
surface normal.
In the case of a DMD, it consists of a blazed 2D diffraction grating with square slits in both
directions which leads to an intensity in the far-field given by
I(θx,θy) = I0
[
sin(βx)
βx
]2[ sin(Nxαx)
Nx sin(αx)
]2[sin(βy)
βy
]2[ sin(Nyαy)
Ny sin(αy)
]2
, (4.3a)
β j(θ j) =
ka j
2
[
sin(θ j,i+θ j,g)− sin(θ j,m−θ j,g)
]∀ j ∈ {x,y}, (4.3b)
α j(θ j) =
kd j
2
[
sin(θ j,i)− sin(θ j)
]∀ j ∈ {x,y}. (4.3c)
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which is simply Eq. (4.2) applied to the light projected onto the y-z plane and projected onto the
x-z plane with the same definition for the variables. Fig. 4.2B depicts the 2D diffraction process.
The diffraction orders are still given by α j(θ j,n) = npi,n ∈ Z and the reflection condition by θ j,r =
θ j,i+2θ j,g. One of the design features of the DMD is that the mirrors and array are square and the
mirrors rotate about their diagonal which means that ax = ay, dx = dy, and θx,g = θy,g ≈ θtilt/
√
2 ,
respectively, where θtilt is the tilt angle of the DMD about the rotation axis relative to the grating
normal. This also means that for light incident perpendicular to the rotation axis (xˆ+ yˆ)/
√
2 when
projected onto the x-y plane will have a reflected intensity envelope along the same x-y plane projected
direction. This also means that the easiest way to use the DMD is by rotating it by 45◦, since all of the
diffraction orders θx,n(θy.n′) will also lie on the same axis for n′ = n making finding the blazing angle
simple. Otherwise to get the maximum diffraction one requires a diffraction order where n′ 6= n so that
the diffraction angle lines matches the reflection angle.
The way one wants to image a DMD is with the imaging light reflecting parallel to the grating
normal so that the whole DMD is in the imaging plane of the optical system. This is done by setting
the beam to come in perpendicular to the rotation axis at an angle that is twice the DMD tilt angle
θx,i = θy,i =
√
2 |θtilt|. This means that for a mirror on the ‘on’ state θtilt = −12◦, and the intensity
envelope is propagating along zˆ, and for an ‘off’ mirror state the intensity envelope is propagating
at 4|θtilt| from the z-axis along its original direction (xˆ+ yˆ)/
√
2 . The blaze angle is defined as the
incident angle at which the intensity envelope and an order of the diffraction grating overlap. The
configuration above might not match the blazed angle condition, for the operating wavelength, in
which case the tilt of the DMD relative to the optical axis and of the incident light can beam adjusted
slightly to keep the reflected light lined up with the optical axis of the imaging system.
It is interesting to look at what the expected diffraction efficiency for a given order is. To simplify
the analysis, we assume that the grating is infinite (i.e. Nx,Ny→ ∞). This means that the only angles
where light will be present are in the diffraction orders angles at θ j = arcsin
[
sin(θ j,i)−n jλ/d j
]
. We
will also assume that the incident beam is perfectly aligned with (xˆ+ yˆ)/
√
2 in the x-y plane such that
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Figure 4.2: Standard 1D blazed diffraction grating operation and 2D DMD grating operation and
coordinates. (A) shows a 1D blazed diffraction grating with pitch d and grating angle θg. A light
beam incident at θi with respect to the normal leading to the 0th order being reflected at −θi with
other diffraction orders following the standard diffraction grating formula. The blazed grating angle
decouples the intensity envelope from the 0th order of the diffraction grating since the light beam
comes in with an angle θm with respect to the blazed surface which leads to a reflection at an angle of
−θm with respect to the same normal or (−θi−2θg) with respect to the grating normal. (B) depicts the
2D diffraction grating that is the DMD with mirror size ay×ax. Standard micromirrors have square
dimensions (ay = ax) and rotate about their diagonal. The diffraction condition can be treated the same
as in the case of a 1D diffraction grating but needs to be applied along two directions. The mirror
rotates about the rotation axis leading to an αx (αy) angular tilt about the y(x) axis. Due to the DMD
mirrors being square and the tilt angle in both directions will be the same αx = αy. The incident beam
projected onto the z-y(z-x) plane makes an angle θy,i(θx,i) with respect to the z-axis and the output beam
projected onto the same plane makes an angle θy,r(θy,r) with respect to the same axis. Lastly, since we
are working with a 2D diffraction grating the distance between the mirror centre in the x(y)-direction
are denoted dx(dy). Since the array is square the spacing in both direction is the same dx = dy.
θx,i = θy,i ≈ θi/
√
2 . Under these assumptions, the diffraction efficiency for each order is given by
η(mx,my,θi,θtilt) =C(θi)sinc2 [βx,mx ]sinc
2 [βy,my] , (4.4a)
β j,m j =
ka
2
[
sin
(
θi+θtilt√
2
)
− sin
(
arcsin
[
sin
(
θi√
2
)
− m jλ
d
]
− θtilt√
2
)]
, (4.4b)
C(θi) =
[
n+
∑
mx=n−
n+
∑
my=n−
sinc2 [βx,mx ]sinc
2 [βy,my]
]−1
, (4.4c)
n− =
⌈(
sin
(
θi√
2
)
−1
)
d
λ
⌉
, (4.4d)
n+ =
⌊(
sin
(
θi√
2
)
+1
)
d
λ
⌋
, (4.4e)
where j ∈ {x,y}. C(θi) is the normalization factor since the incident power must be conserved and the
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diffraction efficiency should sum to one over all the possible diffraction orders, bounded by n±. In the
case where the light is reflected normal to the surface, and assuming that most of the light is contained
in the mx = my = m orders, the diffraction efficiency for that order is given by
η(m) =C sinc4
[
api√
2
(
2θtilt
λ
− m
√
2
d
)]
, (4.5)
where small angle approximation is used to simplify the equation. The same equation was derived in
ref. [149] using Fourier optics.
Using the Table 4.1 and Eq. (4.4a), for the 532 nm light, we calculate a diffraction efficiency of
95.7% and using Eq. (4.5) we get ∼100%. The measured experimental efficiency is about ∼40%
which even when taking other factors into consideration are quite far from one another. One of the
factors that we did not take into consideration is the uncertainty of the tilt angles. The full treatment of
this involves keeping track of the phase difference across the DMD surface during diffraction which
could be quite complex. As a first-order approximation, we will simply treat the DMD as made up of a
superposition of diffraction gratings with a probability distribution given by
ρ(θtilt)dθtilt =
√
2
pi∆θ 2tilt
exp
[
−2
(
θtilt−θc,tilt
∆θtilt
)2]
dθtilt, (4.6)
which is a Gaussian distribution centred about θc,tilt and with 95% confidence interval given by the
specified DMD micromirror tilt uncertainty (∆θtilt). To obtain the diffraction efficiency of a given
order we calculate the diffraction efficiency to be
η(mx,my,θi) =
∫ pi/2
−pi/2
η(mx,my,θi,θtilt)ρ(θtilt)dθtilt, (4.7)
where η(mx,my,θi,θtilt) is given by Eq. (4.4a). For our DMD the diffraction efficiency then becomes
∼74% in the nx=ny=6 order. Now accounting for the mirror reflectivity, array fill factor and window
transmission (see Table 4.1), we get a theoretical diffraction efficiency of 57%. If the specified ∆θtilt is
a 60% confidence interval measurement instead of 95% as assumed (not specified in the data sheet)
then expected diffraction efficiency of the array is calculated to be 50% in the same order. To first-order,
the uncertainty in the mirror tilt angle is very detrimental for the diffraction efficiency of the array.
Polarisation effects The polarisation of the input and output beam from the DMD were measured
and found to be maintained contrary to what was reported in [150] where they found an elliptical
polarisation output for a linear polarisation input. We do however notice a change in the total diffraction
efficiency of the DMD by going from vertically to horizontally polarised light of about ∼ 10%. To
avoid drift of the input fibre polarisation causing shot-to-shot issues, we pass the output of the fibre
through a polarising beam splitter cube before stabilizing the 532 nm power.
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4.4 DMD atomic patterns and half-toning
In this section, we first introduce the concept of halftoning and how it is related to the diffraction limit
of the imaging system. We then measure the point spread function (PSF) of the atom imaging system
and DMD projection system using light. Subsequently, we show images of actual atoms loaded into
DMD created light patterns and use the Siemens Star resolution target to measure the modulation
transfer function to put an upper limit on the pattern resolution achieved at our atoms, and use the
same method to more accurately measure the resolution of the DMD projection.
4.4.1 Projecting with light
As the DMD mirrors have only two states — ‘on’ and ‘off’ — the resulting image is binary. However,
given the limited spatial resolution of a typical optical system, the technique known as error-diffusion
or halftoning can be used to produce intensity gradients [133, 135, 151]. We determine the resolution
of our system by first turning on a single mirror of the DMD and projecting it on to the atom plane.
The mirror pitch is 10.8 µm, so the minification factor of 100 results in an projected mirror width
of 108 nm, below the theoretical resolution limit of the top microscope system (605 nm FWHM at
532 nm illumination). As the single mirror is not resolvable, its image at the atom plane approximates
the point-spread function (PSF) of the DMD imaging system. We reimage this focused spot on the
camera with the bottom microscope system. Accounting for the magnification factor of the reimaging
system results in a 650(50) nm FWHM peak in the atom plane, as shown in Fig. 4.3a. This value is an
upper limit, as it convolves any abberrations of the reimaging system into the estimate of the spot size
at the atom plane. Back-propagating this resolution element to the DMD location gives a 65 µm spot
which spans a ∼ 6×6 block of mirrors; multiple mirrors will thus contribute to the resolution spot in
the atom plane [133]. We therefore can use error-diffusion to control the light intensity at the atom
plane, as shown in Fig. 4.4.1B.
The imaging resolution limit for 87Rb atoms can also be measured by again turning on a single
mirror of the DMD, but illuminating it at 780 nm. We can estimate the PSF at this wavelength, as
shown in Fig. 4.3b. This results in a 960(80) nm FWHM peak, consistent with the measurement at
532 nm after accounting for the increased wavelength. Since the imaging of the atoms will be carried
out using the same system, we expect the atomic patterns to be imaging resolution limited and not
projected pattern limited.
The resulting high-resolution DMD patterns produce a repulsive potential for the atoms trapped in
the sheet trap due to the blue-detuned projection wavelength (532 nm) used in projecting the DMD
onto the atom plane. The light power incident on the atoms can be varied from no light all the way
to 7µ , where µ is the chemical potential of ∼ 50nK× kB. However, we observed a decrease in the
BEC lifetime with increasing intensity, with measured time constants of (18.2, 10.9, 9.1, 8.2) s for an
80 µm × 50 µm rectangular DMD box potential with peaks of (1.2µ , 2.4µ , 4.8µ , 7.2µ), respectively.
Similar intensity-dependent lifetimes were observed for different trap geometries. This dependence is
partially explained in [152], where it is pointed out that to prevent latching of the DMD micromirrors
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Figure 4.3: (A) A single DMD mirror imaged on to the camera with 105× magnification and 532 nm
illumination, resulting in 650(50) nm FWHM (ω0∼ 550 nm). The FWHM was determined through 100
1D fits of the image at varying angles through 180 degrees; a single 1D fit is shown here for illustrative
purposes. (B) A single DMD mirror imaged with 52.6× magnification and 780 nm illumination, the
imaging wavelength for 87Rb, resulting in 960(80) nm FWHM (ω0 ∼ 814 nm). (C) Siemens star
resolution target, as projected and reimaged with 532 nm light. (D) Siemens star imprinted on to the
atomic density and averaged over 10 runs of the experiment. Quantitative analysis of the resolution
targets is presented in Fig. 4.5.
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on the surface when they are on for too long, the manufacturer implements a relaxation cycle every
MCP clock cycle. This cycle causes noise on the order of 50 µs which might cause degradation of
the lifetime, and is more significant at higher power. The effect was more pronounced in their case
as they were using is 6Li which is a less massive than 87Rb. They present a way to work around this
problem by interrupting the clock pulses to hold the mirrors latched until the next frame needs to be
displayed [152].
Several high-resolution atom-trap configurations are shown in Fig. 4.4.1, emphasizing the wide
range of possible patterns. These are imaged immediately after turning off the optical trap. Alter-
natively, by imaging from the side after 27 ms time of flight (TOF) expansion, we can determine
atom number and BEC fraction for the different distributions. We note that we have used the same
evaporation ramp for each of these configurations — we expect that a near pure BEC can be achieved
for each with optimization. We generally observe lower condensate fractions for smaller enclosed
areas for similar optical evaporation profiles.
We briefly describe examples of the trapping potentials we have generated. Figure 4.4.1A demon-
strates a ring trap, of interest for atom interferometry [153] and studies of phase slips and persistent
currents [154, 155]. Figure 4.4.1B shows a 10 µm-period optical lattice. The binary DMD pattern
was generated by applying a Floyd-Steinberg error diffusion algorithm [151] to an 8-bit grayscale
image of a sinusoidal lattice. As we have not included a boundary to the lattice in the DMD pattern,
we leave the magnetic field on and retain a 2pi×20 Hz radial trapping frequency, producing a more
symmetrically filled lattice. Figure 4.4.1C demonstrates a checkerboard pattern applied to the BEC, and
the evaporation ramp, in this case, results in a BEC with a negligible thermal component. This pattern
emphasizes the sharp features in the atomic distribution resulting from the highly resolved features
of the DMD pattern. Ring lattices have generated wide interest [156], and Fig. 4.4.1D demonstrates
a ring lattice of 25 sites. Finally, in Fig. 4.4.1E we project artistic impressions of Bose and Einstein
into a nearly pure BEC, resulting in a “Bose-Einstein” Bose-Einstein condensate and demonstrating
our ability to create arbitrary potentials. This image is an average over 5 experimental runs (30 s
experimental cycle) and is similar to Fig. 4.3D which uses a 10-run average. These images demonstrate
the repeatability of the high-resolution patterned BECs. The integrated optical density (OD) TOF cross
sections in Fig. 4.4.1D-E deviate from Gaussian fit at their centre. In the case of Fig. 4.4.1D, this is
due to an uneven density distribution of atoms across the ring lattice and insufficient spatial overlap, or
incoherent overlap of the lattice sites after only 27 ms TOF. In the case of Fig. 4.4.1E, this deviation
comes due to the high atomic densities leading to ODs above∼ 2.5 which are below the signal to noise
threshold of the horizontal-imaging. In each of these cases, the limited expansion of the cloud, when
compared with the thermal component of Fig. 4.4.1B, along with the lack of a bimodal distribution,
indicate a relatively pure BEC state.
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Figure 4.4: DMD patterned optical traps and resulting resonant absorption images of atom distributions.
Atoms are repelled from bright regions of the projected pattern, which is the inverse of the binary image
applied to the DMD. We image the atoms immediately after turning off the optical trapping potentials,
with a magnification of 52.6×. Bright areas represent regions of high atomic density and optical
depth (OD). (A) Ring trap potential from a single experimental realization. Time of flight analysis
(TOF) gives N = 1.3×105 atoms with matter-wave interference leading to the appearance of a central
peak [157]. (B) Lattice pattern produced by applying a Floyd-Steinberg error diffusion algorithm [151]
to an 8-bit image of a sinusoidal lattice with 10 µm period, shown with a single realization of a BEC;
N = 3.7×105 and the BEC fraction is 34%. This image was produced by leaving the magnetic trap
on, resulting in ωr = 2pi×20 Hz harmonic radial confinement. (C) Checkerboard pattern applied to the
atoms, imaged with a single shot. Additional evaporation after transfer to the all-optical trap results in
a nearly pure BEC in TOF with N = 2.4×105 atoms. (D) Ring lattice of 25 sites, with a ring radius
of 43.2 µm, and site radius of 4.32 µm, with N = 3.16×105 atoms. ODs above ∼ 2.5 are below the
signal to noise threshold of the horizontal-imaging, leading to slight undercounting of the atoms in this
case. (E) Artistic impressions of Bose and Einsteina applied to a nearly pure Bose-Einstein condensate
of N = 5.2×105 atoms, averaged over 5 experimental runs.
aEinstein image from www.muraldecal.com, used with permission.
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4.4.2 Modulation transfer function, MTF, from light and atomic distributions
For a more quantitative characterisation of the optical systems [158], we produced a binary Siemens
Star resolution target on the DMD. We then imaged both the projected light pattern, and the BECs
loaded into the pattern, as shown in Fig. 4.3C,D. These patterns can then be analyzed to determine
the modulation transfer function (MTF) of the total optical system. This is accomplished using
the protocol illustrated in Fig. 4.5. We first determine circular paths around the Seimens star, with
frequency spacings ∆= (0.047,0.034) line-pairs (lp)/µm, for the (light, atom) Seimens star. A contrast
value is found for each of the 16 adjacent bright and dark spoke pairs, and the average contrast is
calculated for each circular path. As the MTF is the Fourier transform of the PSF, which we estimate
with a Gaussian fit, we extract the FWHM from a Gaussian fit of the measured MTF. These quantities
are then related by FWHMPSF = 4ln(2)(piFWHMMTF)−1, allowing us to compare the PSF FWHM
extracted from the MTF with that of the single mirror image. For the Seimens star with 532 nm
light, we find a MTF FWHM of 1.39(0.02) lp/µm, corresponding to a PSF FWHM of 630(10) nm,
in agreement with the 650(50) nm measurement of the single mirror image. When imaging a BEC
in the Seimens star pattern, we find a MTF FWHM of 0.71(0.02) lp/µm, corresponding to a PSF
FWHM of 1250(20) nm, larger than the 960(80) nm single mirror image at 780 nm illumination. We
believed this ∼ 30% increase is consistent with atom diffusion due to photon recoil during the 10 µs
repump and resonant imaging pulse [159]. To verify this we repeated the same procedure but this time
using Faraday imaging (Section 2.5.3) which interacts with the birefringence of the cloud instead of
through scattering and measured reduced PSF FWHM of 1080(15) nm which confirms that part of the
broadening was due to the recoil due to the imaging method itself.
4.4.3 Time-averaged potentials with DMDs
The DMD is capable of switching mirrors from DC to the specified maximum frequency of 20 kHz,
which we have verified through photodiode measurement. This wide modulation range, along with the
ability to store 1,700 frames on the device, enables a high level of dynamic control. At low modulation
frequencies, this allows adiabatic deformation of the DMD potentials. At the other extreme, high-
frequency switching can be utilised for quickly quenching the potential geometry. Furthermore, the
painted-potentials technique is possible, where an average dipole force is produced through rapid
modulation of the optical field [141, 142]. This suggests pulse-width-modulation (PWM) as an
alternative technique to error diffusion for producing grayscale levels, analogous to the techniques
used in DLP.
To explore the suitability of this system for producing time averaged potentials, we produced the
DMD pattern shown in Fig. 4.6, consisting of an array of six 8 µm diameter barriers contained in a
50 µm × 80 µm rectangle. PWM, with the DMD running at an envelope frequency of fe = 2.75 kHz,
was utilised, and the leading edge of each pulse was fixed. The hexagonal array within the rectangle was
modulated with varying duty cycle over six levels by subdividing the carrier pulse into six modulation
divisions, with the maximum duty cycle corresponding to all divisions turned on, and the minimum
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Figure 4.5: Modulation transfer function (MTF) analysis. Left: zoomed versions of the Siemens
star images in Fig. 4.3, with the top row representing the optical pattern at 532 nm illumination,
and the bottom an average atomic density in the pattern, imaged with resonant 780 nm light. The
green circles indicate radii of equally separated spatial frequencies used to generate the corresponding
MTF plots by calculating contrast along the circular path. Right: the FWHM of the optical pattern is
1.39(0.02) lp/µm, corresponding to a PSF FWHM of 630(10) nm. The atomic density MTF FWHM
is 0.71(0.02) lp/µm, corresponding to a PSF FWHM of 1250(20) nm.
corresponding to one division turned on. The carrier frequency thus used was fc = 16.5 kHz. We
illuminated the DMD with light corresponding to a trap depth of 1.2µ . The corresponding relative
atomic densities are shown in Fig. 4.6C.
To investigate the limits of this technique, we measured the effect on temperature and BEC fraction
due to modulation of a single barrier (labeled “3” in Fig. 4.6) which had a 50% duty cycle. After first
forming the BEC in the rectangle in the absence of any internal barrier, we performed a modulation for
500 cycles at fixed frequencies ranging from 100 Hz to 16 kHz. We observed a decreasing effect as the
frequencies are increased due to net energy gain per cycle decreasing since the barrier oscillates on a
smaller time scale than atom diffusion time scales; above ∼ 3 kHz the effect is negligible.
4.5 Feed forward
When projecting complicated halftone potentials, we use a modified Floyd-Steinberg algorithm which
accounts for the intensity of the incident light on the DMD to generate our binary patterns. However,
due to imperfections in the incident light and aberrations/dust in the DMD projection system, the
DMD projected potential we obtain is not exactly the expected potential. These defects in the trapping
potential can be corrected by either feeding back on the light signal or on the atomic signal, which is
representative of the confining potential in the Thomas-Fermi limit, see Section 2.2.4. Both of these
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A
B
C
D
E
Figure 4.6: (A) Grayscale time-averaged pattern applied to the atoms, averaged over 10 sequential
images. Each of the numbered patterns corresponds to the fractional duty cycle of 2.75 kHz, with 6
being the maximum (see text), corresponding to a potential depth of 1.2 µ . (B) Images used for analysis
of the gray levels. The grayscale image was subtracted from the average atomic background with no
barriers present. The mean density and standard deviation were calculated over the circles as indicated.
(C) Gray levels achieved through this process. A least squares regression line (LSRL) is indicated. As
the optical potential of point 6 exceeds the condensate chemical potential it was excluded from the
fit. Image background and untrapped atoms result in an apparent maximum density suppression of
96%. (D) Two example pulse width modulations, corresponding to patterns 1, the minimum pulse, and
3, a 50% duty cycle, offset vertically for clarity. The envelope frequency fe = 2.75 kHz and carrier
frequency fc = 16.5 kHz divisions are indicated. (E) Turning on and off barrier 3 only, with varying
frequency, for a total modulation time of 500 cycles provides an estimate of the heating rate from
mirror switching. Rates above ∼ 3 kHz appear to have a negligible heating effect over this modulation
period.
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methods have advantages. In the cases of using the light, the feedback happens comparatively quickly
since one is only limited by the speed at which the camera takes images and the speed at which they
are uploaded to the computer. When using the BEC density, the limiting factor is how quickly the
apparatus can generate data, typically giving an image every 30 s. When feeding back using the light
signal, one of the drawbacks is that one must differentiate between light pattern imperfections that
are due to an aberrations in the imaging system and aberrations in the projection system. One only
wants to feedback for imperfections in the potential due to the projection system else imperfections
are added to the potential in the atom plane. The same drawback exists when feeding back using the
atomic density which is mitigate due to measuring the atoms reaction to the potential instead of the
potential itself. Imaging the BEC has the advantage of only needing one optical system instead of
needing two imaging systems, one for the potential light and one for the atoms.
In this section, the density-based feedback algorithm used to correct the patterns is introduced.
The algorithm primarily consists of three steps. The first step is to generate a mapping between the
camera coordinates and the DMD pixels. To do this we use image recognition to create a best-mapping
between the camera and DMD, which is calculated for every image, avoiding drift problems associated
with static methods. The second step is to generate the error map for the DMD; it is a measure of the
distance the density at each pixel is from the target density. Finally, we modify the DMD pattern in a
prescribed fashion so that the error in the next iteration is lower than the previous one. The process
can then be repeated over and over until the desired pattern is achieved.
4.5.1 Image recognition
The key to good image recognition is a good initial guess, true for any numerical based optimization.
In this case, the initial guess is the DMD pattern (which is generated and moved around) to try and
fit to the target image (which is not modified). The way we generate our first guess is simply using a
best-known transform between the DMD pixels and camera pixels. For our experiment, we know that
the camera and DMD are rotated θ ∼ 45◦ from one another, that the pattern is inverted through the
imaging system, and that the DMD and camera are centred on the atom cloud. Lastly, the DMD has
a magnification of MDMD, at the atom plane, and a corresponding pixel size of pDMD. Similarly, we
know that the camera has pixel size pCAM and magnification MCAM from the atom plane to the CCD.
The initial transform between the two is thus given by
A =

pDMDMCAM
pCAMMDMD
0 0
0 pDMDMCAMpCAMMDMD 0
0 0 1


cosθ −sinθ 0
sinθ cosθ 0
0 0 1


−1 0 0
0 1 0
0 0 1
 (4.8)
where the first matrix maps DMD pixels to camera pixels in term of size, the second matrix undoes the
rotation and the third mirrors the system about the x-axis. It is worth noting that we assume the origin
of the image is the centre of the image, while most image recognition software assumes the origin is
74 CHAPTER 4. CONFIGURING BECS WITH DIGITAL MICROMIRROR DEVICES
the top-left corner. In this case to obtain a rotation one needs to translate the centre of the image to the
origin and perform the rotation, before translating the image back to its original coordinate frame:
Arot =

1 0 0
0 1 0
−Nx/2 −Ny/2 1


cosθ −sinθ 0
sinθ cosθ 0
0 0 1


1 0 0
0 1 0
Nx/2 Ny/2 1
 (4.9)
where Nx(Ny) is the number of pixels along the x(y)-direction of the image. Here, the first and third
matrices accomplish the translations back and forth. Note that the last row of the rotation matrix should
always be 0, 0, 1 since the image adaptation is in 2D.
Usually, the target image is assumed to be a uniform density profile, given by the inverse of the
DMD binary pattern as in Fig. 4.7A,B. In the case of an halftoned or time-averaged DMD potential,
the Thomas-Fermi of the time-averaged potential is used as the density target as shown in Fig. 4.8A,B.
Once the best guess density from the DMD pattern is found it can be converted to an expected
density pattern in the camera frame of reference using Eq. (4.8) and the imaged density and camera
density can be midway normalized (see Section 4.5.1) to one another. This gives a guess density profile
in the camera frame of reference as depicted in Figs. 4.7C and 4.8C. This guess can be compared to
the imaged density (Figs. 4.7D and 4.8D) with the overlap shown in Figs. 4.7E and 4.8E. An iterative
process is then used to minimize the least mean square (LMS) error between the two images, with each
step consisting of optimizing the overlap between the target (measured density) and the guess. The
guess is then renormalised to the target density profile, using midway normalization (described below),
with the new overlap. The process is repeated until the LMS is converged to within a certain tolerance.
At first, we only allow for translation of the guess during the optimization. Once the translation has
been optimized, we allow for translation and rotation of the image using the results of the translation
as the starting guess for our optimization. Finally, we further add scaling as a degree of freedom to the
problem, once again using results of the last optimization as the starting guess. Once the optimization
is complete with specified tolerance, we have ‘recognized’ the image and have effectively found the
best transform between the DMD frame and the camera frame, which is the first step in creating a
successful feedback loop. The results of this optimization are shown in Figs. 4.7F and 4.8F through
the overlap of the guess and taken density image. The minimization of the LMS error is done using
a steepest descent algorithm, for which MATLAB offers an easy to use function (imregtform) in its
image processing toolbox, which will perform the LMS optimization and can also perform other types
of image overlap optimization.
Note that another way to perform the same operation is to use a reference pattern of atoms that will
be the same from image to image, such as is done with positioning patterns used in certain lithography
applications [160]. This pattern can be generated by the DMD and provides an easy way to match the
two images, the main drawback is the reduction in the usable DMD region over which the potentials
can be drawn.
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Figure 4.7: Binary pattern image recognition. (A) shows the uploaded DMD pattern with dark(white)
representing a region with the mirrors in the ‘off’(‘on’) state and white representing mirror in the
‘on’ state. (B) is the guess density profile due to the projection of (A) on the atom plane. (C) is the
transformed guess profile using Eq. (4.8) and midway normalized to (D). (D) measured density using
Faraday imaging. (E) is the initial overlap between the guess and the actual pattern and (F) is the
overlap after optimization where green represents the measured signal and purple is the guess density.
Modified midway image equalization
It is a lot simpler to work using relative densities and signal when doing image recognition since
the absolute numbers may change from shot-to-shot experimentally. To get around this issue it is
possible to use midway equalization. This process of normalizing or equalizing one image to another
is used in a variety of fields and applications where images from different sensors/cameras need to be
compared or analysed. It is also used when comparing multiple images, from the same sensor, that
are separated in time over the course of which the system parameters are expected to have changed.
The basic idea of most equalization code is to change certain parameters of interest in the image
while preserving as much as possible the dynamics of the image. Some of the most common are
range normalization where two images are normalized such that their min and max are the same, or
mean normalization where the mean of the images are set to be the same. More advanced algorithms
include histogram-wrapping and midway equalization whose goals are to normalize the histogram
and cumulative histograms, respectively. For our image recognition, we use midway equalization
combined with range normalization which requires no spatial information of the image, can be used
with images of different size, and can be used to normalize the images using only a subset of the image.
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Figure 4.8: Halftoned pattern image recognition. (A) shows the uploaded DMD pattern with
dark(white) representing a region with the mirrors in the ‘off’(‘on’) state and white representing
mirror in the ‘on’ state. (B) is the density pattern we are trying to recreate through halftoning. (C) is
the transformed guess profile using Eq. (4.8) and midway normalized to (D). (D) measured density
using Faraday imaging. (E) is the initial overlap between the guess and the actual pattern and (F) is the
overlap after optimization.
When specifying the density target thought to be the best representation of the density image
taken by the camera for a given DMD pattern, we usually know approximately what the spatial profile
will look like from the Thomas-Fermi predicted density for the projected potential. We however
do not usually have as good of an approximation of the amplitude of the signal because it requires
knowing the number of atoms for a given shot (fluctuates ∼ 5% shot-to-shot), the intensity profile of
the probe beam (drifts over the day), the efficiency of the image collection system, the aberrations in
the imaging system, etc. For these reasons, it tends to be impractical to specify the expected density
pattern more precisely than simply with the expected relative density profile (Fig. 4.9B). To recognize
the images mathematically, we require that the two images be on the same scale so that they can be
fairly compared. To achieve this, we first renormalise the range of our guess density to the range of
the image we are trying to compare it to and then we apply midway equalization [161, 162] between
the two images. This leads to the transformation of Fig. 4.9A,B before equalization into Fig. 4.9C,D
after equalization, with Fig. 4.9G showing the cumulative histogram before midway equalization but
after data range normalization and Fig. 4.9H showing results after equalization. The equalization is
performed using Algorithm 1. Figure 4.9E,F are the same as Fig. 4.9G,H, but using the algorithm
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presented in [163] to perform the normalization. The main difference between the two algorithms is
that ours normalizes to the weighted mean, whereas the scheme used in [163] normalizes to the bin
with the closest count value, which is problematic for images with a large number of pixels with exactly
the same value. The advantage is apparent when looking at the guess density in Fig. 4.9H which
crosses the camera image density at the center of mass of the rises in density, whereas in Fig. 4.9F it
can be seen that the overlap of the images can be further improved by simply shifting the position of
the initial rise in the cumulative density of the guess density.
4.5.2 Feedback with a static potential
Now that we can create a meaningful mapping between the density images on the camera and the
DMD pattern uploaded, we need to decide which type of multi-level patterns to create with the DMD.
There are two main methods to create multi-level potentials using a direct imaged DMD. The first
and simplest is using a static feedback which relies only on PSF of the system being bigger than the
spacing of the mirrors imaged on the atom plane to allow for the creation of multiple levels for the
potential. The second method is through time averaging, which if done quickly enough should lead to
the atoms seeing a potential that is the time-averaged potential. The advantage of time averaging is
that one has access to more grayscale levels that increase with the number of images averaged together.
A drawback is that the time dependence of the potential might cause micro-motion in the system, or
lead to heating of the atom cloud (see Fig. 4.6(e)). In this section, we discuss feedback of halftoned
static potentials, while in the next one we discuss the use of time averaging. The feedback procedure is
shown followed by example feedback potentials and their potential applications.
Before feeding back using the density, the target potential and associated density pattern need
to be determined. The conversion from potential to density can be done using a Thomas-Fermi
approximation (see Section 2.2.4). This density pattern is then used as the target the feedback tries
to achieve. Figure 4.10 depicts the main components of a feedback sequence to generate a uniform
circular reservoir with uniform flat potential, surrounded by a potential with a linear gradient going
from 0 to µ over 360◦. The expected density pattern nT (i, j) for this potential is shown in Fig. 4.10A.
Another step to perform before feeding back is to determine the region one wishes to feedback on. In
this case, we are only interested in correcting the gradient part of the density target so our feedback
region (R) is as shown in Fig. 4.10B. Lastly, the initial DMD pattern needs to be determined. To do so
we use a Floyd-Steinberg algorithm [151] modified to account for the incident beam intensity profile,
which is to produce Fig. 4.10C. As with any numerical iteration, the closer the initial guess is to the
optimal pattern, the faster the optimization converges, the less likely it is to diverge, or converge to a
local minimum instead of the global minimum.
To initialise the feedback process, the DMD guess pattern is first used, and the atoms are condensed
into the static potential. It is important to condense into the potential instead of ramping on the
potential after evaporation since Thomas-Fermi (assumed during feedback) requires that the atoms be
in the groundstate which might not be the case for a ramped on potential. To lower the shot-to-shot
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Figure 4.9: Midway image equalization. (A) shows the camera density image and (B) the density profile
guess specified in terms of relative density. (C,D) are the midway equalized images corresponding
to (A,B) respectively with the data range set by (A). (E,F) are the cumulative fractional histogram of
the image and guess measured before, and after midway normalization which was performed using
algorithm presented in [163]. (G,H) are the same as (E,F) but using our modified midway normalization
code.
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Data: two discrete images up(i, j) of dimensions (i, j) ∈ {1, ...,Np}×{1, ...,Mp}, p ∈ {0,1};
two normalization sets np(l) which can be subsets of the images up or all of it, l ∈ {1, ...,Lp};
number of bins over which to equalize N
Result: two midway normalized images uˆp(i, j)
// Normalizing all the data to the wanted range (∈ {0, ...,r})
r = max(n1(l))−min(n1(l))
dr = r/N // Histogram bin size
up(i, j) = (up(i, j)−min(np(i, j)))/(max(np(i, j))−min(np(i, j)))∗ r
np(i, j) = (np(i, j)−min(np(i, j)))/(max(np(i, j))−min(np(i, j)))∗ r
for p ∈ {0,1} do
// Computing cumulative histograms Hp of np for l ∈ {1, ...,Lp} do
index = max(dnp(l)/dre,1)
Hp(index) = Hp(index)+1/Lp
end
for k ∈ {1, ...,N} do
Hp(k) = Hp(k)+Hp(k−1)
end
end
// Computing the transform function fp for up(i, j)→ uˆp(i, j)
l = 0;
for p ∈ {0,1} do
for k ∈ {1, ...,N} do
w = 0;
s = 0;
while Hp(k)> Hp¯(l) do
l = l + 1;
w = w +[Hp¯(l)−Hp¯(l−1)] (l−1/2)dr
s = s + Hp¯(l)−Hp¯(l−1)
end
if s == 0 then
s = 1;
w = (l−1/2)dr
else
end
fp(k) = 1/2((k−1/2)dr+ w/s)
end
// Applying the contrast fp to go from up(i, j)→ uˆp(i, j)
for (i, j) ∈ {1, ...,Np}×{1, ...,Mp} do
uˆp(i, j) = fp(max(min(dup(l)/dre,N),1))
end
end
Algorithm 1: Weighted midway equalization
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noise on the density images, we usually average 2-5 runs of the same pattern together giving a density
image nM(i, j), akin to Fig. 4.10D which was transformed to the DMD frame using the inverse of the
image recognition determined coordinate transform between the DMD and the camera. Figure 4.10E
shows the angular decomposition of the density image Fig. 4.10D (histogram) and target Fig. 4.10A
(black dashed line) in the specified feedback region Fig. 4.10B after the target and density have been
normalized to one another through normalization of the mean counts on the feedback region
nˆT (i, j) =
∑R nM(i, j)
∑R nT (i, j)
nT (i, j). (4.10)
From the normalized density and target density, an error map can be calculated which reflects the local
error on the image by subtracting the target from the density and dividing the result by the highest
density. The highest density can be thought of as the location where the overall potential is minimum
and normalises the density range for a given chemical potential. The result is divided by the local
incident light potential V (i, j) (see Section 4.6), in units of the chemical potential at the given location
assuming the DMD is fully ‘on’. We normalize by the local intensity as changes in the number of
mirrors have a greater impact where the incident light is high. One therefore wants to make smaller
changes in those locations for the same density error than in a lower light regions. The error map is
therefore given by
E(i, j) = αµ(nM(i, j)− nˆT (i, j))/(max(nM(i, j))−min(nM(i, j)))/V (i, j) (4.11)
where V (i, j) is the potential depth associated with illumination intensity I(i, j). The parameter α is a
numerical parameter specifying the step size and is used to control how quickly the algorithm tries to
converge. If it is too large then oscillations will occur or might even lead to divergence of the result. If
it is too small, the feedback will take a long time to converge. To address this, the step size can be
reduced as the feedback converges, but here we simply keep it constant.
Figure 4.10F shows the error function for Fig. 4.10A,D using α = 1. The DMD pattern is then fed
back using the error map to determine the probability of switching the mirrors. This is implemented by
generating random numbers between 0 and 1, on the same grid as the error map. If the random number
is lower than the local error, the mirror is switched. Before switching the state of the mirror, we check
that switch the mirror lowers the error by checking the state against the sign. The reason for this check
is to avoid turning off (on) mirrors to correct for a density that is too high (low). If the mirror-test
returns a positive for these two conditions, the mirror is flipped. As the algorithm converges the
amplitude of the error signal decreases, effectively taking smaller and smaller steps until it converges to
the final solution. Figure 4.10G shows the optimized DMD pattern after 10 iterations, with Fig. 4.10H
showing the resulting density pattern, and Fig. 4.10I showing the angular decomposition of density in
the feedback region of Fig. 4.10B. There is a significant improvement over the initial guess which gave
Fig. 4.10D,E. The root means square variation between the measured density and the best fit linear
gradient density improves from 52% to 18% after the feed-forward is performed. The code is not
deterministic in its optimization but this is actually an advantage as it allows the exploration of more of
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the parameter space. Also, if in doubt that it has hit a local minimum one can re-run the optimization a
second time, although we have not encountered any scenario where the program would not converge.
4.5.3 Example of a fed-back static potential
Using this feedback method, one can generate the patterns shown in Fig. 4.11. The first pattern
(Fig. 4.11A) consists of a uniform density ring surrounded by a density gradient created by a linear
potential gradient around the ring. This fed-back gradient is used to phase imprint [Eq. (2.65)]
persistent currents on the rings as proposed in [164]; see Section 4.5.4 for a detailed description.
A hard walled density box is also generated (Fig. 4.11B) which consists of a surrounding box of
high-density fluid with a centre shell of low-density fluid. This geometry can be used as a vortex
trap, as there is an energy barrier for vortices moving from a low density to a high density medium,
since this requires moving more mass at the same velocity in the high density region (see Eq. (2.47)).
However, it was found that the feedback effects the dynamics of the vortices and determining the
mechanism is the subject of ongoing study. A likely explanation is that there are features on the order
of the healing length which cannot be imaged by the camera, but that appear during feedback and
effect the vortex dynamics.
We also create a simple density step consisting of one region of low density connected to a region
of high density Fig. 4.11C. This will be used in tandem with deterministic vortex creation [165], which
is easily realizable with the dynamic property of the DMD (see Fig. 4.12), to study vortex dipole optics,
a subject that has been proposed and numerically studied by the group of Dr Ashton Bradley at the
University of Otago [166]. An illustration of the basic principle of vortex optics is shown in Fig. 4.13.
Figure 4.11D demonstrates a feedback image of Bose and Einstein in a BEC for illustrative purposes.
4.5.4 Persistent current imprinting
Current imprinting is done using a linear light intensity gradient along with a barrier. The first step is
to create the linear gradient, and this is done using feedback, with the results shown in Fig. 4.11A. A
circle BEC of uniform density atoms is then created using a hard wall potential with radius r1. Next,
a barrier is ramped on at r0 over 100 ms, while also ramping on a barrier, in the outer ring, at φ0 as
shown in Fig. 4.14A. The atoms are not condensed in the ring and barrier geometry because it leads to
a non-uniform density due to the difference in the local density of the thermal cloud overlapping the
outer ring and centre circle before condensation.
To start the imprinting process, the linear intensity gradient is turned on and the barrier’s angular
position is accelerated at the same rate and the same direction as the atoms are accelerated by the
gradient. The angular acceleration is given by a0 = V0/(m(2pi r¯)2), with m being the 87Rb atomic
mass, r¯ = (r0+ r1)/2 and µ the height of the gradient. For this case V0 = µ , where µ is the chemical
potential of Fig. 4.11A after the feedback. This is obtained by using Eqs. (2.65) and (2.30) with
the linear gradient potential V (φ) =V0(φ −φ0)/2pi . The linear gradient is held on and the barrier is
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Figure 4.10: Static DMD feedback example. (A) is the target density. (B) is the specified feedback
region which is the only region of the DMD which will be modified during the iterative process. (C) is
the guess DMD pattern to approximate the potential leading to (A) generated using the Floyd-Steinberg
algorithm [151] modified to account for the incident light beam profile. (D) is the average of three
density images taken using the same static DMD pattern (C) it is the starting point of the feedback. (E)
is the angular decomposition of (D) in the feedback region (B), in the solid red line shows the best
fit to the data and the dashed black line is the angular decomposition of the target (A). (F) shows the
error map which is the difference between B and A scaled by the local light intensity. (G) shows the
feedback DMD pattern after 10 iterations, with (H) being the density profile resulting from averaging
three runs with (G) as the DMD pattern. (I) is the same angular decomposition as (E) but for (H)
instead of (D).
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Figure 4.11: Examples of halftoned feedback images showing the target density, the initial density
pattern, and density pattern after 10 iterations of the feedback algorithm. Density images are made
up of 3 camera images of the density averaged together. (A) shows the creation of a linear gradient,
(B) of a density box, (C) of a reservoir with a density step, and (D) of a grayscale picture of Bose and
Einstein.
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Figure 4.12: Using a DMD to create vortex dipoles with the chopsticks method demonstrated in
Ref. [165]. (A) shows the creation of one vortex dipole pair and (B) the creation of two vortex dipole
pairs. The white circle shows the initial location of the pinning beam which splits into two travelling
pining beams that travel in a straight line along the arrows, towards the locations circled in black. In
both cases, the chopsticks beams are travelling at 60◦ from one another, for 25 µm, at a velocity of
230 µm/s (∼ 0.2c, where c is the speed of sound).
Figure 4.13: Vortex dipole optics uses vortex dipoles instead of photons to interact with an interface.
The interface is characterized by a change in the density, instead of in the refractive index. Illustrated
are a reflection (A) and a transmission (B) of a vortex dipole pair at the interface which obeys a similar
law to Snell’s law in the case of the transmission. To conserve the energy with n1 > n0 in (B) the
vortex dipole separation distance changes after travelling through the interface. The analogues between
optics and vortex dipoles go further than Snell’s law type relationship. It is possible for the interface to
trap the dipole pair. The pair can penetrate the high refractive index during reflection, similar to the
evanescent waves in optics.
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accelerated until the desired quanta of circulation, N, is imprinted. This takes a time tN = 2Npi h¯/µ
which can be found by solving
θ(φ +pi, t)−θ(φ −pi, t)+2Npi = θ(φ +pi, t+ tN)−θ(φ −pi, t+ tN), (4.12)
where θ is the phase of the wavefunction given by Eq. (2.65). The linear gradient is then turned off
and the barrier is rotated at constant angular velocity v f = aφ tN over 90◦ shown in Fig. 4.11B. During
this rotation, the angular width of the barrier is ramped down from α0 to 0. The time of this step is
tR = pi/2aφ tN . Once the barrier is gone, a N quanta circulation should have been established. The
BEC is then allowed to evolve freely for a period of 100 ms. The cloud is then released for a short
time-of-flight (15 ms) during which the outer ring interferes with the stationary inner condensate. The
number of azimuthal interference fringes corresponds to the imprinted circulation. The interference
pattern is shown in Fig. 4.11C, where we also notice vortices in the outer ring. These are speculated to
come from non-uniformity in the radial profile of the linear intensity gradient, causing nucleation of
vortices.
The interference pattern can be approximated by
n(r,φ) = AΘ(r0− r)+B [1+ sin(Nφ +Cr+φ0)]Θ(r− r0)Θ(r1− r) (4.13)
where Θ(x) is the Heaviside function and A, B, N, C, and φ0 are free parameters. In this case, one
finds that the imprinted current has a circulation of 22 quanta by counting the azimuthal fringes as
done in Fig. 4.11D. The angular position, velocity, acceleration and width of the barrier in the outer
ring as a function of time are shown in Fig. 4.11E. Note that the only reason the barrier is required is
to break the phase matching condition of the superfluid. Without the barrier, a linear gradient would
not lead to a circulation in the ring, as the phase will smoothly reconnect.
Another method for generating currents is to perform a similar procedure but without the linear
gradient. In this case, there is no direct imprinting of the phase except very near the barrier where
the imprinted phase gradient is steep. Because it takes time for the system to react to the imprinted
phase near the barrier (the method can also be thought of as the barrier pushing the fluid) the angular
acceleration of the barrier must be slower than in the imprinted case, a0V0/(m(2pi r¯)2), which makes
the ramping on of the current much longer than in the case of imprinting with a gradient in the same
system for the same circulation. Barrier acceleration that is too fast results in extraneous excitations.
The results are shown in Fig. 4.15. The barrier ramp slowly accelerates the barrier until it is rotating
at the angular velocity that matches a N circulation vortex for a given ring radius, vF = Nh¯/(2pi r¯)2m.
Subsequently, the procedure develops similarly, with a ramp down of the barrier followed by an
equilibration time, and finally a TOF step to observe the result of the imprinting. The position and
ramp down sequence of the barrier are shown in Fig. 4.15C, with Fig. 4.15A showing the resulting
interference pattern and Fig. 4.15B showing a best fit with a circulation of 22. The data is quite clean
and there are no extra excitations when compared with Fig. 4.14C. However, the gradient imprint
method can in principle generate the same current faster without causing excitations. The imprint time
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used here to imprint 22 quanta of circulation in the linear gradient case was 44 ms whereas 600 ms
was used for stirring with the barrier.
4.5.5 Time-averaged feedback
Time-averaged potentials are more complicated than their static counterparts due to their dynamics, but
come with the advantage of allowing finer control of the potential. This results from decreased spacing
between the grayscale levels by a factor of Navg, where Navg is the number of DMD images averaged
together. Here, the preliminary method for feeding back a time-averaged potential is introduced. The
method is closely related to the static pattern feedback presented in the previous section.
To keep track of the DMD patterns to be time averaged, an approach would be to create a 3D
matrix, with 2-dimensions representing the spatial dimension of the DMD, and the third representing
time-axis with length Navg. From there, it is possible to follow the steps used for the static feedback
by applying the error map to each time layer. This method indeed improves the density pattern with
each iteration and converges towards the target, the drawback is that the temporal spacing between
the mirrors is not optimized to minimize the variance between the potentials. In other words, each of
the potentials that makes up the time-averaged potential should be as similar as possible to minimize
heating and micro-motion from the varying potential. Instead, in order to minimize the variance and
simplify the feedback, is to collapse the 3D matrix DMD state into a 2D matrix P(x,y) where each
entry determines the expected duty cycle of the ‘off’ mirror during a time average cycle. One can
feedback on this map by increasing or decreasing the local duty cycle based on the error in the local
measured error in the density. The DMD patterns for the different time steps are then generated while
performing the following minimization
minimize
E
E =
1
2
Navg
∑
i=1
Navg
∑
j=1
∫∫
dxdy[(DMD(x,y, ti)−DMD(x,y, t j))I(x,y)~PSF(x,y)]2,
subject to
Navg
∑
i=1
DMD(x,y, ti) = M(x,y).
(4.14)
DMD(x,y, t) ∈ {0,1} is the state of the DMD mirrors at position x, y and time t. I(x,y) is the
local illumination intensity and PSF(x,y) is the point spread function of the DMD imaging optics.
M(x,y) ∈ {1, ...,Navg} is a matrix storing the number of mirrors that need to be on for each pixel of
the DMD, over the time averaging cycle, and is calculated using
M(x,y) = bP(x,y)Navgc+[(P(x,y)Navg−bP(x,y)Navgc)> rand], (4.15)
where rand is a generated random number between 0 and 1 with uniform distribution. Since not all
duty cycles will lead to an integer number of mirrors on for each spatial location, the residual is used,
as the probability of increasing the total number of mirrors off by one at each location.
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Figure 4.14: Current imprinting using light gradient. (A) shows the phase imprint phase with
the linear gradient on (not visible) and the barrier accelerated at the same rate as the atoms. (B)
is the barrier ramp down in which the linear gradient is turned off and the barrier is rotated at
a constant velocity while being ramped down. (C) TOF release of the cloud 100 ms after the
barrier ramps down. (D) is a fit to (C) to determine the number of imprinted quanta of circulation
using n(r,φ) =AΘ(r0−r)+B [1+ sin(Nφ +Cr+φ0)]Θ(r−r0)Θ(r1−r)whereΘ(x) is the Heaviside
function with resulting N = 22. (E) presents the angular width, position, velocity, and acceleration of
the barrier during the sequence. The barrier initially starts stationary at position 0 and is accelerated
with a0 with a constant width while the linear gradient is on (orange box). Once the gradient is turned
off (purple box), the barrier is rotated at a constant velocity and the width the barrier is linearly ramped
down until the barrier is gone.
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Figure 4.15: Perpetual current generation using stirring. (A) shows the interference between the outer
ring and the inner ring after a current was generated in the outer ring using a barrier. (B) shows
the overlap between (A) and a fit to determine the number of imprinted quanta of circulation. The
functional form used is n(r,φ) = AΘ(r0− r)+B [1+ sin(Nφ +Cr+φ0)]Θ(r− r0)Θ(r1− r) where
Θ(x) is the Heaviside function with resulting N = 22.
Algorithm 2 creates DMD patterns for time averaging that minimize the variance between the
frames. The presented algorithm is a minimum working example; it can be greatly sped up by keeping
track of the convolution as mirrors are added instead of performing a convolution each time.
Figure 4.16A compares Algorithm 2 to a random method for a random duty cycle map. The
algorithm performs better than the random assignment method by about 2.5 order of magnitude, see
Fig. 4.16B. Note that a solution to Eq. (4.14) is not unique, and a further constraint that could be added
is the maximization of the temporal displacement between the mirrors at a given physical location.
The minimum number of solutions would be Navg solutions which are simply a temporal displacement
of the same solution, which is equivalent due to the cyclical nature of the time averaging problem.
Before feeding back on the duty cycle map using the density, the desired potential and associated
density pattern need to be determined. The conversion from potential to density can be done using a
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Data: discrete duty cycle map P(i, j) ∈ [0,1] of dimensions (i, j) ∈ {1, ...,Np}×{1, ...,Mp},
the number of time averaged levels Navg,
local DMD illumination intensity I(i, j),
and point spread function of the optical system PSF(i, j)
Result: DMD patterns to be used for the time averaging DMD(i, j,k), k ∈ {1, ...,Navg}
// Creating local number of ‘off’ mirror in range {1, ...,Navg}
M(x,y) = bP(x,y)Navgc+[(P(x,y)Navg−bP(x,y)Navgc)> rand]
// Initializing the images
DMD(i, j,k) = false([dmdSize(2),dmdSize(1),numLevels]);
for i ∈ {1, ...,Np} do
for j ∈ {1, ...,Mp} do
// Calculate the light level at location i,j based on the currently activate mirrors for
k ∈ {1, ...,Mp} do
L(k,:,:) = ifft2(fft2(DMD(:,:,k)*I(:,:))*fft2(PSF(:,:)));
end
// Randomize the vector index then sort in ascending order and flip mirrors where the
light level is smallest
indexRand = randperm(length(L(:,i,j))) [ ,index] = sort(L(indexRand,i,j),‘ascend’)
DMD(indexRand(index(1:Navg)),i,j) = 1;
end
end
Algorithm 2: Variance minimization for time averaged DMD pattern generation
Thomas-Fermi approximation (see Section 2.2.4). This density pattern is then used as the target the
feedback is trying to achieve. Figure 4.17 depicts the main components of a feedback sequence to
generate a two-levels density box (Note the steps are similar to the static feedback case). The resulting
density target is depicted in Fig. 4.17A. Figure 4.17B specifies the region that needs to be fed back and
Fig. 4.17C shows the initial guess for the duty cycle map, which is simply a linearly scaled version of
Fig. 4.17A.
During the feedback process, the guess duty cycle is used to create the DMD patterns and uploaded
to the DMD. The atoms are then condensed before the time-averaged pattern is turned on, and left
to evolve for one second so that they redistribute to their ground state. Note that condensing in the
time-averaged potential would be better, but it seems very detrimental to the condensation process
which is currently not understood, since no heating should be occurring as per Fig. 4.6E for averaging
above >3 kHz. To lower the shot to shot noise on the density images, we usually average 2-5 runs of
the same pattern together giving a density image nM(i, j) akin to Fig. 4.17D, which was transformed to
the DMD frame using the inverse of the image recognition determined coordinate transform between
the DMD and the camera. Figure 4.17E shows the projection onto the y-axis of Fig. 4.17D as a 2D
histogram, the projected target Fig. 4.17A (black dashed line) mean normalize using Eq. (4.10a)nd the
best fit to the data (red solid line) are also shown. Eq. (4.11) is used to calculate the error map between
Fig. 4.17A,D which is shown in Figure 4.17F for α = 1. The DMD pattern is then fed back using the
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Figure 4.16: Numerical comparison of Algorithm 2 with simple random generation for the generation
of the time-averaged DMD potential. (A) shows the variance of the potentials calculated using
Eq. (4.14a) versus the number of time-averaged levels for a random duty cycle map, P(x,y), shown
in the inset of (B). (B) shows the ratio of the variance of the algorithm pattern to that of the random
generated pattern. It can be seen that the variance of random temporal assignment of mirrors is about
2.5 orders of magnitude worse.
error map as a probability of switching the mirrors. We correct the duty cycle map using
P′n+1(x,y) = max(min(Pn(x,y)−E(x,y),1),0), (4.16a)
Pn+1(x,y) = P′n+1(x,y)/max(P
′
n+1(x,y)−1). (4.16b)
The first step does the correction and guarantees that the range is between 0 and 1. The second step
makes sure that at least one of the mirrors is always off. Figure 4.10G shows the optimized duty cycle
map after 20 iterations. The resulting density pattern is shown in Fig. 4.10H and Fig. 4.10I shows the
same projection as Fig. 4.17E, but for projection of Fig. 4.10H onto the y-axis. As expected of the
feedback, there is a significant improvement over the initial guess which gave Fig. 4.10D,E.
4.6 Modelling the potential
In most of the experiments, the atoms are trapped in an optical dipole sheet in the vertical direction
(Vsheet), a DMD projected potential provides the trapping in the horizontal direction (VDMD) and a
levitation field (Vmag) is used to cancel gravity (Vgravity). The total potential seen by the atoms is the
sum of all the constituent potentials
V (~r, t) =Vsheet(~r)+VDMD(~r, t)+Vmag(~r)+Vgravity(~r). (4.17)
The vertical sheet confinement comes from an elliptical Gaussian beam with a vertically focussed
waist of (wz0 ∼ 8.6 µm) and a collimated horizontal waist of (wx0 ∼ 500 µm). The sheet trapping
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Figure 4.17: Time-averaged DMD feedback example using Navg = 3 levels. (A) shows the target
density of the feedback. (B) is the specified feedback region which is the only region of the DMD
which will be modified during our iterative process. (C) is the guess duty cycle map to approximate
the potential leading to (A) atomic distribution. (D) is the average of three density images taken using
the same time averaged DMD pattern (C) at different hold times {250, 750, 1250} ms. (E) is the
histogram projection of (D) onto the y-axis of the central 400 pixels, the solid red line shows the best
fit to the data and the dashed black line is the same projection for the target (A). (F) shows the error
map which is the difference between B and A scaled by the local light intensity using Eq. (4.11.) (G)
shows the feedback DMD pattern after 20 iterations, with (H) being the same as (D) but for the duty
cycle map (G). (I) is the same angular decomposition as (E) but for (H) instead of (D).
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potential is thus given by
Vsheet(~r) =
2γ1064Psheet
piwx(y)wz(y)
exp
[
−2
(
z
wz(y)
)2
+
(
x
wx(y)
)2]
, (4.18)
where Psheet is the beam power in the atom plane, γ1064 is the conversion factor for going from laser
light intensity to trapping potential, Eq. (2.63), and
wi(y) = wi0
√
1+
[
λy
pi(wi0)2
]2
, i ∈ {x,z}, (4.19)
is the waist, dependent on the displacement from the focal point, for a beam travelling in the y-direction.
To calculate the DMD potential, we start from the DMD illumination intensity pattern, which has
waist wy = wx = 9.81 mm at the DMD plane, and a 98.1 µm waist when projected onto the atom plane,
IDMD(x,y) =
2PDMD
piwxwy
exp
[
−2
( y
wy
)2
+
( x
wx
)2]
, (4.20)
where PDMD is the beam power that would make it to the atom plane if the DMD was not masking the
edges of the beam. To get the potential at the atoms Eq. (4.20) is first multiplied by the intensity by the
DMD pattern DMD(x,y), which is a binary mask of either 0 and 1, before convolving the resulting
pattern with the PSF of the optical system and converting to energy from intensity using Eq. (2.63).
The final potential is thus given by
VDMD(~r, t) = γ532DMD
(
x+ y√
2
,
y− x√
2
, t
)
IDMD
(
x+ y√
2
,
y− x√
2
)
~PSF(x,y) (4.21)
where the rotation of the DMD when projected onto the atom plane is accounted for, but the z-
dependence of the illumination light and of the PSF is not considered.
The magnetic field potential is modelled using Eqs. (3.3) and (3.1) as is done in Section 3.3.1. The
gravitational potential is given by
Vgravity(~r) = mRbgz. (4.22)
Unless stated otherwise, this model is used for the purpose of modelling the potential throughout
the numerical simulations described in this thesis.
4.7 Conclusion
DMD devices, combined with commercially-available glass-corrected objectives, present a powerful
technique for both the microscopic patterning of quantum gases. By utilising a commercial fluorescence
cell with relatively thin 1.25 mm walls, expensive custom-built objectives can be avoided while still
achieving high resolution. We are able to estimate a 630(10) nm FWHM PSF for our DMD projection
system at 532 nm illumination, in agreement with a single-mirror analysis. A similar estimate of the
PSF at 780 nm using a single mirror gives 960(80) nm FWHM, while MTF analysis of an atomic
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resolution target gives 1250(20) nm FWHM. Some of the broadening is due to diffusion and using
Faraday imaging gives a PSF FWHM of 1080(15) nm.
Commercial DMD devices are now well-suited for implementation in both quantum gas experi-
ments and other optical trapping applications. The painted-potentials technique, in combination with
error diffusion methods, can generate grayscale potentials with more than one hundred levels. The
ability to easily store and trigger 1,700 frames at high speed shows great promise for the dynamic
control of these microscopic potentials. Furthermore, the ability to nearly instantaneously quench
the potential geometry has many potential applications, such as investigations of superfluid transport
between reservoirs [39, 167], and a demonstration of the superfluid fountain effect in BECs [168].
These techniques have proven usefull for the creation of deterministic superfluid turbulence in BECs in
the production and control of vortex pairs using moving potential barriers similar to what was done in
Refs. [165, 169]. Configurable trap geometries are also usefull for designing atomtronic circuits [29]
such as dumbbell as is done in Chapter 5. As the DMD is largely wavelength insensitive (except in
terms of diffraction efficiency), the possibilities for use at multiple wavelengths are intriguing. This
capability could be utilised for the production of species dependent potentials [170].
While direct imaging is powerful and very versatile, directly using it to create halftoned images
leads to any imperfection in the imaging system and illumination light being imprinted into the
projected pattern. We presented a direct density feedback method that can minimize the imperfection
in the projected pattern. This technique is useful for any application that requires a non-uniform
potential, such as phase imprinting, vortex dipole optics and traps, and artistic shape imaging.
More generally, our results demonstrate the great utility of direct imaging of an DMD. With a
well-corrected optical system, performance close to the diffraction limit can still be achieved at a
non-trivial 0.45 NA. These results are also applicable to optical trapping beyond quantum gases,
and in particular may be advantageous for the production of numerous traps for confining arrays of
particles [121, 130, 131]. The flexibility of the DMD is used to study superfluid transport between
reservoirs in Chapter 5 and the full dynamics capability of the DMD is used in the generation of
negative-temperature Onsager vortex clusters in Chapter 6.

Chapter 5
A tuneable atomtronic oscillator
5.1 Introduction
Using the trapping techniques presented in Chapter 4, we study superfluid transport in a tunable
atomtronic circuit. The circuit studied consists of two reservoirs connected by a channel of tunable
length and width. By exciting low amplitude plasma oscillations, the dependence of the oscillation
frequency in response to the channel parameters is investigated. It is shown that a modified atomtronic
circuit model, originating from acoustic modes, and that includes stray reservoir inductances well-
describes the behaviour of the circuit throughout a wide parameter regime. Additionally, the resistive
regime of the dynamics for a broad range of channel parameters is discussed, showing that a near-
Ohmic resistive relationship is maintained. These results point to a simple phase-slip model of
resistivity being relevant in these regimes, in contrast to the superfluid resistance model introduced by
Feynman.
5.2 Background
Lumped-abstraction models are at the heart of engineering and electronics as they allow one to model
the relevant macroscopic properties of a system, while remaining relatively simple through ignoring
enough of the underlying microscopic physics. Recent advances in the trapping of ultracold degenerate
atom systems have led to the field of atomtronics, where such lumped circuit models can be suggested
to predict the behaviour of superfluid flow and particle transport in ultracold atomic systems [171,172].
In this context, studies have included the transport of superfluid through weak links [25, 37, 154, 173],
superfluid transport through Josephson junctions in attractive and repulsive regimes for both fermions
and bosons [174–178], and superfluid transport through mesoscopic channels [39, 179]. However,
despite this body of work, and the support for several lumped abstraction models [39, 167], there is not
yet agreement on the correct model of superfluid transport through a constriction [172].
It should be emphasised that the atomtronic situation can be remarkably different from its electrical
analogues. In particular, the particle reservoirs are typically finite, in contrast to charge sources in an
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electrical circuit, which can be considered undepleted. Atomtronic circuits are thus expected to be
subject to size effects, which may complicate the classification of the atomtronic system into isolated
circuit elements. For Bose-Einstein condensate (BEC) systems, currents correspond to charge-neutral
superfluid flow, so the microscopic details of resistive dissipation and bulk circuit quantities such as
capacitance and inductance are also quite different in their origin. This has led to modified expressions
for these quantities, such as the capacitance and kinetic inductance introduced in Ref. [167]. The
nature of resistive dissipation was first theorised by Feynman [180], where dissipation is manifested in
the energy required to create pairs of superfluid vortices, removing kinetic energy from the superfluid
flow. Although supported by superfluid helium experiments [181], the highly-compressible nature
of atomic BECs has meant the applicability of Feynman’s model in these systems has remained an
open question. The suitability of lump-abstraction models similarly requires further investigation. For
example, recent work on the problem has suggested that for quantitative modelling the circuit model
be abandoned in favour of a numerical approach [172].
A previous work by S. Eckel et al. [39] looked at the mapping of the flow between two reservoirs
through a mesoscopic channel and wherever these could be modelled as equivalent to a resistor,
capacitor, inductor, and Josephson junction circuit model. They achieved this by starting the system far
from equilibrium, with all the atoms in the same reservoir. They concluded that the circuit model is an
appropriate approximation, and proposed that the Feynman resistive model describes the resistance of
the channel, the kinetic inductance serves as the inductance of the system, and the interaction energy
results in a capacitance.
We experimentally and numerically explore the atomtronic properties of a similar “dumbbell”
circuit, consisting of two reservoirs of fixed size, connected by a channel of broadly tuneable width
and length. We find that the low-bias oscillations of the circuit are quantitatively modelled as acoustic
waves and the energy contained within these acoustic waves results in the circuit model. The acoustic
waves extend throughout the channel and reservoirs. This, in contrast to the previous approaches [39,
167], where the channel and reservoirs were considered as separate inductor and capacitor elements
respectively, we find that accurate modelling requires considering the entire trapped superfluid when
calculating both quantities. This leads to the introduction of a “contact-inductance” where the
channel terminates into the reservoirs, and one needs to also consider the channel capacitance for
accurate modeling. Although the balance between, for instance, the channel capacitance and inductor
capacitance, will change the relative contributions to the LC oscillation frequency as the reservoir size
is increased, these stray contributions are not removed, and we find the reservoir-inductance to be a
dominant factor, even for channels of moderate length. They thus cannot be attributed to size effects,
but instead should be generally considered in the circuit analysis of any superfluid atomtronic system.
We also study the resistive damping of superfluid flow in the large initial-bias regime. We tune the
channel width over a wide range, from 4ξ → 100ξ , where ξ is the superfluid healing length. Rather
than the model of resistive shedding predicted by Feynman [180], we find a resistive relation close to
Ohmic throughout the tuning range similar to Eckel et al. [39]. These results furthermore confirm that
in this highly-excited regime the dissipation of superfluid flow is consistent with a simple phase-slip
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Figure 5.1: Experimental setup and circuit. Left: in situ experimental density images of the atomtronic
LRC circuit. The channel length l and channel width w are adjusted over a wide range of values, while
the reservoir radius r is held fixed. By applying a magnetic field gradient, the system can be initialised
with a chemical potential bias (lower panels). Right: Atomtronic circuit equivalent. The reservoirs
and inductor both contribute capacitances (CR,CC) and inductances (LR,LC) respectively. In the low
bias regime, where the current falls below the critical value I0, the resistor is shunted by the Josephson
junction. For large initial biases, creation of superfluid excitations leads to an Ohmic resistance R.
model [37, 39] which can lead to sound and vortex excitations.
5.3 Theoretical models
5.3.1 Acoustic model
In this section, we show low bias oscillations are described by acoustic sound-waves using the GPE.
Using Madelung transformation [Eq. (2.27)] of the GPE equation [Eq. (2.3)], one arrives at the
hydrodynamic formulation given in Eq. (2.40a,b) (see Section 2.2.8 for details). Assuming small
perturbations about a uniform hydrostatic equilibrium Vext = 0, n(~r, t) = n0+δn(~r, t) and~v = δ~v(~r, t),
Eqs. (2.40a) and (2.40b) yield a wave equation for dispersive density waves
∂ 2t δn(~r, t) = (n0g/m
2)~∇2δn(~r, t)− (h¯/2m)2~∇4δn(~r, t), (5.1)
where higher order terms have been neglected. The second term may also be neglected due to small
contribution in the long wavelength regime we are operating in, this yields an ordinary (non-dispersive)
sound waves travelling at speed c =
√
n0g/m .
For small perturbations at long wavelengths, the system thus behaves as an ideal compressible fluid.
An atomtronic circuit model can be obtained by developing a correspondence between the kinetic and
potential energy stored within the sound waves and that of an LC circuit,
1
2
(LI2+CV 2) =
m
2
∫ (
n0|~v|2+ c
2δn2
n0
)
d2~x, (5.2)
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Figure 5.2: Schematics of a modified two-spring Helmholtz resonator system connecting two reservoir
through a channel. S is the cross-sectional area of the link, L is the length of the link, ∆L is the extra
effective length added to the link to account for the kinematic inductance of the channel, V is the
volume of the reservoir, and r is the radius of the reservoir.
with the superfluid mass current assuming the role of I, and changes in pressure assuming the role of
V . Assuming a symmetric step-density perturbation of the form
δn(~r) =
−∆N/V, x < 0∆N/V, x > 0 (5.3)
with V being the total volume system. Then using Eq. (5.2), the capacitance between the two sides of
the system and inductance are as in [39, 167] given by:
C =
∆N
∆µ
(5.4a)
L =
m
2I2
∫
n0|~v|2d2~x. (5.4b)
Since Eq. (5.2) is generally valid in this limit, a capacitance related to more general density perturba-
tions could be derived.
5.3.2 Acoustic lumped elements
Provided the wavelength of the sound is much larger than the characteristic scales of the device, all
acoustic variables are constant over the dimensions of the device, and we may apply a lumped elements
description as in the theory of acoustic circuits. The coupled Helmholtz resonator (Fig. 5.2) frequency
is then given by
f =
c
2pi
√
S
L+∆L
(
1
V1
+
1
V2
)
(5.5)
where V = 2pir2zTF is the volume of the reservoir, S = 2wzTF is the cross sectional area of the link,
and ∆l ∝
√
S to account for the extra flow outside of the channel and inside the reservoir. Note that
while we have a flattened system, the lumped elements model is explicitly 3D. The behaviour of sound
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waves in this system have a 3D character; this is in contrast to the behaviour of vortices in the system
that can be considered two-dimensional (see Chapter 6)
5.3.3 Chemical capacitance
The capacitance of a standard electrical circuit describes the potential difference between two electrical
reservoirs (one stores positive and the other negative charges) for a given difference in charge carrier
between the two plates. From the Hamiltonian point of view it tracks the energy associated with charge
imbalance in different parts of the system. In the case of a superfluid atomtronic circuit, a density
imbalance between different parts of the system leads to a difference in the interaction energy stored
per particle. The capacitance of an atomtronic circuit keeps track of how the difference in the number
of atoms between different parts of the system affect the energy per particle. From the Hamiltonian
point of view capacitor in and atomtronic circuit should keep track of the potential energy stored in
interactions in the system.
To derive an equation for the capacitance we assume the Thomas-Fermi approximation to derive
the dependence of the chemical potential on the atom number the result is given in Eq. (2.18) where
A is the area of one reservoir. Following [39], one can now write down an approximation for ∆µ
assuming a small increment of the atom number ∆N allowing use of the binomial expansion:
∆µ = β
[
(N/2+∆N/2)2/3− (N/2−∆N/2)2/3
]
≈ (βN2/3)2
4/3∆N
3N
=
24/3µ∆N
3N
, (5.6)
Where β represents the constant prefactors in Eq. (2.18). Combining this with Eq. (5.2) leads to an
expression for the capacitance:
C =
∆N
∆µ
≈ 3N
24/3µ
. (5.7)
5.3.4 Resistive models
The LC approximation is in general strictly valid in the low initial bias regime which is defined by
the absence of energy dissipation from the oscillation. For larger initial biases, the fluid flow can
exceed the local speed of sound of the superfluid, resulting in the resistive shedding of vortices [39],
and higher frequency sound excitations. Above the critical current I0, shedding of vortices and other
excitations introduce a resistive element to the circuit model (Fig. 5.1). Feynman [180] first suggested
this process for the case of infinite incompressible reservoirs with uniform density, where the excitation
of pairs of quantised vortices lead to the dissipation of power [39, 180]:
P =
κ h¯I2
2w2n2D
ln
(
w
ξ
)
, (5.8)
where ξ =
√
h¯/µm is the healing length, κ a scaling constant to account for the finite extent of the
system and image vortices, and I defines a uniform current through the channel. The conductance of
the channel can be identified through GF = I2/P, and increases rapidly with increasing channel width
being proportional to w2. This is in contrast to a classical resistor, where G ∝ w.
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An alternative phase-slip model was introduced in Ref. [37], and supported by additional experi-
ments [39]. Here, one considers that phase-slips associated with current I > I0 result in the shedding
of excitations, where the number of atoms involved in each excitation is Nex = wn2Dξ = n1Dξ ; we
take ξ to be the average healing length over the channel. The expression for the conductance in this
model is:
GPS =C0
4piNex
h∆θc
=C0
4wn2Dξ
h
, (5.9)
for a typical critical phase slip of θc ∼ pi , where C0 is a scaling constant to account for the finite system
and the nature of the excitation. This expression thus recovers G ∝ w similar to a classical resistor.
5.4 Experimental results
5.4.1 Experimental setup
Our experimental setup, previously described in detail in Chapter 3, produces 87Rb BEC in the
|F = 1,mF = −1〉 state. The BEC is confined by a red-detuned optical sheet beam, with trapping
frequencies (ωz,ωr)/2pi = (300,6) Hz, and is vertically levitated by applying a magnetic field gradient
of 30.5 G cm−1, resulting in a planar superfluid. Configurable horizontal confinement is provided by
532 nm blue-detuned light, patterned using the Digital Micromirror Device (DMD) [1]. The DMD is
utilized to create a hard-walled dumbbell-shaped potential. In-situ images of the BEC in the combined
potential are shown in Fig. 5.1.
During the evaporation sequence a linear magnetic gradient is applied along the long axis of
the dumbbell, creating an initial chemical-potential bias ∆µ . Due to the limited depth of the DMD
potential, the atom number varies with the applied bias from N ∼ 2×106 for minimal biases, while
a 100% bias results in N ∼ 5.5×105. The bias is suddenly turned off at time t = 0 ms. After some
evolution time, a destructive, darkground-Faraday image (see Section 2.5.3) is taken to measure the
reservoir population imbalance, ηfrac = (NL−NR)/(NL+NR), calculated by dividing the image into
two halves about the midpoint. Varying bias conditions are shown in Fig. 5.1. Here, NL (NR) refers to
the number of atoms in the left (right) dumbbell reservoir.
5.4.2 Results: Undamped plasma oscillations
We first examine the behaviour of the circuit in the low initial-bias regime. The schematic circuit
is shown in Fig. 5.1. In this regime, where the current is below the critical value I0, underdamped
Josephson plasma oscillations are expected [39]. The channel width w and length l are varied through
a wide range, while fixing the reservoir radius r = 20 µm, and utilizing a small initial magnetic bias.
On relaxing the initial bias at t = 0, repeatable sinusoidal oscillations result. The oscillation frequency
was measured at several different atom numbers for each channel width and length and used this
data to extract the frequency of the oscillation at a given atom number for each system parameters.
A power law ν(N) = a0Nb + ν0 was fit to the data (see Section 5.6.1); the experimental results in
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Figure 5.3: Small amplitude frequency dependence. Oscillation frequencies for ∼ 2× 106 atoms
starting with ∼ 2.5% initial bias as a function of (A) channel width for fixed 1.5 µm length and (B)
channel length for fixed 12.5 µm width. The grey circles mark the experimental data, while the orange
diamonds indicate the numerical results. The solid black lines represents the analytical model. Blue
diamonds represent the analytical model, but conditioned with~u and ~Ic from the GPE results. Purple
dash-dotlines indicate the data fit to Eq. (5.5.) Insets show the analytical result when the capacitance of
the channel and contact inductance of the reservoirs is ignored [39, 167] (dotted lines), demonstrating
the importance of considering the contact inductance.
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Figure 5.4: Varying the initial bias. (A) Population imbalance evolution for a channel width of 12.5 µm
and a length of 1.5 µm starting with different initial biases; red circles (2.5%), blue squares (18%),
green diamonds (60%), black triangles (96%). The solid lines are numerical simulations performed by
Dr. Stuart Szigeti, specifically a single GPE simulation of atom number N = 2×106 (2.5%) and the
average of ten GPE simulations with initial N stochastically chosen from a Gaussian distribution of
mean N = 1.6×106 (18%), 1.4×106 (60%), 1.06×106 (96%) and variance (N/10)2 (standard errors
indicated by shading). This stochasticity accounts for the∼ 10% shot-to-shot atom number fluctuations
observed in the experiment. The data is offset for clarity, the equilibrium condition corresponds to
ηfrac = 0. Both the 60% and 96% cases required a slight negative bias to attain a ηfrac = 0 equilibrium;
without this, η(t) oscillates around a nonzero offset due to an imbalance of shed vorticies caused by
the higher chemical potential for the same number of atoms in the reservoir with more vortices. (B)
3 ms time of flight (TOF) images of the reservoir atomic distribution after hold times indicated with an
initial bias of 63%; vortices can be clearly seen as dark dips in the Faraday images of the BECs.
Fig. 5.3 result from using N = 2× 106 in the fitted function, and are shown along with the results
of numerically modelling Eq. (2.3) for the system. The experimentally observed frequencies are in
excellent agreement with the GPE results performed by Dr Stuart Szigeti. We then fit the length
Fig. 5.3B to Eq. (5.5) using ∆l =
√
2zTFw and leaving zTF and c as free parameters. The fit gives
c= 2.34(2) mm/s, and zTF = 3.92(8) µm where the expected values are 2.60(5) mm/s and 2.3(1) µm,
respectively. The extracted model is then plotted against the width dependence, see Fig. 5.3A, we find
that predicted the frequencies are within 5% of the GPE modelled frequencies and are within error
bars of the measured frequencies.
Assuming the atomtronic model with oscillation frequency ν = 1/
√
LC , one can associate induc-
tance L = LC+LR and capacitance C =Cc+CR defined by the system geometry and atom number.
In Section 5.5, we show that the these quantities can be analytically modelled from Eq. (5.2), shown
as solid lines in Fig. 5.3A,B. Accurate modelling requires the additional “contact inductance” LR,
associated with the fluid flow present in the reservoirs. This contribution is especially important for
the short channels investigated here; the insets shown in Fig. 5.3 show that only including a channel
inductance results in a overestimation of the frequency by a factor as much ∼ 2.8.
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Figure 5.5: Channel conductance. (A) The channel conductance is shown versus n1D, for the GPE
simulations and experiment, with excellent agreement. (B) GPE conductance vs. n1Dξ = wn2Dξ , fit
with the phase-slip model, resulting C0 = 4.4±0.1; the fit residuals are shown in (C). By contrast, the
Feynman conductance model best-fit exhibits significant residuals.
5.4.3 Results: Initial currents exceeding I0
By increasing the initial bias, we can transition above the critical current I0. With this initial condition,
resistive shedding of excitations results [39, 172], and we image the resulting vortices with a 3 ms
time-of-flight (TOF), as shown in Fig. 5.4B. Although there is significant vortex decay through
annihilations, the resulting initial turbulent state is quite long lived, with several vortices remaining
after 1000 ms. Despite the presence of the vortices and associated compressible (sound) excitations,
we still observe repeatable sinusoidal oscillations, following the initial decay in ηfrac. The oscillation
amplitude initially follows the applied bias, while for slightly larger biases a maximum is reached
as excitations begin to be shed. Similar amplitude oscillations are observed for very large biases,
but we find reduced amplitudes for intermediate bias-values. A single-trajectory GPE simulation
shows disordered behaviour for these parameters, which we attribute to higher-order excitation of the
Bogoliubov (sound) modes of the system. Since the experimental data averages three experimental
runs for each data point, this disorder in the flow is observed as reduced amplitude oscillations.
5.4.4 Resistive regime
In this regime, the high degree of control over the channel parameters allows exploration of a wide
range of channel widths. A 0.75 µm−15 µm range was utilized for a fixed channel length of 10 µm,
with a 100% initial bias. In this regime the linear analysis is not expected to hold, with the critical
current I0 exceeded, leading to the shedding of excitations as seen in Fig. 5.4.
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We extract the conductance of the channel experimentally and numerically by fitting the decay
in ηfrac (see Section 5.6.1), with an RC decay model. The conductance G = 1/R and corresponding
n1D is calculated (see Section 5.6.2) for each channel width, shown in Fig. 5.5A. Since the GPE data
allows quantitative extraction of the healing lengths, and thus Nex = n1Dξ , we fit a linear function
to the phase-slip model Gfit = GPS+G0, allowing determination of C0, Fig. 5.5B. We find values of
C0 = 4.4±0.1 and G0 =−1.3±0.3×1036 J−1s−1 result in an r-squared value for the fit of ∼ 0.998.
By contrast, a similar fit to the Feynman model yields κ = 10±1 and an r-squared value of ∼ 0.962;
the resulting fits are shown in Fig. 5.5B and residuals in Fig. 5.5C.
These results suggest that the phase-slip model better describes the dynamics of the system. This
may be due to the importance of compressible dissipative channels for the BEC system. For example,
the smallest (most resistive) channels explored show little to no vortex shedding throughout the
dynamics. The non-zero and negative G0 suggests a threshold n1D is required for conduction; this
may be due to the transverse confinement of the channel approaching the chemical potential µ . In
the experiment, the minimum conductance, as in Fig. 5.5A, appeared limited to non-zero values from
distillation of the condensate between the reservoirs, present even in the absence of a channel, with
transport facilitated by the presence of the thermal cloud [182].
5.4.5 Thermal damping
We return to the low bias regime and examine the dependence of the thermal damping of low-
amplitude oscillations on the BEC fraction, Ncond/N. We achieve lower BEC fractions by ending
the final evaporative ramp of the optical dipole trap at a higher trap depth, before relaxing quickly
to the final trap value during the step where the cloud is levitated against gravity; we find that this
final step occurs over time-scales too short for efficient evaporation, leading to similar total atom
number in the final trap, but with a smaller BEC fraction (higher temperature) with similar Ncond. An
increased thermal fraction is expected to increase particle exchange between the coherent condensate
and incoherent thermal cloud, resulting in redistribution of particles leading to equilibration of the
initial chemical potential offset. We indeed find increased damping of the oscillations with decreasing
condensate fraction, and fit an exponentially decaying envelope; an example oscillation at the lowest
condensate fraction is shown in Fig. 5.6A, while the decay constant variation with BEC fraction is
shown in Fig. 5.6B.
5.5 Modelling the dumbbell inductance
In this section, we describe the analytical model leading to the solid lines in Fig. 5.3. This is done by
modelling the capacitance using Eq. (5.7), and modelling the superfluid current in the system to obtain
an accurate measure of the kinetic inductance.
The inductance is used to keep track of the kinetic energy of the system as a function of the atom
transport rate through the channel. One of the main assumptions is that the current in the system
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Figure 5.6: Thermal damping. The BEC fraction is reduced by arresting the final evaporative ramp to
higher final values. For low BEC fractions, the oscillation damping increases, resulting in a decreased
decay time (inset: the lowest BEC fraction of 13% represented by a square data point). Error bars
indicate the 95% confidence intervals of the fit, for slow decay, the limited data time-series leads to the
large error bars.
scales linearly with the current through the channel. The macroscopic measure of interest is the rate of
transport of the atoms through the channel (Ic) so we will develop the inductance of the channel which
includes a kinetic contact inductance due to the flow in the reservoir to fill up the channel and the flow
of atoms in the channel itself. Looking at the current contours from GPE simulations of the transport in
our reservoir system, see Fig. 5.7B, we find three distinct regions. The first region, A shows spherical
contours connected to the reservoir edges, while B shows oval contours linked to the reservoir edges,
and C shows a semi constant velocity going through the channel.
To derive the current in our system we assume three different currents one for each of the constant
current contours of the form:
I(x) =

IPlanar(x), 0≤ x≤ l′
IOval(x), l′ ≤ x≤ l′+d/2
ICircular(x), l′+d/2≤ x≤ l′+d/2+ r
−I(−x), x < 0
, (5.10)
where l’ is the effective length of the channel given by:
l′ = l− r
(√
4− d
2
r2
−2
)
. (5.11)
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Figure 5.7: Surface of constant current reservoir transport. (A) Depiction of the different surface
elements used to approximate the channel and reservoir currents. The red-shaded region uses spherical
constant-current wavefronts (i.e. x > (d + l′)/2), the green shaded region uses parabolic-constant
current wavefronts (i.e. l′ ≤ x≤ l′+d/2), while the blue shaded region uses planar wavefronts. (B)
For comparison, the 2D current density at z = 0 is shown, as determined from the GPE simulations.
The data are averaged over a 10-ms window, centered around the time of peak superfluid velocity
through the midpoint of the channel.
Using the continuity equation, Eq. (2.40b), we know that the rate at which the number of atoms
inside a volume is changing is given by the difference between the current entering the volume and
exiting the volume which means that the rate at which the density changes inside the volume is given
by the derivative of the current across the surface divided by the length of the surface interface
dn2D(x)
dt
dA(x)
dx
=
dI(x)
dx
(5.12)
where dA(x) is the constant current surface area element depicted in Fig. 5.7 by the dark area for the
three different regions of the reservoir and has the functional form:
dA(x) =

d ·dx, 0≤ x≤ l′
dpi
4 dx, l
′ ≤ x≤ l′+d/2
2(x− l′)
[
pi+ d√
4r2−d2 − arcsin
(
d
2(x−l′)
)]
dx, l′+d/2≤ x≤ l′+d/2+ r
dA(−x), x < 0
. (5.13)
We assume that the rate of change of the density is opposite and symmetric about the center of the
reservoir, and that the change in the density is uniform and fully contributes to the current going being
transported from one reservoir to the other:
dn2D(x)
dt
=
2Ic/A,x≤ 0−2Ic/A,x≥ 0 , (5.14)
where A is the area of the dumbbell system given in by:
A = 2r2
(
pi− arcsin d
2r
)
+d ∗ l+2∗ r ∗d
1− 1
4
√
4−
(
d
r
)2  , (5.15)
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and Ic = d∆N/dt is rate of change in the number particles between the reservoir as a function of time.
A discontinuity in the current would mean an infinite rate of change in the derivative of the density,
which is not physically allowed, implying that the current must be continuous everywhere, giving
I(x−) = I(x+). (5.16)
From Eqs. (5.12) and (5.14), we also get that the product of the derivative and the inverse area elements
should be a constant and continuous for x > 0 and x < 0 with a discontinuity at x = 0:
dI(x)
dx
[
dA(x)
dx
]−1∣∣∣∣∣
x→x−
=
dI(x)
dx
[
dA(x)
dx
]−1∣∣∣∣∣
x→x+
∀x 6= 0. (5.17)
Since there can be no flow across the boundary, the current go to zero at the boundary giving the
condition:
IBoundary = I(l′+d/2+ r) = I(−(l′+d/2+ r)) = 0. (5.18)
Using Eqs. (5.14) and (5.18) it is clear that the current in the center of the channel must be
equal to the rate of change of the difference in the number of atoms between the two reservoirs (i.e.
I(0) = Ic = d∆N/dt). Using these conditions, we can derive an analytical formula for the current in
the reservoirs as a function of Ic.
The effective kinetic inductance for our system can be obtained by equating the energy contained
in the inductor to the full kinetic energy of the system as derived in the first half of Eq. (5.2):
1
2
LI2c (t) =
1
2
∫
x
|~v(~r, t)|2 dm (5.19)
Defining a surface (C(x)) as surfaces of constant current:
C(x) =

d, 0≤ x≤ l′
pi
√
(x−l′)2+(d/2)2
2 , l
′ ≤ x≤ l′+d/2
2(x− l′)(pi− arcsin
[
d
2(x−l′)
]
), l′+d/2≤ x≤ l′+d/2+ r
A(−x), x < 0
, (5.20)
and assuming that the current is constant over the surfaces, that there is only flow perpendicular to
the surface contours and that the density is uniform throughout the system. Then the current can be
expressed in terms of the velocity as
I(s) = n2DC(x)|~v(x)|. (5.21)
With the assumption of constant density, the mass element (dm) in Eq. (5.19) can also be expressed in
terms of density and constant current surface area element Eq. (5.13) as
dm = n2DdA(x). (5.22)
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Combining Eq. (5.19) with Eqs. (5.21) and (5.22) we can isolate an analytical formula for the
inductance in the system in terms of system geometry only:
L = n2D
∫ l′+d/2+r
−(l′+d/2+r)
I2(x)
I2c C2(x)
dA(x) (5.23)
where m is the mass of a single atom, C(x) was defined in Eq. (5.20), and n2D(s) = N/A is the 2D
density which is assumed to be equal over the whole reservoir.
The inductance of the system can be calculated from the GPE numerics using a time averaged
Eq. (5.19) where the right side is integrated numerically over a full oscillation period (T ) and Ic is
given by
Ic(t) =
1
T
∫ T
0
∫∫
dydzn2D |~v(~r, t|x = 0) · xˆ|2 dt. (5.24)
The time-averaging is done to prevent residual kinetic energy at low current from biasing the measure
of the inductance. The GPE calculated kinetic inductance multiplied by the analytical capacitance
[Eq. (5.7)] are plotted in Fig. 5.3 a blue diamonds.
5.6 Extracting the system parameters
5.6.1 Fitting function for decay constant
For the GPE numerical simulations, the decay constant τ was extracted by fitting the function y = (1−
A)exp(−t/τ)+Bcos(2piω0t +E)+A to ηfrac(t). This assumes that at higher biases, the undamped
LC oscillations are modified by an initial exponential decay associated with capacitative discharge.
A similar fitting procedure was considered in Ref. [172], which included functions that smoothly
turned the capacitive discharge and LC oscillation off and on, respectively; this was specifically of the
form: y = [1+ exp( t−tctw )]
−1 exp(−t/τ)+ [1+ exp(− t−tctw )]−1[Bcos(2piω0t +E)+A]. We compared
the τ obtained using both fitting functions and found broad agreement within statistical uncertainty.
We therefore opted to use the former fit, as it contained fewer parameters.
For the experimental data, the decay constant τ was extracted by fitting the function y = (1−
A)exp(−t/τ) +A to ηfrac(t), the absence of the term Bcos(2piω0t +E) is due to the absence of
observed oscillation after equilibration.
For the two smallest channel widths considered, 1.5 µm and 2.0 µm, a simple exponential fit
was used to extract the decay constant, since in both these cases, the decay was sufficiently slow that
simulations over time intervals of 5−10 seconds only provided data for this initial decay. Running
these simulations for long enough time intervals to obtain data for the LC oscillations was not
computationally viable.
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Figure 5.8: Frequency variation with atom number for the w = 12.5 µm and l = 1.5 µm channel case.
The red solid line is a power law fit to the data; see text.
5.6.2 Averaged 1D density of channel
From the GPE simulations, we instantaneous 1D density is given by n1D(x, t) =
∫
dydz|ψ(~r, t)|2.
However, when analyzing the conductance we are interested in the 1D density within the channel.
We estimate this quantity by averaging n1D(x, t) over the bulk of the channel; for the 10µm channel
length considered here, we averaged from x =−4µm to x =+4µm: n1D(t) = 18µm
∫+4µm
−4µm n1D(x, t).
By taking the time average of this quantity from the time point at the first turning point of ηfrac, which
is just after the large initial decay due to capacitative discharge, we obtain the time averaged 1D
channel density, which forms the horizontal axis for the simulation data in Fig. 5.5. These results were
compared to extracting the density from the healing length at the end of the channel and both methods
were in agreement. GPE and experimental channel density data for the simulated and measured
channels is shown in Appendix A, in Tables A.3 and A.4, respectively.
5.6.3 Frequency variation with atom number
In the low bias regime, the oscillation frequency f = 1/2pi
√
LC varies with atom number through
Eqs. (5.7) and (5.23), leading to ν ∝ N−1/3. The atom number contained within the dumbbell
furthermore varies with the channel width and length, as the enclosed area changes, resulting in
different initial loading conditions. In order to consistently compare oscillation frequencies for the
different channel widths and lengths shown in Fig. 5.3, multiple data sequences at each condition were
taken, where the atom number was varied. The frequency dependence was then extracted through
a power-law fit ν(N) = a0Nb+ν0. Figure 5.8 shows examples of the experimental data and fit, for
the w = 12.5 µm and l = 1.5 µm channel, resulting in b = 0.3± 0.1. In Fig. 5.3, the frequencies
were determined by inputting N = 2×106 into these fitted functions; the error bars shown on the plot
represent the 95% confidence intervals from the fit. The full set of data corresponding to the different
widths and lengths, for varying atom numbers, is shown in Appendix A, Tables A.1 and A.2.
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5.7 Conclusion
In summary, we investigated the full dynamics of a dumbbell atomtronic circuit, demonstrate their
similarity to an acoustic Helmholtz resonator, and how they can be reduced to a lumped circuit element
model. We find that modelling the inductance of the system requires careful consideration of the full
flow field, although an analytic approach can be developed to assign the inductance for particular
circuit elements. Above the critical current, we find an Ohmic conductive relationship across the entire
parameter regime, suggesting that observing Feynman-like resistance will require a situation closer to
the ideal model, such as remaining in the incompressible limit by maintaining quasi-uniform superfluid
density. Our results will be useful for the potential applications of atomtronic circuits, such as inertial
sensors, and are furthermore important for applications utilising other superfluid systems, such as
circuits of superfluid helium.
Chapter 6
Creation and dynamics of Onsager vortex
clusters
Part of the work presented in this chapter has been published by Science in the following publication: G.
Gauthier∗, M. T. Reeves∗, X. Yu, A. S. Bradley, , M. Baker, T. A. Bell, H. Rubinsztein-Dunlop, M. J.
Davis, T. W. Neely, Giant vortex clusters in a two-dimensional quantum fluid,Science, 364(6447):1264,
Jun. 2019.
6.1 Introduction
Adding energy to a system through transient stirring usually leads to more disorder. However, in
a bounded two-dimensional fluid containing point-like vortices, Onsager found a surprising result:
increasing its energy leads to highly-ordered, persistent vortex clusters. In this chapter, we demonstrate
the realization of these vortex clusters in a planar superfluid. Despite their high energy, we demonstrate
that they persist for long times, maintaining the superfluid system far from global equilibrium. Our
experiments explore a regime of vortex matter at negative absolute temperature, opening new directions
for research in two-dimensional turbulence, systems with long-range interactions, and the dynamics
of topological defects. Our results have relevance to systems such as helium films, nonlinear optical
materials, fermion superfluids, and quark-gluon plasmas.
6.2 Background
An isolated system that is initially stirred will generally undergo dynamics that eventually achieve
quiescent thermodynamic equilibrium. However, in some systems, the near decoupling of particular
degrees of freedom can lead to a separation of time-scales for equilibration [75]. This decoupling can
result in strikingly different thermodynamic behaviour within sub-systems, where no spatially-uniform
equilibria exist [183–185]. As first recognized by Lars Onsager [185], a prototypical example is a
system of N point vortices [73] contained within a bounded two-dimensional (2D) fluid. Onsager’s
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model predicts that with sufficient decoupling between two and three-dimensional flow, and negligible
viscous dissipation, high energy incompressible flow leads to low-entropy, large-scale aggregations of
like-circulation vortices. This is strikingly different from the behaviour of vortices in 3D fluids [186,
187]. Onsager’s theory has been highly influential [183, 184], providing some understanding of
diverse classical quasi-2D systems such as turbulent soap films [188], guiding-centre plasmas [189],
self-gravitating systems [190], and Jupiter’s Great Red Spot [191]. However, despite the intuition
provided by Onsager’s model, quantitative demonstrations of point-vortex statistical mechanics have
been elusive. While two-dimensional classical fluid dynamics can realize vortex cluster growth, their
vortices are continuous and cannot be realistically modelled by discrete points [4]. Aware of this
limitation, Onsager noted the model would be more realistic for 2D superfluids, where vortices are
discrete, with circulations constrained to Γ=±h/m, where h is Planck’s constant and m is the mass
of a superfluid particle. The physical manifestation of high-energy point-vortex clusters in any fluid
system has however remained unrealized since Onsager’s seminal work in 1949 [185].
The incompressible kinetic energy of an isolated 2D fluid containing N point vortices can be
expressed in terms of the relative vortex positions [73]. In an unbounded uniform fluid, it has the form
given in Eq. (2.48), Onsager’s key insight was that since Eq. (2.48) is determined by the positions~ri,
for a confined fluid, the available phase space becomes bounded by the area of the container [185].
This property dramatically alters the system’s thermodynamic behaviour.
The equilibrium phases of point-vortex matter in a bounded region are shown schematically in
Fig. 6.1. Thermodynamic equilibria maximize the entropy S(E), which describes the logarithm of
possible configurations of vortices and antivortices at a given energy E. The vortex temperature is
given by T = (∂S/∂E)−1. The low energy, positive temperature phase (T > 0) consists of bound
vortex-antivortex pairs (Fig. 6.1A). As the energy increases these pairs unbind [192], until the vortex
distribution becomes completely disordered (Fig. 6.1B), marking the point of maximum entropy
(T = ∞). However, due to the bounded phase space, this point occurs at finite energy; at still higher
energies vortices reorder into same-sign clusters [183, 185], thus decreasing the entropy, and yielding
negative absolute temperatures (T < 0). At sufficiently high energies the system undergoes a clustering
transition (T = Tc) [193]; here the vortices begin to polarize into two giant clusters of same-circulation
vortices (Fig. 6.1C), whose structures are determined by the shape of the container. In the limit E→ ∞
the clusters shrink to two separated points (Fig. 6.1D), and the temperature approaches the limiting
supercondensation temperature (T → Ts), which is independent of geometry [194]. For vortices in
a superfluid, where the vortex core size is non-zero and determined by the healing length ξ (see
Section 6.4.6), core-repulsion at lengths ∼ ξ prevents the vortex clusters from collapsing to points at
infinite energy.
6.3 Experimental Results
To physically realize this idealized model, the vortices must form a well-isolated subsystem and
effectively decouple from the other fluid degrees of freedom. A large and uniform 2D Bose-Einstein
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<latexit sha1_base64="sa0Di0 jAKhSrDXDwB8tskrhWLIY=">AAAB63icbVBNS8NAEJ34WetX1aOXxSJ 4KokI6kWKXjxWaGyhDWWz3bRLN5uwOxFK6G/w4kHFq3/Im//GbZuDtj 4YeLw3w8y8MJXCoOt+Oyura+sbm6Wt8vbO7t5+5eDw0SSZZtxniUx0O 6SGS6G4jwIlb6ea0ziUvBWO7qZ+64lrIxLVxHHKg5gOlIgEo2glv0l uiNurVN2aOwNZJl5BqlCg0at8dfsJy2KukElqTMdzUwxyqlEwySflbm Z4StmIDnjHUkVjboJ8duyEnFqlT6JE21JIZurviZzGxozj0HbGFIdm0 ZuK/3mdDKOrIBcqzZArNl8UZZJgQqafk77QnKEcW0KZFvZWwoZUU4Y2 n7INwVt8eZn457XrmvdwUa3fFmmU4BhO4Aw8uIQ63EMDfGAg4Ble4c1 Rzovz7nzMW1ecYuYI/sD5/AG7MI2C</latexit><latexit sha1_base64="sa0Di0 jAKhSrDXDwB8tskrhWLIY=">AAAB63icbVBNS8NAEJ34WetX1aOXxSJ 4KokI6kWKXjxWaGyhDWWz3bRLN5uwOxFK6G/w4kHFq3/Im//GbZuDtj 4YeLw3w8y8MJXCoOt+Oyura+sbm6Wt8vbO7t5+5eDw0SSZZtxniUx0O 6SGS6G4jwIlb6ea0ziUvBWO7qZ+64lrIxLVxHHKg5gOlIgEo2glv0l uiNurVN2aOwNZJl5BqlCg0at8dfsJy2KukElqTMdzUwxyqlEwySflbm Z4StmIDnjHUkVjboJ8duyEnFqlT6JE21JIZurviZzGxozj0HbGFIdm0 ZuK/3mdDKOrIBcqzZArNl8UZZJgQqafk77QnKEcW0KZFvZWwoZUU4Y2 n7INwVt8eZn457XrmvdwUa3fFmmU4BhO4Aw8uIQ63EMDfGAg4Ble4c1 Rzovz7nzMW1ecYuYI/sD5/AG7MI2C</latexit><latexit sha1_base64="sa0Di0 jAKhSrDXDwB8tskrhWLIY=">AAAB63icbVBNS8NAEJ34WetX1aOXxSJ 4KokI6kWKXjxWaGyhDWWz3bRLN5uwOxFK6G/w4kHFq3/Im//GbZuDtj 4YeLw3w8y8MJXCoOt+Oyura+sbm6Wt8vbO7t5+5eDw0SSZZtxniUx0O 6SGS6G4jwIlb6ea0ziUvBWO7qZ+64lrIxLVxHHKg5gOlIgEo2glv0l uiNurVN2aOwNZJl5BqlCg0at8dfsJy2KukElqTMdzUwxyqlEwySflbm Z4StmIDnjHUkVjboJ8duyEnFqlT6JE21JIZurviZzGxozj0HbGFIdm0 ZuK/3mdDKOrIBcqzZArNl8UZZJgQqafk77QnKEcW0KZFvZWwoZUU4Y2 n7INwVt8eZn457XrmvdwUa3fFmmU4BhO4Aw8uIQ63EMDfGAg4Ble4c1 Rzovz7nzMW1ecYuYI/sD5/AG7MI2C</latexit><latexit sha1_base64="sa0Di0 jAKhSrDXDwB8tskrhWLIY=">AAAB63icbVBNS8NAEJ34WetX1aOXxSJ 4KokI6kWKXjxWaGyhDWWz3bRLN5uwOxFK6G/w4kHFq3/Im//GbZuDtj 4YeLw3w8y8MJXCoOt+Oyura+sbm6Wt8vbO7t5+5eDw0SSZZtxniUx0O 6SGS6G4jwIlb6ea0ziUvBWO7qZ+64lrIxLVxHHKg5gOlIgEo2glv0l uiNurVN2aOwNZJl5BqlCg0at8dfsJy2KukElqTMdzUwxyqlEwySflbm Z4StmIDnjHUkVjboJ8duyEnFqlT6JE21JIZurviZzGxozj0HbGFIdm0 ZuK/3mdDKOrIBcqzZArNl8UZZJgQqafk77QnKEcW0KZFvZWwoZUU4Y2 n7INwVt8eZn457XrmvdwUa3fFmmU4BhO4Aw8uIQ63EMDfGAg4Ble4c1 Rzovz7nzMW1ecYuYI/sD5/AG7MI2C</latexit>
T = ±1
<latexit sha1_base64="A5N/7 E3xRcjrj0D5/DIede7nyvw=">AAAB9HicbVBNS8NAEJ34WetX1aOX xSJ4KokI6kEoevFYobGFJpbNdtMu3d2E3Y1SQv+HFw8qXv0x3vw3b tsctPXBwOO9GWbmRSln2rjut7O0vLK6tl7aKG9ube/sVvb273WSK UJ9kvBEtSOsKWeS+oYZTtupolhEnLai4c3Ebz1SpVkim2aU0lDgvm QxI9hY6aGJrlCQChQwGZtRt1J1a+4UaJF4BalCgUa38hX0EpIJKg3 hWOuO56YmzLEyjHA6LgeZpikmQ9ynHUslFlSH+fTqMTq2Sg/FibIl DZqqvydyLLQeich2CmwGet6biP95nczEF2HOZJoZKslsUZxxZBI0i QD1mKLE8JElmChmb0VkgBUmxgZVtiF48y8vEv+0dlnz7s6q9esijR IcwhGcgAfnUIdbaIAPBBQ8wyu8OU/Oi/PufMxal5xi5gD+wPn8Aa/ 2kYo=</latexit><latexit sha1_base64="A5N/7 E3xRcjrj0D5/DIede7nyvw=">AAAB9HicbVBNS8NAEJ34WetX1aOX xSJ4KokI6kEoevFYobGFJpbNdtMu3d2E3Y1SQv+HFw8qXv0x3vw3b tsctPXBwOO9GWbmRSln2rjut7O0vLK6tl7aKG9ube/sVvb273WSK UJ9kvBEtSOsKWeS+oYZTtupolhEnLai4c3Ebz1SpVkim2aU0lDgvm QxI9hY6aGJrlCQChQwGZtRt1J1a+4UaJF4BalCgUa38hX0EpIJKg3 hWOuO56YmzLEyjHA6LgeZpikmQ9ynHUslFlSH+fTqMTq2Sg/FibIl DZqqvydyLLQeich2CmwGet6biP95nczEF2HOZJoZKslsUZxxZBI0i QD1mKLE8JElmChmb0VkgBUmxgZVtiF48y8vEv+0dlnz7s6q9esijR IcwhGcgAfnUIdbaIAPBBQ8wyu8OU/Oi/PufMxal5xi5gD+wPn8Aa/ 2kYo=</latexit><latexit sha1_base64="A5N/7 E3xRcjrj0D5/DIede7nyvw=">AAAB9HicbVBNS8NAEJ34WetX1aOX xSJ4KokI6kEoevFYobGFJpbNdtMu3d2E3Y1SQv+HFw8qXv0x3vw3b tsctPXBwOO9GWbmRSln2rjut7O0vLK6tl7aKG9ube/sVvb273WSK UJ9kvBEtSOsKWeS+oYZTtupolhEnLai4c3Ebz1SpVkim2aU0lDgvm QxI9hY6aGJrlCQChQwGZtRt1J1a+4UaJF4BalCgUa38hX0EpIJKg3 hWOuO56YmzLEyjHA6LgeZpikmQ9ynHUslFlSH+fTqMTq2Sg/FibIl DZqqvydyLLQeich2CmwGet6biP95nczEF2HOZJoZKslsUZxxZBI0i QD1mKLE8JElmChmb0VkgBUmxgZVtiF48y8vEv+0dlnz7s6q9esijR IcwhGcgAfnUIdbaIAPBBQ8wyu8OU/Oi/PufMxal5xi5gD+wPn8Aa/ 2kYo=</latexit><latexit sha1_base64="A5N/7 E3xRcjrj0D5/DIede7nyvw=">AAAB9HicbVBNS8NAEJ34WetX1aOX xSJ4KokI6kEoevFYobGFJpbNdtMu3d2E3Y1SQv+HFw8qXv0x3vw3b tsctPXBwOO9GWbmRSln2rjut7O0vLK6tl7aKG9ube/sVvb273WSK UJ9kvBEtSOsKWeS+oYZTtupolhEnLai4c3Ebz1SpVkim2aU0lDgvm QxI9hY6aGJrlCQChQwGZtRt1J1a+4UaJF4BalCgUa38hX0EpIJKg3 hWOuO56YmzLEyjHA6LgeZpikmQ9ynHUslFlSH+fTqMTq2Sg/FibIl DZqqvydyLLQeich2CmwGet6biP95nczEF2HOZJoZKslsUZxxZBI0i QD1mKLE8JElmChmb0VkgBUmxgZVtiF48y8vEv+0dlnz7s6q9esijR IcwhGcgAfnUIdbaIAPBBQ8wyu8OU/Oi/PufMxal5xi5gD+wPn8Aa/ 2kYo=</latexit>
T < 0
<latexit sha1_base64="oZLxds yOqkK2hPjRj8babhB6ilk=">AAAB6XicbVBNS8NAEJ3Ur1q/qh69LBb BU0lEUMFD0YvHio0ttKFsttt26WYTdidCCf0JXjyoePUfefPfuG1z0N YHA4/3ZpiZFyZSGHTdb6ewsrq2vlHcLG1t7+zulfcPHk2casZ9FstYt 0JquBSK+yhQ8laiOY1CyZvh6HbqN5+4NiJWDRwnPIjoQIm+YBSt9NC 4drvlilt1ZyDLxMtJBXLUu+WvTi9macQVMkmNaXtugkFGNQom+aTUSQ 1PKBvRAW9bqmjETZDNTp2QE6v0SD/WthSSmfp7IqORMeMotJ0RxaFZ9 Kbif147xf5lkAmVpMgVmy/qp5JgTKZ/k57QnKEcW0KZFvZWwoZUU4Y2 nZINwVt8eZn4Z9Wrqnd/Xqnd5GkU4QiO4RQ8uIAa3EEdfGAwgGd4hTd HOi/Ou/Mxby04+cwh/IHz+QMMMo0s</latexit><latexit sha1_base64="oZLxds yOqkK2hPjRj8babhB6ilk=">AAAB6XicbVBNS8NAEJ3Ur1q/qh69LBb BU0lEUMFD0YvHio0ttKFsttt26WYTdidCCf0JXjyoePUfefPfuG1z0N YHA4/3ZpiZFyZSGHTdb6ewsrq2vlHcLG1t7+zulfcPHk2casZ9FstYt 0JquBSK+yhQ8laiOY1CyZvh6HbqN5+4NiJWDRwnPIjoQIm+YBSt9NC 4drvlilt1ZyDLxMtJBXLUu+WvTi9macQVMkmNaXtugkFGNQom+aTUSQ 1PKBvRAW9bqmjETZDNTp2QE6v0SD/WthSSmfp7IqORMeMotJ0RxaFZ9 Kbif147xf5lkAmVpMgVmy/qp5JgTKZ/k57QnKEcW0KZFvZWwoZUU4Y2 nZINwVt8eZn4Z9Wrqnd/Xqnd5GkU4QiO4RQ8uIAa3EEdfGAwgGd4hTd HOi/Ou/Mxby04+cwh/IHz+QMMMo0s</latexit><latexit sha1_base64="oZLxds yOqkK2hPjRj8babhB6ilk=">AAAB6XicbVBNS8NAEJ3Ur1q/qh69LBb BU0lEUMFD0YvHio0ttKFsttt26WYTdidCCf0JXjyoePUfefPfuG1z0N YHA4/3ZpiZFyZSGHTdb6ewsrq2vlHcLG1t7+zulfcPHk2casZ9FstYt 0JquBSK+yhQ8laiOY1CyZvh6HbqN5+4NiJWDRwnPIjoQIm+YBSt9NC 4drvlilt1ZyDLxMtJBXLUu+WvTi9macQVMkmNaXtugkFGNQom+aTUSQ 1PKBvRAW9bqmjETZDNTp2QE6v0SD/WthSSmfp7IqORMeMotJ0RxaFZ9 Kbif147xf5lkAmVpMgVmy/qp5JgTKZ/k57QnKEcW0KZFvZWwoZUU4Y2 nZINwVt8eZn4Z9Wrqnd/Xqnd5GkU4QiO4RQ8uIAa3EEdfGAwgGd4hTd HOi/Ou/Mxby04+cwh/IHz+QMMMo0s</latexit><latexit sha1_base64="oZLxds yOqkK2hPjRj8babhB6ilk=">AAAB6XicbVBNS8NAEJ3Ur1q/qh69LBb BU0lEUMFD0YvHio0ttKFsttt26WYTdidCCf0JXjyoePUfefPfuG1z0N YHA4/3ZpiZFyZSGHTdb6ewsrq2vlHcLG1t7+zulfcPHk2casZ9FstYt 0JquBSK+yhQ8laiOY1CyZvh6HbqN5+4NiJWDRwnPIjoQIm+YBSt9NC 4drvlilt1ZyDLxMtJBXLUu+WvTi9macQVMkmNaXtugkFGNQom+aTUSQ 1PKBvRAW9bqmjETZDNTp2QE6v0SD/WthSSmfp7IqORMeMotJ0RxaFZ9 Kbif147xf5lkAmVpMgVmy/qp5JgTKZ/k57QnKEcW0KZFvZWwoZUU4Y2 nZINwVt8eZn4Z9Wrqnd/Xqnd5GkU4QiO4RQ8uIAa3EEdfGAwgGd4hTd HOi/Ou/Mxby04+cwh/IHz+QMMMo0s</latexit>
Ts
<latexit sha1_base64="0f2x4TxHX4st52w7GHKppc5vn0w=">AA AB6XicdVDLSsNAFL2pr1pfVZduBovgKiQx9LErunFZsbWFNpTJdNIOnTyYmQgl9BPcuFBx6x+582+ctBVU9MCFwzn3cu89fsKZVJb1YRTW1j c2t4rbpZ3dvf2D8uHRnYxTQWiHxDwWPR9LyllEO4opTnuJoDj0Oe3606vc795TIVkctdUsoV6IxxELGMFKS7ftoRyWK5bZqFcdt4os07Jqtm PnxKm5Fy6ytZKjAiu0huX3wSgmaUgjRTiWsm9bifIyLBQjnM5Lg1TSBJMpHtO+phEOqfSyxalzdKaVEQpioStSaKF+n8hwKOUs9HVniNVE/v Zy8S+vn6qg7mUsSlJFI7JcFKQcqRjlf6MRE5QoPtMEE8H0rYhMsMBE6XRKOoSvT9H/pOOYDdO+cSvNy1UaRTiBUzgHG2rQhGtoQQcIjOEBnu DZ4Maj8WK8LlsLxmrmGH7AePsEBmON1A==</latexit><latexit sha1_base64="0f2x4TxHX4st52w7GHKppc5vn0w=">AA AB6XicdVDLSsNAFL2pr1pfVZduBovgKiQx9LErunFZsbWFNpTJdNIOnTyYmQgl9BPcuFBx6x+582+ctBVU9MCFwzn3cu89fsKZVJb1YRTW1j c2t4rbpZ3dvf2D8uHRnYxTQWiHxDwWPR9LyllEO4opTnuJoDj0Oe3606vc795TIVkctdUsoV6IxxELGMFKS7ftoRyWK5bZqFcdt4os07Jqtm PnxKm5Fy6ytZKjAiu0huX3wSgmaUgjRTiWsm9bifIyLBQjnM5Lg1TSBJMpHtO+phEOqfSyxalzdKaVEQpioStSaKF+n8hwKOUs9HVniNVE/v Zy8S+vn6qg7mUsSlJFI7JcFKQcqRjlf6MRE5QoPtMEE8H0rYhMsMBE6XRKOoSvT9H/pOOYDdO+cSvNy1UaRTiBUzgHG2rQhGtoQQcIjOEBnu DZ4Maj8WK8LlsLxmrmGH7AePsEBmON1A==</latexit><latexit sha1_base64="0f2x4TxHX4st52w7GHKppc5vn0w=">AA AB6XicdVDLSsNAFL2pr1pfVZduBovgKiQx9LErunFZsbWFNpTJdNIOnTyYmQgl9BPcuFBx6x+582+ctBVU9MCFwzn3cu89fsKZVJb1YRTW1j c2t4rbpZ3dvf2D8uHRnYxTQWiHxDwWPR9LyllEO4opTnuJoDj0Oe3606vc795TIVkctdUsoV6IxxELGMFKS7ftoRyWK5bZqFcdt4os07Jqtm PnxKm5Fy6ytZKjAiu0huX3wSgmaUgjRTiWsm9bifIyLBQjnM5Lg1TSBJMpHtO+phEOqfSyxalzdKaVEQpioStSaKF+n8hwKOUs9HVniNVE/v Zy8S+vn6qg7mUsSlJFI7JcFKQcqRjlf6MRE5QoPtMEE8H0rYhMsMBE6XRKOoSvT9H/pOOYDdO+cSvNy1UaRTiBUzgHG2rQhGtoQQcIjOEBnu DZ4Maj8WK8LlsLxmrmGH7AePsEBmON1A==</latexit><latexit sha1_base64="0f2x4TxHX4st52w7GHKppc5vn0w=">AA AB6XicdVDLSsNAFL2pr1pfVZduBovgKiQx9LErunFZsbWFNpTJdNIOnTyYmQgl9BPcuFBx6x+582+ctBVU9MCFwzn3cu89fsKZVJb1YRTW1j c2t4rbpZ3dvf2D8uHRnYxTQWiHxDwWPR9LyllEO4opTnuJoDj0Oe3606vc795TIVkctdUsoV6IxxELGMFKS7ftoRyWK5bZqFcdt4os07Jqtm PnxKm5Fy6ytZKjAiu0huX3wSgmaUgjRTiWsm9bifIyLBQjnM5Lg1TSBJMpHtO+phEOqfSyxalzdKaVEQpioStSaKF+n8hwKOUs9HVniNVE/v Zy8S+vn6qg7mUsSlJFI7JcFKQcqRjlf6MRE5QoPtMEE8H0rYhMsMBE6XRKOoSvT9H/pOOYDdO+cSvNy1UaRTiBUzgHG2rQhGtoQQcIjOEBnu DZ4Maj8WK8LlsLxmrmGH7AePsEBmON1A==</latexit>Tc
<latexit sha1_base64="IKUg7eJDLuxHntWxnkgEHzVxU/E=">AAAB 6XicdVDLSsNAFJ3UV62vqks3g0VwFSZpqnZXdOOyYmMLbSiT6aQdOpmEmYlQQj/BjQsVt/6RO//G6UNQ0QMXDufcy733hClnSiP0YRVWVtfWN4 qbpa3tnd298v7BnUoySahPEp7ITogV5UxQXzPNaSeVFMchp+1wfDXz2/dUKpaIlp6kNIjxULCIEayNdNvqk365gmyv5jl1BJHtuvUz5BpSq1Y9 B0HHRnNUwBLNfvm9N0hIFlOhCcdKdR2U6iDHUjPC6bTUyxRNMRnjIe0aKnBMVZDPT53CE6MMYJRIU0LDufp9IsexUpM4NJ0x1iP125uJf3ndTEc XQc5EmmkqyGJRlHGoEzj7Gw6YpETziSGYSGZuhWSEJSbapFMyIXx9Cv8nvmvXbefGqzQul2kUwRE4BqfAAeegAa5BE/iAgCF4AE/g2eLWo/Viv S5aC9Zy5hD8gPX2CeVJjb4=</latexit><latexit sha1_base64="IKUg7eJDLuxHntWxnkgEHzVxU/E=">AAAB 6XicdVDLSsNAFJ3UV62vqks3g0VwFSZpqnZXdOOyYmMLbSiT6aQdOpmEmYlQQj/BjQsVt/6RO//G6UNQ0QMXDufcy733hClnSiP0YRVWVtfWN4 qbpa3tnd298v7BnUoySahPEp7ITogV5UxQXzPNaSeVFMchp+1wfDXz2/dUKpaIlp6kNIjxULCIEayNdNvqk365gmyv5jl1BJHtuvUz5BpSq1Y9 B0HHRnNUwBLNfvm9N0hIFlOhCcdKdR2U6iDHUjPC6bTUyxRNMRnjIe0aKnBMVZDPT53CE6MMYJRIU0LDufp9IsexUpM4NJ0x1iP125uJf3ndTEc XQc5EmmkqyGJRlHGoEzj7Gw6YpETziSGYSGZuhWSEJSbapFMyIXx9Cv8nvmvXbefGqzQul2kUwRE4BqfAAeegAa5BE/iAgCF4AE/g2eLWo/Viv S5aC9Zy5hD8gPX2CeVJjb4=</latexit><latexit sha1_base64="IKUg7eJDLuxHntWxnkgEHzVxU/E=">AAAB 6XicdVDLSsNAFJ3UV62vqks3g0VwFSZpqnZXdOOyYmMLbSiT6aQdOpmEmYlQQj/BjQsVt/6RO//G6UNQ0QMXDufcy733hClnSiP0YRVWVtfWN4 qbpa3tnd298v7BnUoySahPEp7ITogV5UxQXzPNaSeVFMchp+1wfDXz2/dUKpaIlp6kNIjxULCIEayNdNvqk365gmyv5jl1BJHtuvUz5BpSq1Y9 B0HHRnNUwBLNfvm9N0hIFlOhCcdKdR2U6iDHUjPC6bTUyxRNMRnjIe0aKnBMVZDPT53CE6MMYJRIU0LDufp9IsexUpM4NJ0x1iP125uJf3ndTEc XQc5EmmkqyGJRlHGoEzj7Gw6YpETziSGYSGZuhWSEJSbapFMyIXx9Cv8nvmvXbefGqzQul2kUwRE4BqfAAeegAa5BE/iAgCF4AE/g2eLWo/Viv S5aC9Zy5hD8gPX2CeVJjb4=</latexit><latexit sha1_base64="IKUg7eJDLuxHntWxnkgEHzVxU/E=">AAAB 6XicdVDLSsNAFJ3UV62vqks3g0VwFSZpqnZXdOOyYmMLbSiT6aQdOpmEmYlQQj/BjQsVt/6RO//G6UNQ0QMXDufcy733hClnSiP0YRVWVtfWN4 qbpa3tnd298v7BnUoySahPEp7ITogV5UxQXzPNaSeVFMchp+1wfDXz2/dUKpaIlp6kNIjxULCIEayNdNvqk365gmyv5jl1BJHtuvUz5BpSq1Y9 B0HHRnNUwBLNfvm9N0hIFlOhCcdKdR2U6iDHUjPC6bTUyxRNMRnjIe0aKnBMVZDPT53CE6MMYJRIU0LDufp9IsexUpM4NJ0x1iP125uJf3ndTEc XQc5EmmkqyGJRlHGoEzj7Gw6YpETziSGYSGZuhWSEJSbapFMyIXx9Cv8nvmvXbefGqzQul2kUwRE4BqfAAeegAa5BE/iAgCF4AE/g2eLWo/Viv S5aC9Zy5hD8gPX2CeVJjb4=</latexit>
Tc < T < 0
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Figure 6.1: Phases of point-vortex matter in a bounded domain. (A) Small positive temperatures
exhibit bound vortex-antivortex pairs. (B) As the vortex temperature T → ∞ vortex positions become
uncorrelated. (C) At high enough energies a clustering temperature Tc is reached where giant Onsager
vortex clusters form. (D) As E→ ∞ the clusters shrink to two separated points forming a superconden-
sate. (E), (F) Entropy and temperature vs. energy curves for a neutral vortex gas (N+ =N− =N/2= 9),
generated by Monte Carlo simulations for the elliptical domain shown (see text). The shaded region
contains Onsager vortex clusters and the purple star marks the clustering transition temperature Tc cal-
culated from mean-field theory (see Section 6.4.8). The red line indicates the supercondensation limit
E→ ∞, T → Ts =−0.25T0N. The energy and temperature units are E0 = ρ0Γ2/4pi and T0 = E0/kB
respectively, where kB is Boltzmann’s constant.
condensate (BEC) near zero temperature, with weak vortex-sound coupling, has been proposed as a
suitable candidate system [62, 195–197]. Furthermore, these superfluids allow for vortex-antivortex
annihilation, which favours the formation of Onsager vortices through evaporative heating [196,
198], whereby annihilations remove low energy dipoles, thus increasing the remaining energy per
vortex. However, while small transient clusters have been observed in BEC [199–201], attempts
to create Onsager’s vortex clusters have thus far been hindered by thermal dissipation and vortex
losses at boundaries [95], which are enhanced by fluid inhomogeneities [202]. This has prevented the
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Figure 6.2: Experimental vortex injection. (A) Two large paddle potentials stir the BEC inducing
large-scale flow (In situ image, part-way through the stir). (B) A 3 ms time-of-flight Faraday image
directly after the paddle stir clearly resolves injected vortices (see ) localized into two clusters. (C)
Simulation of the paddle stir showing velocity contours, with the location and circulations of the
vortices demonstrating the injection of a clustered vortex dipole. (D),(E),(F) As for (A),(B),(C) but
where a low-energy vortex distribution is injected by a grid of narrow circular barriers.
experimental study of the full phase diagram of 2D vortex matter shown in Fig. 6.1.
Here we overcome these issues by working with a uniform planar 87Rb BEC confined to an elliptical
geometry as described in Section 6.4.2. While the BEC itself is three-dimensional, the vortex dynamics
are two-dimensional due to the large energy cost of vortex bending [61]. By engineering different
stirring potentials, we can efficiently inject vortex configurations with minimal sound excitation (see
Section 6.4.5). A high energy vortex configuration can be injected using a double-paddle stir, whereby
two narrow potential barriers [203, 204] are swept along the edges of the trap. Due to the broken
symmetry of the ellipse, the maximum entropy state is a vortex dipole separated along the major
axis [205]. The stirring protocol is well mode-matched to this vorticity distribution, and we find the
vortices rapidly organize into two Onsager vortex clusters (Fig. 6.2B).
We contrast these results with the injection of a low energy configuration from sweeping a
grid of smaller circular barriers through the BEC. Experimentally we find this results in a similar
number of vortices (Figs. 6.2D,E), but in a disordered distribution that is a candidate for evaporative
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heating [196, 202, 206] (c.f. Fig. 6.1B). Gross-Pitaevskii equation (GPE) simulations, performed by Dr.
Matthew Reeves, quantitatively model both stirs and are compared in Figs. 6.2C,F.
While vortex sign detection [95, 206] is possible (see Section 6.5), the clustered states are non-
uniform equilibria, and their presence can be confirmed from the (unsigned) vortex density ρ =
σ++σ−, where σ+ (σ−) denotes the distribution of positive (negative) vortices (see Section 6.4.9).
Figure 6.3A displays a time-averaged position histogram, generated by measuring the experimental
vortex positions at one-second intervals over ten seconds of hold time following injection. As expected
for our elliptical geometry (see Section 6.4.9), the density shows two distinct persistent clusters
separated along the major axis. The clusters remain distinguishable up to 9 s of hold time in individual
frames. By contrast, the grid stir in Fig. 6.3B shows a nearly uniform distribution of vortices consistent
with an unclustered phase (Figs. 6.1A,B). Figures 6.3C,D show the corresponding (signed) density
ω = σ+−σ− from GPE simulations, showing polarized clusters for the paddle stir, contrasted with
ω ≈ 0 for the grid stir. Figure 6.3E compares the total vortex number as a function of time for the two
stirs in comparison with simulations. The vortex number for the paddle stir shows almost complete
suppression of vortex decay over 10 s, indicating a strong spatial segregation of oppositely-signed
vortices. In contrast, the grid stir loses 60% of the vortices in this time to vortex annihilation and
edge losses. Figure 6.3F plots the vortex nearest-neighbour distance `/`0 (where `/`0 ' 1 indicates
a uniform distribution). While this quantity increases with time for the clustered state, indicating
spreading of the clusters, it remains < 1 for the entire 10 s duration. By contrast, for the grid stir, `/`0
stays quasi-constant and near unity, characteristic of a disordered state.
In the clustered phase the simulations demonstrate that vortex signs can be dependably inferred
for t ≤ 5 s from the experimental positions of the vortices relative to the minor axis of the ellipse (see
Section 6.4.8). From these data, we can estimate the energy of the experimental vortex configurations
as a function of time using the point-vortex model, including boundary effects (see Section 2.3.2), and
compare with GPE simulations, as shown in Fig. 6.3G. Despite a gradual decay of the energy, the
system remains well within the negative temperature region for the entire 10 s hold time, equivalent to
approximately 50 times the initial cluster turnover time of ∼ 0.2 s. The decay is due to a combination
of the finite lifetime of the condensate (τ = 28±2 s), residual thermal fraction of ∼ 30%, and residual
non-uniform BEC density of ∼ 6% RMS. The non-uniformity of the density is due to harmonic nature
of the sheet. This conclusion is supported by GPE simulations with phenomenological damping,
which are in agreement with experimental observations (see Fig. 6.3G). The grid sweep simulation
shows a small increase in energy per vortex over the hold time, indicating that evaporative heating
marginally prevails over thermal dissipation; annihilations manage to drive the system towards the
negative temperature region, but not into the clustered phase.
Similarly, we may estimate the dipole moment, D≡ N−1 |∑i sgn(Γi)~ri| and the vortex temperature
T , which we compare with analytic mean-field theory predictions [193]. The average dipole moment
is the order parameter for the clustering transition; above the clustering energy, it begins to increase
monotonically with energy, and it approaches an asymptotic maximum Ds in the supercondensation
limit. For our elliptical geometry Ds ' 0.47a, for semi-major axis a (see Section 6.4.7). Fig. 6.3H
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Figure 6.3: Evidence of vortex cluster metastability. Experimental (unsigned) vortex density histograms
ρ = σ++σ− for (A) paddle and (B) grid stirs, respectively. The data are collected following hold
times of t = {0,1,2 . . . 10} seconds, with 10 samples at each time (110 samples total). (C), (D)
Corresponding GPE simulation (signed) vorticity histograms ω = σ+−σ− time averaged over 0–10
s. (E), (F) Experimental average vortex number 〈N〉 and nearest neighbour distance `/`0 vs. hold time,
where `0 =
√
0.89piab/N is the expected value for a uniform distribution within the 89% detection
region of the a:b ratio ellipse: paddle sweep (blue diamonds) and grid sweep (orange circles). GPE
simulation results are shown as solid lines of the same colour. (G) Point-vortex energy vs. time. Blue
diamonds: experimental estimate. Blue solid line: exact point vortex energy from GPE. Blue dashed
line: estimate from applying the experimental protocol to the GPE data. The black horizontal dotted
line indicates the energy of the state with T =±∞ and the purple dash-dotted line indicates T = Tc.
The orange line indicates the energy of the grid-sweep simulation. (H) Dipole moment vs. time. Lines
and markers are as in (G). Red dashed line shows the supercondensate limit D = Ds.
shows that the paddle stir exhibits a large dipole moment, with an average of D/Ds ∼ 89% over the
10 seconds hold time. The experimental estimate agrees well with simulations for t ≤ 5 seconds,
when oppositely signed vortices remain completely segregated on opposite sides of the minor axis.
By contrast, for the grid stir D/Ds ∼ 1/
√
N (c.f. Fig. 6.3E), consistent with an unclustered phase at
finite N [193]. Finally, mean-field analysis shows that the clustering transition occurs at a temperature
Tc ' −0.31T0N (see Section 6.4.8), while supercondensation [193] occurs at Ts = −0.25T0N (see
Fig. 6.1F). We estimate the final temperature from the point-vortex energy, finding Texp '−0.28T0N.
Thermal friction is expected to play a major role in the damping of the Onsager vortex clusters [103].
We experimentally investigated the role of an increased thermal component by injecting clusters for
a range of smaller condensate fractions (i.e., higher BEC temperatures), while maintaining similar
injected vortex number (Fig. 6.7). As shown in Fig. 6.4A, with decreasing condensate fraction we ob-
serve a reduction of the nearest-neighbour distance decay time to the uniform value `/`0 ' 1, obtained
by empirical fits (see Section 6.4.10), (examples in Fig. 6.4B); cumulative vortex histograms for the
largest and smallest condensate fractions (insets) also show diminished clustering with decreasing
condensate fraction. Furthermore, the initial nearest-neighbour distance increases with decreasing
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Figure 6.4: Cluster decay rate vs BEC fraction. (A) Decreasing condensate fraction results in
more rapid cluster dissociation, indicated by decreasing nearest-neighbour distance decay times as
determined by exponential fits, (B) here showing the nearest-neighbour distance decay for the largest
(blue circles) and smallest (green diamonds) condensate fractions. Insets show time-averaged vortex
density histograms accumulated over a 10 second hold for these cases, as in Fig. 6.3; see Fig. 6.6 for
the full set of time-averaged histograms, and Fig. 6.5 for the histograms immediately following the
sweep. (C) The initial nearest-neighbour distance `(0) increases with decreasing condensate fraction,
indicating limitations in injecting high-vortex energy in the presence of thermal damping. Dashed
lines indicate linear fits to the data.
condensate fraction (Fig. 6.4C), suggesting the injection of high energy is less efficient in the presence
of strong damping. These results suggest thermal dissipation is more important than losses to sound in
our experiment; indeed, Gross-Pitaevski simulations without thermal damping (thus containing only
losses from vortex-sound coupling) were found to support this conclusion as the clusters retained over
90% of their initial energy. Thermal friction may limit future experiments from observing the dynamic
emergence of Onsager vortex clusters.
6.4 Experimental Methods
6.4.1 Optically configured Bose-Einstein condensates
Our experimental apparatus is described in Chapter 3. Here we summarize the important parameters
of the system for the presented experiment. The 87Rb BEC is confined in a red-detuned laser sheet,
providing harmonic trapping in the vertical z dimension with frequency ωz = 2pi × 108 Hz. The
trapping in the x-y plane can be arbitrarily configured via direct projection of blue-detuned light which
is patterned with a digital micromirror device (DMD) as described in Chapter 4. The BEC is formed
using a hybrid optical and magnetic trapping technique [117]. We initially evaporate in a hybrid
trap produced from a single, radially symmetric 95 µm waist 1064 nm red-detuned Gaussian beam
and relaxed quadrupole magnetic field. Before reaching the BEC critical temperature, we transfer
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Figure 6.5: Initial position vortex histograms immediately after the sweep. (A) – (F) Vortex
position histograms corresponding to the full condensate fraction and temperature range in the
{2a,2b} = {120,85} µm trap considered in Fig. Fig. 6.13. (G), (H) Vortex position histograms
for the {140,100} µm trap, and the {160,115} µm trap. The initial condensate fraction is indicated in
the bottom left, and the temperature in the top right of each subfigure. The temperatures and condensate
fractions were measured using TOF.
Figure 6.6: Time-averaged vortex position histograms as a function of condensate fraction. (A) – (F),
Vortex position histograms corresponding to the full condensate fraction and temperature range in the
{2a,2b}= {120,85} µm trap considered in Fig. Fig. 6.13. The initial condensate fraction is indicated
in the bottom left, and the temperature in the top right of each subfigure.
the atoms to a 1064 nm red-detuned Gaussian sheet and simultaneously ramp the magnetic field to
approximately zero. Optical evaporation over four seconds produces BECs of up to Ntot = 3×106
atoms in the approximately azimuthally symmetric harmonic optical trap with {ωx,ωy,ωz}= 2pi×
{6.8,6.4,360}Hz. In the final second of evaporation, the 532 nm light illuminating the DMD is linearly
ramped to a peak value of 10µ , where µ = kB ·22 nK is the chemical potential, producing a highly-
oblate configured BEC with Ntot ∼ 2.2×106 and 67(3)% condensate fraction in a 125 µm×85 µm
hard-walled elliptical trap. With the optical trapping beams held on, we levitate the cloud against
gravity by ramping on an unbalanced quadrupole magnetic field, which additionally results in an 80 G
DC residual magnetic field in the vertical direction. Simultaneously, we reduce the sheet trapping
power resulting in the final trap frequencies {ωx,ωy,ωz} ∼ 2pi×{1.8,1.6,108} Hz, and trap depth of
∼ 90 nK. We also reduce the DMD pattern depth to∼ 5µ . Combined with the hard-walled confinement
of the DMD, this results in an approximately uniform atom distribution with a calculated vertical
Thomas-Fermi diameter of 6 µm and a healing length of ξ ∼ 500 nm at the centre of the trap (average
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Figure 6.7: Mean vortex number vs. hold time for the paddle stir. (A) Vortex numbers as a function
of time for different condensate fractions: 75.3(4)% (red circles), 67(3)% (green squares), 44(1)%
(blue upward facing triangles), 33(1)% (black downward facing triangles), 26(1)% (orange diamonds),
18(2)% (red right facing triangles). (B) Vortex numbers as a function of time for the larger traps,
with larger condensate density variations: {2a,2b}= {120,85} µm trap and 67(3)% fraction (green
squares), {140,100} µm trap (blue upward triangles), and {160,115} µm trap (black downward
triangles).
ξ ∼ 530 nm).
We measure the BEC lifetime in this trap to be ∼ 28 s, which is shorter than the vacuum-limited
lifetime of∼ 60 s. This suggests that scattering from the optical trap is a source of atom loss. We expect
that a trap based on blue-detuned light would reduce this loss, and along with increased condensate
fraction could potentially increase the lifetime of the vortex clusters.
6.4.2 Obstacle sweeps
The paddle and grid obstacles are formed using the DMD. To dynamically alter the potential we upload
multiple frames to the DMD, with the initial frame being the empty elliptical trap. Elliptically-shaped
paddles, with a major and minor axis of 85 µm and 2 µm respectively, are then swept through the
BEC at constant velocity. The paddle sweeps are defined by a set of 250 frames and the barriers start
slightly outside the trap edge, with the paddles intersecting the edges of the elliptical trap at their
midpoints. A 150 µm s−1 sweep (∼ 0.1c, where the speed of sound c ∼ 1290 µm s−1) is utilised
for the {2a,2b} = {120,85} µm trap, which results in a sweep time of 580 ms. Sequential paddle
positions are separated by ∼ 350 nm, resulting in sufficiently smooth translation. After crossing the
halfway point, the paddles are linearly ramped to zero intensity by reducing the major and minor axes
widths to zero DMD pixels. For the grid case, an array of seven 4.5 µm diameter barriers was swept
at the increased velocity of 390 µm s−1, due to a higher critical velocity for vortex shedding. The
barriers heights were then linearly ramped to zero after crossing the halfway point.
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Figure 6.8: Vortex position detection. (A) Absorption image of the experimental BEC column density.
(B) Selected region of interest for vortex position detection. (C) The Gaussian blob algorithm takes
the Laplacian of the Gaussian-filtered image. (D) A threshold is applied to the signal to create simply
connected binary clusters. (E) The clusters are sorted by size and Euler’s number and the center of the
vortex with the right parameters are assumer to be the vortex location. (F) Absorption image of the
experimental BEC column density with indicated vortex positions.
6.4.3 BEC imaging and vortex detection
For darkground Faraday imaging (see Section 2.5.3), we utilize light detuned by 220 MHz from the
87Rb |F = 1〉→ |F ′ = 2〉 transition in an 80 G magnetic field with 52.6×magnification. This results in
images with a measured resolution of 1080(15) nm FWHM at 780 nm illumination (see Section 4.4.2).
For the small phase shifts imparted by our vertically-thin cloud, raw Faraday images return a signal
∝ n20 which improves vortex visibility through exaggerating density fluctuations. The density can
be determined through postprocessing (see Section 2.5.3). The ξ ∼ 500 nm healing length results
in poor vortex visibility in situ, see Fig. 6.2A,D. However, Faraday imaging combined with a short
3 ms time of flight (TOF), where the optical beams are suddenly turned off, and the levitation field is
held on, improves the vortex visibility significantly, while the column density is otherwise essentially
unchanged, see Fig. 6.2B,E. After masking the image with the elliptical pattern, vortices are detected
automatically using a Gaussian blob vortex image processing algorithm [207] that examines connected
regions of a thresholded background-subtracted image, see Figs. 6.8 and 6.9. We restrict detection of
vortices to the inner 89% of the ellipse area to avoid spurious detections near the condensate edge.
6.4.4 Effective 2D theory
We use the dimensional reduction technique presented in Section 2.2.3, with a harmonic Thomas-
Fermi profile to determine a 2D GPE for the system. For a BEC of Ntot = 2.25× 106 atoms in the
120 µm × 85 µm trap, we obtain µ2D/kB = n0g2/kB = 19.63 nK, ξ = h¯/√mµ2D ≈ 0.533 µm and
c =
√
µ2D/m ≈ 1370 µ m/s. Values for the systems with lower condensate fraction or larger trap size
are obtained by a simple scaling. Scaling the condensate number Ntot→ αNtot gives ξ → α−1/3ξ and
c→ α1/3c while scaling the trap {a,b}→ λ{a,b} yields ξ → λ 2/3ξ and c→ λ−2/3c.
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Figure 6.9: Vortex fitting and classification. (A) Background-subtracted Faraday image of the exper-
imental BEC column density. (B) Applying the Gaussian blob algorithm to locate the vortex cores.
(C) Vortex circulations are then assigned across the minor axis, with positive vortices indicated by red
circles and negative vortices indicated by blue squares. (D) The distribution of positive and negative
assigned vortices as a function of time for the data sets corresponding to Fig. 6.3A. Nearly equal
numbers of positive and negative vortices are obtained throughout the hold times. The error bars
indicate the standard deviation of the data.
6.4.5 Dynamical modelling
Dr. Matthew Reeves modelled the dynamical evolution of the experiment using a phenomenologically
damped GPE to account for energy and atom losses [208]. The 2D GPE becomes
ih¯∂tφ = (1− iγ)
[
− h¯
2~∇2
2m
+V (x,y, t)+g2|φ |2−µ(t)
]
φ , (6.1)
where γ is the dissipation coefficient. Up to a noise term, Eq. (6.1) is equivalent to the simple growth
stochastic Gross Pitaevksii equation (SGPE), a microscopically derived model of atomic BECs that
incorporates dissipation due to interactions with a thermal component [209]. The exponential decay
of the atom number, Nc(t) = Nc(0)exp(−t/τ), for the decay constant τ ≈ 28±2 s, is incorporated
via a time-dependent chemical potential µ(t). From Eq. (2.18) this gives µ(t) = µ2D exp(−2t/3τ).
Empirically we find that the experimental data for the paddle stir are well matched by numerical
simulations with a dissipation coefficient of γ = 6.0×10−4. We find a slightly larger phenomenological
dissipation coefficient is required for the grid stir, γ = 8.5×10−4. We attribute this to the increased
sound production for this case (see below). The total external potential is modelled as a combination
of a stationary trap and time-dependent stirring obstacles: V (x,y, t) = Vtrap(x,y)+Vob(x,y, t). The
stationary component of the trap includes the optical dipole trap in the x-y plane, and binary DMD
pattern convolved with the previously measured point spread function of the optical system [1]. The
122 CHAPTER 6. CREATION AND DYNAMICS OF ONSAGER VORTEX CLUSTERS
A
B
C
Figure 6.10: 3D GPE simulation data. Density isosurfaces (approximately 25% of peak density) are
shown shortly after the paddle stir: (A) angle view, (B) view looking down the minor axis, (C) view
looking down the major axis. The vortices are clearly rectilinear; no vortex bending is visible.
stirring obstacles are modelled by steep-walled hyperbolic tangent functions, which increase to the
maximum on the scale of the healing length. The numerical simulations were performed using
XMDS2 [210].
Note that while the damped GPE simulations are a reasonable approximation at high condensate
fractions, as shown in Fig. 6.3, full stochastic simulations would likely be required for the high-
temperature and low condensate-fraction conditions of Fig. 6.4, 6.6. As the phenomenological
damping parameters are determined a posteriori, we did not simulate these cases.
Reeves also performed undamped GPE simulations to obtain an upper estimate of the sound
produced from the stirring procedures. Using the standard Helmholtz decomposition of the kinetic
energy [70], we find the amount of sound produced is quite small: for the paddle stir it is ∼ 1.5%
of the total kinetic energy at the end of the stir and < 5% at the end of the hold time (the increase is
from vortices radiating sound as they accelerate). For the grid stir, it is ∼ 8% at the end of the stir and
< 13% at the end of the hold time.
While vortex bending becomes highly suppressed in 3D oblate harmonic traps [61], we also per-
formed 3D GPE simulations of Eq. (6.1), shown in Fig. 6.10. Little to no vortex bending is observed,
further justifying a 2D treatment of the system.
6.4.6 Calculation of entropy
To generate the entropy vs. energy curve, S(E), in the elliptical domain in Fig. 6.1, Dr. Matthew
Reeves generated 109 uniformly random, neutral configurations of N± = 9 vortices within the ellipse,
and calculate the energy for each state via Eqs. (2.56) and (2.57). The distribution are then binned to
approximate the density of states, W (E) =
∫
(∏Ni=1 d2~ri)δ (E−H({~ri})), which determines the entropy
S = kB logW , where kB is Boltzmann’s constant. The energy is calculated from the vortex locations
in terms of the 2D healing length ξ . Note that the energy in Eq. (2.56) is defined up to an arbitrary
additive constant. To simplify the comparisons between different data sets, E = 0 is set to correspond
6.4. EXPERIMENTAL METHODS 123
to the point of maximum entropy (T =∞), such that negative (positive) energies correspond to positive
(negative) temperatures in all cases.
6.4.7 Upper bound of the dipole moment
Considering two point vortices with opposite circulations in the {2a,2b}= {120,85} µm elliptical
domain, the mechanical equilibrium condition reads
0 = κi
dxi
dt
=
∂HΩ
∂yi
; 0 = κi
dyi
dt
=−∂HΩ
∂xi
, (6.2)
where i = 1,2, giving that y1 = y2 = 0 and x1 = −x2 = d is the unique stationary point where the
forces on each vortex due to the other vortex and the image vortices all cancel. Solving numerically
Eq. (6.2), we find that d ' 0.47a. The value of d, depending on the geometry of the domain, sets the
upper bound of the blue average dipole moment.
6.4.8 Onset of the clustering
For an incompressible flow, one can introduce a stream function ψ to describe the flow, connected
to the vorticity ω via −~∇2ψ = ω . The self-consistent equation of the stream function of a system
containing a large number of vortices in a bounded domain Ω is [183]
−~∇2ψ = n0
2
exp(−β˜ψ)− n0
2
exp(β˜ψ), (6.3)
where n0 = 2/A is the normalized vortex number density inside the area A , and β˜ ≡ (E0N/2kBT ) is
the inverse temperature in the natural energy units of the vortex system. Linearising Eq. (6.3) around
the uniform state of vortices ψ = 0, the fluctuation δψ satisfies
(~∇2+λ )δψ = 0, (6.4)
with the Dirichlet boundary condition δψ(~r ∈ ∂Ω) = 0, here λ = −4piβ˜n0. The onset of the vor-
tex clustering (purple star in Fig. 6.1D) occurs if Eq. (6.4) has nonzero solutions to the eigenvalue
problem of the Laplacian operator in the elliptical domain [193]. In terms of elliptical coordinates
Eq. (6.4) becomes Mathieu’s equation. The most relevant eigenvalue associated with the transition is
λ = 4h2/(a2−b2), where h is the first positive root of the modified Mathieu function Mc1(m,R,h)
with m = 1 and R = tanh−1(b/a). The transition happens at β˜ = β˜c =−λ/(4pin0)'−1.614, giving
Tc = (kBβ˜c)−1E0N/2'−0.31T0N, with T0 = E0/kB.
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Figure 6.11: Point-vortex dynamics. Time averaged vortex densities produced from point vortex
dynamics (bottom row), using a sample from the paddle experiment for the initial positions (top row).
The leftmost example assumes the clusters are all of the same sign, whereas the rightmost assumes
the charges are random. Intermediate cases show the effect of selecting 1, 2, or 3 vortices from each
cluster at random and swapping their signs to reduce the cluster net charge and lower the energy. Note
that the initial positions are identical for all initial conditions; only the vortex signs are different.
6.4.9 Non-uniformity of clustered vortex states
As noted in the Section 6.3, a key feature of the clustered states is that they are non-uniform, not only
in the vorticity field ω(~r) = σ+(~r)−σ−(~r), but also in the vortex density, ρ(~r) = σ+(~r)+σ−(~r).
This contrasts with unclustered states, which exhibit uniform vortex density.
Figure 6.3A shows that the vortex density histogram remains non-uniform for the entire hold time
for the paddle stir. This can only happen if the vortex energy is sufficiently high, since at low energies
vortices are free to roam throughout the entire system. The complete absence of vortex number decay
for the paddle stir (Fig. 6.3E) further supports this conclusion, as this requires the spatial segregation
of positive and negative vortices which can only occur in a high energy configuration. By contrast, the
grid stir exhibits significant vortex decay (because vortex-antivortex pairs are present), Fig. 6.3E, and
the density is uniform, Fig. 6.3C.
To strengthen the argument above, Dr. Matthew Reeves also consider average vortex densities
at different energies under point vortex evolution via Eqs. (2.56–2.59). In Fig. 6.11 time-averaged
vortex densities produced from 2D point vortex dynamics is shown, using a sample from the paddle
experiment for the initial vortex positions. The energy can be altered by changing some of the vortex
signs (while maintaining N+ = N− = N/2) for the same vortex position data. Assuming the opposite
charges are completely segregated (far left) yields a histogram consistent with the experimental
observations, whereas random charges (far right) instead yields constant density, as is observed for
the low-energy grid stir. Only the left two panels resemble the experimental data in Fig. 6.3A. The
simulations producing Fig. 6.11 did not contain any damping. However, dissipation would further
smear the distributions, making a argument stronger in favour of near complete clustering.
While the Bragg-scattering procedure for sign detection [95, 206] is possible for our system, the
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Figure 6.12: Bragg-scattering vortex sign detection. (A) Absorption imaging of the condensate
after cluster injection and Bragg scattering, followed by a 10 ms TOF, showing the Bragg-scattered
components and central unscattered cloud. (B) Vortex detection on the sum of unscattered and scattered
components; the corresponding differential signal of the scattered components is shown in (C). (D)
Vortex signs are permuted through the 216 charge configurations for the 16 vortices (examples shown
in insets), and the standard error between the experimental, (C), and a synthesized differential signal
is calculated (see text); the histogram demonstrates that a single configuration minimizes the error,
containing single sign clusters as in Fig. 6.2C. Swapping the vortex signs results in the standard error
being maximized. See Section 6.5 for detailed explanation of sign detection.
non-uniform nature of the clustered states means we do not require sign detection for the majority
of the analysis presented. Nonetheless, Bragg-scattering data was used to experimentally ensure the
paddle experiment does indeed initially inject single-sign clusters. An example is shown in Fig 6.12.
In order to determine the most likely vortex configuration, we calculate the standard deviation
(standard error) between our experimentally observed Bragg-scattering differential signal, Fig. 6.12C,
and a simulated Bragg differential signal. The simulated signal starts with a point-vortex velocity
field based on the experimental vortex positions, Fig. 6.12B, where the circulations of the vortices
can be iterated continuously between ±Γ. By using this velocity field, along with the experimentally
measured Bragg-scattering response function and total BEC density, a simulated differential signal
can be generated for any configuration of vortex circulations. A steepest-descent method is used to
minimize the standard error between the measured differential signal and simulated profile, with the
initial guess being zero circulation for all vortices. The algorithm determines that a fully polarized
vortex distribution with two same-sign clusters minimizes the standard error. To confirm that the
steepest-descent converges to the global minimum, Fig. 6.12D displays a histogram of all the possible
216 vortex configurations vs. standard error. While this second approach confirms the configuration
for which the standard error is minimized, it has the disadvantage of needing to iterate through all 2N
possible vortex-sign permutations. The sign detection procedure is described in Section 6.5, with the
example image analysed being the same as Fig. 6.12A.
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6.4.10 Nearest-neighbour distance and energy decay for varying BEC fraction
and density
For investigating vortex cluster energy damping as a function of BEC fraction, we reduce the depth of
the evaporative cooling ramp, leading to an increased temperature and decreased condensate fraction.
During the levitation procedure, we find loss of thermal atoms for the hotter conditions which occurs
at a rate inefficient for continued evaporation, due to the reduction in the optical dipole intensity and
corresponding reduction in trap depth. This results in an approximately constant Ntot ∼ 3.3× 106
atoms in the final potential, while the final temperature and condensate fraction vary. The full range of
temperatures and condensate fractions utilized were T = {23(1), 24(2), 27(1), 30(2), 31(2), 32.7(2)} nK
and Nc/Ntot = {75.3(4), 67(3), 44(1), 33(1), 26(1), 18(2)}%, respectively.
Gross-Pitaevski equation (GPE) simulations have previously shown that increasing non-uniformity
in the density of the condensate inhibits the dynamic formation of Onsager vortices [202]. To determine
the sensitivity of our experiment to non-uniform density, we have increased the variation in the density
of our BEC before performing the paddle sweep. This is achieved by increasing the size of our trap
while maintaining its aspect ratio, which increases the relative contribution of the residual harmonic
optical trap from the optical dipole sheet potential to the 2D confinement. We thus examined three
different trap sizes, {2a,2b} = {125,85} µm;{140,100} µm;{160,115} µm with RMS density
variation of ∆n0 = {6.2%, 8.1%, 10.9%}, respectively. For the larger elliptical traps, the paddle sizes
are proportionately scaled. A 150 µm s−1 paddle sweep is maintained for the {140,100} µm trap,
but a 136 µm s−1 velocity is used to produce a similar number of vortices for the {160,115} µm
trap. For the {140,100} µm trap, the temperature and condensate fraction was T = 29(2) nK and
Nc/Ntot = 75.1(3)%, while the {160,115} µm trap had T = 36(4) nK and Nc/Ntot = 71(1)%.
As the total atom number Ntot is approximately constant for all conditions, varying the BEC fraction
and trap size leads to varying healing lengths, which we scale appropriately for calculating the vortex
energy and nearest-neighbour distance. We furthermore determine the density of states W (E) for
N± = 9 vortices to determine the peak value for each healing length and shift the energies as described
in previous sections.
For the nearest neighbour decay shown in Figs. 6.4, 6.13, we fit an empirical exponential decay
function `(t)/`0 = ae−t/τ +1, where the limiting value `/`0 ' 1 is expected for uniformly distributed
vortices. The resulting variation in nearest-neighbour distance decay times when varying the density is
shown in Fig. 6.13A, which, in contrast to Fig. 6.4, shows little variation in the decay rate, and reduced
variation in the initial nearest-neighbour distance, Fig. 6.13C.
We also apply the energy estimation procedure to the data; we fit the energy decay with the empirical
function E(t)/N = ae−t/τ + h0, where h0 is a constant determined by a preliminary fit. To test the
reliability of inferring the vortex energy based solely on vortex positions, we have also numerically
generated random (unclustered) ensembles of N± = 8 vortices, equal to the mean number of vortices
detected within the 89% detection region. We then calculate the energy of the configuration assuming
that all vortices on the top left (bottom right) half of the ellipse have positive (negative) circulation.
6.4. EXPERIMENTAL METHODS 127
Figure 6.13: Cluster decay rates with increased density variation. (A) Increasing the ellipse size results
in the residual harmonic confinement becoming more significant, leading to increased density variation,
while maintaining high condensate fractions. Nearest-neighbour distance decay times are determined
by exponential fits (see text), (B) with the {2a,2b}= {125,85} µm trap (blue circles), {140,100} µm
trap (red circles), and largest {160,115} µm trap (grey triangles) shown. Insets show time-averaged
vortex density histograms accumulated over a 10 seconds hold for larger cases, as in Fig. 6.4; see
Fig. 6.6 for the full set of time-averaged histograms, and Fig. 6.5 for the histograms immediately
following the sweep. (C) The initial nearest-neighbour distance `(0) varies over a smaller range when
compared with Fig. 6.4. Dashed lines indicate linear fits to the data.
Figure 6.14: Energy damping rates for varying BEC fraction and non-uniform density. (A) Energy
decay times for varying BEC fraction, displaying a decrease in damping time with increased thermal
fraction, consistent with nearest-neighbour distance and histogram analysis. (Insets) Energy versus
hold time for the largest (blue circles) and smallest (green diamonds) condensate fractions. (B)
Energy decay times with increasing non-uniform density, where the leftmost point corresponds to
the {2a,2b}= {120,85} µm trap. (Insets) The decay of the vortex energy for the intermediate (red
circles) and largest (black triangles) traps. The shaded region indicates the upper bound of the vortex
configuration energy if our circulation allocation algorithm was applied to a random vortex ensemble
(see text). The lifetime is determined by fits to offset exponential decays, shown with dash-dot lines.
This energy is indicated in the insets of Figs. 6.14A,B as horizontal shaded regions, representing a
95% confidence interval corresponding to the 10 samples at each hold time (±1.96σ/√10 ). For the
times the experimentally estimated vortex energy is larger than this value, we are confident that the
vortices remain clustered despite the loss of vortex energy.
We observe a sharp reduction in the cluster energy decay time for condensate fractions below 65%
(Fig. 6.14A), which along with the nearest-neighbour distance analysis, Fig. 6.4, confirms thermal
friction as a primary source of dissipation. We also find that increasing the density variation leads
to apparent increased energy damping, as shown in Fig. 6.14B, in contrast to the nearest-neighbour
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distance behaviour in Fig. 6.13. While suggesting some increased energy loss due to the increased
density variation, we note that the nearest-neighbour distance behaviour indicates relatively tight vortex
clusters are maintained. We note that the decay fit for the largest {160,115} µm trap (Fig. 6.14B inset)
tends towards an energy value above the uncorrelated estimate. In conjunction with the vortex position
histogram shown in Fig. 6.14A, we speculate that this may indicate the emergence of a monopole
state, consisting of a central like-circulation cluster surrounded by opposite circulation vortices and
possessing net angular momentum. In a weakly elliptical trap, this state will have a comparable entropy
to the (maximal entropy) dipole configuration [197, 211].
6.5 Determining vortex signs
One of the important factors when looking at turbulence in a BEC is determining the sign of the
singly-charged vortices in the condensate. In the limit where 2D point vortex descriptions are valid,
vortex positions and signs allow one to determine all the parameters of interest. There have been
many proposed methods to detect the sign of vortices [212]. Although these methods are theoretically
sound, they can be technically challenging to implement. Recently, a relatively simple method using
double-Bragg spectroscopy for the detection of the signs of the vortices has been demonstrated by
Yong-il Shin’s group at Seoul National University [95]. We implemented this detection method in our
experimental. This technique relies on velocity components parallel to the Bragg beam having different
coupling efficiencies (see Section 2.5.4), along with the superfluid flow near a vortex being mostly
determined by the vortex circulation. It also relies on the Bragg recoil velocity being much higher than
the highest flow in the condensate, such that most displacement is due to the Bragg scattering and not
the initial in-trap atom velocity. Under these conditions, the scattered atoms spatial profile will reflect
the in trap incompressible flow velocity profile.
In this section, the steps taken to detect the sign of vortices are described in detail. These steps
can be divided into three main categories. First the scattering of the initial atomic cloud using double
Bragg beams is described. This is followed by a description of the image processing used to detect the
scattered components, the the Bragg beams propagation direction, and the vortex locations. From this
information, the most likely vortex signs can be found by minimizing the standard error between the
measured scattered signal and a synthesized signal for a given vortex distribution.
6.5.1 Imaging vortices
To perform Bragg spectroscopy and image the vortices in our set-up, we use light tuned to the
52S1/2|F = 2〉 → 52P3/2|F ′ = 2,3〉 transition with a detuning of δ/2pi = 280 Hz from the two-photon
Bragg resonance. Before performing the Bragg kick, we levitate the cloud for 300 µs after release
from the optical trap then pulse the Bragg beam for 1.2 ms. It takes about 5 ms for the scattered
components to separate from the stationary component. This separation time also allows for the vortex
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cores to expand making them easy to resolve. Once the clouds are separated, an absorption image of
the cloud is taken example shown in Fig. 6.12A.
6.5.2 Recognising Bragg-scattered components
The recognition of the position of the scattered and unscattered components is done with a modified
version of the image recognition algorithm introduced in Section 4.5.1. This is divided into two
steps, first, the recognition of the unscattered density components, and second, the recognition of the
scattered components through the process depicted in Fig. 6.15. After the scattered image is taken
(Fig. 6.15A), we use the the DMD pattern as the best initial guess of the unscattered BEC component
shown in Fig. 6.15B. Through image recognition the initial guess image overlap is optimized allowing
for rotation and translation during image recognition to find the unscattered components location.
Figure 6.15C,D show the un-optimized and optimized overlaps respectively.
Once the exact position of the unscattered component has been determined, it can be removed
from the image, which allows for the determination of the position of the scattered cloud components,
Fig. 6.15E. As the best guess for the scattered density profile we use the unscattered density image
allowing for symmetric translation from the initial position of the unscattered component through
the free parameters of displacement length (l) and Bragg angle (θ ) as shown in Fig. 6.15F. The
initial guess for the displacement length is the recoil velocity [Eq. (2.95)] multiplied by the time
between the scattering event and the time at which the image was taken; whereas, the angle is
measured experimentally (Note Fig. 6.15F,G uses a bad initial guess on purpose to make it easier
to see the optimization and show that it converges even for poor initial parameters). Again using
image recognition and mid-way renormalization at every step, we can optimize the Bragg angle
and displacement as shown by going from the initial guess Fig. 6.15G to the final optimized guess
Fig. 6.15H.
The double Bragg scattering fractions, as a function of detuning δ from the stationary Bragg
resonance frequency, are experimentally measured as shown in Fig. 6.16. A Gaussian function is fit to
the scattering response
σ(δ ) = Aexp
[
(δ −δ0)2 /(2δ 2w)
]
, (6.5)
where A = 0.31±0.01, δ0 = 0±2 Hz, and δw = 209±9 Hz. δw is the parameter used to account for
the broadening due to the finite Bragg pulse length.
6.5.3 Differential and pre-Bragg density extraction
Once the positions of the scattered and the unscattered components (Fig. 6.17B-D) have been deter-
mined, it is possible to reconstruct an estimate of the atomic map of the cloud assuming the scattering
event had not taken place, npre−Bragg. This is done by summing the unscattered and scattered com-
ponents, which give Fig. 6.17E and are used to convert fractional scattering maps (Fig. 6.18H) into
“expected” scattered atoms, Fig. 6.18I. The differential scattered atoms, Smeasured(x,y), are obtained by
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Figure 6.15: Extraction of the scattered and unscattered components using image recognition from (A)
the original atomic image. (B) DMD trapping potential which is used as the initial guess for finding
the unscattered component. (C,D) Initial and final overlaps of the guess (purple) and atomic density
(green) in the finding of the unscattered component which is used to establish a transformation matrix
between the DMD and the camera. (E) represents the initial image with the unscattered component
removed. (F) is the guess of the shape and position of the scattered components, it is estimated to be
made up of displaced unscattered components with the free parameters being the scattering angle (θ )
and the travelled distance (l). (G,F) represent the pre and post-optimization of the guess atomic density
(purple) and the scattered density (green). Note that the initial errors were exaggerated for illustrative
purposes.
Figure 6.16: Scattered atom number fractions measured for a stationary BEC as a function of δ . The
blue and red circles denote the atom number fractions in the two arms of the double Bragg beams. The
curved line is a Gaussian best-fit to the data.
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Figure 6.17: Extraction of the pre-Bragg estimated density and differential signal. (A) Atomic density
image, (B,D) are the extracted scattered Bragg scattered atoms, (C) is the unscattered atoms. (E)
represents the best estimator of the density profile before the Bragg scattering and is obtained by
summing (B)+(C)+(D). (F) is the differential signal between the scattered atoms and is the difference
between (B) and (D). Both (E) and (F) are needed for the extraction of the vortex sign in our algorithm.
subtracting the scattered components from each other (Fig. 6.17F) and are used to determine the sign
of the vortices in the cloud since the different vortices.
6.5.4 Creation of a differential scattering map
To compare with the measured differential atomic map (Fig. 6.17F), an algorithm generates differential
scattered atomic maps based on the experimentally determined vortex positions from the pre-Bragg
atomic map (Fig. 6.18A), by first assigning each vortex a circulation (~Γ) shown in Fig. 6.18B. Using
the conformal mapping method described in (Section 2.3.2), the vortex positions are mapped from the
oval onto the unit circle, and the locations of the image vortices are computed, (Fig. 6.18C). From
these positions and assigned circulations, the velocity field (~vc(x,y|~Γ)) can be determined on the unit
circle, Fig. 6.18D. Using the derivative of the conformal map determines how displacements relate to
one another when transforming between the two planes as derived in Eq. (2.60). The resulting velocity
field on the oval (~vc(x,y|~Γ)) is shown in Fig. 6.18E.
The component of the velocity field that couples to the Bragg beams is the one along the beam
propagation direction (±yˆ′). The velocity field is therefore projected onto the Bragg beam propagation
direction, vBragg(x,y|~Γ) =~vo(x,y|~Γ)yˆ′, resulting in in Fig. 6.18F. This velocity field can be converted
to a Bragg detuning (δv(x,y|~Γ)) using Eq. (6.5) (Fig. 6.18G). Using the measured Bragg scattering
frequency response σ(δ ), see Eq. (6.5), the Bragg detuning can be converted to a fractional scattering
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Figure 6.18: Generation of a differential map by the sign detection algorithm. (A) the first step is
to detect the initial position of the vortices in the condensate as shown in Fig. 6.9 and the extracted
pre-Bragg density Fig. 6.17E. (B) Position of the vortices in the oval frame and their assigned sign.
(C) Conformal mapped position of the vortices on the unit circle with their image vortices. (D,E)
Generated flow field for assumed vortex distribution on the unit circle and mapped back onto the oval.
(F) Velocity component along the Bragg pulse propagation direction. (G) Bragg frequency resonance
detuning due to the velocity field. (H) Expected differential scattered fraction due to velocity detuning
and Bragg scattering response function (Fig. 6.16). (I) Expected differential scattered atoms generated
by multiplying (H) and Fig. 6.17E
differential map (Fig. 6.18H) using Sfrac(x,y|~Γ) = σ(δv(x,y|~Γ)− δ0)− σ(δv(x,y|~Γ) + δ0), where
δ0 is the relative detuning of the double Bragg laser (140 Hz). Using the pre-Bragg atomic map
(npre−Bragg(x,y)) Fig. 6.17E, the expected differential scattered atoms map can be calculated by
performing the product Sgenerated(x,y|~Γ)= npre−Bragg(x,y)Sfrac(x,y|~Γ). The result is shown in Fig. 6.18I
which is a generated differential map that can be compared with the measured differential scattered
atoms in Fig. 6.17F.
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Figure 6.19: Results from an exhaustive search of all possible 2N vortex configuration for the vortex
distribution and scattered atomic differential map shown in Fig. 6.17. (A) Shows the standard error for
all possible vortex configurations with insets showing the vortex configurations that minimize, is the
median, and maximize the standard error. (B) Number of mislabelled vortices versus the calculated
standard error as can be seen the standard error scales almost monotonically with the number of
mislabelled meaning the high number of mislabelled vortices are very unlikely.
6.5.5 Determining the maximum likelihood vortex configuration
The maximum likelihood configuration of the vortices is the one whose synthesized differential
scattered atoms map Fig. 6.18 is the closest to the experimental differential scattered atoms map
Fig. 6.17F. How close the two maps are from one another can be calculated through the standard error
(ST E) between the maps which is simply the standard deviation of the difference of the differential map
ST E(~Γ)=< (Sgenerated(x,y|~Γ)−Smeasured(x,y))2 >−< Sgenerated(x,y|~Γ)−Smeasured(x,y)>2. One way
to minimize the metric is to go through all 2N possible vortex configurations and find the configuration
which minimizes the standard error, shown in Fig. 6.19A. For this case, a fully polarized vortex
distribution minimizes the metric, whereas the oppositely signed fully polarized vortex configuration
maximizes the metric, and all the other possible vortex configurations fit somewhere in between.
It is interesting to look at the number of mislabelled vortices as a function of the standard error
shown in Fig. 6.19B. As can be seen, the number of mislabelled vortices as a function of the standard
error is monotonically increasing. This means that if the wrong vortex configuration is selected, it
is more likely to have mislabelled one vortex than it is to have mislabelled many vortices due to the
standard error increasing with the number of mislabelled vortices. This is important when working
with experimental data, since noise is always an issue and can lead to errors.
One drawback of using an exhaustive search to optimize the metric is that the computation time
doubles for every vortex that is added to the system, since it doubles the size of the search space. The
typical runtime for 16 vortices is about 5 minutes which means that this method cannot be used in real
time while running the experiment as it would quickly become intractable for more than 20 vortices.
To get around this issue one can use the steepest-descent optimization algorithm presented in the next
section.
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6.5.6 Steepest-descent optimization
One of the realizations that led us to use steepest-descent as the method for optimizing the standard error
is that we only care about the configuration that minimizes the metric and nothing else. Second is that
to optimize the metric there is no need to limit the circulation of the vortices to be integer multiples of
h¯/m since it is possible to generate differential scattered atoms maps (Fig. 6.18I) for non-integer vortex
circulations. This leads to the idea that one could simply apply steepest-descent to find the circulation
assignments that minimize the standard error. This is done by applying~Γn+1 =~Γn− γn~∇ST E(~Γn) to
each vortex n, where γn is the step size and ~∇ST E(~Γn) is computed numerically, with the circulation
bounded by ±h¯/m. The step size, γn, is allowed to change with every step using
γn =
(
~Γn−~Γn−1
)T [
~∇ST E(~Γn)−~∇ST E(~Γn−1)
]
||~∇ST E(~Γn)−~∇ST E(~Γn−1)||2
(6.6)
with the initial step set to be a small size (γ0 = 0.01). The initial vortex circulations guess is set to be 0.
The descent is repeated until the following criterion is satisfied
2
∣∣∣∣∣ST E(~Γn)−ST E(~Γn−1)ST E(~Γn)+ST E(~Γn−1)
∣∣∣∣∣< tolerance, (6.7)
where we usually set the tolerance to be 10−6.
Figure 6.20A shows the assigned vortex circulation of all 16 vortices for every iteration of the
steepest-descent when optimizing for the measured differential scattered atom map shown in Fig. 6.17F.
It can be seen that most of the vortices converge to an integer circulation, but 3 of them have a final
non-integer circulation. To get the vortex circulations that minimize the metric we simply assign each
of the vortices with a circulation of ±h¯/m based on the sign of their final optimized circulation. The
fact that some vortices do not converge to integers simply means that we are not as certain of their
signs as we are of the ones that have converged to the bound. Figure 6.20B shows the standard error
versus the iteration number which is monotonically decreasing.
The big advantage of the steepest-descent optimization, as opposed to the exhaustive search of the
space, is that the computation time is greatly reduced from 5 minutes to ∼ 1 second for the case of
16 vortices. This is mostly due to the fact that the steepest-descent computation time scales linearly
with the number of vortices as opposed to exponentially. A potential drawback of the steepest-descent
method is that there exists the possibility of converging to a local minimum instead of the global
minimum, which would lead to the mislabelling of some vortices. Although we have not encountered
this issue in our test cases, we cannot rule out this possibility.
6.5.7 Testing the fractional mapping
When generating the expected differential scattered atoms map, Fig. 6.18I, one of the main assumptions
is that all of the detuning from the resonance comes from the velocity field imprinted by the vortices.
This means that other processes that would shift resonance frequency, such as the stationary momentum
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A B
Figure 6.20: Steepest-descent algorithm vortex circulation optimization. (A) Assigned vortex circula-
tion for each vortex indicated (16 total), where the circulations are initially set to zero. (B) Standard
error between the resulting differential map (Fig. 6.18G) and the measured one (Fig. 6.17F).
distribution due to the finite extent of the cloud, and the mean field energy expansion along the Bragg
beam propagation during TOF, have either been accounted for during the measurement of the Bragg
scattering fractional frequency response [Eq. (6.5)] or are small compared to the quantities of interest.
To verify that the mapping is approximately right, the measured atomic scattered fractions, and Bragg
scattered atomic maps (Fig. 6.17B,D) are normalized to the pre-Bragg atomic map (Fig. 6.17E). These
are plotted against the Bragg detuning, Fig. 6.18G, and are shown in Fig. 6.21A,C. The fractional
probability of obtaining a given scattering fraction for a given detuning is shown generated from
Fig. 6.21A,C are shown in Fig. 6.21B,D. The black dashed line represents the expected central
probabilities using Fig. 6.16 and the red solid line represents the best fit to the data. As can be seen the
Bragg fractional atom scattering frequency response Eq. (6.5) is a good approximate estimator of the
most likely scattering fraction as a function of the Bragg detuning. The same exercise can be done in
the case of the measured differential scattered atoms map and the results are shown in Fig. 6.21E,F
where we use Sfrac(x,y) = σ(δv(x,y)− δ0)−σ(δv(x,y)+ δ0), with δ0 = 140 Hz as the expected fit.
The fit is accurate, confirming that Eq. (6.5) is a good estimator.
6.6 Conclusion
We have reported the first observation of the clustered phase of quantum vortices predicted by Onsager’s
statistical mechanics of point-vortices in a bounded domain [185]. Once achieved, the clustered phase
is remarkably robust to dissipation, contrary to the conventional wisdom for negative temperature
states. Meanwhile, the evaporative heating mechanism appears to be more fragile, inhibited by modest
dissipation. Nonetheless, a systematic study of the clustering transition and its emergence from
quantum turbulence [195–197] appears within reach, if further reduction of thermal dissipation can
be achieved. The precise control of the trapping potential in our experiment enables a broad range of
stirring and trapping configurations, opening the door to further studies of the vortex clustering phase
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Figure 6.21: Scattered measured double Bragg signal compared with the expected signal from Bragg
scattered atom fraction measurement. (A) Plot of the top scattered atomic fraction Fig. 6.17B/E versus
the Bragg frequency resonance detuning Fig. 6.18G. (B) Fractional probability of obtaining a certain
scattered fraction given a Bragg frequency resonance detuning. (C,E) as in (A) but for the bottom
Fig. 6.17D/E and differential Fig. 6.17F/E atomic fractions, respectively. (D,F) as in (B) but for (C,E),
respectively. The solid red line represents the best fit to the data and the dashed black line is the
expected response from the measured Bragg scattering frequency response Fig. 6.16
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transition [193, 195, 196], and of fully developed quantum turbulence confined to two dimensions.
Emerging tools for precision characterization, including vortex circulation detection [95], momentum
spectroscopy [213], and correlation functions [203, 214], can be expected to provide further insights
into the role of coherent structures in 2D vortex matter.

Chapter 7
Conclusion
In this thesis we have experimentally, numerically and theoretically studied the creation of versatile
potentials for BEC condensate, along with studies of the fundamental properties of superfluid transport
and 2D turbulence. In this chapter, we by briefly summarizing the results of Chapters 4, 5, and 6 and
conclude by presenting ongoing work in the lab while also suggesting future work that expands on the
presented research.
7.1 Summary
Chapter 2 focused on the background knowledge needed to understand superfluid transport and
turbulence in BECs while Chapter 3 described the apparatus used to perform the studies presented in
this work.
Chapter 4 described expanded controls over superfluid BEC systems by using a directly imaged
DMD device that projects light onto the plane of a highly oblate BEC. The technique was demonstrated
to be suitable for implementation in both quantum gas experiments and other optical trapping applica-
tions. We showed examples of possible static potentials, and how halftoning and time-averaging could
be used to produce potentials beyond simple binary patterns. We demonstrated the use of the high
speed and precision of the DMD to create dynamic potentials, allowing for studies in time-dependent
potentials. We presented a density-based feedback method to correct for aberrations of the projection
system, both with a halftoning technique and a time-averaged one. Future applications and current
studies using these non-binary potentials, such as vortex dipole optics, vortex trapping and current
imprinting, were presented. DMD projection enabled our versatile apparatus to perform the studies
presented in Chapters 5, and 6.
Chapter 5 investigates the dynamics of a dumbbell atomtronic circuit and demonstrates the similar-
ity to acoustics, and how it can be modelled with lumped elements. This is done by first deriving an
effective capacitance and inductance from the hydrodynamic equations and modelling the transport
as a small perturbation on the ground state of the system, allowing for a Thomas-Fermi approxi-
mation. The low amplitude plasma oscillations were analysed, and it was found that modelling the
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inductance of the system requires careful consideration of the full flow field, although an analytic
approach can be developed to assign the inductance for particular circuit elements. The frequency
of the superfluid oscillation was also found to match the expected acoustic oscillation for the same
system. The break down of superfluidity and its effect on the superfluid conductivity were studied,
and an Ohmic conductive relationship across the entire parameter regime was found, suggesting that
observing Feynman-like resistance will require a situation closer to this idealised model, such as
remaining in the incompressible limit by maintaining quasi-uniform superfluid density.
Chapter 6 reports the first observation of the clustered phase of quantum vortices predicted by
Onsager’s statistical mechanics of point-vortices in a bounded domain. These clusters were generated
using the sweep of a paddle-shaped obstacle through an oval-shaped hard-walled BEC without circular
symmetry, leading to a preferred dipole moment along the major axis of the ellipse. The clusters were
injected so as to minimize sound excitations and maximize their entropy, so the initial system would
be near equilibrium. The signs of the vortices in the initial clusters were verified using momentum
spectroscopy. In studying the dynamics of this clustered phase, we found it to be remarkably robust
to dissipation, contrary to the conventional wisdom for negative temperature states. The dissipation
mechanisms for the vortices were explored opening the door to the systematic study of the clustering
transition and its emergence from quantum turbulence. These results are generally important for the
study of fully developed quantum turbulence in two-dimensional superfluids.
7.2 Future outlook
The versatility of the apparatus means that many future experiments can be performed. Here we list a
few of the potential candidates.
Following from the quantum turbulence work presented in Chapter 6. Kwan Goddard Lee is
currently looking at the symmetry breaking transition of a disk of containing N like-sign point voticies,
whereby the cluster will be on-axis or off-axis depending on the angular momentum and energy [189].
The goal will be to observe nonaxisymetric equilibria forming dynamically from a non-equilibrium
initial condition. These initial non-equilibrium states are created by generating customized stirring
obstacles using the DMD.
The utilization of the dynamic capabilities of the DMD to imprint deterministic currents through
stirring a superfluid in a ring is being investigated. This technique is currently being contrasted with
the use of a linear light gradient which can perform the same imprinting, but faster. The creation of
a vortex box trap, presented in Chapter 4, presents an interesting geometry for superfluid turbulence
experiments.
The apparatus has opened exciting doors for furthering our understanding of superfluids and their
behaviour. It presents a nearly ideal system for the study of the 2D point vortex model, and should
become better after the planned addition of an optical accordion as described in [100]. This update
would increase our control over the energy cut-off in our trap, allowing for more deeply-cooled BECs
with reduced thermal clouds. Thermal damping was found to be detrimental to the dynamics of
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superfluid transport in Chapter 5 and point-vortex dynamics in Chapter 6.
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Appendix A
Tunable atomtronic circuit data
In this section the data taken for the tunable atomtronic circuit study is tabulated. The system oscillation
frequency is measured for a range of channel length, channel width and atom number. Table A.1
shows the frequency dependence on the length for a range of atom numbers, and Table A.2 shows the
frequency dependence on width for a range of atom numbers. We extrapolate the frequency, to the fixed
atom number N= 2.00×106, using a fit to the atom number dependence of the form f (N) = A×NB,
where A (B) are free parameters. The extrapolated frequencies are shown in the last row of the table.
For the resistive decay measurements, GPE and experimental channel density data for the simulated
and measured channels is shown in Tables A.3 and A.4, respectively. The data is extrapolated
from a fit to the population imbalance decay, starting with an initially full reservoir, of the form
η = Aexp [−t/τ]+ (1−A), where A and τ are the fit parameters.
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Length (µm)
1.5 3 6
N (×106) f (Hz) N (×106) f (Hz) N (×106) f (Hz)
0.79(4) 9.0(4) 0.73(4) 8.4(6) 0.89(4) 8.3(5)
1.08(4) 10.5(4) 1.25(6) 9.8(4) 1.16(3) 9.2(2)
1.60(8) 11.6(3) 1.54(9) 10.8(3) 1.67(4) 10.4(3)
1.76(9) 11.8(2) 1.79(4) 11.3(4) 1.85(8) 10.6(4)
1.94(8) 12.5(2) - - - -
2.00 12.4(7) 2.00 11.7(3) 2.00 10.9(5)
Length (µm)
10 20 35
N (×106) f (Hz) N (×106) f (Hz) N (×106) f (Hz)
1.14(7) 8.8(5) 0.76(3) 6.7(4) 1.27(10) 6.0(4)
1.23(5) 6.5(4) 1.33(5) 7.8(5) 1.53(6) 6.6(4)
1.37(6) 9.2(2) 1.73(8) 9.0(2) 1.74(6) 6.9(4)
1.50(5) 9.4(4) 2.11(8) 9.2(2) 2.21(6) 7.2(2)
2.00 9.8(3) 2.00 9.1(3) 2.00 7.1(6)
Table A.1: Experimental data showing the oscillation frequency as a function of length for a channel
of fixed width, 12.5 µm, for a variety of initial atom numbers. Bottom row indicates the frequency
extrapolated to 2×106 atoms.
Width (µm)
5 7.5 10 12.5
N (×106) f (Hz) N (×106) f (Hz) N (×106) f (Hz) N (×106) f (Hz)
1.00(5) 7.5(7) 0.81(9) 7.8(7) 0.40(2) 6.2(1) 0.79(4) 9.0(4)
1.53(4) 8.7(4) 1.50(5) 9.9(5) 0.81(6) 8.3(4) 1.08(4) 10.5(4)
2.51(2) 10.5(4) 1.60(3) 10.1(5) 1.02(5) 9.3(4) 1.60(8) 11.6(3)
- - 2.06(5) 11.2(6) 1.87(2) 10.2(5) 1.76(9) 11.8(2)
- - - - - - 1.94(8) 12.5(2)
2.00 9.7(6) 2.00 11.1(10) 2.00 11.0(10) 2.00 12.4(7)
Width (µm)
17.5 22.5 30 40
N (×106) f (Hz) N (×106) f (Hz) N (×106) f (Hz) N (×106) f (Hz)
0.46(2) 8.3(6) 0.81(6) 11.0(11) 1.09(6) 11.0(10) 1.24(7) 14.5(13)
1.46(4) 12.3(5) 1.80(5) 12.6(8) 1.82(8) 13.8(10) 1.72(5) 16.9(7)
1.63(4) 12.6(5) 1.96(8) 13.4(14) 2.05(10) 14.2(4) 2.07(6) 17.3(7)
2.00 13.7(7) 2.00 13.3(3) 2.00 14.8(8) 2.00 17.2(8)
Table A.2: Experimental data showing the oscillation frequency as a function of width for a channel of
fixed length, 1.5 µm, for a variety of initial atom numbers.
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Width (µm) τ (s) C (×1035 J−1) n1D (µm−1) ξ (µm)
2 1.517 5.98 83 0.581
2.5 0.644 5.99 175 0.443
3 0.346 6.00 287 0.376
3.5 0.249 6.01 384 0.370
4 0.182 6.02 553 0.342
4.5 0.150 6.03 687 0.321
5 0.119 6.03 844 0.291
6.25 0.085 6.05 1.11×103 0.284
7.5 0.061 6.07 1.48×103 0.278
8.75 0.052 6.09 1.78×103 0.280
10 0.044 6.11 2.09×103 0.275
12.5 0.033 6.15 2.75×103 0.270
15 0.027 6.19 3.37×103 0.269
Table A.3: GPE resistive transport parameters for a fixed 10 µm length channel.
Width (µm) τ (s) C (×1035 J−1) n1D (µm−1)
0.75 4.535 5.97 40
1 2.624 5.97 84
1.5 0.840 5.98 130
2 0.280 5.99 454
2.5 0.213 5.99 643
5 0.101 6.03 990
7.5 0.049 6.07 2.000×103
10 0.030 6.11 2.800×103
15 0.020 6.19 4.312×103
Table A.4: Experimental resistive transport parameters for a fixed 10 µm length channel.

Any intelligent fool can make things bigger and more complex. It takes a touch of genius – and a lot of
courage to move in the opposite direction.
Ernst Friedrich Schumacher,
“Small is Beautiful,” The Radical Humanist 37, no.5 (August 1973) 22.
