One of the most fundamental results in combinatorial optimization is the polynomial-time 3/2-approximation algorithm for the metric traveling salesman problem. It was presented by Christofides in 1976 and is well known as "the Christofides algorithm". Recently, some authors started calling it "Christofides-Serdyukov algorithm", pointing out that the same result was published independently in the USSR in 1978. We provide some historic background on Serdyukov's findings and a translation of his article.
of the input graph. 3 Surprisingly, while Christofides, Edmonds and Johnson solve the matching problem using the polynomial-time algorithm of Edmonds (1965) , Serdyukov reduces it to an exponential number of matching problems in bipartite graphs. 4 Apparently, in 1974 neither Serdyukov nor his reviewers were aware of the work of Christofides (1973) , Edmonds and Johnson (1973) , or the polynomial-time algorithm for computing maximum-weight matchings in general graphs, published by Edmonds nine years earlier.
Since Serdyukov (1978) uses Edmonds' algorithm to solve the matching problem in his 3/2-approximation algorithm for the traveling salesman problem but was unaware of it in 1974, he must have learned about Edmonds' algorithm in 1974 Edmonds' algorithm in or 1975 One scenario is that he learned about it via the article of Christofides (1973) , which cites in an article studying reductions between matching, covering, the Chinese postman, and the traveling salesman problems. In this scenario, Serdyukov obtained his 3/2-approximation independently of Christofides but because of him. Another scenario is that Serdyukov (1978) learned about Edmonds' algorithm from , whose O(n 3 log n)-time implementation of Edmonds' algorithm he uses in his 3/2-approximation. Karzanov's article was probably not yet published in January 1976, when Serdyukov submitted his article, but he might have had access to a preliminary copy, which is supported by the fact that the titles given by Serdyukov and Karzanov differ slightly.
Conclusion
Our findings support the claim that Serdyukov (1978) discovered the 3/2-approximation algorithm for the metric traveling salesperson problem independently of Christofides (1976) .
Concerning the timely coincidence of the publications of Christofides and Serdyukov, we conclude that, on the one hand, it was impossible for Serdyukov to find the algorithm much earlier than Christofides, being unaware of Edmonds' matching algorithm up to 1974. On the other hand, actively working on the Chinese postman before, he found the 3/2-approximation for the traveling salesman problem as soon as he became aware of Edmonds' algorithm.
An English abstract of Serdyukov's (1978) article was indexed in zbMATH only in 1982 (Serdyukov, 1982) . At this time, "the Christofides algorithm" had already entered fundamental textbooks like that of Garey and Johnson (1979) . Moreover, the English abstract does not mention any approximation factors. Thus, it is not surprising that Serdyukov's result remained largely unknown beyond the USSR.
1. Let G = (X, U) be an undirected n-vertex graph with edge weights ρ i j , u i j ∈ U, 1 ≤ i, j ≤ n, where ρ i j are positive real numbers. Moreover, let there be a real number k ≥ 1. By L we denote the set of Hamiltonian cycles in the graph G, and by M the set of cycles that contain all vertices of G. We consider two extremum problems.
Problem A. Find an element L * ∈ L with the property
Note that, for k = 1, Problem A is nothing else but the traveling salesman problem.
(herein we take into account the multiplicity that each edge appears on the cycle).
For k = 1, Problems A and B are NP-complete [1] . Moreover, as shown in [2] , Problem A is NP-complete for arbitrary k ≥ 1. In [3] , an algorithm with polynomial running time is presented for Problem A with k = 2 in complete undirected graphs whose edge weights respect the triangle inequality.
In this work we present an algorithm for Problem A with k = 3/2 in the very same class of graphs whose complexity is O(n 3 ln n) operations.
Terminology related to graph theory and used in this work can be found in [4] .
2. Assume that the edge weights of a complete undirected n-vertex graph G satisfy the triangle inequality:
We introduce some the necessary notation: L 0 -a minimum Hamiltonian cycle in graph G; M 0 -the shortest cycle containing all vertices of graph G; D 0 -the shortest spanning tree in graph G; X 1 ⊆ X -the set of odd-degree vertices in the tree D 0 ; G = (X 1 ,Ū) -the complete subgraph of G with vertex set X 1 ;
L 0 -a minimum Hamiltonian cycle inḠ; w 0 -a minimum perfect matching in graphḠ. We prove the following theorem. Theorem 1. Independently of the edge weights of the input graph G, which satisfy (1), the following relations hold:
The proof of equality (2) can be found in [5] (cf. Lemma 1). Inequality (4) follows from the fact that graphḠ has an even number of vertices (since the number of odd-degree vertices in a graph is even [4] ) and that a Hamiltonian cycle can be partitioned into two edge-disjoint perfect matchings. We prove inequality (3) . To this end, we write the Hamiltonian cycle L 0 as a sequence of vertices:
If X 1 = X, then inequality (3) is proven. Let X 1 X. In this case there must be vertices
Then, replacing the path between vertices i and j in the Hamiltonian cycle L 0 by the edge u i j , we obtain a simple cycle visiting all vertices in X 1 with a weight not exceeding ρ(L 0 ). This is possible since the graph G is complete and (1) holds. By executing this process for all pairs of such vertices in the sequence (5), we obtain a Hamiltonian cycle in the graphḠ of weight not exceeding ρ(L 0 ). Theorem 1 is proved.
3. We now describe the algorithm for Problem A in the class of complete undirected graphs whose edge weights satisfy (1) . The algorithm consists of five steps. First step. Compute a minimum spanning tree D 0 in the graph G. To this end, one can use the algorithm of Prim [6] , whose complexity is O(n 2 ) operations.
Second step. Find all odd-degree vertices in the tree D 0 , which form the set X 1 ⊆ X. Then build the subgraphḠ = (X 1 ,Ū) described above.
Third step. Find the perfect matching w 0 in graphḠ. To find such a perfect matching, one can use the algorithm described in [7] , whose complexity is O(n 3 ln n) operations. (In fact, the algorithm in [7] solves the problem of finding a maximum-weight matching in a graph. To reduce the problem of finding a minimum-weight perfect matching in the graphḠ to this problem, it is enough to assign the edges ofḠ the weights ρ * i j = 2a − ρ i j ,ū i j ∈Ū, where a = max¯u i j ∈Ū ρ i j .) Note that the edge set D 0 ∪ w 0 forms an Eulerian graph (taking into account multi-edges that may appear when D 0 ∩ w 0 ∅).
Fourth step. Find an Eulerian walk of all edges of the graph D 0 ∪ w 0 using the algorithm described in [4] . Fifth step. Write the Eulerian walk for the edges in the set D 0 ∪ w 0 as a sequence of vertices
If there are no vertex repetitions in this sequence, then D 0 ∪w 0 is a Hamiltonian cycle. Then we set L * = D 0 ∪w 0 . In this case the algorithm stops. Assume that some vertex, without loss of generality x 1 , is repeated in the sequence (6) . Then we transform (6) into a cycle {x 1 , x 2 , x 3 , . . . , x k−1 , x k , . . . , x 1 } without increasing its weight. This is possible because G is a complete graph whose edge weights satisfy (1) . Executing this process for each vertex of graph G as often as it is repeated in (6), we obtain a Hamiltonian cycle L 1 . Set L * = L 1 . This concludes the description of the algorithm.
Theorem 2. The weight of the Hamiltonian cycle L * constructed by the described algorithm in the graph G satisfies the inequality
Proof. To prove this, it is enough to notice that ρ(L * ) ≤ ρ(D 0 ) + ρ(w 0 ) < ρ(L 0 ) + ρ(w 0 ) and to use Theorem 1.
4.
We now consider Problem B in an arbitrary connected graphG = (X,Ũ), the edges of which have weightsρ i j ,ũ i j ∈ U, 1 ≤ i, j ≤ n, whereρ i j are positive real numbers. ForG we build the shortest-path graph G = (X, U), which is complete and whose edge weights satisfy (1) (cf. [5] ). ByM 0 denote the shortest cycle containing all vertices ofG. Then we have the following equality [5] :ρ (M 0 ) = ρ(L 0 ).
By replacing each edge u i j ∈ L * by a shortest path between the vertices i and j in the graphG, we find some cycleM * , containing all vertices of graphG, whose weight equals ρ(L * ). Moreover, taking into account (7), (8), we obtain the following inequality:ρ (M * ) < 3 2 ·ρ(M 0 ).
