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a b s t r a c t 
Exothermic reactions are often performed in SBR because the generated reaction heat can be more easily 
kept under control in such construction. However, an unsuitable control system can lead to the develop- 
ment of thermal runaway, which may cause lethal damage. NMPC with implemented thermal runaway 
criteria is a promising tool to operate SBRs. However, engineers should always consider plant-model mis- 
match because uncertain predictions can cause undesirable scenarios. A novel control framework is pro- 
posed to operate SBRs and consists of NMPC with the implemented runaway criterion, extended Kalman 
filter and parameter identification algorithm. Both Multi-Stage NMPC and NMPC with the worst-case sce- 
nario are investigated and tested in terms of ability to handle parameter uncertainty. The former is 38 
times slower than the latter with no noticeable increase in reactor performance. NMPC initialized based 
on the worst-case scenario with updating uncertain kinetic parameters results in a promising control 
structure for SBRs. 
© 2020 The Authors. Published by Elsevier Ltd. 
This is an open access article under the CC BY-NC-ND license. 
( http://creativecommons.org/licenses/by-nc-nd/4.0/ ) 
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0. Introduction 
Semi-batch reactors (SBRs) are widely applied for highly
xothermic chemical reactions so operators can more easily keep
he reactions under control. If one of the reagents is slowly fed
o the other component(s), which is already in the reactor, the
eed rate of reagents affects the heat evolution, so it can be con-
rolled, and a suitable cooling system can be designed to remove
he evolving reaction heat ( Westerterp and Molga, 2004 ). For ex-
mple, the oxidation of 2-octanol with nitric acid ( van Woezik and
esterterp, 20 0 0 ), Williams-Otto process ( Rossi et al., 2016 ) and
ynthesis of lithium-etinolate are performed in semi-batch reac-
ors. 
The design of the reactor structure with all necessary compo-
ents and the design of the operating strategy should be based on
he mathematical model of the proposed system. The feeding tra-
ectories are generally quite simple using a constant feeding rate
ver the entire process. Based on the initial conditions and prop-
rties of the reactor system, safe operating parameters can be de-
ned with a constant feeding rate by calculating a safety boundary
iagram ( Zhang et al., 2019 ). A constant feeding rate can result in a∗ Corresponding author. 
E-mail address: kummera@fmt.uni-pannon.hu (A. Kummer). 
p  
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098-1354/© 2020 The Authors. Published by Elsevier Ltd. This is an open access article uigher batch time than a varying feeding rate during the operation.
owever, the constant feeding rate is necessary to keep the system
n the safe operating regime if our information about the real pro-
esses contains uncertainties, which we do not address during the
peration. 
Moreover, engineers should always plan for plant-model mis-
atch, since it is difficult to obtain a model that describes the
lant with sufficient accuracy. The plant-model mismatch can re-
ult in an undesirable event during the operation, and its preven-
ion is necessary. Many methods can be found in the literature to
andle this problem, such as considering uncertain parameters or
pplying state observers. Model Predictive Control (MPC) can pro-
ide a robust control approach to handle uncertainties of the sys-
em, where the feeding rate can be optimized. MPC is an advanced
ontrol system and can handle system boundaries ( Rawlings and
ayne, 2009 ). An excellent review on the history of industrial MPC
pplications can be found in ( Qin and Badgwell, 2003 ). Param-
ter uncertainty can be considered by applying the well-known
in-max formulation ( Kühl et al., 2007 ), multi-stage methods
 Lucia et al., 2013 ), or tube-based methods ( Mayne et al., 2005 ).
in-max MPC takes into account the worst-case realization of the
arameter uncertainty, although it is conservative and may result
n an infeasible optimization problem ( Scokaert and Mayne, 1998 ).
he conservativeness of min-max MPC was reduced by taking intonder the CC BY-NC-ND license. ( http://creativecommons.org/licenses/by-nc-nd/4.0/ ) 
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a  
i  Nomenclature 
c concentration [kmol/m 3 ] 
c p heat capacity [Component A…G: kJ/kmolK; water: 
kJ/kgK] 
d reactor diameter [m] 
e control error 
E activation energy [kJ/kmolK] 
F feed rate [m 3 /s] 
F j coolant feed rate [m 
3 /s] 
h reactor height [m] 
i ith scenario 
I runaway indication 
k kth time instance 
k 0 pre-exponential factor 
MAT maximum allowed temperature [ °C] 
n moles [kmol] 
N number of scenarios 
OP controller output 
p parameters 
PST process safety time [s] 
PST c critical process safety time [s] 
r reaction rate [kmol/m 3 s] 
r c , r T partial derivatives of the reaction rate with respect 
to c and T 
S p component fraction of component “P”
t time [s] 
T temperature [ °C] 
u control input 
U heat transfer parameter [kW/m 2 K] 
RD relative deviation 
q gen generated heat [kJ/s] 
q rem removed heat [kJ/s] 
x state vector 
x KC conversion of key component 
V reactor liquid volume [m 3 ] 
V j jacket volume [m 
3 ] 
w weight factor 
H r reaction heat [kJ/kmol] 
ρ density [kg/m 3 ] 
ρ i weight factor of ith scenario in PHA 
λi weight factor of ith scenario in PHA 
Subscripts 
0 initial conditions 
control control horizon 
C cooling agent 
dos dosing 
F feed 
dos dosed 
i ith component 
in,i feed concentration of ith component 
J jacket 
pred prediction horizon 
R reactor 
account the future feedback information ( Thangavel et al., 2018 ).
Multi-stage MPC realizes the uncertainty by a tree of discrete sce-
narios, where each scenario must satisfy the predefined constraints
( Lucia et al., 2013 ). Puschkle and Misos proposed a robust fea-
sible multi-stage economic nonlinear model-predictive controller
(eNMPC) with a heuristic multi-model approach, where the worst-
case scenarios are generated based on sensitivities. They neglected
the scenarios on the edges of the uncertainty set with low sensi-
tivity ( Puschke and Mitsos, 2018 ). A review of eMPC is found in Ellis et al., 2014 ). Holtorf et al. presented Multi-Stage NMPC with
n-line generated scenario trees that do not directly scale with the
umber of uncertain parameters ( Holtorf et al., 2019 ). 
In reactor operations, the first objective should always be the
afe operation, especially when SBRs perform highly exothermic
eactions, since a poorly designed reactor or poorly chosen op-
rating parameters can lead to the development of reactor run-
way. Although the phenomenon of thermal reactor runaway is
ell known, lethal accidents unfortunately still occurred in the
ecent past. The root cause of Seveso-disaster was thermal run-
way in 1976 ( Fabiano et al., 2017 ). In 2001, a polymerization re-
ctor exploded because of a reactor runaway ( Kao and Hu, 2002 ),
nd in 2007, an explosion occurred at T2 Laboratories, which
aused the death of four people ( Hall, 2010 ). Thermal runaway re-
ults in a rapid and significant temperature increase in the reac-
or, which can lead to explosion through the vaporization of re-
ctants. The temperature increase in the reactor accelerates the
eat generation because of the higher reaction rate, which fur-
her increases the temperature and may result in reactor runaway
 Schweitzer et al., 2010 ). There are several runaway criteria, which
lassify the reaction operation states as runaway or non-runaway,
o these equations can be applied to predict the development of
hermal runaway ( Kummer and Varga, 2019 ). Tailored runaway
riteria were developed to obtain a more system specific critical
quation ( Kummer et al., 2019 ). 
Adequate models of batch reactors can be used for a nonlinear
odel predictive control (NMPC) ( Findeisen et al., 2007 ). More-
ver, batch and semi-batch reactors that perform highly exother-
ic reactions can have highly nonlinear process dynamics, and the
ontroller must cope with it. NMPC can be a suitable tool to han-
le nonlinear processes and is gaining more attention because it
an capture detailed nonlinear dynamics of the system through-
ut the entire state space ( Seki et al., 2001 ; Yu and Biegler, 2019 ).
ince the goal of reactor operation is to maximize productivity
hile keeping the operation safe in the entire production time,
revention of thermal runaway is necessary. Thermal runaway cri-
eria (Strozzi-Zaldivar and Modified Dynamic Condition) were im-
lemented in NMPC to reliably indicate the development of run-
way ( Kummer et al., 2020 ). 
Different stability analyses to predict the development of ther-
al runaway were successfully implemented in NMPC, such as
he batch simultaneous model-based optimization and control
BSMBO&C) algorithm. This algorithm is an extension of NMPC and
ynamic real-time optimization (DRTO) techniques, which use a
oolean term that penalizes the objective function when the con-
roller system is close to thermal runaway ( Rossi et al., 2015 ). Spe-
ific classes of deterministic NMPC/DRTO frameworks can identify
eactor runaways under parameter uncertainty too ( Rossi et al.,
017 ). Strozzi-Zaldivar criterion can be too strict; hence, it is not
uitable to analyse the stability of semi-batch reactors in some
ases ( Kummer and Varga, 2017 ). Kähm-Vassiliadis criterion for
xothermic batch reactors was introduced to overcome this prob-
em, and the proposed stability criterion can be successfully ap-
lied in batch reactor control to perform highly exothermic reac-
ions ( Kähm and Vassiliadis, 2018a ). This method was also success-
ully generalized to calculate with multiple reactions ( Kähm and
assiliadis, 2019 ). Their stability criterion was applied to an in-
ustrial case study and they considered the parameter uncertainty
uring the process control ( Kanavalau et al., 2019 ). Lyapunov ex-
onents as an indicator of stability were successfully realized in
MPC to control batch reactors ( Kähm and Vassiliadis, 2018b ).
he operation of an industrial semi-batch polymerization reactor
as optimized by considering a cooling system failure ( Abel et al.,
0 0 0 ). The interaction between control and safety systems was
lso studied, where an LMPC (Lyapunov-based MPC) system was
ntegrated with the activation of a safety system in a CSTR to avoid
A. Kummer, L. Nagy and T. Varga / Computers and Chemical Engineering 141 (2020) 106998 3 
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Fig. 1. Proposed control scheme for SBRs. 
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c T hermal runaway ( Zhang et al., 2018 ), and a good review about
MPC can be found in ( Albalawi et al., 2018 ). Recently, two new
MPC-based methods were introduced to solve the closed-loop dy-
amic optimization problems, which were tested on a semi-batch
eactor with potential runaway reactions, where the adiabatic tem-
erature rise was considered to avoid reactor runaway. The first
ethod is based on an adaptive backing off of their bounds along
he moving horizon with a decreasing degree of severity. The
econd method is a chance-constrained control approach, which
onsiders the relation between the uncertain input and the con-
trained output variables. Both methods consider the unexpected
isturbances in advance, which results in a robust control approach
 Arellano-Garcia et al., 2020 ). 
We propose a control strategy for SBRs that perform potential
unaway reactions, where the parameter uncertainty is considered.
e consider the multiplicative uncertainty, so the model matrices
re uncertain. The most crucial uncertainty sources from the reac-
or runaway viewpoint can be the kinetic parameters, heat trans-
er parameters and mixing efficiency for SBRs. The uncertainty in
inetic parameters is considered the source of model-plant mis-
atch in our work. NMPC with the embedded runaway criterion
an be an effective tool to keep the reactor in the controllable
one, while the productivity is maximized. We investigated worst-
ase scenario and Multi-Stage NMPC to handle parameter uncer-
ainty, although the computation cost of MS-NMPC is much higher.
he goal is to develop a control framework for SBRs with exother-
ic reactions, which can be applied online in real reactor systems,
o the computation time is critical. Therefore, we investigated the
orst-case scenario with iteratively updating uncertain parameters
y the least-squares method. NMPC naturally includes the model of
he process, although the real process in this case is also a model.
ur future work will be about implementing the proposed con-
rol scheme into a real laboratory reactor system. Currently, we can
enerate a plant-model mismatch to investigate the proposed con-
rol framework. 
. Proposed control structure of SBRs 
This section will introduce the proposed general control
ethodology for SBRs that perform potential runaway reactions.
he practical application of this control structure will be presented
n Sections 3 –4 . 
Our perspective is that using an NMPC with implemented run-
way criterion can be an excellent solution to control SBRs, but we
ust handle parameter uncertainty to develop a reliable indica-
ion tool. The proposed control scheme for SBRs is shown in Fig. 1 .
hen exothermic reactions occur in the reactor, the poorly iden-
ified kinetic parameters (or other model parameters) can easily
ead to the development of thermal runaway in the application of
he most appropriate criteria. In the proposed control scheme, the
arameter uncertainty is handled by the combination of state es-
imation and a model identification algorithm. Since thermal run-
way can have lethal consequence, the parameter uncertainty must
e handled so that the probability of runaway is close to zero. For
his purpose, Multi-Stage NMPC or worst-case scenario can be ap-
lied. Although we investigated Multi-Stage NMPC, its high com-
utational cost is not encouraging (see Section 4.2.1 ); hence, we
uggest applying the worst-case scenario with updating uncertain
arameters (see Sections 4.2.2 –4.2.3 ). 
In Fig. 1 , u is the control inputs, y is the reactor measurement
utputs, x¯ is the estimated states of the reactor, and x¯ i is the re-
uired estimated states for model parameter identification. This
cheme is a general representation of the proposed control struc-
ure. In our case, u consists of OP F and OP C (valve positions in the
eed line and cooling agent line, respectively). y includes T R , T J , and
 (reactor temperature, jacket temperature and liquid volume inL he reactor). x¯ consists of c¯ , T¯ R , and T¯ J (estimated concentration, re-
ctor and jacket temperature, and reaction rate constants). x¯ i in our
ase includes k¯ (reaction rate constants), and p consists of k¯ 0 and E¯ ,
hich are identified parameters. In the following sections, we in-
roduce parts of the proposed control structure in more detail. 
.1. Temperature control of SBR 
The main goal of the SBR operation is similar to any other kind
f reactor or process unit, such as to maximize the productivity
hile keeping the reactor safe during the entire operation. The re-
ctor temperature is controlled by manipulating the flow rate of
eeding reagents ( TV001 ) and cooling agent ( TV002 ) into the reac-
or jacket, which is the often applied scheme. The control structure
f the reactor system is shown in Fig. 2 . The mass-flow of reagent
eed is integrated, the amount of fed reagent is calculated ( V dos ),
nd the liquid level is measured with LIT001. When the required
eagent is added ( V dos,0 ), the reactor temperature control switches
he actuator, and the temperature is controlled by manipulating
he flow of cooling agent in the mixing phase, which was 80% of
he total cooling capacity in the first phase of operation. 
ctuator = 
{
T V 001 V dos < V dos , 0 
T V 002 V dos , 0 = V dos (1) 
A safe operation is characterized by applying two safety reg-
lations. One of them is a predefined Maximum Allowable Tem-
erature (MAT), so the reactor temperature (TIT001) cannot exceed
AT. The other safety bound is applying a thermal runaway crite-
ion to avoid dangerous runaway states. Runaway criteria classify
unaway and non-runaway states based on the state variables and
arameters of the studied process (concentration of reagents, pro-
ess temperature, heat of reaction, heat transfer parameter, etc.).
herefore, avoiding runaway states increases the safety of the reac-
or operation. We applied the Modified Dynamic Condition (MDC)
n the proposed control scheme ( Kummer and Varga, 2019 ). The
DC states that the product of the increase in heat removal with
ncreasing temperature and the generated to removed heat ratio
ust exceed the difference between the rate at which the heat
eneration increases as a result of an increase in temperature and
he reduction in the reaction rate as a result of a decrease in
eagent concentration. If the MDC is satisfied. the reactor states are
onsidered non-runaway (i.e., normal) operation. 
∂ q gen 
∂T 
∣∣∣∣ + ∂m ∂c 
∣∣∣∣ ≤ d q rem dT q gen q rem (2) 
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Fig. 2. Proposed control structure of SBRs. 
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s  where q gen is the generated heat in the reaction, q rem is the re-
moved heat, and m is a mass balance function. 
Let us introduce variable I(k) to evaluate the reactor operation
based on runaway and non-runaway states. If Eq. (2) . is satisfied,
then I(k ) = 0 (normal operation); otherwise, I(k ) = 1 (runaway),
where k is the k -th time instance. 
2.2. Open-loop optimization problem 
The goal is to maximize the productivity while thermal run-
away does not develop, so the conversion of the key component
( x KC ) and selectivity for the product ( S P ) are considered in the ob-
jective function next to the runaway states ( I k ), and higher reactor
temperatures than MAT ( e + ) should be avoided. The objective func-
tion (or stage cost if we refer to Multi-Stage NMPC) is denoted by
L , which represent a general cost function. The terms of the cost
function are weighted ( w x , w s , w u , w I , w T ), so a well performing
control can be reached in different applications. In the third term
in Eq. (4) , significant changes in the manipulated variables are pe-
nalized. 
e + = max 
(
T R,k − MAT ;0 
)
(3)
L = − w x x KC − w s S p + w u | u k − u k −1 | + w I I k + w T e + (4)
min 
u k 
t pred ∑ 
0 
L ( x k , u k ) (5)
which is subject to 
x k +1 = f ( x k , u k , d k ) (6)
0 ≤ u k ≤ 100% (7)
where u k ∈ R n u u k is the control input (control valve), n u is the
number of control inputs, each state ( x k +1 ∈ R n x ) is a function of
the previous state ( x k ), and n x is the number of states. The realiza-
tion of uncertainty is denoted as d k ∈ R n d , where n d is the dimen-
sion of the uncertainty vector. .3. NMPC to handle parameter uncertainty 
We always must count on plant-model mismatch, so we must
ddress the parameter uncertainty. This section introduces the for-
ulation of Multi-Stage NMPC and Worst-case Scenario to handle
his problem. 
.3.1. Multi-Stage NMPC 
Fig. 2 illustrates how the Multi-Stage NMPC works with the
iven horizon lengths. For Multi-Stage NMPC, combinations of
aximal, minimal and nominal values of uncertain parameters are
onsidered, which usually results in a robust behaviour of the con-
roller ( Thangavel et al., 2018 ). 
Each path of the scenario tree is called a scenario and indicated
s i , and it contains all states x 
j 
k 
and control inputs u 
j 
k 
of scenario
 . The set of all occurring indices ( j,k ) is denoted by T Lucia, 2014 ).
he number of scenarios is introduced by N . The cost of each sce-
ario is considered with the same weight, so the mean value of the
osts will give the objective value. The formulation of Multi-Stage
MPC is shown in Eqs. (8) –( (11) . 
in 
u j 
k 
N ∑ 
i =1 
1 
N 
t pred ∑ 
0 
L i 
(
x i k , u 
i 
k , d 
i 
k 
)
(8)
hich is subject to 
 
j 
k +1 = f 
(
x 
p ( j ) 
k 
, u j 
k 
, d j 
k 
)
∀ ( j, k + 1 ) ∈ T (9)
 ≤ u j 
k 
≤ 100 % ∀ ( j, k ) ∈ T (10)
 
j 
k 
= u l k i f x p ( j ) k = x 
p ( l ) 
k 
∀ ( j, k ) , ( l, k ) ∈ T (11)
here x 
p(i ) 
k 
is the parent node. To correctly represent the real-time
ecision problem, the control inputs cannot anticipate the values of
he uncertainty that are realized after the corresponding decision
oint. It is important because it is not possible to give multiple in-
ut variations to the process at the current state ( Puschke and Mit-
os, 2018 ). This condition is enforced by Eq. (11) , which represents
A. Kummer, L. Nagy and T. Varga / Computers and Chemical Engineering 141 (2020) 106998 5 
Fig. 3. Tree representation of the uncertainty evolution for a Multi-Stage NMPC 
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i  he non-anticipativity constraints that require all control inputs at
he same node to be equal. In Fig. 3 , this condition implies that
 
1 
0 
= u 2 
0 
= u 3 
0 
; u 1 
1 
= u 2 
1 
= u 3 
1 
; . . . [ 36 ] . 
The optimization problem was solved by the modified progres-
ive hedging algorithm, which is a decomposition algorithm, where
on-anticipativity constraints are relaxed by penalizing the dif-
erence between the control inputs that should satisfy the non-
nticipativity constraints. Its advantage is that the scenarios can
e independently solved, so the following Eqs. (12) –( (15) ) opti-
ization problem must be solved. As shown by S. Lucia apply-
ng a longer robust horizon of one does not significantly improve
he result, but it requires more computational effort, because the
ize of the optimization problem increases exponentially with it
 Lucia, 2014 ). Since the length of robust horizon is one in this case,
nly the first control inputs ( u i 
0 
) of different scenarios must satisfy
he non-anticipativity constraint. 
in 
u j 
k 
L i 
(
x i k , u 
i 
k , d 
i 
k 
)
+ λi 
(
u i 0 − ˆ ui 0 
)
+ ρ i 
(
u i 0 − ˆ ui 0 
)2 
(12) 
hich is subject to 
 
j 
k +1 = f 
(
x 
p ( j ) 
k 
, u j 
k 
, d j 
k 
)
∀ ( j, k + 1 ) ∈ T (13)
 ≤ u j 
k 
≤ 100 % ∀ ( j, k ) ∈ T (14)
ˆ i 0 = 
N ∑ 
i =1 
1 
N 
u i 0 (15) here ˆ ui 
0 
is the fictious value towards which the control inputs
onverge to satisfy the anticipativity constraints. Parameters λi 
nd ρ i are updated at each iteration to improve the convergence,
here the update rule is: 
i = λi + ρ i 
(
u i 0 − ˆ ui 0 
)
(16) 
i = min 
(
βρ i , ρmax 
)
(17) 
here β determines the increase of ρ i . Eqs. (12) –(15) are iter-
tively solved until max ( u i 
1 
− ˆ ui 
1 
) < ε. After several iterations the
on-anticipativity constraints are satisfied with desired tolerance
. 
.3.2. Worst-case scenario 
Two non-desired scenarios can be distinguished. In the first
cenario, the reaction rate is much higher than expected; then, the
enerated heat will be much higher in the process than the model,
hich may cause thermal runaway. In the second scenario, the fed
eagent accumulates because the reaction rate is lower than ex-
ected. When the concentration increases to a critical point, the
eaction ignites, and thermal runaway may occur. To select the
orst case scenario. we must choose between these two possi-
le scenarios. There is a huge difference in ignition time between
hese two scenarios. The first scenario results in a more conser-
ative solution, since the ignition time is lower; hence, if we can
andle the first scenario, we can also avoid the second scenario.
herefore, we suggest kinetic parameters for worst cases that re-
ult in higher reaction rates, and we will apply the first scenario
s the worst case by increasing the pre-exponential factor ( k 0 ) and
ecreasing the activation energy ( E ) to the edge of the confidence
nterval. 
.4. Parameter identification 
The logarithm of the reaction rate constant ( k ) linearly varies
ith the reciprocal of temperature ( Eq. (18) ), so the least squares
ethod can be applied to estimate the pre-exponential factor and
ctivation energy of the reaction. 
 n 
(
k¯ 
)
= l n 
(
k¯ 0 
)
− E¯ 
RT 
(18)
Estimated reaction rate constants are required to calculate
q. (18) , so the state observer is necessary in the control structure.
ince the reliability of the estimated kinetic parameters depends
n the reliability of the state observer, we implement a condition
hat must be satisfied to overwrite the actual kinetic parameters.
D = 100 σp 
μp 
< 1% (19)
here μp and σ p are the mean and standard deviation of uncer-
ain parameters. Due to this condition, the estimated kinetic pa-
ameters do not significantly vary, so our reliability in these pa-
ameters is higher. If the estimated parameters are far away from
he worst case scenario the uncertain parameters are not updated.
herefore, we update these parameters if Eq. (19) is satisfied and
f the estimated values are within the confidence interval. 
.5. State estimation based on the extended Kalman filter 
In real systems only some measurements are available online
see Section 2.1 ), and usually each or none of the concentrations
annot be measured online. Therefore, state estimation of the sys-
em is necessary to use an effective NMPC in real systems. We
ust estimate the concentration of reagents and products and use
t as a feedback in NMPC. The state estimation is necessary to
6 A. Kummer, L. Nagy and T. Varga / Computers and Chemical Engineering 141 (2020) 106998 
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Table 1 
Kinetic and thermodynamic parameters of reactions ( Rossi et al., 2016 ; Sriram and 
Stevens, 1973 ). 
Parameter Value Unit 
Pre-exponential factors k 0,1 1.3833 10 
5 m 3 
kmol s 
k 0,2 6.0098 10 
7 
k 0,3 2.2288 10 
11 
Activation energies E 1 
R 
6450 K 
E 2 
R 
8778.5 
E 3 
R 
11,155 
Heat of reactions H r,1 −1.851 10 5 kJ kmol 
H r,2 −2.5765 10 5 
H r,3 −5.053 10 5 
Table 2 
Component properties ( Rossi et al., 2016 ; Sriram and Stevens, 1973 ). 
Component Molecular weight 
[kg/kmol] 
Specific heat 
[kJ/kmolK] 
A 142 321.204 
B 60 127.14 
C 202 352.288 
E 81 166.212 
P 181 426.617 
G 383 844.132 
[kJ/kgK] 
Cooling agent (water) 18 4.186 identify uncertain kinetic parameters. The extended Kalman filter
is a suitable algorithm to estimate states of non-linear systems
( Qu and Hahn, 2009 ; Khodadadi and Jazayeri-Rad, 2011 ), so we im-
plemented this algorithm. If there is a closed-form expression for
the predicted state as a function of the previous state ( ˆ  xk ) , controls
( u k ) and noise ( w k ), the predicted state is calculated by Eq. (20) . 
ˆ xk +1 = f 
(
ˆ xk , u k , w k 
)
(20)
The measurement is the function of the state ( x k ) and measure-
ment noise ( v k ). 
z k = h ( x k , v k ) (21)
Typically for SBRs, the measurement vector ( z k ) consists of tem-
perature and level measurements, and the state estimation vector
ˆ xk consists of concentrations and temperatures. 
To improve the state estimation accuracy, additional variables
were implemented into the model of EKF, which are the reaction
rate constants of the reactions ( k l ). Estimating new state variables
in EKF is not time consuming, and it does not increase the compu-
tational time. To solve this issue, we must know how the reaction
rate parameters vary with time; since the reaction rate parameter
varies with temperature ( k = k(T) ), the following equation is de-
fined: 
d k l 
dt 
= d k l 
dT 
dT 
dt 
= k 0 ,l exp 
(
− E l 
RT 
)
E l 
R T 2 
dT 
dt 
(22)
2.6. Process safety time to define the length of the prediction horizon 
In case of MPC the prediction horizon must be sufficiently long
to capture the first runaway states, so these states can be avoided
during the reactor operation. Runaway criteria can be applied to
define the length of prediction horizon by defining the first time
instant when a runaway state occurs (also called the process safety
time, PST) according to the applied runaway criterion. The PST can
be defined as follows: 
P ST = argmi n k ( I k = 1 ) (23)
Since the PST is a function of state variables and system pa-
rameters, we must calculate the PST for the worst case, which is
called the critical PST. Thus, the SBR system must be considered a
batch (i.e., if undesired events occur in SBRs, our first action should
be closing the feeding valve of reagent), and we must calculate
with those state variables where the probability of accumulation
is the highest (low reactor temperature, initial reagents concentra-
tion, etc.). Different scenarios ( i = 1…n ) must be analysed by vary-
ing the initial concentration of reagents (which are fed into the re-
actor) to define maximum process temperatures ( T (i) max ) and pro-
cess safety times (PST (i) ). Critical initial states (x 0,c ) will be these
initial states where the maximum process temperature equals MAT.
Length of prediction horizon will be the PST at critical initial states
( Kummer et al., 2020 ). 
 pred = P ST | i ( T R, max = MAT ) (24)
3. Process model and analysis 
This section presents the process model of the investigated fed-
batch reactor from Williams-Otto process, where normal and ab-
normal operations that cause thermal runaway are presented. The
process safety time of the system is also calculated to define the
length of the prediction horizon. 
3.1. Process model of the reactor system 
The Williams-Otto process (WOP) has been used for years
to test different control and optimization algorithms Arellano-
Garcia et al., 2020 ). We optimize the fed-batch version of thisrocess as presented in ( Rossi et al., 2016 ). In the Williams-Otto
rocess three exothermic reactions occur, which are presented in
qs. (25) –( (27) followed by the equation of reaction rates. 
 + B → C r 1 = k 0 , 1 exp 
(
− E 1 
RT 
)
c A c B (25)
 + C → P + E r 2 = k 0 , 2 exp 
(
− E 2 
RT 
)
c B c C (26)
 + P → G r 3 = k 0 , 3 exp 
(
− E 3 
RT 
)
c C c P (27)
Component A is preloaded and component B is continuously fed
nto the reactor. The desired product is component P , and two co-
roducts can be formed: components E and G . 
The following differential equations Eqs. (28) –( (31) ) describe
he dynamical behaviour of the reactor system: 
d c i 
dt 
= F 
in 
V R 
(
c in i − c i 
)
+ 
N R ∑ 
l=1 
υil R l i = 1 ... N C (28)
d V R 
dt 
= F in (29)
d T R 
dt 
= 4 U 
D R 
∑ N C 
i =1 c i c p i 
(
T j − T R 
)
+ F 
in 
∑ N C 
i =1 c 
IN 
i 
c p i 
V R 
∑ N C 
i =1 c i c p i 
(
T in − T R 
)
−
∑ N R 
l=1 H r,l R l ∑ N C 
i =1 c i c p i 
(30)
d T j 
dt 
= 4 U V R 
D R V j ρ j c p j 
(
T R − T j 
)
+ F j 
V j 
(
T in j − T j 
)
(31)
The kinetic parameters, component properties and reactor
onstructional and operating parameters are summarized in
ables 1–3 . The parameters will be handled as nominal hereinafter.
he constraints are defined in Table 3 , such as the MAT, and max-
mum feed rates of the reagent and cooling agent. 
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Table 3 
Reactor constructional and operating parameters ( Rossi et al., 
2016 ; Sriram and Stevens, 1973 ). 
Parameter Value Unit 
d 1 M 
h 3.5 M 
V j 0.8236 m 
3 
U 0.8 kW 
m 2 
c in 1 
kmol 
m 3 
T in,R 298 K 
T in,j 298 K 
c 0,A 1 
kmol 
m 3 
V 0 0.5 m 
3 
T 0,R 312 K 
T 0,J 308 K 
F max 1e-3 
m 3 
s 
F j,max 1e-2 
m 3 
s 
MAT 335 K 
Fig. 4. Reactor behaviour at different dosing times and cooling agent flow rates. 
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r  .2. Analysis of wop in SBR 
The behaviour of the investigated reactor system was analysed
ith no control system (i.e., the B reagent feed is constant), where
he maximum process temperatures are analysed in functions of
he dosing time and flow rate of cooling agent. The remaining ap-
lied parameters are shown in Section 3.1 . As shown in Fig. 4 ,
oorly chosen operating parameters can develop thermal runaway.
ccording to the model, the process temperature can exceed 900 K.
he maximum temperature rapidly increases, and there is no inte-
ior point between normal process temperatures (under MAT) and
unaway temperatures ( > 900 K). Although the optimal feeding tra-
ectory can increase the productivity, increasing the flow rate of
ooling agent enables an operation with less dosing time, as shown
n Fig. 4 . 
Runaway states are distinguished by the MDC criterion, and the
erived critical equation for the process is introduced in Eq. (32) .
nr 
 
l=1 
−H r, j r j,T V −
nr ∑ 
l=1 
nc ∑ 
i =1 
r l, c li ≤
∑ nr 
l=1 −H r,l r l V 
T R − T j 
(32) 
here nr is the number of reactions, nc is the number of reagents
n the L -th reaction, r and r c are the derivatives of the reactionT ate with respect to temperature and concentration of reagents re-
pectively. 
To avoid thermal runaway uncertain kinetic parameters are
uite significant, so we investigate how the parallel reactions dom-
nate during the reactor operation. Fig. 5 shows the reaction rates;
he first reaction (R1) has the highest rate during the whole oper-
tion. To investigate the proposed control scheme, we only choose
he kinetic parameters of the first reaction as uncertain. Because
he first reaction is dominant, the uncertainty of this reaction has
he highest effect on the behaviour of the reactor. 
.3. Process safety time of the system 
As presented in Section 2.6 , the length of the prediction hori-
on can be defined based on the process safety time of the sys-
em. Maximum reactor temperatures and PSTs are investigated, as
hown in Fig. 6 . MAT is reached at ~1.36 kmol 
m 3 
initial concentration,
here the PST is 0.59 h. In this case, the minimum length of the
rediction horizon is 0.59 h. 
.4. State estimation of the investigated system 
This section presents the efficiency of EKF on the investigated
odel system. First Eqs. (28) –(31) were applied to estimate the
tates of the system, and the measured variables are the reactor
emperature, jacket temperature and reaction volume (the inflow
ate is measured, which is the only parameter that increases the
eaction volume). The results are generated next to 5% parame-
er deviation in pre-exponential factor and activation energy of the
rst reaction. 
As shown in Fig. 7 a, the estimations of reagent concentration
re quite poor, which can result in false runaway indication and
hermal runaway of the system. If the first reaction rate parameter
 k 1 ) is estimated the accuracy can be increased, as presented in
ig. 7 b. The state estimations are acceptable with this modification.
. Results of NMPC 
This section provides the results of NMPC with and without
arameter uncertainty. The performance improvement due to pa-
ameter identification is presented. The optimization problem was
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Fig. 6. PST of the system according to the MDC criterion. 
 
 
 
Table 4 
Parameters of NMPC. 
Sample time T 0 100 s 
Prediction horizon t pred 2200 s 
Control horizon t contr 500 s 
Weight factor in Eq. (4) w e 500 
Weight factor in Eq. (4) w u 0.01 
Weight factor in Eq. (4) w I 100 
Fig. 8. Reactor operation with nominal NMPC. 
4
 
s  solved by the interior-point algorithm, where the algorithm pro-
ceeds a moving horizon ( Vanderbei and Shanno, 1999 ). The applied
parameters, which were heuristically selected, are summarized in
Table 4 . Fig. 7. State estimatio.1. Results of the open-loop control without parameter uncertainty 
NMPC is tested without any uncertain parameter and the re-
ults are shown in Fig. 8 . The reactor temperature stays far belown based on EKF. 
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Fig. 9. Result of MS-NMPC with nominal kinetic parameters. 
Fig. 10. Results of NMPC with respect to the worst case. 
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Fig. 11. Results of NMPC initialized from the worst-case scenario with updating ki- 
netic parameters. 
Fig. 12. Result of the parameter fitness. 
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e  AT since the applied MDC criterion constraints the reactor oper-
tion that increases the process safety. At 2.5 h the conversion of
omponent A is 76%, and the yield of P is 37%. The average com-
utational time is 11.5 s per iterations in this case. 
.2. Results of the open-loop control under parameter uncertainty 
The effect of the parameter uncertainty was analysed using two
ifferent algorithms in Sections 4.2.1 and 4.2.2 . In the first case,
ulti-Stage NMPC was applied, in second case, the worst-case
cenario was used to solve the optimization problem under pa-
ameter uncertainty. Kinetic parameters of the first reaction ( k 0, 1 ,
 1 ) were chosen as uncertain, where the confidence interval is
5%. Section 4.2.3 provides the results of the optimization prob-
em when the uncertain parameters are updated iteratively. 
.2.1. Results of Multi-Stage NMPC 
The Multi-Stage NMPC algorithm was tested where the uncer-
ain kinetic parameters were changed by 5%. Two uncertain param-
ters lead to nine scenarios. As shown in Fig. 9 , the feed rates are
aintained at low values due to the uncertain kinetic parameters.
he reason is that the constraints must be satisfied in each sce-
ario, so the development of thermal runaway is avoided in each
cenario. Therefore, the results with Multi-Stage NMPC are conser-
ative compared to the nominal solution ( Fig. 8 ). At 2.5 h the con-ersion of component A is 15.3%, and the yield of P is 2.4%. The
verage computation time is 660 s per iterations, so real-time op-
imization is not feasible with the Multi-Stage NMPC algorithm. 
.2.2. Results of the worst-case scenario 
The worst case is that the real reaction rate is higher than
xpected, so in the worst-case scenario, the uncertain pre-
xponential factor increases by 5% (k 0,1 + 5%), and the uncertain
ctivation energy decreases by 5% (E 1 –5%). The NMPC results are
hown in Fig. 10 , which naturally is a conservative result. The con-
ersion at 2.5 h is 45%, and the yield of product P is 16%. In the
orst-case scenario, the average computation time is 17.2 s per it-
rations, so real-time optimization is feasible with this algorithm. 
.2.3. Worst-case scenario with updating uncertain parameters 
The results of the proposed control structure, which was ini-
ialized from the worst case, as shown in Fig. 11 . With updating
ncertain kinetic parameters, the reactor temperature control be-
omes less conservative and improves the productivity of the op-
ration compared to the worst-case scenario. 
At 2.5 h the conversion of component A is 74%, and the yield
f P is 36%. Fig. 12 shows the estimated uncertain kinetic param-
ters; based on the update criterion ( Eq. (19) and estimated val-
10 A. Kummer, L. Nagy and T. Varga / Computers and Chemical Engineering 141 (2020) 106998 
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 ues are within the worst case interval) kinetic parameters are first
overwritten at 0.61 h. The average computation time is 12.6 s per
iterations, hence the real-time optimization is feasible with this al-
gorithm. 
Fig. 12 shows how the values of identified kinetic parameters
go to the real parameters as more information and measurement
is available about the system. Low relative deviations ( < 1%) indi-
cate that the identified kinetic parameters only slightly change, so
we can say that the identified kinetic parameters are near the real
system, and we can update the uncertain parameters. 
5. Conclusion 
A framework to keep SBRs with exothermic reactions under
control in the whole operation using a nonlinear model predictive
control approach is proposed. The framework was tested on the
semi-batch version of the Williams-Otto process including three
reactions. The proposed control approach can also handle the un-
certain kinetic parameters of reactions. In this work, the parame-
ters of the first dominant reaction are considered the source of un-
certainty in the model. The proposed framework consists of NMPC,
EKF and an identification tool. The Modified Dynamic Condition
was implemented into NMPC as an additional safety constraint,
and the reactor temperature cannot exceed MAT. EKF is neces-
sary to estimate the state variables of the reactor system and reac-
tion rate constants. Kinetic parameters can be identified with least
squares methods based on the estimated reaction constants after
some formal transformation. 
We have compared the Multi-Stage NMPC solved by the pro-
gressive hedging algorithm and worst-case scenario. Each resulted
in a conservative solution, but the worst-case scenario NMPC has
lower computation time. In the case of MS-NMPC, the size of the
optimization problem increases exponentially with the length of
the robust horizon and with the uncertain parameters. Therefore,
we have decided to extend the worst-case scenario NMPC with
the state estimation and identification algorithms. The results show
that the proposed approach can handle uncertain kinetic parame-
ters, and can be applied in real reactor systems in which reactor
runaway can develop to ensure the optimal production. 
Our future investigation will be about implementing the pro-
posed control approach into a lab-scale reactor system. 
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