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En este trabajo se estudia el problema de Cauchy de tipo ZK-KP
#
ut “ uxxx ´HDαxuyy ` uux,
up0q “ ψ
donde ´1 ď α ď 1, H es la transformada de Hilbert en la variable x y Dαx es la α-ésima
derivada fraccionaria en x definida v́ıa transformada de Fourier por yDsxfpξ, ηq “ |ξ|
s
pfpξ, ηq.
Se demuestra el buen planteamiento de este problema en espacios de Sobolev anisotrópicos
Hs1,s2 no periódicos y se examinan propiedades de mal planteamiento para ´1 ď α ă 0.
Palabras y frases claves: Problema de Cauchy, Ecuación Kadomtsev-Petviashvili, Ecuación de
Zakharov-Kuznetsov, Buen planteamiento local, Espacios de Sobolev anisotrópicos, Teoŕıa de Kato.
Abstract
In this work it shall be studied the Cauchy problem for the following ZK-KP type equation
#
ut “ uxxx ´HDαxuyy ` uux,
up0q “ ψ
where ´1 ď α ď 1, H denotes the Hilbert transform in the x variable and Dαx is the αth
fractional derivative defined via Fourier transform by yDsxfpξ, ηq “ |ξ|
s
pfpξ, ηq. It is showed
the local well posedness in the ansisotropic Sobolev spaces Hs1,s2 and examined ill-posedness
properties for ´1 ď α ă 0.
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Introducción
Las ecuaciones no lineales de evolución juegan un importante papel en diferentes áreas de la
ciencia y la ingenieŕıa. Cabe mencionar algunas de ellas: la mecánica de fluidos, la f́ısica del
plasma, la fibra óptica, la f́ısica del estado sólido, la cinética qúımica, la f́ısica qúımica y la
geoqúımica, entre otras. A partir del estudio de las soluciones de éstas, se intentan entender
los efectos de dispersión, difusión, reacción y convección asociados a los modelos descritos
por estas. Por ejemplo, la ecuación Korteweg-de Vries
ut “ uxxx ` uux px, tq P R2, (0.1)
que modela el comportamiento de las ondas de aguas en canales poco profundos, tiene como
soluciones ondas solitarias que se comportan como part́ıculas, por lo que Kruskal y Zabusky
las llamaron solitones en su trabajo de 1965 ([37]). Estos solitones son estables, en el sentido
de que si una solución de la ecuación KdV (ecuación (0.1)) que difiere, inicialmente, muy
poco en su forma de las soluciones tipo solitón, a lo largo del tiempo, su forma mantendrá
un aspecto que diferirá muy poco a la forma de una solución tipo solitón (vea [4] y [6]); de
hecho, a la larga estas soluciones toman la forma de solitones (vea [31]). Desde el punto de
vista práctico, la noción de estabilidad de solitones nos garantiza que, teniendo un meticuloso
cuidado, en el laboratorio podremos reproducir estos fenómenos, observados por primera vez
por J. Scott Russell en 1834.
La ecuación de Benjamin-Bona-Mahony
ut ` ux ` uux ´ uxxt “ 0, (0.2)
fue introducida en [5] con la intención de modelar la propagación de ondas largas de pequeña
amplitud, donde el efecto dispersión es puramente no lineal. La manera en que esta fue obte-
nida, se persigúıa llegar a una ecuación equivalente a la ecuación KdV (0.1). Es interesante
observar que a pesar de esta intención, desde el punto de vista meramente matemático, estas
ecuaciones presentan significativas e interesantes diferencias.
Otras ecuaciones unidimensionales son, una, la introducida, independientemente, por Ben-
jamin en [3] y Ono en [30],
ut `Huxx ` uux “ 0. (0.3)
la cual modela las ondas internas en fluidos estratificados profundos, donde H es la trans-
formada de Hilbert. La otra, es la regularizada Benjamin-Ono
ut ` ux ` uux `Huxt “ 0 (0.4)
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donde u “ upx, tq es una función real, con x, t P R. Está ecuación es un modelo para
la evolución en el tiempo de ondas con crestas grandes en la interface entre dos fluidos
inmisibles.
Existen versiones bidimensionales que extienden las ecuaciones anteriormente mencionadas.
Para el caso de la ecuación KdV tenemos la ecuación Kadomtsev-Petviashvilli, vea [10],
put ` auux ` uxxxqx ˘ uyy “ 0, (0.5)
que describe las ondas en peĺıculas delgadas de alta tensión superficial. Otra es la ecuación
de Zakharov-Kuznetsov
ut “ puxx ` uyyqx ` uux, (0.6)
la cual surge en el estudio de la dinámica de fluidos geof́ısicos en conjuntos isotrópicos (medios
en los cuales las caracteŕısticas de los cuerpos no dependen de la dirección) y ondas acústicas
iónicas en plasmas magnéticos.
Como extensión bidimensional de la ecuación Benjamin-Ono consideramos la siguiente fa-
milia de ecuaciones
put ` u
pux `Hpuxx ` αuyyqqx ´ γuyy “ 0 p P N. (0.7)
Esta es el modelo del movimiento de ondas largas dispersivas débilmente no lineales en un
sistema de dos fluidos, donde la interface es sujeta a capilaridad y el fluido de la parte inferior
es infinitamente profundo (vease [1], [2] y [18]). Otra versión que ha recibido alguna atención
en la literatura reciente es la ecuación ZK-BO
ut “ pHux ` uyyqx ` uux, (0.8)
Para terminar esta introducción nos permitimos mencionar las ecuaciones que presentan
un tipo de dispersión más general que incluyen como casos particulares los mencionados
anteriormente. Un caso de éstos es la ecuación integro diferencial de Whitham
ut ` αuux ` k ˚ ux “ 0. (0.9)
Esta fue introducida por Whitman en [36] para modelar el quiebre de ondas dispersivas
en el agua. Es claro que si k “ δ ` δ2 o k “ v.p.
1
x
tenemos las ecuaciones KdV y BO
anteriomente mencionadas. También se tiene la que Lannes y Saut denominan la ecuación
KdV de dispersión fraccionaria fKdV (vea [22])
ut ` αuux ` BxD
αu “ 0, (0.10)
donde D “
a
´B2x. En los trabajos [8], [19], [24] y [25] establecen la relación entre el paráme-
tro α y el surgimiento de singularidades o el de la existencia global de soluciones en su
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espacio de enerǵıa, aśı de cómo se relaciona este comportamiento con la existencia y estabi-
lidad de las ondas solitarias asociadas a estas ecuaciones. Cabe decir que en esta dirección
hay interesantes problemas abiertos, aunque realmente pueden ser muy dif́ıciles.
En este momento creemos importante también mencionar el trabajo de Kenig, Martel y
Robbiano ([16]) que demuestra la explosión de las soluciones en el espacio de enerǵıa de la
ecuación de dispersión generalizada BO (una versión ligeramente diferente de la fKdV)
ut ` |u|
2αux ` BxD
αu “ 0, (0.11)
cuando la condicion inicial es “más grande” que la “forma” de la onda solitaria asociada a
esta ecuación.
En el caso bidimensional tenemos la ecuación introducida por Lannes en [21] para modelar





























En [22] se establece la relación entre la ecuaciones KP y FDKP. De hecho, remarcan la dife-
rencia en el carácter dispersivo con respecto al parámetro β. Además, haciendo ĺımite sobre
el parámetro µ se obtienen las ecuaciones KPII o KPI cuando β “ 0 o β ą 0 respectivamente.
Una interesante conjetura alĺı es la existencia de ondas solitarias para los valores β mayores
que 1{3.
En este trabajo consideraremos el problema de Cauchy de tipo ZK-KP
#
ut “ uxxx ´HDαxuyy ` uux,
up0q “ ψ P Z
(0.13)
para ´1 ď α ď 1, donde H denota la transformada de Hilbert en la variable x definida por





dy f P HspRq,
para cada f P S, Dαx es la α-ésima derivada fraccionaria homogénea en respectos a la variable
x definida por
zDαxfpξ, ηq “ |ξ|
αf̂pξ, ηq,
y Z es cualquiera de los espacios de Sobolev Xs1,s2 , pXs1,s2 , Y s1,s2 y pY s1,s2 , que especificaremos
en las notaciones.
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Los casos α “ 1 y α “ ´1 son los problemas de Cauchy correspondientes a las muy popu-
lares ecuaciones KZ y KPI, respectivamente, que fueron mencionadas anteriormente en esta
introducción. Si upx, y, tq es solución de (0.13), entonces uλ dada por




también es solución de (0.13) y
}uλptq} 9Hs1,s2 pR2q “ λ
s1`
3`α




. Esto nos sugiere que el buen planteamiento local se puede asegurar en
Hs1,
2s1
3´α pR2q para s1 ě ´3`α4 .
En este trabajo nos proponemos mostrar el buen planteamiento del problema de Cauchy
(0.13) en los Sobolev Z mencionados anteriormente. Para este propósito la teoŕıa de Kato
para ecuaciones cuasilineales y las ideas introducidas por Kenig [15] para la ecuación KP-I y
desarrolladas por Linares, Pilod y Saut en [26] para las ecuaciones f-KPI y f-KPII. Espećıfi-
camente, es aprovechar de la mejor manera la estimativa Strichartz que nos proporciona el
grupo generado por la ecuación lineal homogénea asociada a (0.13), haciendo uso de esti-
mativas de enerǵıa. También haremos algunas observaciones de mal planteamiento de esta
ecuación para ´1 ď α ă 0. Para ésto usaremos las ideas desarrolladas por Molinet, Saut y
Tzvetkov en [29]. Más precisamente, mostraremos que el flujo asociado a las soluciones de
(0.13) no es de clase C2. Ésto en particular, implica que a la ecuación integral dada por el
principio de Duhamel, que se obtiene al hacer variación de parámetros con el grupo generado
por la ecuación lineal homogénea asociada a (0.13), no se le puede aplicar las iteraciones de
Picard para obtener una solución a esta ecuación.
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Notación
1. Notaremos por SpR2q “ S el Schwartz y S 1pR2q “ S 1 el espacio de la distribuciones
temperadas.
2. Notaremos por HspR2q “ Hs el espacio de Sobolev de orden s.
3. Para u variable u operador, notaremos xuy a la expresión p1` u2q
1
2 .
4. Para s1, s2 P R, el espacio de Sobolev anisotrópico Hs1,s2pR2q es definido por
Hs1,s2pR2q “
"







pxξy2s1 ` xηy2s2q| pfpξ, ηq|2dξdη ă 8
*
.





pxξy2s1 ` xηy2s2q| pfpξ, ηq|2dξdη,
para toda en f en este espacio. Donde no haya lugar a confusión notaremos a este
espacio por Hs1,s2 . Observe que Hs,s “ Hs, con normas equivalentes.

























yJsf “ p1` |ξ|2 ` |η|2q
s
2 pf
para toda f P S 1pR2q
6. Para s1, s2 ě 0, notamos por X
s1,s2pR2q “ Xs1,s2 al espacio
Xs1,s2pR2q “ tf P Hs1,s2 | B´1x f P Hs1,s2u.








7. Para s1, s2 ě 0, notamos por X̃
s1,s2pR2q “ pXs1,s2 al espacio
X̃s1,s2pR2q “ tf P Hs1,s2 | B´1x f P L2u.
La norma en este espacio es dada por
}f}2
pXs1,s2






8. Para s1, s2 ě 0, notamos por X
s1,s2
α pR2q “ Xs1,s2α al espacio
Xs1,s2α pR2q “ tf P Hs1,s2 | B
α´1
2
x f P L
2
u.








9. Para s1, s2 ě 0, notamos por Y
s1,s2pR2q “ Y s1,s2 al espacio
Y s1,s2pR2q “ tf P Hs1,s2 | B´1x Byf P Hs1,s2u.
La norma en este espacio es dada por







10. Para s1, s2 ě 0, notamos por Ỹ
s1,s2pR2q “ pY s1,s2 al espacio
Ỹ s1,s2pR2q “ tf P Hs1,s2 | B´1x Byf P L2u.
La norma en este espacio es dada por
}f}2
pY s1,s2





11. Definimos H8pR2q “
Ş
s1,s2ě0
Hs1,s2pR2q. Analógamente X8, pX8, Y 8 y pY 8.
1 Preliminares
1.1. Resultados básicos
Iniciemos este caṕıtulo de preliminares observando, desde ya, que los espacios Xs1,s2 , X̃s1,s2 ,
Xs1,s2α , Y
s1,s2 y Ỹ s1,s2 son espacios de Hilbert. Gracias al siguiente lema, cada uno de estos
espacios es denso en L2
Lema 1.1. El espacio BxS es denso en L2. Y en general en todos los espacios Hs1,s2, Xs1,s2,
X̃s1,s2, Xs1,s2α , Y
s1,s2 y Ỹ s1,s2.
Demostración. Tómese una función no negativa φ definida sobre los reales que sea C8,
ident́ıcamente cero en el interval r´1{2, 1{2s e ident́ıcamente igual a 1 fuera del intervalo
r´1, 1s. Para cualquier ψ P S definimos ψλ mediante la ecuación
pψλpξ, ηq “ φpλξq pψpξ, ηq,
para todo pξ, ηq P R2. El teorema de Plancherel nos muestra que ψλ converge a ψ en L2.
Este mismo argumento funciona para cualquiera de los otros espacios que mencionamos en
el lema BxS es denso alĺı.
Por argumento de dualidad podemos concluir que los duales de estos espacios contienen a
L2 de manera densa.
Una consecuencia de lo anteriormente discutido es que podemos extender el operador B3x ´
HDαxB2y a todo L2 con imagen en el dual de X3, pX3q˚. En efecto, este operador es continuo
de este espacio en L2, luego su operador adjunto es continuo. Gracias a la transformada de
Fourier, se puede ver que este operador adjunto es una extensión de B3x ´HDαxB2y a todo L2.
Como corolario tenemos el siguiente lema.
Lema 1.2. Sea Wα el grupo unitario de operadores generado por el operador B
3
x ´HDαxB2yy
y sean f y u funciones continuas de un intervalo abierto I en L2. Entonces
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Ésto le da sentido a los teoremas de buen planteamiento en Hs1,s2 que enunciaremos más
adelante cuando α es negativo.
El siguiente es un lema técnico que usaremos más adelante.
Lema 1.3. Supongamos que u y f son funciones continuas en el espacio L2 que satisfacen





}u}2 “ pu, fq. (1.2)
Demostración. Sean uλ “ e
λp4´D´1x qpuq y fλ es definida de la misma manera. uλ y fλ están
X8 y convergen uniformemente, cuando λ tiende a 0, en intervalos cerrados a u y f en L2.
Además, satisfacen la ecuación (1.1). De la antisimetŕıa del operador B3x ´ HDαxB2y , se ve
fácilmente que uλ y fλ satisfacen (1.2). Al hacer λ tender a 0 se sigue el lema
A continuación enunciamos una serie de resultados acerca de las propiedades de los espacios
que trabajaremos en este trabajo. Quizás uno de los más conocidos es el lema de Sobolev.
Aqúı presentamos la versión para los espacios Hs1,s2pR2q.






Entonces, Hs1,s2pR2q Ă C8pR2q (el conjunto de funciones continuas en R2 que se anulan en
infinito), con inclusión continua.
Demostración. Ver [33]
Lema 1.5. Sean 1 ď p ă q ď 8 y f P Lp X Lq. Entonces f P Lr para r “ θp ` p1 ´ θqq






Demostración. La prueba es consecuencia inmediata de la desigualdad de Hölder.
Lema 1.6. Si s P p0, n{2q, entonces HspRnq esta continuamente inmerso en LppRnq, con
p “ 2n
n´2s




q. Más aún, con f P HspRnq, s P p0, n{2q
}f}LppRnq ď cn,s }D
sf}L2pRnq ď c }f}HspRnq
donde
Dlf “ p´∆ql{2 “ pp|ξ|qlf̂q_
Demostración. Vea el libro de Linares y Ponce [27] página 48.
Lema 1.7. Sean s1, s2 P R, supongamos que Ds1f P LppRq y Ds2f P LqpRq. Entonces, para


















Demostración. Una demostración puede encontrarse en [28]
La siguiente estimativa fue probada por Kato y Ponce en [14] y será muy útil en este trabajo.
Lema 1.8. Para s ą 0 y 1 ă p ă 8, se tiene que
}rJs, f sg}LppRnq À }Bf}L8pRnq}J
s´1g}LppRnq ` }J
sf}LppRnq}g}L8pRnq, (1.3)
para toda f y g P SpRnq
Corolario 1.9. Para s ą 0 y p P p18q, Lps X L
8 es un álgebra, además
}fg}Lps ď cp}f}8}g}Lps ` }f}Lps}g}8q (1.4)
La siguiente estimativa del operador conmutador puede ser vista en [27] página 51
Lema 1.10. Para s ą 0, se tiene que
}rB
s










La siguiente es la regla de Leibniz para derivadas fraccionarias y fue demostrada por Kenig,
Ponce y Vega en [17]
Lema 1.11. Para α P p0, 1q, se tiene
}Dαx pfgq}LppRq ď }D
α
x pfq}Lp1 pRq }g}Lq1 pRq ` }D
α
xg}Lp2 pRq }f}Lq2 pRq (1.6)



























Demostración. Probaremos el lema primero para p “ p˚ “ 8
1´α
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La desigualdad para 0 ă p ă p˚ sigue imediatamente del Lema 1.5 y esta última desigualdad.
1.2. Teoŕıa de Kato
Haremos una breve presentación de la Teoŕıa de Kato descrita en [11]. Con ésta se demuestra
el buen planteamiento de problemas de Cauchy de ecuaciones lineales y cuasilineales de
evolución.
1.2.1. Caso lineal
Supongamos que X e Y son espacios de Banach reflexivos con Y Ď X de forma densa y
continua, y sea tAptqutPr0,T s una familia de operadores tales que
1. Aptq P GpX, 1, βq. En otras palabras, ´Aptq genera un C0 semigrupo tal que
}e´sAptq} ď eβs,
para todo s P r0,8q.
2. Existe un isomorfismo S : Y Ñ X tal que SAptqS´1 “ Aptq`Bptq, donde Bptq P BpXq,
para 0 ď t ď T, t Ñ Bptqx es fuertemente medible, para cada x P X, y t Ñ }Bptq}X
es integrable en r0, T s.
3. Y Ď DpAptqq, para 0 ď t ď T , y tÑ Aptq es fuertemente continuo de r0, T s a BpY,Xq
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Teorema 1.13. Bajo las anteriores condiciones, existe una familia de operadores tUpt, squ0ďsďtďT
tales que:
1. U es fuertemente continuo de ∆ Ñ BpXq, donde ∆ “ tpt, sq : 0 ď s ď t ď T u.
2. Upt, sqUps, rq “ Upt, rq para pt, sq y ps, rq P ∆, y Ups, sq “ I.







“ Upt, sqApsq, en el sentido fuerte dentro del espacio
BpX, Y q y son fuertemente continuas de ∆ Ñ BpX, Y q.
La familia de operadores tUpt, squ0ďsďtďT en el teorema anterior es denominada familia de
operadores de evolución asociada a Aptq. Una consecuencia inmediata de este último teorema
es que, para ϕ P Y , uptq “ Upt, sqϕ es solución del problema de Cauchy
du
dt
` Aptqu “ 0 para s ď t ď T, con
upsq “ ϕ.
Más aún, si f P Cpr0, T s;Xq X L1pr0, T s;Y q, entonces




si y sólo si u P Cpr0, T s;Y q X C1pp0, T q;Xq y
du
dt
` Aptqu “ fptq para 0 ď t ď T, con
up0q “ ϕ.
1.2.2. Caso Cuasilineal
Sean X e Y espacios de Banach reflexivos, Y Ď X, siendo la inclusión densa y continua.
Consideremos el siguiente problema
Btu` Apt, uqu “ fpt, uq P X, 0 ă t,
up0q “ u0 P Y,
(1.10)
donde, para cada t, Apt, uq es un operador lineal de Y en X y fpt, uq es una función de RˆY
en X. Consideremos también las siguientes condiciones:
pXq Existe un isomorfismo isométrico S de Y en X.
Existen T0 ą 0 y W bola abierta de centro w0 tales que:
pA1q Para cada pt, yq P r0, T0s ˆW , el operador lineal Apt, yq pertenece a GpX, 1, βq, donde
β es un número real positivo. En otras palabras, ´Apt, yq genera un C0 semigrupo tal que
}e´sApt,yq}BpXq ď e
βs, para s P r0,8q.
Nótese que si X es un espacio de Hilbert, A P GpX, 1, βq si, y sólo si,
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a) xAy, yyX ě ´β}y}
2
X para todo y P DpAq,
b) pA` λq es sobre para todo λ ą β.
(Ver [13] o [32])
pA2q Para cada pt, yq P r0, T0s ˆ W el operador Bpt, yq “ rS,Apt, yqsS
´1 P BpXq y es
uniformemente acotado, es decir, existe λ1 ą 0 tal que
}Bpt, yq}BpXq ď λ1 para todo pt, yq P r0, T0s ˆW,
Además, para algún µ1 ą 0, se tiene que, para todo y y z P W ,
}Bpt, yq ´Bpt, zq}BpXq ď µ1}y ´ z}Y .
pA3q Y Ď DpApt, yqq, para cada pt, yq P r0, T0s ˆW, (la restricción de Apt, yq a Y pertenece
a BpY,Xq) y, para cada y P W fijo, tÑ Apt, yq es fuertemente continua. Además, para cada
t P r0, T0s fijo, se satisface la siguiente condición de Lipschitz,
}Apt, yq ´ Apt, zq}BpY,Xq ď µ2}y ´ z}X ,
donde µ2 ě 0 es una constante.
pA4q Apt, yqw0 P Y para todo pt, yq P r0, T s ˆW . Además, existe una constante λ2 tal que
}Apt, yqw0}Y ď λ2, para toda pt, yq P r0, T0s ˆW
pf1q f es una función acotada en r0, T0s ˆW a Y , es decir, existe λ3 tal que
}fpt, yq}Y ď λ3, para todo pt, yq P r0, T0s ˆW,
Además, la función t P r0, T0s ÞÑ fpt, yq P Y es continua con respecto a la topoloǵıa de X y
para todo y y z P Y se tiene que
}fpt, yq ´ fpt, zq}X ď µ3}y ´ z}X ,
donde µ3 ě 0 es una constante.
Teorema 1.14 (Kato). Suponga que las condiciones pXq, pA1q´pA4q y pf1q son satisfechas.
Dado u0 P Y , existe 0 ă T ă T0 y una única u P Cpr0, T s;Y q X C
1pp0, T q;Xq solución
de (1.10). Además, la aplicación u0 Ñ u es continua en el siguiente sentido: considere la
sucesión de problemas de Cauchy,
Btun ` Anpt, unqun “ fnpt, unq t ą 0
unp0q “ un0 n P N.
(1.11)
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Supongamos que las condiciones pXq, pA1q–pA4q y pf1q son satisfechas para todo n ě 0 en
(1.11), con los mismos X, Y y S, y las correspondientes β, λ1–λ3, µ2–µ3 pueden ser escogidas
independientes de n. También supongamos que
s- ĺım
nÑ8
Anpt, wq “ Apt, wq en BpX, Y q
s- ĺım
nÑ8
Bnpt, wq “ Bpt, wq en BpXq
ĺım
nÑ8
fnpt, wq “ fpt, wq en Y
ĺım
nÑ8
un0 “ u0 en Y,
donde s-ĺım denota el ĺımite fuerte. Entonces, T puede ser elegido de tal manera que un P





}unptq ´ uptq}Y “ 0.
Para una demostración de este teorema puede ver [11] y [20].
1.3. Otros resultados
Proposición 1.15 (Desigualdad de Kato). Sean f P Hs, s ą 2, Λ “ p1 ´ ∆q1{2 y Mf












ď c }∇f}Hs´1 , (1.12)
Proposición 1.16. sea f : R2 Ñ R una función continua acotada tal que Bxf existe, es
continua y acotada. Entonces, si A “ fBx,






para cada u P DpAq, A`λ es sobre, para todo λ ą 1
2
||f ||L8. En particular, A P G
`




Demostración. La desigualdad 1.13 se obtiene inmediatamente después de hacer integración
por partes. Veamos que A ` λ es sobre, si λ ą 1
2
||f ||L8 . Supongamos que ψ es tal que
xpA ` λqpuq, uyL2 “ 0, para todo u P DpAq. Por lo tanto ψ P DpA
˚q Ď DpAq. De 1.13, se
sigue que






Luego, ψ “ 0 y, por lo tanto, A` λ es sobre.
2 Buen planteamiento en los espacios
HspR2q
En este caṕıtulo examinaremos el buen planteamiento de (0.13) en los espacios de Sobolev
Hs, Xs, X̃sα, Y
s y Ỹ s, para s ą 2.
2.1. Buen planteamiento en los espacios HspR2q
En esta sección haremos uso de la teoŕıa de Kato para mostrar el buen planteamiento de
(0.13) en los espacios Hs. Más precisamente tenemos el siguiente teorema.
Teorema 2.1. Sean s y α números reales tales que s ą 2 y ´1 ď α ď 1. Para ψ P
HspR2q, existe T ą 0, que depende solamente de }ψ}Hs, y una única u P Cpr0, T s, HspR2qqX
C1pr0, T s, Hs´3pR2q X p̃X3q˚q solución del problema de Cauchy (0.13)
Además, la transformación ψ Ñ u de Hs en Cpr0, T s, HspR2qq es continua.











para toda ψ P Hs. u es solución de la ecuación (0.13) si y sólo si v “ Wαptqu es solución del
problema
#
vt ` Apt, vqv “ 0
vp0q “ ψ,
(2.1)
donde Apt, vq “ WαptqpWαp´tqvqBxWαp´tq. Veamos que este problema satisface cada una
de las condiciones del teorema de Kato 1.14.
Sean X “ L2pR2q, Y “ HspR2q y S “ Λs “ Js. Del teorema de Plancherel, es evidente que
S isomorfismo entre X e Y
Con los siguientes lemas probaremos que se satisfacen las condiciones pA1q-pA4q





Demostración. Ya que tWαp´tqu es un grupo fuertemente continuo de operadores unitarios
y que u P HspR2q, de la Proposición 1.16, se obtiene el resultado
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Lema 2.3. Para S dado como antes,
SApt, vqS´1 “ Apt, vq `Bpt, vq,
donde Bpt, vq es un operador acotado en L2, para todo t P R y todo v P Hs, y satisface las
desigualdades
||Bpt, vq||BpL2q ď λpvq (2.2)
||Bpt, vq ´Bpt, v1q||BpL2q ď µ||v ´ v
1
||Hs (2.3)




Demostración. Del Lema 1.15, se sigue que rS,Wαp´tqvsS
´1 P BpL2q y
}rS,Wαp´tqvsS
´1
}BpL2q ď Cs}v}Hs .
Por lo tanto Bpt, vq P BpL2q y satisface (2.2)
Al proceder como antes se muestra (2.3)
Lema 2.4. HspR2q Ă DpApt, vqq y Apt, vq es un operador acotado de Y “ HspR2q en
X “ L2pR2q con
}Apt, vq}BpY,Xq ď }v}Hs ,
para todo v P Y . Además, la función t ÞÑ Apt, vq es fuertemente continua de R en BpY,Xq,
para cada v P Hs. Por otro lado, la función v ÞÑ Apt, vq satisface la siguiente condición de
Lipschitz
}Apt, vq ´ Apt, v1q}BpY,Xq ď }v ´ v
1
}X ,
donde µ es como en el lema anterior.
Demostración. Puesto que tWαptqu es un grupo unitario en L
2, de la definición de Apt, vq,
se sigue que Hs pR2q Ă DpApt, vqq. De hecho,
}Apt, vqf}L2 “ }Wαp´tqvBxWαp´tqf}L2
ď Cs}v}Hs}Bxf}L2
ď }v}Hs}f}Hs
para toda f P Hs.
Ahora, para cada t, t1 P R y cada f, v P Hs, tenemos
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Como el grupo tWαptqutPR es fuertemente continuo, t ÞÑ Apt, vq es fuertemente continua de
R en BpHs, L2q. Finalmente, para cualquier t P R, tenemos que
}Apt, vqf ´ Apt, v1qf}L2 ď µ}Wαp´tqv ´Wαp´tqv
1
}L2}BxWαp´tqf}L8
ď µ}v ´ v1} }f}Hs
esto termina la demostración del lema.
Si tomamos W la bola abierta de los v P Hs tales que }v}HspR2q ă R los lemas anteriores
muestran que el problema de Cauchy (0.13) satisface las condiciones del Teorema 1.14. Por
lo tanto, para cada ψ P HspR2q, con s ą 2, existen T ą 0, que depende de }ψ}Hs , y una
única v P Cpr0, T s, HspR2qq X C1pr0, T s, Hs´1pR2qq solución del problema (2.1). Además, la
aplicación ψ Ñ v es continua de HspR2q en Cpr0, T s, HspR2qq. Ahora bien, de las propiedades
del grupo Wαptq se puede verificar que uptq “ Wαp´tqv, es solución del problema de Cauchy
(0.13) y satisface las propiedades enunciadas en el teorema.
Teorema 2.5. El tiempo de existencia para la solución del problema de Cauchy (0.13) puede
ser elegido independiente de s en el siguiente sentido: si u P Cpr0, T s, HspR2qq es la solución
de (0.13) con ψ P HrpR2q, para algunos r ą s, entonces u P Cpr0, T s, HrpR2qq.
En particular, si ψ P H8pR2q, u P Cpr0, T s, H8pR2qq
Demostración. Sean r ą s, u P Cpr0, T s, HrpR2qq, solución de (0.13) y v “ Wαp´tqu. Su-
pongamos que r ď s ` 1. Si aplicamos B2x en ambos lados de la ecuación diferencial (2.1),
llegamos a la siguiente ecuación de evolución lineal para wptq “ B2xvptq
dw
dt
` Aptqw `Bptqw “ 0 (2.4)
donde
Aptq “ BxWαptquptqWαp´tq (2.5)
Bptq “ 2WαptquxptqWαp´tq. (2.6)
Como v P C pr0, T s;Hs pR2qq, entonces w P C pr0, T s;Hs´2 pR2qq. Además wp0q “ ψxx P
Hr´2 pR2q porque ψ P Hr pR2q. Es necesario ver que w P C pr0, T s;Hr´2 pR2qq, para ésto
probaremos que el problema de Cauchy para la ecuación lineal (2.4) está bien planteado
para 1´ s ď k ď s´ 1, para lo cual tenemos el siguiente lema cuya demostración es similar
a la del Lema 3.1 en [12]
Lema 2.6. La familia tAptqu0ďtďT tiene una única familia de operadores de evolución aso-
ciada, tUpt, τqu0ďtďτďT , en los espacios X “ H
h, Y “ Hk, donde
´s ď h ď s´ 2 1´ s ď k ď s´ 1 k ` 1 ď h (2.7)
En particular, Upt, τq : Hr Ñ Hr para ´s ď s ď s´ 1.
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Luego, w satisface la ecuación
wptq “ Upt, 0qψxx `
ż t
0
Upt, τqr´Bpτqwpτq ` fpτqs dτ. (2.8)
Como ψxx P H
r´2, Bptq, dada por (2.6), es una familia de operadores en Hr´2 que es
fuertemente continuo para t en el intervalo r0, T s. Del Lema 2.6 la solución de (2.8) está en
C pr0, T s;Hr´2 pR2qq. En otras palabras B2xu P C pr0, T s;Hr´2 pR2qq
Si w1ptq “ BxByvptq, tenemos
dw1
dt






f1ptq “ ´Wptq puxxptquyptqq (2.11)
Como antes tenemos que
w1ptq “ Upt, 0qψxy `
ż t
0
Upt, τqp´B1pτqw1pτq ` f1pτqq dτ (2.12)
Ya que uxx P C pr0, T s;H
r´2 pR2qq, f1 P C pr0, T s;Hr´2 pR2qq. Dado que además, B1ptq P
pHr´2 pR2qq es fuertemente continuo en el intervalo r0, T s, argumentando como antes tenemos
que w1 P C pr0, T s;H
r´2 pR2qq, o lo que es equivalente uxy P C pr0, T s;Hr´2 pR2qq.





` Aptqw2 “ f2ptq (2.13)
donde
f2ptq “ ´2Wptqpuxyuyptq (2.14)
w2ptq “ Upt, 0qψyy `
ż t
0
Upt, τqf2pτq dτ. (2.15)
Ya que uxy P C pr0, T s;H
r´2 pR2qq, f2 P C pr0, T s;Hr´2 pR2qq. Repitiendo el argumento ante-
rior, podemos concluir que w2 P C pr0, T s;H
r´2 pR2qq, o equivalentemente, B2yu P C pr0, T s;Hr´2 pR2qq.
Luego, hemos mostrado que si s ă r ď s ` 1 y ψ P Hr, u P C pr0, T s;Hr pR2qq. para ver el
caso r ą s ` 1, como ψ P Hs
1
, para s1 ă r, usando una y otra vez lo que hemos probado
hasta ahora, se llega a que u P C pr0, T s;Hr pR2qq
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2.2. Buen planteamiento en Xs, X̃sα y Y
s
Finalicemos esta sección probando el buen planteamiento de (0.13) en los espacios Xs, X̃sα
y Y s.
Teorema 2.7. Sean s y α como en Teorema 2.1. Sea, asimismo, Z cualquiera de los espacios
Xs, pXs, X̃sα, Y
s y pY s,. Entonces, si ψ P Z y u P Cpr0, T s, Hsq es solución de (0.13) con
up0q “ ψ, entonces u P Cpr0, T s, Zq. Más aún, ψ ÞÑ u es continua de Z en Cpr0, T s, Zq
Demostración. Supongamos que ψ y u son como en las hipótesis del teorema. Entonces, del
teorema fundamental del cálculo, se tiene que

































De aqúı se sigue que (0.13) es bien planteado en el espacio pY s. Para ver que es bien planteado
en Y s es ligeramente más complicado. Sea v como en (2.1). Entonces, w “ B´1x Byv satisface
#
wt ` Apt, vqw “ 0
wp0q “ B´1x Byψ,
(2.16)
donde Apt, vq es como en (2.1). Del caso lineal de la teoŕıa de Kato, más espećıficamente del
Teorema 1.14, al tomar X “ L2 y Y “ Hs, se tiene que, si B´1x Byψ P H
s, w es continua en
t y depende continuamente del dato inicial. De la manera que tomamos w se sigue que u
satisface lo mismo. Ésto demuestra el buen planteamiento de (0.13) en Y s.
De manera totalmente análoga se muestra que (0.13) es bien planteado en el espacio Xsα.
3 Buen planteamiento en espacios de
baja regularidad
En este caṕıtulo examinamos el buen planteamiento de la ecuación (0.13) en Xs1,s2pR2q, para





y 1 ă s2 ď s1. Usaremos las propiedades dispersivas del grupo
generado por el flujo de la ecuación lineal asociada a (0.13). Esta es la misma estrategia
usada por Kenig en [15] para la ecuación KP-I y por Linares, Pilod y Saut en [26] para las
f-KPI y f-KPII.
3.1. Estimativas lineales
El problema de Cauchy lineal asociada al problema (0.13) es
#
ut “ uxxx ´HDαxuyy,
up0q “ ψ.
(3.1)







“ Sαt ˚ ψpx, yq, (3.2)
donde





Examinemos las propiedades de este grupo.
Lema 3.1. Sean ´1 ď α ď 1 y α
2










6 }ψ}L1pR2q . (3.4)









































































Veamos que la última integral es acotada. Para ésto tomemos una función χ definida en
todo R, infinitamente diferenciable, con soporte en el intervalo r´2, 2s y tal que χ ” 1 en el





















































2 p1 ´ χpθqqdθ. (3.6)
Claramente la primera integral es acotada. Para ver que la segunda integral es acotada,
haremos uso del lema de Van der Corput (Vea [27], Corolario 1.1). Las segunda y tercera









´1 en la integral son














Se comprueba fácilmente que, para |θ| ě 1, |ϑ2αpθq| ě 6 cuando ´1 ď α ď 0 y que |ϑ
3
αpθq| ě 6
cuando 0 ď α ď 1. Como la función θ ÞÑ |θ|β´
α
2 p1 ´ χpθqq es acotada uniformemente e
integrable en el conjunto |θ| ě 1, se verifica que la segunda integral en el lado derecho de




t px, yq}L8pR2q À |t|
5`2β´α
6
El teorema sigue inmediatamente de la desigualdad de Young para la convolución.
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Observación 1. El resultado anterior coincide con lo que demuestran Linares y Pastor en
[23] para la ecuación ZK (caso α “ 1). Los resultados de Saut en [34] para la ecuación KPI
(caso α “ ´1) y de Lizarazo en su tesis (vea [28]) (caso α “ 0) son mejores estimativas.




















“ 1 y p “ 2
1´θ
.
Demostración. Sea ψ P L1pR2q X L2pR2q. El teorema sigue del teorema de interpolación de
familias de operadores anaĺıticos de Stein (veáse [35]). Hagamos z “ θ ` iγ P C. Para cada









































Del interpolación de Stein se obtiene





que era lo que queŕıamos demostrar.























































Demostración. De la desigualdad de Minkowski, el Corolario 3.2 y del teorema de Hardy-
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Usando el argumento de Stein Thomas (vea [9]) tenemos.




















De lo anterior tenemos los dos siguientes muy útiles corolarios en la demostración del buen
planteamiento en este caṕıtulo.
















































Al igual que en [15] y [26], daremos una estimativa refinada de Strichartz para la solución
del problema lineal no homogéneo
Btw “ wxxx ´HDαxwyy ` F. (3.14)
Aśı, tenemos el siguiente lema.
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Lema 3.6. Sean ´1 ď α ď 1, 0 ă ε ă 1 y T ą 0. Si w es solución de (3.14). Entonces












































Demostración. Haremos uso de una descomposición de tipo Littlewood-Paley de w en la
variable x. Para ésto, sean ϕ0, ϕ P C
8









´kξq “ 1 para todo ξ P R. Definimos Pkw v́ıa transformada de Fourier
por yP0wpξ, ηq “ ϕ0pξq pwpξ, ηq y yPkwpξ, ηq “ ϕp2






Hagamos primero una estimativa para }BxP0w}L1TL8xy
. Como w satisface (3.14), entonces
P0w satisface la ecuación integral al aplicar P0 en ambos lados de la ecuación. Aśı, de la

















































































































, cuando k ě 1. Para ésto, haremos una partición adecuada
en el tiempo de manera que permita controlar las frecuencias localizadas asociadas a la
variable x. Aśı pues, sea P “ ta0, a1, ..., a2ku una partición del intervalo r0, T s con aj “ jT2´k,
j “ 0, 1, ¨ ¨ ¨ , 2k. Notaremos por Ij al intervalo raj´1, ajs.
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Del principio de Duhamel sobre cada intervalo raj´1, ajs, se tiene que, para cada t P raj´1, ajs,





























































































































































































































que fue usada para demostrar la anterior desigualdad. Obsérvese que, para cada entero












































se sigue la desigualdad (3.19).
(3.18) junto a (3.16) muestran el presente lema.
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3.2. Estimativa de enerǵıa
Lema 3.7. Sean ´1 ď α ď 1, T ą 0 y u P Cpr0, T s;H8pR2qq una solución del problema de













Demostración. Sea u como en el enunciado del lema. Estimemos primero }Js1x u}L2xy . Operan-
do con Js1x y luego multiplicando por J
s1
x u en ambos lados de la ecuación (0.13), e integrando






























rJs1x , us BxuJ
s1
x u dxdy ď
ż
Ry

























































































y u dxdy (3.25)
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Aśı, integrando por partes en el segundo término del lado derecho en la desigualdad (3.25)






















De la desigualdad de Gronwall se obtiene el lema.
3.3. Una estimativa tipo Strichartz
La estimativa de la enerǵıa nos suguiere que se deben controlar las normas }Bxu}L1TL8xy
y
}Byu}L1TL8xy
para poder demostrar el buen planteamiento del problema de Cauchy (0.13). El
siguiente lema muestra como se controlan estas normas.
Lema 3.8. Sean ´1 ď α ď 1, T ą 0 y u P Cpr0, T s;H8pR2qq una solución del problema de












ă 1 si ´ 1 ď α ď 0
y s1 ě s2, existen contantes Cs1,s2 y ks1,s2 P p7{12, 1q tales que





fpT q ď Cs1,s2T




Demostración. Primero examinemos una estimativa para }Bxu}L1TL8xy
. De la estimativa refi-

























































ă s1. Aśı, para el
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. Del principio de Duhamel, la desigualdad de Cauchy-Schwartz





















































































q ` 1 ă s1. El primer término en
la última ĺınea de la anterior ecuación, gracias a la elección de ε2, es menor que }J
s1
x ψ}L2xy .

















































ď }Js1x u}L2xy }Bxu}L8xy ` }J
s1
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donde C2 “ C2ps1q. Por último, estimemos }Byu}L1TL8xy
. De la misma forma como estimamos










































donde ε3 lo escojeremos más adelante. Para el término dentro de la integral, de la estimativa
























































































































. Ésto lo haremos para dos casos





q ą 0 para 0 ă ε3 ă 1.
































































































































ă 1. Aśı que quedamos en la misma situación del primer
caso, lo que nos lleva a las mismas dos desigualdades (3.40) y (3.41). Estas desigualdades

















Ya tenemos todos los ingredientes necesarios para demostrar el siguiente teorema.
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, s2 ď s1 y
#





ă 1 si α ď 0.
Entonces, para cualquier ψ P Hs1,s2pR2q, existe un tiempo T “ T p}ψ}Hs1,s2 q y una única





Además, si 0 ă T 1 ă T , existe una vecindad V de ψ en Hs1,s2pR2q tal que ψ ÞÑ uptq es
continua
Del buen planteamiento de (0.13) en Hσ para σ ą 2 (σ fijo), para ψ P H8pR2q, existe una
única solución u P Cpr0, T ˚s : HσpR2qq, donde T ˚ es el tiempo maximal de existencia de la
solución, tal que si T ˚ ă 8, entonces
ĺım
tÕT˚
}uptq}Hσ “ 8. (3.43)
Gracias a lo anterior se tiene la siguiente estimativa a priori que será útil en la demotración
de la existencia de la solución del problema (0.13).
Lema 3.10. Sea 2 ă σ, ´1 ď α ď 1 y s1, s2 como en Teorema (3.9) tales que si ď σ,
i “ 1, 2. Sean, asimismo, ψ P Hσ y u P Cpr0, T ˚q : HσpR2qq tal que up0q “ ψ, donde T ˚ es el
tiempo máximal de existencia de u. Entonces, existen K0 “ K0ps1, s2q ą 0, Ls1,s2 ą 0 tales
que T ˚ ą T , donde pLs1,s2 }ψ}Hs1,s2 ` 1q
12
7 T “ 1, y
}u}L8T Hs1,s2
ď 2 }ψ}Hs1,s2
fpT q “ }u}L1TL8xy
` }Bxu}L1TL8xy ` }Byu}L1TL8xy
ď K0
(3.44)






Hs1,s2 ď 2 }ψ}Hs1,s2
)
(3.45)
Del buen planteamiento, este conjunto no es vaćıo. Sean Cs1,s2 como en el Lema 3.8, C como







Veamos que T ď T0. Supongamos que no. Gracias al Lema 3.8
fpT0q ď Cs1,s2T
ks1,s2











s1,s2 ď 2 }ψ}Hs1,s2 y T0 ă T ,
fpT0q ď 2Cs1,s2
p1` fpT0qq
Ls }ψ}Hs1,s2 ` 1
}ψ}Hs1,s2
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o equivalentemente





Del Lema 3.7 tendŕıamos
}upT0q}Hs1,s2 ď e
1
2 }ψ}Hs1,s2 ă 2}ψ}Hs1,s2 .
De la continuidad de u, se sigue que existe T̃ ą T0 tal que
}u}L8
T̃
Hs1,s2 ď 2}ψ}Hs1,s2 ,
lo que contradice la elección de T0. Luego, T ď T0. En particular,
}u}L8T Hs1,s2 ď 2}ψ}Hs1,s2 ,
y, al repetir el razonamiento anterior a partir de la desigualdad (3.46), tomando T en lugar





Esto prueba el lema.
Corolario 3.11. Sea ψ y T como en el lema anterior. Si ψ P H8, entonces la solución u
del problema de Cauchy (0.13), con up0q “ ψ, pertenece al conjunto Cpr0, T s;H8q.
Demostración. Sea T como en el lema anterior. De ese lema, para cualquier número σ que
sastisface la condición que alĺı se establece, se tiene que u P Cpr0, T s;Hσq. De aqúı sigue el
corolario.
Corolario 3.12. Sea R ą 0 y ψ P H8 tal que }ψ}Hs1,s2 ď R. Entonces, existe T0 que depende












Demostración. Si hacemos T0 “ 1{pLs1,s2R ` 1q
12
7 , tenemos que T0 ď T , T como en el lema
anterior. De la demostración de ese lema se sigue que fpT0q ď 1{2C, que no depende del
dato inicial, sólo de s1 y s2. Haciendo M “ 1{2C se muestra el corolario.
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3.4.1. Demostración del Teorema 3.9
Lema 3.13. Supongamos que ψ y φ P H8 y que u y v P Cpr0, T s;H8q son las soluciones
del problema (0.13) con condiciones iniciales ψ y φ, respectivamente. Entonces,
}u´ v}L2pT0q ď }ψ ´ φ}L2e
CM ,
donde T0pRq y M son como en el Corolario 3.12, C una constante que depende sólo de s1 y
s2, y R es el máximo entre las normas de φ y ψ en el espacio H
s1,s2.
Demostración. La demostración es análoga a la obtención de la estimativa de enerǵıa. Vea-
mos. Sean u y v como en el enunciado del lema. Entonces,
Btpu´ vq “ B
3
xpu´ vq ´HDαB2ypu´ vq `
1
2












p}ux}L8 ` }vx}L8q}u´ v}
2
2.
Del Lema de Gronwall y el Corolario 3.12 se sigue el lema.
Ahora, sea ψ P Hs1,s2 y supongamos que ψn es una sucesión de funciones enH
8 que convergen
a ψ en Hs1,s2 . Al tomar R “ supn }ψn}, del lema anterior, las soluciones de (0.13) un P
Cpr0, T0s;H
8pR2qq, con condición inicial ψn, convergen uniformemente a una función u en
Cpr0, T0s;L
2pR2qq. Más aún, del Corolario 3.12, las funciones un son uniformemente acotadas
enHs1,s2 . Por lo tanto, del teorema Banach-Alaoglu, unptq tiene una subsucesión que converge
débilmente en Hs1,s2 . De la convergencia uniforme de unptq a uptq en L
2, se sigue que uptq P
Hs1,s2 , para cada t P r0, T0s. De la continuidad de u de r0, T0s en L
2 se sigue la continuidad
débil de u de r0, T0s en H
s1,s2 . En particular, de la acotación uniforme de la sucesión unptq y
del Lema 1.7, se sigue que un converge fuerte y uniformemente en H
s11,s
1
2 a u, para cualquier
par de números reales no negativos s11, s
1
2 estrictamente menores que s1, s2, respectivamente.
Como cada una de las funciones de un satisface la ecuación integral asociada a (0.13),



















1 ă s12 ă s2. Del Lema 3.6, al considerar 17{12´α{4 ă s
1











Lema 3.14. Sea ψ P Hs1,s2pR2q. Entonces, existe un T ą 0 y una única de u P Cpr0, T s;L2pR2qqX
Cwpr0, T s;H





x,y y la transformación ψ ÞÑ u es Lipschitz continua de L
2pR2q a Cpr0, T s;L2pR2qq.
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Demostración. Sólo falta demostrar que u es única y que la transformación ψ ÞÑ u es Lips-
chitz continua de L2pR2q a Cpr0, T s;L2pR2qq. Sean u y v como en el enunciado del lema.













pBxu` Bxv, pu´ vq
2
qL2 ď p}ux}L8x,y ` }vx}L8x,yq}u´ v}
2
L2 .
Ya que }ux}L8x,y `}vx}L8x,y es integrable y }u´v}
2
L2 es continua, del lema de Gronwall se sigue
el teorema.
Lema 3.15. Para ψ P Hs1,s2 como en el lema anterior, la solución u de (0.13) descrita alĺı
es fuertemente continua en Hs1,s2
Demostración. Sean ψ, ψn, un, n “ 1, 2, 3, ¨ ¨ ¨ , y u como antes. Sean, asimismo, M , T0 como
en el Corolario 3.12 y T ď T0. Es claro que fnpT q “ }un}L8x,y`}Bxun}L8x,y`}Byun}L8x,y satisface
que
fnpT q ďM,
para todo n. Del Lema 3.8 y el Corolario 3.12, se sigue que
fnpT q ď 2Cs1,s2T
ks1,s2 p1`MqR.
Del Lema de 3.7,
}unpT q}Hs1,s2 ď }ψn}Hs1,s2e
2Cs1,s2T
ks1,s2 p1`MqR,
para todo n. De la convergecia débil de unpT q a upT q en H
s1,s2 y como ψn converge a ψ en
Hs1,s2 , se sigue que
}upT q}Hs1,22 ď }ψ}Hs1,22e
2Cs1,s2T
ks1,s2 p1`MqR.
De esta última desigualdad y la continuidad débil de u en Hs1,s2 , se sigue que
}ψ}Hs1,s2 ď ĺım inf
TÑ0`
}upT q}Hs1,s2 ď ĺım sup
TÑ0`
}upT q}Hs1,s2 ď }ψ}Hs1,s2 .
Luego, u es continua fuertemente a derecha en 0 en el espacio Hs1,s2 . Como up´t,´x,´yq
es aśımismo solución de la ecuación (0.13), tenemos que u es asimismo continua fuertemente
a izquierda en 0 en el espacio Hs1,s2 . Ahora bien, para cualquier t˚ P r0, T s, upt ` t˚q es
también solución de la ecuación (0.13) con condición inicial upt˚q. Luego, de la unicidad de
la solución, u también es fuertemente continua en t˚ en el espacio Hs1,s2 . Esto termina la
demostración.
Ahora examinemos la continuidad de las soluciones de (0.13) con respecto al dato inicial.
Para este propósito usaremos una técnica muy útil y recurrentemente usada en la literatura
relacionada con el buen planteamiento de ecuaciones de evolución. Esta técnica es el método
de aproximaciones de Bona-Smith introducida en [7]. Veamos.
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Lema 3.16. Sea φ P Hs1,s2, s1 y s2 números reales positivos. Para cada τ ą 0 definamos φ
τ
por
















}φτ ´ φ}Hs1,s2 “ 0


















}φτ ´ φθ}L2 ď C|τ ´ θ|}φ}Hs1,s2 (3.51)
Proposición 3.17. Sean R ą 0, Λ un conjunto y ψλPΛ una colección de funciones en H
8
tales que }ψλ}Hs1,s2 ď R, para todo λ P Λ. Sean ψ
τ
λ las aproximaciones definidas a partir de
ψλ como en (3.48), y u
τ
λ las soluciones de (0.13) con condición inicial ψλ, para todo λ P Λ.






















para todo λ P Λ.
Demostración. Es evidente que uτλptq también está definido sobre r0, T0s, para todo n y τ .

























































































Estimemos los dos últimos términos que aparecen en la anterior desigualdad. Del Lema 1.8,
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Por lo tanto, procediendo como en la demostración del Lema 3.8, de la estimativa refinada





















































































2 y ν son tales que 1 ă s
1
i “ νsi ă si, i “ 1, 2. Del mismo modo, de nuevo, si
procedemos como en la demostración del Lema 3.8, más precisamente de la manera en que









De estas dos últimas desigualdades junto a (3.61) y el Lema de Gronwall se sigue la propo-
sición.
Corolario 3.18. Sean, ψτλ y u
τ
λ como en el resultado anterior. Entonces, tu
τ
λuτą0 converge





}uτλptq ´ uλptq}Hs1,s2 “ 0
Demostración. Tomando θ “ 0 en la Proposición 3.17.
Teorema 3.19. En Hs1,s2, la aplicación ψ ÞÑ u, donde u es solución de 0.13, es conti-
nua. Más precisamente, si pψnqnPN es una sucesión tal que ψn Ñ ψ en H
s1,s2 y si un P
Cpr0, T0s, H






}unptq ´ uptq}s “ 0
Demostración. Sean ψ P Hs1,s2 y pψnq una sucesión en H
s1,s2 que converge fuertemente ψ




4ψn y ψm “ e
1
m
4ψ. Sean un, u, um,n, um, u
τ
n, u
τ , uτm,n, u
τ
m las correspondientes
soluciones de (0.13) en r0, T0s con condiciones iniciales ψn, ψ, ψm,n, ψm, ψ
τ
n, ψ
τ , ψτm,n, ψ
τ
m,
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τ en el sentido débil, cuando mÑ 8. Por lo tanto,















m,n, ϕyHs1,s2 ` xu
τ
m,n ´ um, ϕyHs1,s2
‰
`
` xuτn ´ u
τ , ϕyHs1,s2 .
De otro lado, el Corolario 3.18 implica que, dado ε ą 0, existe τ0 tal que para 0 ă τ ď τ0
|xum,n ´ uτm,n, ϕyHs1,s2 ` xuτm,n ´ um, ϕyHs1,s2 | ď ε }ϕ}Hs1,s2 ,
para todo m ą 0. Luego,





para todo ϕ P Hs1,s2 . Por lo tanto,















s ď }ψn ´ ψ}Hs1,s2 τ
´ 1
s .
Luego, fijando τ suficientemente pequeño, podemos concluir de (3.62) que
}un ´ u}Hs1,s2 ď 2ε,
para n suficientemente grande.
Veamos ahora que el problema es bien planteado en los espacios Xs1,s2 , X̃s1,s2 y Y s1,s2 . Ya
que las soluciones de (0.13) satisfacen la ecuacion integral








se tiene que B´1x u y B
´1
x Byu satisfacen las ecuaciones
B
´1
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respectivamente. De aqúı y del Teorema 3.9, para s1 y s2 como en ese teorema, se sigue que
(0.13) es bien planteado en los espacios pXs1,s2 , Xs1,s2 e pY s1,s2 . El caso Y s1,s2 nos exige cierto
esfuerzo adicional. Para dato inicial ψ P Y 8, la solución u con dato inicial está Cpr0, T0s, Y
8q.









ď Cp}ux} ` }uy}q}u}
2
Y s1,s2 .





}u}2Y s1,s2 ď Cp}ux}8 ` }uy}8q}u}
2
Y s1,s2 . (3.63)
Gracias al lema de Gronwall se tiene la siguiente generalización del Lema 3.7,









Ahora, si ψ es arbitraria, de la misma forma que demostramos para el Hs1,s2 , la solu-
ción u P Cpr0, T s;Y s1,s2q. Para ver que la transformación ψ ÞÑ u es continua de Y s1,s2
en Cpr0, T s;Y s1,s2q se repite el mismo argumento de Bona-Smith que emplamos antes. Aśı,
pues resumiendo, reparafraseamos el Teorema (2.7) para la situación en el presente caṕıtulo.
Teorema 3.20. Sean s1, s2 y α como en Teorema 3.9. Sea, asimismo, Z cualquiera de los
espacios Xs1,s2, pXs1,s2, Y s1,s2 y pY s1,s2. Entonces, si ψ P Z y u P Cpr0, T s, Hs1,s2q es solución
de (0.13) con up0q “ ψ, entonces u P Cpr0, T s, Zq. Más aún, ψ ÞÑ u es continua de Z en
Cpr0, T s, Zq
4 Observaciones de mal planteamiento
de la ecuación (0.13)
En este caṕıtulo demostraremos que el flujo asociado a la ecuación (0.13) no es de clase C2
para ´1 ď α ă 0. En particular, tenemos que no podemos aplicar el proceso iterativo de
Picard para resolver la ecuación de Duhamel asociada a dicha ecuación.
Para ésto usaremos las ideas dadas en [29] para demostrar que el flujo asociado a la ecuación
KP-I no es de clase C2.
4.1. El flujo asociado al problema (0.13) no es C2
Teorema 4.1. Sean ps1, s2q P R2 y ´1 ď α ă 0. Entonces, no existe T ą 0 tal que (0.13)
tenga una única solución u para toda φ P Hs1.s2 y que el flujo St : φ ÞÑ u sea de clase C
2 en
0 de Hs1.s2 en Hs1.s2
Demostración. Veamos primero que debemos mostrar. Para ello consideremos upλ, tq “
Stpλφq, St el flujo asociado el problema (0.13). Aśı pues que esta solución satisface la ecuación
de Duhamel asociada al ecuación (0.13), es decir








Si el flujo es dos veces diferenciable alrededor de 0 en Hs1.s2 entonces, gracias a la regla de
la cadena,



























seŕıa una forma cuadrática proveniente de una transformación bilineal simétrica continua en
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para toda φ P Hs1.s2 . Demostremos pues que éste no es el caso. Para ello supongamos que
esta desigualdad se cumple y consideremos la función φ definida v́ıa la transformada de
Fourier por





































y 1Di son las funciones caracteŕısticas de los conjuntos Di, i “ 1, 2. }φ}Hs1.s2 „ 1 para
cualesquiera valores que se tomen de γ y de N . Veamos que para una conveniente elección





















se puede hacer tan grande como se quiera. Haciendo un calculo directo de su transformada











es f1 ` f2 ` f3 donde








χpξ, ξ1, η, η1q
dξ1dη1,











χpξ, ξ1, η, η1q
dξ1dη1
y
























χpξ, ξ1, η, η1q
dξ1dη1,
donde χ es la función resonante
χ “ χpξ, ξ1, η, η1q “ ϑpξ, ηq ´ ϑpξ1, η1q ´ ϑpξ ´ ξ1, η ´ η1q
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es la función de fase y θ “ ´α, que está entre 0 y 1. Ya que en nuestro caso ξ, ξ1 y ξ ´ ξ1
son todos positivos, tenemos
































Para continuar necesitamos el siguiente lema.
Lema 4.2. Supongamos que
pξ1, η1q P D1 y pξ ´ ξ1, η ´ η1q P D2
o
pξ1, η1q P D2 y pξ ´ ξ1, η ´ η1q P D1.
Entonces,
|χpξ, ξ1, η, η1q| À γ
2N.
Demostración. Primero calculemos los η tales que χpξ, ξ1, η, η1q “ 0. Aśı pues, tenemos




´ 2ξθξθ1η1η ` rξ
θ
1 ` pξ ´ ξ1q
θ
sξθη21 ´ 3ξ










rξθ ´ pξ ´ ξ1qθs
`
ξθpξ ´ ξ1qθrξθ1 ` pξ ´ ξ1q
θ ´ ξθsη21
rξθ ´ pξ ´ ξ1qθs2ξθ1
(4.8)
Sea η˚ el cero de menor tamaño entre los dos calculados anteriormente. Aśı pues,
η˚ ´ η1 “
pξ ´ ξ1q
θη1




rξθ ´ pξ ´ ξ1qθs
`
ξθpξ ´ ξ1qθrξθ1 ` pξ ´ ξ1q
θ ´ ξθsη21










rξθ ´ pξ ´ ξ1qθs
`
ξθpξ ´ ξ1qθrξθ1 ` pξ ´ ξ1q
θ ´ ξθsη21
rξθ ´ pξ ´ ξ1qθs2ξθ1
.
Entonces























si ξ ‰ ξ1
1
θ












pξθ ´ pξ ´ ξ1qθq
,
tenemos que














































































y que ξ1 en rN,N ` γs. Aśı
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Del teorema del valor medio, existe η̄ P rη, η˚s tal que
χpξ, ξ1, η, η1q “ χpξ, ξ1, η
˚, η1q ` pη ´ η
˚
qBηχpξ, ξ1, η̄, η1q
“ ´pη ´ η˚q




“ ´pη ´ η˚q
2ppη̄ ´ η1qξ
θ ´ pξ ´ ξ1q
θη̄q
ξθpξ ´ ξ1qθ



























El lema sigue inmediatamente al observar que
χpξ, ξ1, η, η1q “ χpξ, ξ ´ ξ1, η, η ´ η1q.
Terminemos la demostración del teorema. Elijamos γ y N en tal forma γ2N “ N´ε para












para pξ1, η1q P D1 y pξ ´ ξ1, η ´ η1q P D2 o pξ1, η1q P D2 y pξ ´ ξ1, η ´ η1q P D1. Aśı que













2N “ N p1´3εq{4.
Esto nos lleva a contradicción ya que
1 „ }φ}2Hs Á }f3pt, ¨, ¨q}Hs .
Una consecuencia inmediata del anterior teorema es el siguiente teorema.
Teorema 4.3. Para ps1, s2q P R2, ´1 ď α ă 0 y un número real positivo T , no existe un
espacio XT encajado continuamente en Cpr´T, T s, H
s1,s2q tal que, para una constante fija
C,
}Wαp¨qφ}XT ď C}φ}Hs1,s2 , (4.12)
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ď C}u}2XT , (4.13)
para toda u P XT .
Obsérvese que las estimativas dadas en la afirmación del teorema son necesarias para probar









Demostración. Supongamos que se tienen (4.12) y (4.13) para toda φ P Hs1,s2 y para toda
u P XT . Sea φ P H














































lo que es contradictorio con el teorema anterior. Esto termina la demostración.
Otro corolario inmediato es el siguiente teorema.
Teorema 4.4. El flujo asociado al problema (0.13), para ´1 ď α ă 0, cuyo buen plantea-
miento fue probado anteriormente, no es de clase C2.
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[16] Kenig, C. E., Martel, Y., and Robbiano, L. Local well-posedness and blow-
up in the energy space for a class of L2 critical dispersion generalized Benjamin-Ono
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