Abstract. We consider stochastic evolution of particles moving on Z with opposite speeds. This model of interacting exclusions admits a hyperbolic (Euler) scaling, and its hydrodynamic limit results in the Leroux system of PDE theory. The basic model can be modified by introducing a spin-flip, or a creation-annihilation mechanism. In a regime of shock waves the method of compensated compactness is applied. We are going to discuss usefulness of another tool of the theory of conservation laws, the technique of relaxation schemes is extended to microscopic systems.
Historical Notes and References
The mathematical theory of hydrodynamic limits (HDL) has been initiated by Roland Lvovich Dobrushin and co-workers about thirty years ago. As motivated by the principles of statistical physics, in the first period hyperbolic scaling of some exactly solvable mechanical systems (hard rods and harmonic oscillators) was investigated, see [BDS80] , [BDS83] , [DPST86] and [DPST88] . The study of deterministic models with a more realistic interaction is still out of the question, first of all because the strong ergodic hypothesis, which means a description of translation invariant stationary measures of the system, is a formidable open problem. In the next coming discussions we concentrate on stochastic models with hyperbolic scaling, concerning well known fact we refer to [Lig85] , [KL99] or [Daf05] . In contrast to diffusive scaling, in the case of hyperbolic problems a direct compactness argument, the so called Two-blocks lemma of Guo-Papanicolau-Varadhan [GPV88] is not available because entropy production does not vanish. In this pioneering paper relative entropy of the evolved measure with respect to an equilibrium state is considered, and the fundamental a priori bound resulting in tightness of the distributions of the scaled process is based on the temporal derivative (Dirichlet form or entropy production) of relative entropy. This method works well whenever the space -time average of the Dirichlet form goes to zero in the scaling limit, this is the case of diffusive models. The situation is similar to that of the small viscosity approach of PDE theory, where energy inequalities are effective as long as the artificial viscosity (an elliptic term added to a hyperbolic equation or system) is present, but an additional compactness argument, the method of compensated compactness is required when the artificial viscosity goes to zero.
Assuming smoothness of the macroscopic solution for t T , the relative entropy method of H.-T. Yau [Yau91] works in fairly general situations including hyperbolic systems. This approach avoids the problem of tightness, but typical initial conditions result in the formation of shock waves (discontinuous solutions). Therefore in a regime of shocks a synthesis of probabilistic and advanced PDE techniques is required. In this paper we are going to survey some recent results on hyperbolic scaling problems on the basis of the papers: [Fri01] , [FT04] , [FN06] and [BFN] . We are interested in HDL of some models living on the one-dimensional integer lattice Z, beyond shocks the stochastic theory of compensated compactness is applied. Our main purpose is to demonstrate applicability of a supplementary tool of PDE theory, the method of relaxation schemes.
The most popular hyperbolic model is certainly the asymmetric exclusion process (ASEP). Its configurations ω ∈ Ω := {0, 1}
Z are doubly infinite sequences ω = (ω k : k ∈ Z) representing particles sitting on Z; ω k = 1 means that there is a particle at site k ∈ Z, while k ∈ Z is empty if ω k = 0. The formal generator L of a simple exclusion process is acting on functions ϕ depending on a finite number of variables ω k as
where Z * is the set of bonds b = (k, k + 1) of Z, 0 p 1,
and ω b is obtained from ω ∈ Ω by exchanging ω k and ω k+1 , the rest of the configuration is not altered. Note that p = 1 in the totally asymmetric case of TASEP, while the process is symmetric if p = 1/2; p is the intensity of jumps to the right, 1 − p is that of to the left. The evolution law preserves the number of particles, and it is well known that every translation invariant stationary measure is a superposition of product (Bernoulli) measures see, e.g., [Lig85] . Let λ ρ denote the Bernoulli measure such that the mean value of ω k is just ρ = λ(ω k ); here and below µ(ϕ) denotes the expectation of a random variable ϕ with respect to a probability measure µ. It is easy to see that L ep ω k = J k−1 − J k is a difference of currents, where
The principle of local equilibrium is claiming that the flux of the macroscopic equation should be calculated in this way, see [KL99] for a detailed explanation. Therefore we expect a Burgers equation
as HDL of ASEP. For compactly supported C 1 functions ψ : R → R, the scaled density field is defined for ε > 0 and t 0 as
ψ(x)ρ 0 (x) dx in probability for all ψ as ε → 0, we ought to prove a law of large numbers, namely that R ε (t, ψ) → ∞ −∞ ψ(x)ρ(t, x) dx in probability for all t > 0 and ψ, where ρ = ρ(t, x) is a uniquely specified solution to the Burgers equation with initial value ρ 0 . The statement is a bit problematic because the Burgers equation develops shocks (discontinuous weak solutions), and uniqueness of the weak solution breaks down in a regime of shocks.
A study of the long time asymptotics of ASEP has been initiated by T.M. Liggett, see Chapter 8 of [Lig85] . H. Rost [Ros81] investigated TASEP with a deterministic initial configuration such that ω k (0) = 1 if k 0 and ω k (0) = 0 otherwise. He managed to prove convergence as ε → 0 of R ε to the rarefaction wave solution
to the Burgers equation above with p = 1, and the principle of local equilibrium was also established. A general theory of HDL for asymmetric attractive systems as ASEP and AZR has been initiated by F. Rezakhanlou [Rez91] . The initial distribution is a general product measure, and convergence to the unique entropy solution of a single conservation law is proven. The macroscopic solution is defined in a sense of distributions, a measurable and bounded ρ :
Weak solutions are not determined by their initial values, we have to use an entropy condition to select the physically acceptable solution. By means of the effective coupling arguments one has for attractive systems, Rezakhanlou was able to verify the uniqueness criterion of S. Kruzkov:
for all c ∈ R and continuously differentiable 0 ψ ∈ C 1 co (R 2 + ), the subscript "co" indicates that ψ is compactly supported in the interior of R 2 + . For further details and references see [KL99] .
The work of T. Seppäläinen [Sep99] is based on another idea of PDE theory. Suppose that U (t, x) satisfies the Hamilton-Jacobi equation, that is, ∂ t U +f (∂ x U ) = 0; then ∂ t u + ∂ x f (u) = 0 for u := ∂ x U . The Hamilton-Jacobi equation is solved by the Hopf -Lax formula:
where g(y) := inf x {xy − f (y)} if f is concave, see Chapter 2 of [Ser99] ; exactly the unique entropy solution to the Burgers equation is obtained in this way. Seppäläinen managed to realize this argument at the microscopic level, his initial condition is quite general. By means of fairly explicit calculations he proved the hydrodynamic law of large numbers for TASEP and its generalization without any reference to strong ergodicity. We see that in a regime of shocks, hydrodynamic limit of systems with hyperbolic scaling requires advanced methods of PDE theory. Any of the results mentioned above exploits the specific structure of the microscopic models, attractiveness is the leading key word in the case of stochastic models. However, microscopic systems admitting two or more conservation laws are certainly not attractive, and this is the case of several interesting one-component models, too. As far as I understand, compensated compactness is the only general tool that works even if an effective coupling is not available. It is based on an evaluation of additional conservation laws of the macroscopic equations, and the calculation of their microscopic currents requires non-gradient tools as logarithmic Sobolev inequalities (LSI), see [Fri01] for a first exposition of the stochastic theory of compensated compactness in the case of asymmetric exclusions. The required LSI is not always available, we are going to discuss applicability of relaxation schemes in such situations in the spirit of [CL93] , [CLL94] and [Daf05] ; the microscopic (stochastic) version of this method is due to [BFN] .
Interacting Exclusions
Imagine that ±1 charges are moving in an electric field, positive charges perform TASEP to the right on Z, negative charges move according to TASEP to the left with unit jump rates in both cases such that two or more particles can not coexist at the same site. There is an interaction between these processes: if charges of opposite sign meet, then they jump over each other at rate 2. Only this choice of the rate of interaction ensures that translation invariant product measures are all stationary states, in case of other rates the stationary measures are not known. The configuration space is just Ω := {0, +1, −1} Z , its elements are doubly infinite sequences ω = (ω k : k ∈ Z), ω k = 0, ±1, thus ω k denotes the charge at site k ∈ Z, ω k = 0 indicates an empty site, the occupation number is denoted by η k := ω 2 k . The generator of the process is acting on functions ϕ of a finite number of variable as
where, as before, ω b is obtained from ω ∈ Ω by exchanging ω k and ω k+1 if b = (k, k + 1), and c b (ω) := η k + η k+1 + ω k − ω k+1 in this case. Total charge P = ω k and particle number R = η k are obviously preserved by the evolution, and the associated translation invariant stationary product measures {λ π,ρ : |π| ρ ∈ (0, 1)} can be parametrized in such a way that λ π,ρ (ω k ) = π and λ π,ρ (η k ) = ρ. Conservation of ω and η means that they are driven by currents, i.e.,
We see that this model of interacting exclusions admits a hyperbolic scaling, and
thus the principle of local equilibrium suggests that a version of the Leroux system,
governs the macroscopic evolution. Let us remark that v = 1 − ρ and u = −π solve the traditional Leroux system, i.e.,
. Assuming smoothness of the macroscopic solution, by means of the relative entropy method of H.-T. Yau, Tóth-Valkó [TV03] derive (2.2) as the hyperbolic scaling limit of the model in a periodic setting. The strong ergodic hypothesis can easily be proven by a standard entropy argument: every translation invariant stationary measure is a superposition of product measures, see, e.g., [Lig85] for such proofs.
Interacting exclusions beyond shocks. In this case the method of compensated compactness is needed, extreme oscillations of the process are suppressed by an additional stirring mechanism defined by S,
L := L 0 + σ(ε)S generates the modified process. At the macroscopic level just εσ(ε) is the intensity of artificial viscosity, thus εσ(ε) → 0 as ε → 0 is a natural condition; we do not have any hyperbolic scaling otherwise. The second assumption, εσ 2 (ε) → +∞ as ε → 0 is less obvious, it is needed when microscopic currents are evaluated by means of LSI involving the Dirichlet form of S.
At a level ε > 0 of scaling letP ε denote the distribution of the empirical procesŝ u ε , it is defined in terms of block averages aŝ
Two types of block averages are used, for l ∈ N and any sequence ξ indexed by Z we writeξ
3)
The size l = l(ε) of these blocks is specified as the integer part of (σ 2 /ε) 1/4 . Lax entropy pairs (h, J) play a fundamental role in the theory of compensated compactness. A differentiable function h = h(π, ρ) is a Lax entropy of the Leroux system with flux J = J(π, ρ) if ∂ t h + ∂ x J = 0 along classical solutions, i.e., h is an additional conservative quantity of the system. We say that u = (π, ρ) is an entropy solution to (2.2) if
is a Lax entropy pair with h convex. The main result of [FT04] can be extended to general (not necessarily periodic) initial distributions as follows:
Theorem 2.1. The family {P ε : ε > 0} is tight with respect to the local strong topology of L 1 (R 2 + ), and as ε → 0, all limit distributions are concentrated on a set of entropy solutions to (2.2).
Of course, ±π and ±ρ are convex Lax entropies, thus entropy solutions are weak solutions. However, the Lax entropy condition is known to imply uniqueness of weak solution for a single conservation law only, see, e.g., [CR00] . In case of the Temple class systems as (2.2), local bounds on the total variation of the empirical process would be required, cf. [Ser99] . This problem seems to be hard when we are facing with a microscopic system, it is difficult to prove uniform bounds of this kind at fixed times. For instance, we do not see tightness of the distributions of scaled process in a D space of trajectories. In the rest of this section we outline the proof of Theorem 2.1, see [FT04] or [FN06] for details.
Compensated compactness. We consider a system ∂ t u + ∂ x f (u) = 0 of two equations, i.e., u : R 2 + → R and f : R 2 → R. In such cases let Θ denote the set of θ = {θ t,x (du) : (t, x) ∈ R 2 + } such that θ t,x is a probability measure on R 2 for each (t, x) ∈ R 2 + , and θ t,x (h) is a measurable function of (t, x) whenever h is measurable and bounded; θ t,x (h) denotes expectation of h with respect to θ t,x . An element θ ∈ Θ is called a Young family. We say that θ ∈ Θ is a measure-valued solution to the above system of two equations with initial value u 0 if
, see, e.g., [Daf05] . A measurable function u : R 2 + → R 2 is represented by a family θ ∈ Θ of Dirac measures such that θ t,x is concentrated on the actual value u(t, x) of u, this is the Young representation of u. Therefore any weak solution is a measure-valued solution, and any θ ∈ Θ can be identified as a locally finite measure m θ by dm θ := dt dx θ t,x (du) on R 2 + × R 2 ; let M θ denote the set of these Young measures. The family {P ε : ε > 0} is obviously tight with respect to the local weak topology of M θ , thus the strong ergodic hypothesis implies almost immediately that as ε → 0, all limit distributions of the Young measure are sitting on a set of measure-valued solutions. Convergence to a set of weak solutions can be proven by means of the Div-curl lemma of Tartar and Murat, see, e.g., Chapter 16 in [Daf05] .
Proposition 2.1. Let (h 1 , J 1 ) and (h 2 , J 2 ) denote continuously differentiable Lax entropy pairs of (2.2). With probability one with respect to any limit distribution, as ε → 0 of the Young measure ofû ε we have
for almost every (t, x) ∈ R 2 + . This factorization property implies the Dirac property of the Young measure in many cases, see, e.g., [DiP85] , [Daf05] in general, and [Ser99] , [FT04] on the Leroux system. Therefore to prove Theorem 2.1 we have to verify Proposition 2.1, it is based on a delicate evaluation of entropy production
where (h, J) is a Lax entropy pair, and
by a direct stochastic computation we get
where M ε is the contribution of a martingale such that EM 2 ε → 0 as ε → 0. The crucial step of the argument is to show that Γ ε (ψ, L 0 h) and ε Γ ε (ψ x , J) cancel each other, see end of Section 4 for a brief explanation. Of course, X ε (ψ, h) 0 as ε → 0 because the contribution σ(ε) Γ ε (ψ, Sh) of σS does not vanish in a regime of shocks, and this claim in not depend on our assumption that σ(ε) → +∞. By means of the estimates below we get a decomposition X ε = Y ε + Z ε such that Y ε goes to zero in H −1 (R 2 + ), while Z ε is bounded in the space of measures, finally lim sup Z ε 0 in probability as ε → 0 if h is convex and ψ 0.
The a priori bounds. The fundamental One-block and Two-blocks lemmas of [GPV88] are based on relative entropy and its Dirichlet form. At a level ε > 0 of scaling let µ t,ε denote the evolved state, λ := λ 0,1/2 is chosen as our reference measure, and µ t,ε,n is the joint distribution of the variables {ω k : |k| n} at time t 0. Relative entropy of µ t,ε in a box Λ n := [−n, n] ∩ Z is defined as S n (t) := log f t,ε,n (ω) µ t,ε (dω), where f t,ε,n := dµ t,ε,n /dλ, while
is the associated Dirichlet form. The following local bound on S n and D n goes back to [Fri90] , see also [FN06] or [BFN] for the case of exclusion processes. If σ 1 then
with some universal constant C 0 . This bound allows us to extend the result of [FT04] to infinite volume. If σ = σ(ε) is large, then LSI for S improves the entropy bound of (2.
whenever f is a probability density with respect toλ l,k ρ,u . It is very important that ℵ does not depend on π, ρ, l and f . This LSI allows us to estimate canonical expectations via the basic entropy inequality:
whenever f is a probability density with respect to dλ l,k ρ,u , and ϕ is a bounded variable. The second, moment generating term on the right-hand side is also a conditional expectation, consequently its bound should be independent of the conditions. Let us remarks that the following a priori estimates are consequences of the local entropy bound (2.8) therefore they apply also in the case of the modified processes to be introduced in the next two sections. The first result is a sharp form of the One-block lemma, see Proposition 1 in [FT04] or Lemma 3.2 of [FN06] .
Lemma 2.1. Let J(ω 0 , ω 1 ) denote a given function, J(ρ, u) := λ π,ρ (J) and J k (ω) := J(ω k , ω k+1 ). We have a universal constant C 1 depending only on C 0 and J such that
whenever r, τ 1 and εl 3 σ l 1.
The following comparison of various block averages, that is, a Two-blocks lemma follows also via LSI in much the same way as the previous lemma did, see Lemma 3.3 and Lemma 3.4 in [FN06] .
Lemma 2.2. We have a universal constant C 2 such that if r, τ 1 and εl
where
By means of Lemmas 2.1 and 2.2 the estimates we need to conclude Proposition 2.1 follow by lengthy, but routine computations, see [FT04] , [FN06] or [BFN] .
Relaxation of the Spin-Flip Mechanism
In our paper [FN06] with Kati Nagy the following problem was discussed. The process of interacting exclusions can be modified by introducing a Glauber type reflection mechanism ω → ω k such that ω k → −ω k , that is (ω k ) k = −ω k ; the rest of the configuration is not changed. Reflections +1 → −1 and −1 → +1 may have different rates, the generator of this mechanism is
where κ ∈ (−1, 1) is a constant. We see that 1 − κ is the rate of a reflection
is the same as in the previous section, the factor α(ε) > 0 will be specified later. The reflection mechanism violates conservation of total charge, thus particle number remains the only conserved quantity. Stationary product measures are characterized by 
as the expected hydrodynamic equation of particle density ρ(t, x). This means that in the Leroux equation for ρ we can simply replace π with κρ. Another explanation of this step comes from the identity
Here L(κ η k − ω k ) is a difference of currents because both ω k and η k are preserved by interacting exclusions with stirring, while the second term on the right-hand side results in a relaxation of κη l,k −ω l,k to zero as α(ε)/ε → +∞. Concerning the related PDE literature we refer to the papers [CL93] , [CLL94] , [GT01] , and to Sections 6.7 and 16.5 of [Daf05] . Our main goal here is to clarify the picture, we demonstrate relaxation by choosing H κ (π, ρ) := (1/2)(π −κ ρ) 2 as a Liapunov function. The main steps of the argument can be summarized as follows.
Having in mind Lemma 2.1 and Lemma 2.2, we need an a priori bound allowing us to carry out the replacementω l,k ≈ κη l,k . This step is based on estimation of the expectation ofH
where 0 ψ ∈ C 1 c (R 2 + ) and
The empirical processū ε is now defined asū ε = (π ε ,ρ ε );π ε (t, x) :=ω l,k (t/ε) and ρ ε (t, x) :=η l,k (t/ε) if |x − εk| < ε/2; it is generated by L κ , and l = l(ε) denotes the integer part of ε −1/4 σ 1/2 (ε). In the stochastic differential ofH κ the crucial term is certainly the contribution of G κ :
whereω j l,k denotes the block average of the sequence ω j . The negative term on the right-hand side is responsible for relaxation, by an easy computation we get Lemma 3.1. There exists a universal constant C 3 such that
whenever τ, r 1 and εl 3 σ l 1.
To prove this, we have to evaluate EH κ (ψ) when ψ(t, x) = 1 if |x| 1 + r and t 1 + τ , while ψ(t, x) = 0 if t > τ + 1 or |x| > r + 1. Observe that EH κ (0, ψ) is bounded, while the contribution of the martingale component of the evolution law has zero expectation. Moreover, the differences
, and it is zero otherwise. The case of |η
2 ), see (2.7) for the definition of the fields Γ ε , which are now functionals ofū ε and not ofû ε . Comparing the above inequalities we obtain the statement. Now we are in a position to launch compensated compactness. Suppose that
in probability for all compactly supported ψ ∈ C c (R), and letP κ ε denote the distribution of the empirical processρ ε defined in the previous section.
Theorem 3.1. If εσ(ε) → 0, εσ 2 (ε) → +∞ and εσ 2 (ε)α 2 (ε) → +∞ as ε → 0, thenP κ ε converges is the local strong topology of L 1 (R 2 + ), and its limit degenerates to the uniquely specified weak entropy solution to (3.1) with initial value ρ 0 .
The proof follows the lines of that of Theorem 1.1 of [FN06] . First we have to prove Proposition 2.1 for entropy pairs (h, J) of (3.1) by evaluating
Remember that G κ η k = 0, thus G κ has no contribution here. There is only one difference between the arguments: instead of Lemma 3.5 of [FN06] , here the substitutionω l,k ≈ κη l,k is done by means of our Lemma 3.1, see (4.17) and (4.18) in [FN06] . We see that the bound of Lemma 3.1 is effective if α(ε) > 0 is not too small, namely if εα(ε)l 2 (ε) → +∞ as ε → 0. Since l 2 ≈ σε −1/2 , this means that εα 2 (ε)σ 2 (ε) → +∞ as ε → 0. Therefore Proposition 2.1 holds true for entropy pairs of the Burgers equation (3.1), and the proof is terminated by the uniqueness theorem of [CR00] .
Let us recall the essential step, namely the substitutionω l,k ≈ κη k,l from the proof in [FN06] . The Dirichlet form
of G κ also satisfies (2.8), and the associated LSI implies
which is considerably better than the bound of Lemma 3.1. In this way the condition of Theorem 3.1 on α = α(ε) relaxes to α(ε)σ(ε) → +∞, see Theorem 1.1 in [FN06] . Finally, it is perhaps remarkable that there is a third approach towards HDL of this spin-flip model. As we have mentioned in Section 2, it is easy to show convergence to the set of measure-valued solutions. The entropy condition of the uniqueness theorem of R. DiPerna [DiP85] can be verified if εσ 2 (ε) → +∞ as ε → 0, the initial condition is more problematic in the general case, cf. [Rez91] . However, assuming smoothness of the macroscopic solution for a short time, this initial condition can be verified, consequently it is possible to continue HDL beyond shocks.
Relaxation of Creation-Annihilation via Entropy
Another interesting modification of the interacting exclusion process is obtained by introducing a creation-annihilation mechanism mimicking electrophoresis as follows. If two particles of opposite charge collide, then instead of jumping over each other, they may kill each other and disappear. On the other hand, at two neighboring empty sites a couple (+1, −1) can be created. The action ω → ω b+ of creation
b× is defined by (ω k , ω k+1 ) → (0, 0) if ω k = 1 and ω k+1 = −1; at other sites the configuration is not altered. The generator of the creationannihilation process we consider in this section reads as L * = L o + β(ε)G * + σ(ε)S, where
and c + 1) . The factor σ = σ(ε) is the same as in Sections 2 and 3, allowed values of the parameter β = β(ε) are to be specified later. Of course, it is natural to assume that β is a positive constant because it is the parameter of the basic model.
Creation-annihilation violates conservation of particle number, only total charge ω k is preserved by the stochastic dynamics. A product measure λ π,ρ will be
is the criterion of stationarity because the second root,
4 − 3π 2 5 3 > 1 . Therefore our one-parameter family {λ * π : |π| < 1} of stationary product measures is defined by λ *
, and λ * π (J ω * k ) = 0, therefore the principle of local equilibrium predicts
as the result of the hyperbolic scaling limit. Note that the flux is neither convex nor concave, thus the structure of shock waves may be rather complex. The fundamental a priori bound (2.8) is the same as before; we are not interested in the Dirchlet form of L * because an LSI is not associated to it. Nevertheless Lemma 2.1 and Lemma 2.2 are applicable also in this case. Just as in case of the spin-flip dynamics, in order to let compensated compactness work, we have to understandη l,k ≈ F (ω l,k ) in the spirit of Lemma 3.1. Observe that
thus there is a hope for recovering relaxation of the system. To concludeη l,k ≈ F (ω l,k ), the trivial Liapunov function H * (π, ρ) := (1/2) (ρ − F (π)) 2 can be evaluated in a similar way as indicated in Section 3. Just as there, the resulting lower bound of β, namely εσ 2 (ε)β 2 (ε) → +∞ as ε → 0 is not optimal. A standard LSI involving G * would yield σ(ε)β(ε) → +∞; unfortunately this tool is not available yet. The relaxation estimate, however, can be improved by means of a clever entropy pair of (2.2) because there are radical cancelations in that case. This approach is to be outlined in the rest of the paper.
Thermodynamic entropy. A Lax entropy-flux pair (S(π, ρ), Φ(π, ρ)) for (2.2) is characterized by
which means that ∂ t S + ∂ x Φ = 0 along classical solutions. Relative entropy of λ π,ρ and λ p,r at one site, that is
is a most natural example, in particular if r = F (p). It is easy to check that S is really a Lax entropy for (2.2), its flux Φ can be recovered by integration. Effective relaxation requires
with some universal constant B > 0, whence S ρ (π, ρ) = 0 if ρ = F (π). For convenience set p = 0 and r = F (0), then
whence by a direct computation we get B = 1/16 for (4.6). Unfortunately, our probabilistic calculations presuppose that the underlying entropy has bounded first and second derivatives, thus we have to look for something else.
Construction of smooth entropy pairs. Since the trivial S a (π, ρ) := 1 − ρ + aπ − a 2 with flux Φ a (π, ρ) := −(a + π)S a , and also |S a (π, ρ)| + with flux −(a + π)|S a (π, ρ)| + are entropy pairs of (2.2) for all a ∈ R, where |S| + := max{S, 0}, it is not difficult to construct a class of regular entropy pairs. Observe that S a (π, ρ) > 0 means w < a < z, where z and w are the Riemann invariants of the Leroux system:
notice that π = z + w and ρ = 1 + zw. Therefore
is again an entropy with flux
whenever ν is a finite signed measure on [−1, 1]. Suppose that ν is absolutely continuous on the set [−1, 0) ∪ (0, 1], then denoting S ν,ρ := ∂ ρ S ν we have
where G + (a) = ν((0, a)) if a 0, and G − (a) = ν((a, 0)) if a < 0. To demonstrate relaxation to (4.2), we need (4.6), thus S ν,ρ (π, ρ) = 0 if ρ = F (π). In terms of the Riemann invariants this means z 2 + w 2 + 3z 2 w 2 = 1, whence
by a direct computation, consequently (4.6) holds true with B = 1/4.
Relaxation to equation (4.2) via entropy. By means of the entropy pair constructed above, a fairly good bound implying the replacementη l,k ≈ F (ω l,k ) can be proven.
Lemma 4.1. There exists a universal constant C 4 such that
whenever τ, r 1 and εl
The proof is similar to that of Lemma 3.1, but the creation-annihilation process is more complicated than the spin-flip dynamics. In contrast to G κ η k = 0, G * ω k is a difference of currents, and the expression of G * η k is not a linear function of η and ω as G κ ω k does. Let us consider
, and evolution of the empirical processû ε is governed by L * . The reason for choosing the sophisticatedû ε as our empirical process is technical: we want to materialize conservation of entropy at the microscopic level. Although a strict conservation law can not hold true beyond shocks, cancelation of currents improves the bound we can get by using H * = (1/2)(F (π) − ρ) 2 as a Liapunov function. Our problem is easier than the derivation of the stochastic Div-curl lemma, instead of a careful evaluation of entropy production it suffices to estimate expectations. By the Kolmogorov equation forû ε we get
The first term on the right-hand side is obviously bounded, while σEΓ(ψ, SS ν ) = O(1) is an easy consequence of Lemma 2.2 because Sω k = ω k+1 + ω k−1 − 2ω k and Sη k = η k+1 + η k−1 − 2η k , see [FT04] or [FN06] for details.
Next we have to understand that EΓ ε (ψ, L o S ν ) and εEΓ ε (ψ x , Φ ν ) cancel each other as ε → 0, this is the main step of the derivation of Proposition 2.1. Neglecting some quadratic remainders we can write
where the abbreviation ∇ l ξ k := (1/l)(ξ k+l − ξ k ) is used. The remainders vanish in view of Lemma 2.2, and the microscopic currents are replaced by their canonical expectations via Lemma 2.1:
is the total error of substitution. On the other hand, Φ ν is just the flux of S ν induced by (2.2), thus Lemma 2.2 implies
O(1/εl 2 ) is the contribution of the quadratic remainders. Comparing these equations we can demonstrate the desired cancelation, see [FT04] or [FN06] , [BFN] for details. Since εEΓ ε (ψ x , Φ ν ) = O(1), the issue concerning the contribution of L o has been settled in this way.
Our crucial new problem consists in an effective control of the contribution of G * . Omitting the second order remainders, we have G * S ν (ω l,k ,η l,k ) ≈ ∂ π S ν (ω l,k ,η l,k )G * ωl,k + S ν,ρ (ω l,k ,η l,k )G * ηl,k .
Since (ω b+ l,k −ω l,k ) 2 = O(l −4 ), while (η b+ l,k −η l,k ) 2 = O(l −2 ), and similar bounds hold true in the case of annihilation, O(1/εl) is the total order of the quadratic remainders in the expression of Γ ε (ψ, G * S ν ). On the other hand, G * ωl,k is a difference of microscopic currents, thus performing discrete integration by parts, Lemma 2.2 yields a total bound O((εσ) −1/2 ) for these terms which is less than O(1/εl). Summarizing the above computations we get − EΓ ε (ψ, KS ν,ρ ) Ĉ (ψ) 1 β + 1 εl (4.8)
with some universal constantĈ, where K = K(û ε ) := G * ρε . Introduce now K(π, ρ) := λ ρ,u (G * η k ) = λ ρ,u (K) = (3/2)(ρ −F (π))(ρ − F (π)) , see (4.3) and (4.4), and remember that ρ −F (π) −2/3. In view of (4.6) and (4.7) we have − 2S ν,ρ (û ε )K(û ε ) −S ν,ρ (û ε )K(û ε ) + S ν,ρ (û ε ) (K(û ε ) − K(û ε )) − (1/4)(ρ ε − F (π ε )) 2 −S ν,ρ (û ε )K(û ε ) + (1/4) (K(û ε ) − K(û ε )) 2 because S ν,ρ (û ε )K(û ε ) −(1/4)(ρ ε − F (π ε )) 2 . By means of Lemma 2.2 now we replace (K(û ε ) − K(û ε )) 2 by (K(û ε ) − K(ū ε )) 2 at a total cost of O(l 2 /σ), thus Lemma 2.1 yields a bound of order O(l 2 /σ) for the right-hand side of the inequality above. Taking into account also (4.8), we obtain the inequality of Lemma 4.1 for (η l,k − F (ω l,k ) 2 instead of (η l,k − F (ω l,k ) 2 . Hence the final statement of the lemma follows by Lemma 2.2.
We see that the evaluation of G * S ν (û ε ) results in a much bigger upper bound then what we had in the case of G κ H κ (ū ε ), that is why β = β(ε) cannot be arbitrarily large. To formulate our main result on creation and annihilation, letP * ε denote the measure of the empirical processû ε , and assume that ψ(x)π 0 (x) dx in probability for all compactly supported ψ ∈ C(R).
Theorem 4.1. Suppose that εσ(ε) → 0, εσ 2 (ε) → +∞, while σ(ε)β(ε) → +∞ and εβ 4 (ε) → 0 as ε → 0. ThenP * ε converges in the local strong topology of L 1 (R 2 + ), and its limit degenerates to the uniquely specified weak entropy solution to (4.2) with initial value π 0 .
The proof of this theorem follows the lines of the previous one with a difference at one point only. The local entropy bound (2.8) can be derived in much the same way as before, we have missed to write down the Dirichlet form of G * because no LSI is based on it. We start the evaluation of entropy production for Lax entropy pairs of (4.2) by means of the logarithmic Sobolev inequality involving the stirring generator S, and arrive at the replacement problem:η l,k ≈ F (ω l,k ). This is done by means of Lemma 4.1, which is due to relaxation via entropy. Proposition 2.1 can be proven in this way, the rest of the argument is the same as indicated at the end of Section 3, see also [FN06] . For further technical details we have to refer to our paper [BFN] with Christophe Bahadoran and Kati Nagy.
