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Abstract
This is the second part of a series devoting to the study of the prescribing scalar curvature problem on
the standard sphere of any dimension. By studying topological degrees for certain abstract maps, we will
give explicit analytic conditions on the scalar curvature function which verify the topological degree con-
ditions given in the first part of the series to ensure the solvability of the problem. General existence results
for the prescribing scalar curvature equation will be given on both H -symmetric and sub-H -symmetric
solutions corresponding to H -symmetric scalar curvature functions, as well as on non-symmetric solutions
corresponding to symmetric-like scalar curvature functions. Special axisymmetric and axisymmetric-like
cases will be also considered. Our analysis will be based on a general approach of dimension reductions
and degree calculations by taking advantage of symmetries and symmetric-like properties.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
Let Sn = {x ∈ Rn+1: |x| = 1}, n  3, endowed with the standard metric g0 = dx21 + dx22 +
· · · + dx2n+1. We denote by  the Laplacian on Sn with respect to the standard metric, and by ∇
and ∇¯ , respectively, the gradients on the Euclidean spheres and Euclidean spaces.
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M. Ji / J. Differential Equations 246 (2009) 788–818 789In Part I of the series, we have derived a general topological condition on the solvability of
the scalar curvature equation
−cnu(x)+R0u(x) = R(x) un+2n−2 (x), u(x) > 0, x ∈ Sn, (1.1)
where cn = 4(n−1)(n−2) , R0 = n(n− 1), and R is a smooth sufficiently positive function. To be more
precise, for each integer β between 2 and 2[n2 ], where [ · ] denotes the integer part of a real
number, we have defined a family of so-called β-maps G(β)t :Sn → Rn+1, t  1:
G
(β)
t (x) =
∑
odd i∈[1,β]
1
t i−1
D¯iR(x) · ∇x −
( ∑
even i∈[2,β]
1
t i−2
D¯iR(x)
)
x, x ∈ Sn,
where
D¯i =
{∇m, if i = 2m+ 1 for some m 0,
m, if i = 2m for some m 1,
which is clearly t-independent when β = 2. We showed that there is t0  1 such that if for some
t  t0
deg
(
G
(β)
t ,B,0
) = 0, (1.2)
where B is the unit ball in Rn+1, then (1.1) is solvable, provided that certain additional conditions
on R related to β are satisfied to mainly ensure G(β)t = 0 for all t  t0 (see Theorem 5 in Part I
of the series or Theorem A in Appendix A of this part for detail).
In fact, a general topological condition was given in Part I of the series for the solvability of
(1.1) in the case that R is H -symmetric with respect to an H ⊂ O(n+ 1) – a group of isometries
acting on Sn. Recall that a function f on Sn is said to be H -symmetric if f (hx) = f (x), ∀x ∈ Sn
and h ∈ H . Let VH be the fixed point set of H -action, i.e., VH = {x ∈ Rn+1: hx = x, ∀h ∈ H },
and BH and SH be the unit ball and unit sphere in VH , respectively. We showed that there is
t0  1 such that if for some t  t0
deg
(
G
(β)
t ,BH ,0
) = 0, (1.3)
then (1.1) has an H -symmetric solution, provided that certain additional conditions on R related
to β and H are satisfied to mainly ensure G(β)t = 0 on SH for all t  t0 (see Theorem 7 in Part I
of the series or Theorem A in Appendix A of this part for detail). As any R is symmetric with
respect to the trivial group, the result for the H -symmetric case is clearly more general.
The goal of this part of the series is to give a systematic analytic treatment of the prescrib-
ing scalar curvature problem by finding analytic conditions on R under which the topological
condition (1.2) or (1.3) is satisfied and Eq. (1.1) has a solution. By taking into account of vari-
ous possibilities when linking the topological condition (1.2) or (1.3) to the solvability of (1.1),
our main results, which will be given in Section 2, can be characterized into the following three
categories:
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ies 1–5 in Section 2). Results in this category amount to finding sufficient conditions on R so
that the topological condition (1.3) is satisfied for the same H . These results will also hold
for the non-symmetric case by taking H as the trivial group.
(2) R is H -symmetric but (1.1) only has sub-H -symmetric solutions, i.e., solutions which are
symmetric with respect to a subgroup of H . Results in this category amount to finding suf-
ficient conditions on R so that the topological condition (1.3), though fails for H itself,
is satisfied for a subgroup of H . A typical such case is when R is axisymmetric but (1.1)
does not admit any axisymmetric solution, implying that (1.3) does not hold for H = O(n).
However, we will show that (1.3) holds for H = O(n − 1) only if R is not monotone (see
Theorem 5 and Corollary 6 in Section 2).
(3) R is non-symmetric but is symmetric-like and (1.1) has non-symmetric solutions. Results
in this category amount to finding sufficient conditions on R, depending on its symmetric-
like properties, so that the topological condition (1.2) is satisfied. A particular case we will
consider in this regard is when R is axisymmetric-like for which a result similar to the
axisymmetric case holds (see Theorem 6 and Corollary 7 in Section 2).
With their generalities in particular for not assuming the non-degeneracy of critical points of
R or R|SH , our main results extend/improve most existing ones in the area, for instance, those in
[1–4,6,7,11–13,15].
To obtain these results, we will make some abstract studies, in Sections 3, 4, on the topological
degree of a general map F :Sm → Rm+1:
F(x) = ∇f1(x) · ∇x + f2(x)x, x ∈ Sm, (1.4)
where 0m n, f1 ∈ C1(Sm), and f2 ∈ C0(Sm). Then applications of the abstract studies will
directly yield (1.2) or (1.3), by taking m = dim(SH ) and
f1 =
k∑
i=0
1
t2i
iR
∣∣
SH
, f2 = −
l∑
i=1
1
t2i−2
iR
∣∣
SH
, t  t0, (1.5)
where 0 = 1, k = [β−12 ], l = [β2 ].
In terms of the stereographic coordinates, the abstract studies in Section 3 will establish a
connection of the degree of the map (1.4) with that of the tangent field ∇f1 in either set {f2 < 0}
or {f2 > 0} (see Theorem 3.1). These abstract studies will lead to a necessary and sufficient
condition for the validity of the topological condition (1.3) hence will play an important role
in proving our main results. Proofs of Theorems 1–3 and their corollaries will be given in this
section.
The abstract studies in Section 4 concern degree calculations by taking advantage of symme-
tries or symmetric-like properties. As is well known, difficulties in degree calculations increase
along with the increase of dimension, and the presence of certain symmetries often allows a re-
duction of dimension. We will actually work with functions having the symmetric-like property
that
∇f1(x) · h−1∇f1(hx)+ f2(x)f2(hx) 0
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can be reduced to that of a lower dimensional one (see Theorem 4.1). Such a dimension reduction
approach allows an analytic characterization of the non-zero degree of the map (1.4) in terms of
suitable choices of subgroups of H . One special case is when f2 = −f1 and f1 is a so-called
function of m+1 variables (see Definition 1 in Section 2), for some m< n, which are symmetric
with respect to all subgroups Hl = O(n− l), l = m, . . . , n, of Hm. We will show in this case that
the most suitable subgroup leading to a non-zero degree is Hm+1 if the degree vanishes for Hm
(see Theorem 4.2). When m = 0, a remarkable consequence of this result is that an axisymmetric
function should really be regarded as a function of 2 variables in order to achieve a non-zero
degree. In fact, similar result holds even for functions which are not axisymmetric but rather
axisymmetric-like (see Theorem 4.3). The result for the axisymmetric-like case simply suggests
that the odd-dimensionality plays more role to non-zero degree in comparing with symmetries.
The proofs of Theorems 4–6 and their corollaries will be given in this section by using these
abstract studies.
2. Main results
In this section, we will state our main results on the verification of the topological condition
(1.2) or (1.3). For completeness, each of our main results will also contain a conclusion on the
solvability of (1.1), following the topological results given in Part I of the series. Therefore, most
of our main results to be stated in this section will involve the condition (A), and the conditions
(B), (C) w.r.t. H , assumed in the topological results in Part I of the series, as well as the condition
O(L) which is a subcase of the condition (C). For the readers’ convenience, these conditions as
well as the topological results for n 3 will be recalled in Appendix A of this part of the series.
Throughout of the section (and the rest of the series), 0 < γ < 1 is a real number and t0 is
given as in the theorems in Appendix A. We also denote Di as the total derivative Dξ with
|ξ | = i.
2.1. H -symmetric cases
In this subsection, we assume that R is H -symmetric. We will give some results on the ex-
istence of H -symmetric solutions of (1.1). When SH = ∅, we assume without loss of generality
that SH contains the north pole N = (0, . . . ,1).
We begin with the case when dim(SH ) = 0, i.e., SH = {N,−N}. Denote
l± = l(±N) = min
{
i: iR(±N) = 0}.
Theorem 1 (dim(SH ) = 0, β = 2[n2 ]). Let R ∈ C2[
n
2 ],γ , SH = {N,−N}, and l±  [n2 ]. Then(1.3) holds for some t  t0 with β = 2[n2 ] iff
l+R(N)l−R(−N) > 0. (2.1)
Consequently, if R satisfies (2.1), the condition (A) (if n 4), and DiR(±N) = 0 for all i  l±,
then (1.1) has an H -symmetric solution.
In the case that R is axisymmetric, the above result was given in [12] in which R is only
assumed to be Cγ .
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symmetric case of R when H is taken as the trivial group. After identifying Sn \ {N} with
Rn via the stereographic projection y :Sn \ {N} → Rn, the functions R,R, . . . ,iR become
functions on Rn, the fixed point sphere SH becomes the subspace Rm, and the restrictions R|SH ,
R|SH , . . . ,iR|SH become functions on Rm. Let k = [β2 ] and
Re :=
{
R when β  3,
R + 1
t2
R + · · · + 1
t2(k−1) 
k−1R when β  4, (2.2)
Ro :=
{
Re when β is even,
Re + 1t2k kR when β is odd. (2.3)
We note that the map G(β)t can be simply re-written as
G
(β)
t (x) = ∇Ro · ∇x − (Re)x, ∀x ∈ Sn.
For given integer β and t , we assume without loss of generality that the north pole N =
(0, . . . ,1) is a critical point of the restriction Ro|SH .
Theorem 2 (dim(SH ) = m 1). Assume that G(β)t = 0 on SH (so Re(N) = 0) for some t  1.
Then (1.3) holds for t iff
deg
(∇¯Ro, {Re < 0} ∩Rm,0) = (−1)m when Re(N) > 0,
deg
(∇¯Ro, {Re > 0} ∩Rm,0) = 1 when Re(N) < 0 (2.4)
for the same t . Consequently, if R satisfies (2.4) for some t  t0, and (A) (if n 4), the conditions
(B), (C) w.r.t. H , then (1.1) has an H -symmetric solution.
We note that, since Ro is also H -symmetric, the gradient ∇Ro in fact coincides with the
gradient of the restriction Ro|SH at every x ∈ SH .
Denote
Σ := {x ∈ Sn: ∇R(x) = R(x) = 0}, ΣH := Σ ∩ SH ,
K = {x ∈ Sn: ∇R(x) = 0}, KH := K ∩ SH . (2.5)
We now state a special case of Theorem 2 when β = 2. In this case, the conditions (B) and
(C) w.r.t. H are equivalent to ΣH = ∅, and Re = Ro ≡ R.
Corollary 1 (ΣH = ∅, β = 2). Let R ∈ C2,γ satisfy the condition (A) if n 4, and let dim(SH ) =
m 1, ΣH = ∅ (so R(N) = 0). If
deg
(∇¯R, {R < 0} ∩Rm,0) = (−1)m when R(N) > 0,
deg
(∇¯R, {R > 0} ∩Rm,0) = 1 when R(N) < 0, (2.6)
then (1.3) holds with β = 2 and (1.1) has an H -symmetric solution.
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counting formula to characterize (2.4) using the indices of critical points of R|SH .
Let
L(p) = min{i: D¯iR(p) = 0}, ∀p ∈ KH,
E− =
{
p ∈ KH : L = L(p) is even, D¯LR(p) < 0
}
,
E+ =
{
p ∈ KH : L = L(p) is even, D¯LR(p) > 0
}
.
Also let U ⊂ SH be open, h := ∇R|U be the tangent vector field on U , and x ∈ U be an isolated
zero of h. We denote by Indx h the index of h at x.
Theorem 3 (Index counting). Let R ∈ Cβ,γ satisfy the condition (A) if n 4. For each p ∈ KH ,
assume the condition O(L) at p w.r.t. H , where L = L(p) β . If either E+ (resp. E−) is empty,
or is a finite set consisting of isolated critical points of R|SH and
∑
p∈E+
Indp h = 1
(
resp.
∑
p∈E−
Indp h = (−1)m
)
, (2.7)
then (1.3) holds for some t  t0 and (1.1) has an H -symmetric solution.
We note that, since the set E+ (resp. E−) is open, the finiteness assumed in the theorem is not
implied by isolation of each point in the set in general. In fact we will show that if Indp h = 0,
∀p ∈ E+ (resp. ∀p ∈ E−), then the isolation implies the finiteness.
Corollary 2 (Index counting). Let R be as in Theorem 3. If every p ∈ E+ (resp. p ∈ E−) is an
isolated critical point of R|SH such that Indp h = 0 and if (2.7) is satisfied, then (1.3) holds for
some t  t0 and (1.1) has an H -symmetric solution.
Let Ind(x) denote the Morse index of the restriction R|SH at x. A special case of Corollary 2
when β = 2,3 is the following.
Corollary 3 (β = 2,3). Let R ∈ C2,γ satisfy the condition (A) if n  4, and let dim(SH ) =
m 1. When ΣH = ∅ and n 4, assume R ∈ C3,γ , ∇R = 0 on ΣH , and that for any sequence
{pj } ⊂ SH , pj → p ∈ ΣH , there exists an  > 0 such that
∇R · ∇R −(1 − )|∇R||∇R| at pj . (2.8)
Then (1.3) holds and (1.1) has an H -symmetric solution if one of the following conditions holds:
(1) R  0 on SH ;
(2) R  0 on SH ;
(3) all critical points of R|SH in {R < 0} ∩ SH are non-degenerate and∑
x∈KH ,R(x)<0
(−1)Ind(x) = (−1)m;
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x∈KH ,R(x)>0
(−1)Ind(x) = 1.
Under the conditions that ΣH = ∅ and all critical points of R|SH are non-degenerate, results
similar to Corollary 3 were already given in [2] when n = 3 and H is trivial (hence SH = S3) and
in [1] for general n and non-trivial H . Corollary 3 thus improves these results by allowing ΣH
to be non-empty and by only assuming the non-degeneracy of R|SH in either {R < 0} ∩ SH or
{R > 0} ∩ SH .
We now discuss a concrete case when R has the following expansion, under the stereographic
coordinates centered at each p ∈ KH ,
R(y) = R(0)+
n∑
i=1
biy
αi
i + o
(∑
i
|biyi |αi
)
, |y|  1. (2.9)
Assume without loss of generality that yn−m+1, . . . , yn are the stereographic coordinates of SH ,
where m = dim(SH ). Denote α = α(p) = min{αi : bi = 0, 1 i  n}, and
− :=
{
p ∈ KH : α(p) is even,
∑
αi=α
bi < 0
}
,
+ :=
{
p ∈ KH : α(p) is even,
∑
αi=α
bi > 0
}
,
E = {p ∈ KH : all αi(p), n−m+ 1 i  n, are even},
I (p) = 	{bi : bi < 0, n−m+ 1 i  n}.
Corollary 4 (β = 2[n2 ]). Let R ∈ C2[
n
2 ],γ satisfy the condition (A) if n  4, and suppose, for
every p ∈ KH , α(p) 2[n2 ], which is either odd, or even with
∑
αi=α bi = 0. If + (resp. −)
is finite and
∑
p∈E∩+
(−1)I (p) = 1
(
resp.
∑
p∈E∩−
(−1)I (p) = (−1)m
)
, (2.10)
then (1.3) holds for some t  t0 with β = 2[n2 ] and (1.1) has an H -symmetric solution.
According to Corollary 2 and the proof of Corollary 4, we have that if for p ∈ + (resp.
p ∈ −), bi(p) = 0 and αi(p) is even ∀i ∈ [n−m+ 1, n], then + (resp. −) is finite.
In the special case when H is trivial, Corollary 4 is comparable with a similar result of Li
in [11] (see also Theorem B in the Introduction of Part I of the series). Indeed, not only does
Corollary 4 not require the non-degeneracy and isolation of all critical points of R but also
it works for the form (2.9) of R which is more general than that considered in [11]. Indeed, the
form (2.9) allows some of the bi ’s to vanish and the αi ’s to be different, and moreover, it involves
powers of yi rather than those of |yi |. By considering the form (2.9), R is always allowed to be
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p for which some αi(p) are odd. It also allows α(p) = n when n is even.
We now discuss some cases in which (2.4) can be characterized by a degree on a lower di-
mensional space. A typical situation is when Ro|SH and Re|SH are symmetric-like with respect
to a subgroup of O(m+ 1), where m = dim(SH ) 1. Let J ⊂ O(m+ 1) be a compact subgroup
acting on SH  Sm, and let V˜J be the fixed point subspace of J in SH , and S˜J be the unit sphere
in V˜J .
Recall that J is said to act freely (resp. act semi-freely) if the isotropy group Jx =
{h ∈ J : hx = x} associated with each x ∈ Sm is trivial (resp. either trivial or coincides with J ).
In the case that J is a finite group, all J -orbits J (x) = {hx: h ∈ J }, x ∈ Rm+1, are of finite
orders dividing the order of J . We let μ denote the greatest common divisor of the orders of the
J -orbits and let μ∗ denote the product of all the distinct prime divisors of μ.
For instance, if J is a p-group, i.e., the order |J | = pk for some prime number p and a positive
integer k, then μ = μ∗ = p. A particular case is when J = Z2 induced by T ∈ O(m + 1) with
T 2 = I , say,
T x = (−x1, . . . ,−xl, xl+1, . . . , xm+1), x ∈ Rm+1,
where 1 l m+ 1 is an integer. Then μ = μ∗ = 2, and, S˜J = ∅ if l = m+ 1 and S˜J = Sm−l ⊂
V˜J = {x ∈ Rm+1: x1 = · · · = xl = 0} if l m.
Denote R˜o = Ro|S˜J . When dim(S˜J ) = m˜  1, we assume without loss of generality that S˜J
contains the north pole N = (0, . . . ,1) of Sn, which is a critical point of the restriction R˜o, for
given integer β and t  t0. Then the restrictions R˜o, (Re)|S˜J become functions on the subspace
Rm˜ ⊂ Rm ⊂ Rn, after identifying Sn \ {N} with Rn via the stereographic projection.
We consider the following restriction of the condition (2.4) on Rm˜:
deg
(∇¯R˜o, {Re < 0} ∩Rm˜,0) = (−1)m˜ when Re(N) > 0,
deg
(∇¯R˜o, {Re > 0} ∩Rm˜,0) = 1 when Re(N) < 0. (2.11)
Theorem 4 (dim(SH ) = m 1). Assume that G(β)t = 0 on SH and
∇Ro(x) · h−1∇Ro(hx)+Re(x)Re(hx) 0, ∀h ∈ J, x ∈ SH , (2.12)
for some t  1. Then, for the same t , |∇R˜o| + |Re| = 0 on S˜J (so Re(N) = 0), and (1.3)
holds in each of the following cases:
(1) (S˜J = ∅). J is a torus T l , or J is finite with μ> 1, or the J -action is free on SH ;
(2) (dim(S˜J ) = 0). J is a torus T l or J is finite with μ∗ > 1, and (2.1) holds;
(3) (dim(S˜J ) = m˜  1). Either (a) J is a torus T l or J is infinite but acts semi-freely, and the
condition (2.11) holds; or (b) J is finite with μ∗ > 1 and the condition (2.11) holds modu-
lo μ∗; or (c) the J -action is semi-free and the condition (2.11) holds modulo |J |.
Consequently, if R satisfies (2.12), (A) (if n 4), the conditions (B), (C) w.r.t. H , and one of the
conditions (1)–(3) above for some t  t0, then (1.1) has an H -symmetric solution.
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yields the following result.
Corollary 5 (H = trivial). Let R ∈ Cβ,γ satisfy the conditions (A) (if n 4), (B), and (C), and
assume that
∇Ro(x) · h−1∇Ro(hx)+Re(x)Re(hx) 0, ∀h ∈ J, x ∈ Sn, (2.13)
for some t  t0. Then the topological condition (1.2) holds for the same t and (1.1) has a solution
in each of the following cases:
(1) (SJ = ∅). J is a torus T l , or J is finite with μ> 1, or the J -action is free on Sn;
(2) (dim(SJ ) = 0). J is a torus T l or J is finite with μ∗ > 1, and (2.1) holds;
(3) (dim(SJ ) = m  1). Either (a) J is a torus T l or J is infinite but acts semi-freely, and the
condition (2.4) holds; or (b) J is finite with μ∗ > 1 and the condition (2.4) holds modulo μ∗;
or (c) the J -action is semi-free and the condition (2.4) holds modulo |J |.
When R is J -symmetric on Sn, the condition (2.13) is automatically satisfied. Hence, regard-
less of the symmetry of solutions, part (1) of the corollary is comparable with results contained
in [3,6,13] and [7], part (2) of the corollary extends Theorem 1, and case (a) in part (3) of the
corollary extends Theorem 2.
2.2. Sub-H -symmetric solutions
If a function R is symmetric with respect to a group H , then it is clear that R is also symmetric
with respect to any subgroup of H . Therefore, in case that the topological condition (1.3) fails
with respect to the group H , it is possible that it can be satisfied with respect to a subgroup of H .
This gives the freedom for one to verify the topological condition (1.3) with respect to a suitable
choice of subgroups.
One typical such case is when R is axisymmetric, i.e., R is symmetric with respect to the
group H = O(n). Chen and Li in [4] constructed some non-monotone axisymmetric R for which
Eq. (1.1) admits a solution but does not admit any axisymmetric solution. For these cases, not
only does the topological condition (1.3) with respect to H = O(n) obviously fail, but also
the topological condition (1.2) fails when n is even (see Section 4.3 for detail). According to
the Kazdan–Warner condition [10], the non-monotonicity of R is necessary for the solvability
of (1.1). Below, we will show that it is also sufficient for the topological condition (1.3) with
respect to the subgroup O(n− 1) of O(n).
In fact, our results on the sub-symmetric case will be given for a class of extended axisym-
metric functions defined below.
Definition 1. Let m < n be a non-negative integer and Bm+1 be the unit ball of Rm+1. We say
that f :Sn → R1 is a function of (m+ 1) variables, if there is a smooth function ζ on the closed
ball B¯m+1 such that
f (x) = ζ(u), ∀x = (x1, . . . , xn−m,u), x21 + · · · + x2n−m + |u|2 = 1. (2.14)
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Hl on R
n+1 as the following: for h ∈ Hl ,
hx = (hx′, xn−l+1, . . . , xn+1), ∀x = (x′, xn−l+1, . . . , xn+1) ∈ Rn+1. (2.15)
Clearly, any function of (m + 1) variables is Hl-symmetric for each integer l ∈ [m,n]. The
particular case when m = 0 corresponds to the axisymmetric functions f .
Given a smooth function ζ = ζ(u) on B¯m+1, denote
¯ζ(u) =
m+1∑
i,j=1
(δij − uiuj )ζuiuj , ∀u ∈ B¯m+1,
and denote by η the restriction ζ |∂Bm+1 . We assume without loss of generality that ∇η(N) = 0,
where N is the north pole ∂Bm+1 = {|u|2 = 1} = Sm. After identifying Sm \ {N} with Rm via
the stereographic projection, all functions on ∂Bm+1 will be viewed as functions on Rm.
Denote ρ2 = |u|2. We impose the following condition on ζ :
deg
(∇¯ζ, {¯ζ > 0},0) = deg(∇¯η, {¯ζ > nζρ > 0} ∩Rm,0)
when ¯ζ(N) < nζρ(N),
deg
(∇¯ζ, {¯ζ < 0},0) = −deg(∇¯η, {¯ζ < nζρ < 0} ∩Rm,0)
when ¯ζ(N) > nζρ(N). (2.16)
Clearly, if R is a function of m+ 1 variables, then so is the function Re defined in (2.2).
Theorem 5 (General sub-symmetric case). Let β be even and R ∈ Cβ,γ be a function of m + 1
variables satisfying (A) (if n 4) and the conditions (B), (C) w.r.t. H = Hm+1. If for some t  t0
the function Re of m + 1 variables is determined by a function ζ on B¯m+1 such that ∇¯ζ = 0
on ∂Bm+1 and (2.16) is satisfied, then the topological condition (1.3) holds for the same t with
H = Hm or Hm+1 and (1.1) has an Hm+1-symmetric solution. In particular, if Re is axisymmetric
and non-monotone for some t  t0, then (1.3) holds for the same t with H = H1 and (1.1) has
an H1-symmetric solution.
From the proof of Theorem 4.2 in Section 4, we actually see that the validity of (2.16) is
equivalent to the topological condition (1.3) with respect to H = Hm+1 in the case that it fails
with respect to H = Hm. In particular, when R is axisymmetric (i.e., m = 0), the condition (2.16)
is equivalent to the non-monotonicity of ζ while the condition ∇¯ζ = 0 on ∂Bm+1 is automatically
satisfied.
Using the latitude as the variable, we can re-write an axisymmetric function R as R = R(θ) =
ζ(sin θ), −π2  θ  π2 . The following result is a consequence of Theorem 5 in the simplest case
m = 0.
Corollary 6 (Axisymmetric case). Let R ∈ C2[ n2 ],γ be axisymmetric, non-monotone, and satisfy
∣∣R′(θ)∣∣+ ∣∣R′′(θ)∣∣+ · · · + ∣∣R(2[ n2 ])(θ)∣∣ = 0, ∀θ ∈ [−π/2,π/2]. (2.17)
798 M. Ji / J. Differential Equations 246 (2009) 788–818Then (1.3) holds for some t  t0 with β = 2[n2 ] and H = O(n − 1). Moreover, if the condition(A) holds (as n 4), then (1.1) has an O(n− 1)-symmetric solution.
By obtaining O(n − 1)-symmetric solutions even when the critical points of R(θ) are not
local extrema, Corollary 6 improves results in [4,15] (under the condition (A) as n 4). It also
shows that for an axisymmetric R, the most suitable symmetry group to use is O(n − 1) rather
than O(n). In other words, an axisymmetric R should be regarded as a function of 2 variables
when considering its non-zero degree.
2.3. Axisymmetric-like cases
In the axisymmetric case, we have seen that H = O(n − 1) is the most suitable choice for
which SH is just S1. In fact, besides the non-monotonicity and the symmetry of R, the odd-
dimensionality of SH is a key factor for the degree to be non-zero in the axisymmetric case. To
further explore the role of such odd-dimensionality, we consider the functions, which are not
exactly axisymmetric but rather axisymmetric-like, as follows.
Definition 2. A smooth function f on Sn is said to be axisymmetric-like w.r.t. a point p if the
following holds:
(1) ∇f (p) = 0;
(2) every connected component ∂ of {f = 0}, if it is not p or −p, divides Sn into two domains
Ω1 and Ω2 such that −p ∈ Ω1, p ∈ Ω2, and v · ∂∂θ  0 on ∂ , where v is the outer normal
vector of ∂Ω1 and θ ∈ [−π2 , π2 ] is the latitude after identifying p with the north pole.
An axisymmetric f is clearly axisymmetric-like since ∇f = 0 at poles and v ≡ ∂
∂θ
.
Theorem 6 (Axisymmetric-like case). Let R ∈ C2,γ be axisymmetric-like w.r.t. a point p and
satisfy
R = 0 at ± p,
∣∣∣∣∂R∂θ
∣∣∣∣+ |R| = 0 on Sn \ {±p}. (2.18)
Then (1.2) holds with β = 2 iff one of the following holds:
(1) R(p)R(−p) > 0;
(2) R(p)R(−p) < 0, n is odd, and, when R(p) < 0 (resp. R(p) > 0), there exists an
annulus-type of connected component A of {R > 0} (resp. {R < 0}) such that ∂R
∂ n (y) 0
(resp. ∂R
∂ n (y) 0) for all y ∈ ∂A with ∇τR(y) = 0, where n and ∇τ denote the outer normal
vector and the gradient on ∂A, respectively.
Consequently, if R satisfies the condition (A) (if n 4), and the condition (1) or (2), then (1.1)
has a solution.
When R is axisymmetric in Theorem 6, either (1) or (2) above is equivalent to the non-
monotonicity of R, except the oddness of the dimension in (2).
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even. Applying Theorem 6, we then obtain the following more general result.
Corollary 7 (General β). Let β be even and R ∈ Cβ,γ satisfy the conditions (A) (if n 4), (B),
and (C). If for some t  t0 the function Re is axisymmetric-like w.r.t. a point p, and (2.18) and
either (1) or (2) of Theorem 6 are satisfied with Re in place of R, then (1.2) holds for the same t
and (1.1) has a solution.
We note that if R is axisymmetric, non-monotone, and satisfies the condition (2.17), then all
conditions in Corollary 7 are satisfied when n is odd. Hence Corollary 7 can be regarded as an
extension of Corollary 6 when n is odd.
3. Degree of general maps
In this section, we let 0m n and consider the map F :Sm → Rm+1:
F(x) = ∇f1(x) · ∇x + f2(x)x, x ∈ Sm, (3.1)
where f1 ∈ C1(Sm), f2 ∈ C0(Sm) satisfy
|∇f1| + |f2| = 0 on Sm. (3.2)
We will give some general degree formulas which reflect the nature of dependence of the degree
of F on f1 and f2. In the case that x is an isolated point (m = 0), we let ∇f1(x) = 0.
Based on these general degree formulas, Theorems 1–3 and their corollaries will be proved in
Section 3.2.
3.1. Degree formulas
Let N = (0, . . . ,0,1) be the north pole of Sm. We identify Sm \ {N} with Rm via the stereo-
graphic projection y :Sm \ {N} → Rm:
yi(x) = xi1 − xm+1 , 1 i m, x ∈ S
m. (3.3)
The inverse of the projection is simply
xi(y) = 2yi1 + |y|2 , xm+1(y) =
|y|2 − 1
1 + |y|2 , 1 i m, y ∈ R
m. (3.4)
Without loss of generality, we assume that N is a critical point of f1, i.e.,
∇f1(N) = 0. (3.5)
Let f ∗i , i = 1,2, be the functions on Rm induced by fi , i.e.,
f ∗(y) := fi
(
x(y)
)
, y ∈ Rm, (3.6)i
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Ω− =
{
y: f ∗2 (y) < 0
}
, Ω+ =
{
y: f ∗2 (y) > 0
}
. (3.7)
Also let Bm+1 be the unit ball in Rm+1.
Theorem 3.1. Assume (3.2).
(a) If m = 0, then
deg(F,B1,0) =
{±1 when f2(N)f2(−N) > 0,
0 when f2(N)f2(−N) < 0.
(b) If m 1, then
deg(F,Bm+1,0) =
{
1 − deg(∇¯f ∗1 ,Ω−,0) when f2(N) > 0,
(−1)m+1(1 − (−1)m deg(∇¯f ∗1 ,Ω+,0)) when f2(N) < 0.
Let g∗ be the restriction of ∇¯f ∗1 on ∂ := {y: f ∗2 (y) = 0}. Since g∗ does not vanish under the
condition (3.2), g∗|g∗| defines a map from ∂ into Sm−1 = {u ∈ Rm+1: |u| = 1, um+1 = 0}. The
above theorem immediately yields the following results.
Corollary 3.1. Suppose (3.2) and m  1. Then deg(F,Bm+1,0) = ±1 if one of the following
conditions holds:
(1) f1 is a constant;
(2) either Ω+ or Ω− is empty;
(3) g∗|g∗| has a continuous extension to either Ω¯+ or Ω¯−.
Corollary 3.1 was given in [8] for the special case f1 = R, f2 = −R, and m = 2.
To prove Theorem 3.1, we consider a simpler map F ∗ :Rm → Rm+1:
F ∗(y) := (∇¯f ∗1 (y), f ∗2 (y)), y ∈ Rm. (3.8)
Under the stereographic projection y :Sm \ {N} → Rm, we have that
g0 = 4
(1 + |y|2)2 (dy
2
1 + · · · + dy2m), ∇ =
(1 + |y|2)2
4
∇¯. (3.9)
Hence |∇f1(x(y))|2 = (1+|y|2)24 |∇¯f ∗1 (y)|2 and |∇¯f ∗1 (y)| = O(|y|−2) → 0 as y → ∞. It follows
that F ∗(y) → (0,0, f2(N)) as y → ∞, and F ∗ is continuous at ∞. From (3.2) and (3.5), we see
that F ∗ continuously maps the sphere Rm ∪{∞} into Rm+1 \ {0}. Therefore, under the condition
(3.2) F ∗∗ is a continuous map from Sm into itself.|F |
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deg(F,Bm+1,0) =
{
1 − deg( F ∗|F ∗| ) when f2(N) > 0,
(−1)m+1(1 − (−1)m+1 deg( F ∗|F ∗| )) when f2(N) < 0.
Proof. For each integer k, we define a map Ik :Rm → Sm ⊂ Rm+1 as follows. When m = 1, we
identify R2 with the complex plane and let
Ik(y) =
(
2y
1 + y2 + i
y2 − 1
1 + y2
)k
, y ∈ R1.
For m 2, we let
Ik(y) = 11 + |y|2
⎛
⎜⎜⎜⎜⎜⎜⎝
2r coskφ
2r sin kφ
2y3
...
2ym
|y|2 − 1
⎞
⎟⎟⎟⎟⎟⎟⎠
≡
⎛
⎜⎜⎜⎜⎜⎜⎝
u1
u2
u3
...
um
um+1
⎞
⎟⎟⎟⎟⎟⎟⎠
, y ∈ Rm, (3.10)
where (r,φ) is the polar coordinate in the (y1, y2)-plane. It is easy to see that Ik is continuous on
the sphere Rm ∪ {∞}.
We claim that
deg Ik = k, deg(−Ik) = (−1)m+1k. (3.11)
If k = 0, the claim is obvious, since the map is not surjective.
Let k = 0. When m = 1, we have that Ik = f ◦ g, where g :R1 → S1 \ {i} ⊂ C is the
stereographic projection, and f = zk , z ∈ C, maps S1 to S1. Since degf = k and degg = 1,
we have that deg Ik = (degf )(degg) = k. When m  2, because of the irregularity of the
south pole S = (0, . . . ,0,−1), we consider the perturbation S = (x,0, . . . ,0,−1 + ) ∈ Sm,
where x > 0 satisfies x2 + (1 − )2 = 1. Then U = (u1, . . . , um) can be taken as a coor-
dinate around the point S as  sufficiently small. From (3.10), we see that Ik(y∗) = S iff
y∗ = (r cosφ, r sinφ,0, . . . ,0) with r2 = 2− , φ satisfying coskφ > 0 and sin kφ = 0. This
shows that the set I−1k (S) contains precisely |k| points y∗. At every such point y∗, we have by
a straightforward computation that
det
(
dU
dy
)
= ρk,
where ρ = 2n(1 − r2 )/(1 + r2 )n+1 is positive as  sufficiently small. It follows that
degy∗(Ik) = sign(k), ∀y∗ ∈ I−1k (S). Hence S is regular for Ik and deg(Ik) = k. Since
deg(−f ) = (−1)m+1 deg(f ) for any continuous map f :Sm → Sm, we have that deg(−Ik) =
(−1)m+1 deg(Ik) = (−1)m+1k. This proves the claim (3.11).
Next, let x(y), y ∈ Rm, be the stereographic projection (3.4). From (3.9) and (3.6), we have
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(
x(y)
)= ∇f1(x(y)) · ∇x(y)+ f2(x(y))x(y)
= 1
4
(
1 + |y|2)2∇¯f ∗1 (y)∇¯x(y)+ f ∗2 (y)x(y) = A(y)F` (y), (3.12)
where A(y) = ( 12 (1 + |y|2)∇¯x(y), x(y)) and F` (y) = ( 12 (1 + |y|2)∇¯f ∗1 , f ∗2 (y)), y ∈ Rm.
We note that F` resembles F ∗. In order to establish the connection between the degree of F
and that of F ∗, we need to look into A(y) more closely. By a direct computation, we find that
A(y) = 1
1 + y2
(
1 − y2 2y
2y y2 − 1
)
when m = 1, and (1 + |y|2)A(y) equals
⎛
⎜⎜⎜⎜⎜⎝
1 + |y|2 − 2y21 −2y1y2 · · · −2y1ym 2y1
−2y1y2 1 + |y|2 − 2y22 · · · −2y2ym 2y2
...
...
. . .
...
−2y1ym −2y2ym · · · 1 + |y|2 − 2y2m 2ym
2y1 2y2 · · · 2ym |y|2 − 1
⎞
⎟⎟⎟⎟⎟⎠
when m  2. It is clear that A is symmetric and orthogonal. When m = 1, the matrix A is
obviously continuous at ∞. But this is not the case when m  2. However, though the matrix
A has no limit as y → ∞ when m  2, it is uniformly bounded, and moreover, if v : Rm ∪
{∞} → Sm is continuous and maps ∞ to either the north pole N = (0, . . . ,0,1) or the south pole
S = (0, . . . ,0,−1), then Av is continuous at ∞. In particular, when m  2, since the map Ik
maps ∞ to the north pole N = (0, . . . ,0,1), AIk is a continuous map from the sphere Rm ∪ {∞}
into Rm+1. Moreover, since A is orthogonal, it follows that AIk is a continuous map from the
sphere Rm ∪ {∞} into the sphere Sm ⊂ Rm+1 for all m 1.
We claim that
deg(AIk) = 1 − k. (3.13)
Indeed, in the case m = 1, by writing y = cos θ(1 − sin θ)−1, θ ∈ [0,2π], we have Ik(y) = eikθ
and
A(y)Ik(y) =
(− sin θ cos θ
cos θ sin θ
)(
coskθ
sin kθ
)
=
(
sin(k − 1)θ
cos(k − 1)θ
)
,
from which (3.13) follows immediately. Next we consider the case m  2. Since A2 = I , we
see that AIk(y∗) = S iff Ik(y∗) = AS and iff y∗ = (cosφ, sinφ,0, . . . ,0) for φ satisfying
coskφ + cosφ = 0 and sin kφ + sinφ = 0, i.e., cos(k − 1)φ = −1. This shows that the inverse
of S consists of |k − 1| points. When k = 1, we clearly have deg(AIk) = 0. Now let k = 1.
Using U = (u1, . . . , um) as coordinate around the south pole S, we find by a straightforward
computation that at every y∗ ∈ (AIk)−1(S),
det
(
dU
dy
)∣∣∣∣
y∗
= 8n−2/2n det
( ∂u1
∂r
∂u1
∂φ
∂u2 ∂u2
)∣∣∣∣∣ ∗ = 8n−2/2n sign(1 − k),∂r ∂φ y
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deg(AIk) = 1 − k when k = 1. This proves (3.13) in the case m 2.
To finish the proof, we now apply (3.11)–(3.13). Let deg( F`|F` | ) = k.
We first consider the cases m 2. Suppose f2(N) > 0. Since ∇f1(N) = 0, we have by (3.9)
that, as y → ∞, |∇f1(x(y))|2 = (1+|y|2)24 |∇¯f ∗1 (y)|2 → 0, hence (1+|y|
2)
2 ∇¯f ∗1 (y) → 0. We see
that F` is continuous at ∞, in particular, F`|F` | maps ∞ to the north pole N . Since deg(Ik) = k and
Ik also maps ∞ to N , the homotopy theory on the sphere implies that the map F`|F` | is deformed
to Ik keeping ∞ fixed, i.e., there is a continuous function H : [0,1] × (Rm ∪ {∞}) → Sm ⊂
Rm+1 satisfying H(0, ·) = F`|F` | , H(1, ·) = Ik , and H(t,∞) ≡ N , ∀t ∈ [0,1]. Hence, the map AH ,
defined by AH(t, y) := A(y)H(t, y), is a continuous map from [0,1] × (Rm ∪ {∞}) to Sm,
which deforms A F`|F` | to AIk . It follows that deg(A
F`
|F` | ) = deg(AIk), which, together with (3.12)
and (3.13), implies
deg(F,Bm+1,0) = deg(AIk) = 1 − k = 1 − deg(F` /|F` |).
Since F` and F ∗ have the same degree, we then obtain the lemma in the case m  2 and
f2(N) > 0. Now let f2(N) < 0. Obviously, F`|F` | maps ∞ to the south pole S. Let l = (−1)m+1k.
Then the maps −Il and F`|F` | have the same image at ∞, as well as the same degree (−1)m+1l = k.
We conclude similarly to the above that
deg(F,Bm+1,0) = deg(−AIl) = (−1)m+1 deg(AIl)
= (−1)m+1(1 − l) = (−1)m+1(1 − (−1)m+1k).
Hence, we also obtain the lemma in the case m 2 and f2(N) < 0.
In the case m = 1, the argument is similar. The only difference is that Ik and −Ik do not map
∞ to the poles (so the homotopy H does not need to keep ∞ fixed). But this property is not
needed in the argument since the matrix A is continuous at ∞ in this case. 
Proof of Theorem 3.1. Let W = (w1,w2) :Rm ∪ {∞} → Rm ×R1 = Rm+1 be continuous and
satisfy |W | ≡ 1. We claim that
degW = deg(w1, {w2 < 0},0) as w2(∞) > 0,
= −deg(w1, {w2 > 0},0) as w2(∞) < 0. (3.14)
Suppose w2(∞) > 0. Then {w2 < 0} is a bounded open set in Rm. For small , let S =
(U,um+1) ∈ Sm be regular for W and S → S = (0, . . . ,0,−1) as  → 0. Then U → 0,
um+1 → −1, and U = (u1, . . . , um) is an oriented coordinate around S as  sufficiently small.
Under the coordinate U , the map W has the expression U = w1, and
degW = deg(W,S) =
∑
∗ −1
sign det
(
dw1
dy
)∣∣∣∣
y∗
. (3.15)y ∈W (S)
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w2(y) < 0}. This, together with (3.15), implies that U is regular for w1 when restricted to
{w2 < 0}, and
degW = deg(w1, {w2 < 0},U).
Since |W | ≡ 1, we have |w1| ≡ 1 on {w2 = 0}. We see from the fact U → 0 that |sU | is away
from 1 for all s ∈ [0,1]. Hence w1(y) = sU for all s ∈ [0,1] and all y on {w2 = 0}. It follows
from the homotopy invariance that
deg
(
w1, {w2 < 0},U
)= deg(w1, {w2 < 0},0).
In the case that w2(∞) < 0, we let N be regular for W such that N → (0, . . . ,0,1) as  → 0.
Note that if (e1, . . . , em) is an oriented basis for Rm, then (e1, . . . , em) and (e1, . . . , em−1,−em),
respectively, are oriented base for Sm at the south pole (0, . . . ,0,−1) and the north pole
(0, . . . ,0,1). We can apply a similar argument to conclude that degW = deg(W,N) =
−deg(w1, {w2 > 0},0).
Now take W = F ∗|F ∗| in (3.14). The theorem immediately follows from Lemma 3.1. 
3.2. Proofs of Theorems 1–3 and Corollaries 1–4
We now apply the above general result to verify the topological condition (1.3) and (1.2) stated
in our main results Theorems 1–3 and their corollaries. The existence of H -symmetric solutions
of (1.1) stated in these results then follows from Theorem 7 in Part I of the series (see Theorem A
in Appendix A of this part of the series), except that for Corollary 4 the existence follows from
Theorem 6 in Part I of the series (see Theorem B in Appendix A).
Proof of Theorem 1. Let f1, f2 be defined as in (1.5) with k = [n2 ] − 1 and l = [n2 ]. Then F ,
defined in (1.4) with the current f1 and f2, is just the restriction of G(β)t on SH with β = 2[n2 ].
Applying Theorem 3.1 with m = 0, we see that the topological condition (1.3) with β = 2[n2 ]
is equivalent to f2(N)f2(−N) > 0, which is obviously equivalent to the condition (2.1) as t
sufficiently large. 
Proof of Theorem 2. Let F be defined as in (1.4) with f1 = Ro|SH and f2 = −(Re)|SH . Then
F is just the restriction of G(β)t on SH . Applying Theorem 3.1 with m = dim(SH )  1, we see
that the topological condition (1.3) is equivalent to (2.4). 
Proof of Corollary 1. It is just the special case of Theorem 2 when β = 2. 
Proof of Theorem 3. To verify (1.3), we let f1, f2 be as in (1.5). Since (3.2) is satisfied as t  t0,
the map F , defined in (1.4) with the current f1 and f2, has a constant degree for all t  t0.
If, for some t  t0, f1 has no critical points in {f2 > 0} (resp. {f2 < 0}), then we can take the
north pole N in {f2 < 0} (resp. {f2 > 0}) such that ∇f1(N) = 0 and obtain deg(∇¯f ∗1 ,Ω+,0) = 0
(resp. deg(∇¯f ∗1 ,Ω−,0) = 0). In either case, we obtain (1.3) from Theorem 3.1.
Now suppose that for any t  t0, f1 has a critical point xt in {f2 > 0} and a critical point yt
in {f2 < 0}.
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Indeed, at t = tj , ∇f1(xj ) = 0 and f2(xj ) > 0, i.e.,
∇f1(xj ) =
∑
odd i∈[1,β]
1
t i−1j
D¯iR(xj ) = 0, (3.16)
f2(xj ) = −
∑
even i∈[2,β]
1
t i−2j
D¯iR(xj ) > 0. (3.17)
Let L = L(q) be defined in Section 2. It follows from (a) of the condition O(L) at q (see Defini-
tion 4 in Appendix A) that for any t  1,
∣∣∣∣ ∑
odd i∈[1,L]
1
t i−1
D¯iR(xj )
∣∣∣∣ c0 ∑
odd i∈[1,L]
1
t i−1
√
1 −Λi(xj )
∣∣D¯iR(xj )∣∣, (3.18)
where Λi are as in Definition 4 in Appendix A and c0 > 0 is a constant depending on n. Since
L β , we have by (3.16) and (3.18) that
∑
odd i∈[1,L]
1
t i−1j
√
1 −Λi(xj )
∣∣D¯iR(xj )∣∣ CR
⎧⎪⎨
⎪⎩
1
tL+1j
, if L is odd,
1
tLj
, if L is even,
where the constant CR depends on c0 and R. It follows
√
1 −Λi(xj )
∣∣D¯iR(xj )∣∣ o(1) 1
tL−ij
for every odd i ∈ [1,L],
where o(1) t−1j → 0 as j → ∞. This, together with (b) of the condition O(L) at q , implies that
1
t i−1j
|D¯iR(xj )| o(1)t1−Lj for all i < L such that i −L =even. If L is odd, then (3.16) becomes
o(1)
tL−1j
+ 1
tL−1j
D¯LR(xj ) = 0.
Since xj → q as tj → ∞, we have D¯LR(q) = 0. But D¯LR(q) = 0 by definition of L. This leads
to a contradiction. Hence L must be even and (3.17) becomes
− o(1)
tL−2j
− 1
tL−2j
D¯LR(xj ) > 0,
which implies D¯LR(q) 0. Since D¯LR(q) = 0, we have D¯LR(q) < 0, and hence q ∈ E−. This
proves Claim 1.
Claim 1 implies that E− = ∅. Similarly, E+ = ∅. We only consider the case when the set E−
is finite. The case when E+ is finite is similar.
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assumption, there exists a τ > 0 such that every p ∈ E− is the unique critical point of the restric-
tion R|SH in Bτ (p). We take the north pole N in {f2 < 0} to be such that ∇f1(N) = 0 (N can be
t-dependent).
Claim 2. There are constants 0 < r < τ and t1  t0 such that
∇f1 = 0, in {f2  0} ∩Br(p), ∀p ∈ E−, as t  t1. (3.19)
For otherwise, taking any sequence rj → 0, there are tj → ∞ and pj ∈ E− such that with
t = tj the function f1 has critical points xj in {f2  0} ∩ Brj (pj ). Since E− is finite, we may
assume without loss of generality that xj → p ∈ E−. Note that ∇f1(xj ) = 0 and f2(xj )  0
with t = tj . An argument similar to that in proving Claim 1 shows that L = L(p) is even and
D¯LR(p) 0, which contradicts to the fact that p ∈ E−. Hence Claim 2 holds.
Claim 1 also implies that there exists t2  t1 such that
∇f1 = 0, in {f2 > 0} −
⋃
p∈E−
Br(p), as t  t2. (3.20)
Then as t  t2, by (3.20) and (3.19),
deg
(∇¯f ∗1 ,Ω+,0)= ∑
p∈E−
deg
(∇¯f ∗1 ,Ω+ ∩B∗r (p),0)
=
∑
p∈E−
deg
(∇¯f ∗1 ,B∗r (p),0), (3.21)
where B∗r (p) is induced by Br(p) under the stereographic projection from SH \ {N} to Rm.
Given p ∈ E−, consider in Br(p) the continuous mappings
fs = R|SH +
∑
1i[ β−12 ]
s
t2i
iR
∣∣
SH
, s ∈ [0,1].
Since r < τ , we have ∇R|SH = 0 on the boundary ∂Br(p). From this, we can find a constant
t3  t2, depending on R, in particular on the minimum of |∇R| on ∂Br(p), such that as t  t3,
|∇fs | = 0 on the boundary ∂Br(p), ∀s ∈ [0,1]. We note that t3 can be chosen to be independent
of p ∈ E− because of the finiteness of E−. Hence as t  t3,
deg
(∇¯f ∗1 ,B∗r (p),0)= deg(∇¯f ∗0 ,B∗r (p),0), ∀p ∈ E−, (3.22)
where f0 = R|SH . Recall that p is the unique critical point of R|SH in Br(p). Taking U =
Br(p), we see that p is the unique zero of h. Hence the right-hand side of (3.22) is just Indp h.
Substituting (3.22) into (3.21), we obtain
deg
(∇¯f ∗1 ,Ω+,0)= ∑
p∈E−
Indp h, as t  t3.
This, together with (2.7) and Theorem 3.1, implies (1.3) for t  t3. 
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E− can be treated similarly. By Theorem 3, we only need to show that E+ is finite.
Since every p ∈ E+ is an isolated critical point of R|SH and E+ ⊂ KH , every p ∈ E+ is also
isolated in E+. Hence it suffices to show that E+ is closed. Let {pj } ⊂ E+ be a sequence which
converges to a point, say p. We want to show that p ∈ E+. Denote Lj = L(pj ) as defined in
Section 2. Taking a subsequence if necessary, we assume that Lj converges, say to L∞. Then
Lj ≡ L∞ as j  1. By definition of L(pj ), Lj is even, D¯Lj R(pj ) > 0, and D¯iR(pj ) = 0,
∀i < Lj . Hence, as j  1, D¯Lj R(p)  0, D¯iR(p) = 0, ∀i < Lj , and Lj  L(p) := L. For
s ∈ [0,1], we let
fs = R|SH +
s
t2
(R)|SH + · · · +
s
t2k
(
kR
)∣∣
SH
, where k = [(L− 1)/2].
For a fixed j , by the isolation assumption, there exists rj > 0 such that pj is the unique critical
point for R|SH in the ball B¯j := B¯rj (pj ) ⊂ SH , and Indpj h = deg(h,Bj ,0) = 0. We can choose
rj  j−1 sufficiently small such that D¯Lj R > 0 in Bj . Then, it is easy to see that there exists
tj  j sufficiently large, depending on the minimum of |∇R| on the boundary ∂Bj , such
that with t = tj , ∇fs = 0, ∀s ∈ [0,1], on ∂Bj . Hence, deg(∇f1,Bj ,0) = deg(∇f0,Bj ,0) =
deg(h,Bj ,0) = 0. This implies that there exists xj ∈ Bj such that ∇f1(xj ) = 0 with t = tj .
We have obtained the sequences tj → ∞ and xj → p satisfying D¯Lj R(xj ) > 0 and
∇f1(xj ) = 0 with t = tj . Hence
∑
odd iL
1
t i−1j
D¯iR(xj ) = 0, ∀j. (3.23)
Similar to the proof of Claim 1 in the proof of Theorem 3, (3.23) together with the condition O(L)
at p implies that D¯iR(xj ) = 0 for all i < L such that i−L =even. If L is odd, then D¯iR(xj ) = 0,
for all odd i < L. We have from (3.23) that D¯LR(xj ) = 0, ∀j , implying D¯LR(p) = 0, which is
a contradiction to the definition of L(p). Hence L is even, and D¯iR(xj ) = 0, for all even i < L.
Since each Lj is even and D¯Lj R(xj ) = 0, we have Lj  L. It follows that Lj ≡ L(p) as j  1.
By D¯Lj R(p) 0 as j  1, we have that D¯LR(p) 0, implying D¯LR(p) > 0 by D¯LR(p) = 0.
This shows that p ∈ E+. 
Proof of Corollary 3. Note that a non-degenerate critical point p of R|SH has the non-zero
index Indp h = (−1)Ind(p). When β = 2,3, E− (resp. E+) is just {R < 0} ∩ KH (resp.
{R > 0} ∩ KH ). Hence, under the condition (3) (resp. (4)), all conditions in Corollary 2 with
β = 2,3 are satisfied. While under the condition (1) (resp. (2)), E− (resp. E+) is empty, and all
conditions in Theorem 3 with β = 2,3 are satisfied. 
Proof of Corollary 4. As shown in the proof of Theorem 6 in Part I of the series, at any critical
point p ∈ KH of R, we have that L(p) = α(p), the condition O(L) is satisfied with L = L(p),
and D¯LR(p) ∼∑αi=α bi(p) when L(p) is even. It follows that the sets E−, E+ in Theorem 3
are just −, +, respectively.
For simplicity, we only treat the case corresponding to −. The case corresponding to + is
similar. Let p ∈ − be fixed. Since − is finite, p is isolated in −. We have by the isolation and
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We claim that
Indp h =
{
(−1)I (p) when p ∈ E,
0 when p /∈ E.
This, together with (2.10), will imply the condition (2.7) in Theorem 3. The topological condition
(1.3) will follow from Theorem 3 with β = 2[n2 ].
To show the claim, let r be sufficiently small such that (2.9) holds for |y| < r and let Br(0) be
the r-ball in {(0, . . . ,0, yn−m+1, . . . , yn)} = Rm centered at 0. Then for i ∈ [n−m+ 1, n],
∇¯iR(y) ∼ biyαi−1i + o(1)
(
n∑
j=n−m+1
|bjyj |αj−1
)
, y ∈ Br(0),
where o(1) → 0 as y → 0. We may assume without loss of generality that for some integer
k ∈ [n−m,n], αi is even when i  k, and is odd when i > k. For y ∈ Br(0), consider
Qk(y) =
{
(bn−m+1yn−m+1, . . . , bkyk, bk+1, . . . , bn) if k  n−m+ 1,
(bn−m+1, . . . , bn) if k = n−m.
Since bi = bi(p) = 0 ∀i ∈ [n−m+ 1, n], we easily see that deg(Qn,Br(0),0) = (−1)I (p), and
deg(Qk,Br(0),0) = 0 for all k < n. Using the properties of αi described above, we can let r > 0
be further small if necessary, depending on min{bi, i ∈ [n−m+ 1, n]}, such that s∇¯R|SH (y)+
(1 − s)Qk(y) = 0, ∀s ∈ [0,1], y ∈ ∂Br(0). Hence ∇¯R|SH has the same degree as Qk in Br(0). It
follows that Indp h = (−1)I (p) when k = n (i.e., when all αi ’s, i ∈ [n−m+ 1, n], are even), and
Indp h = 0 when k < n (i.e., when some of the αi ’s, i ∈ [n−m+ 1, n], are odd). This proves the
claim. 
4. Symmetry and the topological degree
In this section, we will investigate the impacts of symmetry on topological degree of the
general map F :Sm → Rm+1 defined in (1.4). Particular attentions will be paid to the role
of symmetric-like properties on dimension reduction in degree calculation, the choice of sub-
symmetry on non-zero degree, and the connection of non-zero degree with the axisymmetric-like
property of the function.
Using these studies, Theorems 4–6 and Corollary 6 will be proved in this section (Corollar-
ies 5, 7 are direct consequences of Theorems 4, 6, respectively).
4.1. Dimension reduction
Given a subgroup J ⊂ O(m+ 1), we let VJ be the fixed point set of J in Rm+1 and SJ be the
unit sphere in VJ , and consider the restricted map F˜ :SJ → VJ :
F˜ (x) = ∇f˜1(x) · ∇x + f˜2(x)x, x ∈ SJ , (4.1)
where f˜i = fi |SJ , i = 1,2. Our goal is to reduce the degree of F to that of the lower dimensional
map F˜ .
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of the J -orbits and let μ∗ denote the product of all the distinct prime divisors of μ.
Theorem 4.1. Assume that J ⊂ O(m+ 1) is compact, and f1, f2 satisfy (3.2) and that
∇f1(x) · h−1∇f1(hx)+ f2(x)f2(hx) 0, ∀h ∈ J, x ∈ Sm. (4.2)
(1) If SJ = ∅, then deg(F,Bm+1,0) = 0, provided that J = T l – the l-torus, or J is finite with
μ> 1, or the J -action is free on Sm.
(2) If SJ = ∅, then F˜ = 0 on SJ and the following holds:
(a) If J = T l , then deg(F,Bm+1,0) = deg(F˜ ,VJ ∩Bm+1,0).
(b) If J is finite, then deg(F,Bm+1,0) = deg(F˜ ,VJ ∩Bm+1,0) (mod μ∗).
(c) If J acts semi-freely on Rm+1 and SJ is connected, then
deg(F,Bm+1,0) =
{±deg(F˜ ,VJ ∩Bm+1,0) when |J | = ∞,
α deg(F˜ ,VJ ∩Bm+1,0) (mod |J |) when |J | < ∞,
where α is relatively prime to |J |.
We note that (4.2) holds automatically when f1, f2 are J -symmetric.
To prove the theorem, we first prepare the following lemma.
Lemma 4.1. The following holds.
(a) For any u ∈ C1(Sm), ∇xu(hx) = h−1∇u|hx , ∀h ∈ O(m+ 1), x ∈ Sm.
(b) If J ⊂ O(m+ 1) is a compact subgroup and v ∈ C(J,Rk) is a non-trivial function such that
v(h1) · v(h2) 0, ∀h1, h2 ∈ J , then
∫
J
v(h)dh = 0.
Proof. (a) Let u¯ :Rm+1 → R1 be an extension of u. Then ∇¯xu¯(hx) = h−1∇¯u¯|hx , ∀x ∈ Rm+1.
For a fixed x ∈ Sm, we denote by P(x) the orthogonal projections from Rm+1 into the tangent
space TxSm and by Q(x) the projection: Rm+1 → (TxSm)⊥. Then ∇u(x) = P(x)∇¯u¯(x). Since
h−1 maps ThxSm, (ThxSm)⊥ into TxSm, (TxSm)⊥ respectively, we have that h−1∇u|hx ∈ TxSm,
h−1Q(hx)∇¯u¯|hx ∈ (TxSm)⊥. It follows that
∇xu(hx) = P(x)∇¯x u¯(hx) = P(x)h−1∇¯u¯|hx
= P(x)h−1(∇u|hx +Q(hx)∇¯u¯|hx)= h−1∇u|hx.
(b) Let h1 ∈ J be such that v(h1) = 0. We can choose an orthonormal basis in Rk so that
v1(h1) > 0 and vi(h1) = 0, ∀2  i  k. Since v(h1) · v(h)  0, ∀h ∈ J , we have v1(h)  0,
∀h ∈ J . By continuity, ∫
J
v1(h) dh > 0, implying that
∫
J
v(h)dh = 0. 
Proof of Theorem 4.1. Given x ∈ Sm, we let v :J → Rm+2:
v(h) = (h−1∇f1|hx, f2(hx)), ∀h ∈ J.
By the orthogonality of h ∈ J , |v(h)|2 = |∇f1|hx |2 + |f2(hx)|2, which is non-zero according to
(3.2). For any h1, h2 ∈ J , denote y = h1x ∈ Sm and h = h2h−1 ∈ J . Then h2x = hy and1
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v(h1) · v(h2) = ∇f1(y) · h−1∇f1|hy + f2(y)f2(hy).
It follows from (4.2) that v(h1) · v(h2)  0. Hence by Lemma 4.1(b),
∫
J
v(h)dh = 0. Conse-
quently,
∣∣∣∣
∫
J
h−1∇f1|hx dh
∣∣∣∣
2
+
∣∣∣∣
∫
J
f2(hx)dh
∣∣∣∣
2
= 0, x ∈ Sm. (4.3)
Consider, for s ∈ [0,1] and i = 1,2,
f
(s)
i (x) = (1 − s)fi(x)+
s
|J |
∫
J
fi(hx)dh, x ∈ Sm.
Let F (s), s ∈ [0,1], be defined using (1.4) with f (s)1 , f (s)2 in place of f1, f2 respectively. By
Lemma 4.1(a), we have that
∣∣F (s)(x)∣∣2 = ∣∣∣∣(1 − s)∇f1(x)+ s|J |
∫
J
h−1∇f1|hx dh
∣∣∣∣
2
+
∣∣∣∣(1 − s)f2(x)+ s|J |
∫
J
f2(hx)dh
∣∣∣∣
2
.
When s = 1, it follows from (4.3) that F (1) = 0 on Sm. When s ∈ [0,1), it follows from (4.2)
and (3.2) that
∣∣F (s)(x)∣∣2  (1 − s)2(∣∣∇f1(x)∣∣2 + ∣∣f2(x)∣∣2)> 0, ∀x ∈ Sm.
Hence F (s) = 0, ∀s ∈ [0,1] and deg(F (s),Bm+1,0) is independent of s ∈ [0,1].
Since f (1)1 and f
(1)
2 are easily seen to be J -symmetric, an application of Lemma 4.1(a) yields
that F (1) is J -equivariant, i.e., F (1)(hx) = hF (1)(x), ∀x ∈ Sm and h ∈ J .
When SJ = ∅, it follows from the generalized Borsuk theorem (cf. [14]) that F (1) has a non-
zero degree if J = T l , or J is finite with μ> 1, or the J -action is free on Sm. But F = F (0) has
the same degree as F (1). This proves (1).
When SJ = ∅, we let x ∈ SJ . It is clear that f (1)i (x) = fi(x) = f˜i (x), i = 1,2. By
Lemma 4.1(a) and the fact that f (1)1 is J -symmetric, we have that ∇f (1)1 (x) ∈ VJ , which im-
plies that ∇f (1)1 (x) = ∇f˜1(x) (note that f˜1 is defined on SJ and the gradient ∇ to f˜1 is taken
with respect to the sub-sphere SJ ). It follows that
F (1)(x) = ∇f (1)1 (x) · ∇x + f˜2(x)x = ∇f˜1(x) · ∇x + f˜2(x)x = F˜ (x).
Hence F (1) = F˜ on SJ . Since F and F (1) have the same degree, (2) follows from the general
degree theory for J -equivariant maps (cf. [5,9]). 
Proof of Theorem 4. By taking m = dimSH , f1 = Ro, and f2 = −Re, it follows from Theo-
rem 4.1 that the degree of F is reduced to that of the restricted map F˜ when S˜J = ∅ (if S˜J = ∅,
then the degree is already non-zero). If dim S˜J = 0, by the formula (a) in Theorem 3.1 the degree
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of F˜ given in Theorem 3.1. 
4.2. Functions of (m+ 1) variables
Since the degree in (1.3) may vary for different H , the choice of H also plays an important role
in verifying the topological condition (1.3). Below we pay our particular attention to functions
of (m+ 1) variables.
Let f :Sn → R1 be a fixed function of (m + 1) variables determined by a smooth function
ζ = ζ(u), u ∈ B¯m+1, as in (2.14). It is symmetric with respect to all Hl := O(n− l), ∀l ∈ [m,n],
which acts on Rn+1 according to (2.15). Consider
G(x) = ∇f · ∇x − (f )x, x ∈ Sn. (4.4)
Our goal is to identify integers l ∈ [m,n] for which deg(G,BHl ,0) = 0. We note by Theorem 4.1
that
deg(G,BHl+1 ,0) = deg(G,BHl ,0)+ 2k for some integer k,
deg(G,BHl+2 ,0) = deg(G,BHl ,0). (4.5)
Indeed, the first identity above follows from Theorem 4.1 by using the Z2-symmetry of f and
f , where Z2 is induced by the orthogonal transformation that sends xn−l to −xn−l and keeps
other components unchanged. The second identity above follows from Theorem 4.1 by using
the symmetry of f and f with respect to the torus group, consisting of all the orthogonal
transformations that rotate in the plane (xn−l−1, xn−l) and keep other components unchanged.
Both Z2 and the torus group are subgroups of Hl but have the same fixed point set as Hl .
The integer k in (4.5) can well be zero, for example, if m = 0 and f is monotone, then the
degree of G with respect to every BHl , l = 0, . . . , n, is zero. However, if k = 0, then the degree of
G in either BHl or BHl+1 is non-zero. Below, we will give a sufficient condition which guarantees
k = 0.
Theorem 4.2. Let f be the function of m + 1 variables determined by ζ ∈ C2(B¯m+1) such that
G = 0 on Sn. If ∇¯ζ = 0 on ∂Bm+1 and (2.16) holds, then deg(G,BH ,0) = 0 for either H = Hm
or Hm+1. In particular, when m = 0, if ζ is not monotone in [−1,1], then deg(G,BH1 ,0) = 0.
Proof. Since the fixed point sets of Hm and Hm+1 are contained in the subspace {(0, . . . ,
0, xn−m,u)} = Rm+2, it suffices to restrict f and f to this subspace when considering degrees
in BHm and BHm+1 . We thus make such restrictions and denote xn−m by u0 and the subspace in
short by {(u0, u)} = Rm+2.
Observe that for x = (u0, u) ∈ Sm+1 ⊂ Rm+2,
∇f (x) =
⎛
⎜⎜⎝
−ζρu0
ζu1 − ζρu1
...
⎞
⎟⎟⎠ , f (x) = ¯ζ(u)− nρζρ(u).ζum+1 − ζρum+1
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the condition G = 0 is equivalent to
|¯ζ | + |∇¯ζ | = 0 in Bm+1,
|¯ζ − nζρ | + |∇η| = 0 on ∂Bm+1. (4.6)
It follows that ¯ζ(N) = nζρ(N), which, together with the condition that ∇¯ζ = 0 on ∂Bm+1,
implies that degrees involved in (2.16) are meaningful.
Let |u|2 = 1 and ∇η(u) = 0. Then ui = 0 for some 1  i  m + 1, ζuj = ζρuj for all 1 
j  m + 1, and ζρ = 0 by the condition that ∇¯ζ = 0 on ∂Bm+1. Using (u0, uˆ) as coordinates,
where uˆ is obtained by deleting ui from u, we have by (2.14) that ∂f∂u0 = −
2u0
ui
ζui and
∂2f
∂u20
|u0=0 =
− 2
ui
ζui = −2ζρ . Hence
ζρ · ∂
2f
∂u20
< 0 on
{
u0 = 0, |u|2 = 1
}
, if ∇η(u) = 0. (4.7)
The fixed point sphere SHm+1 = {u20 + |u|2 = 1} = Sm+1 contains the sphere SHm = {u0 = 0,
|u|2 = 1} with the same north pole. Since ∇η(N) = 0, we have that ∇f (N) = 0. After identi-
fying (u0, u) ∈ Sm+1 \ {N} with (y0, y) ∈ Rm+1 via the stereographic projection, the sub-sphere
{u0 = 0, |u|2 = 1} \ {N} is identified with Rm = {(0, y) ∈ Rm+1}. The functions on the spheres
are then defined in the Euclidean spaces.
Assume deg(G,BHm,0) = 0, i.e., deg(G, {u0 = 0, |u|2 < 1},0) = 0. By Theorem 3.1 we
have
deg
(∇¯η, {¯ζ > nζρ} ∩Rm,0)= 1, if ¯ζ(N) < nζρ(N),
deg
(∇¯η, {¯ζ < nζρ} ∩Rm,0)= (−1)m, if ¯ζ(N) > nζρ(N). (4.8)
We need to show that deg(G,BHm+1 ,0) = 0 iff (2.16) holds.
First consider the case ¯ζ(N) < nζρ(N). Then −f (N) > 0, and it follows from Theo-
rem 3.1 that
deg
(
G, {|u0|2 + |u|2 < 1},0
)= 1 − deg(∇¯f, {f > 0} ∩Rm+1,0). (4.9)
Note that functions f and f are symmetric in u0 by having the same value at the opposite
points (±u0, u) ((±y0, y)). It is not difficult to see from (4.7) and (4.8) that
deg
(∇¯f, {f > 0} ∩Rm+1,0)
= deg(∇¯f, {¯ζ > nρζρ} ∩Rm+1,0)
= 2 deg(∇¯ζ, {¯ζ > nρζρ} ∩Bm+1,0)− deg(∇¯η, {¯ζ > nζρ > 0} ∩Rm,0)
+ deg(∇¯η, {¯ζ > nζρ, ζρ < 0} ∩Rm,0)
= 2 deg(∇¯ζ, {¯ζ > nρζρ} ∩Bm+1,0)− 2 deg(∇¯η, {¯ζ > nζρ > 0} ∩Rm,0)
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= 2 deg(∇¯ζ, {¯ζ > nρζρ},0)− 2 deg(∇¯η, {¯ζ > nζρ > 0} ∩Rm,0)+ 1.
By (4.6) we can take  > 0 sufficiently small so that |¯ζ | > n when |∇¯ζ |  . The set
{¯ζ > nρζρ} ∩ {|∇¯ζ | < } obviously equals {¯ζ > 0} ∩ {|∇¯ζ | < }. Hence, in the above,
deg(∇¯ζ, {¯ζ > nρζρ},0) equals deg(∇¯ζ, {¯ζ > 0},0). By substituting that into (4.9), we imme-
diately conclude that the degree in {|u0|2 + |u|2 < 1} is non-zero iff (2.16) holds. Next, consider
the case ¯ζ(N) > nζρ(N). Similarly to the above we have
(−1)m deg(G,{|u0|2 + |u|2 < 1},0)= 1 − (−1)m+1 deg(∇¯f, {f < 0} ∩Rm+1,0),
in which
deg
(∇¯f, {f < 0} ∩Rm+1,0)
= 2 deg(∇¯ζ, {¯ζ < 0},0)+ 2 deg(∇¯η, {¯ζ < nζρ < 0} ∩Rm,0)+ (−1)m+1.
This implies that the degree in {|u0|2 + |u|2 < 1} is non-zero iff (2.16) holds.
We now consider the particular case m = 0. Clearly, ∇η ≡ 0 on the boundary {±1}, and
¯ζ = (1 − u2)ζ ′′, ∀u ∈ [−1,1]. Then G = 0 is equivalent to ζ ′(±1) = 0 and |ζ ′| + |ζ ′′| = 0,
∀u ∈ (−1,1). Hence ∇¯ζ = 0 on ∂Bm+1.
On the boundary {±1}, since ¯ζ ≡ 0, the sets {¯ζ < nζρ < 0} and {¯ζ > nζρ > 0} are both
empty, implying that the degrees on the right-hand side of (2.16) are zero. Now if ¯ζ(N) <
nζρ(N) (¯ζ(N) > nζρ(N)), then ζ ′(1) > 0 (ζ ′(1) < 0). Since ζ is not monotone, it must have
local minima (maxima) in (−1,1) when ¯ζ(N) < nζρ(N) (¯ζ(N) > nζρ(N)), which implies
that the degrees on the left-hand side of (2.16) are non-zero. Hence (2.16) holds. In fact, if ζ is
monotone, then it has no critical points in (−1,1), so both degrees on the left-hand side of (2.16)
are zero, i.e., (2.16) can not be satisfied. In other word, the non-monotonicity of ζ is equivalent
to the validity of (2.16).
When deg(G,BH0 ,0) = 0, we can apply the general case to m = 0 to conclude that
deg(G,BH1 ,0) = 0 iff ζ is not monotone. When deg(G,BH0 ,0) = 0, it must be ±1. We can
then take l = 0 in (4.5) to conclude that deg(G,BH1 ,0) = ±1 + 2k = 0. In any case, the non-
monotonicity of ζ implies deg(G,BH1 ,0) = 0. 
Proof of Theorem 5. Note that the conditions (B), (C) w.r.t. Hm+1 imply that w.r.t. Hm, respec-
tively. Hence these conditions are satisfied with respect to both Hm+1 and Hm. Taking f = Re
in Theorem 4.2, we obtain the topological condition (1.3) with H = Hm or H = Hm+1. The
theorem now follows from Theorem A in Appendix A by taking H = Hm or H = Hm+1. 
Proof of Corollary 6. By the assumptions and Theorem C in Appendix A, we see that the
conditions (B) and (C) w.r.t. H = H1 are satisfied. Since R is axisymmetric and is not mono-
tone, the function Re, defined by (2.2) with β = 2[n2 ], is axisymmetric, and is not monotone for
some t1  t0 sufficiently large. The corollary follows from Theorem 5 by taking β = 2[n2 ] and
m = 0. 
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There are many cases in which not only the topological degree condition (1.3) holds with
respect to some non-trivial H but also (1.2) holds. Indeed, if f :Sn → R1 is a function of (m+1)
variables, we see from (4.5) that
deg(G,B,0) =
{
deg(G,BHm,0) when (n−m) is even,
deg(G,BHm+1 ,0) when (n−m) is odd. (4.10)
We thus need to extend Theorem 4.2 to certain nearly symmetric cases. One such case is when
m = 0 and R is axisymmetric-like in the sense of Definition 2.
In the case that f is axisymmetric, it follows from Theorem 4.2 and (4.10) by taking m = 0
that
deg(G,B,0) = 0 ⇐⇒
{
f (N)f (−N) > 0 when n is even,
f is not monotone when n is odd.
We note that the condition f (N)f (−N) > 0 actually implies that f is not monotone. Hence
deg(G,B,0) = 0 iff either f (N)f (−N) > 0, or, n is odd and f is not monotone. The fol-
lowing theorem extends the above to the case that f is axisymmetric-like.
Theorem 4.3. Suppose f is axisymmetric-like w.r.t. a point p and (2.18) is satisfied with f in
place of R. Let G be defined by (4.4). Then deg(G,B,0) = 0 iff one of the following conditions
holds:
(1) f (p)f (−p) > 0;
(2) n is odd, and, when f (p) < 0 (resp. f (p) > 0), there exists an annulus-type of connected
component A of {f > 0} (resp. {f < 0}) such that ∂f
∂ n (y)  0 (resp. ∂f∂ n (y)  0) for all
y ∈ ∂A with ∇τ f (y) = 0, where n and ∇τ denote the outer normal vector of ∂A and the
gradient in {f = 0}, respectively.
Proof. We only consider the case f (p) < 0. The case f (p) > 0 is similar.
By the axisymmetric-like property, ∇f (p) = 0. Viewing p as the north pole, we identify
x ∈ Sn \ {p} with y ∈ Rn via stereographic projection which maps −p ∈ Sn to 0 ∈ Rn. It follows
from Theorem 3.1 that
deg(G,B,0) = 1 − deg(∇¯f,{y ∈ Rn: f > 0},0). (4.11)
Note by (2.18) that the set {f = 0} does not contain {p,−p}. We have by the axisymmetric-
like property that each connected component of {f = 0} divides Sn into two domains with
one containing −p and the other containing p. Since the stereographic projection is conformal
and orientation preserving, the outer normal vector fields on a connected component, which is
the boundary of the domain containing −p, are changed into the outer normal vector fields on
the corresponding component in Rn, which is the boundary of the domain containing y = 0.
If θ denotes the latitude in Sn, then under the stereographic projection ∂
∂θ
is changed into ∂
∂r
,
where r2 = |y|2. Hence viewing f and f as functions in Rn, we have by (2.18) that ∂f
∂r
= 0 on
{f = 0}, and by the axisymmetric-like property that v · ∂  0 on each connected component ∂∂r
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containing the origin y = 0. Hence
v · ∂
∂r
> 0,
∂f
∂r
∂f
∂ v > 0 at each y ∈ ∂ such that ∇τ f (y) = 0. (4.12)
For any y ∈ Rn, write y = rξ , ξ ∈ Sn−1. Consider H(t, y) = t
r
∇ξ f + 1r ∂f∂r y, ∀t ∈ [0,1],
y ∈ {f = 0}, which is clearly continuous. Since |H(t, y)|2 = t2
r2
|∇ξ f |2 + | ∂f∂r |2  | ∂f∂r |2 = 0,
and H(0, y) = 1
r
∂f
∂r
y and H(1, y) = ∇¯f , we have by homotopy invariance that
deg
(∇¯f, {f > 0},0)= deg(∂f
∂r
I, {f > 0},0
)
, (4.13)
where I is the identity map on Rn.
Let Ω be a connected component of {f > 0} and n be the outer normal vector fields of ∂Ω .
The function f attains the maximum on Ω¯ at some points y0, which must lie in ∂Ω , hence
∇τ f (y0) = 0, and ∂f∂ n (y0) > 0 by (2.18). From the axisymmetric-like property, Ω is either of
disk type containing y = 0, or of annulus type.
If Ω is of disk type containing y = 0, we denote it by D. Since, by (4.12), ∂f
∂r
(y0) > 0, we
have by the connectedness of ∂D that ∂f
∂r
|∂D > 0. Hence
deg
(
∂f
∂r
I,D,0
)
= 1. (4.14)
If Ω is of annulus type, we denote it by A. We claim that
(a) deg( ∂f
∂r
I,A,0) = 0,2;
(b) deg( ∂f
∂r
I,A,0) = 2 iff n is odd and ∂f
∂ n (y) 0 for all y ∈ ∂A with ∇τ f (y) = 0.
Indeed, by the axisymmetric-like property, ∂A = ∂1 ∪ ∂2 where ∂1, ∂2 are connected components
of {f = 0} such that n · ∂
∂r
 0 on ∂1 and n · ∂∂r  0 on ∂2. It follows from (4.12) that ∂f∂r |∂1 < 0
when y0 ∈ ∂1, and ∂f∂r |∂2 > 0 when y0 ∈ ∂2. Moreover,
deg
(
∂f
∂r
I,A,0
)
= −deg
(
∂f
∂r
I
∣∣∣∣
∂1
)
+ deg
(
∂f
∂r
I
∣∣∣∣
∂2
)
= −
(
sign
∂f
∂r
∣∣∣∣
∂1
)n
+
(
sign
∂f
∂r
∣∣∣∣
∂2
)n
=
{−(−1)n + (sign ∂f
∂r
|∂2)n when y0 ∈ ∂1,
−(sign ∂f
∂r
|∂1)n + 1 when y0 ∈ ∂2.
This proves (a). To prove (b), we note that the degree equals 2 iff (i) n is odd, and (ii) ∂f
∂r
|∂2 > 0
when y0 ∈ ∂1 and ∂f∂r |∂1 < 0 when y0 ∈ ∂2. By (4.12), (ii) is equivalent to ∂f∂ n (y) 0 for all y ∈ ∂A
with ∇τ f (y) = 0.
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then f (−p) < 0 and 0 /∈ {y ∈ Rn: f > 0}. It follows that there is no any disk-type of con-
nected components in {f > 0}. By (4.11), (4.13), and part (a) of the claim, we have that
deg(G,B,0) = 1 −
∑
A∈ℵ
deg
(
∂f
∂r
I,A,0
)
= 1 − even integer = 0,
where ℵ denotes the set of all annulus-type of connected components in {f > 0}. If
f (p)f (−p) < 0, then 0 ∈ {y ∈ Rn: f > 0} and there is one disk-type of connected com-
ponent containing y = 0. It follows from (4.11), (4.13), and (4.14) that
deg(G,B,0) = −
∑
A∈ℵ
deg
(
∂f
∂r
I,A,0
)
.
Now, deg(G,B,0) = 0 iff there exists A ∈ ℵ such that deg( ∂f
∂r
I,A,0) = 2 (by part (a) of the
claim) iff n is odd and ∂f
∂ n (y) 0 for all y ∈ ∂A with ∇τ f (y) = 0 (by part (b) of the claim). 
Proof of Theorem 6. The theorem simply follows from Theorem 4.3 by taking f = R. 
Appendix A
We recall some results from Part I of the series which are used in this part.
Let H ⊂ O(n+ 1) be a group of isometries acting on Sn, SH be the fixed point sphere of H ,
and let
Σ = {x ∈ Sn: ∇R(x) = R(x) = 0}, ΣH = Σ ∩ SH .
We recall the following definitions from Part I of the series.
Definition 3. When dimension n 4, a function R is said to satisfy the condition (A) if
‖R −R0‖L∞  n,
where n > 0 is the dimensional constant given by Lemma 4.2 in Part I.
When i, k are odd, given a point x it is always true that
D¯kR(x) · D¯iR(x)−λi,k(x)
∣∣D¯kR(x)∣∣∣∣D¯iR(x)∣∣
for some λi,k = λk,i ∈ [0,1]. Given an integer L, we denote by Λ = Λ(x) the symmetric matrix
(λi,k) where i, k  L are odd integers, and denote
Λi = Λi(x) =
∑
odd kL,k =i
λi,k(x) for all odd i  L.
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and a positive integer L.
We say that R satisfies the condition O(L) w.r.t. {pj } if D[L2 ]R(p) = 0 and there exist
Λ = Λ(pj ), a constant C > 0 independent of j , such that the following holds on {pj }:
(a) Λi  1, ∀ odd i  L;
(b) ∣∣D¯iR∣∣ C ∑
odd k<L
(√
1 −Λk
∣∣D¯kR∣∣) L−iL−k , ∀i −L = even−2;
(c) ∣∣DiR∣∣ C ∑
odd k2i−1
(√
1 −Λk
∣∣D¯kR∣∣) 12 , ∀i  [L− 1
2
].
We say that R satisfies the condition E(L) w.r.t. {pj } if D[L2 ]R(p) = 0 and there exist con-
stants C > 0, λ > 12 , and an even integer m ∈ [2,L], independent of j , such that the following
holds on {pj }:
(a)′ D¯kR · D¯iR  0, ∀ even k m, even i  L;
(b)′ ∣∣D¯iR∣∣ C ∑
even km
∣∣D¯kR∣∣ L−iL−k , ∀i −L = even−2 if m<L;
(c)′ ∣∣DiR∣∣ C( ∑
ki−1
∣∣D¯2kR∣∣ 12 + ∣∣D¯2iR∣∣λ), ∀i min{m
2
,
[
L− 1
2
]}
if L 5;
∣∣DiR∣∣ C ∑
even km
∣∣D¯kR∣∣ 12 , ∀m
2
< i 
[
L− 1
2
]
.
Let R be H -symmetric and p ∈ ΣH . R is said to satisfy the condition O(L) at p (resp.
condition E(L) at p, resp. condition
⋃
i∈N O(Li) ∪ E(Li) at p) with respect to H if for any
sequences {pj } ⊂ SH and pj → p it satisfies the condition O(L) (resp. E(L), resp. O(Li) or
E(Ll) for some i, l ∈ N) w.r.t. {pj }. If in the above H is the trivial group, then we simply say that
R satisfies condition O(L) at p (resp. condition E(L) at p, resp. condition ⋃i∈N O(Li) ∪ E(Li)
at p).
For each x ∈ SH , we denote
Lo(x) = min
{
odd i: D¯iR(x) = 0},
Le(x) = min
{
even i: D¯iR(x) = 0},
L(x) = min{Lo,Le}.
Definition 5. Let β be an integer between 2 and 2[n2 ]. We say that R satisfies the condition (B)
w.r.t. H if L(x) β , ∀x ∈ SH .
We say that R satisfies the condition (C) w.r.t. H if for any p ∈ ΣH , R satisfies the condition
O(L)∪ E(L) at p w.r.t. H , or satisfies the condition O(Lo)∪ E(Lo)∪ O(Le)∪ E(Le) at p w.r.t.
H in the case max{Lo,Le} β .
If H is trivial in the above, then we simply say that R satisfies the condition (B) or (C)
respectively.
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Theorem A (Theorem 7 in Part I). Given β ∈ [2,2[n2 ]], let R ∈ Cβ,γ (Sn) be H -symmetric and
satisfy (A) (if n  4), the conditions (B), (C) w.r.t. H . Then there exists a t0  1 such that
G
(β)
t = 0 on SH as t  t0 and (1.1) has an H -symmetric solution provided that the topologi-
cal condition (1.3) holds for some t  t0.
Theorem B (Theorem 7 in Part I). Let H -symmetric R ∈ C2[ n2 ],γ satisfy the condition (A) if
n  4. Suppose that, near each critical point p ∈ ΣH , R has the form (2.9), and α = α(p) 
2[n2 ], which is either odd, or even with
∑
αi=α bi = 0. Then there exists a t0  1 such that
G
(2[ n2 ])
t = 0 on SH as t  t0 and (1.1) has an H -symmetric solution provided that the topological
condition (1.3) holds for some t  t0 with β = 2[n2 ].
Theorem C (From the proof of Theorem 8 in Part I). If R ∈ C2[ n2 ],γ is axisymmetric and sat-
isfies (2.17), then the conditions (B), (C) hold with β = 2[n2 ] and there exists t0  1 such that
G
(2[ n2 ])
t = 0 as t  t0.
We remark that even if the condition (A) fails, the theorems above (also Theorems 1–6 and
Corollaries 1–7) can still be valid as long as certain uniform a priori estimates hold (see Sec-
tion 2.4, Remark (2) in Part I of this series for detail).
Supplementary material
The online version of this article contains additional supplementary material.
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