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Abstract: Starting from a member of an image database designated the “query im-
age,” traditional image retrieval techniques, for examplesearch by visual similarity,
allow one to locate additional instances of a target category residing in the database.
However, in many cases, the query image or, more generally, the target category, re-
sides only in the mind of the user as a set of subjective visualpatterns, psychological
impressions or “mental pictures.” Consequently, since image databases available today
are often unstructured and lack reliable semantic annotations, it is often not obvious
how to initiate a search session; this is the “page zero problem.”
We propose a new statistical framework based on relevance feedback to locate an
instance of a semantic category in an unstructured image database with no semantic
annotations. A search session is initiated from a random sample of images. At each
retrieval round the user is asked to select one image from among a set of displayed
images – the one that is closest in his opinion to the target class. The matching is then
“mental.” Performance is measured by the number of iterations necessary to display an
image which satisfies the user, at which point standard techniques can be employed to
display other instances. Our core contribution is a Bayesian formulation which scales
to large databases. The two key components are a response model which accounts for
the user’s subjective perception of similarity and a display algorithm which seeks to
maximize the flow of information. Experiments with real users and two databases of
20,000 and 60,000 images demonstrate the efficiency of the search process.
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ing, Bayesian System, Statistical Learning
∗ IMEDIA Project, INRIA Rocquencourt, Le Chesnay Cedex. Parts of this work have been performed
at TSI Department, TELECOM ParisTech, where the first authoris now a postdoctoral fellow. Email:
Marin.Ferecatu@telecom-paristech.fr
† Department of Applied Mathematics and Statistics, The Johns Hopkins University. Email: ge-
man@jhu.edu
Recherche de cat́egories śemantiques par image mentale
Résuḿe : Les techniques traditionnelles de recherche d’images par similarité visuelle
nécessitent une image requête pour démarrer la session de recherche. Pour les bases
d’images indexées par mots clés on commence souvent la recherche par une requête
texte, mais (1) ces bases restent encore rares et (2) les annotatio s textuelles sont la
plupart du temps extraites du contexte et donc incomplèteset peu fiables. De plus, il
y a des situations ou le sujet de recherche se présente à l’utilisateur sous forme d’un
mélange des perceptions psychologiques subjectives. En conséquence, il n’est pas
toujours évident comment démarrer une session de recherche t récemment beaucoup
d’efforts de recherche se sont dirigés dans cette direction (problème de la page zéro).
Nous pressentons ici une approche statistique par retour depertinence qui permet
de trouver une instance d’une catégorie sémantique dans une base d’images généra-
liste non-structurée. La session de recherche est initiée par un échantillon aléatoire de
la base; ensuite, a chaque itération l’utilisateur choisiparmi les images affichées celle
qui lui semble la plus proche de sa cible. La performance du système est mesurée par
le nombre d’itérations nécessaires pour localiser une instance de la classe cible. Une
fois une instance localisée, d’autres techniques de recheche, par exemple par simi-
larité visuelle, peuvent être utilisées pour trouver d’autres éléments de la classe. Notre
contribution principale est une formulation Bayésienne du problème, formulation qui
a des bonnes caractéristiques par rapport au passage à l’´echel e (base de grande taille).
Les deux éléments clés sont (1) un modèle de la réponse de l’utilisateur qui prend
en compte la perception subjective de la similarité entre deux images et (2) un algo-
rithme de sélection qui cherche à maximiser le transfert d’information. Des résultats
obtenus avec des utilisateurs réels et deux bases de 20000 et 6 00 images confirment
l’efficacité de notre approche.
Mots-clés : Recherche d’Images, Retour de Pertinence, Problème de la Page Zéro,
Système Bayésien, Apprentissage Statistique
Image Category Search from a Mental Picture 3
1 Introduction
Our scenario is this: A person has an image concept or category “in mind.” This cat-
egory is essentially semantic and might be represented by various “mental pictures,”
by an actual object or photograph in hand or merely by subjective impressions. The
person wishes to view images in a large database which match this concept. For exam-
ple, the person is thinking about “old bridges” and has access to the Alinari database;
see Fig. 4. The database is not semantically annotated, for example by a rich variety
of keywords. Even if it were, as pointed out in [5], there are situations in which the
person may have difficulty in expressing his concept in words; he will know it when
he sees it. Moreover, it may be more efficient to look over displayed images “. . . and
make unconscious ’matches’ with the one drawn by imaginatio. . . ” than to rely on
text or keywords that may not capture the concept. Our objective is to design a system
to accommodate this “user,” more specifically to get startedby finding a first exemplar.
This is the “page zero problem.”
Scenarios like this, and the increasing demands of managingthe large quantity of
existing multimedia documents, have generated a growing interest in content-based
retrieval techniques, both from academia and from industry[5, 18, 24, 14]. Query-
by-Example (or QBE) is successfully used in many retrieval systems for ranking the
elements in a database according to their similarity to a “query image” [5]. This does
not solve the page-zero problem since the query image must beavailable. However,
once an exemplar is found, QBE does allow the system to display other images that
might even better match the user’s concept.
Since a user’s concept of similarity is largely semantic, the efficiency of the search
process, whether for QBE or mental matching, is adversely affected by the infamous
“semantic gap”—the discrepancy between the low-level representations of images and
the high-level descriptions meaningful to users [5, 24]. Indeed, in many cases, images
that present similar low level descriptors may have very different semantic content. A
partial solution is provided by relevance feedback (or RF):divide the search session
into several rounds and solicit information from the user ateach step, for example by
asking the user to declare which displayed images are “relevant” and which are “non-
relevant” with respect to the desired target category [29].The system iteratively refines
a model of the user’s target category and uses this model to filter hopefully relevant
images from the database.
Due to the page-zero problem, most proposed systems either assume that a starting
image has already been identified by the user, or that the query is seeded by keywords.
Some simply display randomly sampled pages from the database until the user iden-
tifies a suitable starting point. This rapidly becomes impractic l for large databases.
More direct solutions have been explored as well, such as database categorization [22]
and query construction [9]. Other methods, initially directed towards other objectives,
such as mental matching for target search [4, 8] and automatic semantic annotation
[2, 19], could be adapted to the initialization problem. These connections will be am-
plified in §2.
Our main contribution is a new, iterative approach for discovering an instance from
a semantic image category residing in the mind of the user. The search is terminated
upon displaying one of these images and performance is measured by the expected
number of iterations necessary to achieve this. No semanticnotation is assumed.
Also, unlike previous approaches to mental matching, ours extends from target to cat-
egory search, and from small, structured databases to large, unstructured databases.
(“Unstructured” means that the images in the database are not labeled by semantic
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categories.) It could serve either as a standalone module ina retrieval system or as a
method for initializing another session, such as QBE, to obtain additional examples.
The core of our framework is a new statistical model for relevance feedback by
mental matching. A binary random variable is assigned to every image in the database;
the value is one if that image belongs to the target class and is zero if it does not. Taken
together, these variables determine the category. The relevanc feedback session starts
with a random screen. At each iteration, the user is asked to cho se from among the
displayed images the one that is closest to his target category using whatever criteria
he desires. The interface used in our experiments is shown inFig. 12. Obviously the
target class is not displayed during a search session, ensuring that matching is entirely
“mental.” Even if exemplars were on display, the decisions are inevitably subjective;
indeed, the challenge is to design an “answer model” which acounts for the nature of
human decision-making, hopefully capturing the gap between th user’s “metric” and
the one used by the system. Formally, the answer model is the probability distribution
for the user’s response conditional on the membership status of any given image.
The system maintains a separate, iteration-dependent posterior distribution for each
image. Probabilities are updated based on the evidence gathred from the search, i.e.,
the responses of the user. The evolution of this distribution is depicted in Fig. 15 and
Fig. 16 for two search sessions, one relatively efficient ando e relatively inefficient.
Theoretically, the optimal new display would minimize the conditional entropy on the
whole family of membership variables conditional on the search history and the new
response. As this is computationally intractable, we use anxtension of the heuristic
proposed in [8], which is shown to work very well in practice.Moreover, in order
to overcome certain problems introduced by the redundancy among images with very
similar low-level descriptors, we use an unsupervised categorization of the database
into small clusters that are visually highly coherent. The effici ncy of the search is
illustrated by experiments with real users on two databasesof sizes20, 000 (Alinari)
and60, 000 (Corel). In both cases, fewer than five iterations are sufficient to locate an
instance from a category of order 100 in fifty percent of the searches, and fewer than
ten iterations in about eighty percent.
A preliminary version of this system appeared in [11]; the onpresented here is
considerably more mature in both practical and theoreticalterms (see §2).
This report is organized as follows. Related and motivatingwork is discussed in
§2. In §3 we formulate the statistical framework for interactive search - a Bayesian rel-
evance feedback model consisting of an update model (§3.1),answer model (§3.2) and
display algorithm (§3.3). The low-level image descriptorsand the clustering algorithm
are described in §4, followed by an analysis of the “enablingassumptions” §5. The
parameters are estimated in §6 and the whole system is evaluated in §7. Finally, we
conclude in §8 with a discussion of our findings and some speculative remarks.
2 Related Work
Perhaps the most straightforward solution to the page zero problem, at least fortarget
search(singleton categories), is to ask the user tocreatethe starting image: this is
called “query-by-sketch” and was a part of the first image retrieval systems, for exam-
ple QBIC [12]. Similarity is then based on shape matching andevi ently the results
depend on the ability of the user to draw the desired query targe . Recent research
has focused on elastic matching of images [6], color [3] or matching the sketch to an
automatically determined relevant subset of regions [17].Following the same idea,
INRIA
Image Category Search from a Mental Picture 5
Fauqueur et al. [9] fabricate a query example by composing image patches (regions),
utilizing a visual thesaurus composed of many region categori s (“sky”, “building”,
“grass”, etc.) and logical connectors.
With the page zero problem in mind, Lesaux et al. [22] create asummary of the
image database from unsupervised categorization followedby a user-guided refinement
of the resulting clusters. Cluster prototypes then providea summary of the database
that can be consulted to find a suitable query point.
For databases which are semantically annotated, a visual search session can of
course be seeded by keywords provided by the user. Understandably, then, automatic
image annotation has generated a lot of interest lately, even if the methods remain far
from reliable and the state-of-the-art unsatisfactory. For example, Li and Wang [19]
represent semantic concepts by feature-based probabilitydistributions, allowing for
models to be updated as the database grows without massive re-training. Carneiro et
al. [2] model images as bags of localized feature vectors, estimating a mixture den-
sity for each image; the mixtures associated with images with shared annotations are
pooled into a density estimate for the corresponding semantic class. Once images are
associated with semantic concepts, by whatever method, newqu ries can be seeded
by using natural language or keywords. Even if the annotations are not completely
reliable, the user may still find a suitable starting point among the retrieved results.
In the area of category search, but assuming a starting point, Caenen and Pauwels
[1] assign to each image in the database a probability that reflects its relevance to the
user’s intentions. The systems is based on a quadratic logistic regression model, used
to select the next sample of images that will be presented to the user for individual
annotation. There is no mental matching. The shared featurewith our work is the
image-specific distribution and a statistical framework.
A number of probabilistic frameworks for content-based image retrieval have been
proposed in the last few years. Vasconcelos and Lippman [27]minimize the proba-
bility of retrieval error by combining feature selection and similarity measures into a
Bayesian formulation. See also [26] where the same authors formulate the problem of
retrieving images using Bayesian inference; the algorithmrelies on belief propagation
to account for both positive and negative examples of the user’s preferences. Su et al.
[25] suppose that the elements of the target class are generat d by an underlying Gaus-
sian density and use a Bayesian-classifier re-ranking of theimages after each feedback
step. All these results, whereas not directed towards solving the page zero problem, do
establish that probabilistic frameworks, albeit computationally intensive, can provide
state-of-the-art results in standard scenarios.
Mental matching seems to have first appeared in the seminal work of Cox et al. [4]
on iterative search for a specific image in the database (target search). At every round,
the user is asked to choose which of two images displayed by the search engine is “clos-
est” to the target image residing in his mind. In particular,the formulation in [4] does
not extend tocategory searchbecause the mechanism gathering information ceases to
be computationally feasible. Indeed, one cannot maintain aprobability distribution on
arbitrarysubsetsof images, even for small databases. Also, the answer model des not
accommodate more complex user behavior associated with display ng multiple images,
which is necessary to achieve reasonable search times with large databases.
Fang and Geman [8] and Ferecatu and Geman [11] extended the Bayesian frame-
work introduced in [4]. In the context of target search, an effici nt, entropy-based
display algorithm was proposed in [8] and applied it to mental face retrieval. We shall
adapt their display mechanism to our purposes in §3.3. Also,unlike in [4], the answer
model is explicitly designed to capture human decision-making (through learned pa-
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rameters). Still, the approach in [8] does not scale to largegeneric and heterogeneous
databases, both computationally and in terms of number of feedback rounds necessary
to reach the target. Indeed, the user’s notion of similarityis more complex for generic
images than for faces, and his choices are less likely to cohere with the feature-based
metric employed by the system. Nor does the method in [8] extend o category search
and unstructured databases.
The direct precursor of this work is [11], which adapts [8] tocategory search. First,
we extend that system to handle larger databases (60,000 images), more complex se-
mantic classes (art images, architecture and history) and user-terminated search. Sec-
ond, we provide theoretical explanations for the main algorithms; in particular, we
show that the Voronoi-based display algorithm minimizes the conditional entropy of
an ideal user who responds to queries based on a “reference” image in his semantic
class. We also provide a quantitative analysis of the enablig assumptions by measur-
ing the degree of semantic unity within sets of images which are close in the system
metric and the degree of coherence between the answer statistics of the user and the
system. Finally, we provide a behavioral interpretation for the two parameters of the
answer model which leads to a highly efficient and statistically rigorous model estima-
tion scheme in the context of two psycho-visual experiments.
3 Statistical Framework
SupposeΩ denotes a database ofN images, labeled{1, 2, . . . , N} for simplicity. The
objective is to identify an image that matches the semantic ad visual impressions in
the mind of the user. LetS ⊂ Ω denote that subset of the database, i.e., the ones the
user would deem as belonging to his category ortarget class. Naturally, the subsetS is
unknown to the system and regarded as a random set. We assume that if a member of
S is displayed, the user will recognize it as an instance of thetarget class, terminating
the search. At that point, other members ofS could be retrieved by standard query-by-
visual-example.
A relevance feedback session is composed of several rounds (or iterations) during
each of which a different setD ⊂ Ω of m images is displayed. IfD ∩ S 6= ∅, the
user identifies an element of his category; otherwise, the user chooses the image inD
which he deems to be “closest” toS. Naturally this concept of similarity will only
partially cohere with the one employed by the system, which is based on low level
image features (see §4).
The most straightforward generalization of the Bayesian frmework for target search
[4, 8] would be centered on a probability distribution forS and an answer model con-
ditional onS. This distribution would then be updated after each iteration and would
drive the display algorithm. Needless to say, this is computationally impossible be-
cause, in practice,S is of order10 to 102 andN is of order104 to 105. Hence the
number of possible subsetsS is far too large to support the maintenance of a probabil-
ity distribution.
Instead, we associate a binary random variableYk with each imagek ∈ Ω: Yk = 1
if k ∈ S andYk = 0 if k /∈ S. Of course,S = {k ∈ Ω : Yk = 1}, soS and{Yk} carry
the same information. We maintainN parallel Bayesian systems, one for each image.
Consequently, there is a response model for eachk separately, and, after each feedback
iteration and for eachk, we update the posterior distribution onYk given the search
history. More specifically, ifBt denotes the responses of the user to the firstt displays
(see §3.1), then the distribution ofYk givenBt is represented by the single parameter
INRIA
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pt(k) = P (Yk = 1|Bt). Since we assume no prior knowledge aboutS, we take the
starting distributionsp0(k) = 0.5. Notice that summing thept(k) over allk in Ω gives



















where1S(·) is the indicator function of the setS. In particular,pt is nota distribution
overΩ.
Our framework has three key components:
• Update Model: Computespt+1(k) in terms ofpt(k) and the user’s answer at
stept;
• Answer Model: Specifies, for eachk ∈ Ω, the probability that the user chooses
an imagei ∈ D givenYk = 1 (for the positive model) and givenYk = 0 (for the
negative model);
• Display Model: Determines which images to display at stepbased on{pt(k)}
and the search history.
3.1 Update Model
Let XDt denote the user’s response to displayDt at time t. Notice that bothDt
andXDt are random variables (see §3.2); indeed,XDt remains random even forDt
fixed. The first display (D1) is randomly sampled fromΩ, but the actual one chosen
is important because it is involved in the determination of the posterior distributions
pt(k) at subsequent times. In our scheme,Dt+1 is determined byD1 and the answers
XDs , s = 1, ..., t up to iterationt. It follows that the search history up to iterationt is
then
Bt = {D1, XD1 = i1, . . . , XDt = it} (2)
whereis is the image selected by the user in response toDs. For simplicity, we will
suppressD1, it being understood that all conditional probabilities are so conditioned.
The basic statistical assumption we need is that
P (XDt+1 = i|Yk = 1, Bt) = P (XD = i|Yk = 1, Dt+1 = D).
That is, givenYk = 1, the answer at timet+1 only depends on the history through the
displayDt+1 at timet+1, which, as stated above, is determined by the history to time
t. We also assume that
P (XD = i|Yk = 1, Dt+1 = D) = p+(i|k, D),
the “positive answer model.” That is, the answer probabilities are time-independent.
Similarly for conditioning onYk = 0 and the negative answer model
P (XD = i|Yk = 0, Dt+1 = D) = p−(i|k, D).
(Note: this is different from assuming conditional independ ce givenS, a more natu-
ral assumption but not sufficient for our purposes.)
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Notice that we are not assuming (as in some earlier work) thatthe answersXDs , s =
1, 2, ..., are conditionally independent givenS (andD1). This is an unreasonable as-
sumption. For example, sinceD2 is determined byi1 (andD1), the joint distribution
P (XD1 = i1, XD2 = i2|S) becomesP (XD1 = i1, XD2(i1) = i2|S), which factors
into P (XD1 = i1|S)P (XD2(i1) = i2|S). But the second factor is not the same as
P (XD2 = i2|S). Indeed, we do not expect that the answer follows the same distribu-
tion knowing the display as not knowing the display.
Updating eachpt(k) depends onboth the positive and negative response models.
From Eq. 2 we haveBt+1 = Bt ∩{XDt+1 = i} and sinceXDt+1 is independent ofBt
givenYk andDt+1, we have
pt+1(k) = P (Yk = 1|Bt+1)
= P (XD = i|Yk = 1, Dt+1 = D)pt(k)/Ct+1
= p+(i|k, D)pt(k)/Ct+1
where the normalizing constant is:
Ct+1 = p+(i|k, D)pt(k) + p−(i|k, D)(1 − pt(k))
3.2 Answer Model
Let D = Dt = {i1, . . . , im} ⊂ Ω be the set of images displayed at iterationt. We
can assume that no element ofS appears inD since otherwise the search terminates.
Consequently, the responseXD assumes values inD itself: XD = i signifies that
imagei is the closest image toS in the opinion of the user.
Let d denote the metric in the features space; the image descriptors are discussed













The design issue is complex as it involves human psychology and decision-making.
Naturally, the efficiency of the model will also be affected by the extent to which the
system metric captures semantic similarity.
The overall design of the functionsφ+ andφ− is motivated by the intuitive ex-
pectation that,generally speaking, the perceived similarity between two images will
be roughly inversely proportional to their distance apart in he metricd. Therefore,
we takeφ+(d) to be monotonically decreasing ind andφ−(d) to be monotonically
increasing ind. As a result, ifk ∈ S, the closer the imagei ∈ D is to k in the
stored metric, the more likely the user is to choose it in the positive model. That is, if
i, j ∈ D andd(i, k) < d(j, k) then we expectp+(i|k, D) > p+(j|k, D). Similarly for
the negative model with the inequality on probabilities reversed since we are assuming
k /∈ S.
We adopt parametric forms forφ+ andφ− (see Fig. 1) and learn the parameters
from real data collected from users (see §6). Parameter estimation is based on char-
acterizing the parameters in psycho-visual terms. The parameterθ1 can be viewed as
a “saturation” threshold: for the positive model (resp., negative model), an imageθ1
INRIA
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units away from a target is no more likely (resp., less likely) to be chosen than one still
farther away. The parameterθ2 controls the degree of coherence between the subjective
decisions and the system metric. Take for example the positive model and suppose one
displayed imagei is very close tok and all the otherm− 1 images are farther thanθ1
units fromk. In other words, there is one overwhelmingly best choice in terms ofd.
Then, according to Eq. 3,
p+(i|k, D) ∼= (1 + (m− 1)θ2)−1. (5)














Figure 1: Parametric forms forφ+ andφ−.
3.3 Display Model
Perhaps the simplest procedure for choosingDt+1 would be to select them images
most likely to belong toS, as measured by their masses underpt(k). Unfortunately,
this elementary strategy is far less effective (in terms of aver ge search time) than
others due to the fact that it does not adequately “sample” the database. For one thing,
it does not take into account visual similarity; for instance, two very similar images,
both with high masses, are probably either both inS or both not inS. In addition, from
an information-theoretic viewpoint (and confirming what wealready suspect) this is
not an efficient way to gather information. Instead, we borrow the line of reasoning
in [8], but adapted to category search, and seek a more powerful st ategy. First we
establish an interpretation of the normalizedpt(k) distribution and then use it to derive
a more appropriate sampling ofD from Ω.
Imagine an “ideal user” who picks at random an imagei from his categoryS and
whose selections fromD are based entirely on this image alone and the actual system
metric. Specifically, presented withD, this ideal user chooses the imagej ∈ D that
is closest toi usingd. We will compute the optimal display for learning the referenc
image of this user.
SinceS is random, and sincei is picked randomly fromS, the reference image is
a random variableZ with values inΩ. For every imagek ∈ Ω, at staget, we first
calculateP (Z = k|Bt). SinceZ = k impliesk ∈ S:
P (Z = k|Bt) = P (Z = k, k ∈ S|Bt)
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∣k ∈ S, Bt
)
≡ Ct independently ofk. Sum-








from which it follows thatthe normalized probabilitiespt(k)/
∑
j pt(j) represent the
distribution ofZ at timet, i.e., the normalizedpt(k) is the probability that imagek is a
given element randomly extracted fromS. From (1) we also know that the normalizing
constant represents1/E(|S|).
Returning to the choice of the displayD, for this ideal user, we attempt to minimize
the uncertainty aboutZ given the search history and the new evidence provided by
XDt+1 :
Dt+1 = arg min
D⊂Ω
H(Z|Bt, XD) (6)
This combinatorial optimization problem is evidently intractable because it involves
looping over all subsets ofΩ. But an equivalent reformulation leads to a practical
algorithm.
3.3.1 Reformulation of Eq. 6
Using elementary properties of conditional entropy,
Dt+1 = arg min
D⊂Ω
(H(XD|Z, Bt)−H(XD|Bt)) (7)
However, the responseXD of this ideal user is a function ofZ, and henceH(XD|Z, Bt)
is 0. As a result, the optimal display is the one for whichH(XD|Bt) is maximized.
Since entropy is maximized at the uniform distribution, we se km images, call them
again{i1, ..., im}, such thatP (XD = il|Bt) ≈ 1m . In summary, in order to solve
Eq. 6 for our ideal user, we want the Voronoi partition based on D and on the metric
d to have cells of equal mass under the normalizedpt(k) distribution overΩ. This
situation is depicted in Fig. 2 for the casem = |D| = 8; the disks represent images
in the database and the size of the disks is proportional to their mass underpt(k). The
centers are the images in the optimalD. All the images in each cell are closer to the
center of the cell than to any other center; hence, knowing only the search historyBt,
the answer of our ideal user is uniformly distributed.
A natural, sequential procedure for constructing a displayD which yields approx-
imately equally-likely answers relative to a distributionverΩ was described in[8].
Hence, we normalize the distributionpt(k) over Ω and use the algorithm described
there in order to compute the imagesi1, ..., im sequentially. We refer the reader to[8]
for the details. Roughly speaking, the center of the first cell is the image with the high-
est mass; the cell is initially constructed by adding imagesaccording to their distance
to the center until mass1/m is reached. Then the next largest mass seeds the next cell,
and so forth. There is also a feedback loop which adjusts the cells after each iteration.
3.3.2 Acceleration by Clustering
Although fast, easy to implement, and highly effective for target search, the heuristic
solution lacks efficiency for category search with large datab ses in which many im-
ages are visually very similar. In fact, many semantic categori s can be very roughly
INRIA
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Figure 2: A Voronoi partition of the image database with8 cells. The size of the images
is proportional to their mass. If all the cells have equal mass, the centers represent an
optimal displayD for an ideal user.
decomposed into a union of clusters of highly similar images. For example, “red flow-
ers” likely have very similar low-level descriptors. Applying the heuristic described
here at the image level can then result in search sessions in which the probability mass
gets highly concentrated on images in the complement ofS at the beginning of the
search session.
For this reason, and in order to lower the memory requirements of he algorithm,
we reduce this redundancy by unsupervised clustering of theimage database into small
but highly coherent cells. LetC = {Cl}Pl=1 be a partition ofΩ. For each clusterC ∈ C
we compute the expected size ofC ∩ S given the session history, namelyηt(C) =
∑
k∈C pt(k), and then normalize these to a probability distributionpt(C) overC. We
then compute the next display screenDt+1 just as previously described,but at the
cluster level, i.e. feeding the algorithm with the list of clustersC and the corresponding
probabilities{pt(C) : C ∈ C} in place of{pt(k)}. The distance between two clusters









The output of the algorithm is then a list of clustersD ⊂ C. For each elementC ∈ D
we choose the image that has the highest posteriorpt(k) for k ∈ C to be displayed.
After the user has chosen an image ini ∈ D (supposei /∈ S, otherwise the search
session is over), the clusterC containingi is discarded from the list of clusters. Of
course, if the cluster contains elements ofS, these are also discarded. However, in
our case this is not an issue. Suppose the elements ofC were independently sampled
without replacement from an uniform distribution overΩ; then the probability that an
element ofS belongs toC is P (S ∩ C) ≈ |C| · (|S|+ 1)/|Ω|, which is very small for
large databases and small clusters. In our case (see §4.1),|Ω| = 60, 000, |C| = 8 and
|S| ≈ 100, thusP (S ∩ C) ≈ 1.3× 10−2. This value is small enough for our purpose:
the event appears once in an average number of 75 feedback iterations (the average
search session length was less than 10 iterations in our expeiments). Moreover, the
elements of the clusters are not randomly sampled fromΩ: they are highly coherent
(close to each other in the description space). Since the elementi chosen by the user is
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not inS, then theP (S ∩C) should be even smaller compared to the baseline (random
sampling).
We describe the clustering algorithm in §4.3. This procedurproduced excellent
results in practice and allowed the average relevance feedback session length to drop
under 10 iterations on our test databases (see §7).
4 Visual Content Description
4.1 Image Databases and Ground Truth
To test our framework we use two image databases: the well-known Corel stock photo
database and a database of art images kindly provided by Alinari1. Both databases are
indexed by keywords which allowed us to select several ground truth classes to use in
the tests, as described below.
The Corel database contains 60,000 natural images coveringa broad range of se-
mantic themes: agriculture, architecture, cities, closeup , cuisine, landscapes, museum,
space, sports, textures, etc. For the tests, we selected tensemantically coherent image
classes as target categories: “Beverages”, “Fruits”, “Festiv Food”, “Models”, “Mon-
ument Valley”, “Office Interiors”, “Pedigree Dogs”, “Roadsand Highways”, “Space
Scenes” and “Waterfalls”.
Figure 3: Samples from four semantic ground truth classes from the Corel database:
“Monument Valley”, “Pedigree Dogs”, ‘Waterfalls” and “Roads and Highways” (top
to bottom).
The Alinari database consists of 20,000 art images (paintings, sculpture, architec-
ture, archeology, etc.), half of them being gray level images and the other half color im-
ages. Although smaller, this database is more difficult thanCorel; semantic concepts
can be illustrated by different types of images. For example, images that match the
concept “horse” include paintings, photos, statues and fresco s, all of them very differ-
ent visually (see Fig. 4). We manually selected ten semantictarget classes: “Portraits
(paintings)”, “Portal (architecture)”, “Madonna and Child (paintings)”, “Bridge (ar-
chitecture)”, “Tower (architecture)”, “Bones (archeology)” “Horseback riding (mixed:
1http://www.alinari.com
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paintings, sculpture, high-relief)”, “Medieval Castle (architecture)”, “Still Life (paint-
ings)” and “Cupola (architecture)”.
Figure 4: Samples from four classes (Alinari database): “Horse and Rider”, “Madonna
and Child”, “Old Bridges” and “Medieval Castle” (top to bottm).
When choosing the target classes, we ensured that the interpretation is largely un-
ambiguous, for example images from one class would typically not be wrongfully at-
tributed by users to another class. Approximatively 100 images match the concept for
each target class, but of course the actual number is likely to be larger because we could
not visually inspect all the images. For this reason we let thuser terminate the search
session by identifying an element of the class.
A search session begins by showing the user a summary of the target class. How-
ever, during a search session, the user cannot consult the target class, ensuring that he
will match displayed images with only mental pictures.
4.2 Image Descriptors
Finding good image descriptors that accurately describe the visual content of many
different classes of images is a challenging task. Such descriptors are easier to compute
for specialized databases (e.g., medical images, fingerprints, emotely sensed images),
where prior knowledge can be used to devise dedicated mathemical models of the
image content. For generic images, most representations balance different components
of the image content, usually color, texture and shape [5, 18, 14].
Local descriptors (e.g., points of interest or image regions) have been successfully
used in several object detection tasks [21]. However, they ar less adapted to detect
semantic concepts that cannot be directly associated with individual rigid objects, such
as emotional states and aesthetic impressions. Moreover, wh eas such descriptors are
largely stable and invariant to common geometric and photome ric image transforma-
tions, they are resource intensive in terms of memory and computation, and conse-
quently not well adapted to large-scale image retrieval system that require answers in
real time.
Instead, we use a combination of global image descriptors, specifically color, tex-
ture and shape, for the following reasons:
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• Small memory:The descriptors for the Corel database (60,000 images) can be
stored in the main memory of a ordinary PC;
• High speed:No special data structures are necessary and the distance fution
we use (L1) is easy to compute;
• Generality:Our system is designed for unstructured, generic databasesand with
no restrictions on the target class. Whereas local descriptors may be fine-tuned
to perform well for a given class of objects, there is (as yet)no universal detec-
tor that can be trained for any object from only a few examples(identified by
relevance feedback). In contrast, global descriptors havebeen shown to perform
well in this context, for example with SVM-based relevance fe dback (see [29]
for a review).
In the rest of this section we briefly describe the image descriptors we employ and
dimensionality reduction. A more in depth description can be found in [10].
4.2.1 Global Descriptors
Color histograms provide a description of the color contentof an image, but ignore
spatial information. We use weighted histograms [28], where the contribution of each
pixel is proportional to its importance in the local context. As weighting functions, we
use the Laplacian||∆(x, y)||2 at the pixel(x, y) to emphasize corners and edges, and
the local color frequency to emphasize non-uniform regions.
To describe the shape content of an image we use a histogram based on the Hough
transform, which captures the behavior along straight lines of varying directions. More
specifically, the gray-level image is first computed, then the direction of the gradient
is found for every pixel and a reference point is considered;for every pixel, the angle
of the gradient and the length of the projection of the reference point along the tangent
line going through the pixel are counted in a joint histogram.
Finally, texture feature vectors are based on the Fourier transform – the distribution
of spectral power density along different frequencies and along various angles [20].
4.2.2 Dimensionality Reduction
The joint feature vector has more than 600 dimensions, whichcan make relevance
feedback impractical for large databases. We use linear Principal Component Analysis
[16] and keep 95% of the variance of the data, corresponding to the highest eigenvalues
of the covariance matrix. This procedure reduces the numberof dimensions about
fivefold, while remaining within a 5% overall loss on the precision-recall diagrams
built using the ground truth classes presented above.
Of course, if the relevant image classes were known a priori,other methods, such
as discriminant analysis, might be more appropriate. Also,we expected kernel PCA
[23] to better focus on relevant nonlinear “dimensions”; this should indeed be the case
when the manifold spanned by the images is low-dimensional ad highly nonlinear.
However, KPCA and linear PCA yielded similar precision-recall diagrams in our case
and we decided to keep the linear PCA because it is easier to compute and does not
require kernel parameter tuning.
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4.3 Clustering
Recall that our algorithm for computing the optimal displayis accelerated by cluster-
ing the database. Since the database is generic, and since noprior information about
semantic content is available, smaller clusters are expected to be more coherent than
larger ones. Needless to say, the elements of even a small cluster may belong to dif-
ferent semantic classes. However, this is not a problem since we maintain a list of
probabilitiespt(k) at the image level.
We tried several classical clustering algorithms, such as K-Means, Fuzzy K-Means
[7] and Competitive Agglomeration [13]. However, the result were inadequate for
our purposes because some quite large clusters (over 100 images) were generated with
highly diverse visual and semantic structure.
To satisfy our requirements, we modified Quality Threshold clustering [15], which
provides control over the size of the clusters and is independent of initialization. Briefly,
given a desired cluster sizeR, the algorithm iteratively chooses new clusters from a list
of candidates based on computing theR nearest neighbors to each unclustered image.
The candidate with the smallest diameter (enveloping sphere) is chosen (see Alg. 1).
Running time is no issue since the computation is off-line. In Fig. 5 we show some
example clusters of sizeR = 8. Most clusters are visually consistent in terms of our
image descriptors based on color, texture and shape. Semantic diversity is tolerated
since we only use the clusters to simplify the display algorithm. Of course the more
homogeneous semantically the better, the ideal being that every semantic category be
a perfect union of clusters.
Algorithm 1 Fixed size QT clustering
Require: Ω: image database,R: cluster size
Ensure: C: clusters set
C ← ∅
while Ω 6= ∅ do
εmin =∞
for all i ∈ Ω do
A← set ofR-nearest elements toi
ε← diameter(A)





Ω = Ω \ L
C = C ∪ {L}
end while
5 Enabling Assumptions
The choice of image descriptors obviously has a direct impact on the overall efficiency
of the system. Indeed, performance depends critically on the extent to which “close-
ness” in the system metric (theL1 distance between two feature vectors) coheres with
“closeness” in the objective sense of semantic identity as well as “closeness” in the
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Figure 5: Sample clusters of size 8: some are very coherent semantically (top rows)
whereas others are less so (bottom rows).
subjective sense of the user. Having significant degree of coherence is the central “en-
abling assumption.”
As described in §4.2, we use global image descriptors, mainly because they have
a small memory impact and scale well to large image repositories. In this section we
report two experiments for quantitatively measuring the extent to which our enabling
assumptions are satisfied.
First, we measure the extent to which the system metric discriminates between a se-
mantic classS and a random sample of size|S| from the database. Second, we estimate
the probability that the user chooses thel-th closest image in the system metric.
5.0.1 Experiment One: Quantifying the Semantic Gap
Suppose we fix a semantic classS (chosen from the ground truth classes). Intuitively,
we hope that elements ofS will be much “closer” to each other in system metric com-













Of course,zl(S) is the estimated probability that for an imagek chosen at random from
S, thel-th closest image tok is also inS.
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The ideal case is when there is a perfect match between the system’s metric and the
semantic classS: for each elementk ∈ S, all |S|-nearest neighbors ofk belong toS:
zl(S) =
{
1 for l = 1, . . . , |S|
0 for l = |S|+ 1, . . . , |Ω|
The baseline hypothesis is that there is no connection between the system metric and
the structure ofS. That is, the behavior of this statistic is the same ifS is randomly



















Figure 6: Corel database: The probability that for an imagek chosen at random from a



















Figure 7: Alinari database: The probability that for an imagek chosen at random from
a ground truth classS, thel-th closest image tok also belongs toS.
In Fig. 6 and Fig. 7 we present the results obtained for our twotest databases (Corel
and Alinari) andl = 1, . . . , 8 (the size of the display). For each semantic classS from
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the ground truth we computezl(S) as described above and then we average over all
classes. The baseline iszl ≈ 0.0017 for Corel (|S| ≈ 100, |Ω| = 60, 000) andzl =
0.005 for Alinari (|S| ≈ 100, |Ω| = 20, 000). We see that the values ofzl, whereas far
from unity, do provide between one and two orders of magnitude improvement over
the baseline case. As we shall see in §7, this is enough to allow very reasonable search
times for relevance feedback.
Let dl, l = 1, 2, ..., N − 1, be the expected value of the distance fromk to thel-th
closest image tok, estimated over all imagesk in the union of the ground truth classes.
Fig. 8 is a plot ofzl versusdl. The shape of curve is explained by the fact that{dl}
is an increasing sequence whereas{zl} is roughly decreasing. Asl grows large, we
would expect thatzl → |S|/|Ω|, which indeed happens. In fact, the limiting value is
approximately reached as soon asdl reaches the interval[.30, .35]. In other words, for
images this far or farther from the target class representative k, the system metric acts
no better than random sampling. This value ofd agrees very well with the value we
estimate in §6 for the parameterθ1 for the positive answer model (θ̂1 = 0.35). Recall
that this parameter represents a “saturation” threshold: the user is assumed to have
no preference among displayed images lying more thanθ1 units away fromk ∈ S in
system metric.












Figure 8: Alinari database: plot of the pairs{dl, zl}, l = 1, 2, ..., wheredl is the
average distance from an imagek to to itsl-th nearest neighbour andzl is the estimated
probability that thel-th nearest neighbor to an imagek is in same semantic ground truth
class. The horizontal line is the baseline case.
5.0.2 Experiment Two: Quantifying System-User Synchronization
Let {(in, Dn, Sn)}n=1,...,M be the outcomes ofM feedback interactions collected
from the users during various search sessions, wherein denotes the user’s response
to displayDn for target classSn. Let p
(u)
l be the probability that the users select the
l-th closest image to the target relative to the system metric, l = 1, . . . , |D|, estimated
from these data. The baseline is the “random user” who selects an image fromD at
random; for|D| = 8, the baseline probabilities are1/8 = 0.125.
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We collected data points from twelve users,M = 1616 for the Corel database and
M = 1124 for the Alinari database, using|D| = 8. The values ofp(u)l , l = 1, ..., 8, are

















Figure 9: Corel database: The estimated probability that a user selects thel-th closest


















Figure 10: Alinari database: The estimated probability that a user selects thel-th clos-
est image to the target class among eight displayed images.
In neither case is the metric induced by the image descriptors highly consistent
with mental matching by real users. For example, the probability the user selects the
closest image to the target class is 0.27 for the Corel database and only roughly0.19
for the Alinari database. Nevertheless, the departure fromthe uniform distribution is
sufficiently large to convey enough information to yield very reasonable search times
(see §7). Also, these results substantiate our impression that, although smaller, the
Alinari database is more “difficult” in the sense that users’choices are visibly less
coherent with the system metric.
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θ 0.20 0.25 0.30 0.35 0.40 0.45
N(θ) 181 143 136 133 129 123
p ≈ 0 0.0015 0.0194 0.0466 0.1226 0.3493
Table 1: Estimation ofθ+1 , the saturation parameter. We chooseθ
+
1 = 0.35 because this
is the largest value for which a “no preference” hypothesis is rejected at significance
level0.05.
6 Parameter Estimation
Recall that our answer models,p+(i|k, D) = P (XD = i|Yk = 1) andp−(i|k, D) =
P (XD = i|Yk = 0), depend on the parametric functionsφ+ andφ− (see §3.2). The
parametersθ1 andθ2 are chosen to minimize the difference between how similarity is
perceived by the users and by the system metric. The meaning of the parameters in
psycho-visual terms was explained in §3.2; basically,θ1 is a “saturation” parameter
andθ2 controls the coherence between subjective decisions and the system metric.
6.1 Estimation ofθ+1 (Positive Model)
Estimation ofθ+1 is based on a statistical hypothesis test. Fixθ ∈ {0.05, 0.1, . . . , 1},
the possible values ofθ+1 , a ground truth classS, a memberk ∈ S and select two
imagesi, j /∈ Ω such thatd(i, k) ≈ θ andd(j, k) is chosen uniformly in[θ, 1]. Now
display a summary of the target classS to a user, as well as the two imagesi, j, and
ask the user to choose which one,i or j is closer to the target classS in his opinion.
Consider the following two hypotheses:
• H0: No Preference:The two displayed images,i andj, are equally close to the
target in user’s opinion;
• H1: Preference for the Closer:The user has a preference for imagei, the one
closer to the target exemplar.
Basically, we want to choose the largest value ofθ+1 for which the null hypothesis is
rejected at the0.05 significance level.
To determinep-values for the various values ofθ, for each possible value ofθ, we
repeat the experiment20 times for each of twelve users, each time with a differentS
and choice ofi, j, k, yielding a sample ofn = 240 user choices. LetN(θ) be the
number of times that the users choose imagei. UnderH0 (and assuming independent
selections),N(θ) has a binomial distribution with parametersn = 240 andp = 1/2.
Settingp(θ) = P (Bin(n, 1/2) ≥ N(θ)), and appealing to the central limit theorem,





whereΦ(·) is the standard normal cumulative distribution function. The results are
presented in Table 1, which givesθ̂+1 = 0.35, the largest value withp < 0.05.
6.2 Estimation ofθ+2 (Positive Model)
Recall that Eq. 5 gives the model probability, givenk ∈ S, that a user chooses a
displayed imagei which is extremely close tok ∈ S if all the otherm − 1 displayed
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Consequently, in order to estimateθ+2 , we collect data as follows:
1. Randomly choose a target classS from the ground truth and an imagek ∈ S;
2. Construct a displayD for which there is an imagei /∈ S with d(i, k) ≈ 0 and
the otherm− 1 images are at leastθ+1 units away fromk in system’s metric;
3. DisplayD and a summary ofS and ask the user to select the image that in his
opinion is closest toS;
4. Record user’s decision:XD = i or XD 6= i.
5. Repeat these stepstimes for each user.
For each of fourteen users, and with|D| = 8, we performed the above experiment
40 times collecting 560 data choices. Of these,385 corresponded toXD = i and175
corresponded toXD 6= i. ¿From Eq. 8, we obtain̂θ+2 = 0.065. For the situation of a
unique match (i.e., one displayed image very close tok and all others “far” away), the
estimated probability of selecting the good match is therefore1/(1+7 ·0.065)≈ 0.69.
The estimates for both parameters compare reasonably well with those in [11] based
on a subset of20, 000 images from Corel using straightforward maximum likelihood.
This is not altogether surprising forθ+2 in view of the invariance principle for maximum
likelihood estimates. We prefer the method here; it provides more insight into the an-
swer model because the parameters are estimated in the context f their psychological
interpretation.
6.3 The Negative Model
We tried to estimate the parameters for the negative answer model in the same fashion
as for the positive model. For example,θ−1 would be estimated following §6.1, but
selectingk /∈ S andH1 to be the hypothesis “preference for the more distant imagej”.
However, the data we obtained from the users produced estimates r ther sensitive toS
andk. Indeed, a user will likely correctly prefer an image that isclose to an element of
S to one farther away, but the “inverse” is not necessarily true. Indeed, an image “far”
from k /∈ S may be nowhere nearS in either the system metric or the user’s mind, and
no more suitable than an image neark. See Fig. 11.
k
i j
d(i, j) ≥ θ
d(i, k) ≈ 0
S
Figure 11: Analysis of the negative answer model: Knowing only k /∈ S, an imagej
“far” away fromk is not necessarily preferable to a user than an imagei close tok.
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Such observations suggested that perhaps the negative model had a limited impact
on the performance of the system, certainly less than we initially hought. To confirm
this, we performed several tests measuring the number of feedback iterations until the
user identifies a target, comparing several values forθ−1 andθ
−
2 with the uniform neg-
ative model (i.e.,θ−1 = 0 andθ
−
2 = 1). The results were very similar and we chose
p−(i|k, D) ≡ 1m .
7 Performance Evaluation
In order to estimate the distribution of the search time, we colle ted data from a group
of twelve individuals not familiar with the system. For eachindividual, and each
ground truth class, the user was first presented with a visuals mmary of the class.
Once the user considers that he has a good grasp of the target class, the feedback ses-
sion starts and the user can no longer consult the class summary, assuring that matching
and decision-making are purely from memory. A relevance feedback session starts with
a random display. A session ends when an element of the targetclass is identified by the
user. Every (non-terminal) click provides a “data item” in the sense of a triple(S, D, i)
corresponding to a target class, set of displayed images anduser’s response. We set
m = |D| = 8; displaying many fewer or many more images has adverse consequences
with real users. The experimental interface is shown in Fig.12.
We measure the performance of the system by the number of iterationsT required
to locate an instance from the target class. We estimateP (T ≤ t), the cumulative
distribution ofT , from the data collected overM search sessions. Evidently, the faster
P (T ≤ t) grows, the more efficient the system is operating.
Figure 12: The interface used for experiments.
In addition to real users, we also present the results of two simulations under the
same experimental settings (same ground truth classes, etc.) representing two extreme
cases: the “ideal user” and the “random user.” The ideal useralways chooses the image
closest to the target class in the system metric (using the average distance between an
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image and a set). Notice that this “ideal user” is not exactlythe same one considered
in §3.3, who matches to a randomly selected exemplar from hisclass rather than to
the whole class. Matching to the entire class is clearly moreefficient; indeed, this
is the optimal performance we can hope to attain. The other extreme is a random
response – the user selects one of the eight displayed imagesat random. The results
are presented in Fig. 13 and Fig. 14. Obviously, the proposedmodel far out-performs
a random response. More importantly, the absolute performance is quite reasonable,
with a mean search timeE(T ) ≈ 8 for the Corel database andE(T ) ≈ 7 for the Alinari
database. In the latter case, an instance of the target is discovered in fewer than four
iterations in approximately one-half of the searches and infewer than ten iterations in
more than eighty percent of the searches. The results are similar for Corel. It should be
emphasized that, after setting the two parameters for the positive model as described in

























Ideal user: E(T) = 5.4
Real users: E(T) = 8.1
Random user: E(T) = 72.2
Figure 13: Corel database: Distribution of the search time for real, ideal and random
users.
Returning to the page zero problem, the baseline case is a random display of im-
ages, without replacement, until a member of the target class appears. Computing the
average number of screens necessary is then a relatively straightforward. LetN, L, m
be the sizes of the database, target class and display, respectively. Imagine theN im-
ages are laid out in a row at random. Some of these slots are filled by theL images
from the target class. The expected value of the position of the first such example is
approximatelyN/(L+1). Since random displays corresponds to exploring the images
from left to right in groups ofm, we obtainE(T ) ∼= N/m(L + 1).
In our experiments for the Corel and Alinari databases,L = 100, m = 8; hence
the average is around 75 iterations for the Corel database and 25 iterations for the
Alinari database. Accounting for the fact that we eliminatet ach iteration the cluster
containing the user’s selection would lower this average, but not nearly by half since
the clusters are so visually coherent, which works against rapid discovery. Indeed, a
displayed cluster is not a random subset from the database, and is not independent from
the preceding display. In fact, for a cluster size of eight (Fig 13), the mean search of the
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Ideal user: E(T) = 5.1
Real users: E(T) = 7.2
Random user: E(T) = 29.1
Figure 14: Alinari database: Distribution of the search time for real, ideal and random
users.
random user for the Corel database isE(T ) = 72.2, barely smaller than the baseline
mean of approximately75 due to the coherence of the clusters.
The mean search time is almost the same for the two databases even though Corel
is three times larger. The Alinari database seems to be more difficult in the sense
of presenting a much higher visual diversity of images that mch a given concept,
which works against efficient search because the system usesglobal visual descriptors
to update the model.
7.1 Peaking of the Posterior Distribution
To illustrate how the posterior distribution changes over time, we present the values of
the largest 1000 values ofpt(k) for two search sessions: one relatively efficient (class
“Space Scene” in Fig. 15) and one more difficult (class “Lion”in Fig. 16). The hori-
zontal axis shows the image index and the vertical axis showsthe normalized posterior
pt(k). The thick dots mark images that belong to the target class. Note that images that
are close on thex-axis are not necessarily close in system’s metric.
For both search sessions, we see that after one iteration no image from the target
class belongs to the 1000 with the highest posterior mass. However, at later rounds
the distribution becomes much more “stable” in the sense that an increasing number
of elements of the target class have posterior probability in he top 1000, which makes
them more likely to be chosen by the display algorithm.
The class “Space Scenes” is obviously “easier” than the class “Lion”. For “Space
Scenes” after seven feedback iterations there are 65 images(out of 100) that belong to
the top 1000, whereas for the class “Lion” there are only 28 images (after 15 iterations).
This is explained by the fact that images in the class “Space Scenes” usually show a
luminous object on a black background. Even though this particular visual pattern
is matched by other images (for example “fireworks” or ”nightscenes”), the visual
descriptors we use discriminate this class from others muchbetter than in the case of
the “Lion” class, which contains images in which the background is very diverse and
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the subject (“lion”) has a similar low-level representation t other animals (for example
“tiger”).
7.2 Discussion
In this section we describe a number of issues we encountereddu ing our experiments
with users of the system.
7.2.1 Image Similarity
Image similarity has been a lively topic of debate and an active subject of research
in recent years [5]. Whereas similarity can be more or less formalized for some spe-
cialized databases (e.g., fingerprints and faces), this is certainly not the case for generic
databases, where similarity is strongly context-dependent and involves the expectations
of the user. Even though global image descriptors are not suitable for matching specific
objects, they scale well to large databases and have proven tbe quite coherent with
the ground truth we used for evaluating our system (see §5). However, they certainly
fail for search concepts that are likely to be localized, in which case local descriptors
would likely provide better results, albeit at the price of far more computation, and
might allow the system to exploit information from the user aboutpartsof the image
which match his concept.
7.2.2 A “No Preference” Option
When none of the displayed images is semantically related tothe target class, or shares
evident color or texture motifs, users tend to spend noticeably more time making a
selection. Evidently, deciding which one is most similar issomewhat arbitrary and
even annoying. Some users have reported a preference for rejecting all the displayed
images. This usually happened during a search session whichgot off to a bad start in the
sense that either the posterior distribution remained veryflat or actually concentrated
on a part of the database which does not meet the target class.
We attempted to remedy this problem by introducing a new possible value for the
user’s response,XD = NP, standing for “no preference”. We tried various modifica-
tions of the parametric forms ofp+(i|k, D) andp−(i|k, D), adding a third parameter
in order to account for probability of the answerNP .
None of these efforts were successful. Surprisingly, in fact, the mean number of
iterations needed to reach the target classincreased. We observed what appeared to be
“overuse” of the NP option, especially when none of the displayed images was close
to the target class. In the end, the flow of information was reduc : declaring which is
closest, even if none are very close, seems to convey more information than rejecting
them all.
7.2.3 Mental Matching vs Visual Matching
Another surprise was that constantly displaying the targetclass only modestly im-
proved performance. Recall that we begin by presenting the user with a summary
of the target class, after which these images are no longer available to the user. To
measure the advantage of direct visual matching, we performed a similar set of exper-
iments, but this time with the summary displayed throughoutthe search session. The
results are presented in Fig. 17 for the Corel database. The near-identity of the two
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Figure 15: Evolution of posteriorpt(k) for the class “Space Scenes” (100 images).
Dots represent the members of the class. Horizontal axis: the 1000 imagesk ∈ Ω
(Corel database) with the highest posterior mass. Verticalaxis:pt(k) aftert = 1, 3, 5, 7
(top to bottom).T = 8 for this search session.
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Figure 16: Class “Lion” (100 images). Dots represent the members of the class. Hor-
izontal axis: the 1000 imagesk ∈ Ω (Corel database) with the highest posterior mass.
Vertical axis: pt(k) after t = 1, 5, 10, 15 (top to bottom). T = 16 for this search
session.
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search time distributions for early rounds might be explained by the random nature of
the first few displays. Later on, when the system presents more pe tinent candidates,
the user might use the summary to choose a better match. But the improvement is very
small, suggesting that, for most people, the level of detailin mental representations is
























Target not shown: E(T) = 8.1
Target shown: E(T) = 7.9
Figure 17: Distribution of the search time for the Corel datab se: Displaying examples
of the target class during the search does not significantly improve the results.
8 Conclusion
We have presented a Bayesian framework for discovering an instance of a semantic
category residing in a large, unstructured database using relevance feedback. Since the
category is known only to the user of the system, and since we assume no semantic an-
notation, the feedback is based on mental matching at the image level. Our framework
centers on an evolving estimate of the probability that eachmember of the database
belongs to the user’s category. A central feature is a new Bayesi n model, which in-
cludes a pair of positive and negative answer models which are designed to account
for subjectivity of the user’s choices and their weak correlation with the system met-
ric. The performance of the system is validated on two fairlylarge databases and very
reasonable search times are demonstrated.
It could be argued that semantic annotation of image databases will eventually be-
come feasible and allow for far more efficient text-based search. In particular, searches
based on visual similarity will not be necessary. There are at l ast two holes in this
argument. First, “eventually” may be a very long time; progress in automated image
interpretation is slow, especially at the level of multiple-object detection and context
labeling in unconstrained scenes. Second, even if one is able to automatically annotate
image databases with keywords, it is unlikely that this alone will solve the page-zero
problem for very large databases. (Indeed, some users may not even be able to express
in words the nature of their mental pictures.) What is more plausible is that keywords
provided by the user will serve to construct, online, a user-specific “prior distribution,”
effectively filtering a subset of images for analysis based on visual similarity. In any
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case, for gigantic databases, the number of images remaining as plausible candidates
after textual filtering may be of the order of the sizes considere here.
Finally, our statistical framework depends only on the metric between documents;
the only input is a distance matrix. Consequently, the system could in principle be
adapted to other media. For instance, one can imagine tryingto find a song in the mind
of a user based on choosing among acoustical snippets in a music database, or a system
for exploring a database indexed by multi-modal descriptors.
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