We consider the problem of finding the optimal sequence of opening (starting) and closing (stopping) times of a multi-activity production process, given the costs of opening, running and closing the activities, and assuming that the state of the economic system is a stochastic process. The problem is formulated as an extended impulse control problem and solved using stochastic calculus.
§1. Introduction
Optimal stopping has a wide variety of applications in economics, ranging over real and financial option, entry to a market or optimal start of a production process under uncertainty. But in many applications it will also be natural to consider the possibility of the reverse action, like exiting from a market or shutting down a production. For example, there are industries where part of the production process is temporarily shut down when electricity prices are too high; at high prices all workers are relocated to other tasks and when the prices fall below a certain limit production is restarted.
The purpose of this paper is to extend the results of [B0] and to give an affirmative answer to a question left open there. More precisely, we give sufficient conditions in terms of quasi-variational inequalities that a given function actually is the maximal expected profit function and we describe the corresponding optimal starting and stopping strategy. For concreteness the results are applied to the following problem of optimal starting and stopping of a resource depletion with a stochastic price development:
Suppose it costs the amount L to open a field for resource extraction, that the running/rental cost is K per time unit and that the cost of closing down a field is C. If the price of the resource in consideration is varying as a stochastic process (to be specified below), when is the optimal time to open the field and to close it? It seems reasonable that if the field is open, it may be a good strategy to continue the extraction for a while even if the price has gone below the running costs, because there may be a chance that prices could go up again and closing and re-opening the field is costly. On the other hand, even with such an optimistic prospect there is clearly a limit as to how low the prices can go before closing is the optimal strategy. Similarly, if the field is closed one would wait for a resource price which is higher than the running costs before opening again. But how high? The purpose of this paper is to formulate this problem mathematically in terms of impuls control and solve the problem explicity using stochastic calculus.
The starting and stopping problem has been considered in various contexts. It was discussed in connection with taxes and convenience yield by Brennan and Schwartz [BS] . A similar entry and exit model (but without resource extraction) has been studied by Dixit [D) . Neither of these papers give a rigorous mathematical proof that an optimal starting and stopping strategy exists and that it has the form stated. The more general problem of starting and stopping several activities simultaneously is considered in [MZ] , in the context of oil exploration.
In [B0] a candidate ¢0 for the solution of the resource extraction problem is found explicitly, as an application of a high contact principle for optimal stopping. But it is not proved there that this candidate actually is the solution. This will be established in this paper. More generally, we consider the problem of optimal starting and stopping of a multi-activity system under uncertainty. We prove that a given function satisfying certain quasivariational inequalities necessarily is the solution of the problem. This paper is organized as follows: In §2 we formulate a general starting and stopping problem as an impulse control problem. In §3 we give sufficient conditions that a given function and its associated starting and stopping strategy solves the general problem in §2. Then in §4 we apply this to the specific problem of optimal resource extraction mentioned above. §2. A mathematical formulation of the problem H w E W is applied to the system it gets the form {2.5)
Note that xfw> is right-continuous for all wE W. Let V denote the expected value when
Let /(x) denote the profit per time unit when the system is in the state x. where Xer = lim X,. 
We assume that the switching cost function 
then (2.8) becomes the 'triangle inequality'
If we are given a function H satisfying (2. 7) and (2.9) we can always modify it to satisfy (2.8) as well, by putting
(ii) In the resource extraction example the switching cost function has the values
where p > 0 is a (constant) discounting factor.
We can now formulate the switching problem as follows:
and find-if possible-an optimal impulse control w, i.e. find wE W such that
Remark. This is essentially an impulse control problem of the type considered in [BL] .
However, in [BL] it is assumed that -f is positive (or lower bounded), and this is not a reasonable assumption in our economic application. Therefore it is not possible to apply their results directly to our situation. Nevertheless, our method is inspired by their approach.
In [B0] a candidate ~(x) for the solution of Problem 2.1 in the specific application of starting and stopping a resource extraction (see §4) was found by adopting the following dynamic programming argument: Suppose the system initially is in state x = (t, u, z). Then if at a stopping timer we interfere and start/stop the system, the system gets the impuls ( = 1 -z and then the new state becomes XT = ( r, Un ZT ), where ZT = (. The cost of this operation is
where H is given by (2.10) above. From then on the maximal profit is ¢(XT). This procedure can of course at most be optimal. We conclude that, for all stopping times r,
If an optimal impulse control iiJ = (0 17 82, · .. ) exists, then by choosing r = 01 we get equality in (2.11). Hence¢ must satisfy the equation
Using the 'high contact principle' a solution ¢0(x) of equation (2.12) for the resource extraction problem was found in [B0] . 
Remark. The stochastically (J2 requirement corresponds to the "high contact" condition in optimal stopping. See [B0] .
Proof. Choose a constant T < oo and apply the generalized Dynkin formula {3.3) to g(t, u, z) = ¢(t, u, z):
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Letting T -+ oo and using {3.6) and {3. 7) we get Lemma 3.2.
Define tbe switching operator M on the family 1l of Borel measurable functions on Rn+l x Z by {3.10)
where H is the switching cost function (see (2. 7)-(2.9)).
Note that
We are now ready for the first main result of this paper. It follows that w is optimal and that
Remark. Note that B~; is the first exit time after Bt-l for xf"> from the set (3.27)
Therefore, writing X, = xf">, we have (3.28)
Suppose we have strict inequality in (2.8), i.e.
(2.8)' The state X, of the system at timet is characterized by the 4 quantities t, Pe, Qh Z,:
If there is a constant running cost K > 0 per time unit, the net discounted profit rate f is given by and that an optimal choice of p, (if it exists) is a value of m for which the supremum is attained. However, in this case the expression is affine in m, so it is clear that no such me (0, 1) exists. This indicates that the optimal production is "bang-bang": Either full production or no production at all. Therefore it suffices to consider the sequential stopping problem {4.7).
Using the 'high contact principle' it is proved in [B0] that a solution 4>0(x) = 4>0 (t,p,q,z) of the dynamic programming equation (2.12) corresponding to ( 4. 7) is given by 
and kit ~,e > 71 > 0 are constants which solve the following system of equations (4.14)- 
However, as pointed out earlier this does not imply that cPo = ~, because it is not clear if the solution of (2.12) is unique.
The strategy wE W corresponding to the candidate cPo can be described as follows (see §3): 
We conclude that, with M defined as in (3.10), (75) and (76)) it is proved (and it is easily checked) that From (4.31) and (4.9) we conclude that The general theory of optimal stopping (see e.g. [0] ) gives that the right hand side of (4.20) -and hence <Po itself-is superharmonic with respect to the operator g--+ Aog + fo. This implies that A<!Jo + fo < 0 outside 8D and hence a.e. with respect to G(y, ·).
Next we give a condition which ensures that f satisfies (3. given by (4.8) and (4.9) solves the starting and stopping problem (4.7).
The corresponding optimal impuls control w is given by (4.21).
