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SEMI-REGULAR CONTINUED FRACTIONS AND AN EXACT FORMULA FOR
THE MOMENTS OF THE MINKOWSKI QUESTION MARK FUNCTION
GIEDRIUS ALKAUSKAS
ABSTRACT. This paper continues investigations on various integral transforms of theMinkowski
question mark function. In this workwe finally establish the long-sought formula for the mo-
ments, which does not explicitly involve regular continued fractions, though it has a hidden
nice interpretation in terms of semi-regular continued fractions. The proof is self-contained
and does not rely on previous results by the author.
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1. INTRODUCTION AND MAIN RESULT
This work is the fifth paper devoted to investigations of various integral transforms of
the function in title. Other four are [1], [2], [3] and [4] in chronological order of research.
The Minkowski question mark function ?(x) is defined by
?([0, a1, a2, a3, ...]) = 2
1−a1 − 21−(a1+a2) + 21−(a1+a2+a3) − ..., x ∈ [0, 1], (1)
where x = [0, a1, a2, ...] stands for the representation of x by a regular continued fraction.
In case x is rational, we have two developments as a continued fraction, but they both,
as it is easy to check, produce the same value for ?(x). This function has many fascinat-
ing properties; it is a deep conviction of the author that many of them are still waiting
to be discovered. In the past, this function was studied from many different standpoints:
dynamical systems, multi-fractal analysis [6], metric number theory, complex dynamics,
analytic number theory, combinatorics. It can be generalized in many ways, including gen-
eralizations to higher dimensions [8]. From the point of view of number theory, maybe the
most interesting generalization was given in [5] and continued in [7]. We refer to the paper
[1] for an overview of the existing literature. The internet page [12] contains an extensive
bibliography list on the Minkowski question mark function.
1The author gratefully acknowledges support from the Austrian Science Fund (FWF) under the project Nr.
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The function ?(x) is continuous, strictly increasing bijection of [0, 1], it is singular (?′(x) =
0 almost everywhere), and for x ∈ [0, 1] it satisfies the following functional equations:
?(x) =
{
1−?(1− x),
2?( x
x+1
).
The main idea of previous research by the author was that these functional equations
carry onto the various integral transforms (Laplace, Stieltjes, Mellin) of the question mark
function, and the so-obtained objects are unique (subject to certain natural regularity con-
ditions), and thus they arise exactly from the Minkowski question mark function. Truly, the
main motivation for the introduction of these integral transforms was to get a better under-
standing of the structure of moments (which are analogues and share many properties with
the periods of Maass wave forms). For an integer L ≥ 0, the moments are defined by
mL =
1∫
0
xL d?(x).
The Minkowski question mark function describes the limit distribution of the rational
numbers in the Farey tree. Each generation of the Farey tree consists of those rational num-
bers whose sum of the elements of the continued fraction is fixed. Thus, these moments
can also be defined by
mL = lim
n→∞
22−n
∑
a1+...+as=n
ai≥1, as≥2
[0, a1, . . . , as]
L. (2)
This gives the second formula. There exist several seemingly unrelated procedures which
also produce the moments. We will mention one of them, a conjectural and rather mysteri-
ous procedure (it assumes that a certain analytic function G(p, z) in two complex variables,
whose set of irregularities for p fixed is a fractal Julia set, has an analytic continuation), and
refer the reader to [4] for the further details.
Conjecture 1. Define the rational functions Qn(z), n ≥ 0 (with rational coefficients, which are
p−adic integers for p 6= 2) by
Q0(z) = − 1
2z
, and recurrently by Qn(z) =
1
2
n−1∑
j=0
1
j!
· d
j
dzj
Qn−j−1(−1) ·
(
zj − 1
zj+2
)
.
Then Λ(t) =
∞∑
n=0
Q
′
n(−1)
n!
tn is an entire function andm2 =
∫
∞
0
Λ(t)e−t dt.
The sequence Q
′
n(−1), n ∈ N0, begins with 12 ,−12 , 1,−52 , 254 ,−16, 43,−9718 , 14174 , . . . Note
that in this conjecture the continued fractions are also involved implicitly, since a shift by
−1 in the formula which definesQn(z) means that we employ the function z → z − 1, and
we obviously also employ z → 1
z
, which together are intricately related with continued
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In this paper we finally present an exact formula for the moments, which does not ex-
plicitly involve continued fractions; rather, it has a nice hidden explanation in terms of
semi-regular ones. Surprisingly, we can present a self-contained treatment which neither
uses the functional equations for ?(x), nor is employing any previous results; though, of
course, the generating function of moments (the so-called dyadic period function, a close
relative of period functions associated with Maass wave forms), the three-term functional
equation it satisfies, and some other objects are implicitly present.
Theorem 1. For an integer L ≥ 1, the moments of the Minkowski question mark function can be
expressed by the following exact formula
1∫
0
xL d?(x) =
1
(L− 1)!
∞∑
ℓ=0
∫
[0,∞)ℓ+1
xL0 ·
(x0xℓ)
−1/2 ·
ℓ−1∏
i=0
I1(2
√
xixi+1)
ℓ∏
i=0
exi(2exi − 1)
dx0 . . . dxℓ.
Here I1(x) = J1(ix) stands for the Bessel I−function. The ℓ−th term of this series is of magnitude
≪ 2−ℓ.
(By a convention, an empty product is assumed to be 1. This applies to the case ℓ = 0).
Unfortunately, this expression is not very suitable for calculations. The manipulations with
matrices of high order can produce much better numerical values for these constants [4].
Further, the symmetry property of ?(x), given by ?(x)+?(1 − x) = 1, produces linear re-
lations among the moments. For example, m1 =
1
2
, 3m2 − 2m3 = 12 . Since the symmetry
property is obvious if one is dealingwith the regular continued fractions and does not man-
ifest in semi-regular ones, even the fact that for L = 1 the right-hand-side is 1
2
is a strange
by-product identity. Thus, the first four terms give (with 10 precise decimal digits)
0.3862943611 + 0.0791502471 + 0.0226858500 + 0.0074990924 = 0.4956295506.
Consequently, it is not excluded that there might be a simpler expression for the moments.
2. THE PROOF
We will show that the derived formula has an interpretation in terms of semi-regular con-
tinued fractions. These are defined by
[[b1, b2, b3, . . .]] =
1
b1 −
1
b2 −
1
b3 − . . .
,
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where integers bi ≥ 2. Each real irrational number x ∈ (0, 1) has a unique representation in
this form, and rationals x ∈ (0, 1) have two of them: one finite, one infinite which ends in
[[2, 2, 2, . . .]].
The following proposition establishes the relation between semi-regular continued frac-
tions and ?(x), since this relation easily follows from the results obtained in [10]; see also
the concise exposition [9].
Proposition 1. We have
?
(
[[b1, b2, b3, . . .]]
)
= 21−b1 + 22−(b1+b2) + 23−(b1+b2+b3) + . . . (3)
Proof. As before, two developments for rational numbers produce the same value. De-
note the function on the right by v(x), x = [[b1, b2, b3, . . .]]. Let 2a, a ∈ N0, denote the string
2, 2, . . . , 2︸ ︷︷ ︸
a
. Then, as was proved in [9], we have:
x = [0, a1, a2, a3, . . .] = [[a1 + 1, 2a2−1, a3 + 2, 2a4−1, a5 + 2, 2a6−1, . . .]].
(Note that a1 is slightly exceptional). Let us calculate v(x) using the expansion (3). The first
a2 terms of this expansion contribute
2−a1 +
a2−1∑
i=1
2i+1−(a1+1)−2i = 2−a1 + 2−a1(1− 21−a2) = 21−a1 − 21−(a1+a2).
Further, the direct calculation shows that the first a2+a4 terms of the expansion (3) produce
21−a1 − 21−(a1+a2) + 21−(a1+a2+a3) − 21−(a1+a2+a3+a4). Therefore, acting by induction, we get
exactly the expansion of ?(x). This shows that in fact v(x) =?(x). 
Now, for x ∈ (0, 1], x = [[b1, b2, b3, . . .]], ℓ ≥ 0, let us introduce
hℓ(x) = 2
ℓ−
Pℓ
i=1 bi − 2ℓ+2−
Pℓ+1
i=1 bi .
(Here for ℓ = 0 an empty sum is assumed to be 0). This is obviously a non-negative function
(since bℓ+1 ≥ 2). For the next identity to hold for all real numbers in [0, 1], we must make a
convention concerning the rational numbers. For example, if x is rational, we use the finite
expansion of x in the definition of h. Then h has a countable set of non-continuity points
and it is continuous from the right. We immediately obtain the equality
∞∑
ℓ=0
hℓ(x) = 1−
∞∑
ℓ=1
2ℓ−
Pℓ
i=1 bi
(3)
= 1−?(x), x ∈ (0, 1]. (4)
It appears that this series establishes exactly the relation between our formula for the mo-
ments and the semi-regular continued fractions. More precisely,
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Proposition 2. For L ≥ 1, ℓ ≥ 0, we have
L!
1∫
0
xL−1hℓ(x) dx =
∫
[0,∞)ℓ+1
xL0 ·
(x0xℓ)
−1/2 ·
ℓ−1∏
i=0
I1(2
√
xixi+1)
ℓ∏
i=0
exi(2exi − 1)
dx0 . . . dxℓ.
Proof. First, given a semi-regular continued fraction, we perform what in the theory of
general continued fractions is called an equivalence transformation. In our case, we easily see
that
[[b1, b2, . . . , bℓ+1]] =
b−11
1− (b1b2)
−1
1− (b2b3)
−1
. . . 1− (bℓbℓ+1)−1
:=
〈
b−11 , (b1b2)
−1, (b2b3)
−1, . . . , (bℓbℓ+1)
−1
〉
. (5)
For s ∈ N, let us introduce cs = 2
∞∑
n=2
1
2nns
= 2Lis(
1
2
) − 1, where Li⋆(⋆) stands for the poly-
logarithm. We have:
cs =
1
(s− 1)!
∞∑
n=2
2−n+1
∞∫
0
xs−1e−nx dx =
1
(s− 1)!
∞∫
0
xs−1
ex(2ex − 1) dx, cs ∼ 2
−(s+1) as s→∞.
Now, consider the following sum
Vℓ =
∞∑
q1,q2,...,qℓ=1
cL+q1 · cq1+q2 · · · cqℓ−1+qℓ · cqℓ
(
L+ q1 − 1
q1
)(
q1 + q2 − 1
q2
)
· · ·
(
qℓ−1 + qℓ − 1
qℓ
)
.
(In case ℓ = 0, this means V0 = cL).
Remark. Here and in the sequel, the infinite series and integrals involve only positive
numbers and functions, and this is a big advantage of our approach. The convergence
of these is always immediate. Soon we will see that
∑
∞
ℓ=0 Vℓ = mL. As can be guessed,
this series was not invented out of nowhere but rather was derived from the other results
by the author; in particular, we already had an infinite system of linear equations which
the moments do satisfy; see [1], Proposition 5. Unfortunately, the system presented there
has alternating terms and is not suitable for iteration. Nevertheless, if we start from the
functional equation (12) rather than from (14) as is given in [1] (the fact which was, sadly,
overseen), we get another system with strictly positive terms, and its iteration produces
exactly the series above. Here we present an independent exposition from the scratch, and
all we have to do is to make the ends meet.
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Thus, on the one hand, we have
Vℓ =
∞∫
0
∞∫
0
. . .
∞∫
0
dx0
x0ex0(2ex0 − 1)
dx1
x1ex1(2ex1 − 1) · · ·
dxℓ
xℓexℓ(2exℓ − 1)
×
∞∑
q1,q2,...,qℓ=1
x
L+q1
0 x
q1+q2
1 · · ·xqℓ−1+qℓℓ−1 xqℓℓ
× 1
q1!(L− 1)!
1
q2!(q1 − 1)! · · ·
1
qℓ!(qℓ−1 − 1)!
1
(qℓ − 1)! .
So, this ℓ−fold sum splits. Note that the sum
∞∑
q=1
xq
(q − 1)!q! =
√
xI1(2
√
x),
where I1(x) = J1(ix) is the Bessel I−function [11]. Therefore, (L − 1)!Vℓ equals precisely
the integral in the formulation of the proposition.
Further, let d1 = b
−1
1 , d2 = (b1b2)
−1,. . ., dℓ+1 = (bℓbℓ+1)
−1 for simplicity. Now, let us unfold
the series for Vℓ. This gives:
Vℓ =
∞∑
q1,q2,...,qℓ=1
∞∑
b1,b2,...,bℓ+1=2
2ℓ+1−(b1+b2+...+bℓ+1)
1
b
L+q1
1
· 1
b
q1+q2
2
· · · 1
b
qℓ−1+qℓ
ℓ
· 1
b
qℓ
ℓ+1
×
(
L+ q1 − 1
q1
)(
q1 + q2 − 1
q2
)
· · ·
(
qℓ−1 + qℓ − 1
qℓ
)
=
∞∑
b1,b2,...,bℓ+1=2
2ℓ+1−(b1+b2+...+bℓ+1)
∞∑
q1,q2,...,qℓ=1
dL1 · dq12 · · · dqℓℓ+1
×
(
L+ q1 − 1
q1
)(
q1 + q2 − 1
q2
)
· · ·
(
qℓ−1 + qℓ − 1
qℓ
)
.
Let us perform the summation with respect to qℓ. Note the binomial formula( 1
1− x
)N
=
∞∑
s=0
(
s+N − 1
s
)
xs for N ∈ N, |x| < 1.
Thus, according to this expansion, we have
∞∑
qℓ=1
(
qℓ−1 + qℓ − 1
qℓ
)
d
qℓ
ℓ+1 =
( 1
1− dℓ+1
)qℓ−1 − 1 = 〈1, dℓ+1〉qℓ−1 − 〈1〉qℓ−1,
where 〈⋆〉 is the notation introduced by (5). Further, the summation with respect to qℓ−1
gives
∞∑
qℓ−1=1
(
qℓ−2 + qℓ−1 − 1
qℓ−1
)[( dℓ
1− dℓ+1
)qℓ−1 − dqℓ−1ℓ ] = 〈1, dℓ, dℓ+1〉qℓ−2 − 〈1, dℓ〉qℓ−2.
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Now it is obvious that this procedure can be iterated. Eventually, this implies
Vℓ =
∞∑
b1,b2,...,bℓ+1=2
2ℓ+1−(b1+b2+...+bℓ+1)
(
〈d1, d2, . . . , dℓ+1〉L − 〈d1, d2, . . . , dℓ〉L
)
=
∞∑
b1,b2,...,bℓ+1=2
2ℓ+1−(b1+b2+...+bℓ+1)
(
[[b1, b2, . . . , bℓ+1]]
L − [[b1, b2, . . . , bℓ]]L
)
= Aℓ+1 −Aℓ > 0. (6)
(Note that the summation with respect to bℓ+1 was performed for the second summand).
Here for brevity we put
Aℓ =
∞∑
b1,b2,...,bℓ=2
2ℓ−(b1+b2+...+bℓ)[[b1, b2, . . . , bℓ]]
L, for ℓ ≥ 1, A0 = 0. (7)
Finally, consider the function fℓ+1([[b1, b2, . . . , bℓ+1, . . .]]) = 2
ℓ+1−(b1+b2+...+bℓ+1) (for ratio-
nal argument we make the same convention as in the definition of h; thus, we use finite
expansion). This function is constant in the interval (x, y), where x = [[b1, b2, . . . , bℓ+1]],
y = [[b1, b2, . . . , bℓ+1 − 1]], and takes the value fℓ+1(x). Therefore,
L
1∫
0
fℓ+1(x)x
L−1 dx = L
∞∑
b1,b2,...,bℓ+1=2
2ℓ+1−(b1+b2+...+bℓ+1)
[[b1,b2,...,bℓ+1−1]]∫
[[b1,b2,...,bℓ+1]]
xL−1 dx
=
∞∑
b1,b2,...,bℓ+1=2
2ℓ+1−(b1+b2+...+bℓ+1)
×
(
[[b1, b2, . . . , bℓ+1 − 1]]L − [[b1, b2, . . . , bℓ+1]]L
)
=
∞∑
b1,b2,...,bℓ=2
2ℓ−1−(b1+b2+...+bℓ)[[b1, b2, . . . , bℓ, 1]]
L − Aℓ+1
2
.
Each number [[b1, b2, . . . , bℓ, 1]] can be written either in the form [[b1, b2, . . . , bℓ−i, 2, 2, . . . , 2︸ ︷︷ ︸
i
, 1]]
= [[b1, b2, . . . , bℓ−i − 1]], 0 ≤ i ≤ ℓ− 1, bℓ−i ≥ 3, or it is [[2, 2, . . . , 2︸ ︷︷ ︸
ℓ
, 1]] = 1. Thus, this implies
L
1∫
0
fℓ+1(x)x
L−1 dx = −Aℓ+1
2
+
ℓ−1∑
i=0
Aℓ−i
2i+2
+
1
2ℓ+1
(6)
<
1
2ℓ+1
. (8)
Consequently,
L
1∫
0
[
fℓ(x)− 2fℓ+1(x)
]
xL−1 dx = Aℓ+1 −Aℓ = Vℓ, ℓ ≥ 0.
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Since fℓ(x)− 2fℓ+1(x) = hℓ(x), this establishes the validity of the proposition. Moreover,
L
1∫
0
hℓ(x)x
L−1 dx ≤ L
1∫
0
fℓ(x)x
L−1 dx
(8)
<
1
2ℓ
. 
Proof of the Theorem. We see that
L!
1∫
0
xL−1
∞∑
ℓ=0
hℓ(x) dx
(4)
= L!
1∫
0
xL−1[1−?(x)] dx = (L− 1)!
1∫
0
xL d?(x). 
A posteriori, since
ℓ∑
i=0
Vi = Aℓ+1 as is given by (7), the moments can also be expressed by
the limitmL = limℓ→∞Aℓ, and this formula is in many respects very different from (2).
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