Abstract. We construct the polynomial induction functor, which is the right adjoint to the restriction functor from the category of polynomial representations of a general linear group to the category of representations of its Weyl group. This construction leads to a representation-theoretic proof of Littlewood's plethystic formula for the multiplicity of an irreducible representation of the symmetric group in such a restriction. The unimodality of certain bipartite partition functions follows.
Introduction
A polynomial representation of GL n (C) on a finite dimensional C-vector space W is a homomorphism ρ : GL n (C) → GL(W ) such that, with respect to any basis of W , the matrix entries of ρ(g) are polynomials in the matrix entries of g ∈ GL n (C).
The character of such a representation is the symmetric polynomial: ch ρ(t 1 , . . . , t n ) = trace(ρ(diag(t 1 , . . . , t n )); W ).
Here diag(t 1 , . . . , t n ) denotes the diagonal matrix with entries t 1 , . . . , t n .
The polynomial representation ρ is said to be homogeneous of degree d if the matrix entries of ρ(g) are all homogeneous of degree d. Schur [24] showed that every polynomial representation of GL n (C) is isomorphic to a direct sum of irreducible homogeneous polynomial representations. Moreover, the set of isomorphism classes of irreducible homogeneous polynomial representations of GL n (C) of degree d is indexed by Λ(d, n), the set of partitions of d with at most n parts. For λ ∈ Λ(d, n) we denote by (ρ λ , W λ ) the irreducible polynomial representation of GL n (C) of degree d corresponding to λ. Schur proved that ch ρ λ (t 1 , . . . , t n ) is the Schur polynomial s λ (t 1 , . . . , t n ). For details see [22, Chapter 6] .
Frobenius [10] classified the irreducible complex representations of the symmetric groups S n via their characters. For every partition µ of n, there exists a unique irreducible representation V λ of S n , called the Specht module associated to λ. As λ runs over the set Λ(n) of all partitions of n, the Specht modules V λ form a complete set of representatives of isomorphism classes of irreducible complex representations of S n (see [22, Chapter 3] ).
Regard the symmetric group S n as the subgroup of permutation matrices in GL n (C). Let Rep d GL n (C) denote the category of homogeneous polynomial representations of GL n (C) of degree d. Let Rep S n denote the category of complex representations of S n . Let Res d : Rep d GL n (C) → Rep S n denote the functor that takes a polynomial representation ρ : GL n (C) → GL(W ) to ρ |Sn : S n → GL(W ). Let r λµ , for λ ∈ Λ(d, n) and µ ∈ Λ(n), be non-negative integers defined by (1) Res
The integers r λµ are known as restriction coefficients. The best-known way of computing restriction coefficients is by expanding a plethysm of symmetric functions in the basis of Schur functions (Theorem 2.6), which we survey in greater detail in the next two sections. Orellana and Zabrocki [20, Theorem 1] , and independently, Assaf and Speyer [2] obtained restrictions coefficients from the expansions of Schur functions into a new family of symmetric functions (the Specht symmetric functions). A recent approach due to the authors of this paper involves character polynomials [18] . However, none of these approaches gives a positive combinatorial interpretation of the restriction coefficients. This remains an important open question in algebraic combinatorics, known as the restriction problem. Frobenius [9] introduced the notion of an induced character proved the reciprocity theorem named after him. The Frobenius reciprocity theorem can be interpreted as the adjunction between restriction and induction functors. Frobenius's ideas were extended to locally compact topological groups and their unitary representations by Mackey [17] . The adaptation of Mackey's construction to the setting of polynomial representations is completely natural. In this article, we construct a polynomial induction functor Ind
which is a right adjoint to Res d (Theorem 3.2). We show that the character of Ind d V µ is given by a plethysm (Theorem 4.7). This gives rise to a representation-theoretic proof of Littlewood's plethystic formula for restriction coefficients (Theorem 2.6).
2. Plethysm and the Restriction Problem 2.1. Plethysm. Composing a polynomial representation φ : GL n → GL m with a polynomial representation ψ : GL m → GL r results in the polynomial representation ψ•φ : GL n → GL r . Let f and g be the characters of ψ and φ respectively. The plethysm f [g] is defined to be the character of ψ • φ. The concept of plethysm was introduced by Littlewood in [14] .
A detailed discussion of the representation-theoretic significance of plethysm can be found in [25, Section A2.6] . Let N denote the set of all non-negative integers. For x = (x 1 , . . . , x n ) ∈ N n , let t x denote the monomial t 1 · · · t xn n . Since g is the character of the m-dimensional representation φ, g can be written as a sum of m monic monomials:
For any symmetric polynomial f in m variables, the plethysm f [g] can be defined as the substitution of these monic monomials of g into the variables of f (see [16, Theorem 7] ):
This definition also works when f is a symmetric polynomial in infinitely many variables [25, Section 7 .1] and g is a sum of infinitely many monic monomials.
Example 2.1. Let f (t 1 , . . . , t 4 ) be any symmetric polynomial and g = (t 1 +t 2 ) 2 .
It is clear from this definition that given a symmetric function g, the map
is an algebra homomorphism. In other words, for symmetric functions f 1 and f 2 , we have:
Finding a combinatorial interpretation of the coefficients a λµν in the expression [3, 4, 5, 6, 8, 13] . For each non-negative integer k, let h k and e k denote the kth complete and elementary symmetric functions, respectively:
Consider the formal power series
The plethysm of H(t) into various symmetric functions plays an important role in this paper. Observe that
Definition 2.3. Given x ∈ N n , a vector partition of x with k parts is a decomposition
The order in which the summands appear is disregarded. The number of vector partition of x with at most k parts is denoted p k (x). The number of vector partition of x with exactly k or k − 1 distinct parts in N n − {0} is denoted q k (x). These functions can also be defined by the generating functions
Theorem 2.4. For every non-negative integer k,
Proof. Endow N n with the lexicographic order. The plethysm h k [H] is obtained by substituting the monomials {t x | x ∈ N n } into the variables of h k in order. Thus by (2), the coefficient of
is the number of decompositions
which is the same as p k (x). Similarly, by (3), the coefficient of t x in e k [H] is the number of decompositions 
Plethystic Formula for Restriction
Coefficients. Let θ 1 , . . . , θ n be the eigenvalues of the permutation matrix w ∈ S n ⊂ GL n (C). Then the character of Res d W λ at w is s λ (θ 1 , . . . , θ n ). Let ·, · denote the Hall inner product on symmetric functions. For a representation (ρ, V ) of S n , let F (V ) denote the Frobenius characteristic of the character of V [25, Section 7.18]. We have F (V λ ) = s λ and dim Hom Sn (V 1 , V 2 ) = F (V 1 ), F (V 2 ) for representations V 1 and V 2 of S n . By applying F to both sides of 1, we get
The following plethystic formula is equivalent to a result of Littlewood [15, Theorem XI]: Theorem 2.6. For every λ ∈ Λ(d, n) and µ ∈ Λ(n),
Stanley [25, Exercise 7 .74] outlines a proof using symmetric function theory. For a proof using Hopf algebra techniques see Scharf and Thibon [23, Corollary 5.3] , who also explain the equivalence of this identity and Littlewood's branching rule for GL n−1 (C) ⊃ S n [15, Theorem XI].
Let λ = (λ 1 , . . . , λ n ) be a weak composition of d, and Sym 
The vector space Ind d V affords a representation of GL n (C) via the action
for all f ∈ Ind d V , g ∈ GL n (C), and Q ∈ M n . Since matrix multiplication g → Qg is linear in the entries of g and f is homogeneous of degree d, it follows that Ind
Example 3.1. Let 1 n and sgn n denote the trivial and sign representations of S n . From (4),
3.2. Frobenius Reciprocity.
Theorem 3.2 (Frobenius reciprocity). For each
is right adjoint to the functor Res d . In other words, for every object (σ, U ) ∈ Rep d GL n (C) and every object (ρ, V ) of Rep S n , there is a natural isomorphism
where 1 denotes the identity matrix in GL n (C). Then
Note that, a priori, σ(x) is defined only for x ∈ GL n (C). However, since σ is polynomial in the entries of x, it extends uniquely to M n . Then
Thus Ψ defines a homomorphism
The mutual inverses Φ and Ψ give the desired natural isomorphism.
Induction of Permutation
Representations. Let X be a set with an S n -action. Let C[X] denote the space of all complex-valued functions of X. Then
Representations of the form σ X are known as permutation representations of S n . The space
may be regarded as the space of functions f : M n × X → C such that f (Q, x) is a homogeneous polynomial of degree d in the entries of Q for every x ∈ X. In terms of this identification,
Suppose that X is a transitive S n -space. Fix x 0 ∈ X. Then, for any f ∈ Ind
, where w is an element of S n such that x = wx 0 . It follows that the map r : Ind
. We have proved the following result: 
ch Ind
is of the form:
By (6), an element f ∈ Ind d 1 n if and only if f A = f wA for each w ∈ S n . Therefore Ind d 1 n has a basis indexed by S n -orbits in M (d, n), where S n acts by permutation of rows. The basis element corresponding to the orbit of A is an eigenvector for Ind d 1 n (diag(t 1 , . . . , t n )) with eigenvalue t x , where x is the sum of the rows of A. Thus the basis elements of Ind d 1 n that contribute to the monomial t x in ch Ind d 1 n are in bijection with vector partitions of x with at most n parts, giving (9) .
By (7), an element f of the from (11) lies in Ind d sgn n if and only if f A = sgn(w)f wA for all w ∈ S n . Suppose that two rows of A are equal. Let w be the transposition in S n that interchanges these two rows. Then wA = A and sgn(w) = −1. We have f A = f wA = −f A , so f A = 0. Therefore Ind d sgn n has a basis indexed by S n -orbits in M (d, n) consisting of matrices with distinct rows, and (10) follows.
By padding with 0's if necessary, write λ ∈ Λ(d, n) as (λ 1 , . . . , λ n ). Let δ = (n − 1, n − 2, . . . , 1, 0). For w ∈ S n , let w · δ = (n − w(1), . . . , n − w(n)). 
In the above expressions, for x ∈ Z n − N n , it should be understood that p n (x) = 0.
The first identity is [18, Theorem 4.5] .
Proof. By Frobenius reciprocity (Theorem 3.2),
where ·, · denotes the Hall inner product on symmetric polynomials. A wellknown formula of Frobenius [22, Theorem 5.4.10] 
Since x + w · δ = λ + δ if and only if x = λ + δ − w · δ, the formulae in Corollary 4.2 follow.
Example 4.3. Take λ = (λ 1 , λ 2 ) and any n ≥ 2. Then we pad λ with n − 2 zeros and write it as (λ 1 , λ 2 , 0, . . . , 0). We get r λ,(n) = w∈Sn sgn(w)p n (λ 1 − 1 + w(1), λ 2 − 2 + w(2), −3 + w(3), . . . , −n + w(n)).
If −i + w(i) ≥ 0 for all i > 2, then we must have w(i) = i for all i > 2, and so the sum above reduces to
Corollary 4.4 (Unimodality of bipartite partitions). For any integers x 1 ≥ x 2 ≥ 1, and any n ≥ 0, we have:
Proof. As explained in Example 4.3, the difference the left-hand side minus the right-hand side of each identity appears as the multiplicity of the trivial or sign representation in Res x1+x2 W (x1,x2) .
Remark 4.5. The first inequality is a result of Kim and Hahn [12] (see [18, Section 4 .2] for a strengthening of this result). The second appears to be hitherto unpublished.
Proof of the Plethystic
, define its character to be the symmetric formal power series in the the variables t 1 , . . . , t n ch σ(t 1 , . . . ,
. Then Lemma 4.1 can be rewritten as:
For each partition µ = (µ 1 , . . . , µ m ) of n let Proof. Let x 0 = ({1, . . . , µ 1 }, {µ 1 + 1, . . . , µ 1 + µ 2 }, . . . , {µ 1 + · · · + µ m−1 + 1, . . . , n}), an element of X µ . The stabilizer of x 0 in S n is the Young subgroup S µ := S µ1 × · · · S µm of S n . By Theorem 3.3,
Proceeding as in the proof of Theorem (9), we see that a basis of Ind d C[X µ ] is indexed by S µ -orbits of matrices in M (d, n), where S µ acts by permuting blocks of rows of sizes µ 1 , µ 2 , . . . , µ m . The ith block of rows may be regarded as a vector partition with at most µ i -parts of some vector x i . It contributes to t x in the total character when x 1 + · · · + x m = x. We are now in a position to give a representation-theoretic proof of Littlewood's plethystic formula for restriction coefficients (Theorem 2.6): as required.
