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Abstract
Let q be a truncated biparabolic subalgebra of a simple Lie algebra. In previous work it was shown that
the invariant subalgebra Y (q) of the algebra R[q∗] of regular functions on q∗, is polynomial in most cases.
This includes all cases if g = sl(n) and so provides 22(n−1) mostly non-isomorphic Lie algebras q for which
Y (q) is polynomial. In general the structure of the generators and even their number have no known simple
expression.
One may recall that the set of companion matrices forms a slice to the regular co-adjoint orbits in g∗:
g = sl(n). The present work is a quite remarkable and far reaching generalisation of this “companion slice.”
Precisely one gives an element y ∈ q∗ and a subspace V ⊂ q∗ such that restriction of functions gives
an algebra isomorphism of Y (q) onto R[y + V ]. The construction is a combinatorial procedure based on
the data specifying q. Unlike the semisimple case there can be many equivalence classes of such pairs.
As a consequence it is found that the nilfibre of the geometric quotient map may have many irreducible
components containing a regular element, namely the closure of the co-adjoint orbit defined by such y ∈ q∗.
An example shows it may also have a component with no regular elements.
© 2007 Elsevier Inc. All rights reserved.
Résumé
Soit q une sous-algèbre biparabolique tronquée d’une algèbre de Lie simple. Il a été démontré que
l’algèbre Y (q) des fonctions regulières invariantes sur q∗ soit, dans la plupart des cas, une algèbre de po-
lynômes. En particulier lorsque g = sl(n) on obtient 22(n−1) sous-algèbres q, plutôt non-isomorphes, pour
lesquelles Y (q) est polynômiale. En générale la structure des générateurs, et même leur nombre, n’a aucune
expression simple connue.
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A. Joseph / Journal of Algebra 319 (2008) 5060–5100 5061On rappelle que l’ensemble des matrices de compagnon forme une tranche aux orbites co-adjoints regu-
lières de g∗ : g = sl(n). Le travail actuel est une généralisation remarquable et profonde de cette « tranche
de compagnon ». Précisément on construit un élément y ∈ q∗ et un sous-espace V ⊂ q∗ tel que l’application
de restriction de fonctions soit un isomorphisme de Y (q) dans l’algèbre R[y + V ] des fonctions regulières
sur y+V . Celle-ci est obtenue par une procédure combinatoire basée sur la description de q elle-même. Au
contraire du cas semi-simple on pourrait trouver plusieurs couples (y,V ) non-équivalentes. Par conséquent
le nulle-fibre du morphisme géometrique quotient peut admettre plusieurs composants irréductibles conte-
nants un élément régulier, à savoir l’adhérence de l’orbite engendrée par un élément y ∈ q∗ appartenent à
un tel couple. En outre, un exemple montre qu’on peut y avoir de composants contenants aucun élément
régulier de q∗.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
The base field is assumed to be the complex numbers C.
1.1. Let G be a connected algebraic group acting linearly on a finite dimensional vector space
V with the resulting map G × V → V being a morphism of algebraic varieties. A regular orbit
is one of minimal codimension and we denote by Vreg, the union of all regular orbits in V . It is
obviously an open subset of V . In the case where V = (LieG)∗, this minimal codimension is
defined to be index (LieG). The G orbits in (LieG)∗ are called coadjoint orbits.
By an affine subspace of V we mean a vector subspace of V translated by an element of V .
Then by an affine slice (or simply, slice) we mean an affine subspace A ⊂ Vreg meeting every G
orbit in GA at exactly one point and such that GA= V . A slice will be called full if GA= Vreg.
When V = (LieG)∗, we shall say that A is a slice to regular coadjoint orbits of Lie G.
1.2. In two previous papers we constructed a slice to regular coadjoint orbits of certain (truncated)
parabolic subalgebra of sl(n). In the first paper [16], this was achieved for parabolics stable under
the non-trivial Dynkin diagram involution. The method used was an induction argument which
had little hope of extending to the general case. In the second paper [17], a full slice to the
regular coadjoint orbits was constructed for truncated parabolics of index 1. The method used
was entirely different and brought into play the so-called Kostant cascade.
1.3. In the present work we construct a slice to regular coadjoint orbits for all (truncated) bipar-
abolic subalgebras in type A. For this we must find an adapted pair (h, y) as defined in 2.7. At first
this seemed a problem of insurmountable difficulty. Indeed, the Kirillov–Kostant form defined
by y must have a kernel whose dimension has no known simple form. Moreover the eigenvalues
of adh on this kernel have again no known simple form. Finally, unlike the symmetric case, these
eigenvalues depend quite erratically on the choice of biparabolic. Somehow the passage from a
given biparabolic to the adapted pair must encapsule this erratic, almost inexpressible behaviour.
One can easily understand that there is no simple solution.
Our analysis is an extension of the second method noted in 1.2. However unless the bipar-
abolic is Frobenius (that is to say of index 0) it is necessary to “move away” from the Kostant
cascade. This process can be described roughly as follows. In type A, the Kostant cascade is
just the top half of the anti-diagonal. Analogous to a Jordan block, which has entries just above
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anti-diagonal. This modification is exactly what is required for the biparabolic being a Borel sub-
algebra; but it is not enough in general. One needs also to introduce anti-Coxeter blocks which
are similarly defined analogues of the matrix presentation of a Coxeter element. Then the data
which defines the biparabolic is used to construct an appropriate arrangement of anti-Jordan and
anti-Coxeter blocks modifying the Kostant cascade. Ultimately our construction has a simple
and pleasing logical structure, though it is not something which can be understood at a glance.
Key points are to show that having defined y of the pair, then h is also defined (5.7) and that
y is regular. The latter uses an intricate decomposition into Heisenberg subalgebras (Section 7).
These constructions are exemplified in Section 13.
1.4. The construction of a slice is intimately related to the structure of the nilfibre of the geometric
quotient map. Indeed each slice should have a distinguished element which is a regular element
of the nilfibre. Optimistically the nilfibre should possess a dense regular orbit serving as this
distinguished element. This is the case when the biparabolic is sl(n) itself and then the nilfibre
is just the so-called nilpotent cone. It is also the case when the truncated biparabolic has index 1,
though here irreducibility holds for somewhat trivial reasons. It fails for proper parabolics stable
under the non-trivial Dynkin diagram involution; because of obvious symmetry reasons. In the
case of the Borel subalgebra mentioned in 1.3 we could have taken the anti-Jordan block to
have entries just above the anti-diagonal. It turns out that these and some further choices to be
described in Section 5.8, imply that there can be several regular orbits in the nilfibre. Worse
than this, even when there are no such multiple choices (which is the case when the biparabolic
is Frobenius—Section 9) it can happen that the nilfibre has irreducible components with no
regular elements. This phenomenon was already known outside type A, for example the truncated
Borel in type B2. However, outside type A, it is often the case that no component of the nilfibre
admits a regular element. Moreover Yakimova has recently shown [32] that our polynomiality
conjecture [14, 1.4] fails for the truncated “Heisenberg” parabolic in type E8, which is also the
centraliser of the highest root vector, demolishing a further conjecture of Panyushev, Premet and
Yakimova [29], thereby distinguishing classical and (some) exceptional types. This circumstance
may upset readers who work in the belief that results on type A can have no real interest if they
do not generalise to all simple Lie algebras; but for this we can only present the facts. It is part of
a growing number of results concerning invariants [10,15,30] which have an excellent answer
in type A, work well in type C, but fail in general. Recently Colliot-Thélène and Kaminsky [5]
have found a further example involving whether Fract S(g) is pure over its invariant subfield.
1.5. Let a be a finite dimensional Lie algebra and set a∗s = a∗ −a∗reg, where a∗reg denotes the union
of regular co-adjoint orbits. Obviously codim a∗s  1. Call a Lie algebra singular if equality
holds, and non-singular otherwise. The importance of this concept derives from a remarkable
result of A.V. Bolsinov [3] who showed that non-singularity is a criterion for shift of argument
to give a Poisson commutative subalgebra of S(a) of the maximal Gelfand–Kirillov dimension
1
2 (dima + indexa). A striking corollary for non-singular algebras is that if Y(a) is polynomial
on generators of degree di : i = 1,2, . . . , indexa, one must have
indexa∑
di 
1
2
(dima+ indexa).i=1
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regular orbit. Consequently, in type A, all truncated biparabolics are non-singular. On the other
hand, outside types A, C, the truncated Borel is always singular. For an arbitrary non-singular
Lie algebra, the above inequality can be strict [18, 2.6.16].
The main content of this paper was the subject of an invited lecture given during the Workshop
in honour of the 60th birthday of George Lusztig, held in MIT during June 2006.
2. Preliminaries and notation
2.1. Let a be an algebraic Lie algebra. Denote by an upper case letter, in this case A, the cor-
responding connected algebraic adjoint group. In rare cases this may clash with other notation,
for example, S,M,H . However, the meaning will be clear from the context. Let S(a) denote
the symmetric algebra of a which we recall identifies with the algebra of polynomial functions
on a∗. Let Y(a) (respectively Sy(a)) denote the algebra spanned by the A invariant (respectively
semi-invariant) functions on a∗. By a result of Borho [1, Lemma 6.1] there exists a canonically
determined ideal aE of a such that Sy(a) = Y(aE). It is algebraic and we call it the canonical
truncation of a. Set c(a) = 12 (indexa + dima). It is an integer because every coadjoint orbit is
even dimensional.
2.2. Let g be a complex simple Lie algebra, h a Cartan subalgebra and π a choice of simple roots.
Let g = n+π ⊕ h⊕ n−π be the corresponding triangular decomposition of g.
Given subsets π1,π2 ⊂ π , the subspace
qπ2,π1 := n+π1 ⊕ h⊕ n−π2 ,
is a subalgebra of g. It is called the biparabolic subalgebra defined by the pair π1,π2. Through
the Killing form on g one may identify q∗π2,π1 with qπ1,π2 . Moreover the coadjoint action just
becomes commutation of qπ2,π1 with qπ1,π2 in g modulo the orthogonal q⊥π2,π1 of qπ2,π1 in g.
2.3. We can assume without loss of generality that π1 ∪ π2 = π and that π1 ∩ π2  π . This
excludes qπ2,π1 being a Levi factor of g. Moreover it implies that Y(qπ2,π1) reduces to scalars
[15, 6.7]. However the semi-invariant algebra Sy(qπ2,π1) can still be rather large. Conjecturally
it is always polynomial. Indeed this was shown [15, 6.7] for most biparabolics and includes all
biparabolics in type A.
2.4. The canonical truncation qπ2,π1 of qπ2,π1,E takes the form
qπ2,π1,E = n+π1 ⊕ hE ⊕ n−π2 ,
where hE is the largest subalgebra of h which vanishes on the weights of Sy(qπ2,π1). (We apol-
ogise for the slight abuse of notation.) One may remark that hE can be explicitly described
[14, 5.9] in terms of data determined by the triple π,π1,π2.
2.5. Now fix π1,π2. Since we refer to the truncated algebra more frequently we set qˆ = qπ2,π1
and q = qπ2,π1,E . Let Nπ1,π2 (or simply, N ) denote the zero variety in q∗ of the augmentation
ideal Y(q)+ of Y(q). This is just the nilfibre of the geometric quotient map and so is the analogue
of the nilpotent cone obtained when π1 = π2 = π . We denote the latter by Ng.
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classical work of B. Kostant [21,22]. After identification of g∗ with g through the Killing form,
the construction used the existence of a principal s-triple (x,h, y). The required full slice was
obtained as y + gx . Correspondingly the nilpotent cone is just Gy.
2.7. The existence of a suitable s-triple is too much to expect in the biparabolic case. Instead we
seek the existence of an adapted pair defined as follows. Set index q = . We shall use ad for
both adjoint and coadjoint action.
Definition. An adapted pair is a pair (h, y) ∈ hE × q∗reg satisfying
(1) (adh)y = −y.
(2) The eigenvalues {ei}i=1 of an adh stable complement V to (ad q)y in q∗ satisfy
(a) ei  0, for all i = 1,2, . . . , .
(b) ∑i=1(ei + 1)= c(q).
It is plausible that (2) is a consequence of (1). We remark also that (2a) is equivalent to
qy := {a ∈ q | (ad a)y = 0} having no adh eigenvectors with strictly positive eigenvalues. This
property is automatic if (h, y) is part of an s-triple. For g semisimple, pairs (h, y) ∈ g × g∗
satisfying (1) and (2a) are important in the construction of Vertex Operator Algebras [20]. They
have been classified in [9].
In most cases and in particular if π is of type A one may show that Y(q) is polynomial and
that the degrees di := i = 1,2, . . . , , of its (homogeneous) generators satisfy
(c) ∑i=1 di = c(q).
By (1) and the definition of V , restriction of functions gives an algebra injection of Y(q)
onto the algebra R[y + V ] of regular functions on y + V . By an argument of Kostant [22]
(for an exposition see [7, 8.1.1]) surjectivity results from (a)–(c). Moreover, one further obtains
ei = di − 1 for all i. We call {ei}i=1 the set of biparabolic exponents for q.
2.8. The isomorphism Y(q)→˜R[y + V ] implies [16, 8.2] that y + V is a slice to regular orbits
in q∗. However it need not be a full slice. For this it is sufficient [16, 8.7] that N be irreducible
and necessary [16, 8.8] thatN admit no further regular orbits. Moreover, one may show [16, 8.5]
that Qy is the unique irreducible component of N containing y and that this component has
codimension index q.
2.9. Given π ′ ⊂ π , let Wπ ′ denote the subgroup of the Weyl group W generated by the reflections
ρα : α ∈ π ′, and let wπ ′ be the unique longest element in Wπ ′ .
Take π ′ = π1 ∩π2. Let (h, y) and (h′, y′) be adapted pairs. By [16, 8.10, 8.11], it follows that
Qy =Qy′ if and only if h,h′ are conjugate under Wπ ′ . If one of these two equivalent conditions
hold, we say that (h, y) and (h′, y′) are equivalent.
2.10. To our great surprise the method given here provides many inequivalent adapted pairs be-
cause of the choices indicated in 1.4. Consequently N will in general have many components
meeting q∗ . In particular, a full slice will not exist in general. Again our method providesreg
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reducible. Conjecturally our method provides all possible equivalence classes of adapted pairs
and furthermore these should exhaust all components of N meeting q∗reg. We checked that these
two inequivalent adapted pairs given for a proper parabolic of sl(n): n 3 obtained in [16] are
recovered by our present construction. We do not attempt to reprove this here, noting only an ex-
ample 11.4.2 where yet further inequivalent pairs are obtained. In 5.8(∗) we describe all adapted
pairs given by our method; but we did not attempt to decompose them into equivalence classes.
This is probably very difficult. Indeed, finding a “closed formula” for the π ′ dominant represen-
tative for the semisimple element of an adapted pair is at least as difficult as finding a closed
formula for a solution to the Bezout equation. Just obtaining the number of equivalent classes of
our particular adapted pairs would be a challenge.
2.11. Identify q∗ with a subspace g as in 2.2. Through the appearance of a component of N not
meeting q∗reg, we found a counter-example (11.3.4) to our earlier conjecture [17, 1.8] that every
element of N can be conjugated under Q into Ng. Notice that here the actions of G and Q do
not coincide on q∗ and indeed it is false that Nreg ⊂Ng. Here of course Nreg :=N ∩ q∗reg.
2.12. Let ι be the product of the Chevalley and principal anti-automorphisms of g. Then
ι(qπ2,π1) = qπ1,π2 and ι(qπ2,π1.E) = qπ1,π2,E . Thus q∗ has a Lie algebra structure making it
isomorphic to q. However, unlike the semisimple case, this structure is not compatible with coad-
joint action. It is not used. An exactly similar situation is true for centralisers [29].
3. Loops and edges
3.1. Fix π1,π2 ⊂ π and set π ′ = π1 ∩ π2. We recall [14, 4.6] the set E := E(π2,π1) which in
principle (see 4.1) labels the generators of Y(q): q = qπ2,π1,E . For short we write wj = wπj and
set ij = −wj |πj : j = 1,2. Recall that we are assuming π = π1 ∪ π2 and set πˆj = π \ πj : j =
1,2. Let us briefly recall [14, Section 4] how the ij : j = 1,2, are simultaneously extended to
involutions of an overset π˜ of π . If α ∈ πˆ1 then α ∈ π2, so i2α is defined and belongs to π2. If
i2α ∈ πˆ1, we define i1 on α by i1α = i2α. Otherwise we can assume i2α ∈ π1 and i1i2α ∈ π1. If
i1i2α ∈ πˆ2, we introduce a fictitious root α˜ and set i2i1i2α = α˜ = i1α. Otherwise i1i2α ∈ π2 and
i2i1i2α ∈ π2 and the process is repeated.
Of course all this is very simple and applies to any (finite) set S with a pair of involutions
defined on subsets whose union is S. If one of the subsets is S itself then S is its own overset.
This in the case when qˆ is a parabolic. (For S continuous one may consider “Swiss cheese”
with i1 formed from the antipodes of the holes and i2 the antipode for the cheese; but this may
have “black holes” from which an orbit cannot escape. Linear Swiss cheese is a continuous
generalisation of the combinatorics of the parabolic case.) Fictitious roots are generally necessary
(see [14, 4.5]) but are basically a book-keeping device. We remark that the related invariant theory
of the cited example is already quite involved and analysed in detail in Section 11.2.
Let π˜ be the overset of π to which the fictitious roots have been added. By definition
E(π2,π1) is the set of 〈i1i2〉 orbits in π˜ .
Let E0 denote the set of 〈i1i2〉 orbits lying entirely in π ′ and set E1 =E \E0. Let E2 denote
the set of 〈i1i2〉 orbits which are not 〈i1, i2〉 orbits and set E1 = E \ E2. Finally set Ers = Er ∩
Es : r, s + 1 = 1,2.
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under either i1 or i2. If it is fixed under both we count this fixed point twice. Then [11, 6.3.1],
[14, 8.2] any 〈i1, i2〉 orbit has either no fixed points or two. The former case corresponds to the
orbits 〈i1, i2〉 generated by the elements of E2. We call these 〈i1, i2〉 orbits “loops” and let L
denote the set of loops. Every loop is a disjoint union of some Γ ∈ E2 and i1Γ ∈ E2. We set
Γ˜ := Γ  i1Γ ∈ L, in that case. Again this is very simple; but the reader may find it satisfying
to work out a few examples.
3.3. If an 〈i1, i2〉 orbit has a fixed point then it is also an 〈i1i2〉 orbit and belongs to E1. We
call such orbits “edges.” One may remark that an edge always lies in π and joins its two fixed
points. However, for our purposes these fixed points should not necessarily be given the same
significance. Indeed, define an end of an edge to be a fixed point of some ij |πj . One easily
checks that any edge has at least one end and exactly one end if and only if it does not lie entirely
in π ′. (If fixed points coincide then the edge is a singleton lying in π ′ and is considered to have
two ends.)
Let us note for further reference that the
Lemma. The set of edges with exactly one end coincides with E11 .
Remark. An end having two edges can lead to N having more than one component. Loops can
also lead to N having several components. See 2.9, 5.8 and 11.1 for some further details.
4. Weights and degrees
4.1. Let q be a truncated biparabolic algebra. In [15] we found upper and lower bounds on Y(q).
Under the hypotheses of 2.3 the formal character of Y(q) is defined and one obtains [15, 6.7]
upper and lower bounds on this formal character which can be expressed in terms of weights
δΓ : Γ ∈ E, and certain factors of 12 . We shall mainly consider the case when these bounds
coincide which for example includes all biparabolic subalgebras in type A. In this case Y(q) is
polynomial and one may identify (even canonically through leading terms) a generator of weight
δΓ for each Γ ∈E. If Γ is an edge we denote the degree of the corresponding generator by ∂Γ . If
Γ generates a loop then the resulting two homogeneous generators, which we can label by Γ and
i1Γ , have the same weight; but their degrees differ by one. It is convenient to fix a representative
Γ in E/〈i1〉 and to assign generators so that their degrees are ∂Γ and ∂i1Γ = ∂Γ +1. Both weights
and degrees are given by orbit sums and this coincidence is a key component in the construction
of slices.
4.2. For each α ∈ πj , let 
(j)α denote the corresponding fundamental weight in Qπj : j = 1,2.
By [14, 4.6], [15, 3.4] and noting the change of sign arising from the interchange of π1,π2,
one has
δΓ =
∑
α∈π1∩Γ
(

(1)α +
(1)i1α
)− ∑
α∈π2∩Γ
(

(2)α +
(2)i2α
)
.
4.3. There is a remarkably close relationship between the expressions occurring in the right-hand
side of 4.2 and the Kostant cascade. Let us recall how the latter is defined.
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Δ± =Δ∩ ±Nπ.
Assume g simple, or equivalently that Δ is indecomposable. Then Δ admits a unique highest
root β . Moreover the subset Δβ of roots orthogonal to β is again a root system. Break Δβ into its
indecomposable components and repeat the process. The resulting set Bπ of successive highest
roots are strongly orthogonal (that is no sum or difference is a non-zero root) and comes with a
natural partial order defined by β ′ < β ′′ if β ′′ ∈Δβ ′ . It is called the Kostant cascade.
4.4. Let P(π) (respectively P+(π)) denote the set of integral (respectively dominant and inte-
gral) weights. Set Sπ = NBπ ∩ P+(π). By [12, 4.12] the invariant algebra Y(n+π ) is polynomial
and its weight multiplicities are  1. In particular Sπ is a free semigroup and its generators are
the weights of the generators of Y(n+π ). The generators of this semigroup may be canonically
determined by the requirement that they be of the form
ϕ(β)= β +
∑
β ′<β
nβ ′,ββ
′: nβ ′,β ∈ N.
Moreover the precise values of the nβ,β ′ can be read off from the tables in [10,12]. Set∣∣ϕ(β)∣∣= 1 + ∑
β ′<β
nβ ′,β .
4.5. Set i = −wπ . Let β ′ be a highest root of some Δβ : β ∈ Bπ . Then the subset of π ∩Δβ not
orthogonal to β ′ takes the form {α, i(α)}. Moreover
ϕ(β ′)= εα(
α +
i(α)) (∗)
where εα = 1, unless i(α) = α and 
α ∈ Sπ , in which case εα = 12 . In particular εα = 1, for all
α ∈ π , if π is of type A or type C. The possibility of εα being 12 is what can cause our upper
and lower bounds to be different. In any case we see that up to a possible multiple the weights
attached to the generators of Y(n+π1) and Y(n
−
π2) are exactly the expressions which occur in the
right-hand side of 4.2.
Observe that we have a bijective map ψ : π/〈i〉 onto Bπ given by ψ(α) = β ′, where β ′ is
defined by (∗).
When π is replaced by πj : j = 1,2, we denote the maps corresponding to ϕ,ψ defined above
by ϕj ,ψj .
4.6. For all β ∈ Bπ , there is a unique [12, 4.12] up to scalars generator of Y(n+π ) of weight ϕ(β).
It has degree |ϕ(β)|. If β = ψ(α) and i(α) = α, then there is a further generator of Sy(h ⊕ n+π )
of weight ϕ(β) which has degree |ϕ(β)| + 1. Set ∂(α) = |ϕψ(α)|. The generators of Y(q) have
leading terms [10, 5.4.2], [15, 5.8, 6.7] which are products of the corresponding generators of
Sy(h ⊕ n+π1) and Sy(h ⊕ n−π2). Consequently their degrees are given by orbit sums involving the
∂j (α) := |ϕjψj (α)|, with α ∈ πj : j = 1,2. In the convention of 4.1 one obtains [15, 9.5]
∂Γ =
∑
∂1(α)+
∑
∂2(α), (∗)
α∈π1∩Γ α∈π2∩Γ
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oped in subsequent sections one should note that when our upper and lower bounds on chY(q)
do not coincide, then we do not know that Y(q) is polynomial and even when this does hold, the
∂Γ : Γ ∈E described above may not quite all coincide with the actual degrees of the generators.
Nevertheless they are combinatorially defined and were referred to in [11, 6.4], [15, 9.6] as the
“false” degrees. They satisfy the remarkable sum rule∑
Γ ∈E
∂Γ = c(q),
which was one of our motivations for the construction of a slice. Of course this sum formula
holds for π of type A for the “true” degrees.
4.7. Comparing the formulae in 4.2 and 4.6 reveals a tight relationship between weights and
degrees. This gives a strong hint as to how an adapted pair should be constructed. We first outline
in general terms how one should proceed before turning to the special case of type A which will
be detailed in the next section.
Set
Δ±j = ±(Δ∩ Nπj ): j = 1,2.
Then Δ−1 ∪Δ+2 is the set of non-zero roots of q∗. We seek a subset S ⊂Δ−1 ∪Δ+2 such that S|hE
is a basis for h∗E . We write
y =
∑
α∈S
xα,
where xα is a root vector corresponding to the root α. We call S the support of y.
The requirement that (adh)y = −y, translates to h(α) = −1, for all α ∈ S and determines
h ∈ hE uniquely.
Of course one has to be extremely careful in the choice of S to ensure that y is regular. To
motivate this, let us note that a successful choice of S should imply that there exists a further
subset T := {αΓ }Γ ∈E of Δ−1 ∪Δ+2 such that h(αΓ )= eΓ := (∂Γ − 1), ∀Γ ∈E. Then
V :=
∑
Γ ∈E
CxαΓ ,
should be a complement to (ad q)y in q∗. We call T the support of V . In general T will not be
uniquely determined by h. In Section 6 we make a particular choice of T .
Now observe by [14, 5.9] that the requirement h ∈ hE is exactly satisfied by h(δΓ )= 0, for all
Γ ∈E. Because of the close correspondence between the expressions for weights and degrees of
generators, the values of h on S and on T become nearly compatible if we can take
S ∪ T = −B1 ∪B2,
where Bj denotes Bπ : j = 1,2 and is the Kostant cascade for the Levi factor defined by πj .j
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reader may find illuminating to study first. More generally we show in Section 9 that it is also
appropriate when the biparabolic subalgebra (of sl(n)) is Frobenius.
For a truncated biparabolic outside type A, one cannot find an adapted pair and hence a so-
lution for S. For example it can easily happen that hE = 0. Indeed this is the case when the
biparabolic is a Borel subalgebra and −1 belongs to the Weyl group. However in type A it is
always possible to obtain a desired solution and indeed rather many of them. (Why sl(2) is not
an exception in this respect is discussed in [16, 3.6].) Our construction squeezes S outside the set
−B1 ∪B2 in a manner determined by the combinatorics of 〈i1i2〉 orbits in π˜ . In 5.8 we interpret
this process so that has the potential to apply to an arbitrary simple Lie algebra. However one
must keep in mind that it can at most give a slice for only certain truncated biparabolics probably
those close to being maximal.
5. The support of y
The construction of this section and the two subsequent ones are illustrated in the example
given in Section 13.
5.1. From now on we assume that π is indecomposable of type An−1, that is g = sl(n). We write
π = {α1, α2, . . . , αn−1} using the Bourbaki [2, Planche I] labelling. Set I = {1,2, . . . , [n/2]}.
Given 1 r  s  [n/2], we set [r, s] = {r, r + 1, . . . , s}. We say that J ⊂ I is connected if it
is of this form.
Set
βt = αt + αt+1 + · · · + αn−t : t ∈ I.
Then the Kostant cascade Bπ is just
Bπ = {βt }t∈I ,
linearly ordered through the natural order on the positive integers. For all t ∈ I one has

αt +
i(αt ) = β1 + β2 + · · · + βt = ϕ(βt ).
In particular ψ(αt )=ψ(αn−t )= βt and ∂(αt )= ∂(αn−t )= |ϕψ(αt )| = t , for all t ∈ I .
The above relations imply that π := {αt | t ∈ I } is a set of representatives of π/〈i〉 and that
ψ (respectively ∂) factors to a bijection of π/〈i〉 onto Bπ (respectively I ). Since the inde-
composable components of πj : j = 1,2 are also of type A, we may similarly define a set of
representatives πj of πj/〈i〉. Moreover, ψj factors to a bijection of πj/〈i〉 onto Bj and ∂j to a
map of πj/〈i〉 into N+.
5.2. In the standard presentation of sl(n), the root vectors xβt : t ∈ I , occur in that part of the anti-
diagonal lying strictly above the diagonal. Imagine that we assign −1 to these places. Then what
we obtain is naturally called an anti-diagonal block. This assignment is equivalent to choosing
h ∈ h, so that
h(βt )= −1, ∀t ∈ I.
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the elements of a subset of π = {αt : t ∈ I }. The marked subset viewed as a subset of I uniquely
decomposes into connected components I1, I2, . . . , Iu, where we write
Ij = [rj , sj − 1] with 1 r1 < s1 < r2 < · · ·< su  [n/2] + 1.
We do not alter h outside the disjoint union
J :=
u⋃
j=1
[rj , sj ].
That is we set
h(βt )= −1, t ∈ I \ (I ∩ J ). (1)
Let us describe how to determine h(βt ): t ∈ I ∩ J .
Of course since the {βt }t∈I are orthogonal, hence linearly independent, there is some element
h ∈ h determined by the above and subsequent relations. Our notation is designed to imply that
h need not be uniquely determined. Eventually (see 5.5 and 5.7) we “glue” our construction
for pairs of subsets π1,π2 and then it must be shown that the resulting element is well defined,
belongs to hE and is uniquely determined.
If 2sj  n, we replace that part of the anti-diagonal corresponding to [rj , sj ] by an “anti-
Coxeter” block. This means that we set
h(βt − αt )= −1, for all t ∈ [rj , sj − 1], (2)
and
h
(
βsj +
∑
rjt<sj
αt
)
= −1. (3)
Crucially, this assignment implies that
h
( ∑
rjtsj
βt
)
= −(sj − rj + 1). (4)
This is just the result we would have obtained had we set h(βt ) = −1, for all t ∈ [rj , sj ]. Recall
also that αsj is an unmarked root.
The condition 2sj  n is automatically satisfied if j < u. It remains to consider the case j = u
and 2[n/2]+ 2 > 2su > n. If n is odd, this means that su − 1 = (n− 1)/2. In this case we replace
the corresponding part of the anti-diagonal by an “anti-Jordan” block. This means that we set
h(βt − αt )= −1, for all t ∈ [ru, su − 1]. (5)
Finally suppose that n is even. In this case su − 1 = n/2 and so αn/2 = βn/2. This means that
the last of the equations in (5) is inappropriate and we simply omit it. Notice that this simple root
is also a marked element in view of the identity su − 1 = n/2.
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anti-diagonal. We could equally well choose an anti-Jordan block with entries above the anti-
diagonal. A similar remark applies to the anti-Coxeter blocks. This is just part of the choices
possible in constructing an adapted pair. A second family of choices arise as to how we mark
simple roots. These choices are generally essential in that they may describe different irreducible
components of the nilfibre which contain a regular element. For this recall 2.9.
From the remark following (4) and the expressions in 5.1 we obtain the following
Lemma. If αt : t ∈ I is a unmarked root, then
h
(
ϕψ(αt )
)= −t = −∣∣ϕψ(αt )∣∣.
Remarks. Whenever we speak of a marked or unmarked root, it will always be as an element
of π , that is the chosen set of representatives of π/〈i〉. Notice that an i fixed point automatically
belongs to π .
5.3. Now we must confess we shall not mark elements of π ; but rather elements of π1 and of π2.
Then having made these markings we can define h on the corresponding Levi blocks just as
in 5.2. Moreover concerning the blocks arising from π1, all the signs in the right-hand sides of
(1)–(3), (5) above are changed, equivalently every root is replaced by its negative. Finally since
blocks in π1 overlap with those in π2, it is not at all obvious that the resulting element h of h is
well defined. Eventually we show (5.7) that h is well defined and belongs to hE .
5.4. Let us now describe how to mark elements of π1 and of π2 (to be treated as distinct sets).
First for each edge Γ ∈ E1, mark some end α ∈ Γ . Then for some j ∈ {1,2} one has α ∈ πj
and ij α = α. Notice this uniquely determines whether α belongs to π1 or to π2 except if Γ = {α}.
In the latter case both are possible and we choose one of them. Finally, recall Remark 5.2.
Secondly for each loop Γ˜ ∈ L, observe that Γ˜ ∩ π = ∅ and take any element from this inter-
section. If α ∈ π1 ∩ π2, then view α as belonging to either π1 or π2. Having done this, mark the
corresponding root in π1 in the first case or in π2 in the second case.
This completes our description of the set of marked roots. Observe that every 〈i1, i2〉 orbit has
exactly one marked root.
From the set of marked roots for π2, we apply the construction of 5.2 with respect to each
irreducible component of π2. A similar remark applies to the marked roots of π1, excepting for
the sign change mentioned above. This sign change is necessitated by the difference in the signs
occurring in the expressions for δΓ and for ∂Γ (see 4.2 and 4.6).
In general there will be several different markings. Indeed from Lemma 3.3 we obtain the
Lemma. There is just one possible marking if and only if E = E11 . Moreover in this case there
are no anti-Coxeter nor anti-Jordan blocks.
5.5. We now define the set S to be exactly those roots in Δ−1 ∪ Δ+2 on which h is assigned the
value −1 by the procedure of 5.2 combined with 5.4. Eventually (5.7) we show that h is well
defined as an element of hE and then it can happen that “accidentally” h takes the value of −1
on some further roots. However these will not be included in S.
Let πijj : j = 1,2 denote the set of ij fixed points of πj .
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Proof. Recall that by [14, 5.9(i)] one has
dimhE = |π1 ∩ π2| + 12
∣∣E21 ∣∣.
It is clear that
|Bj | = 12
(|πj | + ∣∣πijj ∣∣): j = 1,2.
Observe by construction we obtain an element of S for each element of B1 and of B2 (treated
as distinct sets) except that one removes an element for each edge. Thus
|S| = |B1| + |B2| −
∣∣E1∣∣,
= 1
2
(|π1| + ∣∣πi11 ∣∣)+ 12 (|π2| + ∣∣πi22 ∣∣)− ∣∣E10 ∣∣− ∣∣E11 ∣∣.
As noted in [14, 4.4] each orbit in E11 meets π \ π ′ at exactly one point. On the other hand,
the orbits in E21 come in pairs which together meet π \ π ′ at two points [14, 4.5]. This pairing
means that the union of such a pair is a 〈i1, i2〉 orbit. We conclude that∣∣E21 ∣∣+ ∣∣E11 ∣∣= ∣∣π \ (π1 ∩ π2)∣∣= |π1| + |π2| − 2∣∣(π1 ∩ π2)∣∣, (∗)
whilst ∣∣πi11 ∣∣+ ∣∣πi22 ∣∣= 2∣∣E10 ∣∣+ ∣∣E11 ∣∣.
Substitution in the expression for S gives
|S| = |π1 ∩ π2| + 12
∣∣E21 ∣∣,
as required. 
5.6. Let M be the set of simple marked roots in π1  π2.
Lemma.
(i) ZM ⊂ ZB1 + ZB2 + ZS,
(ii) ZB1 + ZB2 + ZM = Zπ ,
(iii) ZB1 + ZB2 + ZS = Zπ .
Proof. By (2), (3) and (5) of 5.2, for every marked simple root α ∈ πj : j = 1,2 either α ∈ Bj or
there exists β ∈ Bj such that β − α ∈ S. Hence (i).
For all α ∈ πj : j = 1,2, one has α + ij (α) ∈ ZBj . On the other hand, M contains a represen-
tative in π of a given 〈i1, i2〉 orbit.
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noting that each orbit has at most one fictitious root. Together (i) and (ii) give (iii). 
5.7. We now prove the assertion alluded to in 5.5.
Proposition. S|hE is a basis for h∗E .
Proof. Recall (4.1) that the δΓ : Γ ∈ E are the weights of the generators of Y(q). Consequently
h ∈ hE if and only if h(δΓ )= 0, ∀Γ ∈E. Thus we must show that the equations
h(α)= −1, ∀α ∈ S, (1)
and
h(δΓ )= 0, ∀Γ ∈E, (2)
uniquely determines an element h of h. Of course the second set is equivalent to
h ∈
(∑
Γ ∈E
CδΓ
)⊥
= hE,
and then the first set can provide at most |S| further relations. We claim that h is determined on
π by (1) and (2). Equivalently h⊥E +
∑
α∈S Cα = h∗, and is hence a direct sum by 5.5. Hence (1),
(2) give a well defined and unique element h of hE .
To prove the claim, suppose α ∈ πj and α or ij (α) is an unmarked root (depending on
which lies in πj ). Then h is determined on ϕjψj (α) by 5.2 using just (1). Indeed this gives
h(ϕjψj (α)) = (−1)j−1∂j (α), for every unmarked simple root α ∈ πj . Yet every 〈i1, i2〉 orbit
contains exactly one marked root and so in view of the form of δΓ we conclude that then (2) de-
termines h on ϕjψj (α) for every marked root α of πj : j = 1,2. Since ϕjψj (πj )= Bj : j = 1,2,
the proof of the claim concludes with 5.6(iii). 
5.8. We may cast our construction of S into a form which has the potential to make sense for any
simple Lie algebra. Return first to the conventions of 5.2 and let M denote the set of marked roots
in π . If n is even and su − 1 = n/2, then this marked root comes from an edge. More generally
we set M1 = {αn/2} ∩ M and M2 := M \ M1, the former (respectively latter) being the set of
marked roots coming from edges (respectively loops).
Recall that ρα is the reflection defined by α, writing ρj = ραj . For each connected subset
I = [r, s − 1] of M2, let ρ0I denote the left Coxeter element
ρ0I = ρrρr+1 . . . ρs−1.
Recalling that i(αt )= αn−t , the right Coxeter element ρ11 is defined by replacing the subscript
t in ρ0I by (n− t), for all t .
For all e = (e1, e2, . . . , eu) ∈ {0,1}u, define
ρe
M2
=
u∏
ρ
ej
Ijj=1
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which h is defined to have the value −1 by Eqs. (1), (2), (5) of 5.2 is just ρ0
M2
{Bπ \ ψ(M1)}.
More generally we could have replaced 0 by any e ∈ {0,1}u to begin to construct a candidate
for S.
Now let Mj : j = 1,2 denote the set of marked roots of πj and set Mrs =Mr ∩Ms : r, s = 1,2.
Then our general prescription for S takes the form
S = −ρe1
M21
{B1 \ψ1(M11 )}∪ ρe2M22 {B2 \ψ2(M12 )} (∗)
where e1 (respectively e2) is a choice of a family of left and right Coxeter elements assigned to
the family of connected subsets of M21 (respectively M22 ).
6. The support of V
6.1. Our description of the support T of V follows the same pattern as our description of S in
Section 5. As for S the construction is “local” in that it concerns just the Levi factor defined
by the corresponding indecomposable component of π2 and of π1 which of course are all of
type A. Then the corresponding elements of T are constructed by simply referring to a single A
factor as was done in 5.2. Recall here that we replaced the full anti-diagonal block lying strictly
above the main diagonal by a sequence of anti-diagonal and anti-Coxeter blocks ending possibly
with an anti-Jordan block just above the main diagonal. The combination of these blocks viewed
inside the Levi factors of the indecomposable components of π2 describes that part of S coming
from π2. Again the description of that part of S coming from π1 is exactly the same except that
every root is replaced by its negative. Of course we could have described this in more formal
terms but this would involve introducing a mass of subscripts which would entirely obfuscate an
essentially quite simple construction. The same remarks apply to T .
6.2. With the above preliminary let us recall the notation and construction of 5.2. Here we are
given a subset of Bπ described via marked elements. Recall that each marked element (eventually
of π1  π2) comes from a loop or an edge. Those from an edge Γ must account for just one
element γ ∈ T and we shall show that h (as defined by Eqs. (1), (2) of 5.7) satisfies h(γ ) =
∂Γ − 1. Those from a loop must account for two elements γ ′, γ ′′ ∈ T and we show that h(γ ′)=
∂Γ − 1, h(γ ′′)= ∂Γ .
6.3. Let us now get down to specifics. Adopt the notation of 5.1, 5.2. Consider first an anti-
Coxeter block defined by the marked simple roots {αrj+m−1: m = 1,2, . . . , sj − rj }. The corre-
sponding subset of S is by (2) and (3) of 5.2 exactly {σm: m= 1,2, . . . , sj − rj + 1}, where
σm = βrj+m−1 − αrj+m−1: 1m sj − rj , and σsj−rj+1 = βsj +
∑
rjt<sj
αt ,
where all but the last will be considered as associated with the corresponding marked simple root
αrj+m−1.
All of the above marked roots come from loops and so to each we must assign two elements
of T making altogether 2(sj − rj ) elements. The subset T ′ formed by the first sj − rj elements
are placed in the first row of the anti-Coxeter block except for the first entry of this row where
stands σs −r +1. Recall that i(αj )= αn−j . Then the above recipe givesj j
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where
γ ′m := βrj −
∑
rjt<rj+m−1
i(αt )= αrj + · · · + αn−rj−m+1.
Here we view γ ′m as being associated to the mth marked root above. Had we extended this
definition to m= sj − rj + 1 we would simply encounter an element of S. Explicitly
γ ′sj−rj+1 = βrj −
∑
rjt<sj
i(αt )= βsj −
∑
rjt<sj
αt = σsj−rj+1.
The second part T ′′ of T is placed in the same row as T ′ and consists of adjacent elements
starting from the first strictly upper triangular entry. Explicitly
T ′′ = {γ ′′m: m= 1,2, . . . , (sj − rj )},
where
γ ′′m =
rj+m−1∑
t=rj
αt ,
is viewed as being associated to the mth marked root above. One easily checks the
Lemma. For all m= 1,2, . . . , sj − rj one has
σm + γ ′′m = γ ′m.
Proof. Indeed
σm + γ ′′m = βrj+m−1 − αrj+m−1 +
rj+m−1∑
t=rj
αt
= βrj −
∑
rjt<rj+m−1
i(αt )
= γ ′m,
as required. 
6.4. The construction of T for an anti-Jordan block is very similar. As before there are two cases
to consider. The first is when n is odd. In the notation of 5.2 we have su−1 = (n−1)/2 and there
are su − ru marked simple roots {αru+m−1: m= 1,2, . . . , su − ru}. Compared to an anti-Coxeter
block there is one less element of S, namely the last. Again, when we define T ′ and T ′′ as before,
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the fact that there is no element of S in that row. The conclusion of 6.3 holds as before.
Finally suppose that n is even. The set of marked elements is as before except that the last,
namely αn/2 is a fixed point and therefore corresponds to an edge. Thus we now need to provide
only 2(su − ru)− 1, elements of T . We define T ′, T ′′ as before except that we note that γ ′su−ru =
γ ′′su−ru and that this is exactly the element γ corresponding to an edge. For the remaining elements
the conclusion of 6.3 still holds.
Hidden in the above construction there is one further case which we separate out. This is when
n is even and s = r = n/2. In this case αn/2 is an isolated marked root. Moreover it is fixed point
and therefore corresponds to some edge Γ . In this case the anti-Jordan block is non-existent and
we only have to show that h(αn/2)= ∂Γ − 1.
Risking taking the obvious to the extreme, we note that T indexes the generators of the
polynomial algebra Y(q). Since q is algebraic a result of Chevalley–Dixmier [8, Lemme 7],
known to some as Rosenlicht’s theorem, gives tr deg(FractS(q))q = indexq. Yet q is uni-
modular so by an observation of Chevalley and Dixmier (see [11, 2.5] for history) one has
(FractS(q))q = FractY(q). Thus
Lemma. dimV = |T | = indexq.
6.5. As explained in 6.1 the above construction describes T by translating it to the Levi factors
of π2 and of π1. It remains for us to prove the claim in 6.2 concerning the eigenvalues of adh on
the elements of T .
Consider a marked element αΓ coming from some edge Γ ∈ E1. Then αΓ is a fixed point of
some ij : j ∈ {1,2}. Let γΓ be the corresponding element of T , as defined in 6.4.
Lemma. h(γΓ )= ∂Γ − 1.
Proof. We can assume that αΓ ∈ π2, since apart from changes of signs, the case αΓ ∈ π1 is the
same.
For every unmarked root in α ∈ Γ ∩ πj , one has
h
(
ϕjψj (α)
)= (−1)j−1∣∣ϕjψj (α)∣∣= (−1)j−1∂j (α),
by 5.2. Now h(δΓ )= 0 and substitution of the expression (4.2) for δΓ gives
0 = h(δΓ )=
∑
α∈Γ∩π1
∂1(α)+
∑
α∈Γ ∩π2\{αΓ }
∂2(α)− h
(
ϕ2ψ2(αΓ )
)
,
= ∂Γ − ∂2(αΓ )− h
(
ϕ2ψ2(αΓ )
)
, (1)
by 4.6.
To compute the last term in the right-hand side above we can suppose that αΓ belongs to a
maximal connected set R of marked elements corresponding to some indecomposable compo-
nent π ′2 of π2. Set π ′2 = π2 ∩π ′2. Let S(R) denote the corresponding subset of S obtained through
the construction of 5.2. It defines an anti-Jordan block and satisfies |S(R)| = |R| − 1. Now by
definition, γΓ is just the root which would complete this to an anti-Coxeter block had one put
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sum of the weights of the anti-Coxeter entries, that is to say we have∑
α∈R
ψ2(α)= γΓ +
∑
σ∈S(R)
σ. (2)
If R  π ′2, let αR be the unique neighbour to R in π ′2. It is an unmarked root by definition of
R and hence satisfies 5.2. This translates to give
h
(
ϕ2ψ2(αR)
)= −∂2(αR)= −∂2(αΓ )+ |R|. (3)
If R = π ′2, this relation remains valid if we set αR = 0.
Yet
ϕ2ψ2(αΓ )= ϕ2ψ2(αR)+
∑
α∈R
ψ2(α),
which combined with (2) gives
h
(
ϕ2ψ2(αΓ )
)= −∂2(αΓ )+ |R| + h(γΓ )− ∣∣S(R)∣∣,
= −∂2(αΓ )+ 1 + h(γΓ ).
Substitution into (1) gives h(γΓ )+ 1 = ∂Γ , as required. 
6.6. To complete the proof of the claim in 6.2 one must prove a similar assertion for the elements
of T ′ and of T ′′. By virtue of 6.3 and recalling that h(σm) = −1, it is enough to do this for T ′.
In this, either one already has an anti-Jordan block (as in 6.4) or one truncates the anti-Jordan
or anti-Coxeter block after the column defined by the element γ ∈ T ′ in question. The resulting
block is in both cases an anti-Jordan block and the calculation is exactly the same as that of 6.5.
This gives the
Proposition. Let αΓ be the marked root in the loop Γ˜ = Γ  i1Γ and γ ′Γ (respectively γ ′′Γ ) the
corresponding element of T ′ (respectively T ′′). Then
h
(
γ ′Γ
)= ∂Γ − 1 and h(γ ′′Γ )= ∂Γ .
6.7. Adopt the convention of 4.1 and set E′ = E/〈i1〉. Then the above result asserts that to each
Γ ∈ E there is an element γΓ ∈ T such that h(γΓ ) = eΓ . In this fashion the elements of T are
indexed by E and those of T ′ are indexed by E′. Let E′1 denote the elements of E′ formed from
orbits which meet π \ (π1 ∩ π2) and let T ′1 denote the corresponding subset of T ′.
Lemma. CT ′1 ⊕ CS = Cπ . In particular h ∈ h is uniquely determined by the relations
h(α)= −1, ∀α ∈ S, h(γΓ )= eΓ , ∀Γ ∈E′1.
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the relation h(γΓ )= eΓ , is equivalent to h(δΓ )= 0. Yet by [14, 5.9(ii)] one has⊕
Γ ∈E′1
CδΓ =
∑
Γ ∈E
CδΓ
hence the assertion. 
Remark. As in [14, 5.9(ii)] one may replace C by Q in the above relation. It is less obvious that
it may be replaced by Z.
7. Decomposition into Heisenbergs
7.1. A key property of the Kostant cascade Bπ is that it parameterises a decomposition of n+π
into a direct sum of Heisenberg subalgebras. This holds for any simple Lie algebra and goes as
follows. Let β be the highest root and set
Hβ =
{
α ∈Δ+ ∣∣ (α,β) = 0}, gHβ = ⊕
α∈Hβ
gα.
Then [12, Section 2], gHβ is a Heisenberg Lie algebra with centre gβ . Repeating this construction
for Δ+β = {α ∈Δ+ | (α,β)= 0} we obtain
n+π =
⊕
β∈Bπ
gHβ .
7.2. Using this result, Tauvel and Yu [31] calculated the codimension of the co-adjoint orbit
generated by an element
y ∈
⊕
β∈−B1∪B2
gβ ⊂ qπ1,π2 = q∗π2,π1 ,
lying in general position. This codimension gave their upper bound on index qπ2,π1 , which we
subsequently proved [11, 6.5], [14, 8.4] was an equality and hence that y ∈ (q∗π2,π1)reg.
7.3. The above result is not quite what we need. Rather we need to show that y constructed in
Section 5 lies in q∗reg. Moreover this element will not lie in qˆ∗reg, even in the most favourable
cases. Nevertheless, for the special parabolics studied in [17] and more generally whenever qˆ is
Frobenius, our choice of y is a truncation of an element of qˆ∗reg of the above form. More precisely
a generic element of y + V has this form (9.6).
7.4. To analyse the not necessarily Frobenius case we seek a similar decomposition of (part of)
n+π into Heisenberg subalgebras when the anti-diagonal blocks are modified by including in them
anti-Coxeter and anti-Jordan blocks. This is achieved below. Exactly as in Sections 5 and 6 the
construction is local and we need only consider the case of the full anti-diagonal block.
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Δ+ \T . We construct subsets Hβ : β ∈ S, such that gH is a direct sum of Heisenberg subalgebras
gHβ : β ∈ S.
Actually there is an almost obvious candidate for Hβ . First let xi,j be the matrix with 1 in the
ij th place and zeros elsewhere.
Recall the notation of 5.2. Let S′ be the union {βt : t ∈ I \ J } (the “anti-diagonal entries”) and{
βt − αt : t ∈
u⋃
j=1
[rj , sj − 1] \ n/2
}
(the “anti-Jordan entries”). Set S′′ = S \ S′, of which there is one element for each anti-Coxeter
block.
Given β ∈ S we may write xβ = xi,j , for some 1 i < j  n. For β ∈ S′, let Hβ be the set of
roots in H such that the corresponding root vectors take the form xi,r : i < r  j (which lie in the
same row as xi,j and to the left of the column it occupies) and the form xs,j : i  s < j (which
lie in the same column as xi,j and below the row it occupies). Observe that the Hβ : β ∈ S′, form
a disjoint union H ′. If β ∈ S′′, define Hβ similarly except as a subset of H \H ′. For example if
su − 1 = (n− 1)/2 and
β = βsu +
∑
rut<su
αt
(
cf. 5.2(3))
then Hβ = {β}.
Lemma.
(i) H =∐β∈S Hβ .
(ii) For each γ ∈Hβ \ {β}, there is a unique δ ∈Hβ \ {β} such that γ + δ = β .
(iii) If [y, z] = xβ , for some β ∈ S with y, z ∈ gH being root vectors, then y, z ∈ gHβ\{β}.
Proof. (i) That the union is disjoint is obvious. To show that the union is H , one needs to recall
the definition of T ′. Indeed, had we used Δ+ instead of H then the missing roots in the union
would be exactly those coming from T ′, which are amongst those excluded.
The assertion of (ii) is again rather obvious for β ∈ S′. If β ∈ S′′, it will follow from the
construction of T ′′ and of Hβ ⊂H \H ′. Indeed, suppose
β = βsj +
∑
rjt<sj
αt = αrj + · · · + αn−sj ,
in the notation of 5.2. By the remark preceding the lemma we can suppose sj − 1 < (n − 1)/2.
Now xβ = xrj ,n−sj+1. From the definitions of T ′′ and of Hβ , we conclude that
gHβ\{β} = C{xrj ,m}n−sjm=sj+1 ⊕ C{xm,n−sj+1}
n−sj
m=sj+1,
from which the assertion of (ii) follows.
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relation implies r = i < s = u < v = j . Through the definition of H ′, this proves the assertion
when β ∈ S′. To extend this result for β ∈ S′′, we have only to observe that if z /∈ gHβ , then the
relation in (iii) forces y ∈ gT ′′ , which contradicts T ′′ ∩ H = ∅, whilst if z ∈ gHβ , the relation in
(iii) forces y, z ∈ gHβ\{β}. 
8. The regularity of y and the Slice theorem
8.1. Take π indecomposable of type An−1. Fix π1,π2 ⊂ π and let q := qπ2,π1,E be the cor-
responding truncated biparabolic subalgebra. Define y ∈ q∗, h ∈ hE and V ⊂ q∗ following the
procedure described in Sections 5 and 6. Here we show that V complements (ad q)y in q∗. In
view of the relation (6.5, 6.6) of adh eigenvectors on V to the degrees of the generators of Y(q),
it follows from this that (h, y) is an adapted pair. Notice in particular that this implies that y is a
regular element of N . Judging by the symmetric case treated in [16] which in principle is much
easier, one would expect the proof to be of immense difficulty.
Indeed the proof of regularity in the symmetric case stretches over 9 printed pages being
an exercise in certifiable masochism. It is not that we were particularly dim-witted, rather it is
just what happens when one attempts to choose h to be π ′ dominant. As it turns out, our present
proof is relatively easy partly as a consequence of the decomposition into Heisenberg subalgebras
described in Section 7. As in [17, Section 3] we use this to prove a version of a result of Tauvel
and Yu [31]. Our analysis is rather similar to theirs except that we introduce a natural grading
that makes the calculation much more transparent.
8.2. Recall that Δ+1 ∪ Δ−2 is the set of non-zero roots of q. Let S ⊂ Δ−1 ∪ Δ+2 be defined as in
Section 5 and being the support of y. Let T ⊂ Δ−1 ∪ Δ+2 be defined as in Section 6 and being
the support of V . In the identification of q∗ with a subspace of g and its pairing with q through
the Killing form, we observe that −T ⊂Δ+1 ∪Δ−2 is the set of weights of V ∗ which we view as
the subspace g−T of q. Similarly −S identifies with the set of roots of the subspace g−S of q.
By a slight abuse of notation we set T + = (−T ) ∩Δ+1 , T − = (−T ) ∩ Δ−2 defining S+ and S−
similarly.
Set H+1 = Δ+1 \ T +, H−2 = Δ−2 \ T − and H = H+1 ∪ H−2 . Since H+1 = −(Δ−1 \ Δ−1 ∩ T ),
H−2 = −(Δ+2 \ Δ+2 ∩ T ) it follows from 7.5 that gH is a direct sum of Heisenberg subalgebras
gHβ : β ∈ −S with centre gβ . Observe also that the direct sum of these centres is non-degenerately
paired to the subspace gS of q∗.
Finally set Oβ = Hβ \ {β} which has even cardinality, say 2n(β). Set O± =⋃β∈S± Oβ and
O =O+ ∪O−. Set o± = gO± and o = o+ ⊕ o− = gO .
8.3. For all f ∈ q∗ define the alternating bilinear form Bf : (a, b) → f ([a, b]) on q. Given a basis
{xi}ni=1 of q, let {x∗i }ni=1 be the dual basis of q∗. Then one may define the (Kirillov–Kostant) two
form
ωf =
n∑
Bf (xi, xj )x
∗
i ∧ x∗j .i,j=1
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sional, say dimm = 2m. Choose the above basis so that {xi}2mi=1 is a basis for m and {xi}ni=2m+1
is a basis for ker Bf . Then
ωf |m×m :=
2m∑
i,j=1
Bf (xi, xj )x
∗
i ∧ x∗j
equals ωf . From this it follows ωmf has a non-zero coefficient of
∧2m
i=1 x∗i , and we shall write this
coefficient as det(ωf |m×m).
The generic two-form
ωm×m :=
2m∑
i,j=1
[xi, xj ] ⊗ x∗i ∧ x∗j
has the property that the coefficient
∧2m
i=1 x∗i in ω
m
m×m is just the square root of det{[xi, xj ]}mi,j=1,
up to a non-zero scalar (see [18, 2.8.4], for example). This and the fact that ω := ωq×q has
less coefficients than the minors of {[xi, xj ]}ni,j=1, makes the former more convenient to use in
describing elements of q∗reg.
8.4. We wish to show that the restriction of By to o×o is non-degenerate. For this it is convenient
to take y in a more general form. Define
gSreg =
{∑
β∈S
cβxβ
∣∣∣ cβ = 0}.
Clearly y ∈ gSreg. Let ρˆ be the linear form on h defined by ρˆ(α)= 1, for all α ∈ π , and set
z(t)=
∑
β∈S
t |ρˆ(β)|xβ,
where t ∈ C is arbitrary (read an indeterminate). We calculate det(ωz(t)|o×o), as a polynomial
in t . Below H is defined by 2.1 rather than 7.5 and used as such on a one-time basis. First note
that as a consequence of 5.7 we obtain the
Lemma. gSreg is a single H orbit for co-adjoint action.
Remark. Thus det(ωz(t)|o×o) is either identically zero or a non-zero multiple of a power of t .
8.5. For any subset R of Δ set
ρˆ(R)=
∑
α∈R
ρˆ(α), ρˆ
(|R|)=∑
α∈R
∣∣ρˆ(α)∣∣.
Obviously |ρˆ(R)| ρˆ(|R|) with equality if and only if R ⊂Δ+ or R ⊂Δ−. (In some sense this
triviality is the key point of the subsequent proof.)
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(i) det(ωz(t)|o+×o+)= t ρˆ(O+),
(ii) det(ωz(t)|o−×o−)= t ρˆ(|O−|),
(iii) det(ωz(t)|o×o)= t ρˆ(|O|).
Proof. (i) Choose a basis of o+ consisting of root vectors. It is immediate from 7.5(ii), (iii) that
in the development of the appropriate power of the specified restriction of ωz(t), that there is
only one way to obtain the top form and moreover its coefficient (up to a non-zero scalar only
dependent on how bases are chosen) is equal to∏
β∈S+1
t ρˆ(β)n(β).
On the other hand, it is clear from 7.5(ii) again that∑
β∈S+1
ρˆ(β)n(β)= ρˆ(O+),
hence (i). The proof of (ii) is exactly the same.
For (iii) one observes that the contribution to the top form in the appropriate power of the
specified restriction of ωz(t), from terms mixing o+ and o− are necessarily polynomials in t of
degree strictly smaller than ρˆ(O+) − ρˆ(O−). This is because if some β ∈ S is the sum of a
positive root γ and a negative root δ, then |ρˆ(γ )| + |ρˆ(δ)| > |ρˆ(β)|. Conclude by the remark
following 8.4. 
8.6. We now prove our main result. Recall the notation of 8.1 and 8.2. Let q∗= denote the subspace
of q∗ spanned by root vectors corresponding to non-zero roots.
Theorem. (ad q)y ⊕ V = q∗.
Proof. Identify o∗ ⊂ q∗ with g−O . Since O ∩ −S = ∅, one has (ad o)y ⊂ o∗ + gS . Then the
non-degeneracy (8.5) of the restriction of By to o× o gives
(ad o)y = o∗ mod gS.
Again 5.5 gives
(ad hE)y = gS and
(
ad g−S
)
y = hE mod q∗=.
Yet q = o⊕ g−S +V ∗ + hE , whilst q∗ = o∗ + gS +V + hE = q∗= + hE . Combining the above
gives
(ad q)y + V = q∗.
Finally the sum is direct since by 6.4 one has dimV = indexq codim(ad q)y. 
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and the relationship established in 6.5 and 6.6 between adh eigenvalues on V and the degrees of
the homogeneous generators of Y(q).
Theorem. Restriction of functions gives an isomorphism of Y(q) onto the algebra R[y + V ] of
regular functions on y + V .
8.8. It follows from 8.7 and [16, 8.5] that there is a unique irreducible component Ny of N
containing y and this is just Qy. Of course codim Qy = index q. If we denote by q∗< the subspace
of q∗ spanned by the eigenvectors of adh having strictly negative eigenvalues, then by [16, 8.14]
we have the much better result, namely Ny =Qq∗<. Here we note that when q∗ is identified with
a subspace of g, then q∗< ⊂Ng. Hence an element of Ny can be conjugated under Q into Ng,
even though Ny ⊂Ng in general. (The actions of G and Q are not compatible.)
8.9. If (h′, y′) ∈ hE × q∗reg satisfy (adh′)y′ = −y′, then by [16, 8.10, 8.11] one has Qy = Qy′,
if and only if Wπ ′h = Wπ ′h′. This in particular applies when the pair (h′, y′) is constructed by
the method of Section 5 with S′ the support of y′. In this case one would like to refine the above
assertion to Qy = Qy′, if and only if Wπ ′S = Wπ ′S′. This is not immediate due to “accidental”
adh eigenvectors of eigenvalue −1. Even with such a result it is far from easy to enumerate
equivalence classes of adapted pairs (cf. 2.9) described in Section 5.
9. The Frobenius case
9.1. Let a be a finite dimensional Lie algebra. Recall that a is said to be Frobenius if index a = 0,
equivalently that a∗ admits a dense co-adjoint orbit. In this case every invariant rational function
on a∗ reduces to scalars. Nevertheless Sy(a) can be quite large, up to GK dimension dima − 1,
or up to GK dimension 12 dima, if a is algebraic.
9.2. Our interest in the Frobenius case comes from comparison of the following result with 5.4.
For the moment we can assume π of any type. Let Sj : j = 1,2 be the linear span of the elements
of Bj . Fix π1,π2 ⊂ π and recall the notation of 2.5.
Lemma.
(i) index qˆ = |E| − |E11 |.
(ii) index qˆ = 0 if and only if E =E11 .
(iii) dim(S1 ∩ S2)= |E10 | + 12 |E20 |.(iv) The union B1 ∪ B2 is disjoint and consists of linearly independent elements if and only if
E =E1.
Proof. One has
indexq− index qˆ = dimh− dimhE, by [14, 7.18],
= |E| − ∣∣π \ (π1 ∩ π2)∣∣+ ∣∣E21 ∣∣, by [14, 5.9].
Combined with 5.5(∗) this gives (i). Obviously (ii) follows from (i). Finally (iv) follows from
(iii) which is itself [14, 6.6]. 
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of qˆ being Frobenius. First let us recall a construction of Dergachev–Kirillov [6] to compute
index qˆ.
Following Bourbaki [2, Planche I], embed π in the Euclidean space E with canonical basis
ε = {εi}ni=1 by setting αi = εi − εi+1: i = 1,2, . . . , n − 1. Identify the subset πj : j = 1,2 of π
with a partition Pj of {1,2, . . . , n}, let SPj be the stabiliser of Pj in Sn and σj the unique longest
element of SPj . Let F denote the set of 〈σ1σ2〉 orbits in ξ . Then by [6], see also [17, A3], one
has
index qˆ = |F | − 1.
Exactly as in 3.2 and using the same conventions, an element Γ ∈ F has either no fixed points
in which case it generates a loop Γ˜ = Γ  σ1Γ or has two fixed points (which may coincide)
and so is an edge joining these fixed points. The set of orbits of the first (respectively second)
type will be denoted by F 2 (respectively F 1). The Dergachev–Kirillov result gives
Lemma. Index qˆ = 0 if and only if ε forms a single edge.
9.4. G. Binyamini pointed out to me the following useful construction. View ε as vertices of a
graph whose edges are the vertices joined by the involutions σ1, σ2. We call this the Dergachev–
Kirillov graph of −B1 ∪B2. One has a second graph whose vertices are the elements of −B1 ∪B2
and whose edges are given by the non-zero scalar products between distinct elements. We call
this the Dynkin graph of −B1 ∪ B2. These graphs are dual to one another. Indeed each j th edge
I (j) = {i, σj (i)} of the former defines an element βI (j) := εi − εσj (i), of Bj (up to a sign).
One has (βI (1), βI (2)) = 0 if and only if I (1) ∩ I (2) = ∅, and βI (1) + βI (2) = 0 if and only if
I (1)= I (2).
For every loop Γ˜ let (Γ˜ ) denote the length of the shortest word effecting this loop. Obviously
(Γ˜ ) is even. By the above duality every loop defines a subset πΓ˜ of (Γ˜ ) elements of −B1 ∪B2.
Define the length (Γ ) of an edge Γ to be the length of the shortest word joining its fixed points.
By the above duality every edge Γ defines a subset πΓ of (Γ ) elements of −B1 ∪B2.
Lemma.
(i) dimS1 ∩ S2 = 12 |F 2|.
(ii) For every loop Γ˜ one has ∑
β∈πΓ˜
β = 0.
(iii) All linear dependences in −B1 ∪B2 are generated by the dependences in (ii).
(iv) For every edge Γ , the set πΓ , taken with appropriate signs, is of type A(Γ ).
(v) If every loop has just two elements then the elements of B1 ∪ B2 are linearly independent
and up to signs form a root system of type
A
×( 12 |F 2|)
1 × XΓ ∈F 1A(Γ ).
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Assertion (ii) is obvious and with (i) implies (iii).
The elements of πΓ are linearly independent by (iii). They form a single chain in the dual
graph. By successively adjusting signs we can ensure that scalar products of nearest neighbours
are all strictly negative. Since π itself is of type A, it follows that πΓ is of type A(Γ ). Hence (iv).
Since in type A orthogonality implies strong orthogonality (v) follows from (ii) and (iv). 
9.5. Combining 9.3 and 9.4 we obtain the
Corollary (g simple of type A). Index qˆ = 0, if and only if the union B1 ∪ B2 is disjoint and up
to signs is W conjugate to π .
Remark. Calculating index qˆ was proposed by Elashvili. Type A was settled in [6]. Several other
cases were studied notably by Panyushev and Tauvel-Yu. The general case was settled in [14, 8.4]
notably using the method of the much maligned and delayed [11], which settled the parabolic
case. For a complete (?) history see [14, 1.5–1.7].
9.6. Assume qˆ Frobenius. The construction of an adapted pair (h, y) in this case is very much
clarified by the above result. First by 9.2, the set B := −B1 ∪ B2 is a disjoint union of linearly
independent elements. Set T = −ψ1(πi11 ) ∪ ψ2(πi22 ). By 5.4 the only choice our construction
gives for the support S of y is B \ T . Moreover T is just the support of V . In particular S  T =
B = −B1 B2.
Notice that T , and hence S, can be specified by the Dergachev–Kirillov graph alone; but the
Frobenius case is rather special in that respect.
Whilst y ∈ q∗reg, it does not belong to qˆ∗reg. On the other hand, if we set
Vreg =
{∑
β∈T
cβxβ ∈ qˆ∗
∣∣∣ cβ = 0, ∀β ∈ T }.
Then y + Vreg is exactly the set of elements of y + V which are regular in qˆ∗. In particular
Q(y + Vreg) is the unique open dense orbit in qˆ∗.
9.7. As a special case of our general conjecture (2.10) we would expect that if qˆ is Frobenius
then q × q∗reg would admit just one adapted pair. Suppose that we have a second adapted pair
(h′, y′) with V ′ an adh′ stable complement to (adh′)y′ in q∗. By the remark in 9.6 one has
Q̂(y + Vreg)= Q̂(y′ + V ′reg). Unfortunately this not enough to show that Qy =Qy′.
In 10.8 we note that any element yˆ ∈ y + Vreg is nilpotent and note that its Jordan form may
be easily computed.
10. The nilpotency class of y
10.1. View y ∈ q∗ with support S as an element of sl(n) and then as an element of End Cn. Since
(adh)y = −y, it follows that y is nilpotent. Here we describe how to compute its nilpotency
class using the presentation of S given in 5.8(∗). Two examples are computed in Appendix A.
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given by the right-hand side of 5.8(∗). Analogous to 9.4, we may define the “Dergachev–Kirillov”
graph of S with {εi : i = 1,2, . . . , n} as its vertex set and whose edges are defined by the strongly
orthogonal subsets S1, S2. Then the dual graph is the Dynkin graph of S which has S as its vertex
set with edges joining the distinct non-orthogonal elements. By 5.7 the elements of S are linearly
independent and so this graph has no loops (cf. 9.4(ii), (iii)). Then, as in 9.4(v), we may adjust
signs so that S is a simple system of type Am1 ×Am2 × · · · ×Amk , where mi is the length of the
ith edge. Corresponding we may write y as a sum of commuting elements whose ith element
xi is defined by the subset S of type Ami . To determine the nilpotency class of y it suffices to
describe that of each xi .
10.3. Fix i ∈ {1,2, . . . , k} and set x = xi and m = mi . Of course x is not simply a Jordan block
of size m+ 1, rather it is an element of the form
x =
m∑
i=1
xσiαi , (∗)
where σi ∈ {±1} are the signs introduced above. It is obvious that we can compute the σi from the
“signed Dynkin graph” of S which incorporates the sign of the non-zero scalar products between
the elements of −S1 and of S2. It remains to describe the nilpotency class of such an element.
10.4. Let P(n) be the set of partitions of n. Suppose x in End Cn nilpotent. Then x is conjugate
to a direct sum of Jordan blocks whose sizes form a partition p(x) ∈ P(n). Let p(x)∗ be the dual
partition. As is well known p(x)∗ is the partition {rk xs−1 − rk xs : s = 1,2, . . .} of n.
Let us now calculate p(x)∗ for x given as in 10.3(∗). As usual we can take xαi (respectively
x−αi ) to be the matrix unit xi,i+1 (respectively xi+1,i ). First we need some definitions.
Given 1 u v  n, define the (u, v) block to be the subspace
B(u, v)=
⊕
ui,jv
Cxi,j ,
of End Cn. Call v − u+ 1 the size of B(u, v). We say that two such blocks are adjacent if they
have a common corner, that is if their intersection has dimension 1.
Given s ∈ Z, define the s-diagonal of B(u, v) to be the sum
(u, v; s)=
∑
xi,i+s
in B(u, v). Obviously (u, v; s) is non-zero if and only if u− v  s  v − u.
Now take x as in 10.3(∗). Here we can assume σ1 = 1 without loss of generality. It is clear
that there exist integers ni(x) > 1: i = 1,2, . . . ,  (or simply, ni ), such that x is a sum of
1,−1,1,−1, . . . , diagonals of successively adjacent blocks of sizes n1, n2, . . . , n which “fill”
End Cn, that is, one has
n= 1 +
∑
(ni − 1).i=1
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jacent blocks. The entries of these ±s-diagonals form the vertices of a graph G(xs) whose edges
are defined as joining entries in the same row or column. The graph G(xs) is very simple and de-
composes into connected graphs which are linear of sizes which we denote by m1(s),m2(s), . . . .
Let |G(xs)| denote the number of vertices of G(xs).
Lemma. For all s = 1,2, . . . , one has
rk xs = ∣∣G(xs)∣∣−∑
i
[
mi(s)/2
]
. (∗)
Proof. First one checks that the rank of the matrix defined by the entries forming a connected
graph of size m is just [(m+ 1)/2]. Second one checks that the rank of the xs is just the sum of
the ranks of these matrices, hence the assertion. 
10.5. It is easy to calculate the terms appearing on the right-hand side of 10.4(∗). First put n boxes
into the ith column and view adjacent columns as being connected. For each s  1 remove all
columns with s boxes. The set of remaining columns decomposes into connected components.
Correspondingly this breaks G(xs) into a disjoint union, so it suffices to consider the case ni > s,
for all i. Then G(xs) is the same graph as G(x′) with ni(x′) = ni(x) − s + 1, for all i. Thus it
suffices to consider G(x). For this let A(x) be the set of adjacent columns with strictly more than
two boxes. Let C(x) denote the set of maximal chains of boxes of adjacent columns with just
two boxes. For each c ∈ C(x), let (c) be the sum of the length of c and the number of nearest
neighbours in the set of columns (which of course equals 0, 1 or 2). One checks the
Lemma. The graph G(x) consists of |A(x)| connected linear graphs of length 2 and for each
c ∈ C(x) a connected linear graph of length (c). In particular
rk x =
∑
i=1
(
ni(x)− 1
)− ∣∣A(x)∣∣− ∑
c∈C(x)
[
(c)/2
]
.
10.6. One may also describe the nilpotency class of x from p(x). The following construction and
the subsequent result is due to A. Melnikov. It computes p(x) directly, up to ordering.
Set ni,1 = ni(x) and assume ni,t : 1 t < , given. Set ni,t+1 = ni,t , if i = t, t + 1, nt,t+1 +
nt+1,t+1 = nt,t + nt+1,t − 1 and
nt,t+1 =
{
nt,t : nt,t  nt+1,t ,
nt,t − 1: nt,t < nt+1,t .
Finally set pi = ni,−1, for all i.
Lemma. p(x)= {p1,p2, . . . , p} up to ordering.
Proof. First we give a direct proof due to A. Melnikov. This conjugates x into a sequence of
upper, lower, upper, . . . , non-overlapping Jordan blocks of sizes pi : i = 1,2, . . . , . The argument
is by induction on the original number of overlapping (adjacent) blocks, namely . From the
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cases to consider. Here (to fix signs) we shall represent the root vector xεi−εj by xi,j .
Set r = n1, s = n2. Suppose r  s. For all t = 1,2, . . . , s, set
θt = exp(−1)t ad xr+t+1,r−t+1.
First observe that θt acts by the identity on all but the first two blocks. Applied to the first
block, θ1 produces the term −xαr+1 and if s  2, applied to the second block it produces the term−x−(αr+αr+1+αr+2). Then applying θ2 cancels this second term whilst, if s  3, producing the
term x−(αr−1+···+αr+3). Eventually one checks that
θ = θsθs−2 . . . θ1
effects the required transformation.
A similar analysis applies in the case r  s. Here for all t = 1,2, . . . , r , we take
θt = exp(−1)t ad xr−t+1,r+t+1.
One checks as before that θ := θrθr−2 . . . θ1, effects the required transformation. Finally since
the first Jordan block no longer overlaps with the second (or any others) the process can be
repeated for the remaining (− 1) adjacent blocks. This completes the proof.
We now give a second (indirect) proof. It reveals the interrelation between the above construc-
tions.
It suffices to show that if x is the sum of Jordan blocks of sizes pi : i = 1,2, . . . , then rk xs :
s ∈ N, is given by the procedure described in 10.5. Suppose ni  s. Since pi  ni , the ith block
of size pi gives no contribution to rk xs . Thus in computing rk xs we may remove the ni  s from
the original sequence and apply the above procedure to the resulting subsequences. Consequently
(as in 10.5) one is reduced to the case ni > s, for all i. In this case one checks that replacing ni
by ni − s + 1 replaces pi by pi − s + 1. Hence one is reduced to comparing the expressions for
rk x obtained from 10.5 and the {pi}i=1. Now ni − 2 pi  ni , whilst ni  2, for all i. On the
other hand, the contribution to the rk x from the ith block of size pi is exactly pi − 1, except if
pi = 0. Thus
rk x =
∑
i=1
(pi − 1)+
∣∣{i: pi = 0}∣∣,
whilst the right-hand side of Lemma 10.5 translates to
rk x =
∑
i=1
(pi − 1)+
∑
c∈C(x)
[(
(c)− 1)/2].
Take c ∈ C(x). Comparing the above it suffices to show that pi = 0 exactly [((c)− 1)/2] times
in c. Let cˆ be the augmentation of c by its neighbours (so then |cˆ| = (c)). One easily checks that
pi : i ∈ c, exactly takes the value 0 at the 2nd, 4th, . . . , entry of cˆ ending at its last non-boundary
point. Hence the required assertion. 
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analysis this is reduced to a purely combinatorial, though seemingly difficult, problem. Rather
more interestingly one can ask if there is a procedure which, starting from a nilpotent class, would
produce a truncated biparabolic q and an adapted pair (h, y) ∈ hE × q∗reg with y generating that
class. This question is slightly reformulated in (5) of 11.1.
10.8. Suppose qˆ is Frobenius and consider
yˆ =
∑
α∈S∪T
xα.
Then by 9.6, Q̂yˆ is the unique dense orbit in qˆ∗. Since S ∪ T = −B1 ∪ B2 and the Dergachev–
Kirillov graph of the latter is a single edge (cf. Corollary 9.5) it follows that yˆ is an element of the
form given in 10.3(∗). Hence yˆ viewed as an element of g is ad-nilpotent and we may compute
its nilpotency class by the above method.
11. Some worked examples
11.1. Although we know that Y(q) is polynomial for any biparabolic in type A, we can say
little about the detailed structure of the generators apart from their degrees, weights and leading
terms. On the other hand, our construction of adapted pairs together with its consequences for
the existence of slices and the structure of the nilfibre N may regarded as the very beginning of
a study of the geometry of biparabolic co-adjoint actions. In particular our results show thatN is
be surprisingly far from being irreducible. This circumstance leads to several questions that one
may ask.
(1) Does every irreducible component of N have codimension index q?
So far at least we have no counter-examples.
(2) Is every component of N a complete intersection?
In our first example we show that this can fail, even though in this case every component has
codimension index q.
Call a regular component of N , an irreducible component containing a regular element.
(3) Is every regular component of N obtained from an adapted pair and constructed as in
Sections 5–7? Moreover does this construction extend to arbitrary type with a similar con-
sequence?
In our second example we shall see that even in type A our construction does not give all
components of N , though it might still give all regular components. Moreover in a non-regular
component one may find a Q orbit not meeting Ng.
(4) Can one enumerate the equivalence classes of adapted pairs (h, y) constructed in Section 5?
How are the different components so obtained related?
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they have all the same spectra on q∗/(ad q)y. Moreover the nilpotency classes of the y, that is
their conjugacy classes in G, may also differ.
Recall that if (h, y) is an adapted pair, then Ny =Qq∗< and that q∗< ⊂Ng.
(5) Can the Jacobson–Morosov theorem help us to describe the Q orbits in Qq∗<, particularly
the regular Q orbit Qy?
11.2. To recover the ideals of definition of the components of N constructed in Section 5 would
be a prodigious task in general. Nevertheless it is worthwhile to consider a special case. This has
to be very simple just to be able to construct the invariants.
11.2.1. Assume g simple of type A3 with π = {α1, α2, α3} in the Bourbaki [2, Planche I] la-
belling. Set qˆ = n+π1 ⊕ h ⊕ n−π2 , with π1 = {α1, α2},π2 = {α2, α3}. To extend the action of
ij : j = 1,2 as involutions, one fictitious root must be introduced and then one checks that
π˜ is a single loop Γ˜ . Through [14, 5.9] we obtain hE = C(2
2 − 
1 − 
3) + ChΓ˜ , where
hΓ˜ =
1 −
2 +
3. Consequently
hE = C(
1 +
3)⊕ C
2.
Set s = Cα∨2 + Cx2,3 + Cx3,2, which is the derived algebra of the Levi factor rE of q = qˆE .
The latter has nilradical m = Cx4,2 + Cx4,3 + Cx1,3 + Cx1,2, which is commutative.
Set
I1 = (x4,2x1,3 − x4,3x1,2),
I2 = (x4,2x1,3 + x1,2x4,3)(
1 +
3 − 2
2)− 2x4,2x2,3x1,2 + 2x3,2x4,3x1,3,
I3 = x2,3x21,2 + (2
2 −
1 −
3)x1,3x1,2 − x3,2x21,3,
I4 = x2,3x24,2 + (2
2 −
1 −
3)x4,3x4,2 − x3,2x24,3.
One checks that I1, I2, I3, I4, (
1 +
3) are s invariant. Together with the quadratic generator
I5 = (2
2 − 
1 − 
3)2 + 4x2,3x3,2 of Y(s) they generate the space of s invariant polynomial
functions on q∗. Indeed, from the description of S(m) as a graded s module and the harmonic
decomposition of S(s) one computes the Poincaré polynomial P(q) of the trivial representation
in S(q) to be
P(q)=
( ∞∑
n=0
n∑
m−n
n∑
t=|m|
q2n+t
)(
1 − q2)−1(1 − q)−1 = (1 + q3)
(1 − q3)2(1 − q2)2(1 − q) .
On the other hand, these invariants satisfy the (irreducible) relation 4I3I4 − I 22 + I 21 I5 = 0,
and this is in degree 6. Since one can also check that the rank of the Jacobian is  5 (and hence
exactly 5) they cannot satisfy further relations. Hence the assertion. (Of course one expects this
easy result to be known, if not explicit, in the literature. Kraft has indicated to me how it follows
from the much more general theory of Camille Jordan, on which he and Weyman [25] have
provided a modern approach with rigorous proofs. He also pointed out a paper of Brion [4]
calculating the Poincaré series in cases similar to the one above.)
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1 + 
3) + I2, lie in Y(q). Since by our general theory
Y(q) is polynomial on two homogeneous generators of degrees 2,3 these are in fact generators
of Y(q).
One checks that the construction of Section 3 gives three equivalence classes of adapted pairs
with representatives:
h= α∨2 , y = x3,1 + x3,4,
h1 = 2(
1 +
3)−
2, y1 = x3,1 + x2,3,
h2 = −2(
1 +
3)+
2, y2 = x3,2 + x2,4.
11.2.2. In what follows I (V ) denotes ideal of definition of a closed subvariety V and V (I)
variety of zeros of an ideal I . Set J = 〈I1, I2, I3, I4〉.
Lemma.
(i) N =Ny1 ∪Ny2 ∪Ny .
(ii) I (Ny1)= 〈x4,2, x4,3〉, I (Ny2)= 〈x1,2, x1,3〉.
(iii) V (J )=Ny .
Proof. Recall that for any adapted pair one has by [16, 8.14(ii)] that Ny = Qq∗<. The latter is
particularly easy to compute for the second and third pairs which in both cases are hyperplanes.
Thus (ii) results.
Any component of N meeting the hyperplane x4,2 = 0, also meets x4,3 = 0 by s invariance.
This component is necessarilyNy1 . Similarly any component meeting the hyperplane x1,2 = 0 is
necessarily Ny2 .
Inverting x4,2 allows one to recover I4 from Y(q)+. Similarly, inverting x1,2 allows one to
recover I3 from Y(q)+. Again y1 /∈ V (I3) and y2 /∈ V (I4).
We conclude that the remaining components ofN (so in particularNy ), lie in V (J ). Moreover
by the first observation we do not lose any of these components by inverting x4,2, x1,2. On the
other hand,
(
S(q)/J
)[
x−14,2, x
−1
1,2
]= C[x±14,2, x±11,2]⊗ S(rE),
which is a domain and hence the algebra of regular functions on an irreducible variety which is
necessarily Ny \ {x4,2 = x1,2 = 0}. This gives (i) and (iii). 
11.2.3. Define q∗< with respect to h of the adapted pair (h, y). One easily checks that
q∗< = Cx2,1 + Cx2,3 + Cx2,4,
and then that
Mq∗< = Cx2,1 ⊕
(
Cx2,3 ⊕ Cα∨
)⊕ Cx2,4 ⊕ C(
1 +
3).2
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checks that J is Q stable and contained in the above ideal. This gives a second proof that J ⊂
I (Ny).
It is not quite obvious that J itself is prime and hence that equality holds. However it is easy
to check that equality holds up to degree 3 and so I (Ny) cannot have less than 4 generators. In
particularNy is not a complete intersection. From the form of S(q)s described in 11.2.1 one may
easily check that J and I (Ny) have the same intersection with S(q)s.
11.3. In our second example qˆ is a parabolic and Frobenius. We shall find that N has two irre-
ducible components, one given by our construction, the second having no regular element and
moreover having elements which cannot be conjugated into Ng by the action of Q.
11.3.1. Let π be of type A3 as in 11.2.1. Set qˆ = qπ2,π1 , with π1 = π and π2 = {α1}, which
is a parabolic subalgebra. Set q = qˆE . One checks that E = E11 , and has cardinality 2. Thus
qˆ is Frobenius and q is its derived algebra. By our general theory Y(q) has two homogeneous
generators of degrees 2, 3. On the other hand, if we set
I1 = x1,3x2,4 − x1,4x2,3,
I3 = x21,4x2,1 − α∨1 x1,4x2,4 − x22,4x1,2,
I4 = x21,3x2,1 − α∨1 x1,3x2,3 − x22,3x1,2.
Then one may check that I1 and I3 − x3,4I1 lie in Y(q) and hence must be its generators. More-
over I1, I3, I4 are all s := Cα∨1 + Cx1,2 + Cx2,1 invariant.
The construction in Section 5 gives just one adapted pair, namely
h= α∨1 = 2
1 −
2, y = x4,1.
11.3.2. Retain the conventions of 11.2.2.
Lemma. N has just two irreducible components, namely Ny and V (〈x1,4, x2,4〉).
Proof. Any component of N meeting the hyperplane x1,4 = 0, also meets x2,4 = 0 by s in-
variance. This component is necessarily I (〈x1,4, x2,4〉). Inverting x1,4 in the quotient algebra
S(q)/S(q)Y (q)+ gives a domain and so there is just one other irreducible component which
must be Ny . 
11.3.3. Let m be the nilradical of q. With respect to h of the adapted pair one checks that
q∗< = Cx2,1 + Cx3,1 + Cx4,1
and then that
Mq∗< =
(
Cx2,1 + Cα∨
)+ Cx3,1 + Cx4,1 + Cx4,3.1
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〈x2,1, x2,3, x2,4〉. In particular it contains J := 〈I1, I3, I4〉. Since 〈x1,4, x2,4〉 does not contain J
we deduce from 11.3.2 that V (J )=Ny . Also one may recover I4 from Y(q)+ by inverting x2,4.
In this and the previous example the semisimple Levi factor of q is isomorphic to sl(2). Let
Vm: m ∈ N denote the simple sl(2) of dimension m+1. Then q is isomorphic to V2⊕V1⊕V1⊕V0
and curiouslyNy has the same description in both cases. Consequently I (Ny) must have an extra
generator equivalent to I2 of 11.2.1.
11.3.4. The component N ′ := V (〈x1,4, x2,4〉) of N is just the vector space s + Cx3,1 + Cx3,2 +
Cx4,3. One easily checks that a Q orbit in N ′ is at most 4 dimensional and so N ′reg = ∅. Again
the Q orbits in s identify with co-adjoint S orbits. In particular the orbit generated by α∨1 does
not meet Ng.
11.4. In our third example we show that adapted pairs may be very different.
11.4.1. Take π of type A9 using the Bourbaki labelling. Set π1 = π and π2 = π \ {α5}. Thus
qˆ = qπ1,π2 is a parabolic subalgebra stable under the diagram involution i. We identify its dual
space with qπ2,π1 . We called this the symmetric case and for which the construction of an adapted
pair was described in [16]. Here we had taken h to be π2 dominant. This choice, though natural,
obfuscates the nature of the general solution. Moreover, except for the symmetric case, obtaining
the explicit form for h being π1 ∩ π2 dominant is well-nigh impossible since it would at least
involve an explicit solution to the Bezout equation [17]. Here we shall describe two adapted pairs
(amongst the several that are possible). The first can be shown to be equivalent to that given in
[16, Section 5]. The second is very different.
11.4.2. In both cases we mark α5 in π1 and {α1, α2} in π2. The former is the unique end of an
edge.
In the first case we choose an upper Jordan block to replace the anti-diagonal. Then in the
notation of 5.1 we have
S = {β1, β2, β3, β4,−(α1 + α2 + α3),−α2,−(α6 + α7 + α8 + α9),−(α7 + α8)}.
The nilpotency class of y with support S can be computed through Section 10 as shown
in Appendix A. It is given by the partition (4,4,1,1). We may describe h as a 9-tuple
whose entries are the coefficients of the fundamental weights in its expansion. One has h =
(2,1,−2,−7,4,2,2,−1,−2) which is rather far from being dominant. One may check that the
unique π2 dominant element in the Wπ2 orbit of h equals (6,1,1,1,−5,1,1,1,1) which is ex-
actly that given by the procedure of [16, 5.3].
In the second case we choose a lower Jordan block to replace the anti-diagonal. Then in the
notation of 5.1 we have
S′ = {β1, β2, β3, β4,−(α2 + α3 + α4),−α3,−(α6 + α7 + α8 + α9),−(α7 + α8)}.
The nilpotency class of y′ with support S′ can be computed through Section 10 as shown in Ap-
pendix A. It is given by the partition (4,3,3). We may describe h′ as a 9-tuple whose entries are
the coefficients of the fundamental weights. One has h′ = (−7,−2,1,2,4,−7,−1,2,7) which
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(1,1,1,6,−10,1,1,6,1).
In particular these two adapted pairs are inequivalent. Worse than this the spectra of adh and
of adh′ on q∗ are different. Again the G orbits of y and of y′ are also different.
12. A theorem of Bolsinov
12.1. Let a be a finite dimensional Lie algebra. Given ξ ∈ a∗ let Tξ (a) be the subalgebra of
S(a) obtained by shift of argument from Y(a) by ξ . One may show that Tξ (a) is Poisson
commutative and consequently satisfies GK dimTξ (a)  c(a). This construction goes back to
A.S. Mishchenko and A.T. Fomenko [27] who further showed that equality holds if a is semi-
simple. This was given a remarkable generalisation by A.V. Bolsinov [3]. Recall 1.5.
Theorem. Assume a algebraic and unimodular. Then GK dimTξ (a) = c(a), for some ξ ∈ a∗ if
and only if a is non-singular.
Remark. In particular, if Y(a) is polynomial on generators of degrees di : i = 1,2, . . . , indexa,
one has
index(a)∑
i=1
di  c(a). (∗)
12.2. To be precise, Bolsinov proves his theorem in an “analytic” context and does not require
a to be algebraic and unimodular. Moreover, there is a bad point in the proof. Indeed it appears
to assume that the set Ωa ⊂ a∗ of points on which the differentials df : f ∈ Y(a) span a space
of dimension index a, contains a∗reg. Already this was a significant result of Kostant [22] in the
semisimple case. For this reason we gave a careful presentation of the proof which is available
in [18] as lecture notes for students. Here we also note that Gk dimTξ (a) = c(a) forces ξ to be
regular (given a non-singular) and conversely any regular element contained in Ωa will give the
above equality [18, 2.6.13, Remark]. We do not know of any examples for which Ωa ⊂ a∗reg (if
a is algebraic and unimodular); but it can happen that Ωa  a∗reg if a is singular, for example if
a is a Heisenberg Lie algebra. A.V. Odesskii and V.N. Rubtsov [28, Theorem 3.1] showed that
Ωa = a∗reg when both a is non-singular and codim (a∗ \Ωa) 2.
12.3. Let {xi}ni=n be a basis for a and {x∗i }ni=1 the dual basis for a∗. As in 8.3, we consider the
generic two-form
ω =
n∑
i,j=1
[xi, xj ] ⊗ x∗i ∧ x∗j ∈ a⊗Λ2a∗.
We view its mth power ωm as an element of Sm(a)⊗Λ2ma∗, Take m= 12 (dima− indexa). From
the discussion in 8.4, it follows that m is the largest power of ω which is non-zero. Moreover,
a∗s is just the set of common zeros of the coefficients of ωm in Sm(a). Now suppose a is singular
and let S be an irreducible subvariety of a∗s of codimension 1 in a∗. By Krull’s theorem, there
is an element f ∈ S(a) whose zero set is S. Since a∗s and hence S is ad a invariant and a cone,
it follows that f S(a) is a proper ad a invariant graded ideal of S(a). Thus f is homogeneous of
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f to be semi-invariant. All this gives the following criterion for a to be singular.
Lemma. A finite dimensional Lie algebra a is singular if and only if the coefficients of ωm: m=
1
2 (dima − indexa) in Sm(a) admit a common divisor which is a homogeneous semi-invariant
polynomial of positive degree.
12.4. Not much seems to be known about ωm: m ∈ N, in general. However, one may remark that
if a is semisimple, then its coefficients lie in the space of harmonic polynomials [18] in the sense
of [22]. This result is essentially due to B. Kostant [23]. Through the separation theorem of [22]
one may immediately deduce that a semisimple Lie algebra g is non-singular. However, in this
case, it is well known that codim g∗s = 3.
12.5. From our point of view, a singular unimodular Lie algebra a has the bad property that its
nilfibre N cannot admit a regular element. Indeed, suppose a is singular. By definition N is just
the zero variety of Y(a)+S(a) and so just the intersection of the irreducible hypersurfaces defined
by the irreducible polynomials in Y(a)+. Hence, by 12.3, N is contained in every irreducible
component of a∗s of codimension 1 in a∗. Consequently Nreg = ∅. Yet given a pair (h, y) ∈
a × a∗reg with y an eigenvector of adh of non-zero eigenvalue, we obtain y ∈ Nreg. Thus the
existence of such a pair, and in particular, an adapted pair, forces a to be non-singular. Moreover,
given that (h, y) is an adapted pair then y ∈ Ωa by [18, 2.6.18]. Hence our main theorem (8.6)
gives the following
Corollary. Let q be a truncated biparabolic subalgebra of sl(n). Then q is non-singular. More-
over, if (h, y) is an adapted pair, then
GK dimTy(q)= c(q).
12.6. In the above, one cannot expect to conclude that Ty(q) is a maximal Poisson commutative
subalgebra. For example, the truncated Borel q in type B2 is non-singular; yet Ty(q): y ∈ q∗reg
can never be maximal [18, 2.6.16]. Other examples abound. Maximality was obtained for q
semisimple by using a principal s-triple in work of A.A. Tarasov [30]. Such triples cannot be
expected to arise for truncated biparabolics, yet a weaker condition is often satisfied and this give
maximality for certain biparabolics [19]. Maximality with Ty(q) being polynomial is particularly
interesting because it can lead to the possibility of constructing algebraic Darboux co-ordinates as
a symmetric algebra analogue of the Gelfand–Kirillov conjecture (see [13] and [24]) This, in turn,
is related to completely integrable dynamical systems. We remark that after a general result of
L. Makar-Limanov [26] the Poisson commutant of a Poisson commutative subalgebra A of S(a)
satisfying GK dimA= c(a), is maximal Poisson commutative; but not obviously polynomial.
12.7. Suppose q is a truncated Borel of a simple Lie algebra. One may directly show [18, 2.6.17]
that codim q∗s  3 in type A and codim q∗s  2 in type C. Otherwise q is singular. This is
consistent with the Bolsinov theorem. It suggests that for q a truncated biparabolic with Y(q)
polynomial on generators of degrees di : i = 1,2, . . . , index a, one has
indexa∑
di  c(a),i=1
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with Y(a) polynomial, the above inequality may fail [18, 2.6.16].
12.8. It is a subtle question to compute codima∗s . For example, if a is the semidirect product of
sl(n) with its standard module (viewed as a commutative subalgebra) then codima∗s = 2. On the
other hand, if we take n copies of the standard module, then codima∗s = 1. Details may be found
in [18]. V. Kac suggested the second example.
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Appendix A
We exemplify our construction of S,T and H given respectively in Sections 5.6.7 by the
figure below.
Here as in 11.4.1 we have taken π = π1 of type A9 and π2 = π \ {α5}. There are three 〈i1, i2〉
orbits O1,O2,O5 containing respectively α1, α2, α5. We mark α1, α2, α5 viewed as elements
of π1. These break into five 〈i1i2〉 orbits which must also be the cardinality of T .
In the above diagram the dots off the diagonal designate the root vectors in the dual space of
the parabolic qˆ = qπ1,π2 . Then the enlarged dots define S as provided by the above markings.
Note that |S| = 8 = dimhE .
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corresponding to π1. The corresponding subset of S is just S′  S′′, where S′′ is the unique
element making this block anti-Coxeter, rather than anti-Jordan (see 7.5). The rectangles enclose
T ′ and T ′′ as specified by 6.3. The square encloses that part of T coming from the marking of
O5 (see last paragraph of 6.4).
The Heisenberg algebras, one for each element of S, are defined by the hooks whose apex is
the corresponding element of S. Just one of these hooks is broken (disconnected), that with apex
S′′. Here we have drawn thicker lines. Notice that [x1,4, x4,8] = x1,8, which starts to verify that
this hook does indeed define a Heisenberg.
Placing −1 at each enlarged dot specifies h ∈ hE . If one specifies h at the entry encircled by
a square to be the corresponding parabolic exponent given by 4.6(∗), namely 4, then one can
reconstruct h by its entries just above the diagonal. These are (7,2,−1,−7,4,2,−8,9,−2).
The unique π2 dominant element in the Wπ2 orbit is given by (1,6,1,1,−10,6,1,1,1). Thus
this adapted pair is inequivalent to both those described in 11.4.2. However it is equivalent to
the (different) pair obtained from the second of those described in 11.4.2 after applying the non-
trivial Dynkin diagram involution. One may check that h(
5) = 0 and hence lies in h ∩ q. The
possibility to construct h uniquely in the above fashion exemplifies 6.7.
We exemplify the method of Section 10 for computing the nilpotency class of y with sup-
port S. Take S as in the first part of 11.4.2. The Dergachev–Kirillov graph of S takes the form
This has two edges joining 9 and 1 vertices respectively. The signed Dynkin graph dual to the
former is
The corresponding integers {ni(x)} defined as in 10.4 form the set (4,2,4,2). Applying the
Melnikov algorithm 10.6 gives p(x) = (4,0,4,1). Taking account of the second edge we con-
clude that the nilpotency class of y is given by the partition (4,4,1,1).
Take S as in the second part of 11.2.4. Then its Dergachev–Kirillov graph takes the form
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In the second case {ni(x)} = (4,2,3). Applying the Melnikov algorithm gives p(x) =
(4,0,3). Combined with the contribution from the first edge we conclude that the nilpotency
class of y is (4,3,3).
Appendix B. Index of notation
Symbols occurring frequently are given below in the sections where they are introduced and
defined.
1.1 Vreg, index.
2.1 S(a), Y (a), Sy(a), aE, c(a).
2.2 g, h, π, n+π , n−π , qπ1,π2 .
2.4 hE .
2.5 qˆ, q, Nπ1,π2 , Y (q)+, Ng.
2.7 qy .
2.9 ρα, Wπ ′ , wπ ′ .
3.1 i1, i2, π˜ , E(π2,π1), E0, E1, E2, E1, Ers .
3.2 L.
4.1 δΓ , ∂Γ .
4.2 
(i)α .
4.3 Δ, Δ±, Δβ, Bπ .
4.4 P(π), P+(π), Sπ ,ϕ, |ϕ(β)|.
4.5 ψ, ϕj , ψj .
4.6 ∂(α).
4.7 Δ±j , S, eΓ , V, T .
5.1 αi, βi, 
i .
5.6 M .
5.8 M1, M2.
6.3 T ′, T ′′.
7.5 xi,j , S′, S′′, Hβ, H .
8.2 n(β), O±, o.
8.3 Bf .
8.4 ρˆ.
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