Abstract The Deutsch-Jozsa problem is one of the most basic ways to demonstrate the power of quantum computation. Consider a Boolean function f : {0, 1}
Introduction
Deutsch's problem and the more general Deutsch-Jozsa problem were some of the first problems tackled in the field of quantum computing. They are simple, but are sufficiently nontrivial to be of interest. The generally accepted quantum solutions contain aspects of quantum parallelism, interference and entanglement, which are commonly cited as the main tools which give quantum computing its power. In this paper, we build on a previous paper (Calude 2007 ) that shows Deutsch's original problem is solvable classically. We extend this note to the general Deutsch-Jozsa problem in an attempt to explore what is fundamentally important to quantum computation.
Definitions
In order to be able to talk about the differences between classical and quantum algorithms, we need define them in a way which captures their differences in a constructive manner. We will call an algorithm a classical algorithm if it can be computed on a Turing machine and a quantum algorithm if it can be computed by a sequence of unitary operators, U ¼ U L U LÀ1 . . .U 1 . Many quantum algorithms have a trivial classical counterpart: all the operations in the matrix mechanics formulation of quantum mechanics can be easily computed by classical means. As long as one is careful (i.e. quantum features such as randomness are not fundamentally important to the algorithm) equivalent classical algorithms can be obtained by these means (Ekert and Jozsa 1998) . However, the dimension of Hilbert space grows exponentially with the number of qubits used in a quantum algorithm, so a classical counterpart obtained by the trivial means takes space and time that is exponentially larger than the quantum algorithm does, assuming we measure space in fundamental basis elements (i.e. 0,1,j0i; j1i take equal space to within a constant factor). In this paper we examine the existence of classical counterparts to quantum algorithms that are not exponential in time or space compared to the quantum algorithm. Some previous work in this has been done by Jozsa and Linden, who looked at conditions for simulating the matrix formulation of an algorithm efficiently (Jozsa and Linden 2003) . We will look at the same issue from a slightly different angle with respect to the Deutsch-Jozsa problem, as well as in a more general situation.
Throughout this paper we will use the standard orthogonal basis kets j0i and j1i. We will use the shorthand notion jþi and jÀi to represent the symmetric and antisymmetric equal superpositions of the basis states, so that the Hadamard gate H has the following effect (Biham et al. 2004 ):
Hj0i ¼ 1 ffiffi ffi 2 p j0i þ j1i ð Þ ¼ jþi, and
Hj1i ¼ 1 ffiffi ffi 2 p j0i À j1i ð Þ ¼ jÀi:
Oracle quantum computations and embeddings
The main subject of this paper, the Deutsch-Jozsa problem (and also Deutsch's problem) is a form of an oracle computational problem (Berthiaume and Brassard 1994; Kitaev et al. 2002) . This means that the input is given to us as a black-box and the goal is to determine something about this black-box. It is important that this information can only be obtained by asking the oracle allowable questions. It must not be the case that examination of the black-box structure alone allows insight into the nature of the black-box (Deutsch and Jozsa 1992, p. 554 ).
In the current literature it is usually implicitly assumed that solving a problem with a classical black-box is of the same difficulty as solving it with a quantum, or alternative kind of black-box. In general, a standard classical blackbox can operate on classical bits only (0 or 1), while a quantum black-box can operate on any state in twodimensional Hilbert space (H 2 ). This difference in some sense appears to add extra complexity to a quantum blackbox. It is not clear that solving a problem given a quantum black-box is the same as solving a problem given a classical black-box. However, this is an issue to be explored in the future. In this paper we will assume the normal situation that we are given a certain type of black-box and asked to find information about what the black-box represents.
Deutsch's problem
The original problem proposed by Deutsch (1985) is formulated as follows: consider a Boolean function f : { 0, 1} ? {0, 1}, and suppose we are given a black-box (oracle) to compute f. Deutsch's problem is to determine if f is constant (i.e. f(0) = f(1)) or balanced (i.e. f(0) = f(1)) in as few as possible calls to the black-box computing f.
Quantum solution
A standard quantum solution for Deutsch's problem is briefly presented, as all further analysis will stem from this. This is based on the formulation given in Cleve et al. (1998) which solves Deutsch's problem with probability one using only one call to the quantum black-box computing f. A traditional classical algorithm would require two calls to a classical black-box in order to determine if f is constant or balanced. The quantum black-box extends the classical black-box to operate on superpositions of basis states. The quantum blackbox can be described by the unitary operator U f representing an f-controlled-NOT (f-cNOT) gate such that
Noting that
we see that U f is its own inverse and U f U f = 1. Hence U f is unitary and our quantum black-box is valid. In order to see how the quantum solution works, it is beneficial to observe the following:
f ðxÞ jxi 1 ffiffi ffi 2 p ðj0i À j1iÞ:
From this observation we can formulate the quantum solution. Taking the initial state j0ij1i and operating on it with a 2-qubit Hadamard gate H 2 :
Next, operating on the state with U f : Measuring the first qubit we obtain 0 with probability one if f is constant and 1 with probability one if f is balanced. This quantum solution is correct with probability one using only one call to the quantum black-box represented by U f . An important note is that this computation involves no entanglement. This can be seen by noting that the second qubit acts as an auxiliary bit and remains unchanged by U f , and as a result the two qubits remain separable throughout the algorithm. This is evident in the presentation of the algorithm and as a result this quantum computation gains its power only from quantum parallelism and interference.
Classical solutions
While the quantum algorithm makes use of quantum parallelism and interference, these qualities (unlike entanglement) are not inherently quantum mechanical, but are rather due to the two-dimensionality of qubits compared to the onedimensionality of classical bits. Hence, a classical twodimensional system possesses these qualities, and should be able to achieve the same result as the quantum algorithm.
The first method, presented in Calude (2007) , embeds classical bits in complex numbers. The set {1,i} (where
) acts as a computational basis in the same way that fj0i; j1ig does for quantum calculations. It is worth noting that while we are not labeling the basis bits '0' and '1', they represent the classical bits 0 and 1 in the same way that j0i and j1i do.
An arbitrary complex number may be written as z = a ? bi with a; b 2 R, so a complex number z is a natural superposition of the basis elements in the same way that a qubit is. We are now given a classical black-box which operates on complex numbers and computes our function f. This black-box can be represented by an operator C f , a direct analogue of U f (although the requirement of unitarity is no longer necessary). The effect of C f (in direct correspondence with U f , although the normalisation factors and auxiliary bit are no longer necessary) is
If f is constant, C f is the identity operation to within a factor of -1 (C f (x) = ± x). If f is balanced, C f is the conjugation operation (C f ðxÞ ¼ AEx). The black-box represented by C f rotates the input in the complex plane depending on the nature of f, which is in direct analogy of the quantum blackbox U f operating on input jxi in H 2 . In order to measure the output, we need a way to project our complex numbers back on to the computational basis. This is easily done by multiplying by the input so the output is either purely imaginary or purely real (i.e. on the computational basis). If z = 1 ? i (an equal superposition of basis states),
&
In this manner, if the output is imaginary then f is constant, if it is real then f is balanced. Importantly, this is a deterministic result, and in fact the sign of the output allows us to identify which balanced or constant function f is. This is something the quantum algorithm provably cannot do (Mermin 2007) . This is only one method of solving the problem as well as the quantum algorithm does through classical, deterministic methods. The above method places emphasis on mathematical correspondence with the quantum solution.
A different solution is presented by Arvind in (2001) which draws physical similarities which are more visible than in the above solution. Such a method of taking a quantum algorithm and finding a classic counterpart which works just as efficiently is called a de-quantisation. This term was first used by Calude (2007) , but the methods used by Arvind (2001) , Hannachi et al.(2007) for example would also classify as de-quantisations.
Arvind uses the (classical) polarisation of a photon as the computational basis x-pol; y-pol f g , and any polarisation in the xy-plane is physically valid. It is noted that all transformations in the group SU(2) can be realised by two quarter-wave plates and a single half-wave plate orientated suitably. Clearly the transformations required to solve Deutsch's problem are included in this, so the problem can be solved classically with one photon using wave plates. Written in matrix form the solution is mathematically identical to the quantum one. This corresponds to the following physical process: preparing a photon with y-polarisation, rotating its polarisation anti-clockwise in the xyplane by 45°, applying the optical black-box and applying the anti-clockwise rotation once more before measuring the y-polarisation of the photon.
The correspondence here relies not on embedding classical bits in a different, classical two-dimensional basis but on directly implementing the transformations used in the quantum solution through classical means. In other words, the quantum algorithm does not take advantage of non-classical effects, so the same result can be obtained through purely classical optics.
The Deutsch-Jozsa problem
This problem was extended by Deutsch and Jozsa (1992) to functions on n-bit strings. The standard formulation of the Deutsch-Jozsa problem is as follows: let f: {0, 1} n ? {0, 1}, and suppose we are given a black-box computing f with the guarantee that f is either constant (i.e. 8x 2 f0; 1g n : f ðxÞ ¼ a, a 2 f0; 1g) or balanced (i.e.
f(x) = 0 for exactly half of the possible inputs x 2 f0; 1g n ). Such a function f is called valid. The Deutsch-Jozsa problem is to determine if f is constant or balanced in as few black-box calls as possible. An important note is that unlike in Deutsch's problem, where there are exactly two balanced and two constant functions f, the distribution of constant and balanced functions is asymmetrical in the Deutsch-Jozsa problem. In general, there are N = 2 n possible input strings, each with two possible outputs (0 or 1). Hence, for any given n there are 2 N possible functions f. Of these, exactly two are constant and N N=2
are balanced. Evidently, the probability that
The Deutsch-Jozsa problem 5 our f is constant tends towards zero very quickly (recall f is guaranteed to be valid). Furthermore, the probability that any randomly chosen function of the 2 N possible functions is valid is:
which also tends to zero as n increases. This is clearly not an ideal problem to work with, however this does not mean that we cannot gain useful information from studying it.
4 Adaptation for n 5 2
In this section we will provide a formulation of the solution for the Deutsch-Jozsa problem with n = 2 which makes the separability of the states clearly evident and draws obvious parallelism with the n = 1 solution presented in the previous section.
Quantum solution
For n = 2 the quantum black-box we are given takes as input three qubits and is represented by the following unitary operator U f , just as it was for n = 1:
where x 2 f0; 1g 2 . For n = 2 there are sixteen possible Boolean functions. Two of these are constant, another six are balanced and the remaining eight are not valid. All these possible functions are listed in Table 1 . Evidently, half of these functions are simply the negation of another. If we let f 0 ðxÞ ¼ f ðxÞ È 1, we have:
In this case the result obtains a global phase factor of -1. Since global phase factors have no physical significance to measurement (a result is obtained with probability proportional to the amplitude squared), the outputs of U f and U f 0 are physically indistinguishable. If we initially prepare our system in the state j00ij1i, operating on this state with H 3 gives
In the general case, after applying the f-cNOT gate U f we have f (01) (-1) f(10) c 01 c 10 . While there are various initial superpositions of 2-qubit states which satisfy this condition, we only need to consider the equal superposition (shown in Eq. 1) that is used in this algorithm. The situation is further simplified by noting that the mapping ðÀ1Þ f ðaÞ ðÀ1Þ f ðbÞ $ f ðaÞ È f ðbÞ is a bijection. In this case, the separability condition reduces to f ð00Þ È f ð11Þ ¼ f ð01Þ È f ð10Þ. By looking back at Table 1 it is clear this condition must hold for all balanced or constant functions f for n = 2. We can now rewrite Eq. 2 as follows: By measuring both the first and second qubits we can determine the nature of f: if both qubits are measured as 0, then f is constant, otherwise f is balanced.
Classical solutions
Because the quantum solution contains no entanglement, the problem can be de-quantised in a similar way to the n = 1 case, but this time using two complex numbers as the input to the black-box. We extend the black-box to operate on two complex numbers, C f : C 2 ! C 2 , and define it by analogy to U f just as we did for the n = 1 case. Let z 1 , z 2 be complex numbers,
It is important to note that, just as in the quantum case where the output of the black-box was two qubits that can be independently measured, the output of C f is two complex numbers that can be independently manipulated, rather than the complex number resulting from their product. This is fairly intuitive because the ability to measure specific bits (of any kind) is fundamental to computation. Note, however, that in a quantum system it is impossible to measure entangled qubits independently of each other. The analogue to applying a Hadamard gate to each qubit in order to project it onto the computational basis is to multiply each of the complex numbers that the black-box outputs by their respective inputs (in similar fashion to that in the n = 1 case). If we let z 1 = z 2 = 1 ? i, we get the following:
By measuring both of the resulting complex numbers, we can determine whether f is balanced or constant with certainty. If both complex numbers are imaginary then f is constant, otherwise it is balanced. In fact, just as in the n = 1 case, the ability to determine if the output bits are negative or positive allows us to determine the value of f(00) and thus which Boolean function f is. Because the quantum solution is separable, it is possible to write the output of the black-box as a list of two complex numbers, and hence we can find a solution equivalent to the one obtained via a quantum computation. Writing the output in this form would not have been possible if the state was not separable, and finding a classical solution in this fashion would have required a list of complex numbers exponential in the number of input qubits.
As with the n = 1 case, an alternative classical approach can be presented using two photons. If a transformation on two qubits can be written as a transformation on each qubit independently (e.g. H H) then the transformation is trivially implemented classically. It only remains to the 2-qubit transformation U f can be implemented classically on two photons. Equation 3 shows that the quantum black-box for n = 2, U f , can be written as a product of two 1-qubit gates:
f ð00ÞÈf ð10Þ j1i ;
f ð10ÞÈf ð11Þ j1i :
Each of these are valid unitary operators, and the transformation describing the black-box may be written 2) . This means that the operation of f can be computed by applying a 1-qubit operation (implemented as wave-plates) to each photon independently, and thus a classical solution for n = 2 is easily found. The photons need not interact with each other at any point during the algorithm, not even inside the black-box implementation.
This classical, optical method is equivalent to both the quantum solution and the previously described classical solution. The difference is in how it is represented, bringing emphasis on the fact that for n = 2 the quantum solution does not take advantage of uniquely quantum behaviour and is thus classical in nature. Further, it shows that the solution can be obtained without any interaction or sharing of information between qubits.
1 So far we have been considering the case where U f operates on n input qubits and one auxiliary qubit, jÀi. It has been shown (see Collins et al. 1998 ) that the auxiliary qubit is not necessary if we restrict ourselves to the subspace spanned by jÀi. We have presented the algorithm with the auxiliary qubit present because it is more intuitive to think of the input-dependent phase factor being an eigenvalue of the auxiliary qubit which is kicked back. The dequantised solutions, however, bear more resemblance to this reduced version of U f operating only on n qubits.
The 5 Separability in the Deutsch-Jozsa problem Before we consider de-quantisation of the Deutsch-Jozsa problem for n C 3, we will first examine the separability of the states used in the quantum solution more carefully, as determining if a state is separable is a key step in determining if an easy de-quantisation is possible. Conditions to determine if a n-qubit state is separable are presented in Jorrand and Mhalla (2003) . We will review these results, before reformulating them in a recursive manner which will allow us to apply these results much more easily to the Deutsch-Jozsa problem. In order to determine if an arbitrary n-qubit state is separable, we must first introduce the concept of pair product invariance (Jorrand and Mhalla 2003) . A state jw n i ¼ P NÀ1 i¼0 a i jii with N = 2 n is pair product invariant if and only if 8k 2 f1; . . .; ng; 8i 2 f0; . . .; K À 1g : a i a KÀiÀ1 ¼ c k , where each c k is a constant and K = 2 k . Pair product invariance can also be reformulated recursively. We let P n be the set of all pairs (i, k) such that for any two elements ða; kÞ; ðb; kÞ 2 P n we have a a a K-a-1 = a b a K-b-1 = c k if and only if jwi is pair product invariant. We can recursively write this by breaking up the iteration over all k 2 f1; . . .; ng. To do so we define P l as: P l ¼ fði; kÞ j k 2 f2; . . .; lg; i 2 f0; . . .; 2 kÀ1 À 1gg:
Recursively, this becomes:
with the base case P 2 ¼ fð0; 2Þ; ð1; 2Þg:
Theorem 1 An n-qubit state jw n i ¼ P NÀ1 i¼0 a i jii is pair product invariant if and only if P n , as defined by (5), satisfies the following condition: 8ða; kÞ; ðb; kÞ 2 P n : a a a KÀaÀ1 ¼ a b a KÀbÀ1 ¼ c k where K = 2 k and c k is constant.
Proof Firstly, note that the base case, P 2 , simply amounts to the well-known condition that a 00 a 11 = a 01 a 10 . We can modify the definition of pair product invariance by changing i to range from 0 to 2
, thus avoiding double counting. The k = 1 case can also be removed since it now reduces to a single term, and is hence unnecessary. The definition of P l in (5) ensures that the quantifier 8ða; kÞ; ðb; kÞ 2 P n runs for k 2 f2; . . .; ng, a; b 2 f0; . . .; 2 kÀ1 À 1g. It is then clear to see that the required condition is satisfied by P n if and only if jwi is pair product invariant.
The main theorem of relevance to us regarding pair product invariance is Theorem 2 below.
Theorem 2 (Theorem 1 in Jorrand and Mhalla (2003) ) If 8i 2 f0; . . .; N À 1g : a i 6 ¼ 0, a state jw n i ¼ P NÀ1 i¼0 a i jii is fully separable if and only if it is pair product invariant.
Hence, in order to determine if a state jw n i is separable we can simply apply Theorems 1 and 2. The recursive formulation of pair product invariance will prove more useful to develop general results on separability.
Note that any constant function produces a pair product invariant state, as all a i are equal and the conditions are trivially satisfied. The output of the quantum black-box for constant f can be separated as:
f ðxÞ jxijÀi
5.1 The case of n C 3
For n = 3 we are able to find balanced functions which do not produce pair product invariant states, and thus, by Theorem 2, these states are entangled. If we choose f such that f ð0Þ; f ð1Þ; f ð2Þ; f ð3Þ; f ð4Þ; f ð5Þ; f ð6Þ; f ð7Þ ð Þ ¼ ð0; 0; 0; 1; 1; 1; 1; 0Þ; then this f is obviously balanced. For this choice of f, f ð000Þ È f ð011Þ 6 ¼ f ð001Þ È f ð010Þ. This implies that a 000 a 011 = a 001 a 010 and hence the output of U f in the standard quantum algorithm is not pair product invariant and is thus entangled.
The recursive definition of pair product invariance allows us to determine exactly how many separable states exist for any given n. Theorem 1, along with the fact that P n & P nþ1 , means that for a function f n?1 to produce a separable state, the first n qubits of the resulting state must be pair product invariant. Hence we see that all functions f n?1 which produce separable states are based on another such function f n , and hence satisfy f nþ1 ð0 x n Þ ¼ f n ðx n Þ; 8x n 2 f0; 1g n , where 0 x n denotes the concatenation of x n onto 0. This determines the action of f n?1 on half of the possible input strings, and we must determine the possible actions on the other half. Figure 1 shows this nature of pair product invariance. The action of f n?1 on the remaining N = 2 n input strings is determined by Theorem 1. This requires that a NÀ1 a N ¼ a NÀ2 a Nþ1 ¼ Á Á Á ¼ a 0 a 2NÀ1 . Since a N-1 is already determined, a N can take on two possible values. However, once this value is chosen, all a i for i [ N are uniquely determined by the Theorem 1. If we let a n be the number of functions f n which produce separable states, then f n?1 can have a n possible configurations for acting on f n?1 (0 x n ), and for each of these configurations, there are two configurations for the remaining N input strings. Hence,
This is a simple linear recursion with the known initial condition a 1 = 4. This gives us an explicit result for the number of Boolean functions f n such that U f n jxijÀi is separable:
We see that the number of separable states increases exponentially with the number of qubits being used. We also know that the number of possible functions f n which are either balanced or constant is
The fraction of possible Boolean functions which can be separated is
This tends towards zero extremely quickly even for small n.
The result of this observation is that even if we are promised f is valid, we can no longer be sure the output of the black-box is separable, and for n C 3 the probability that it is separable tends to zero very quickly. This means that the method of de-quantisation used for n = 1,2 will not scale directly to higher n and in general yields very little information about the nature of a function. Looking at this from the view of computation with classical photons, there is no classical physical equivalent of entangled photons, as this is a purely quantum mechanical effect. However, in general it is very hard to show that no dequantisation exists for a quantum algorithm which does not introduce exponential increase in space or time. In most cases, as earlier mentioned, a trivial method of de-quantisation is possible, but to show no better de-quantisation exists is very hard. As an example, Jozsa and Linden showed (2003) that using the stabiliser description of quantum computation it is possible to find an efficient classical simulation of a quantum algorithm containing unbounded entanglement.
General de-quantisation
While de-quantisation appears to be very hard in the Deutsch-Jozsa problem for n C 3, we can investigate the general ability to de-quantise black-box algorithms. The main task in trying to de-quantise such an algorithm is to de-quantise the black-box. Indeed, efficiently simulating a black-box algorithm requires finding a classical black-box which solves the problem without requiring exponential time or space. Using the methods looked at in this paper, this step would initially require showing that both the input and output of the black-box are separable.
Firstly, we will summarise some important results due to Jozsa and Linden (2003) , who examined the ability to efficiently simulate standard quantum algorithms by simulating the matrix mechanical formulation of these algorithms. This formalism is a little more abstract than the dequantisation method used in this paper, but is an effective method of showing general results. We call a qubit register jwi p-blocked if at every step of the computation no subset of more than p qubits are entangled. Their main result is Theorem 3.
Theorem 3 Let A be a quantum algorithm with the property that after every unitary gate application the state jwi is p-blocked, with p independent of input size n. Then the algorithm A can be de-quantised using the matrix formulation.
The proof relies on breaking up the 2 n 9 2 n matrices describing the gates with which the circuits in A are composed of into matrices operating on no more than 2p qubits at once.
2 Each matrix corresponding to a gate is replaced by a single matrix no larger than 2 2p 9 2 2p . Since p is constant, the cost of directly simulating the quantum algorithm by matrix multiplication can be reduced to a linear overhead, exponential in p rather than n.
This fixed-parameter tractability approach is mathematically equivalent to our approach, although our approach has the advantage that it retains more similarity to the quantum algorithms. It can also be easier to apply and produces simpler results than blind simulation of the matrix mechanics. Our method also more easily extends to the setting of black-box computation. The approach used by Jozsa and Linden does not directly apply to black-box computation where the nature of the black-box is unknown. It could readily be adapted by having the black-box perform a set of matrix multiplications, but such an approach is less natural. We will explore applying our Fig. 1 A diagram showing the recursive nature of pair product invariance. All pairs of states linked by the same type of arrow must have the same parity under addition modulo 2 2 The 2p comes about rather than p in the case where a 2-qubit gate may operate on qubits from two separate entangled blocks. This approach assumes the circuit is decomposed into 1-qubit and 2-qubit gates.
The de-quantisation method to arbitrary separable black-box computations since it is easier to examine and work with. Note that it is also not surprising that de-quantisation does not easily extend in the Deutsch-Jozsa problem since we have shown the entanglement grows exponentially. The simplest case to tackle for de-quantising an arbitrary black-box algorithm is the case that both the input and output of the black-box U f can be expressed in a separable form. In this case we can show how a simple de-quantisation in the spirit presented previously can easily be obtained. A nice feature which makes de-quantisation of a black-box simple is that we do not have to worry about considering the separability of the decomposition of the gate, as it is supplied as an arbitrarily complex unitary gate, not necessarily decomposed into gates from a universal basis (indeed, we have no way of knowing how the blackbox is devised). If we knew that the input and output of U f were separable, but had to decompose it into smaller unitary gates, we could not guarantee separability throughout the decomposed circuit representing U f . However, the unitarity of U f , regardless of its dimension, will allow a simple de-quantisation.
Theorem 4 Let U f be the unitary operator the black-box represents, and assume that for the set of input states used by the quantum algorithm A we wish to de-quantise, both the input and output U f are separable. Then the black-box can be de-quantised into an efficient classical solution.
Proof We can write the action of U f under these assumptions as
Since U f is unitary, there must exist a unitary inverse U y f , which has the effect
From (6) we see that we each qubit undergoes the transformation jw i i ! j/ i i, but we must show this transformation is unitary. Let us write U f ¼ U plates. We only need to prepare the n photons in the correct state, operate on them with the black-box and continue the rest of the algorithm with the transformed photons. Equivalently, a method using two-dimensional classical bits such as complex numbers could easily be used. h
This shows that, as expected, a quantum black-box algorithm can be de-quantised easily into an equivalent classical algorithm if no entanglement is present. This black-box de-quantisation could be extended to allow bounded entanglement as in Theorem 3, although the photon method would no longer be sufficient since we would have unitary transformations not in SU(2). However, higher-dimensional classical bits could easily be used. We will not explore this explicitly further, but this result on black-box simulation along with the result on standard algorithm de-quantisation allow for a powerful tool to asses quantum computations. These de-quantisation tools provide a useful technique of developing new classical algorithms from ones which are more naturally expressed in the quantum world. If entanglement is present, a successful dequantisation will need to handle the problem using a different representation of the process.
Conclusion
We have examined the ability to de-quantise the DeutschJozsa problem for various values of n in order to gain a better understanding of quantum algorithms and the ability for them to give exponential improvements over classical algorithms. We have extended the method of de-quantisation presented in Calude (2007) to the n = 2 case, and by showing separability of the quantum algorithm for n = 2 have obtained a similar de-quantised solution. We have shown that for n [ 2 there exist many balanced Boolean functions f for which the output of U f is entangled. The fraction of balanced functions which are separable has been shown to approach zero very rapidly. This tells us that if we were to pick a random Boolean function which is constant or balanced, the probability of being able to learn information about the nature of the function through classical means in one black-box call tends to zero.
The systematic method of tackling quantum algorithms and searching for classical counterparts makes it easier to see where quantum algorithms get their power from. Trying to understand this is an extremely important step in the process of trying to devise new quantum algorithms. In order to make good quantum algorithms with ease, we need to have a much better understanding than we currently do about where their power comes from, and how to use this effectively. In our investigation we obtained conditions for which, if satisfied, indicate a black-box algorithm can be de-quantised. These kind of conditions, if explored further, are a step towards better measures of the usefulness of quantum algorithms.
An area that still needs to be looked into much further is that of the black-box complexity. We have assumed that we are given a black-box, as is usual in oracle computations. However, comparing algorithms which use different types of black-boxes should take into account the difference in complexity in these black-boxes. This has been largely ignored to date, but needs to be given systematic treatment if we really wish to compare quantum oracle algorithms with classical ones.
