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Abstract
We prove a uniqueness theorem for solutions of the obstacle problem for linear
equations involving fractional Laplace operator with zero Dirichlet exterior con-
dition. The problem under consideration arises as the limit of some logistic type
equations. Our result extends (and slightly strengthens) known corresponding re-
sults for the classical Laplace operator with zero boundary condition. Our proof,
as compared with the known proof for the classical Laplace operator, is entirely
new, and is based on the probabilistic potential theory.
1 Introduction
Let D ⊂ Rd, d ≥ 2, be a bounded Lipschitz domain, D0 ⊂ D be a bounded Dirichlet
regular domain. For α ∈ (0, 2), we denote by (∆α/2)|D the fractional Laplace operator
on D with zero exterior condition (see Section 2 for details). In case α = 2, by (∆α/2)|D
we mean the classical Laplace operator ∆D on D with zero boundary condition. In the
present paper, we prove a uniqueness result for the following obstacle problem:{
max
{
− (∆α/2)|Du− au, u− ID\D0
}
= 0,
u > 0, on D,
(1.1)
where a is a positive constant and
ID\D0 =∞ · 1D0 + 1D\D0 .
Problem of this type arises in the study of asymptotic behaviour, as p→∞, of logistic
type equations (see [8, 24] for the case α = 2 and [18] for equations with α ∈ (0, 2)).
Problem (1.1) with α = 2 also arises as the limit of some degenerate predator-prey
models (see [6]).
From [8] (α = 2) and [18] (α ∈ (0, 2)) we know that (1.1) has a solution if and
only if a ∈ [λD1 , λ
D0
1 ), where λ
D
1 , λ
D0
1 stand for the first eigenvalue of −(∆
α/2)|D and
−(∆α/2)|D0 , respectively. In the present paper, we concentrate on uniqueness of solu-
tions to (1.1). This problem is quite subtle and difficult. In [7] it is investigated in
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case α = 2. Suppose that D0,D are smooth and D0 ⊂ D. The main result of [7] says
that (1.1) has at most one solution if a ∈ (λD1 , λ
D0
1 ). This result is proved by using an
equivalent free boundary formulation of (1.1) and tools from the theory of variational
inequalities and harmonic functions.
The methods used in [7] seems to be suitable only for α = 2. To deal with nonlocal
operators, we propose new methods. They allow us to prove that if a ∈ (λD1 , λ
D0
1 ), then
for any α ∈ (0, 2] there exists at most one solution to (1.1). This generalizes the result
of [7] to nonlocal operators but also strengthens slightly the know uniqueness result for
α = 2, because we assume that D0 ⊂ D and not that D0 ⊂ D as in [7]. Moreover, we
consider less regular then in [7] domains D0,D (see comments in [7, Remark (i)]).
In the present paper, we use a different from [7] but equivalent definition of a solution
to (1.1). Let ED denote the Dirichlet form associated with the operator (∆
α/2)|D (see
Section 2). By a solution to (1.1) we mean a strictly positive function u ∈ H˜α/2(D)
having the property that u ≤ ID\D0 m-a.e. (m stands for the Lebesgue measure on R
d)
and such that for some bounded smooth nonnegative Borel measure ν on D (called the
reaction measure for u),
ED(u, v) = a(u, v) −
∫
D
v˜ dν, v ∈ H˜α/2(D),
where (·, ·) stands for the usual inner product in L2(D;m) and v˜ is a quasi-continuous
m-version of v. Moreover, we require that u satisfies the minimality condition, which
says that for every quasi-continuous η such that u ≤ η ≤ ID\D0 m-a.e. we have∫
D
(η − u˜) dν = 0,
where u˜ is a quasi-continuous m-version of u.
Our proof of uniqueness is based on the following two crucial observations. The
first one is that if u is a solution to (1.1), then
u · ν = ν,
so in fact
−(∆α/2)|Du = au− u · ν.
Equivalently,
−(∆α/2)|D,νu = au
with
−(∆α/2)|D,νu = −(∆
α/2)|Du+ u · ν.
This shows that any solution to (1.1) is in fact an eigenfunction for the operator
−(∆α/2)|D,ν , i.e. the operator −(∆
α/2)|D perturbed by the smooth bounded measure
ν. It is well known that this operator is a self-adjoint nonpositive operator on L2(D;m)
generating a Markov C0-semigroup of contractions on L
2(D;m). The second crucial
observation is that ν has compact support in D. This allow us to prove, by using some
results of Hansen [13], that the Green function GD for (∆
α/2)|D is comparable with
the Green function GνD for (∆
α/2)|D,ν. These two facts when combined with the sub
and supersolutions method (generalized in the present paper to the case of our obstacle
problem) give the uniqueness result.
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2 Potential theory for fractional Laplacian on bounded
domain
In the whole paper, we assume that D is an open bounded Lipschitz domain in Rd. We
denote by m the Lebesgue measure on Rd. We denote by B(Rd) (resp. B(D) the of
real Borel measurable functions on Rd (on D). Bb(D) is the subset of B(D) consisting
of all bounded functions.
2.1 Dirichlet fractional Laplace operator
Let α ∈ (0, 2). To define the Dirichlet fractional Laplace operator on D, we first set
D(∆α/2) = {u ∈ L2(Rd;m) :
∫
Rd
|x|2α|uˆ(x)|2m(dx) <∞},
and for u ∈ D(∆α/2), we set
∆̂αu(x) = |x|αuˆ(x), x ∈ Rd,
where uˆ stands for the Fourier transform of u. Let us consider the form (E ,D(E))
defined as
E(u, v) =
∫
Rd
uˆ(x)vˆ(x)|x|αm(dx), u, v ∈ D(E),
where
D(E) = {u ∈ L2(Rd;m) :
∫
Rd
|x|α|uˆ(x)|2m(dx) <∞}.
By [11, Example 1.4.1], (E ,D(E)) is a regular symmetric Dirichlet form on L2(Rd;m).
In the language of Sobolev spaces, D(E) = Hα/2(Rd) (see [21, page 76]).
The capacity Cap: 2R
d
→ R+∪{∞} associated with (E ,D(E)) is defined as follows:
for an arbitrary open set U ⊂ Rd, we set
Cap(U) = inf{E(u, u), u ∈ D(E), u ≥ 1U m-a.e.}, (2.1)
and then, for an arbitrary B ⊂ Rd, we set
Cap(B) = inf{Cap(U) : U ⊃ B, U ⊂ Rd, U open}. (2.2)
We say that some property holds E-quasi everywhere (E-q.e. i abbreviation) if it holds
except possibly on a set of capacity Cap zero. Such sets will be called E-exceptional.
Recall that a function u on Rd is called E-quasi-continuous if for every ε > 0 there
exists a closed set Fε ⊂ R
d such that Cap(Rd \ Fε) ≤ ε and u|Fε is continuous. By [11,
Theorem 2.1.3], each u ∈ D(E) admits an E-quasi-continuous m-version, which in the
sequel we will denote by u˜.
We denote by (ED,D(ED)) the part of (ED,D(ED)) on D. Recall that
D(ED) = {u ∈ D(E) : u˜ = 0, q.e. onR
d \D}, ED(u, v) = E(u, v), u, v ∈ ED(u, v).
By [11, Theorem 4.4.3], (ED,D(ED)) is a regular symmetric Dirichlet form on L
2(D;m).
Therefore, by [11, Sections 1.3,1.4], there exists a unique self-adjoint nonpositive definite
operator (AD,D(AD)) on L
2(D;m) such that
D(AD) ⊂ D(ED), ED(u, v) = (−ADu, v), u ∈ D(AD), v ∈ D(ED).
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The operator (AD,D(AD)) is called the Dirichlet fractional Laplacian. We put
(∆α/2)|D := AD.
By [11, Theorem 4.4.3], C∞c (D) is a dense subspace of D(ED) in the norm determined
by E . Therefore D(ED) = H˜
α/2(D) (see [21, page 77]). It is worth noting here that
AD 6= −(−∆D)
α/2, where ∆D is the Laplace operator with zero Dirichlet boundary
condition on D. The latter operator is called the fractional Dirichlet Laplace operator.
By replacing (E ,D(E)) by (ED,D(ED)) and R
d by D in (2.1) and (2.2), we define the
capacity CapD associated with ED, and then we define the notions of ED-exceptional
sets and ED-quasi-continuity. By [11, Theorem 4.4.4], Cap and CapD are strongly
equivalent on D. Therefore, without ambiguity, we may write q.e., exceptional or
quasi-continuous instead of E-q.e., ED-q.e. E-exceptional, ED-exceptional or E-quasi-
continuous, ED-quasi-continuous.
2.2 Green functions and transition functions
We denote by (Jβ)β>0 the resolvent of A := ∆
α/2, and by (JDβ )β>0 the resolvent of AD.
It is known that there is Gβ ∈ B(R
d)× B(Rd) (called the β-Green function) such that
for every f ∈ L2(Rd;m),
Jβf =
∫
Rd
Gβ(·, y)f(y) dy m-a.e. on R
d
Similarly, there is GD,β ∈ B(D)× B(D) (called the β-Green function for D) such that
for every f ∈ L2(D;m),
JDβ f =
∫
D
GD,β(·, y)f(y) dy m-a.e. on D.
Given a nonnegative Borel measure µ on D, we set
RDβ µ(x) =
∫
D
GD,β(x, y)µ(dy), x ∈ D.
Note that RDβ f = J
D
β f m-a.e. for every f ∈ L
2(D;m). Moreover, by [11, Theorem
4.2.3], JDβ f ∈ D(ED) and J˜
D
β f = R
D
β f q.e. for f ∈ L
2(D;m).
Let {TDt , t ≥ 0} be a C0-semigroup generating AD. By [11, Theorem 4.2.4], there
exists a transition function pD : R
+ ×D ×D → R such that for every f ∈ L2(D;m),
TDt f =
∫
D
pD(t, ·, y)f(y) dy m-a.e. on D.
Given a nonnegative Borel measure µ on D, we set
PDt µ(x) =
∫
D
pD(t, x, y)µ(dy), x ∈ D, t > 0.
By [11, Theorem 4.2.3], TDt f ∈ D(E) and T˜
D
t f = P
D
t f q.e. for all f ∈ L
2(E;m) and
t > 0. Moreover,
GD,β(x, y) =
∫ ∞
0
e−βtpD(t, x, y) dt, x, y ∈ D.
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It follows that we can set
GD(x, y) := sup
β>0
GD,β(x, y) = lim
βց0
GD,β(x, y), x, y ∈ D.
It is well know that AD : D(AD)→ L
2(E;m) is a bijection. From the above definition
of GD it follows that for every f ∈ L
2(D;m),
JDf := (−AD)
−1f =
∫
D
GD(·, y) f(y) dy m-a.e. on D.
For a nonnegative Borel measure µ on D, we set
RDµ(x) =
∫
D
GD(x, y)µ(dy), x ∈ D.
By [11, Lemma 2.2.11], JDf ∈ D(ED) and J˜Df = R
Df q.e. for every f ∈ L2(D;m).
2.3 Smooth measures
An increasing sequence {Fn} of closed subsets of R
d (resp. D) is called a generalized
E-nest (resp. generalized ED-nest) if for every compact K ⊂ R
d (resp. K ⊂ D),
Cap(K \ Fn) → 0 (resp. CapD(K \ Fn) → 0) as n → ∞. A Borel signed measure µ
on Rd (resp. D) is called E-smooth (resp. ED-smooth) if it charges no set of capacity
Cap (resp. CapD) zero and there exists a generalized E-nest (resp. ED-nest) such that
|µ|(Fn) <∞, n ≥ 1, where |µ| denotes the variation of µ. Note that if a Borel measure
µ on D is bounded, then it is E-smooth if and only if it is ED-smooth. This follows
from the fact that Cap and CapD are equivalent.
We denote by M0 (resp. M0(D)) the set of all E-smooth (resp. ED-smooth)
measures on Rd (resp. D). We also set
M0(D) = {µ ∈M0(D) : R
D|µ| <∞ q.e.}, M0,b(D) = {µ ∈ M0(D) : |µ|(D) <∞}.
By [19, Proposition 5.13],
M0,b(D) ⊂M0(D). (2.3)
Also note that if µ is a Borel measure such that RD|µ| < ∞ on D, then µ ∈ M0(D)
(see [11, Exercise 4.2.2]). We say that an ED-smooth measure µ belongs to the class
S0(D) (called the class of measures of finite energy integral) if there exists c > 0 such
that ∫
D
|u˜| d|µ| ≤ c
√
ED(u, u), u ∈ D(ED).
2.4 Probabilistic potential theory
It is well known that there exists a rotation invariant α-stable Le´vy process X =
(X, (Px)x∈Rd , (Ft)t≥0, θ) such that for every nonnegative f ∈ B(R
d),
Rβf(x) = Ex
∫ ∞
0
e−βtf(Xt) dt, x ∈ R
d, β > 0. (2.4)
In (2.4), Ex denotes the expectation with respect to the measure Px. By [11, Theorem
4.4.1, Theorem 4.4.2], for all β ≥ 0, t > 0 and nonnegative f ∈ B(D),
PDt f(x) = Exf(Xt)1{t<τD}, R
D
β f(x) = Ex
∫ τD
0
e−βtf(Xt) dt, x ∈ D, (2.5)
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where
τD = inf{t > 0 : Xt ∈ R
d \D}.
Recall that a bounded subset D of Rd is called Dirichlet regular if for every x ∈
Rd \D,
Px(τD > 0) = 0.
By [1, Proposition VII.3.1, Proposition VII.3.3], D is Dirichlet regular if and only if
for every x ∈ D, GD(x, ·) ∧ 1 ∈ C0(D), where C0(D) is the set of continuous functions
vanishing at the boundary. Hence, by [14, Theorem 21], each bounded Lipschitz domain
is Dirichlet regular. From this and [4] it follows that PD is doubly Feller. This means
that it is strongly Feller, i.e. PDt f ∈ Cb(D) for every f ∈ Bb(D), and it is Fellerian, i.e.
PDt f ∈ C0(D) for every f ∈ C0(D).
By [11, Theorem 5.1.4], there is one-to-one correspondence between nonnegative
ED-smooth measures and positive continuous additive functionals (PCAFs) of X
D (see
[11, Section 5.1]). By Aµ we denote the unique PCAF associated with µ ∈M0(D). By
[11, Theorem 5.1.3],
Ex
∫ τD
0
f(Xr) dA
µ
r =
∫
D
GD(x, y)f(y)µ(dy) = R
D(f · µ)(x) (2.6)
for q.e. x ∈ D. For a signed measure µ ∈ M0(D) having a decomopsition µ = µ
+−µ−
into a positive and negative part, we set Aµ = Aµ
+
−Aµ
−
. Note also that if µ ∈M+0,b(D)
and supx∈D R
Dµ <∞, then there exists a strict PCAF Aµ of XD such that (2.6) holds
for every x ∈ D (see [11, Theorem 5.1.6]).
The following very useful result will be frequently used in the sequel.
Lemma 2.1. Assume that u ∈ B(D) and µ ∈M0(D). Then
u(x) = RDµ(x) (2.7)
for q.e. x ∈ D if and only if there exists a process M with M0 = 0 such that M is a
uniformly integrable martingale on [0, τD] under the measure Px for q.e. x ∈ R
d, and
for q.e. x ∈ D,
u(Xt) =
∫ τD
t
dAµr −
∫ τD
t
dMr, t ∈ [0, τD], Px-a.s., (2.8)
Moreover, if supx∈DR
Dµ(x) <∞, then ”for q.e. x ∈ D” may be replaced by ”for every
x ∈ D” with Aµ being a strict PCAF of XD.
Proof. First suppose that (2.8) is satisfied. Taking the expectation with respect to Px
of both sides of (2.8) with t = 0, and then using (2.6) with f = 1 we get (2.7). Now
suppose that (2.7) holds. Let σ be a stopping time such that σ ≤ τD, and N1 be an
exceptional set such that (2.7) holds for x ∈ Rd \N . By [11, Theorem 4.1.1], we may
assume that Px(Xt ∈ R
d \N, t ≥ 0) for every x ∈ Rd \ N . Hence, by (2.7), for every
x ∈ Rd \N we have
u(Xσ) = EXσ
∫ τD
0
dAµr Px-a.s. (2.9)
Observe that τD ◦ θσ = τD − σ Px-a.s. for x ∈ R
d \ N (since D is Dirichlet regular).
Therefore using the strong Markov property of X and additivity of Aµ we deduce from
(2.9) that
u(Xσ) = Ex
( ∫ τD
σ
dAµr
∣∣Fσ), Px-a.s., x ∈ Rd \N.
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For x ∈ Rd \N and a stopping time τ such that τ ≤ τD set M
x
τ = Ex(
∫ τD
0 dA
µ
r |Fτ ) −
u(X0). By [11, Lemma A.3.6], there exists a ca`dla`g process M such that Px(Mt =
Mxt , t ≤ τD) = 1, x ∈ R
d \N . Applying now the Section Theorem we easily get (2.8).
If supx∈D R
Dµ <∞, then the above argument holds true with N = ∅.
3 Supersolutions of the obstacle problem
In this section, we give a definition of a solution to the obstacle problem for elliptic
equation with fractional Dirichlet Laplacian. We then show that minimum of two
supersolutions of this problem is again a supersolution. This property will be one of
the crucial ingredients in the proof of uniqueness of (1.1).
Let h : D → R ∪ {∞} be a measurable strictly positive function and f : R→ R be
a continuous function. Consider the following obstacle problem:{
max
{
− (∆α/2)|Du− f(u), u− h
}
= 0,
u > 0 on D,
(3.1)
Definition 3.1. We say that a quasi-continuous function u ∈ L1(D;m) is a solution
to (3.1) if there exists a nonnegative ν ∈M0(D) (we call it the reaction measure for u)
such that
(a) 0 < u ≤ h m-a.e. and RD|f(u)| <∞ q.e.,
(b) For q.e. x ∈ Rd,
u(x) = RDf(u)(x)−RDν(x),
(c) For every quasi-continuous function η on D such that u ≤ η ≤ h m-a.e.,∫
D
(η − u) dν = 0.
Remark 3.2. (i) u is a solution to (3.1) if and only if u is a solution to (3.1) with h
replaced by hˆ for every quasi-continuous hˆ such that u ≤ hˆ ≤ h m-a.e.
(ii) If h is quasi-continuous, then u is a solution to (3.1) if and only if (a), (b) are
satisfied and
∫
D(h− u) dν = 0.
Proposition 3.3. Assume additionally that h is quasi-continuous. Then u is a solution
to (3.1) if and only if for q.e. x ∈ D,
u(x) = inf
σ≤τD
Ex
(∫ σ∧τD
0
f(u)(Xr) dr + h(Xσ)1σ<τD
)
. (3.2)
Proof. By Lemma 2.1 and (2.6), u is a solution to (3.1) if and only if
u(Xt) =
∫ τD
t
f(u(Xr)) dr −
∫ τD
t
dAνr −
∫ τD
t
dMr, t ∈ [0, τD], (3.3)
for some ca`dla`g process M with M0 = 0 such that M is an (Ft)-martingale under the
measure Px for q.e. x ∈ D, and for q.e. x ∈ D
Ex
∫ τD
0
(h(Xr)− u(Xr)) dA
ν
r = 0. (3.4)
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By [16, Theorem 5.1], (3.2) is satisfied. Conversely, assume that (3.2) is satisfied.
Then, by [16, Theorem 6.4, Corollary 5.2], u satisfies (3.3), (3.4) and condition (a) of
Definition 3.1. Therefore, by Lemma 2.1 and (2.6), we get (b), (c) of Definition 3.1.
Definition 3.4. We say that a quasi-continuous function u ∈ L1(D;m) is a supersolu-
tion (resp. subsolution) to (3.1) if there exists a nonnegative measure ν ∈ M0(D) and
a nonnegative (resp. nonpositive) measure µ ∈M0(D) such that conditions (a) and (c)
of Definition 3.1 are satisfied, and moreover, for q.e. x ∈ Rd,
u(x) = RDf(u)(x) +RDµ(x)−RDν(x).
Proposition 3.5. If u is a supersolution and a subsolution to (3.1), then u is a solution
to (3.1).
Proof. By assumption, there exist nonnegative measures ν1, ν2, µ1, µ2 ∈ M0(D) such
that
u(x) = RDf(u)(x) +RDµ1(x)−R
Dν1(x),
u(x) = RDf(u)(x)−RDµ2(x)−R
Dν2(x),
and
∫
D(η − u) dν1 =
∫
D(η − u) dν2 = 0 for every quasi-continuous η on D such that
u ≤ η ≤ h m-a.e. Hence
RDν1(x)−R
Dν2(x) = R
Dµ1(x) +R
Dµ2(x)
for q.e. x ∈ D. From this we conclude that ν1 − ν2 = µ1 + µ2. Therefore there exist
nonnegative α, β, γ ∈ B(D) such that α+ β = 1, γ ≤ 1 and
ν2 = γ · ν1, µ1 = α(1 − γ) · ν1, µ2 = β(1− γ) · ν1.
Consequently, for q.e x ∈ D,
u(x) = RDf(u)(x)−RD((β + αγ) · ν1)(x).
Since it is clear that
∫
D(η−u)(β +αγ) dν1 = 0 for every quasi-continuous η on D such
that u ≤ η ≤ h m-a.e., we see that u is a solution to (3.1).
Proposition 3.6. Let u1, u2 be supersolutions to (3.1). Then u1∧u2 is a supersolution
to (3.1).
Proof. By the definition of a supersolution to (3.1) and Lemma 2.1, for q.e. x ∈ D we
have
ui(Xt) =
∫ τD
t
dAµir +
∫ τD
t
f(u(Xr)) dr−
∫ τD
t
dAνir −
∫ τD
t
dM ir, t ∈ [0, τD], Px-a.s.,
i = 1, 2, for some nonnegative ν1, ν2, µ1, µ2 ∈M0(D) and some ca`dla`g processesM
1,M2
with M10 = M
2
0 = 0 such that M
1,M2 are uniformly integrable martingales on [0, τD]
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under the measure Px for q.e. x ∈ R
d. By the Tanaka-Meyer formula (see, e.g., [22,
IV.Theorem 70]), there exists an increasing ca`dla`g process L with L0 = 0 such that
(u1 ∧ u2)(Xt) = (u1 ∧ u2)(x)− Lt
−
∫ t
0
1{v1(Xr)>v2(Xr)}f(u2(Xr)) dr −
∫ t
0
1{v1(Xr)>v2(Xr)} (dA
µ2
r − dA
ν2
r )
−
∫ t
0
1{v2(Xr)≥v1(Xr)}f(u1(Xr)) dr −
∫ t
0
1{v2(Xr)≥v2(Xr)} (dA
µ1
r − dA
ν1
r )
+
∫ t
0
1{v1(Xr)>v2(Xr)} dM
2
r +
∫ t
0
1{v2(Xr)≥v2(Xr)} dM
1
r
= (u1 ∧ u2)(x)− Lt −
∫ t
0
f((u1 ∧ u2)(Xr)) dr
−
∫ t
0
1{v1(Xr)>v2(Xr)} dA
µ2
r +
∫ t
0
1{v2(Xr)≥v2(Xr)} dA
µ1
r
+
∫ t
0
1{v1(Xr)>v2(Xr)} dA
ν2
r +
∫ t
0
1{v2(Xr)≥v2(Xr)} dA
ν1
r
+
∫ t
0
1{v1(Xr)>v2(Xr)} dM
2
r +
∫ t
0
1{v2(Xr)≥v2(Xr)} dM
1
r .
From the above formula it follows in particular that L is a PCAF of XD. Hence
L = Aβ for some nonnegative β ∈M0(D). Define µ = 1v1>v2 · µ2 + 1v2≥v1 · µ1 + β and
ν = 1v1>v2 · ν2 + 1v2≥v1 · ν1. By Lemma 2.1, for q.e x ∈ D.
(u1 ∧ u2)(x) = R
Df(u1 ∧ u2)(x) +R
Dµ(x)−RDν(x).
This proves the proposition because a direct calculation shows that
∫
D(η−u1∧u2)
+ dν =
0 for every quasi-continuous η such that u1 ∧ u2 ≤ η ≤ h m-a.e.
Proposition 3.7. Assume additionally that f is nondecreasing. Let u (resp. u) be a
subsolution (resp. supersolution) to (3.1) and u ≤ u. Then there exists a solution u to
(3.1) such that u ≤ u ≤ u.
Proof. Let u0 = u. We first show that for each n ≥ 1 there exists a solution un to the
problem {
max
{
− (∆α/2)|Dun − f(un−1), un − h
}
= 0,
un > 0 on D
(3.5)
such that
un ≤ un+1, u ≤ un ≤ u.
Indeed, the existence of u1 follows from [17, Theorem 3.4]. By [17, Proposition 3.7],
u ≤ u1 ≤ u. In particular, R
D|f(u1)| < ∞ q.e. Hence, by [17, Theorem 3.4] again,
there exists a solution u2 to (3.5), and by [17, Proposition 3.7] again, u ≤ u2 ≤ u and
u1 ≤ u2. Continuing in this fashion, we get {un} having the desired properties. Let
u = supn≥1 un(x) and hˆ be an arbitrary quasi-continuous function such that u ≤ hˆ ≤ h
m-a.e. Then by Remark 3.2 and Proposition 3.3,
un(x) = inf
σ≤τD
Ex
(∫ σ∧τD
0
f(un−1)(Xr) dr + hˆ(Xσ)1σ<τD
)
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for q.e x ∈ D. Applying the Lebesgue dominated convergence theorem shows that for
q.e x ∈ D,
u(x) = inf
σ≤τD
Ex
(∫ σ∧τD
0
f(u)(Xr) dr + hˆ(Xσ)1σ<τD
)
.
From this and Proposition 3.3 and Remark 3.2 it follows that u is a solution to (3.1).
4 Uniqueness result
As in Sections 2 and 3, we assume that D is a bounded Lipschitz domain in Rd (d ≥ 2)
and D0 ⊂ D is a bounded Dirichlet regular domain. We assume that a > λ
D
1 , where
λD1 is the first eigenvalue for the operator −AD. By ϕ
D
1 we denote the ground state for
−AD, i.e. a unique strictly positive function ϕ
D
1 ∈ D(ED) such that ‖ϕ
D
1 ‖L2 = 1 and
ED(u, η) = λ
D
1 (u, η), η ∈ D(ED).
It is well known that λD1 > 0, and by the regularity of D, ϕ
D
1 ∈ C0(D).
To prove a uniqueness result for (1.1), we will need some regularity results for
solutions to (1.1) and comparison results for the Green functions associated with the
operator AD and its perturbations.
By [12], the semigroup (PDt )t>0 is intrinsically ultracontractive, which implies that
for every t > 0 there exist constants c1(t), c2(t) > 0 such that
c1(t)ϕ
D
1 (x)ϕ
D
1 (y) ≤ pD(t, x, y) ≤ c2(t)ϕ
D
1 (x)ϕ
D
1 (y), x, y ∈ D. (4.1)
Proposition 4.1. Let u be a solution to (1.1) and ν be the reaction measure for u.
Then u · ν = ν.
Proof. Set
h(x) = 1 + aEx
∫ τD0
0
u(Xr) dr, x ∈ D. (4.2)
It is clear that h is quasi-continuous. Moreover,
u ≤ hn ≤ ID\D0 , n ≥ 1, q.e.
Hence, by the definition of a solution to the obstacle problem,∫
D
(hn − u) dν = 0, n ≥ 1. (4.3)
Since for every x ∈ D0, h
n(x) ր ∞ as n → ∞, it follows from (4.3) that supp[ν] ⊂
D \D0. By this and (4.3) again, for every nonegative η ∈ Cc(D) we have
0 =
∫
D
η(h− u) dν =
∫
D\D0
η(h− u) dν =
∫
D\D0
η(1− u) dν =
∫
D
η(1− u) dν,
which implies the desired result.
Proposition 4.2. If u is a solution to (1.1), then
(i) u(x) ≤ c‖u‖L1(D;m)ϕ
D
1 (x) for q.e. x ∈ D.
(ii) u ∈ C0(D).
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(iii) The reaction measure ν for u is bounded and ‖ν‖TV ≤ a‖u‖L1(D;m).
Proof. By the definition of a solution to (1.1) and Proposition 4.1,
u(x) = aEx
∫ τD
0
u(Xr) dr − Ex
∫ τD
0
u(Xr) dA
ν
r
for q.e x ∈ D. By Lemma 2.1 and the Itoˆ formula, for every t ≥ 0,
u(x) = eatExe
−Aν
t u(Xt)
for q.e. x ∈ D. Therefore, by the ultracontractivity of PD, for every t > 0,
u(x) ≤ eat
∫
D
pD(t, x, y)u(y) dy ≤ cte
atϕD1 (x)‖u‖L1(D;m)
for q.e. x ∈ D, which proves (i). To prove (ii), consider the function h defined by (4.2).
By (i) and regularity of the set D0, h ∈ C(D). By Lemma 2.1, for q.e x ∈ D,
u(x) = Exu(XτD0 ) + aEx
∫ τD0
0
u(Xr) dr − Ex
∫ τD0
0
dAνr ≤ h(x).
It is clear that h ≤ ID\D0 , so by Remark 3.2, u is a solution to (1.1) with ID\D0 replaced
by h. Therefore u ∈ C0(D) by [25, Theorem 1], which proves (ii). By the definition of
a solution to (1.1) and Lemma 2.1,
Ex
∫ τD
0
dAνr ≤ aEx
∫ τD
0
u(Xr) dr (4.4)
for q.e. x ∈ D. From (4.4) and [19, Lemma 5.4] we get (iii).
Proposition 4.3. Let u be a solution to (1.1) and ν be its reaction measure. Then
(i) supp[ν] is a compact subset of D.
(ii) supx∈D R
Dν(x) <∞.
Proof. By Proposition 4.1, supp[ν] ⊂ {u = 1}, which when combined with Proposition
4.2(ii) implies (i). Assertion (ii) follows easily from (4.4), Proposition 4.2 and (2.6).
Proposition 4.4. Let u be a solution to (1.1) and let ν be its reaction measure. Then
u ∈ D(ED), ν ∈ S0(D) and for every η ∈ D(ED),
ED(u, η) = a(u, η) −
∫
D
η˜ dν. (4.5)
Proof. Since u ∈ L1(D;m) and ν ∈ M0,b(D) by Proposition 4.2, from [20, Theorem 3.5]
it follows that u is a renormalized solution to (1.1) in the sense defined in [20]. By the
definition of a renormalized solution, u∧k ∈ D(ED), k ≥ 1, which when combined with
Proposition 4.2 implies that u ∈ D(ED). Moreover, by the definition of a renormalized
solution, there exists a sequence νk ⊂ M0,b(D) such that ‖νk‖TV → 0 and for every
bounded η ∈ D(ED),
ED(u ∧ k, η) +
∫
D
η˜ dν = a(u, η) +
∫
D
η˜ dνk.
Letting k → ∞ yields (4.5) for every bounded η ∈ D(ED). Applying now a simple
approximation argument, we get (4.5) for any η ∈ D(ED).
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For a nonnegative measure µ ∈ M0,b(D), we define the perturbation of the form
(ED,D(ED)) by µ as follows:
D(EµD) = {u ∈ D(ED) :
∫
D
u˜2 dµ <∞}, EµD(u, v) = ED(u, v) +
∫
D
u˜v˜ dµ.
By [11, Theorem 6.1.2], (EµD,D(E
µ
D)) is a regular symmetric Dirichlet form on L
2(D;m).
Let (TD,µt )t>0 be the semigroup generated by E
µ
D and A
µ
D be its generator. We denote
by GµD the Green function for A
µ
D (see [11, Exercise 6.1.1]).
Let G denote the Green function for Rd (and the operator ∆α/2). It is well known
that there is c > 0 such that
G(x, y) =
c
|x− y|d−α
, x, y ∈ Rd.
Lemma 4.5. Assume that µ ∈ M0,b(D), K := supp[µ] is a compact subset of D
and supx∈D R
Dµ(x) < ∞. Then GµD ∼ GD, i.e. there exist c1, c2 > 0 such that
c1G
µ
D ≤ GD ≤ c2G
µ
D on D.
Proof. Let µ¯ be an extension of µ to Rd defined as µ¯(B) = µ(D ∩B) for any Borel set
B ⊂ Rd. Let V be an open set such that K ⊂ V ⊂ V ⊂ D, and let r = dist(K,∂V ).
By [3, Theorem 1.2], there is c > 0 such that
cG(x, y) ≤ GD(x, y), x, y ∈ V.
From this and the assumptions of the theorem it follows that
sup
x∈D
Rµ¯(x) ≤ max{sup
x∈V
Rµ¯(x), sup
x∈D\V
Rµ¯(x)}
≤ max
{
c sup
x∈V
RDµ(x), sup
x∈D\V
∫
K
G(x, y)µ(dy)
}
≤ cmax{sup
x∈D
RDµ(x), rα−d‖µ‖TV }. (4.6)
Next, for all x, y ∈ D,∫
D
G(x, z)G(z, y)
G(x, y)
µ(dz) =
∫
D
|x− y|d−α
|x− z|d−α|z − y|d−α
µ(dz)
≤ 2d−α
∫
D
max{|x− z|d−α, |z − y|d−α}
|x− z|d−α|z − y|d−α
µ(dz)
≤ 2d−αRµ¯(x) + 2d−αRµ¯(y). (4.7)
By the 3G Theorem (see [15]),∫
D
GD(x, z)GD(z, y)
GD(x, y)
µ(dz) ≤ c
∫
D
G(x, z)G(z, y)
G(x, y)
µ(dz), x, y ∈ D.
This when combined with (4.6) and (4.7) shows that there exists C > 0 such that∫
D
GD(x, z)GD(z, y)µ(dz) ≤ CGD(x, y), x, y ∈ D. (4.8)
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From this we conclude that for every nonnegative Borel measure ν on D,∫
D
GD(x, z)
( ∫
D
GD(z, y) ν(dy)
)
µ(dz) ≤ C
∫
D
GD(x, y) ν(dy), x, y ∈ D.
Equivalently, ∫
D
GD(x, z)R
Dν(z)µ(dz) ≤ CRDν(x), x, y ∈ D. (4.9)
It is well known (see [10, Theorem 17, page 230]) that each excessive function is an
increasing limit of functions of the form RDν for some nonnegative Borel measure ν.
Therefore from (4.9) it follows that for every excessive function e,∫
D
GD(x, z)e(z)µ(dz) ≤ Ce(x), x, y ∈ D.
Taking e = min{GD(·, y), 1} (it is excessive as a minimum of excessive functions), we
get
sup
x∈D
∫
D
e(z)
e(x)
GD(x, z)µ(dz) <∞.
From this and [13, Theorem 9.1, Proposition 9.3, Remark 9.2.1] we get the desired
result.
Remark 4.6. Note that in [13, Proposition 9.3] it is assumed that D is a C1,1-domain.
However, the assertion of [13, Proposition 9.3] also holds true for Lipschitz domains,
since [13, (9.3)] is true for Lipschitz domains (see [14, Theorem 21]).
Theorem 4.7. Assume that a ∈ (λD1 , λ
D0
1 ). Then there exists at most one solution to
(1.1).
Proof. Let u1, u2 be two solutions to (1.1). We divide the proof into two steps.
Step 1. We will show that without loss of generality we may assume that u1 ≤ u2.
Assume that whenever we know that w, v are solution to (1.1) such that w ≤ v, then
w = v. By Proposition 3.7, u := u1 ∧ u2 is a supersolution to (1.1). It is clear that for
a sufficiently small c > 0, cϕD1 ≤ ID\D0 . Since
−AD(cϕ
D
1 ) = λ
D
1 cϕ
D
1 = acϕ
D
1 − c(a− λ
D
1 )ϕ
D
1
and a > λD1 , we see that cϕ
D
1 is a subsolution to (1.1). By the definition of a superso-
lution to (1.1), there exists a nonnegative µ ∈M0(D) such that
−ADu = au+ µ− ν.
By Proposition 4.1, the above equation may be equivalently rewritten as
−AνDu = au+ µ.
Hence
u(x) = a
∫
D
GνD(x, y)u(y) dy +
∫
D
GνD(x, y)µ(dy).
By Proposition 4.2, Proposition 4.3 and Lemma 4.5, GνD ∼ GD. This when combined
with the above equation and (4.1) gives
u(x) ≥ ac
∫
D
GD(x, y)u(y) dy ≥ acc1ϕ
D
1 (x)
∫
D
ϕD1 (y)u(y) dy, x ∈ D,
13
so u ≥ cϕD1 for some c > 0. Hence, for a sufficiently small c > 0, cϕ
D
1 is a subsolution
to (1.1) such that cϕD1 ≤ u. By Proposition 3.7, there exists a solution v to (1.1) such
that cϕD1 ≤ v ≤ u. Hence v ≤ u1 and v ≤ u2. By the assumption of the Step 1,
u1 = v = u2, which implies that u1 = u2.
Step 2. Assume that u1 ≤ u2. Let ν1, ν2 be the reaction measures for u1 and u2,
respectively. Then, by Proposition 4.4,
ED(u1, u2) +
∫
D
u2 dν1 = a(u1, u2), ED(u2, u1) +
∫
D
u1 dν2 = a(u2, u1).
Hence ∫
D
u2 dν1 −
∫
D
u1 dν2 = 0.
From this and Proposition 4.3 we conclude that∫
D
u1u2(dν1 − dν2) = 0.
On the other hand, since u1 ≤ u2, applying [17, Proposition 3.7] we get dν1 ≤ dν2. This
when combined with the above equation and the fact that u1, u2 are strictly positive
implies that ν1 = ν2. Therefore we have
−AD(u2 − u1) = a(u2 − u1).
By the definition of a solution to the above equation,
(u2 − u1)(x) = a
∫
D
GD(x, y)(u2 − u1)(y) dy, x ∈ D. (4.10)
We have assumed that u2 − u1 ≥ 0. Striving for a contradiction, suppose that (u2 −
u1)(x) > 0 for some x ∈ D. Then continuity of u1, u2 and (4.10) would imply that
u2 − u1 is strictly positive on D, in contradiction with the fact that a > λ
D
1 .
Remark 4.8. All the results of the paper hold for α = 2. In case α = 2 the proofs run
in the same way as in case α ∈ (0, 2), the only difference being in the proof of Lemma
4.5. In the case where d = 2, to get (4.8) we use [5, Theorem 6.24], and instead of
[13, Proposition 9.3] we use [13, Corollary 9.6]. In case d ≥ 3, instead of [3, Theorem
1.2] we use [5, Lemma 6.7]. To get (4.8) we use [2, Theorem 3.1], and at the end of
the proof of Lemma 4.5 instead of [13, Theorem 9.1, Proposition 9.3, Remark 9.2.1] we
apply [23, Theorem 5.2].
Ultracontractivity of the semigroup generated by ∆D follows from [9, Theorem 9.3].
That Lipschitz bounded domains are Dirichlet regular is well known (see, e.g., [1, page
350]).
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