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POLYLOGARITHMS, BLOCH COMPLEXES, AND QUIVER MUTATIONS
CHRISTIAN K. ZICKERT
Abstract. For an integer n ≥ 2 we define a polylogarithm L̂n, which is a holomorphic func-
tion on the universal abelian cover of C \ {0, 1} defined modulo (2pii)n/(n− 1)!. We analyze its
functional relations and give a method for producing relations from quivers. We define higher
weight analogues B̂n(C) of Neumann’s extended Bloch group B̂(C), and show that the imag-
inary part (when n is even) or real part (when n is odd) of L̂n agrees with Goncharov’s real
valued polylogarithm Ln on B̂n(C). For a field F we also define an extended version Γ̂(F, n) of
Goncharov’s Bloch complex Γ(F, n). Goncharov’s complex conjecturally computes the rational
motivic cohomology of F , and one may speculate whether the extended complex computes the
integral motivic cohomology. Finally, we use L̂3 to construct a lift of Goncharov’s regulator
H5(SL(3,C))→ R to a complex regulator whose real part agrees with that of Goncharov.
1. Introduction
For a natural number n, the polylogarithm of weight n is defined by the power series
(1.1) Lin(z) =
∞∑
k=1
zk/kn, |z| ≤ 1.
It extends holomorphically to C \ (1,∞), but is multivalued on C with branch points at 0 and 1.
There are several real single valued analogues of the polylogarithm (see [Zag91] for definitions
and basic properties). We shall only consider
(1.2) Ln(z) = Rn
(
n−1∑
r=0
2rBr
r!
Lin−r(z)(log |z|)r
)
,
where Rn(x) denotes the real part of x when n is odd and the imaginary part when n is even,
and B1 = −1/2, B2 = 1, B3 = 0, B4 = −1/30, etc., are the Bernouilli numbers. The functions
Ln(z) are continuous on CP 1 = C ∪ {∞}, and
(1.3) L2(z) = Im(Li2(z)) + Im(log(1− z)) log(|z|)
is the Bloch-Wigner dilogarithm. Letting Z[X] denote the free abelian group on a set X, we
may regard Ln as functions on Z[CP 1] by linear extension.
1.1. Regulators and algebraic K-theory. The study of Ln and its functional relations is
related to algebraic K-theory. Goncharov has defined subgroups Rn of Z[CP 1] consisting of
functional relations of Ln, i.e. Ln(α) = 0 for α ∈ Rn. We refer to [Gon95] and Section 3 below
for their definition. Let
(1.4) Pn(C) = Z[CP 1]
/
Rn, Bn(C) = Ker(νn),
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2 CHRISTIAN K. ZICKERT
where
(1.5)
νn : Pn(C)→ Pn−1(C)⊗ C∗, [z] 7→ [z]⊗ z for n > 2,
ν2 : P2(C)→ ∧2(C∗), [z] 7→ z ∧ (1− z) for n = 2.
Remark 1.1. Goncharov uses the symbol Bn to denote the groups Pn. We use Bn to denote
the kernel of νn. Our use is consistent with common notation when n = 2.
For an abelian group A, let AQ = A ⊗Z Q. Goncharov [Gon94, Gon05b] has conjectured the
existence of a commutative diagram
(1.6)
K
(n)
2n−1(C)Q
∼= //
regn
$$
Bn(C)Q
Ln
||
R ,
where K(p)q (C) = grpγ Kq(C) denotes the associated graded groups for the γ-filtration on Kq(C),
and regn is a regulator map (see e.g. [Gon05b]). If this conjecture holds, it follows that a proper
understanding of the groups Rn would give concrete descriptions of K
(n)
2n−1(C)Q.
When n = 2 Goncharov conjectures that R2 is generated by the elements
(1.7) [x]− [y] + [y
x
]− [1− x
−1
1− y−1 ] + [
1− x
1− y ], x, y ∈ CP
1,
corresponding to the well known functional relation
(1.8) L2(x)− L2(y) + L2(y
x
)− L2(1− x
−1
1− y−1 ) + L2(
1− x
1− y ) = 0
for the Bloch-Wigner dilogarithm. If so, it follows that B2(C) is the classical Bloch group B(C)
and the isomorphism in (1.6) follows from Suslin’s result [Sus90] that K ind3 (F )Q ∼= B(F )Q for
any infinite field. Goncharov also conjectures that R3 is generated by elements
(1.9) [x]− [x−1], [x] + [1− x] + [1− x−1]− ([y] + [1− y] + [1− y]−1), R3(x, y, z),
where R3(x, y, z) is an explicit 3-variable relation (see Remark 3.17). For n > 3 few explicit
elements in Rn are known other than the elements [x] + (−1)n[x−1] which are in Rn for any
n. Gangl [Gan16] has constructed a 931 term relation in R4, and an alternative conjectural
description of R4 has been given in [GR18].
One can define Pn(F ) for any field F and Goncharov has shown that the maps νn in (1.5)
are the first maps in a chain complex Γ(F, n). When n = 2 this complex is simply ν2 : P2(F )→
∧2(F ∗) and when n > 2 the complex Γ(F, n) is given by
(1.10)
Pn(F ) δ1 // · · · δk // Pn−k(F )⊗ ∧k(F ∗)
δk+1 // · · · δn−2 // P2(F )⊗ ∧n−2(F ∗)
δn−1 // ∧n(F ∗),
with Pn(F ) in degree 1 and ∧n(F ∗) in degree n and
(1.11) δ1([z]) = [z]⊗z, δk([z]⊗a) = [z]⊗(z∧a) for 1 < k < n−1, δn−1([z]⊗a) = z∧(1−z)∧a.
We stress that this is only a chain complex modulo two-torsion (2z ∧ z is always zero, but z ∧ z
may not be).
Generalizing the isomorphism in (1.6) Goncharov conjectures [Gon94, Conj. 2.1] that there
are isomorphisms
(1.12) H i(Γ(F, n)Q) ∼= K(n)2n−i(F )Q.
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It is interesting to note that the chain complex Γ(n, F ) is concentrated exactly in the degrees
i, where K(n)2n−i(F ) may be non-vanishing (it is known that K
(n)
2n−i(F )Q = 0 for i > n and
conjectured that K(n)2n−i(F )Q = 0 for i ≤ 0).
Remark 1.2. For any smooth scheme X over a field, Voevodsky has defined motivic cohomology
groupsH iM(X,Z(n)) which are rationally isomorphic toK
(n)
2n−i(X). Hence, the complex Γ(n, F )Q
conjecturally computes the rational motivic cohomology of F . Voevodsky also showed that
H iM(X,Z(n)) is isomorphic to Bloch’s higher Chow groups CHn(X, 2n − i) [MVW06, Voe02].
For any field F one has CHp(F, q)[1/(q − 1)!] ∼= K(p)q (F )[1/(q − 1)!] [Lev97].
1.2. Complex valued regulators and Neumann’s extended Bloch group. Bloch [Blo86]
defined regulator maps CHn(X, 2n − i) → H iD(X, (2pii)nZ), where X is a complex variety and
H∗D is Deligne cohomology [EV88]. One has H
1
D(C, (2pii)nZ) = C/(2pii)nZ and under the iso-
morphism K(n)2n−1(C)Q ∼= CHn(C, 2n− 1)Q the regulator map regn from (1.6) is the composition
of Bloch’s regulator with Rn : C/(2pii)nQ → R. By Remark 1.2 regn thus lifts to a complex
valued regulator. We shall also denote this regulator by regn.
1.2.1. Neumann’s extended Bloch group. Neumann [Neu04] (modified slightly in [GZ07]) defined
a holomorphic function R : Ĉ→ C/4pi2Z where Ĉ is the universal abelian cover of C \ {0, 1} and
R is a variant of Roger’s dilogarithm. He defined a group P̂(C) to be the quotient of Z[Ĉ] by a
certain lift of the five term relation (1.7) and defined the extended Bloch group B̂(C) to be the
kernel of a map P̂(C) → ∧2(C) lifting the map ν2 in (1.11). There is a commutative diagram
(see [Neu04, GZ07, Zic15])
(1.13)
K ind3 (C)
∼= //
reg2 &&
H3(SL(2,C))
∼= //
ĉ2

B̂(C)
Rxx
C/4pi2Z,
where ĉ2 is the second Cheeger-Chern-Simons class [CS85]. Although Neumann defined B̂(C)
using analytic continuation, Zickert [Zic15] proved that one can define an extended Bloch group
B̂(F ) for any field F given a choice of a Z-extension 0 → Z → E → F ∗ → 0 of the unit group
F ∗. When F = C the extension is simply the one given by the exponential map. He also showed
that Suslin’s isomorphism K ind3 (F )Q ∼= B(F )Q lifts to an isomorphism K ind3 (F ) ∼= B̂(F ) at least
when F is a number field and E is a generator of the group Ext(F ∗,Z).
Remark 1.3. For any field F , one has CH2(F, 3) ∼= K ind3 (F ) [Sus87], and sinceK3(C) is divisible
(see e.g. [Sah89]) we thus have K(2)3 (C) ∼= K ind3 (C).
1.3. Goals of the paper. We briefly describe the main goals of the paper. Explicit results are
listed in Section 2 and more details can be found in the remainder of the paper.
• Define complex valued polylogarithms L̂n : Ĉ→ C/ (2pii)
n
(n−1)!Z generalizing Neumann’s map
R when n = 2. Analyze its functional relations.
• Define higher weight analogues P̂n(C) and B̂n(C) of Neumann’s groups P̂(C) and B̂(C).
The group P̂n(C) is the quotient of Z[Ĉ] by a subgroup R˜n of functional relations for L̂n,
and B̂n(C) is the kernel of a map P̂n(C)→ P̂n−1(C)⊗C when n > 2, or P̂2(C)→ ∧2(C)
when n = 2.
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• Give a method for constructing elements in R˜n from a quiver. When n is 2 or 3, this
method is very effective, but we have found no new elements in R˜4 using this method.
• Show that Rn ◦ L̂n equals Ln ◦ r on B̂n, where r : Ĉ → C \ {0, 1} is the covering map.
We stress that they are not equal on Ĉ. Note that L̂n is holomorphic while Ln is not the
real/imaginary part of a holomorphic function. This suggests that L̂n is more natural.
• Show that Goncharov’s complex (1.10) lifts to a complex Γ̂(C, n):
(1.14) P̂n(C) δ1 // · · · δk // P̂n−k(C)⊗ ∧k(C)
δk+1 // · · · δn−2 // P̂2(C)⊗ ∧n−2(C)
δn−1 // ∧n(C).
• Goncharov [Gon95] used L3 to define a map H5(SL(3,C)) → R, which he proved to be
a non-zero rational multiple of Borel’s regulator. We use L̂3 to construct a map
(1.15) H5(SL(3,C))→ C/(pii)
3
2
Z
whose real part agrees with that of Goncharov.
Remark 1.4. We mainly work over the field C, but the groups P̂n(C), B̂n(C) and the com-
plex (1.14) can be defined over any field F together with a choice of Z-extension of F ∗.
1.3.1. Some speculation. The following questions may inspire further investigations.
• Is the complex Γ̂(F, n) rationally isomorphic to Goncharov’s complex Γ(F, n)?
• Does Goncharov’s conjectural rational isomorphism (1.12) lift to an integral isomorphism
(1.16) H i(Γ̂(F, n)) ∼= H iM(F,Z(n))?
• One has characteristic classes ĉn : H2n−1(SL(n,C)) → C/(2pii)nZ [CS85]. Does (1.13)
generalize to a diagram
(1.17)
H1M(C,Z(n))
∼= //
regn ((
H2n−1(SL(n,C))
∼= //
ĉn

B̂n(C)
(n−1)!L̂nww
C/(2pii)nZ?
• Is the map (1.15) equal to ĉ3 modulo (pii)
3
2 ?
Remark 1.5. Neumann defined two variants of his extended Bloch group, one using Ĉ and
another using a disconnected cover Ĉsigns. We shall likewise consider different variants, the main
difference being the ambiguity of definition of L̂n (modulo (2pii)
n
(n−1)! or
(pii)n
(n−1)!). In this section we
have not distinguished the different variants.
Acknowledgment. We thank Soren Galatius and Matthias Goerner for helpful discussions.
2. Statement of results
Consider the space
(2.1) Ĉsigns =
{
(u, v) ∈ C2 ∣∣ 1eu + 2ev = 1 for some 1, 2 ∈ {−1, 1}},
introduced by Neumann [Neu04] (see also Zagier [Zag07]). It has four components Ĉ++, Ĉ−+,
Ĉ+− and Ĉ−− corresponding to the signs of 1 and 2. There is a holomorphic map
(2.2) r : Ĉsigns → C \ {0, 1}, (u, v) 7→ 1eu if (u, v) ∈ Ĉ1,2 ,
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which restricts to a Z×Z cover on each component. On Ĉsigns we shall introduce the holomorphic
one form
(2.3) ωn = (−1)nn− 1
n!
un−2
(
udv − vdu) ∈ Ω1(Ĉsigns),
which is closed since Ĉsigns is complex 1-dimensional. Let ν2 denote the 2-adic valuation and let
(2.4) κn =
{
22−n if n is even,
23+ν2(n−1)−n if n is odd.
Theorem 2.1 (Proof in Section 5.1). The form wn has periods in
(2pii)n
(n−1)!Z on Ĉ++ and Ĉ+− and
periods in κn
(2pii)n
(n−1)!Z on Ĉ−+ and Ĉ−−.
2.0.1. Primitives for ωn. Letting Log denote the main branch of logarithm (argument in (−pi, pi])
we may uniquely write each element (u, v) in Ĉsigns in the form
(2.5) 〈z; p, q〉1,2 := (Log(1z) + 2ppi,Log(2(1− z)) + 2qpii).
For z ∈ C \ {0, 1} and an integer q let
(2.6) Lik(z; q) = Lik(z)− 2qpii
(k − 1)! Log(z)
k−1.
Theorem 2.2 (Proof in Section 5.1). The function
(2.7) L̂n(u, v) =
n−1∑
r=0
(−1)r
r!
Lin−r(z; q)ur − (−1)
n
n!
un−1v
is holomorphic and well defined modulo (2pii)
n
(n−1)! for (u, v) ∈ Ĉ++ or Ĉ+− and modulo κn (2pii)
n
(n−1)! for
(u, v) ∈ Ĉ−+, where 1, z and q are defined by (2.5). It is a primitive for ωn, i.e. dL̂n = ωn.
Remark 2.3. On Ĉ−− the function (2.7) is only defined modulo (pii)
n
(n−1)! , and in order to obtain
a primitive defined modulo κn
(2pii)n
(n−1)! , one must modify it by multiples of
(pii)n
(n−1)! . We refer to
Section 5 for details.
Remark 2.4. The map L̂2 equalsR+pi26 modulo pi2, whereR is Neumann’s polylogarithm [Neu04]
(reviewed in Section 4).
2.0.2. Inversions and order 3 symmetries in low degree. It is well known that the polylogarithm
Ln in (1.2) satisfies the functional equations
(2.8)
Ln(z) + (−1)nLn(z−1) = 0,
L3(z) + L3( 1
1− z ) + L3(1− z
−1) = ζ(3), L2(z)− L2( 1
1− z ) = 0.
Consider the holomorphic maps
(2.9) τ̂ : Ĉsigns → Ĉsigns, (u, v) 7→ (−u, v − u), σ̂ : Ĉsigns → Ĉsigns, (u, v) 7→ (−v, u− v).
One easily checks that τ and σ have order 2 and 3, respectively, and that they are lifts of the
maps C \ {0, 1} → C \ {0, 1} given by z 7→ z−1 and z 7→ 11−z , respectively. An elementary
calculation shows that
(2.10) τ∗(ωn) = −(−1)nωn, ω3 + σ∗ω3 + (σ∗)2ω3 = 0, σ∗(ω2) = ω2.
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This implies that the functions
(2.11)
L̂n(u, v) + (−1)nL̂n(−u, v − u),
L̂3(u, v) + L̂3(−v, u− v) + L̂3(v − u,−u), L̂2(u, v) + L̂2(−v, u− v),
are locally constant.
Lemma 2.5. For (u, v) ∈ Ĉ−+ we have
(2.12) L̂n(u, v) + (−1)nL̂n(−u, v − u) = (2n − 2)(pii)nBn
n!
∈ C/κn (2pii)n
(n− 1)!Z
if n is even and 0 if n is odd.
Proof. Since the function is constant on Ĉ−+ it is enough to consider (u, v) = (0,Log(2)) ∈ Ĉ−+.
For this point τ(u, v) = (u, v), which proves the result for odd n. Since Lin(1) = ζ(n) (this
follows from (1.1)) if follows from the formula Lin(z) + Lin(−z) = 21−n Lin(z2) [Lew91, p. 29]
that Lin(−1) = −(1− 21−n)ζ(n). When n is even, ζ(n) = (−1)n2 +1Bn(2pi)
n
2n! , so we have
(2.13) 2L̂n(0, log(2)) = 2 Lin(−1) = −2(1− 21−n)ζ(n) = (2n − 2)(pii)nBn
n!
.
This concludes the proof. 
Remark 2.6. By the Staudt-Clausen formula for the denominator of even Bernouilli numbers,
we see that the order of (2.12), when n is even, is equal to the denominator of Bn2n . This is
equal to the order of Kn(Q) when n is divisible by 4 and half this, when n is 2 modulo 4 (see
e.g. [Wei05]). It is equal to the order of the Harris-Segal summand of Kn(Q) for any even n.
Lemma 2.7. For (u, v) in Ĉ++, Ĉ+− or Ĉ−+ we have
(2.14) L̂3(u, v) + L̂3(−v, u− v) + L̂3(v − u,−u) = ζ(3) mod 4pi3i.
Proof. It is enough to check this for (u, v) ∈ Ĉ++. If (u, v) is a lift of −1, then (−v, u− v) and
(v − u,−u) are lifts of 12 and 2, respectively. The result now follows from the formulas
(2.15)
Li3(−1) = −3
4
ζ(3), Li3(
1
2
) =
7
8
ζ(3)− pi
2
12
log(2) +
1
6
log(2)3,
Li3(2) =
7
8
ζ(3) +
pi2
4
log(2)− pi
2
i log(2).
which can be found in [Lew81, A.2.6]. We leave the details of the computation to the reader. 
Remark 2.8. One has L̂3(u, v) + L̂3(−v, u− v) + L̂3(v − u,−u) = ζ(3)− 32pi3i modulo 8pi3i if
(u, v) ∈ Ĉ−−.
Lemma 2.9. We have
(2.16) L̂2(u, v) + L̂2(−v, u− v) = −pi
2
6
mod
pi2
2
.
Proof. This is proved using elementary properties of the dilogarithm. We omit the details. 
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2.1. Relationship between L̂n and Ln. For (u, v) ∈ C2, let
(2.17) det(u ∧ v) = Re(u) Im(v)− Im(u) Re(v).
The result below relates L̂n to Ln. It is the key to proving that Rn ◦ L̂n agrees with Ln ◦ r on
B̂n(C). It is a generalization of [DZ06, Prop. 4.6] for n = 2.
Theorem 2.10 (Proof in Section 10). There exist rational numbers ci,j and di,j such that
(2.18)
Rn(L̂n(u, v))− Ln(r(u, v))) =
n−2∑
s=1
(
Rn−s(L̂n−s(u, v))
s∑
i=0
ci,s−i Re(u)i Im(u)s−i
)
+
det(u ∧ v)
n−2∑
i=0
di,n−2−i Re(u)i Im(u)n−2−i.
Explicit formulas for ci,j and di,j are given in Section 10. For example, we have
(2.19)
Im(L̂2(u, v))− L2(r(u, v)) =− 1
2
det(u ∧ v)
Re(L̂3(u, v))− L3(r(u, v)) = Im(L̂2(u, v)) Im(u) + 1
6
det(u ∧ v)
Im(L̂4(u, v))− L4(r(u, v)) =− Re(L̂3(u, v)) Im(u) + 1
6
(Re(u)2 + 3 Im(u)2)+
1
24
det(u ∧ v)(Re(u)2 + Im(u)2).
2.2. Functional relations. We now define the notion of a differential L̂n relation. Such gives
rise to a genuine L̂n relation if a certain realization variety is positive dimensional (see Proposi-
tion 2.18). To motivate our definitions we start with two trivial observations.
Observation 1. Let 1, 2 ∈ {±1} and let kj , lj ∈ Z and aj ∈ C∗. We then have
(2.20) 1
N∏
j=1
a
kj
j + 2
N∏
j=1
a
lj
j = 1 =⇒ (
N∑
j=1
kj a˜j ,
N∑
j=1
lj a˜j) ∈ Ĉ1,2 ,
where a˜j denotes any logarithm of aj , i.e. exp(a˜j) = aj .
The 1-form ωn from (2.3) is also a 1-form on C2. We shall also denote by ωn the 1-form on
(C2)K restricting to ωn on each coordinate.
Observation 2. Suppose that Γ∗ωn = 0 for some linear map Γ : CN → (C2)K . If Y is a
connected smooth manifold and p˜Y : Y → CN is a smooth map with Γ(p˜Y (Y )) ⊂ ĈK , then the
function L̂n ◦ Γ ◦ p˜Y is constant on Y .
For i ∈ N, let a˜i and ai be free variables and consider the polynomial rings
(2.21) S = Z[a±11 , a
±1
2 , . . . ], S˜ = Z[a˜1, a˜2, ...].
We shall think of a˜i as a logarithm of ai. Let S˜1 ⊂ S˜ denote the subgroup generated by the
a˜i, and let U(S) denote the free multiplicative group on the ai. We have a canonical group
homomorphism
(2.22) pi : S˜1 → U(S), a˜i 7→ ai.
Definition 2.11. A symbolic log-pair is a pair (u, v) of elements in S˜1. The set of symbolic
log-pairs is denoted by SymbLogs.
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In the following we let
(2.23) α =
K∑
i=1
ri[(ui, vi)] ∈ Z[SymbLogs], ui =
N∑
j=1
kjia˜j , vi =
N∑
j=1
ljia˜j .
Definition 2.12. A sign determination for α is a vector ((11, 12), . . . , (N1 , N2 )) of sign pairs,
i.e. i1, i2 ∈ {±1}.
Definition 2.13. Let V be a sign determination for α. The realization variety of α with respect
to V is the scheme XVα over Z defined by the realization equations
(2.24) i1pi(ui) + 
i
2pi(vi) = 1 ∈ S, i = 1, . . . , N.
Note that a point in XVα (C) is a ring homomorphism p : S → C and thus restricts to a group
homomorphism pU : U(S)→ C∗.
Definition 2.14. Let p be a point in XVα (C). A lift of p is a homomorphism p˜ : S˜1 → C lifting
pU in the sense that exp ◦p˜ = pU ◦ pi.
We may regard p˜ as a choice of logarithm of each of the coordinates of p.
Definition 2.15. A realization of α is a triple p˜ = (V, p, p˜) where V is a sign determination for
α, p is a smooth point in XVα (C) and p˜ is a lift of p.
Remark 2.16. We stress that a realization of α only depends on the terms (ui, vi), not on the
coefficients. In particular, a realization of α canonically determines a realization of any multiple
of α and of all lower level projections (Definition 2.26).
Given a realization p˜ it follows from Observation 1 that we have elements
(2.25) p˜(α) =
K∑
i=1
ri[(p˜(ui), p˜(vi))] ∈ Z[Ĉsigns], p(α) =
K∑
i=1
ri[
i
1p(pi(ui))] ∈ Z[C \ {0, 1}]
satisfying that r(p˜(α)) = p(α), where r is the covering (2.2). If Y ⊂ XVα (C) is a smooth
submanifold and p˜Y is a family of lifts of the points in Y , (2.25) gives rise to maps
(2.26) p˜Y (α) : Y → Z[Ĉsigns], pY (α) : Y → Z[C \ {0, 1}].
In particular, L̂n ◦ p˜Y (α) and Ln ◦pY (α) are functions on Y . Note that if Y is simply connected,
one may choose p˜Y to be smooth over Y meaning that the logarithms of the coordinates are
smooth on Y . If so, L̂n ◦ p˜Y (α) is smooth.
2.2.1. Differential L̂n relations. For an integer k > 0 let Ω1k(S˜) denote the group of 1-forms on S
of degree k (finite formal sums of terms fIda˜i where fI is a degree k monomial). To a symbolic
log-pair (u, v) we can assign the one-form (compare with (2.3))
(2.27) wn(u, v) = un−2(udv − vdu) ∈ Ω1n−1(S˜).
Definition 2.17. We say that α is a differential L̂n relation if
(2.28) wn(α) :=
K∑
i=1
riwn(ui, vi) = 0 ∈ Ω1n−1(S˜).
The following is a trivial consequence of Observation 2.
Proposition 2.18. Suppose α is a differential L̂n relation with a realization p˜. For any simply
connected submanifold Y of XVα (C), and any smooth lift p˜Y over Y the function L̂n ◦ p˜Y (α) is
constant on Y .
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2.2.2. Examples.
Example 2.19 (The lifted five term relation). Consider the element
(2.29) α = [(u0, v0)]− [(u1, v1)] + [(u2, v2)]− [(u3, v3)] + [(u4, v4)] ∈ Z[SymbLogs]
where (ui, vi) are the symbolic log-pairs defined by
(2.30)
(u0, v0) = (a˜1, a˜3), (u1, v1) = (a˜2, a˜4), (u2, v2) = (a˜2 − a˜1, a˜5 − a˜1)
(u3, v3) = (a˜2 + a˜3 − a˜1 − a˜4, a˜5 − a˜1 − a˜4), (u4, v4) = (a˜3 − a˜4, a˜5 − a˜4).
One easily checks that
(2.31) w2(α) =
4∑
i=0
(−1)i(uidvi − vidui) = 0 ∈ Ω11(S˜)
so α is a differential L̂2 relation. For any realization of α, p˜(α) ∈ Z[Ĉsigns] is an instance of
Neumann’s lifted five term relation (see Definition 4.2).
Example 2.20. [(a˜1, a˜2)]+(−1)n[(−a˜1, a˜2− a˜1)] is a differential L̂n relation. The corresponding
relation is an instance of (2.12) if V =
(
(−1, 1), (−1, 1)).
Example 2.21. [(a˜1, a˜2)] + [(−a˜2, a˜1 − a˜2)] + [(a˜2 − a˜1,−a˜1)] is a differential L̂3 relation. The
corresponding L̂3 relation for V =
(
(1, 1), (1,−1), (−1, 1)) or any cyclic permutation of V is an
instance of (2.14).
Example 2.22. One checks that we have a differential L̂2 relation
(2.32) [(a˜1, a˜2 + a˜5)] + [(a˜2, a˜3 + a˜1)] + [(a˜3, a˜4 + a˜2)] + [(a˜4, a˜5 + a˜3)] + [(a˜5, a˜1 + a˜4)].
For the realization vector with i1 = −1 and i2 = 1, the corresponding L̂2 relation is constant
and equal to −pi22 modulo 4pi2. It is a lift of the non-alternating five term relation (3.6) below.
Remark 2.23. The examples above are all lifts of Ln relations. One can similarly obtain lifts
of Goncharov’s 22 term relation for L3 (see Section 3.5), and the 40 term relation for L3 found
in [GGS+13] (see Section 8.3). One can also lift Gangl’s 931 term relation for L4 to a 931 term
relation for L̂4. We shall not do this here.
Example 2.24. One has a differential L̂4 relation
(2.33) [(2a˜1 + 2a˜3,−a˜1 + a˜2)]− 8[(a˜1 + a˜3,−2a˜1 + a˜2 − a˜3)].
The corresponding L̂4 relations depend not only on the choice of sign determination, but also on
the choice of lift. It does not give rise to elements in R˜4(C) (defined below).
2.2.3. Characterization of differential L̂n relations. Consider the homomorphism
(2.34) ν : Z[SymbLogs]→ ∧2(S˜1), (u, v) 7→ u ∧ v.
The following is elementary.
Lemma 2.25. α is a differential L̂2 relation if and only if 2ν(α) = 0.
Definition 2.26. Let l ∈ {2, . . . , n− 1}. For integers j1, . . . , jn−l ∈ {1, . . . , N} the elements
(2.35) pij1,...,jn−l(α) =
K∑
i=1
rikj1i · · · kjn−li(ui, vi) ∈ Z[SymbLogs]
are called level l projections of α. We shall occasionally allow l to be n and define pi∅(α) = α.
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Theorem 2.27 (Proof in Section 6). For n > 2, α is a differential L̂n relation if and only if all
level l projections of α (with l ∈ {2, . . . , n}) are differential L̂l relations.
Example 2.28. For α as in Example 2.21 we have
(2.36) pi1(α) = [(a˜1, a˜2)]− [(a˜2 − a˜1,−a˜1)], pi2(α) = −[(−a˜2, a˜1 − a˜2)] + [(a˜2 − a˜1,−a˜1)].
For α as in Example 2.24, one has pi1,3(α) = 4[(2a˜1 +2a˜3,−a˜1 + a˜2)]−8[(a˜1 + a˜3,−2a˜1 + a˜2− a˜3)].
One easily verifies that these are indeed differential L̂2 relations.
2.3. The higher extended Bloch groups. We now construct subsets R˜n(C) ⊂ Z[Ĉsigns] of
functional relations for L̂n that map to Goncharov’s functional relations Rn(C) for Ln under
the covering map r : Ĉsigns → C \ {0, 1}. We stress that our definitions, although inspired by
complex analysis, are defined purely algebraically and work for arbitrary fields as well as C (see
Section 2.6).
2.3.1. Definition of R˜n(C). The reader is encouraged to compare with the definition of Rn(C)
in Definition 3.11 below.
Let α denote an element as in (2.23). Given a realization of α we let XVα (C) denote the Zariski
closure of XVα (C) in CN . For each point q ∈ XVα (C) can define q(α) ∈ Z[C ∪ {∞}] as in (2.25).
A lift of q ∈ XVα (C) is defined as in Definition 2.14 (although it takes values in C ⊕ log(0)Z,
where log(0) is a symbol).
Definition 2.29. A point q ∈ XVα (C) is zero-degenerate with respect to α if q(α) ∈ Z[{0}]. A
lift q˜ of a zero-degenerate point q is permissible if q˜(vi) = 0 whenever q(pi(ui)) = 0.
To define R˜n(C) we need the following concepts whose definition is given in Section 7: Proper
realization, equivalence of realizations, and proper ambiguity of a differential L̂n relation.
Definition 2.30. The set R˜n(C) is the subset of Z[Ĉsigns] generated by the following two types
of relations, where α is a differential L̂n relation with proper ambiguity.
(1) p˜(α)− q˜(α), where p˜ is a proper realization of α and q˜ is any realization equivalent to p˜.
(2) p˜(α), where p˜ is a proper realization such that the component of p in XVα (C) contains a
point q, which is zero-degenerate with respect to α and has a permissible lift.
Example 2.31. Consider the differential L̂2 relation
(2.37)
α = −[(a˜3, a˜1)]+[(a˜4, a˜2)]−[(a˜5−a˜1, a˜2−a˜1)]+[(a˜5−a˜1−a˜4, a˜2+a˜3−a˜1−a˜4)]−[(a˜5−a˜4, a˜3−a˜4)]
obtained from the L̂2 relation in Example 2.19 by applying [(u, v)] 7→ −[(v, u)]. It has proper
ambiguity. Its realization variety for the realization vector V =
(
(1, 1), . . . , (1, 1)
)
consists of
the points (a1, . . . , a5) ∈ C5 where ai 6= 0 and a3 = 1 − a2, a4 = 1 − a2, a5 = a1 − a2. A
point with a1 = a2, a3 = a4, a5 = 0 is zero-degenerate and has a permissible lift given by
(Log(a1),Log(a2),Log(a3),Log(a4),Log(0)). It thus follows that p˜(α) ∈ R˜2(C) for any realiza-
tion with sign determination V and any realization equivalent to such. These are exactly the
inverted lifted five term relations (see Section 4.1).
We can now define
(2.38) P̂n(C) = Z[Ĉsigns]/R˜n(C).
POLYLOGARITHMS AND QUIVER MUTATIONS 11
2.3.2. The main theorems.
Theorem 2.32 (Proof in Section 7). The projection Z[Ĉsigns] → Z[C \ {0, 1}] induced by the
covering map r : Ĉsigns → C \ {0, 1} takes 2R˜n(C) to Rn(C).
Theorem 2.33 (Proof in Section 7). If β is in R˜n(C) then L̂n(β) = 0 in C/ (pii)
n
(n−1)!Z.
We have the following homomorphisms lifting (1.5)
(2.39)
ν̂n : Z[Ĉsigns]→ P̂n−1(C)⊗ C, [(u, v)] 7→ [(u, v)]⊗ u, n > 2
ν̂2 : Z[Ĉsigns]→ ∧2(C), [(u, v)] 7→ u ∧ v.
Theorem 2.34 (Proof in Section 7). ν̂n takes R˜n(C) to 0. We thus have homomorphisms
(2.40) ν̂n : P̂n(C)→ P̂n−1(C)⊗ C, ν̂2 : P̂2(C)→ ∧2(C)
for n > 2 and n = 2, respectively.
Definition 2.35. The weight n extended Bloch group B̂n(C) ⊂ P̂n(C) is the kernel of ν̂n.
Theorem 2.36 (Proof in Section 10). If β ∈ B̂n(C) we then have
(2.41) Rn(L̂n(β)) = Ln(r(β)).
Proposition 2.37 (Proof in Section 4.1). Assuming the conjecture that R2(C) is generated by
(inverted) five term relations (Conjecture 3.13), one has an isomorphism modulo 2-torsion
(2.42) B̂2(C) ∼= B̂(C)
induced by [(u, v)] 7→ −[(v, u)].
Remark 2.38. The reason that (2.42) only holds modulo 2-torsion is that Neumann’s transfer
relation may not be zero in B̂2(C) (see Section 4).
2.3.3. The lifted Bloch complex. By Theorem 2.34 we have a chain complex Γ̂(C, n):
(2.43) P̂n(C) δ1 // · · · δk // P̂n−k(C)⊗ ∧k(C)
δk+1 // · · · δn−2 // P̂2(C)⊗ ∧n−2(C)
δn−1 // ∧n(C),
with maps given by
(2.44)
δ1([(u, v)]) = [(u, v)]⊗ u, δn−1([(u, v)]⊗ a) = u ∧ v ∧ a,
δk([(u, v)]⊗ a) = [(u, v)]⊗ u ∧ a for 1 < k < n− 1.
Moreover, the map
(2.45) P̂n−k(C)⊗∧k(C)→ Pn−k(C)⊗∧k(C∗), [(u, v)]⊗a1 · · ·∧ak → [r(u)]⊗ea1 ∧· · ·∧eak
gives rise to a chain map r : Γ̂(C, n)→ Γ(C, n).
2.3.4. A refinement for Ĉ++. One also has subsets R˜n(C)++ defined as above, but using only
sign determinations where i1 = i2 = 1 for all i (and replacing R˜l(C) by R˜l(C)++ in (7.1)). One
can then define P̂(C)++, B̂n(C)++ and Γ̂(C, n)++. The main advantage of this variant is that
Theorem 2.33 holds modulo (2pii)
n
(n−1)! instead of
(pii)n
(n−1)! (see Remark 7.21).
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2.4. Relations from quivers. We refer to Section 8 for details and terminology regarding
quivers and mutation. For a quiver Q0 with m vertices, let Mut(Q0) denote the set of triples
(Q, a, k) where k is a mutable vertex and (Q, a) is a seed which is mutation equivalent to the
initial seed of Q0. The set of A-coordinates (see Definition 8.8) of Q0 is the set of all coordinates
in the seeds appearing in Mut(Q0). By enumerating the A-coordinates we can associate to each
A-coordinate one of the generators ai of the polynomial ring S in (2.21) and its lift a˜i ∈ S˜.
The key observation is that the exchange relation (see Definition 8.2)
(2.46) a′k =
1
ak
( ∏
j|εkj>0
a
εkj
j +
∏
j|εkj<0
a
−εkj
j
)
for the seed mutation (Q, a) 7→ (µk(Q), µk(a)) is equivalent to the realization equation (2.24) for
the symbolic log-pair
(2.47) X̂ (Q, a, k) = (
∑
j
εkj a˜j , a˜k + a˜
′
k +
∑
j|εkj<0
εkj a˜j)
with respect to the sign determination (−1, 1). Note that if X (Q, a, k) = (u, v) then
(2.48) X̂ (µk(Q), µk(a)) = (−u, v − u),
and that pi(u) =
∏
j a
εkj
j is the X -coordinate (see Definition 8.9) of (Q, a, k). Define
(2.49) X̂ (Q0, n) = Z[X̂ (Mut(Q0))]〈(u, v) + (−1)n(−u, v − u)〉 ,
where X̂ (Mut(Q0)) ⊂ SymbLogs is the image of (2.47). We may think of it as the free abelian
group generated by the X -coordinates of Q0 up to inversion. The map
(2.50) wn : Z[SymbLogs]→ Ω1n−1(S˜), (u, v) 7→ un−2(udv − vdu)
induces a map
(2.51) wn : X̂ (Q0, n)→ Ω1n−1(S˜),
and we have the following result (see Section 8.3), which is an immediate consequence of our
definitions.
Proposition 2.39. Every element in the kernel of wn is a differential L̂n relation.
2.4.1. Examples. There is a quiver Qp,q associated to a Grassmannian Gr(p, q) (see Section 8.1).
IfQ0 is the quiver of Gr(2, 5), X (Q0, 2) is five dimensional, and the kernel of w2 is one dimensional
generated by a five term relation, which is an instance of the relation in Example 2.22. If Q0
is the quiver of Gr(3, 6), X (Q0, 3) is 52 dimensional, and the kernel of w3 is one-dimensional
generated by a 40 term relation (see Section 8.3). It is a lift of the 40 term relation for L3 found
in [GGS+13].
Remark 2.40. One may speculate whether the quivers for Gr(n, 2n) or Gr(n, 2n+ 1) give rise
to L̂n relations in a similar fashion, but since the mutation class is infinite for n > 3, this can
not be verified by exhaustive search.
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2.5. A lift of Goncharov’s regulator. Let G˜r(p, q) denote the affine cone over the Grassman-
nian of p-planes in q-space. An element can be represented by a p× q matrix defined up to the
action by SL(p). For each i = 1, . . . , q one has a (simplicial) map δi : G˜r(p, q) → G˜r(p, q − 1)
given by omitting the ith column of a representing matrix, and one has a chain complex G∗(p)
given by
(2.52) Gq(p) = Z[G˜r(p, q + 1)(C)], ∂ : Gq(p)→ Gq−1(p), ∂ =
q∑
i=1
(−1)i−1δi.
Goncharov [Gon94] constructed a commutative diagram
(2.53)
G6(3) //

G5(3) //
g5

G4(3) //
g4

G3(3)
g3

0 // P3(C)Q // (P2(C)⊗ C∗)Q // ∧3(C∗)Q.
The definition of the gi are reviewed in Section 9. For each p, there is a canonical map
Γ: H∗(SL(p,C))→ H∗(G∗(p)), and Goncharov showed that the composition
(2.54) H5(SL(3,C))
Γ // H5(G∗(3))
g5 // B3(C)Q L3 // R
is a rational multiple of the Borel regulator. Defining Γi(C, n) = Γ2n−i(C, n) one may view (2.53)
as a chain map G∗(3) → Γ∗(C, 3)Q. We shall define a map f∗ : G∗(3) → Γ̂∗(C, 3) such that the
composition with Γ̂∗(C, 3) → Γ∗(C, 3)Q agrees with Goncharov’s on H5. We suspect that the
composition
(2.55) H5(SL(3,C))
Γ // H5(G∗(3))
f5 // B̂3(C) L̂3 // C/ (pii)
3
2 Z
agrees with the universal Cheeger-Simons class ĉ3 [CS85].
2.6. Other fields. In Zickert [Zic15], an extended Bloch group B̂(F ) was defined for an arbitrary
field F together with a Z-extension
(2.56) 0→ Z→ E pi→ F ∗ → 1
of the unit group F ∗ of F . Given such one can define
(2.57) F̂signs =
{
(u, v) ∈ E × E ∣∣ 1pi(u) + 2pi(v) = 1, 1, 2 ∈ {−1, 1} ⊂ F} .
A realization of a differential L̂n relation α can now be defined as in Definition 2.15 but with p
being a smooth point in XVα (F ) and lifts p˜ of p taking values in E. All definitions carry over
to this setup, e.g. we can define R˜n(F ), P̂n(F ), B̂n(F ) and Γ̂(F, n) (which is now only a chain
complex modulo 2-torsion).
Our main exposition focuses on F = C for simplicity, and because this is our main interest.
Remark 2.41. We have omitted the dependence on E from the notation. Zickert [Zic15] showed
that if F ∗ is free modulo torsion, and E is primitive, then B̂(F ) is independent of E up to
canonical isomorphism. We suspect this to hold for the higher analogues as well.
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3. The Bloch group and Goncharov’s higher Bloch complexes
3.1. The classical Bloch group. We use the conventions of Suslin [Sus90]. Let F be a field.
Let A(F ) be the kernel of the homomorphism
(3.1) ν : Z[F \ {0, 1}]→ ∧2(F ∗), [z] 7→ z ∧ (1− z),
and let FT (F ) be the subgroup of Z[F \ {0, 1}] generated by five term relations, i.e. elements of
the form
(3.2) FT [x, y] = [x]− [y] + [y
x
]− [1− x
−1
1− y−1 ] + [
1− x
1− y ], x 6= y ∈ F \ {0, 1}.
One can check that ν(FT [x, y]) = 0, so FT (F ) is a subgroup of A(F ).
Definition 3.1. The Bloch group of F is the group B(F ) = A(F )/FT (F ). The group P(F ) =
Z[F \ {0, 1}]/FT (F ) is called the pre-Bloch group of F .
If F = C, one can show that L2(FT [x, y]) = 0, so we may regard L2 as a map P(C)→ R.
Theorem 3.2 ([Sus90]). If F is infinite there is an exact sequence
(3.3) 0→ µ˜F → K ind3 (F )→ B(F )→ 0.
In particular, K ind3 (F )Q ∼= B(F )Q. Here µ˜F denotes the non-trivial Z2-extension of the group µF
of roots of unity in F (except when F has characteristic 2, where µ˜F denotes µF ).
One can show (see [Sus90, DS82]) that c = [x] + [1− x] ∈ B(F ) is independent of x and that
(3.4) 2([x] + [x−1]) = [x2] + [x−2] ∈ B(F ), 6c = 0 ∈ B(F ).
It follows that if we ignore 2-torsion we have
(3.5) [x] = [
1
1− x ] = [1−
1
x
] = −[x−1] = −[1− x] = −[ x
x− 1] ∈ P(F )
/〈c〉.
Remark 3.3. There is also a non-alternating five term relation (see e.g. [Lew91, p. 245],
[GGS+13, eq. (4.12)])
(3.6) FT+[x, y] = [−x] + [−y] + [−1 + y
x
] + [−1 + x+ y
xy
] + [−1 + x
y
].
Note that FT+[x, y] = FT [−x, y + 1] + 2c, so FT+[x, y] = 0 ∈ B(F )/〈c〉.
3.2. An alternative variant. Let P ′(F ) and B′(F ) be the quotients of Z[F \ {0, 1}], respec-
tively, A(F ) by the subgroup generated by elements φ(FT [x, y]), where φ([x]) = −[1 − x].
The element c = [x] + [1 − x] ∈ B′(F ) is still independent of x, and one easily shows that
FT [x, y] = c ∈ B′(F ) and that φ induces isomorphisms P(F ) ∼= P ′(F ) and B(F ) ∼= B′(F ). One
easily checks that the following holds in B′(F ) modulo 2-torsion
(3.7) [x] + [x−1] = 2c, [x]− [ 1
1− x ] = −c, FT
+[x, y] = 0.
3.3. The higher Bloch complexes. We stress that our definition is slightly different from
that of Goncharov since we (like Suslin) don’t allow the elements [0], [1] and [∞]. All of our
relations are also relations in the sense of Goncharov, so Goncharov’s Pn(F ) are quotients of
ours. The main difference is that the element 2([x] + (−1)n[x−1]) may be non-zero in Pn(F ) (see
Remark 3.15) and that our B2(F ) is isomorphic to B(F ) on the nose (pending Conjecture 3.13
that R2(F ) is generated by (inverted) 5-term relations).
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3.3.1. Goncharov’s original definition [Gon95, p. 221]. Let F be a field, and let P 1F = F ∪ {∞}.
The complex involves groups Pn(F ), which are defined using subgroups An(F ) and Rn(F ) of
Z[P 1F ], that are defined inductively starting with n = 2. Note that if X is a smooth curve over
F with function field F (X) and p is a point in X then p defines an evaluation map
(3.8) p : Z[F (X)]→ Z[P 1F ].
Assume that An(K) has been defined for every field K. Define Rn(F ) to be the subgroup
generated by [0], [∞], and all elements of the form p1(α) − p2(α) where p1 and p2 are smooth
points in a geometrically irreducible curve X over F , and α is an element in A2(F (X)). One
can then define Pn(F ) = Z[P 1F ]
/
Rn(F ). It remains to give the inductive definition of An(F ). If,
for some n > 2, An−1(F ) has been defined, we can define a homomorphism
(3.9) νn,F : Z[P 1F ]→ Pn−1(F )⊗Z F ∗, [x] 7→ [x]⊗ x, [0], [1], [∞] 7→ 0,
and define An(F ) = Ker(νn,F ). Finally, define A2 = Ker(ν2,F ), where ν2,F is the map in (3.1)
extended to Z[P 1F ] by taking [0], [1] and [∞] to 0.
Example 3.4. A simple induction argument shows that 2([t] + (−1)n[t−1]) ∈ An(F (t)) for all
n. Hence, for any x ∈ P 1F , 2([x] + (−1)n[x−1]) = 2([0] + (−1)n[∞]) = 0 ∈ Pn(F ). As we shall
see below (Remark 3.15), this element may be non-zero in our version of Pn(F ).
Example 3.5. One easily checks that [t]+[1−t] ∈ A2(F (t)). Hence, the element c = [x]+[1−x] ∈
B2(F ) is independent of x ∈ P 1F . In fact, it is 0 modulo 2-torsion.
Goncharov shows that νn,F induces maps Pn(F )→ Pn−1(F )⊗ F ∗, and we thus have a chain
complex Γ(F, n) with Pn(F ) in degree 1 and ∧n(F ∗) in degree n
(3.10)
Pn(F ) δ1 // · · · δk // Pn−k(F )⊗ ∧k(F ∗)
δk+1 // · · · δn−2 // P2(F )⊗ ∧n−2(F ∗)
δn−1 // ∧n(F ∗)
modulo 2-torsion. The maps δi are defined in (1.11).
Goncharov also shows that all elements in Rn(C) are functional relations for Ln, so there is a
map Ln : Pn(C)→ R.
Conjecture 3.6 ([Gon94, Conj. 2.1]). For i = 1, . . . , n there are isomorphisms
(3.11) H i(Γ(F, n)Q) ∼= K(n)2n−i(F )Q,
and when F = C and i = 1, the map Ln agrees with the regulator regn.
Definition 3.7. The nth Bloch group Bn(F ) is the group Ker(δ1) = H1(Γ(F, n)).
Conjecture 3.8 ([Gon95, Conj 1.20]). The group R2(F ) is the subgroup generated by elements
FT [x, y], where x, y ∈ P 1F (with the conventions that 00 = 1, 0∞ = 0, etc.).
Note that in B2(F ) we have FT [x, y] = FT [x, 0] = [x] + [1 − x] = c, whereas in B(F ) the
element FT [x, y] is zero and c is an element of order dividing 6.
Proposition 3.9. If Conjecture 3.8 holds, the inclusion F \{0, 1} → P 1F induces an isomorphism
(3.12) B(F )/〈c〉 ∼= B2(F )
modulo 2-torsion, where c = [x] + [1− x].
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Proof. For any fixed y, FT [x, y] ∈ A(F (x)), so all five term relations are equal in B2(F ). In
particular, FT [x, y] = FT [x, x] = [1]. Since [x2] + [x−2] ∈ A2(F (x)), 2[1] = [0] + [∞] = 0 ∈
P2(F ), so [1] = 0 (modulo 2-torsion). This shows that the map B(F ) → B2(F ) is well defined
and surjective. Assuming Conjecture 3.8, the kernel is generated by elements FT [x, y] where
{x, y} ∩ {0, 1,∞} 6= ∅. One now checks that all such elements are in the group genearated by c.
For example, FT [x,∞] = [x]− [1− x−1] = [x] + [x−1]− ([x−1] + [1− x−1]) = −c. 
3.3.2. Our definition.
Definition 3.10. Let X be a curve over F and let α ∈ An(F (X)). A point p in X is called
non-degenerate with respect to α if p(α) is in Z[F \ {0, 1}], and zero-degenerate if p(α) is in
Z[{0}].
Definition 3.11. Define An(F ) and Pn(F ) as above, but using F \ {0, 1} instead of P 1F . Define
Rn(F ) as the subgroup of Z[F \ {0, 1}] generated by the following two types of elements:
(1) p(α)− q(α) where p and q are smooth points in a geometrically irreducible smooth curve
X over F that are non-degenerate with respect to some α ∈ An(F (X)).
(2) p(α) with p and α as above if X contains a point which is zero-degenerate with respect
to α.
The groups Pk(F ) fit into a chain complex as in (3.10).
Example 3.12. Let φ([x]) = −[1− x]. For any fixed y ∈ F \ {0, 1}, one easily checks that
(3.13) φ(FT [x, y]) = −[1− x] + [1− y]− [x− y
x
] + [
x− y
x(1− y) ]− [
x− y
1− y ]
is in A2(F (x)), and that x = y is a zero-degenerate point. Hence, φ(FT [x, y]) ∈ R2(F ) for all
x, y ∈ F \ {0, 1}. We call such a relation an inverted five term relation.
The analogue of Conjecture 3.8 is the following.
Conjecture 3.13. The group R2(F ) is the subgroup generated by inverted five term relations.
Proposition 3.14. Assuming Conjecture 3.13, we have an isomorphism B(F ) ∼= B2(F ) induced
by φ : [x] 7→ −[1− x].
Proof. Let B′(F ) be the group defined in Section 3.2. Conjecture 3.13 implies that B′(F ) is equal
to B2(F ). Since B′(F ) ∼= B(F ) induced by φ, the result follows. 
Remark 3.15. If F is totally real c has order 6 [Sus90]. Hence, the element 2([x] + (−1)n[x−1])
may be non-zero in our variant of Pn(F ). We suspect that its order is finite and divides the
order of K2n−1(Q); see Remark 2.6.
3.4. Goncharov’s 22 term relation. For α1, α2, α3 in F and βi = 1− αi(1− αi−1), we may
write Goncharov’s 22 term relation [Gon95] as follows (see [Zag91, p. 428])
(3.14) R3(α1, α2, α3) = A1 +A2 +A3 + [−α1α2α3],
where (indices modulo 3)
(3.15) Ai = [αi] + [βi] − [αi−1
βi
] + [
βi
αi−1αi
] + [
αiβi−1
βi+1
] + [− βi
αiβi−1
] − [αi−1αiβi+1
βi
].
We have replaced βi/αi−1 in [Zag91] by αi−1/βi in order to make Lemma 3.16 below hold modulo
2 torsion instead of 6 torsion. If F = C, one has
(3.16) L3(R3(α1, α2, α3)) = 3ζ(3).
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We may also regard R3(α1, α2, α3) as an element of Z[F (α1, α2, α3) \ {0, 1}]. The result below
was stated without proof (modulo 6 torsion) in [Gon95, Thm 1.3’].
Lemma 3.16. Modulo 2-torsion we have
(3.17) ν3,F (α1,α2,α3)(R3(α1, α2, α3)) = 0 ∈ P ′(F (α1, α2, α3)))⊗ F (α1, α2, α3)∗.
Proof. Modulo 2-torsion one has
(3.18) ν3,F (α1,α2,α3)(R3(α1, α2, α3)) =
3∑
i=1
R1,i ⊗ αi +
3∑
i=1
R2,i ⊗ βi,
where
(3.19)
R1,i =[αi]− [ βi
αi−1αi
] + [
αiβi−1
βi+1
]− [− βi
αiβi−1
]− [αi−1αiβi+1
βi
]+
− [ αi
βi+1
]− [ βi+1
αiαi+1
]− [αiαi+1βi−1
βi+1
] + [−α1α2α3]
R2,i =[βi] + [
αi−1
βi
] + [
βi
αi−1αi
] + [− βi
αiβi−1
] + [
αi−1αiβi+1
βi
]+
[
αi+1βi
βi−1
]− [− βi+1
αi+1βi
]− [αi−1βi+1
βi
]− [αi−1αi+1βi
βi−1
].
Letting γi = 1− αi and δ = 1 + α1α2α3 and using (3.7) one checks that
(3.20)
R1,i = −FT [γi+1, βi+1
δ
]− FT [βi+1
δ
, βi+1] + FT [γi+1, βi+1] + c = 0 ∈ P ′(F (α1, α2, α3)),
R2,i = FT [α
−1
i ,
βi−1
δ
] + FT [
βi−1
δ
, γi−1]− FT [α−1i , γi−1]− c = 0 ∈ P ′(F (α1, α2, α3)).
This proves the result. 
Remark 3.17. Goncharov shows that R(α1, α2, α3) = R(α1, α2, α3) − 3[1] ∈ R3(F ). Since we
don’t allow [1], we can replace [1] by [x] + [ 11−x ] + [1− 1x ]. We shall not need this.
3.5. Lifting the 22 term relation. We now lift Goncharov’s relation to a relation for L̂3. This
involves a few concepts that are not introduced until later in the paper.
With αi, βi, γi and δ as above, one easily checks that
(3.21)
1− αi = γi, 1− βi = αiγi, 1− αi−1
βi
=
γi−1γi
βi
, 1− βi
αi−1αi
= − γi
αi−1αi
1− αiβi−1
βi+1
=
γi+1βi
βi+1
, 1 +
βi
αiβi−1
=
δ
αiβi−1
, 1− αiαi−1βi+1
βi
=
δγi
βi
, 1 + α1α2α3 = δ.
By introducing free variables αi, βi, γi and δ and their lifts α˜i, β˜i, γ˜i and δ˜, the relations (3.21)
lead us to associate a symbolic log-pair to each of the terms in R3(α1, α2, α3). In particular, we
have an element
(3.22) α = A˜1 + A˜2 + A˜3 + [(α˜1 + α˜2 + α˜3, δ˜)] ∈ Z[SymbLogs],
where
(3.23)
A˜i =[(α˜i, γ˜i)] + [(β˜i, α˜i + γ˜i)]− [(α˜i−1 − β˜i, γ˜i−1 + γ˜i − β˜i)]+
[(β˜i − α˜i−1 − α˜i, γ˜i − α˜i−1 − α˜i)] + [(α˜i + β˜i−1 − β˜i+1, γ˜i+1 + β˜i − β˜i+1)]+
[(β˜i − α˜i − β˜i−1, δ˜ − α˜i − β˜i−1)]− [(α˜i−1 + α˜i + β˜i+1 − β˜i, δ˜ + γ˜i − β˜i)].
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If we index the first 21 terms of α by (i, j) with i ∈ {1, 2, 3} and j ∈ {1, . . . , 7} and the last by
i = 22, it follows from (3.21) that p(α) is an instance of R(α1, α2, α3) for any realization p˜ of α
with sign determination V given by
(3.24)
(
(i,j)
1 , 
(i,j)
2 ) = (1, 1) if j ∈ {1, 2, 3, 5, 7},
(
(4,i)
1 , 
(4,i)
2 ) = (1,−1), ((6,i)1 , (6,i)2 ) = (−1, 1), (221 , 222 ) = (−1, 1).
One similarly has lifts R˜1,i and R˜2,i of the elements R1,i and R2,i. Note that these are the
(non-zero) level 2 projections (Definition 2.26) of α.
Terminology 3.18. In this section a good realization means a realization with sign determina-
tion as in (3.24).
Proposition 3.19. The element α is a differential L̂3 relation with proper ambiguity (Defini-
tion 7.4). Moreover, any good realization is a proper realization (Definition 7.7) of 2α.
Proof. By inspecting the terms one checks that each monomial one form appears with non-trivial
coefficient in either 0, 2, 3, or 4 of the expressions w3(ui, vi) and that these coefficients always
cancel out. For example, the one form α˜21dγ˜1 appears in w3(α˜1, γ˜1), w3(α˜1 − β˜2, γ˜1 + γ˜2 − β˜2),
w3(β˜1−α˜3−α˜1, γ˜1−α˜3−α˜1), and w3(α˜3+α˜1+β˜2−β˜1, δ˜+γ˜1−β˜1) with coefficients in w3(α) being
1, −1, 1, and −1, respectively. This proves the first statement. When writing α in the form (2.23)
with K = 22, N = 10, a simple inspection shows that each of the 10 integers
∑
i rik
2
jilji is either
0 or 3, proving the second statement. For the third statement, note that (3.20) shows that 2R1,i
and 2R2,i are linear combinations of inverted five term relations. A natural lift of (3.20) similarly
shows that good realizations of 2R˜1,i and 2R˜2,i are linear combinations of inverted lifted five term
relations (see Section 4.1). This concludes the proof. 
Corollary 3.20. For a good realization p˜ (or any realization sign equivalent to such) one has
(3.25) L̂3(p˜(α)) = 3ζ(3) ∈ C
/(pii)3
2
Z.
Proof. If p˜ is a good realization it follows from Proposition 3.19 (and the fact that C is 2-
divisible) that p˜(α) ∈ B̂3(C). Since p(α) is an instance of R3(α1, α2, α3) it follows from (3.16)
and Theorem 2.36 that the real part of L̂3(p˜(α)) is 3ζ(3). If one chooses a (good) realization where
all αi, βi, γi and δ are positive real numbers and all logarithms are main branches, one easily
checks that the imaginary part of L̂3(p˜(α)) is zero. This concludes the proof. The parenthetical
remark follows from Remark 7.22. 
4. The extended Bloch group
We review Neumann’s extended Bloch group [Neu04]. We use the definition in [Zic15] (which
works for arbitrary fields) and the modified variant of dilogarithm from [GZ07]. We stress that
there are two variants of the extended Bloch group: B̂(C) using the space Ĉsigns from (2.1), and
B̂(C)++ using only the component Ĉ = Ĉ++.
Definition 4.1. An element
(4.1) [(u0, v0)]− [(u1, v1)] + [(u2, v2)]− [(u3, v3)] + [(u4, v4)] ∈ Z[Ĉsigns]
is a lifted five term relation if
(4.2)
u2 = u1 − u0, u3 = u1 − u0 − v1 + v0,
v3 = v2 − v1, u4 = v0 − v1, v4 = v2 − v1 + u0.
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One easily checks that the covering map r : Ĉsigns → C \ {0, 1} takes a lifted five term relation
to a standard five term relation (3.2) and that the map
(4.3) ν̂ : Z[Ĉsigns]→ ∧2(C), (u, v) 7→ u ∧ v
takes lifted five term relations to 0.
Definition 4.2. Let P̂(C) be the quotient of Z[Ĉsigns] by the lifted five term relations as well as
the transfer relation
(4.4) [(u+ pii, v + pii)] + [(u, v)]− [(u+ pii, v)]− [(u, v + pii)],
and let B̂(C) be the kernel of ν̂ : P̂(C)→ ∧2(C).
Definition 4.3. Let P̂(C)++ be the quotient of Z[Ĉ++] by the lifted five term relations in
Z[Ĉ++], and let B̂(C)++ ⊂ P̂(C)++ be the kernel of ν̂.
Remark 4.4. The transfer relation is not needed in the definition of B̂(C)++ and not including
it changes B̂(C) only by a trivial Z/2Z-extension [Neu04, Prop. 7.2].
Proposition 4.5. Both B̂(C) and B̂(C)++ are extensions of B(C) by Q/Z and the canonical
map B̂(C)++ → B̂(C) is surjective with cyclic kernel of order 4.
One can write an element in Ĉsigns uniquely as (Log(z) + ppii,Log(1− z) + qpii) for integers p
and q. We may thus denote elements by [z; p, q]. Neumann shows that the map
(4.5) R([z; p, q]) = Li2(z) + 1
2
(Log(z) + ppii)(Log(1− z)− qpii)− pi
2
6
is defined on P̂(C) and P̂(C)++ modulo pi2 and 4pi2, respectively (see [GZ07] for the latter).
Proposition 4.6. The map R is injective on the kernel B̂(C)→ B(C), and similarly for B̂(C)++.
Let c˜ = (u, v) + (v, u) ∈ B̂(C). Neumann [Neu04] shows c˜ is independent of (u, v) ∈ Ĉsigns and
that it has order 6.
Lemma 4.7. The following holds in B̂(C) modulo 2-torsion.
(4.6) (u, v) + (−u, v − u) = 0, (u, v)− (−v, u− v) = c˜.
Proof. This is a restatement of [Neu04, Prop. 13.1]. 
Remark 4.8. There is also a non-alternating lifted five term relation
(4.7) [(u0, v0)] + [(v1, u1)] + [(u2, v2)] + [(v3, u3)] + [(u4, v4)]
for (ui, vi) as in (4.2), which is a lift of a non-alternating five term relation.
4.1. An alternative variant. One can also define B̂′(C) as above but without the transfer
relation and with the lifted five term relations replaced by the inverted lifted five term relations
(4.8)
4∑
i=0
(−1)i[(vi, ui)] = 0,
when the (ui, vi) satisfy (4.2). It follows that the map φ̂ : Z[Ĉsigns] → Z[Ĉsigns] taking [(u, v)]
to −[(v, u)] defines a map B̂′(C)→ B̂(C), which is an isomorphism modulo 2-torsion. Compare
with the definition of B′(C) in Section 3.2. A lifted five term relation equals c˜ in B̂′(C), and a
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non-alternating lifted five term relation is 0 modulo 2-torsion. Also, it follows from Lemma 4.7
that in B̂′(C) modulo 2-torsion one has (compare with (3.7))
(4.9) (u, v) + (−u, v − u) = 2c˜, (u, v)− (−v, u− v) = −c˜.
One easily checks that L̂2(c˜) = pi2/6 modulo pi2, so there is a commutative diagram
(4.10)
B̂′(C) φ̂ //
L̂2
##
B̂(C)
R
{{
C/pi2Z
Proposition 4.9. Assuming Conjecture 3.13 one has B̂2(C) = B̂′(C) modulo 2-torsion.
Proof. By Example 2.31 every inverted lifted five term relation is in R˜2(C), so there is a canon-
ical projection B̂′(C) → B̂2(C). If β 6= 0 ∈ B′(C) goes to zero, it follows from the fact that
B′(C) = B2(C) (Proposition 3.14) and the fact that R is injective on the kernel of B̂(C)→ B(C)
(Proposition 4.6) that β is a transfer relation. This proves the result. 
Remark 4.10. By a similar argument we have B̂2(C)++ = B̂′(C)++, which holds on the nose.
4.2. Other fields. Let F be a field and E a fixed Z-extension of F ∗. We can then define F̂signs
as in (2.57). It is a union of subsets F̂++, F̂−+, F̂+−, F̂−−, which are disjoint unless F has
characteristic 2 in which case they are equal. One can define B̂(F )++ as above and B̂(F ) as
above, but without including the transfer relation (which only affects 2-torsion).
5. Basic properties of the lifted polylogarithms
We now give concrete models for the four components of Ĉsigns following [Neu04, GZ07]. For
signs 1 and 2 (regarded when convenient as elements of {−1, 1}), let
(5.1) Ccut12 = C \ {z ∈ R | 1z ≤ 0, 2(1− z) ≤ 0} .
Note that Ccut−− is disconnected. Let
(5.2) Ccut12 = C
cut
12 ∪ {z ± 0i | z ∈ R, 1z < 0, 2(1− z) < 0} .
The functions Lik and Log extend continuously to C
cut
12 . Define Ĉ12 to be the Riemann surface
obtained from Ccut12 × Z2 as the quotient by the relations
(5.3)
(z + 0i, p, q) ∼ (z − 0i, p+ 1, q) if 1z < 0, 2(1− z) > 0
(z + 0i, p, q) ∼ (z − 0i, p, q − 2) if 1z > 0, 2(1− z) < 0
(z + 0i, p, q) ∼ (z − 0i, p+ 1, q − 2) if 1z < 0, 2(1− z) < 0.
An equivalence class is denoted by 〈z; p, q〉12 . The map
(5.4) 〈z; p, q〉12 7→ (Log(1z) + 2ppii,Log(2(1− z)) + 2qpii)
identifies Ĉ12 with the appropriate component of Ĉsigns.
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5.1. Definition of L̂n. We begin with the definition of a map L̂n, which agrees with L̂n modulo
(pii)n
(n−1)! . Consider the map
(5.5) L̂n : C
cut
12 × Z2 → C
taking 〈z; p, q〉12 to
(5.6)
n−1∑
r=0
(−1)r
r!
Lin−r(z; q) Log(1z; p)r − (−1)
n
n!
Log(1z; p)
n−1 Log(2(1− z); q),
where
(5.7) Lik(z; q) = Lik(z)− 2qpii
(k − 1)! Log(z)
k−1, Log(z; p) = Log(z) + 2ppii.
We wish to show that L̂n descends to a holomorphic function on Ĉ12 . For z ∈ R \ {0, 1}, let
z± = z ± 0i, and let
(5.8)
∆12(z, p, q) =
(n− 1)!
(2pii)n

L̂n(z+, p, q)− L̂n(z−, p+ 1, q) if 1z < 0, 2(1− z) > 0
L̂n(z+, p, q)− L̂n(z−, p, q − 2) if 1z > 0, 2(1− z) < 0
L̂n(z+, p, q)− L̂n(z−, p+ 1, q − 2) if 1z < 0, 2(1− z) < 0
0 if 1z > 0, 2(1− z) > 0.
Clearly, ∆12(z, p, q) only depends on the interval I (either (−∞, 0), (0, 1), or (1,∞)) where
z belongs. We denote it by ∆I12(p, q) accordingly. Let
(5.9) δ(p, n) = (−1)n((p− 1)n−1 − pn−1).
Lemma 5.1. We have
(5.10)
∆
(−∞,0)
++ (p, q) = qδ(p+ 1, n), ∆
(0,1)
++ (p, q) = ∆
(1,∞)
++ (p, q) = 0
∆
(−∞,0)
−+ (p, q) = qδ(p+
1
2
, n), ∆
(0,1)
−+ (p, q) = ∆
(1,∞)
−+ (p, q) = 0
∆
(−∞,0)
+− (p, q) = (−p− 1)n−1 + qδ(p+ 1, n), ∆(0,1)+− (p, q) = ∆(1,∞)+− (p, q) = (−p)n−1
∆
(−∞,0)
−− (p, q) = (−p−
1
2
)n−1 + qδ(p+
1
2
, n), ∆
(0,1)
−− (p, q) = ∆
(1,∞)
−− (p, q) = (
1
2
− p)n−1
Proof. Suppose z < 0. Then Lik(z+) = Lik(z−) and we have
(5.11) L̂n(〈z+; p, q〉++)− L̂n(〈z−; p+ 1, q〉++) =
− 2qpii
(n− 1)!
(
n−1∑
r=0
((
n−1
r
)
(Log(z+))
n−r−1(−Log(z+; p)r
)
−
n−1∑
r=0
((
n−1
r
)
Log(z−)n−r−1(−Log(z−; p+ 1)r
))
=
− 2qpii
(n− 1)!
(
(−2ppii)n−1 − (−2(p+ 1)pii)n−1) = (2pii)n
(n− 1)!qδ(p+ 1, n).
This proves the first equality. Some of the other ones make use of the identity
(5.12) Lin(z+)− Lin(z−) = 2piiLog(z)
n−1
(n− 1)! , z ∈ (1,∞)
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but are otherwise similar. We leave their verification to the reader. 
It follows that L̂n is holomorphic on Ĉ12 with values in
(pii)n
(n−1)! .
Lemma 5.2. L̂n is a primitive for the one form ωn defined in (2.3), i.e. dL̂n = ωn.
Proof. By (1.1) one has dLik(z) =
Lik−1(z)
z dz, and it follows that dLik(z; q) = Lik−1(z;q)z dz.
This holds for all k ≥ 1 with the convention that Li0(z; q) = z1−z . Letting u = Log(1; p) and
v = Log(2(1− z); q) one has
(5.13)
dL̂n =
n−1∑
r=0
(−1)r
r!
(Lin−r−1ur + rLin−rur−1)dz
z
− (−1)
n
n!
((n− 1)un−2vdu+ un−1dv)
=
(−1)n−1
(n− 1)! u
n−1Li0(z; q)dz
z
− (−1)
n
n!
((n− 1)un−2vdu+ un−1dv) = ωn.
The second equality follows by telescoping, and the third from the fact that Li0(z; q)dzz =−dv. 
Theorem 5.3. The form ωn has periods in
(2pii)n
(n−1)!Z on Ĉ++ and Ĉ+− and in κn
2pii
(n−1)! on Ĉ−+
and Ĉ−+, where κn is defined in (2.4).
Proof. It is enough to compute the integral of ωn along a lift of the loop aba−1b−1 in C \ {0, 1},
where a is a loop going counterclockwise around 0 and b is a loop going clockwise around 1.
Since L̂n is a primitive, this integral equals
(5.14)
(2pii)n
(n− 1)!
(
−∆(−∞,0)12 (p, q) + ∆(0,1)12 (p+ 1, q)−∆(1,∞)12 (p+ 1, q)+
∆(−∞,0)12 (p, q − 1)−∆(0,1)12 (p, q − 1) + ∆(1,∞)12 (p, q)
)
.
By Lemma 5.1 this equals − (2pii)n(n−1)!δ(p+ 1, n) when 1 = 1 and − (2pii)
n
(n−1)!δ(p+
1
2 , n) when 1 = −1.
When expanding (−p+ 12)n−1− (−p− 12)n−1 one easily verifies that the greatest common divisor
of the denominators is 2n−2 if n is even and 2n−3−ν2(n−1) if n is odd. This proves the result. 
One can define (with the convention that Im(z+) > 0 and Im(z−) < 0))
(5.15) L̂n = L̂n + (2pii)
n
(n− 1)!

0 if (1, 2) 6= (−1,−1)
−(−p− 12)n−1 + (−12)n−1 if (1, 2) = (−1,−1), Im(z) > 0
(−12)n−1 if (1, 2) = (−1,−1), Im(z) < 0
We stress that this is well defined since the imaginary part is never zero on Ccut−−. The fact that
L̂n is defined modulo κn 2pii(n−1)! on Ĉ−− is an easy consequence of Lemma 5.1.
We conclude with an elementary result whose purpose is to ensure that L̂n takes relations of
type (2) in Definition 2.30 to 0.
Lemma 5.4. Let zk ∈ C \ {0, 1} be a sequence with zk → 0, and let pk ∈ Z be a bounded
sequence. We have
(5.16) L̂n(Log(zk) + pkpii,Log(1− zk))→ 0 for k →∞
Proof. By L’hospital’s rule, the sequences Log(1 − zk) Log(zk)r and Lis(zk) Log(zk)r tend to 0
for any integers r and s. The result is an easy consequence. 
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6. Characterization of differential L̂n relations
We now give a proof of Theorem 2.27. As usual, α denotes an element as in (2.23).
Proposition 6.1. For n > 2, α is a differential L̂n relation if and only if
(6.1)
K∑
i=1
riwn−1(ui, vi)⊗ ui = 0 ∈ Ω1n−2(S˜)⊗ S˜1.
Proof. Let V = Ω1n−1(S˜), W = Ω1n−2(S˜)⊗ S˜1, and let
(6.2) X =
K∑
i=1
riu
n−2
i (uidvi − vidui), Y =
K∑
i=1
riu
n−3
i (uidvi − vidui)⊗ ui.
We must show that X is zero in V if and only if Y is zero in W . For a symbolic log-pair (u, v)
let
(6.3) A = un−2(udv − vdu), B = un−3(udv − vdu)⊗ u.
Note that V and W are free abelian groups with bases fIda˜i and gIda˜i⊗ a˜j , respectively, where
fI and gI are monomials of degree n − 1 and n − 2, respectively. For a basis element v of V
let Coeff(A, v) be the coefficient of v when expanding A in the basis for V . We similarly define
Coeff(B,w) for a basis element w of W . A direct computation then shows that
(6.4) Coeff(A, fIda˜i) =
∑
j where a˜j |fI
Coeff(B,
fI
a˜j
da˜i ⊗ a˜j).
By linearity, this proves that X = 0 if Y = 0. A basis vector in W may be written uniquely
in one of 3 ways: a˜ki fIda˜i ⊗ a˜i where a˜i does not divide fI , a˜ki a˜ljda˜i ⊗ a˜j with i 6= j, or as
a˜ki a˜
l
jgIda˜i ⊗ a˜j where gI 6= 1 is not divisible by a˜i 6= a˜j . With this notation, another elementary
computation shows that
(6.5)
(k + deg(fI)) Coeff(B, a˜
k
i fIda˜i ⊗ a˜i) = (k + 1) Coeff(A, ak+1i fIda˜i)
(k + l) Coeff(B, a˜ki a˜
l
jda˜i ⊗ a˜j) = lCoeff(A, a˜ki a˜l+1j da˜i),
and that
(6.6) ((k + l + deg(fI) + 1)2 − 1) Coeff(B, fI a˜ki a˜ljda˜i ⊗ a˜j) =
(l + 1)(k + l + deg(fI) + 1) Coeff(A, fI a˜
k
i a˜
l+1
j da˜i) + (k + 1) Coeff(A, fI a˜
k+1
i a˜
l
jda˜j).
Again, by linearity, this shows that Y = 0 if X = 0. 
By repeatedly applying Proposition 6.1 we obtain.
Corollary 6.2. If n > 2, α is a differential L̂n relation if and only if
(6.7)
K∑
i=1
riwn−l(ui, vi)⊗ uli = 0 ∈ Ω1n−l−1(S˜)⊗ S˜l
for all 1 ≤ l ≤ n− 2. Here S˜l denotes the group of degree l polynomials in S˜.
Theorem 2.27 is an immediate consequence.
24 CHRISTIAN K. ZICKERT
7. Definition and properties of R˜n(C)
We now define the notions of equivalence of realizations, proper realizations and proper am-
biguity needed to define R˜n(C) (see Section 2.3.1), and prove the theorems in Section 2.3.2. As
usual, α denotes an element as in (2.23).
7.1. Equivalence of realizations. We shall consider realizations equivalent if the points are
in the same component, and also if the points differ by simultaneously changing the sign of an
ai and adding pii to its logarithm. The formal definition is the following.
Definition 7.1. Two realizations p˜ = (V, p, p˜) and p˜′ = (V′ , p′, p˜′) of α are
(1) component-equivalent if V′ = V and p and p′ are in the same component of XVα (C);
(2) sign-equivalent if there exists a homomorphism φ : S˜1 → Z such that
′i1 = (−1)φ(ui)i1, ′i2 = (−1)φ(vi)i2, p′U = pUφ, p˜′ = p˜+ piiφ,
where φ : U(S)→ {±1} is the map induced by φ;
(3) equivalent if there is a realization p˜′′ = (V′′ , p′′, p˜′′), such that p˜′′ is sign-equivalent to p˜′
and component equivalent to p˜.
Each of the three notions in Definition 7.1 forms an equivalence relation.
Example 7.2. If in Example 2.20 one simultaneously changes the sign of a1 and adds pii to its log-
arithm a˜1, one obtains a new sign equivalent realization with sign determination
(
(1, 1), (1,−1)).
Lemma 7.3. Changing a realization by a sign equivalence leaves the element p(α) in (2.25)
unchanged.
Proof. A sign equivalence changes the sign of both i1 and p(pi(ui)), so p(α) is unchanged. 
7.2. Proper ambiguity.
Definition 7.4. A differential L̂n relation α has proper ambiguity if
∑
rik
n−1
ji lji is divisible by
n for every j = 1, . . . , N .
Recall the map ν from (2.34). When n = 2 one easily checks that a differential L̂2 relation α
has proper ambiguity if and only if ν(α) = 0 (recall that 2ν(α) = 0 by Lemma 2.25).
Remark 7.5. One may think of the notion of proper ambiguity as a generalization of Neumann’s
parity condition [Neu04, Sec. 4.2]. We shall not elaborate on this.
Example 7.6. The five term elements in Examples 2.19, 2.22, and 2.31 all have proper ambiguity.
The element in Example 2.21 does not have proper ambiguity.
7.3. Proper realizations. This concept is defined inductively. If a notion of proper realization
has been defined for n, one can define R˜n(C) as in Section 2.3.1.
Definition 7.7. A realization of a differential L̂n relation α is proper if
(7.1) p˜(pij1,...,jn−l(α)) ∈ R˜l(C)
for all the lower level projections pij1,...,jn−l(α) of α. Here l ∈ {2, . . . , n− 1}.
When n = 2, (7.1) is vacuous, so all realizations are proper, starting the inductive definition.
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7.4. Proof of Therem 2.32. Recall that for any curve Y in XVα (C) one has the element pY (α)
from (2.26), which we shall regard as an element in Z[C(Y ) \ {0, 1}]. Also recall the definition
of Ak from Section 3.3.2. We begin with a proof when n = 2.
Lemma 7.8. Suppose p˜ is a realization of a differential L̂2 relation α. For any smooth curve in
XVα (C) containing p, 2pY (α) ∈ A2(C(Y )).
Proof. The homomorphism pi : S˜1 → U(S) induces a homomorphism pi∗ : ∧2 (S˜1) → ∧2(U(S)).
Since each point p ∈ Y restricts to a homomorphism U(S) → C∗, we have a homomorphism
pY : U(S)→ C(Y )∗. We now have
(7.2)
ν2,C(Y )(2pY (α)) = 2
∑
ri(
i
1pi(ui)Y ) ∧ (1− i1pi(ui)Y )
= 2
∑
ripi(ui)Y ∧ pi(vi)Y
= 2pY ∗ ◦ pi∗(ν(α)).
By Lemma 2.25, 2ν(α) = 0. This proves the result. 
Lemma 7.9. The covering map r takes 2R˜2(C) to R2(C).
Proof. Recall that R˜2(C) is generated by the two types in Definition 2.30. Let α be a differential
L̂2 relation with a (proper) realization p˜ = (V, p, p˜) and let q˜ be a realization equivalent to
p˜. After applying a sign equivalence to q (which by Lemma 7.3 does not change the image in
Z[C \ {0, 1}]) we may assume that p and q are both in XVα (C). We may also assume that p 6= q.
Pick a smooth curve Y ⊂ XVα (C) containing p and q. By Lemma 7.8, 2pY (α) ∈ A2(C(Y )) and
it follows that
(7.3) 2r(p˜(α)− q˜(α)) = 2p(α)− 2q(α) ∈ R2(C).
Similarly, if a curve Y in XVα (C) containing p contains a point q ∈ XVα (C), we have 2r(p˜) =
2p(α) ∈ R2(C). 
Now suppose n > 2. Assume by induction that r maps 2R˜k(C) to Rk(C) for all k < n. We
begin with an elementary lemma, which holds for any integer m ≥ 2.
Lemma 7.10. Let β ∈ Z[SymbLogs] and let p˜ = (V, p, p˜) be a realization of β. Suppose that
for a smooth curve Y ⊂ XVβ (C) containing p one has pY (β) ∈ Am(C(Y )). If p(β) ∈ Rm(C) then
pY (β) ∈ Rm(C(Y )).
Proof. Suppose pY (β) =
∑K
i=1 ri[xi], where xi ∈ C(Y ). Then X = Y (C(Y )) is a smooth curve
in XVβ (C(Y )) containing both q = (x1, . . . , xK) and p. Moreover, pX(β) ∈ Am(C(Y )(X)). It
follows that p(β) − q(β) ∈ Rm(C(Y )) and since p(β) ∈ Rm(C) ⊂ Rm(C(Y )), it follows that
q(β) = pY (β) ∈ Rm(C(Y )). 
Lemma 7.11. Suppose p˜ is a proper realization of a differential L̂n relation α. For any smooth
curve Y in XVα (C) containing p, 2pY (α) ∈ An(C(Y )).
Proof. By Theorem 2.27 the elements
(7.4) βm = βm(j1, . . . , jn−m) = pij1,...,jn−m(α),
are differential L̂m relations for all m = 2, . . . , n− 1 and all ji. By our induction hypothesis that
2R˜k(C) maps to Rk(C) for all k < n, we see that 2p(βm) ∈ Rm(C) for all m < n. We now prove
by induction that 2pY (βm) ∈ Am(C(Y )) for all m = 2, . . . , n. The case m = n is the desired
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statement. By Lemma 7.8 this holds when m = 2. Now suppose by induction that it holds for
m = k with 2 < k ≤ n− 1. We then have
(7.5) νk+1,C(Y )(2pY (βk+1(j1, . . . , jn−k−1))) =
N∑
j=1
2pY (βk(j, j1, . . . , jn−k−1))⊗ aj ,
which is zero by Lemma 7.10. Hence, 2pY (βk+1) ∈ Ak+1(C(Y )). This concludes the proof. 
Theorem 7.12. The covering map r takes 2R˜n(C) maps to Rn(C).
Proof. The proof is the same as that of Lemma 7.9 except that Lemma 7.11 is used instead of
Lemma 7.8. 
Remark 7.13. In all of the above, we may replace C by an arbitrary field F as long as the curve
Y in XVα (F ) is geometrically irreducible. The fact that any two distinct points in a geometrically
irreducible variety are connected by an irreducible curve can be found in [CP16, Cor. 1.9].
Recall the map ν̂n from (2.39).
Theorem 7.14. The map ν̂n takes R˜n(C) to 0.
Proof. Let α be a differential L̂n relation as in (2.23) and let p˜ be a proper realization. The lift
p˜ induces a homomorphism p˜∗ : ∧2 (S˜1)→ ∧2(C), and the result for n = 2 now follows from the
fact that p˜∗(ν(α)) = ν̂2(p˜(α)). For n > 2, we have
(7.6) ν̂n(p˜(α)) =
K∑
i=1
ri[(p˜(ui), p˜(vi)]⊗ p˜(ui) =
N∑
j=1
K∑
i=1
rikji[(p˜(ui), p˜(vi)]⊗ p˜(a˜j).
Since p˜ is proper,
∑K
i=1 rikji[(p˜(ui), p˜(vi)] ∈ R˜n−1(C) for all j, and the result follows. 
7.5. Proof of Theorem 2.33. We now prove that L̂n(β) = 0 if β ∈ R˜n(C). The fact that this
holds for the relations of type (2) in Definition 2.30 is an elementary consequence of Lemma 5.4.
Suppose α is a differential L̂n relation with proper ambiguity and that p˜ is a proper realization.
For j ∈ {1, . . . , N} let Tj(p˜) be the (sign equivalent) realization obtained from p˜ by changing the
sign of aj and adding pii to the logarithm of a˜j . By Proposition 2.18 it is enough to prove the
following.
Proposition 7.15. For all j ∈ {1, . . . , N}, we have L̂n(Tj(p˜)(α)) = L̂n(p˜(α)) modulo (pii)
n
(n−1)! .
To prove Proposition 7.15 we start with a result comparing the values of L̂n at two points in
Ĉsigns with the same image in C \ {0, 1}.
Lemma 7.16. Let k¯ = kpii and l¯ = lpii denote multiples of pii. We have
(7.7)
L̂n(u+k¯, v+l¯)−L̂n(u, v) =
n−2∑
r=1
(−1)r k¯
r
r!
L̂n−r(u, v)+(−1)
n
n!
(
A(u, v; k¯, l¯)+
n−3∑
r=0
Ar(u, v; k¯, l¯)−k¯n−1 l¯
)
,
modulo (pii)
n
(n−1)! where
(7.8) A(u, v; k¯, l¯) = (k¯v − l¯u)(u+ k¯)n−2, Ar(u, v; k¯, l¯) = (k¯v − l¯u)
(
n− 2
r + 1
)
urk¯n−2−r.
Moreover, if (u, v) ∈ Ĉ++ and k¯ and l¯ are even multiples of pii, then (7.7) holds modulo (2pii)
n
(n−1)! .
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Proof. Let’s define functions X, Y and Z of (u, v) ∈ Ĉsigns as follows:
(7.9)
X =
n!
(−1)n
(L̂n(u+ k¯, v + l¯)− L̂n(u, v)), Y = n!
(−1)n
( n−2∑
r=1
(−1)r
r!
k¯rL̂n−r(u, v)
)
Z = A(u, v; k¯, l¯) +
n−3∑
r=0
Ar(u, v; k¯, l¯)− k¯n−1 l¯
Note that when (u, v) ∈ Ĉ++ and k¯ and l¯ are even multiples of pii these functions are defined
modulo n(2pii)n. Otherwise, we shall regard them as functions modulo n(pii)n. We must show
that X − Y = Z. We first show that dX − dY = dZ. Using the fact that dL̂k = ωk, we obtain
(7.10)
dX = (n− 1)
(
(u+ k¯)n−2
(
(u+ k¯)dv − (v + l¯)du)− un−2(udv − vdu))
dY =
n−2∑
r=1
k¯r
(
n
r
)
(n− r − 1)ur−2(udv − vdu).
It follows that dX − dY equals
(7.11)
n−2∑
r=1
((
(n− 1)
(
n− 2
r
)
−
(
n
r
)
(n− r− 1))un−r−2k¯r)(udv− vdu) + (n− 1)(u+ k¯)n−2(k¯dv− l¯du).
One now shows that dX − dY = dZ by a term by term comparison. The coefficient of dv in dZ
equals
(7.12) k¯(u+ k¯)n−2 +
n−3∑
r=0
k¯
(
n− 2
r + 1
)
urk¯n−2−r.
The coefficient of usdv in dX − dY is n− 1 when s = 0 and
(7.13) (n− 1)
(
n− 2
n− 1− s
)
− s
(
n
n− 1− s
)
+ (n− 1)
(
n− 2
s
)
=
(
n− 2
s
)
+
(
n− 2
s+ 1
)
,
when s ∈ {1, . . . , n − 1}. By (7.12) this agrees with the coefficient of usdv in dZ. A similar
consideration comparing coefficients of du completes the proof that dX − dY = dZ.
One now need only show that X − Y − Z = 0 for a single point in each of the 4 components
of Ĉsigns. We choose points
(7.14) (pii, log(2)), (0, log(2)), (0, log(2) + pii), (pii, log(2) + pii)
in Ĉ++, Ĉ−+, Ĉ−−, Ĉ+−, respectively. For (u, v) = (pii, log(2)) we have
(7.15)
X =
n!
(−1)n
(
n−1∑
r=0
(−1)r
r!
Lin−r(−1)
(
(pii+ k¯)r− (pii)r))− (pii+ k¯)n−1(log(2) + l¯) + (pii)n−1 log(2)
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and
(7.16)
Y =
n!
(−1)n
n−2∑
t=1
(−1)t
t!
k¯t
( n−t−1∑
s=0
(−1)s
s!
Lin−t−s(−1)(pii)s − (−1)
n−t
(n− t)! (pii)
n−t−1 log(2)
)
= nk¯n−1 Li1(−1) + n!
(−1)n
(
n−1∑
r=1
(
(pii+ k¯)r − (pii)r)(−1)r
r!
Lin−r(−1)
)
+
−
n−2∑
t=1
(
n
t
)
k¯t(pii)n−t−1 log(2).
Hence,
(7.17)
X − Y = (pii)n−1 log(2)− (pii+ k¯)n−1(log(2) + l¯) +
n−2∑
t=1
(
n
t
)
k¯t(pii)n−t−1 log(2)− nk¯n−1 Li1(−1)
= log(2)
(
(pii)n−1 − (pii+ k¯)n−1 +
n−3∑
r=0
(
n
r + 2
)
k¯n−2−r(pii)r+1 + nk¯n−1
)
− l¯(pii+ k¯)n−1.
Similarly, we obtain
(7.18) Z = log(2)
(
k¯(pii+ k¯)n−2 +
n−3∑
r=0
k¯
(
n− 2
r + 1
)
(pii)rk¯n−2−r
)
− l¯(pii+ k¯)n−1.
Letting
(7.19) ar = pii
(
n− 2
r + 2
)
k¯n−2−r(pii)r, br = pii
(
n− 2
r + 1
)
k¯n−2−r(pii)r,
(7.17) and (7.18) together with the equality
(
n
r+2
)
=
(
n−2
r+2
)
+ 2
(
n−2
r+1
)
+
(
n−2
r
)
imply that we have
(7.20)
X − Y − Z = log(2)
(
nk¯n−1 +
n−2∑
r=0
(ar − ar−1) + 2
n−2∑
r=0
(br − br−1)
)
= log(2)
(
nk¯n−1 − a−1 − 2b−1
)
= 0.
This concludes the proof when (u, v) = (pii, log(2)). The computations for the other 3 points are
similar (and much simpler for (0, log(2)) for (0, log(2) + pii)). 
Let S˜[pi] be the polynomial ring obtained from S˜ by adjoining a variable a˜pi, which we think
of as a symbolic representation of pii ∈ C. A homomorphism p˜ : S˜1 → C extends canonically to
S˜[pi]1 by taking a˜pi to pii. Fix j ∈ {1, . . . , N}, and consider the homomorphism
(7.21) Tj : S˜1 → S˜[pi]1, a˜i 7→
{
a˜i if i 6= j
a˜j + a˜pi if i = j.
We then have
(7.22) Tj(p˜)(α) = p˜(Tj(α)).
Note that
(7.23) Tj(α) =
K∑
i=1
ri(ui + kjia˜pi, vi + ljia˜pi).
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Hence, by Lemma 7.16 we have
(7.24) L̂n(T˜j(p˜)(α))− L̂n(p˜(α)) =
K∑
i=1
ri
(
n−2∑
r=1
(−1)r k¯
r
ji
r!
L̂n−r(p˜(ui), p˜(vi))
)
+
(−1)n
n!
K∑
i=1
riA
(
p˜(ui), p˜(vi); k¯ji, l¯ji
)
+
(−1)n
n!
K∑
i=1
ri
(
n−3∑
r=0
Ar
(
p˜(ui), p˜(vi); k¯ji, l¯ji
)
−
(−1)n
n!
K∑
i=1
ri(k¯ij)
n−1(l¯ij).
If n = 2, this equals 12
∑
rik¯
n−1
ij l¯ij , which is 0 modulo pi
2 since α has proper ambiguity. This
shows that Proposition 7.15 and therefore also Theorem 2.33 holds for n = 2. Assume that
n > 2 and that Theorem 2.33 holds for all k < n. The fact that it holds for n as well is now an
immediate consequence of Lemmas 7.17, 7.18, 7.19, and 7.20 below.
Lemma 7.17. For any r = 1, . . . , n− 2 we have
(7.25)
K∑
i=1
k¯rjiL̂n−r(p˜(ui), p˜(vi)) = 0 mod
(pii)n
(n− r − 1)! .
Proof. The lefthand side of (7.25) equals L̂n−r(p˜(pij,...,j(α)), and since p˜ is a proper realization,
p˜(pij,...,j(α)) ∈ R˜n−r(C). The result then follows from the induction hypothesis that Theorem 2.33
holds for all k < n. 
Lemma 7.18 (proof in Section 7.6). We have
(7.26)
K∑
i=1
riA
(
p˜(ui), p˜(vi); k¯ji, l¯ji
)
= 0 ∈ C.
Lemma 7.19 (proof in Section 7.6). For all r = 0, . . . , n− 3, we have
(7.27)
K∑
i=1
riAr
(
p˜(ui), p˜(vi); k¯ji, l¯ji
)
= 0 ∈ C.
Lemma 7.20. We have
(7.28)
1
n!
K∑
i=1
ri(k¯ji)
n−1(l¯ji) = 0 mod
(pii)n
(n− 1)! .
Proof. This follows from the proper ambiguity condition. 
7.6. Proof of Lemmas 7.18 and 7.19. Let S˜[pi]k and S˜k denote the subgroups generated by
monomials of degree k. We shall identify Symk(S˜1) with S˜k (and similarly for S˜[pi]k). Note that
a homomorphism p˜ : S˜[pi]1 → C extend to homomorphisms p˜ : S˜[pi]k → C by multiplication.
We have a homomorphism
(7.29) χ : ∧2 (S˜[pi]1)→ S˜1, (u+ pa˜pi) ∧ (v + qa˜pi) 7→ pv − qu
and also projection homomorphisms
(7.30) Πk : S˜[pi]n−2 → S˜k
defined by taking a monomial x to x/a˜n−2−kpi if x is divisible by a˜pi n−2−k times and 0 otherwise.
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Consider the map
(7.31) ∧2 Symn−2 : Z[SymbLogs]→ ∧2(S˜1)⊗ Symn−2(S˜1), (u, v) 7→ (u ∧ v)⊗ un−2.
Note that by Corollary 6.2 we have ∧2 Symn−2(α) = 0. Let m : S˜[pi]k ⊗ S˜[pi]l → S˜k+l denote the
canonical multiplication map. By Definition of the maps we have
(7.32) m ◦ (χ⊗ id) ◦ Tj∗(∧2 Symn−2(α)) =
K∑
i=1
ri(kjivi − ljiui)(ui + kjia˜pi)n−2 ∈ S˜[pi]n−1.
This proves Lemma 7.18. Similarly, for any r
(7.33) m ◦ (χ⊗Πr) ◦ Tj∗(∧2 Symn−2(α)) =
K∑
i=1
ri(kjivi − ljiui)
(
n− 2
r
)
urik
n−2−r
ji ∈ S˜r+1,
which proves Lemma 7.19.
Remark 7.21. Note that the proof above also shows that L̂n(β) = 0 modulo (2pii)
n
(n−1)! if β is in
the subgroup R˜(C)++ defined in Section 2.3.4.
Remark 7.22. When n = 3, Proposition 7.15 also holds under the slightly weaker assumption
that p˜ is a proper realization of 2α. The proof of this is the same.
8. Functional relations and quiver mutations
Our main inspiration for the results in this section is [GGS+13]. In particular, we derive in
Section 8.5 a lift of the 40 term relation for L3 from [GGS+13].
Definition 8.1. A quiver Q is a finite oriented graph with no loops or 2-cycles together with a
partition of its vertex set VQ into frozen vertices and mutable vertices. The set of frozen vertices
is denoted V 0Q. We also assume that VQ is ordered.
Given two vertices i and j of a quiver Q, let εij denote the number of edges from i to j
(counting an edge from j to i as negative). Clearly, Q is uniquely determined by its vertex set,
the set of frozen vertices, and the function εQ : VQ × VQ → Z taking (i, j) to εij . Morever, for
any pair V 0 ⊂ V of finite ordered sets, and any skew symmetric function ε : V × V → Z there is
a unique quiver Q with VQ = V , V 0Q = V
0, and εQ = ε.
Definition 8.2. A seed is a pair (Q, a), where Q is a quiver with VQ = {1, . . . ,m} and u =
{a1, . . . , am} is an ordered set of generators of the quotient field Q(x1, . . . , xm) of a polynomial
ring Z[x1, . . . , xm] in m-variables. We consider seeds only up to simultaneous reordering of the
vertices and variables.
If (Q, a) is a seed and k a mutable vertex we can form a new seed (µk(Q), µk(a)), where µk(Q)
is the quiver defined by Vµk(Q) = VQ, V
0
µk(Q)
= V 0Q and
(8.1) εµk(Q)(i, j) =

−εij if k ∈ {i, j}
εij if εikεkj ≤ 0, k /∈ {i, j}
εij + |εik|εkj > 0, if εikεkj > 0, k /∈ {i, j},
and µk(a) = (a′1, . . . , a′m) where
(8.2) a′k =
1
ak
( ∏
j|εkj>0
a
εkj
j +
∏
j|εkj<0
a
−εkj
j
)
, a′i = ai for i 6= j.
We say that (µk(Q), µk(a)) is obtained from (Q, a) by mutation at k.
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Definition 8.3. Two seeds (Q, a) and (Q′, a′) are mutation equivalent if (Q′, a′) can be obtained
from (Q, a) by a finite sequence of mutations. If so, we write (Q, a) ∼ (Q′, a′).
Remark 8.4. By [FZ03] the mutation class of a quiver is finite if and only if Q is an orientation
of a Dynkin diagram of type A, D or E. If one, more generally, considers valued quivers (see
e.g. [Mar13]) this extends to all finite Dynkin diagrams.
In the following we fix a quiver Q0 with m vertices.
Definition 8.5. The initial seed ofQ0 is the seed (Q0, a0) with a0 = {x1, . . . , xm} ⊂ Q(x1, . . . , xm).
Definition 8.6. An A-coordinate of Q0 is an element in the set AQ0 defined as the union of all
a ⊂ Q(x1, . . . , xm) where (Q, a) is a seed which is mutation equivalent to the initial seed of Q0.
Remark 8.7. It is known that each A-coordinate is a Laurent polynomial in x1, . . . , xm [FZ02,
FZ03].
Definition 8.8. The A-variety of Q0 is the scheme AQ0 = Spec(Z[AQ0 ]), where Z[AQ0 ] is
the Z-algebra generated by the A-coordinates of Q0. A point in AQ0(C) is a homomorphism
Z[AQ0 ]→ C. A point is non-degenerate if it takes allA-coordinates to non-zero complex numbers.
Definition 8.9. An X -coordinate of Q0 is an element in Q(x1, . . . , xm) of the form
(8.3) X =
m∏
j=1
a
εkj
j ,
where (Q, a) is a seed equivalent to the initial seed of Q0 and k is a mutable index of Q.
Remark 8.10. There is an X -coordinate for each oriented edge in the exchange graph of
Q0 [Kel12]. We shall not need this notion here.
8.1. Grassmannians. Let Gr(p, n) be the Grassmannian of p-planes in n-space. It is a pro-
jective scheme over Z whose coordinate ring is generated by a Plücker coordinate aI for each
p-tuple I of elements in {1, . . . , n} subject to the relations aσ(I) = sgn(σ)aI as well as a Plücker
relation
(8.4)
p+1∑
k=1
aI∪{jk}aJ\{jk} = 0
for each pair I, J = (j1, . . . , jp+1) of tuples of length p − 1 and p + 1, respectively. We may
regard a point in Gr(p, n) as a p× n matrix defined up to the action by GL(p), and the Plücker
coordinate aI is simply the p×p minor determined by I. We are primarily interested in the affine
cone G˜r(p, n), which is simply the affine scheme determined by the above relations. A point may
be regarded as a p× q matrix as above defined up to the action by SL(p) instead of GL(p).
The following result is essentially due to Scott [Sco06] (see also [GGS+13]).
Theorem 8.11. For any p, q > 1, the Grassmannian G˜r(p, p+ q) is isomorphic to the A-variety
of the quiver Qp,q in Figure 1 with 1 + pq vertices and an initial seed given by the Plücker
coordinates a1···p and aIp,q where
(8.5) Ii,j =
{
[i+ 1, p] ∪ [n+ 1− j, n+ i− j] if i ≤ j
[1, i− j] ∪ [i+ 1, p] ∪ [n+ 1− j, n] if i > j.
Here n = p+ q and [k, l] denotes the ordered set {k, . . . , l}. Also, every Plücker coordinate is an
A-coordinate.
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a1···p
aI1,1 aI1,2 aI1,q−1aI1,3 aI1,q
aI2,1
aIp−1,1
aIp,1 aIp,2 aIp,3 aIp,q−1 aIp,q
aI2,q
aIp−1,q
a123
a236 a235 a234
a136 a356
a126 a156
a345
a456
Figure 1. Qp,q. The p+ q vertices
marked by an x are frozen.
Figure 2. Q3,6. Frozen ver-
tices as in Figure 1.
In particular, all A-coordinates are regular (not just rational) functions of the Plücker coor-
dinates. For example, if one performs a mutation at the middle vertex of the seed in Figure 2
one obtains the A-coordinate
(8.6)
a156a236a345 +a136a235a456
a356
= a136a245−a126a345 = a146a235−a156a234 = a236a145−a123a456.
The equalities in (8.6) are all elementary consequences of the Plücker relations.
Remark 8.12. For p ≤ q, the mutation class of the initial seeds for the quivers Qp,q are infinite
unless p = 2 or p = 3 and q ∈ {3, 4, 5}.
8.2. The A and X -coordinates for G˜r(3, 6). The A and X -coordinates are well known for
G˜r(3, 6) [GGS+13]. The mutation class has 50 seeds, and there are 22 A-coordinates consisting
of the
(
6
3
)
= 20 Plücker coordinates as well as two additional coordinates
(8.7) y1 = det(v1 × v2, v3 × v4, v5 × v6), y2 = det(v2 × v3, v4 × v5, v6 × v1),
where the vi are the column vectors of a representing matrix, and × is the cross-product on
3-space. Clearly, y1 and y2 are regular functions (y2 is the coordinate in (8.6)).
The symmetric group S6 on six letters acts on G˜r(3, 6) by permuting the columns of a repre-
senting matrix. It also acts on the A-variety by permuting the indices of the Plücker coordinates.
There are 104 X -coordinates, which can all be obtained from the six X -coordinates
(8.8)
a136a235
a356a123
,
a126a145
a124a156
,
a156a236a345
a136a235a456
,
a123a156
a126a135
a136a145a235
a123a156a345
,
a123a456
y1
by inversion x 7→ x−1 and the action by the (dihedral) group generated by
(8.9) σ = (1, 2, 3, 4, 5, 6), τ = (1, 6)(2, 5)(3, 4).
Note that τ fixes y1 and y2 and σ flips them. The number of elements in the 〈σ, τ〉-orbits of the
six X -coordinates in (8.8) are 12, 12, 12, 6, 6, and 4, respectively.
8.3. Differential L̂n relations from quivers. Let Mut(Q0) denote the set of triples (Q, a, k),
where (Q, a) is a seed mutation equivalent to the initial seed of Q0, and k is a mutable vertex.
The X -coordinate X of a triple (Q, a, k) satisfies
(8.10) 1 +X = 1 +
∏
j
a
εkj
j =
∏
j|εkj>0 a
εkj
j +
∏
j|εkj<0 a
−εkj
j∏
j|εkj<0 a
−εkj
j
= aka
′
k
∏
j|εkj<0
a
εkj
j .
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Hence, if a˜ denotes a logarithm of an A-coordinate a, the element
(8.11) (
∑
j
εkj a˜j , a˜k + a˜
′
k +
∑
j|εkj<0
εkj a˜j)
lies in Ĉ−+. Since Q0 has countably many A-coordinates, a choice of enumeration (the particular
choice is inessential) allows us to associate a generator ai ∈ S and its lift a˜i ∈ S˜ to each A-
coordinate. Hence, (8.11) can be regarded as a map
(8.12) X̂ : Mut(Q0)→ SymbLogs, (Q, a, k) 7→ (
∑
j
εkj a˜j , a˜k + a˜
′
k +
∑
j|εkj<0
εkj a˜j).
Let
(8.13) X̂ (Q0, n) = Z[X̂ (Mut(Q0)]〈(u, v) + (−1)n(−u, v − u)〉
Recall the map
(8.14) wn : Z[SymbLogs]→ Ω1n−1(S˜), (u, v) 7→ un−2(udv − vdu).
One easily checks that wn(−u, v − u) = −(−1)nwn(u, v), so wn induces a map
(8.15) wn : X̂ (Q0, n)→ Ω1n−1(S˜).
The following result is an immediate consequence of the definitions.
Proposition 8.13. Every element α in the kernel of wn : X̂ (Q0, n) → Ω1n−1(S˜) is a differential
L̂n relation. Any non-degenerate point in AQ0 together with a choice of logarithm of each
A-coordinate determines a realization where all sign pairs of V are (−1, 1).
Remark 8.14. In all the examples below (although not in general), the symbolic log-pair asso-
ciated to a triple only depends on the X -coordinate, i.e. the map X̂ : Q0 → SymbLogs factors
through the set XQ0 of X -coordinates. Whenever this is the case, we may thus associate a sym-
bolic log-pair X̂ (X) to each X -coordinate X. We stress that any realization of X̂ (X) in Ĉ−+
maps to −X in C \ {0, 1}.
8.4. Basic examples.
8.4.1. Two vertices joined by an edge. Let Q0 denote the quiver with two mutable vertices joined
by an edge. The mutation class contains 5 seeds shown in Figure 3.
x1 x2
1+x2
x1
x2
1+x2
x1
1+x1+x2
x1x2
1+x1
x2
1+x1+x2
x1x2
1+x1
x2
x1
Figure 3. The five seeds for Q0.
There are thus five A-coordinates
(8.16) a1 = x1, a2 = x2, a3 =
1 + x2
x1
, a4 =
1 + x1 + x2
x1x2
, a5 =
1 + x1
x2
,
and each of these is also an X -coordinate. The group X̂ (Q0, 2) is generated by the five symbolic
log-pairs
(8.17) (a˜2, a˜3 + a˜1), (a˜3, a˜4 + a˜2), (a˜4, a˜5 + a˜3), (a˜5, a˜1 + a˜4), (a˜1, a˜2 + a˜5),
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and the kernel of w2 is generated by the symbolic L̂2 relation in Example 2.22. The corresponding
relation in Z[C \ {0, 1}] is the element FT+[x1, x2] from 3.6.
8.4.2. G˜r(2, 5). Let Q0 = Q2,3. The part of Q0 involving only mutable vertices is isomorphic to
the quiver in Example 8.4.1 above, so there are 5 mutation classes. One checks that X̂ (Q0, 2) is
generated by
(8.18) X̂ (a15a24
a12a45
), X̂ (a14a23
a12a34
), X̂ (a13a45
a15a34
), X̂ (a12a35
a15a23
), X̂ (a25a34
a23a45
)
and that the kernel of w2 is generated by the sum of the above 5 symbolic log-pairs. Its image
in Z[C \ {0, 1}] is
(8.19) [−a15a24
a12a45
] + [−a14a23
a12a34
] + [−a13a45
a15a34
] + [−a12a35
a15a23
] + [−a25a34
a23a45
] = FT+[
a15a24
a12a45
,
a14a23
a12a34
].
Remark 8.15. More generally, for any quiver Q0 and any embedding of the quiver in Exam-
ple 8.4.1 into a quiver mutation equivalent to Q0, one gets a five term relation in the kernel of
w2.
8.5. A 40 term relation L̂3 relation on G˜r(3, 6). In [GGS+13] the authors found a 40 term
relation R40 for L3 expressed entirely in terms of the X -coordinates on G˜r(3, 6). We describe
it below and note that our R40 has the opposite sign and also differs by inverting a few of the
X -coordinates (which is inconsequential since L3(x) = L3(x−1)).
For a subgroup G of a symmetric group and a G-set X we have a homomorphism
(8.20) AltG : Z[X]→ Z[X], [x] 7→
∑
σ∈G
sgn(σ)[σ(x)].
If we let
(8.21) η = Alt〈σ2,τ〉
(
[−a156a236a345
a136a235a456
]− [−a126a145
a124a156
] + [−a136a145
a134a156
]
)
−Alt〈τ〉
(
[−a136a145a235
a123a156a345
])
.
we can then write the relation as
(8.22) L3(R40) = 0, R40 = σ(η) + η.
We show below that this relation lifts to a relation R˜40 for L̂3. Given our theory this is a fairly
elementary extension of the work in [GGS+13], so we shall omit a few computational details.
For each k, the group X̂ (Q0, k) is generated by 52 symbolic log-pairs, one for each of the X
coordinates in the 〈σ, τ〉 orbit of (8.8). Using that 1 +X is given by
(8.23)
a135a236
a123a356
,
a125a146
a124a156
,
a356y2
a136a235a456
,
a125a136
a126a135
,
a135y2
a123a156a345
,
a124a356
y1
for the X -coordinates in (8.8), one can explicitly compute each of the 52 symbolic log-pairs. For
example, one has
(8.24) X̂ (a156a236a345
a136a235a456
) = (a˜156 + a˜236 + a˜345− a˜136− a˜235− a˜456, a˜356 + y˜2− a˜136− a˜235− a˜456).
Let R˜40 = σ(η˜) + η˜, were
(8.25) η˜ = X̂
(
Alt〈σ2,τ〉
(
[
a156a236a345
a136a235a456
]− [a126a145
a124a156
] + [
a136a145
a134a156
]
)
−Alt〈τ〉
(
[
a136a145a235
a123a156a345
]))
.
Clearly the covering map r takes R˜40 to R40. The following is straightforward.
Lemma 8.16. The element R˜40 is a symbolic L̂3 relation, which generates the kernel of w3.
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Proposition 8.17. We have 2R˜40 ∈ R˜3(C) for all realizations in Z[Ĉ−+].
Proof. By inspecting the terms one checks that all integers
∑
i rik
2
jilji are 0, proving that R˜40 has
proper ambiguity. We next show that all realizations of 2R˜40 are proper. There are 18 non-zero
level 2 projections of R˜40, namely pia123(R˜40), pia124(R˜40), and pia136(R˜40) together with their orbits
under σ. We wish to prove that their realizations in Z[Ĉ−+] are linear combinations of lifted
non-alternating five term relations. The element pia123(R˜40) has 14 terms, and a straighforward
computation shows that it is a lift of
(8.26)
FT+[
a126a135
a123a156
,
a125a345
a145a235
] + FT+[
a125a134
a123a145
,
a135a234
a123a345
] + FT+[
a126a235
a123a256
,
a236a345
a234a356
]−
FT+[
a135a234
a123a345
,
a136a235
a123a356
]− FT+[a126a134
a123a146
,
a124a345
a145a234
]− FT+[a126a135
a123a156
,
a136a345
a134a356
].
Similarly, pia124(R˜40) and pia136(R˜40) both have nine terms and are linear combinations of 3
lifted non-alternating five term relations. Since such are 2-torsion in P̂ ′(C), it follows that all
realizations of 2R˜40 are proper. One now has that the difference between any two realizations is
in R˜3(C). We thus need only find a realization where all the 40 terms cancel out. This happens
e.g. for the point represented by
(8.27)
1 0 0 1 1 −20 1 0 1 −2 1
0 0 1 14 1 1
 .
This concludes the proof. 
Corollary 8.18. One has L̂3(R˜40) = 0 ∈ C/ (pii)
3
2 Z for all realizations in Z[Ĉ−+].
Proof. It follows from Proposition 8.17 that 2L̂3(R˜40) = 0 ∈ C/ (pii)
3
2 Z. The fact that we can
remove the 2 follows from Remark 7.22. 
Remark 8.19. Experimental evidence suggests that L̂3(R˜40) is in fact zero modulo (2pii)3.
Remark 8.20. One can similarly prove that w2 is generated by 25 non-alternating 5 term
relations that all come from Remark 8.15.
Remark 8.21. For G˜r(3, 7) one can show that w3 is generated by 22 relations that are each an
instance of R˜40.
9. A lift of Goncharov’s regulator
Let G˜r(p, q)∗(C) denote the subset of G˜r(p, q)(C) consisting of points where all A-coordinates
are non-zero. Recall the complex G∗(3) from Section 2.5. We shall instead use the subcomplex
GA6=0∗ (3) using G˜r(3, k + 1)∗(C) instead of G˜r(3, k + 1)(C).
9.1. Goncharov’s regulator. Goncharov [Gon94] (later modified in [Gon96, Gon05b, Gon05a])
constructed a commutative diagram
(9.1)
Z[G˜r(3, 7)∗(C)] ∂ //

Z[G˜r(3, 6)∗(C)] ∂ //
g5

Z[G˜r(3, 5)∗(C)] ∂ //
g4

Z[G˜r(3, 4)∗(C)]
g3

0 // P3(C)Q δ1 // (P2(C)⊗ C∗)Q δ1 // ∧3(C∗)Q.
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Defining Γi(C, 3) = Γ6−i(C, 3) we may regard it as a chain map GA6=0∗ (3)→ Γ∗(C, 3). The maps
are defined as follows (see [Gon96]):
(9.2)
g3 =
1
6
Alt4(a134 ∧ a124 ∧ a123),
g4 =
1
12
Alt5
([
r(v1|v2, v3, v4, v5)
]⊗ a123),
g5 =
1
90
Alt6([
a124a235a136
a125a236a134
]
)
Here Altn is shorthand for AltSn . Also, a quadruple of points in (x1, x2, x3, x4) ∈ P 1C = C∪{∞}
has a cross-ratio (x1−x3)(x2−x4)(x1−x4)(x2−x3) , and r(v1|v2, v3, v4, v5) denotes the cross-ratio of the projection
of the quadruple (v2, v3, v4, v5) to P (C3/〈v1〉) = P 1C. We note that in [Gon96], g4 has opposite
sign due to ν2 being defined as (1− x) ∧ x and not x ∧ (1− x).
Let Cgen∗ (SL(3,C)) denote the chain complex generated in degree k by k+1-tuples (g0, . . . , gk)
of elements in SL(3,C) satisfying that the 3×(k+1) matrix whose ith column is the first column
of gi represents a point in G˜r(3, k + 1)∗(C). A standard argument (as in [DZ06, Lemma 1.3])
shows that Cgen∗ (SL(3,C)) is acyclic, so we have a canonical map
(9.3) Γ: H∗(SL(3,C)) = H∗(Cgen∗ (SL(3,C))⊗SL(3,C) Z)→ H∗(GA6=0∗ (3))
induced by taking a generic tuple (g0, . . . , gk) to the point in G˜r(3, k+ 1)∗(C) represented by the
matrix with columns g0e1, . . . , gke1. Goncharov shows that the composition
(9.4) H5(SL(3,C))
Γ // H5(G
A6=0
∗ (3))
g5 // B3(C) L3 // R
is a non-zero rational multiple of the Borel regulator.
9.2. A lift of Goncharov’s regulator. Since this is a straightforward improvement of Gon-
charov’s result we shall omit some details. Recall the notation X̂ (X) from Remark 8.14.
Consider the map f∗ : G
A6=0
∗ (3)→ Γ̂∗(C, 3) = Γ̂6−∗(C, 3) defined by (all other fk are 0)
(9.5)
f3 = Alt〈(1,2,3,4)〉(a˜134 ∧ a˜124 ∧ a˜123),
f4 = Alt〈(1,2,3,4,5)〉
(
X̂ (a125a134
a123a145
)⊗ (a˜123 + a˜145)
)
,
f5 = X̂
(
Alt〈σ2,τ〉
(
[
a156a236a345
a136a235a456
]− [a126a145
a124a156
] + [
a136a145
a134a156
]
)
−Alt〈τ〉
(
[
a136a145a235
a123a156a345
]))
.
Note that f5 is the element η˜ from (8.25).
Theorem 9.1. The map f∗ is a chain map modulo 2-torsion. Moreover, the composition
(9.6) H5(G
A6=0
∗ (3))
f5 // B̂3(C) r // B3(C)Q
agrees with Goncharov’s g5.
Proof. Commutativity of the rightmost square (visualized as in (9.1)) is elementary. By a direct
computation one checks that
(9.7) δ1f5 − f4∂ = Alt〈σ2,τ〉
(
X̂ (R1)⊗ a˜123 + X̂ (R2)⊗ a˜145
)
,
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where R1 and R2 in the free abelian group on the X -coordinates of G˜r(3, 6) are given by
(9.8)
R1 =[
a123a245
a125a234
] + [
a125a134
a123a145
] + [
a135a234
a123a345
] + [
a126a135
a123a156
]− [a126a134
a123a146
]
+ [
a123a156a245
a126a145a235
] + [
a136a145a235
a123a156a345
] + [
a123a146a345
a136a145a234
] + [
a126a145a234
a123a146a245
]
R2 =[
a145a235
a125a345
] + [
a136a145
a134a156
]− [a126a145
a124a156
] + [
a125a134
a123a145
] + [
a124a345
a145a234
]
− [a123a156a245
a126a145a235
]− [a136a145a235
a123a156a345
]− [a123a146a345
a136a145a234
]− [a126a145a234
a123a146a245
]
Using (4.9) one checks that X (R1) and X (R2) are linear combinations of 3 lifted non-alternating
five term relations up to six torsion. The images x = r(X (R1)) and y = r(X (R2)) are given by
(9.9)
x = FT+[
a125a134
a123a145
,
a126a135
a123a156
] + FT+[
a134a156
a136a145
,
a135a234
a123a345
]− FT+[a124a156
a126a145
,
a125a234
a123a245
]
y = FT+[
a125a134
a123a145
,
a126a135
a123a156
]− FT+[a126a135
a123a156
,
a125a345
a145a235
] + FT+[
a126a134
a123a146
,
a124a345
a145a234
].
This proves commutativity of the middle square. To prove commutativity of the leftmost square
one first checks that f5∂ (regarded as an element in Z[SymbLogs]) is in the kernel of w3. It
then follows from Remark 8.21 that all realizations are linear combinations of instances of R˜40,
which are 2-torsion in P̂3(C) by Proposition 8.17. The last statement follows by showing that
1
720 Alt6(r(f5)) = g5. This is a direct term by term comparison that does not use any relations
in P3(C)Q. 
Remark 9.2. One may define f∗ : G
A6=0
∗ (F, 3)→ Γ̂∗(F, 3) as above for an arbitrary field, but it
is only a chain map up to 6-torsion.
10. Comparing L̂n and Ln
We now prove Theorem 2.10 and Theorem 2.36. Recall that
(10.1) Ln(z) = Rn
( n−1∑
r=0
βr Lin−r(z) Log(|z|)
)
, βr =
2r
r!
Br.
Define signs
(10.2) ηj =
{
(−1) j(j−1)2 n even
(−1) j(j+1)2 n odd
, j =
{
(−1) j2 j even
(−1) j+12 j odd.
For non-negative integers i and j let
(10.3) ci = (1− 21−i)βi, ci,j = ci
j!
ηj , di,j = (−1)
i+2
2 n
i∑
r=0
cr
(i+ j + 2− r)! .
In particular, c0 = −1. Note that up to a sign, the ci,j and di,j are independent of n, and 0 when
i is odd. We wish to prove that
(10.4) Rn(L̂n(u, v))− Ln(z) =
n−2∑
s=1
(
Rn−s(L̂n−s(u, v))
s∑
i=0
ci,s−i Re(u)i Im(u)j
)
+ det(u ∧ v)
n−2∑
i=0
di,n−2−i Re(u)i Im(u)j ,
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where z = r(u, v) ∈ C \ {0, 1}. We do this directly by expanding both sides of (10.4) and
comparing terms. For notational simplicity let Lir(z) = xr + iyr and Log(z) = a+ bi. We shall
only compare the terms involving xm and leave the analogous comparison of ym terms and terms
not involving any xm or ym to the reader. Letting CoeffLHS(xm) and CoeffRHS(xm) denote
the coefficients of xm when expanding the lefthand, respectively, righthand side of(10.4), we
thus wish to prove that CoeffLHS(xm) = CoeffRHS(xm) for all m. We assume for notational
simplicity that (u, v) = (a+ bi+ 2ppii,−x1 − iy1 + 2qpii) ∈ Ĉ++.
10.1. The lefthand side. As a simple consequence of the formula (2.7) we have
(10.5) L̂n(u, v) =
n−1∑
r=0
1
r!
(−1)rxn−r
(
a+ (b+ 2ppi)i
)r
+ i
n−1∑
r=0
1
r!
(−1)ryn−r
(
a+ (b+ 2ppi)i
)r
− (−1)nn− 1
n!
x1
(
a+ (b+ 2ppi)i
)n−1 − i(−1)nn− 1
n!
y1
(
a+ (b+ 2ppi)i
)n−1
− 2qpii
(n− 1)!(−2ppii)
n−1 +
2qpii
n!
(−1)n−1(a+ (b+ 2ppi)i)n−1.
Using (10.5) and (10.1) we see that
(10.6)
CoeffLHS(xm) =
(−1)n−m
(n−m)!Rn
(
(a+ (b+ 2ppi)i)n−m)
)
− an−mβn−m1odd(n) for 1 < m ≤ n,
CoeffLHS(x1) = (−1)n−1n− 1
n!
Rn
(
(a+ (b+ 2ppi)i)n−1)
)
− an−1βn−11odd(n).
Lemma 10.1. We have
(10.7) Rs((a+ (b+ 2ppi)i)s−m) =
∑
k+l=s−m
(
s−m
k
)
(−1)m+k+12 s1odd(m+ k)ak(b+ 2ppi)l.
Proof. This is an elementary consequence of the binomial theorem. 
It thus follows that CoeffLHS(xm) can be written as sums of terms of the form ak(b + 2ppi)l
where k+l+m = n. Let CoeffLHS(xm, k, l) denote the coefficient of ak(b+2ppi)l in CoeffLHS(xm).
By Lemma 10.1 it follows from (10.6) that
(10.8) CoeffLHS(xm, k, l) =
{
(−1)n−m
k!l! (−1)
m+k+1
2 n1odd(m+ k) for l > 0
(−1)n−m
k!l! (−1)
m+k+1
2 n1odd(m+ k)− 1odd(n)βk for l = 0
for m > 1 and that
(10.9) CoeffLHS(x1, k, l)
{
(−1)n−1
k!l!
n−1
n (−1)
k+2
2 n1even(k) for l > 0
(−1)n−1
k!l!
n−1
n (−1)
k+2
2 n1even(m+ k)− 1odd(n)βk for l = 0.
10.2. The righthand side. We shall need the following technical lemmas
Lemma 10.2. For any non-negative integers l and s we have
(10.10)
l∑
j=0
(−1)j
(
l
j
)
= 0 for l > 0,
l∑
j=0
(−1)j(lj)
s+ l − j =
(−1)l
s
(
l+s
l
) .
Proof. The first is elementary and the second can be found in [SWZ04, eq. (5)]. 
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Lemma 10.3. Let k and l be non-negative integers with l > 1 odd.
(10.11)
k∑
i=0
ci
(k − i)! = (−1)
k−1βk,
l−1∑
i=0
l − 1− i
(l − i)! ci = −βl−1
Proof. Since
∑∞
r=0
Br
r! x
r = xex−1 it follows that the generating function for βi is the function
f(x) = 2x
e2x−1 . The first equation now follows from the fact that e
x(f(x) − 2f(x/2)) = −f(−x)
and the second from the fact that (cosh(x)− sinh(x)x )(f(x)− 2f(x/2)) = 1− x− f(x). 
Since (u, v) = (a+ bi+ 2ppii,−x1 − iy1 + 2qpii) it follows that
(10.12) det(u ∧ v) = x1(b+ 2ppi)− y1a+ 2piqa.
The right hand side of (10.4) expands to
(10.13)
n−1∑
s=2
(
Rs(L̂s)
∑
i+j=n−s
ci,ja
i(b+2ppi)j
)
+(x1(b+2ppi)−y1a+2piqa)
∑
i+j=n−2
di,ja
i(b+2ppi)j
and it follows from (10.5) that we have
(10.14)
CoeffRHS(xm) =
n−1∑
s=m
(
(−1)s−m
(s−m)!Rs
(
(a+ (b+ 2ppi)i)s−m)
) ∑
i+j=n−s
ci,ja
i(b+ 2ppi)j
)
CoeffRHS(x1) =
n−1∑
s=2
(
(−1)s−1 s− 1
s!
Rs
(
(a+ (b+ 2ppi)i)s−1)
) ∑
i+j=n−s
ci,ja
i(b+ 2ppi)j
)
+ (b+ 2ppi)
∑
i+j=n−2
di,ja
i(b+ 2ppi)j .
We can thus define CoeffRHS(xm, k, l) for k+ l+m = n as above. Let’s first assume that m > 1.
By Lemma 10.1 CoeffRHS(xm, k, l) is given by
(10.15)
k∑
i=0
l∑
j=0
(i,j) 6=(0,0)
(−1)n−i−j−m
(n− i− j −m)!
(
n− i− j −m
k − i
)
(−1)m+k−i+12 n−i−j1odd(m+ k − i)ci,j
= (−1)n−m(−1)m+k+12 n1odd(m+ k)
( k∑
i=0
l∑
j=0
ci(−1)−j
(
l
j
)
(k − i)!l! −
c0
k!l!
)
,
which follows from the fact that (−1) i2 n−i−j = n−j = nηj whenever i is even. By Lemma 10.2
and Lemma 10.3 it follows that this agrees with (10.8). We have thus proved that CoeffLHS(xm) =
CoeffRHS(xm) for m > 1.
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Now let m = 1 and suppose l > 0. By (10.14) we see that Coeff(x1, k, l) equals
(10.16)
dk,l−1 +
k∑
i=0
i even
l∑
j=0
(i,j)6=(0,0)
ci,j(−1)n−j−1(n− i− j − 1)(−1) k+22 n−j1odd(1 + k)
(n− i− j)(k − i)!(l − j)!
= dk,l−1 + (−1)n−1(−1)
k+2
2 n1even(k)
( k∑
i=0
i even
l∑
j=0
ci(−1)−j(n− i− j − 1)
(
l
j
)
(n− i− j)(k − i)!l! −
c0(n− 1)
nk!l!
)
= dk,l−1 + (−1)n−1(−1)
k+2
2 n1even(k)
(
−
k∑
i=0
i even
l∑
j=0
ci(−1)−j
(
l
j
)
(n− i− j)(k − i)!l! −
c0(n− 1)
nk!l!
)
= dk,l−1 − (−1)n−1(−1)
k+2
2 n1even(k)(−1)l
k∑
i=0
i even
ci
(n− i)! + (−1)
n−1(−1) k+22 n1even(k)
= (−1)n−1(−1) k+22 n1even(k),
where the second last equality follows from Lemma 10.2. The fact that this equals (10.9) follows
from Lemma 10.3.
Finally, when l = 0 (so that k = n− 1) a similar computation shows that CoeffRHS(x1, k, 0)
is given by
(10.17) (−1)n−1(−1) k+22 n1even(k)
( n−1∑
i=0
i even
n− 1− i
(n− i)! ci −
c0(n− 1)
nk!l!
)
.
The fact that this agrees with (10.9) follows from Lemma 10.3. This concludes the proof of
Theorem 2.10.
10.3. Proof of Theorem 2.36. For s = 1, . . . , n− 2, let
(10.18) Ψs : Z[Ĉsigns]→ P̂n−s(C)⊗ C⊗s, Ψs = (δ1 ⊗ id)s−1 ◦ δ1.
It takes [(u, v)] to [(u, v)]⊗ u⊗s. Also, let (for i = 0, . . . , s)
(10.19) ReImi : C⊗s → R, z1 ⊗ · · · ⊗ zs 7→
i∏
k=1
Re(zk)
s∏
k=i+1
Im(zk)
Define
(10.20) Cs =
s∑
i=0
ci,s−i ReImi : C⊗s → R, D =
n−2∑
i=0
di,n−2−i ReImi : C⊗n−2 → R.
Let
(10.21) ∆: P̂n(C)→ R, α 7→ Rn ◦ L̂n(α)− Ln ◦ r(α).
It then follows from Theorem 2.10 that (where m : R⊗ R→ R is multiplication)
(10.22) ∆ = m ◦
( n−2∑
s=1
(Rn−s ◦ L̂n−s)⊗ Cs) ◦Ψs + (det ◦D) ◦Ψn−2
)
.
Since δ1 takes R˜n(C) to 0, the result follows.
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