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Abstract
In the study of 2d (the space dimension) topological orders, it is well-known that bulk
excitations are classified by unitary modular tensor categories. But these categories only
describe the local observables on an open2-disk in the longwave length limit. For example, the
notionof braiding onlymakes sense locally. It is natural to ask how to obtainglobal observables
on a closed surface. The answer is provided by the theory of factorization homology. We
compute the factorization homology of a closed surface Σ with the coefficient given by a
unitary modular tensor category, and show that the result is given by a pair (H, uΣ), where
H is the category of finite-dimensional Hilbert spaces and uΣ ∈ H is a distinguished object
that coincides preciselywith the Hilbert space assigned to the surfaceΣ in Reshetikhin-Turaev
TQFT. We also generalize this result to a closed stratified surface decorated by anomaly-free
topological defects of codimension 0,1,2. This amounts to compute the factorization homology
of a stratified surface with a coefficient system satisfying an anomaly-free condition.
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1 Introduction
The study of topological orders has attracted a lot of attentions in recent years. In this work,
we show how to compute the global observables of an anomaly-free 2d topological order on a
closed 2d manifold. Here 2d is the space dimension. We also generalize the computation to
closed stratified 2d manifolds decorated by anomaly-free topological defects.
By an anomaly-free 2d topological order, wemean a 2d topological order that can be realized
by 2d lattice models [KW]. It is known that anomaly-free 2d topological orders are classified
by unitary modular tensor categories (UMTC’s) (up to E8 quantum Hall states which will be
ignored completely in thiswork). The objects in theUMTCcorrespond to topological excitations,
which are all particle-like (i.e. 0d) topological defects (also called anyons) and completely local
[Ki, LW, KK]. These topological excitations can be moved (by string operators), fused and
braided. These fusion-braiding structures are precisely given by the data and axioms of a
UMTC. The trivial 2d topological order is given by the simplest UMTC: the category of finite-
dimensional Hilbert spaces, denoted by H.
However, what has not been clarified nor emphasized in physics literature is that the fusion-
braiding structures of topological excitations are only local observables defined in an open
2-disk. For example, the double braiding of two objects x and y in a UMTC, loosely speaking,
corresponds tomoving the particle-like topological excitation x around another y along a circular
path. This double braiding only makes sense locally, for example, in an open 2-disk. If x and
y are located on a sphere, a circular path around the topological excitation y is contractible.
Therefore, the double braiding does not make sense on a sphere at all. It means that the braiding
structure is not a global observable. Then an obvious question is what the global observables
are. The answer to this question is provided by the theory of factorization homology [Lu3, AF],
which allows us to integrate local observables to obtain global observables.
The theory of factorization homology originated from Beilinson-Drinfeld’s theory of chiral
homology [BD] for conformal field theories. It was later generalized to topological field theories
by Lurie [Lu3] and by Ayala, Francis, Tanaka [AF, AFT1, AFT2, AFR] to include stratified spaces
(with certain tangential structures such as framings). Some general machinery of computing
factorization homology of surfaces with coefficient in generic braided tensor categories was de-
veloped by Ben-Zvi, Brochier and Jordan in [BBJ1, BBJ2]. The factorization homology computed
in this work does not depend on the framing (see Example 3.5).
Roughly speaking, observables in an open 2-disk form a so-called 2-disk algebra A in a
symmetric monoidal higher category (see Def. 3.3). For example, UMTC’s are the examples of
2-disk algebras in the symmetric monoidal (2,1)-category of unitary categories (see for example
[W, SW][Lu3, Example 5.1.2.4][Fres]). The theory of factorization homology says that such a
2-disk algebra can be integrated to give global observables on any (closed or open) surface
M. These global observables, denoted by
∫
M
A, is called the factorization homology of M with
coefficient in A, and is defined as a colimit [Lu3, AF, BBJ1] (see Def. 3.6). The space of local
observables A is referred to as the coefficient system of the factorization homology. Moreover,∫
M
A is a 0-disk algebra (see Rem. 3.7). For example, if A is a UMTC C, the 0-disk algebra
∫
M
A is
given by a pair (E, u), where E is a unitary category and u is a distinguished object in E.
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Factorization homology satisfies a defining property called ⊗-excision property [Lu3, AF]
(see Thm. 3.9), which determines
∫
M
A up to equivalence [AF, Thm. 3.24]. It turns out that this
⊗-excision property is a special case of a more general property: the pushforward property (see
Sec. 3.1). It allows us to reduce the computation of the factorization homology of a surface to
that of a lower dimensional manifold, and eventually to that of a 0-manifold.
Factorization homology can be also defined on stratified n-manifolds as certain colimits with
a similar ⊗-excision property and pushforward property [AFT1, AFT2].
The factorization homology of a surface Σ with coefficient in a braided tensor category C
was first studied by Ben-Zvi, Brochier and Jordan [BBJ1]. Besides setting up the machinery of
factorization homology in this case, they expressed
∫
Σ
C beautifully as the category of modules
over a C-algebra for a generic braided tensor category C (see [BBJ1, Thm. 5.11]). In [BBJ2], they
generalized the computation to surfaces with boundaries and marked points.
By working with arbitrary stratified surfaces but with much more restrictive coefficient
systems, we obtain a very simple result (see Thm. 4.10 and Thm. 4.17)
Theorem 1.1. Let Σ be a closed stratified surface with a coefficient system A satisfying an
anomaly-free condition (see Def. 4.1). We have∫
Σ
A ≃ (H, uΣ), where uΣ is an object in H.
When Σ has no 1-stratum and A is determined by a single unitary modular tensor category C,
uΣ is nothing but the Hilbert space that is assigned to the surface Σ in Reshetikhin-Turaev 2+1D
TQFT determined by C.
Physically, the only known global observable on Σ for an anomaly-free topological order is
the ground state degeneracy (GSD), which played a very important role in 80’s in identifying
fractional quantum Hall states as new types of phases beyond Landau’s paradigm [TW, NTW,
NW]. Note that the Hilbert space uΣ in Thm. 1.1 gives exactly the GSD of the associated 2d
topological order on Σ. Moreover, in Sec. 5.2, we show that the dimensional reduction of
2d topological orders precisely coincides with the ⊗-excision property and the pushforward
property of factorization homology. When a closed stratified surface is decorated by anomaly-
free topological defects of codimension 0,1,2, the theory of factorization homology gives us
a powerful tool to compute the GSD. We give some explicit computations in Sec. 5.4 and 5.5
and compare our results with results in physics literature (see for example [HSW, HW, LWW]).
Importantly, factorizationhomologyalsoprovides a powerful tool to compute global observables
on surfaces for anomalous topological orders. We will show that in the future.
The layout of this paper is as follows: Sec. 2,3,4 consists of pure mathematics while Sec. 5
interplays with physics. In Sec. 2, we recall the notion of unitary modular tensor category and a
few useful results, and set our notations; in Sec. 3, we briefly review the theory of factorization
homology; in Sec. 4, we introduce the notion of an anomaly-free coefficient system and prove our
main results; in Sec. 5, we explain the relation between factorization homology and topological
orders, make some explicit computations and compare results with those in physics literature.
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2 Elements of unitary modular tensor categories
In this section, we recall somebasic facts aboutunitary categories, unitarymulti-fusion categories
and unitary modular tensor categories, and set our notations.
2.1 Unitary multi-fusion categories
A ∗-categoryC is aC-linear category equippedwith a functor ∗ : C → Cop, which acts as the identity
map on objects and is antilinear, involutive on morphisms, i.e. ∗ : homC(x, y) → homC(y, x) is
defined so that (g ◦ f )∗ = f ∗ ◦ g∗, (λ f )∗ = λ¯ f ∗, f ∗∗ = f for f ∈ homC(x, y), g ∈ homC(y, z), λ ∈ C.
By a functor F : C → D between two ∗-categories C and D, we mean a C-linear functor such that
F( f ∗) = F( f )∗ for all morphisms f in C.
A ∗-category C is called unitary if it has finitely many simple objects up to isomorphism, all
hom spaces are finite-dimensional, and the ∗-operation is positive (i.e. f ◦ f ∗ = 0 implies f = 0).
In this case, all hom spaces of C are finite-dimensional Hilbert spaces. We denote the set of
isomorphism classes of simple objects in such a category C by O(C). An example of unitary
category is the category of finite-dimensional Hilbert spaces, denoted by H. Other unitary
categories are equivalent to finite direct sums of H.
A monoidal category C is a category equipped with a tensor product functor ⊗ : C × C → C, a
tensor unit 1C or just 1 for simplicity, associativity isomorphisms αa,b,c : (a ⊗ b) ⊗ c → a ⊗ (b ⊗ c)
and unit isomorphisms la : 1⊗a→ a, ra : a⊗1→ a for a, b, c ∈ C, satisfying natural properties. We
regard the opposite category Cop as amonoidal category equippedwith the same tensor product
⊗. We use Crev to denote the monoidal category which has the same underlying category C but
equipped with the reversed tensor product a ⊗rev b := b ⊗ a.
A unitary multi-fusion category (UMFC) is a rigid unitary monoidal category C such that
α∗
a,b,c
= α−1
a,b,c
, l∗a = l
−1
a , r
∗
a = r
−1
a . The rigidity of C means that for every object a in C there is an
object a∗ and duality maps ba : 1 → a
∗ ⊗ a, da : a ⊗ a∗ → 1, such that (da ⊗ ida)(ida ⊗ ba) = ida
and (ida∗ ⊗ da)(ba ⊗ ida∗) = ida∗ . In this case, the functor δ : a 7→ a∗ gives a canonical monoidal
equivalences between Crev and Cop. A UMFC is called a unitary fusion category if the tensor unit
1 is simple. A UMFC is called indecomposable if it is not a direct sum of two UMFC’s.
LetC be aUMFC.A left C-moduleM is a unitary category equippedwith a left C-action functor
⊙ : C×M→ M that is unital and associative. By the rigidity of C, there is a natural isomorphism
homM(a ⊙ x, y) ≃ homM(x, a∗ ⊙ y) for a ∈ C and x, y ∈ M. A C-module functor f : M → M′
between two left C-modules is a functor intertwining the C-actions. That is, there is a natural
isomorphism f (a ⊙ x) ≃ a ⊙ f (x) for a ∈ C, x ∈ M, satisfying some natural conditions (see for
example [O]). We denote the category of C-module functors by FunC(M,M′); it is also a unitary
category [ENO02, GHR]. Moreover, FunC(M,M) is a UMFC [ENO02, GHR]. A right C-moduleN
is defined similarly as a left C-module. In this case, we have homN(x⊙ b, y) ≃ homN(x, y⊙ b∗) for
b ∈ C and x, y ∈ N. IfM is a left (or right) C-module, the opposite categoryMop is automatically
a right (or left) C-module with the C-action x ⊙∗ a := a∗ ⊙ x (or a ⊙∗ x := x ⊙ a∗) for a ∈ C, x ∈ M.
Let C andD be two UMFC’s. A C-D-bimoduleM is a left C ⊠Drev-module, where C ⊠Drev is the
Deligne tensor product [De]. In this case,Mop is naturally a D-C-bimodule.
For a left module M over a UMFC C, the inner hom [x,−] : M → C for x ∈ M is defined to be
the right adjoint functor of − ⊙ x : C → M, i.e. homM(a ⊙ x, y) ≃ homC(a, [x, y]),∀a ∈ C, y ∈ M. It
is known that [x, y] exists for all x, y ∈ M ([O, KZ]). Moreover, for a, b ∈ C, x, y ∈ M, we have
a ⊗ [x, y] ⊗ b∗ = [b ⊙ x, a ⊙ y]. (2.1)
A unitary category M is automatically a left H-module and FunH(M,M) coincides with the
category of functors fromM toM. For a UMFC C, a left C-module structure on M is equivalent
to a monoidal functor C → FunH(M,M).
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Definition 2.1. A left C-module M is called closed if the canonical monoidal functor C →
FunH(M,M) is a monoidal equivalence.
2.2 Tensor products of module categories
Let C,D,E,F be UMFC’s throughout this subsection.
For a right C-module M, a left C-module N and a unitary category P, a balanced C-module
functor F : M ×N → P is a functor equipped with isomorphisms
F(x ⊙ a, y) ≃ F(x, a ⊙ y), for x ∈ M, a ∈ C, y ∈ N (2.2)
that are natural in all three variables and satisfy some natural properties (see [Ta, ENO09]). The
tensor productofM andN over C is a unitary categoryM⊠CN, togetherwith a balancedC-module
functor ⊠C : M×N → M⊠CN, such that, for every unitary category P and a balanced C-module
functor F : M ×N → P, there is a unique (up to isomorphism) functor F˜ such that the following
diagram
M ×N
⊠C //
F
%%❑❑
❑
❑
❑
❑
❑
❑
❑
❑
❑
M ⊠C N
F˜

P
is commutative up to isomorphism (see for example [Ta, ENO09]). Such a tensor product always
exists. Indeed, there is a canonical equivalence [KZ, Cor. 2.2.5]:
Mop ⊠C N
≃
−→ FunC(M,N) defined by x ⊠C y 7→ [−, x]
∗ ⊙ y, (2.3)
where x⊠C y is the image of (x, y) under the functor ⊠C. When C = H,M⊠HN is just the Deligne
tensor productM ⊠N.
If M is a C-D-bimodule and N is a D-E-bimodule, then M ⊠D N is a C-E-bimodule. If P is a
E-F-bimodule, we have the associativity equivalence (M⊠DN)⊠EP ≃M⊠D (N⊠EP) defined by
(m⊠D n)⊠E p 7→ m⊠D (n⊠E p) (see for example [Ta, ENO09]). Therefore, we simply denote both
categories byM⊠DN⊠EP. Moreover,we also have canonical equivalencesC⊠CM ≃ M ≃M⊠DD
defined by c ⊠C m 7→ c ⊙m 7→ (c ⊙m) ⊠D 1D for c ∈ C,m ∈ M.
Remark 2.2. If M is a C-D-bimodule and N is a C-E-bimodule, then the canonical equivalence
Mop⊠CN
≃
−→ FunC(M,N) defined by Eq. (2.3), is an equivalence betweenD-E-bimodules. Indeed,
we have (d ⊙∗ x) ⊠C (y ⊙ e) = (x ⊙ d
∗) ⊠C (y ⊙ e) 7→ [−, x ⊙ d∗]∗ ⊙ (y ⊙ e) ≃ ([− ⊙ d, x]∗ ⊙ y) ⊙ e for
d ∈ D, e ∈ E, x ∈ M, y ∈ N.
Let M be a C-D-bimodule and N a D-C-bimodule. We have a tensor product M ⊠Crev⊠D N.
In order to emphasize its cyclic nature, we would also like to introduce another convenient
notation:
⊠

C
(M ⊠D N) :=M ⊠Crev⊗D N.
This cyclic tensor product ⊠
C
was carefully studied under the name of categorical-valued trace
in [FSS]. Let C0, · · · ,Cn be UMFC’s and C0 = Cn, and let Mi be Ci−1-Ci-bimodule for i = 1, · · · , n.
We would like to introduce a symmetric notation:
⊠

(C0,··· ,Cn−1)
(M1, · · · ,Mn) := ⊠

C0
(M1 ⊠C1 (M2 ⊠C2 · · · ⊠Cn−1 Mn)).
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2.3 Unitary modular tensor categories
A braided monoidal category C is a monoidal category equipped with a braiding a ⊗ b
ca,b
−→ b⊗ a for
all a, b ∈ C. We use C to denote the same monoidal category but equipped with a new braiding
structure given by the anti-braidings in C. The Mu¨ger center of C, denoted by C′, is the full
subcategory of C consisting of those objects x ∈ C such that cy,x ◦ cx,y = idx⊗y for all y ∈ C.
A unitary braided fusion category C is a unitary fusion category with a braiding structure such
that c∗
a,b
= c−1
a,b
for a, b ∈ C. A unitary braided fusion category has a canonical pivotal structure,
which is equivalent to the structure of a twist θa : a
≃
−→ a,∀a ∈ C such that θ1 = id1 and
θa⊗b = cb,a ◦ ca,b ◦ (θa⊗θb). Moreover, this pivotal structure is spherical, i.e. θa∗ = (θa)
∗ for all a ∈ C
[Ki]. A unitary modular tensor category (UMTC) is a unitary braided fusion category equipped
with the canonical spherical structure such that it satisfies the non-degeneracy condition: C′ ≃ H
[RT, Tu].
Given a monoidal category C, there is a canonical braidedmonoidal category Z(C) associated
to C, called theDrinfeld center of C. Its objects are pairs (z, cz,−), where cz,− : z⊗− → −⊗ z (called a
half-braiding) is a natural isomorphism satisfying some natural conditions. It is clear that Z(Crev)
can be identified with Z(C) as braided monoidal categories. If C is a UMFC, the Drinfeld center
Z(C) is a UMTC [Mu]. When C is a UMTC, we have Z(C) ≃ C ⊠ C as UMTC’s [Mu].
We recall the notions of amulti-fusion bimodule introduced in [KZ]. Similar notions inmuch
more general settings were introduced earlier in [Lu3, Fra, Gi, BBJ2].
Definition 2.3. Let C,D be UMTC’s. A multi-fusion C-D-bimodule is a unitary multi-fusion
categoryK equipped with a braidedmonoidal functor φK : C⊠D→ Z(K). A multi-fusion C-D-
bimodule K is said to be closed if φK is an equivalence. If a closed multi-fusion C-D-bimodule
exists, then the UMTC’s C and D are said to be Witt equivalent ([DMNO]). We say that two
multi-fusion C-D-bimodules K and L are equivalent if there is a monoidal equivalence K ≃ L
such that the composition of φK with the induced equivalence Z(K) ≃ Z(L) is isomorphic to φL.
Let C,D,E be UMTC’s. Let M be a multi-fusion C-D-bimodule and N a multi-fusion D-
E-bimodule. The category M ⊠D N has a natural structure of a UMFC with the monoidal
structure defined by (a ⊠D b) ⊗ (c ⊠D d) ≃ (a ⊗ c) ⊠D (b ⊗ d). Moreover, M ⊠D N satisfies the
usual universal property. More precisely, ifK is another UMFC and there is a monoidal functor
F : M⊠N → K such that F is also a balancedD-module functor, then there is a unique monoidal
functor F˜ : M ⊠D N → K up to isomorphism such that F ≃ F˜ ◦ ⊠D.
Theorem 2.4 ([KZ] Thm. 3.3.6). Let C,D,E be UMTC’s. If M is a closed multi-fusion C-D-
bimodule, and N is a closed multi-fusion D-E-bimodule, then M ⊠D N is a closed multi-fusion
C-E-bimodule.
We recall themain result in [KZ] that can be generalized to the unitary case automatically. Let
UMFCind be the category of indecomposable UMFC’swith morphisms given by the equivalence
classes of non-zero bimodules. Let UMTC be the category of UMTC’s with morphisms given
by the equivalence classes of closed multi-fusion bimodules.
Theorem 2.5 ([KZ] Thm. 3.3.7). There is a well-defined functor Z : UMFCind → UMTC given
by C 7→ Z(C) on object and CMD 7→ Z(M) := FunC|D(M,M) on morphism. Moreover, the functor
Z is fully faithful.
More explicitly, Thm. 2.5 implies the following result. Let C,D,E be UMFC’s. Let M be a
multi-fusion C-D-bimodule and N a multi-fusion D-E-bimodule. The assignment f ⊠Z(D) g 7→
f ⊠D g defines an equivalence between two multi-fusion Z(C)-Z(E)-bimodules:
FunC|D(M,M) ⊠Z(D) FunD|E(N,N) ≃ FunC|E(M ⊠D N,M ⊠D N). (2.4)
The following two corollaries are useful to us.
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Corollary 2.6. Let C,D be UMFC’s. Given a braided monoidal equivalence Z(D) ≃ Z(C), there
is a unique (up to equivalence) left C-module M such that Drev ≃ FunC(M,M) as multi-fusion
Z(C)-H-bimodules. Moreover, there is a canonical monoidal equivalence
C ⊠Z(C) D
rev ≃ FunH(M,M) define by c ⊠Z(C) d 7→ c ⊙ − ⊙ d. (2.5)
Corollary 2.7. Let C0, · · · ,Cn be UMTC’s and Cn = C0. Let Mi be a closed multi-fusion Ci−1-Ci-
bimodule, i = 1, · · · , n. There is a unique (up to equivalence) unitary category P such that
⊠

(C0,··· ,Cn−1)
(M1, · · · ,Mn) ≃ FunH(P,P).
3 Factorization homology
In this section, we review the definition and fundamental properties of factorization homology
(of stratified spaces) and show some examples for later use.
3.1 Factorization homology
Definition 3.1. We define Mfldorn to be the topological category whose objects are oriented n-
manifolds without boundary. For any two oriented n-manifoldsM and N, the morphism space
HomMfldorn (M,N) is the space of all orientation-preserving embeddings e : M → N, endowed
with the compact-open topology. We define Mfldorn to be the symmetric monoidal ∞-category
associated to the topological category Mfldorn [Lu1]. The symmetric monoidal structure is given
by disjoint union.
Definition 3.2. The symmetric monoidal ∞-category Diskorn is the full subcategory of Mfld
or
n
whoseobjects aredisjointunionoffinitelymanyn-dimensionalEuclideanspaces
∐
I R
n equipped
with the standard orientation.
Definition 3.3. Let V be a symmetric monoidal∞-category. An n-disk algebra in V is a symmetric
monoidal functor A : Diskorn → V.
Remark 3.4. An n-disk algebra in this work is called an oriented n-disk algebra in [AF]. Since
we only consider oriented n-disk algebras in this work, we drop the “oriented” for simplicity.
Example 3.5. In this work, we are mainly interested in examples of 0-,1-,2-disk algebras in the
symmetric monoidal (2, 1)-category of unitary categories, denoted by Vuty. The tensor product
of Vuty is given by Deligne tensor product ⊠.
1. A 2-disk algebra in Vuty is a unitary braided monoidal category (an E2-algebra) together
with a twist: θa : a
≃
−→ a,∀a ∈ C such that θ1 = id1 and θa⊗b = cb,a ◦ ca,b ◦ (θa ⊗ θb) (see for
example [W, SW][Lu3, Example 5.1.2.4][Fres]). The twist is needed for the factorization
homology to be defined on surfaceswithout framing. A unitary braided fusion category is
automatically equippedwith a canonical spherical structure, which automatically includes
the structure of a twist. Therefore, a unitary braided fusion category gives a 2-disk algebra
in Vuty. In this work, we are only interested in such 2-disk algebras in Vuty satisfying an
additional anomaly-free condition: non-degenerate unitary braided fusion categories, or
equivalently, unitary modular tensor categories (UMTC’s).
2. A 1-disk algebra (or an E1-algebra) in Vuty is a unitary monoidal category. In this work, we
are only interested in a special class of such 1-disk algebras in Vuty: unitary multi-fusion
categories (UMFC’s).
3. A 0-disk algebra (or an E0-algebra) in Vuty is a pair (P, p), where P is a unitary category and
p ∈ P is a distinguished object.
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We need the notion of colimit in the ∞-categorical context, see the reference [Lu1]. Let
F : I → V be a functor of∞-categories, we denote its colimit by Colim(I
F
−→ V).
Definition 3.6. Let V be a symmetric monoidal ∞-category, M be an oriented n-manifold, and
let A : Diskorn → V be an n-disk algebra in V. The factorization homology of M with coefficient in
A is an object of V given by the following expression
∫
M
A := Colim
(
(Diskorn )/M → Disk
or
n
A
−→ V
)
,
where (Diskorn )/M is the over category of n-disks embedded inM.
Remark 3.7. Let 1n be the trivial n-disk algebra, which assigns to eachR
n the unit object 1V of V.
It is clear that
∫
M
1n ≃ 1V. The canonical morphism 1n → A then induces amorphism 1V →
∫
M
A.
This is to say, the factorization homology
∫
M
A is not merely an object of V, but also equipped
with the structure of a 0-disk algebra. This additional structure is very important in applications
to topological orders, because it corresponds to the notion of GSD. For this purpose, we will
compute factorization homology explicitly as a 0-disk algebra.
Factorization homology generalizes straightforwardly to manifolds with boundaries. Pre-
cisely, we enlargeMfldorn to the symmetric monoidal∞-categoryMfld
∂,or
n of n-manifolds possibly
with boundaries and orientation-, boundary-preserving embeddings; enlarge Diskorn to the full
subcategoryDisk∂,orn consisting of disjoint unions ofR
n’s and Rn−1 × [0, 1)’s. Then define factor-
ization homology in the same way.
Definition 3.8. A collar-gluing among n-manifolds M is a continuous map f : M → [−1, 1] to
the closed interval such that the restriction of f to the preimage of (−1, 1) is a manifold bundle.
We denote a collar-gluing f : M → [−1, 1] simply by the open coverM[−1,1) ∪M{0}×R M(−1,1]  M,
whereM[−1,1),M(−1,1] andM{0} are the preimages of [−1, 1), (−1, 1] and {0}.
Note that
∫
M{0}×R
A has a canonical 1-disk algebra structure. Moreover,
∫
M[−1,1)
A has a structure
of the right module over
∫
M{0}×R
A. Similarly,
∫
M(−1,1]
A has a structure of the left module over∫
M{0}×R
A. Therefore, one can talk about their tensor product over
∫
M{0}×R
A (if it exists).
Theorem 3.9 ([AF] Lem. 3.18). Suppose V is presentable and the tensor product ⊗ : V × V → V
preserves small colimits for both variables. Then the factorization homology satisfies the ⊗-
excision property. That is, for any collar-gluingM[−1,1) ∪M{0}×RM(−1,1]  M, we have a canonical
equivalence: ∫
M
A ≃

∫
M[−1,1)
A
 ⊗∫
M{0}×R
A

∫
M(−1,1]
A
 . (3.1)
Remark3.10. The⊗-excisionpropertyuniquelydetermines
∫
M
Aup toequivalence [AF, Thm. 3.24].
Therefore, we can also take this ⊗-excision property as our working definition of factorization
homology.
Remark 3.11. The symmetric monoidal (2, 1)-category of unitary categories Vuty does not satisfy
the condition of Thm. 3.9. However, the symmetric monoidal (2, 1)-category of presentable C-
linear categories PrC satisfies that condition and there is a fully faithful embedding Ind : Vuty ֒→
PrC that carries a unitary category to its Ind-completion. Actually, a unitary category is nothing
but a finite direct sum ofH and its Ind-completion is nothing but a direct sum of the category of
vector spaces. Moreover, it is clear that this embedding preserves tensor products over UMFC’s.
Therefore, one may use the ⊗-excision property to compute factorization homology in Vuty by
keeping in mind that Vuty is embedded in PrC. See [BBJ1] for a treatment of a much more
sophisticated case.
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It turns out that this ⊗-excision property is a special case of a more general property: the
pushforward property, which is useful in the study of topological orders. Let M be an oriented
m-manifold, N an oriented n-manifold, possibly with boundary, and f : M → N a map which
fibers over the interior and boundary of N. In [AF], they defined a functor f∗A : Disk
∂,or
n → V as
follows. Given an embedding e : U → N where U = Rn or Rn−1 × [0, 1), define
( f∗A)(U) :=
∫
f−1(e(U))
A.
In other words, by integrating along the fiber, we get aDisk∂,orn algebra f∗A. By [AF, Prop. 3.23],
if V satisfies the condition of Thm. 3.9, there is a canonical equivalence
∫
N
f∗A
≃
−→
∫
M
A. (3.2)
We show in Sec. 5.2 that this pushforward property coincides with the process of dimensional
reduction in topological orders.
Example 3.12. A well-known example of the application of the pushforward property is to
compute the factorization homology of S1 with coefficient in a 1-disk algebra A. One can use
the standard projection from S1 onto [−1, 1]. Then the pushforward property and the ⊗-excision
property imply that ∫
S1
A ≃ A ⊗A⊗Arev A. (3.3)
We would also like to remark that the ⊗-excision property is enough for all computations.
The pushforward property is used in this work only for the purpose of matching the physical
intuition of the dimensional reduction in topological orders.
3.2 Factorization homology for stratified surfaces
In this subsection, we consider a very special case of factorization homology of stratified spaces
developed in [AFT1, AFT2]. We will use sets of colors instead of an ∞-category of basics for
simplicity.
Let L = (L0, L1, L2), where L0, L1, L2 are three sets whose elements are called colors. We use
C(X) to denote the open cone X × [0, 1)/X × {0} of a topological space X. Note that R2 can be
identified with the open cone C(S1) of the circle.
Definition 3.13. An unoriented stratified surface is a pair (Σ, Σ
π
−→ {0, 1, 2}) where Σ is a surface
and π is a map. The subspace Σi := π−1(i) is called the i-stratum and its connected components
are called i-cells. These data are required to satisfy the following conditions:
1. Σ0 and Σ0 ∪ Σ1 are closed subspaces of Σ.
2. For each point x ∈ Σ1, there exists an open neighborhood U of x such that (U,U ∩ Σ1,U ∩
Σ0)  (R
2,R1, ∅).
3. For each point x ∈ Σ0, there exists an open neighborhood V of x and a finite subset I ⊂ S
1,
such that (V,V ∩ Σ1,V ∩ Σ0)  (R2,C(I)\{cone point}, {cone point}).
An (oriented) stratified surface is a such a pair (Σ, π) together with an orientation of Σ as well as
an orientation of each 1-cell. An L-stratified surface is a stratified surface with each i-cell colored
by an element of Li, i = 0, 1, 2.
Example 3.14. We give three important types of L-stratified 2-disks and refer to them as standard
L-stratified 2-disk.
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A0
Ai
(a) (b) (c)
Figure 1: For a given coefficient system A, the values of A on three types of L-stratified 2-disks
are shown in figures (a), (b) and (c) and discussed in details in Example 3.19. In particular, in
figure (c), 2-disk algebras A0, ...,An = A0 are assigned to 2-cells, 1-disk algebrasM1, · · · ,Mn are
assigned to 1-cells, and a 0-disk algebra P is assigned to the unique 0-cell.
(1) Σ = R2, Σ2 = Σ colored by an element of L2. See Fig. 1 (a). We call such an L-stratified
2-disk as a colored R2.
(2) Σ = R2, Σ1 = R × {0} colored by an element of L1, Σ2 = R
2\R × {0} colored by a pair of
elements of L2. See Fig. 1 (b). We call such an L-stratified 2-disk a colored (R
2;R1).
(3) Σ = R2, Σ0 = {0} is the origin in R
2, Σ1 = C(I)\{0}, Σ2 = R
2\C(I), where I ⊂ S1 is finite
subset. See Fig. 1 (c). The i-cells are colored by elements of Li for i = 0, 1, 2. We call such
an L-stratified 2-disk a colored (R2;C(I)). Note that there are many choices of orientations
on 1-cells.
Remark 3.15. The data of π in a stratified surface (Σ, π) is quite implicit. We would like to have
a convenient notation that can give us some partial but important information of π. A stratified
surface Σ is equivalent to a surface Σ together with a finite oriented graph Γ, in which the edges
in Γ are 1-cells and vertices in Γ are 0-cells, i.e. Γ = (Σ1,Σ0). We denote the stratified surface Σ
also by (Σ; Γ) or (Σ;Σ1;Σ0), i.e.
Σ = (Σ; Γ) = (Σ;Σ1;Σ0).
We have already used this notation convention in Example 3.14.
Definition 3.16. WedefineMfldL−stra to be the topological categorywhose objects are L-stratified
surfaces, and morphism space between two L-stratified surfaces M and N are embeddings
e : M → N that preserve the stratifications, the orientations on 1-,2-cells and the colors. We
defineMfldL−stra to be the symmetricmonoidal∞-category associated to the topological category
MfldL−stra. The symmetric monoidal structure is given by disjoint union.
Definition 3.17. LetM be a stratified surface and let Li be the set of i-cells ofM for i = 0, 1, 2. We
view M as an L-stratified surface with each i-cell colored by itself. We define DiskstraM to be the
full subcategory ofMfldL−stra consisting of those disjoint unions of standard L-stratified 2-disks
that admit at least one morphism toM.
Definition 3.18. Let V be a symmetric monoidal ∞-category. A coefficient system on a stratified
surfaceM is a symmetric monoidal functor A : DiskstraM → V.
It turns out that a coefficient system A assigns to each i-cell of M an i-disk algebras in V.
These 0-,1-,2-disk algebrasmust satisfy additional compatibility conditions in order forA to be a
well-defined symmetric monoidal functor. These 0-,1-,2-disk algebras are called the target labels
of A. They determine A up to isomorphism. Therefore, we often use target labels to specify a
coefficient system in figures.
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Example 3.19. We give some examples of the values of the coefficient system A on a few typical
objects in DiskstraM .
1. The functor A assigns to each colored R2 (see Fig. 1 (a)) a 2-disk algebraA in V. Moreover,
differently colored R2 can be assigned to (not necessarily) different 2-disk algebras in V.
2. The functor A assigns to each colored (R2;R1) (see Fig. 1 (b)) a 1-disk algebraM, which is
required to have compatible two-side actions of A and B, where A and B are the 2-disk
algebras assigned to the adjacent 2-cells (see Fig. 1 (b)). Note that our convention of left
and right is that if one stands on the 1-cell seeing the arrow pointing towards you, then
the left hand side of you is treated as the left. For example, A in Fig. 1 (b) acts on M from
left. In this case, the relation between the 1-disk algebraM and the 2-disk algebras A and
Bwas explained in [BBJ2, Sec. 2.3] (see also [AFT2, Prop. 4.8]). More precisely, let V = Vuty,
letA andB be UMTC’s and letM be a UMFC. In this case, the compatible two-side actions
on M of A and Bmeans thatM is a multi-fusion A-B-bimodule.
3. The functor A assigns to each colored (R2;C(I)) (see Fig. 1 (c)) a 0-disk algebra P equipped
with actions from 1-disk algebrasM1, · · · ,Mn (assigned to the adjacent 1-cells) and actions
from 2-disk algebrasA0, · · · ,An−1 (assigned to the adjacent 2-cells). A precise statement of
these actions is given in Example 3.21 (3).
Definition 3.20. Let V be a symmetric monoidal ∞-category, M be a stratified surface, and
A : DiskstraM → V be a coefficient system. The factorization homology of M with coefficient in A is
an object of V defined as follows:
∫
M
A := Colim
(
(DiskstraM )/M → Disk
stra
M
A
−→ V
)
.
Example 3.21. We give a few examples of factorization homology.
(1) Let M1 be a stratified 2-disk as depicted in Fig. 1 (a). If a coefficient system A1 assigns a
2-disk algebra A toM1, we have
∫
M1
A1 ≃ A and
∫
M1\{0}
A1 ≃ HH∗(A), where HH∗(A) is the
usual Hochschild homology, i.e. HH∗(A) = A ⊗A⊗Aop A.
(2) Let M2 be a stratified 2-disk as depicted in Fig. 1 (b). If a coefficient system A2 assigns a
1-disk algebraM to the 1-cell. We have
∫
M2
A2 ≃ M.
(3) Let M3 be a stratified 2-disk as depicted in Fig. 1 (c). Suppose a coefficient system A3
assigns a 0-disk algebra P to the 0-cell, and assigns i-disk algebras to the adjacent i-cells
for i = 1, 2 as shown in Fig. 1 (c). Then we have
∫
M3
A3 ≃ P and
∫
M3\{0}
A3 ≃ HH∗(A0,M1 ⊗A1 ... ⊗An−1 Mn) ≃ ⊗

A0,··· ,An−1
(M1, · · · ,Mn), (3.4)
where M1 ⊗A1 ... ⊗An−1 Mn is an A0-A0-bimodule, and HH∗(A0,M1 ⊗A1 ... ⊗An−1 Mn) is the
Hochschild homology of this bimodule. Since M3\{0} ≃ S
1 × R,
∫
M3\{0}
A3 has a structure
of 1-disk algebra and acts on P. Our convention is that if the arrows point towards the
0-cell, then we set the action to be the left action. If the arrow on the 1-cell with target
label Mi in Fig. 1 (b) is flipped, we need replace Mi in Eq. (3.4) by M
rev
i
, where Mrev
i
denotes the opposite 1-disk algebra of Mi. Therefore, the 0-disk algebra P receives a left∫
M3\{0}
A3-module structure. This module structure condition on P is sufficient for the
coefficient system A3 to be well-defined, due to the fact thatM3\{0} is universal among all
embeddings from standard stratified 2-disks without 0-cell into M3. A nice explanation
of this fact in a special case (Mi = A j for all i, j) was given in [BBJ2, Sec. 3] in terms of the
so-called braided module category (see also [Gi]).
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C D E
M N
Figure 2: A stratified 2-disk K = (R2;R ∪R) with a coefficient system AK determined by 2-disk
algebras C,D,E for 2-cells and 1-disk algebrasM,N for 1-cells.
N1
L
Cm = D0
C0 = Dn
Mm
M1
P Q
Nn
D0
C0
P ⊗L Q
N1Mm
M1 Nn
(a) (b)
Figure 3: These two figures depict a process of contracting a 1-cell to a 0-cell with proper new
target labels such that the value of factorization homology is not changed. Figure (a) depicts a
stratified 2-diskMwith a coefficient systemAM determined by its target labels; figure (b) depicts
another stratified 2-diskM′ with a coefficient system AM′ determined by its target labels. M
′ is
obtained by contracting the internal edge labeled by L in Figure (a) to a point.
For the factorization homology of stratified manifolds, there is also a version of ⊗-excision
property and pushforward property [AFT2, Thm. 2.25, Cor. 2.40]. More precisely, Thm. 3.9
remains true if the map M → [−1, 1] restricts to a bundle of stratified manifolds over (−1, 1).
Eq. (3.2) is also true for stratified manifoldsM and N if the map f : M → N restricts to a bundle
of stratified manifolds over each cell of N.
Example 3.22. We illustrate the ⊗-excision property by a few examples that are sufficient for the
purpose of computing factorization homology.
1. A stratified 2-disk K with a coefficient system AK is shown in Fig. 2. The 1-disk algebraM
is a C-D-bimodule, and N is an E-D-bimodule according to our left-right convention. By
the ⊗-excision property, we have
∫
K
AK ≃ M ⊗D N
rev. (3.5)
Consider a process of fusing these two1-cells labeledbyM andN into onewith adownward
arrow and labeled by M ⊗D N
rev. This process produces a new stratified 2-disk K′ and a
new coefficient system AK′ determined by C,M ⊗D Nrev,E. We have
∫
K
AK ≃
∫
K′
AK′ .
2. LetM be a stratified 2-disk with a coefficient system AM as shown Fig. 3 (a). In particular,
P and Q are 0-disk algebras in V;Mi andN j are 1-disk algebras; and Ck are 2-disk algebras.
It is easy to realizeM as a collar-gluing of three pieces M[−1,1), M{0} ×R and M(−1,1] (recall
Def. 3.8), whereM{0} is given by (R, {0}) (a vertical line intersecting the internal edge labeled
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Figure 4: These two figures depict a process of merging two 1-cells and one 2-cell to a single
1-cellwith proper new target labels such that the value of factorization homology is not changed.
by L in Fig. 3 (a)). According to the ⊗-excision property, we have∫
M
AM ≃ P ⊗L Q.
Consider a process of contracting the internal edge labeled by L to a point. It produces a
new stratified 2-diskM′ with a new coefficient system AM′ depicted in Fig. 3 (b). We have∫
M
AM ≃ P ⊗L Q ≃
∫
M′
AM′ .
3. Let N be a stratified 2-disk with a coefficient system AN as depicted in Fig. 3 (a). By the
same argument as the previous case, we have∫
N
AN ≃ P ⊗K⊗EL Q.
Therefore,
∫
N
AN ≃
∫
N′
AN′ where N
′ is a stratified 2-disk with a coefficient system AN′ as
depicted in Fig. 3 (b).
4. The ⊗-excision property also allows us to add 0-cells and 1-cells with proper target labels
without changing the value of factorization homology.
(a) On any 1-cell ewith the target labelM, we can add a new 0-cell labeled by the 0-disk
algebraM, which is obtained by forgetting its 1-disk algebra structure. Now e breaks
into two 1-cells both labeled by M and connected by a 0-cell labeled by the 0-disk
algebraM.
(b) Between any two 0-cells p and q (not necessarily distinct) on the boundary of a given
2-cell labeled by C, we can add an oriented 1-cell within this 2-cell from p to q labeled
by the 1-disk algebra C obtained by forgetting its 2-disk algebra structure.
These two ways of adding 0-,1-cells with proper target labels allows us to break two
adjacent non-contractible loops on a surface into two loops, each of which can be covered
by an open 2-disk. We will use this fact in the proof of Thm. 4.17.
Wehavedescribed the applicationof⊗-excisionproperty to three types of stratified 2-disks. More
generally, let X be one of the three stratified 2-disks with the coefficient system AX described
above (i.e. X = K,M,N). Let Y be any stratified surface equipped with a coefficient system
AY such that there is a stratified embedding f : X ֒→ Y that is compatible with the two
coefficient systems AX and AY. We can replace the image of f in Y by the stratified 2-disk X
′
(i.e. X′ = K′,M′,N′) to obtain a new stratified surface Y′ which is identical to Y outside X′, i.e.
Y′\X′  Y\X. Y′ is equipped with a canonical coefficient system AY′ which is identical to AY on
Y′\X′, and is identical to the coefficient system AX′ on X
′. Then the ⊗-excision property implies
that
∫
Y
AY ≃
∫
Y′
AY′ .
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Figure 5: This figure depicts a stratified 2-disk with an anomaly-free coefficient system A
determined by its target labels.
4 Computation of factorization homology
In this section, we introduce the notion of an anomaly-free coefficient system and prove our
main result.
4.1 Anomaly-free coefficient systems
Let M be a stratified surface. Let Vuty be the symmetric monoidal (2, 1)-category of unitary
categories. The following definition is motivated by the notion of an anomaly-free topological
order.
Definition 4.1. Acoefficient systemA : DiskstraM → Vuty onM is called anomaly-free if the following
conditions are satisfied:
1. The target label for a 2-cell is given by a UMTC;
2. The target label for a 1-cell between two adjacent 2-cells labeled byA (left) and B (right) is
given by a closed multi-fusion A-B-bimodule (thus A and B are Witt equivalent);
3. The target label for a 0-cell as the one depicted in Fig. 1 (c) is given by a 0-disk algebra (P, p),
where the unitary categoryP is equippedwith the structure of a closed left
∫
M\{0}
A-module
(recall Def. 2.1), i.e. ∫
M\{0}
A ≃ ⊠
A0,··· ,An−1
(M1, · · · ,Mn) ≃ FunH(P,P). (4.1)
According to Cor. 2.7, P is uniquely determined (up to equivalence) by other data.
Example 4.2. A stratified 2-disk M is depicted in Fig. 5. An anomaly-free coefficient system A
onM is determined by its target labels as shown in the figure.
1. The target labels for 2-cells: A,B,C,D are Witt equivalent UMTC’s.
2. The target labels for 1-cells: L is a closed multi-fusion A-C-bimodule,M is a closed multi-
fusion D-C-bimodule and N is a closed multi-fusion B-C-bimodule.
3. The target labels for 0-cells:
(a) (P, p) is a closed left module over ⊠
A,D,C
(I,M,Lrev);
(b) (Q, q) is a closed left module over ⊠
C,D,B(M
rev, Jrev,N);
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(c) (R, r) a closed left module over ⊠
A,C,B(L,N
rev,Krev).
We would like to express the data of a coefficient system A : DiskstraM → Vuty more explicitly.
For example, in the case of a stratified 2-disk depicted in Fig. 5, we denote
A = (A,B,C,D; I, J,K,L,M,N; (P, p), (Q, q), (R, r)).
If there is no i-cell, we simply denote the target label for i-cell by ∅. For example, if M is a
stratified surface without 1-,0-strata and the target label for the unique 2-cell is C, we denote A
by (C; ∅; ∅).
Remark 4.3. We would like to point out that the target labels for 0-cells can be more general
than the ones appeared in Fig. 5. We have seen that two 0-cells in a stratified surface Σ can
be labeled by (P, p) and (Q, q), respectively. Let p1, · · · , pk ∈ P and q1, · · · , qk ∈ Q. Suppose∫
Σ
(· · · ; · · · ; · · · , (P, pi), (Q, qi)) = (X, xi). We allow the two 0-cells to be simultaneously labeled by
(P ⊠ Q,⊕k
i=1
pi ⊠ qi). The factorization homology with coefficients including two 0-cells simulta-
neously labeled by (P ⊠ Q,⊕k
i=1
pi ⊠ qi) is defined as follows:∫
Σ
(· · · ; · · · ; · · · , (P ⊠ Q,⊕ipi ⊠ qi)) := (X,⊕
k
i=1xi).
4.2 A few useful mathematical results
Let C,D be UMFC’s throughout this subsection.
Definition 4.4. Let M be a C-D-bimodule. We say that M is right dualizable, if there exists a
D-C-bimodule N equipped with bimodule functors u : D → N ⊠C M and v : M ⊠D N → C such
that the composed bimodule functors
M ≃M ⊠D D
idM⊠u
−−−−→ M ⊠D N ⊠C M
v⊠idM
−−−−→ C ⊠C M ≃M,
N ≃ D ⊠D N
u⊠idN
−−−−→ N ⊠C M ⊠D N
idN⊠v
−−−−→ N ⊠C C ≃ N
are isomorphic to the identity functors. In this case, the D-C-bimodule N is called left dualizable.
The category N is called the right dual ofM, andM is called the left dual of N.
Remark 4.5. The right/left dual of a C-D-bimoduleM, if exists, is unique up to equivalence.
The existence of the right/left dual of a C-D-bimodule M is known [DSS]. We give a short
proof of this result. In particular, we make the duality functors u and v explicit for the later uses.
Theorem 4.6. A C-D-bimoduleM has a right dual given byMop with two duality maps u and v
defined as follows:
u : D → FunC(M,M) ≃M
op
⊠C M, d 7→ − ⊙ d,
v : M ⊠D M
op → C, x ⊠D y 7→ [x, y]
∗
C
. (4.2)
Since (Mop)op ≃M as C-D-bimodules,Mop is also the left dual ofM.
Proof. It is clear that u is aD-D-bimodule functor. That v is a C-C-bimodule functor follows from
the identity Eq. (2.1). To show that Mop is the right dual of M, first, we consider the following
diagram:
M ≃ M ⊠D D
idM⊠Du //
idM⊠Du **❱❱❱
❱❱
❱❱
❱❱
❱❱
❱❱
❱❱
❱❱
M ⊠D M
op ⊠C M
v⊠CidM //
≃

C ⊠C M ≃ M .
M ⊠D FunC(M,M)
x⊠D f 7→ f (x)
44✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐
OO (4.3)
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(C, x1 ⊗ · · · ⊗ xn)
C
C
Z(C)
(C, x1 ⊗ · · · ⊗ xn)
FunH(C,C)
(C, 1)
(a) (b)
Figure 6: These two pictures depicts the two steps in computing the factorization homology of
a sphere with the coefficient system determined by a single UMTC C.
It is commutative due to Eq. (2.3). It follows immediately that the composed functor on the first
row is isomorphic to idM. Secondly, we consider the following composed functor
Mop ≃ D ⊠D M
op u⊠DidMop−−−−−−−→ Mop ⊠C M ⊠D M
op idMop⊠Cv−−−−−−−→ Mop ⊠C C ≃M
op. (4.4)
Notice that the functor idMop ⊠C vmaps x ⊠C y ⊠D z to x ⊙
∗ [y, z]∗ = [y, z] ⊙ x. According to [KZ,
Eq. (2.3)], the functor [y,−]⊙x ∈ FunC(M,M) is right adjoint to [−, x]∗⊙ y for x, y ∈ M. Therefore,
the composed functor (4.4) is adjoint, hence isomorphic, to the identity functor. This showsMop
is the right dual ofM. 
Remark 4.7. With a proper adaption of the left/right duals, the same proof works for C,D being
finite multi-tensor categories andM being finite C-D-bimodules.
Remark 4.8. A C-D-bimoduleM is called invertible if both of u and v are bimodule equivalences.
In the special case where C,D are indecomposable, if one of u and v is a bimodule equivalence,
so is the other [ENO09, Prop. 4.2].
4.3 Closed stratified surfaces without 1-stratum
In this subsection, we compute the factorization homology of any closed stratified surfaces
without 1-stratum.
Theorem 4.9. Let C be a UMTC and x1, . . . , xn ∈ C. Consider the stratified sphere S2 without
1-stratum but with finitely many 0-cells p1, · · · , pn. Suppose a coefficient system assigns C to the
unique 2-cell and assigns (C, x1), . . . , (C, xn) to the 0-cells p1, . . . , pn, respectively. We have∫
(S2;∅;p1,··· ,pn)
(C; ∅; (C, x1), . . . , (C, xn)) ≃ (H,homC(1C, x1 ⊗ · · · ⊗ xn)). (4.5)
Proof. First we project the stratified sphere to a closed stratified 2-disk as depicted in Fig. 6
(a) such that the projection restricts to a 1-,2-fold covering over the 1-,2-cell, respectively, and
maps all the points p1, . . . , pn to the 0-cell. Applying the pushforward property and the ⊗-
excision property, we reduce the problem to the computation of the factorization homology of
the stratified 2-disk depicted in Fig. 6 (a). Note that C ⊠ C ≃ Z(C).
Then we apply the ⊗-excision property to complete the computation. That is, we further
project the stratified 2-disk vertically onto the closed interval [−1, 1] as depicted in Fig. 6 (b).
Note that C ⊠Z(C) C
rev ≃ FunH(C,C) and the induced left action of FunH(C,C) on C is the obvious
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one by Cor. 2.6. Moreover, since the duality functor δ : FunH(C,C)rev → FunH(C,C)op carries
a ⊗ − ⊗ b to b∗ ⊗ − ⊗ a∗ for a, b ∈ C, the induced right action of FunH(C,C) on C coincides with the
right action of FunH(C,C) on Cop if we identify C with Cop via duality.
The final result is expressed as a tensor product:
∫
(S2;∅;p1,··· ,pn)
(C; ∅; (C, x1), . . . , (C, xn)) ≃
(
C ⊠FunH(C,C) C, 1C ⊠FunH(C,C) (x1 ⊗ · · · ⊗ xn)
)
.
Notice that C is an invertible H-FunH(C,C)rev-bimodule (see Rem. 4.8). We have canonical
equivalences C⊠FunH(C,C) C ≃ C
op⊠FunH(C,C) C ≃ C⊠FunH(C,C)rev C
op ≃ H, where the first equivalence
is given by the duality C ≃ Cop and the last one is defined in Eq. (4.2). The composed equivalence
maps as follows:
x ⊠FunH(C,C) y 7→ [y, x
∗]∗H ≃ homC(y, x
∗)∗ ≃ homC(x
∗, y). (4.6)
Plugging in x = 1C and y = x1 ⊗ · · · ⊗ xn in Eq. (4.6), we obtain Eq. (4.5). 
Theorem 4.10. Let C be a UMTC and x1, . . . , xn ∈ C. Let Σg be a closed stratified surface of
genus gwithout 1-stratum but with finitely many 0-cells p1, · · · , pn. Suppose a coefficient system
assigns C to the unique 2-cell and assigns (C, x1), . . . , (C, xn) to the 0-cells p1, . . . , pn, respectively.
We have∫
(Σg;∅;p1,··· ,pn)
(C; ∅; (C, x1), · · · , (C, xn)) ≃
(
H,homC(1C, x1 ⊗ · · · ⊗ xn ⊗ (⊕i∈O(C)i ⊗ i
∗)⊗g
)
(4.7)
Proof. Notice that Eq. (4.7) holds for g = 0 by Thm. 4.9. Now we assume g > 0. The proof of
Thm. 4.9 implies that
∫
S1×R
C ≃ FunH(C,C). ByEq. (2.3) andRem. 2.2,wehaveFunH(C,C) ≃ Cop⊠C
as FunH(C,C)rev-FunH(C,C)rev-bimodules, under which idC ≃ ⊕i∈O(C) homC(−, i)∗ ⊗ i is mapped
to ⊕i∈O(C)i⊠ i. Therefore, we have
∫
S1×R
C ≃ (C⊠Cop,⊕ii⊠ i) as FunH(C,C)-FunH(C,C)-bimodules.
As a consequence, when we compute factorization homology, we can replace a cylinder S1 ×R
by two open 2-disks each equipped with a 0-cell, both of which are simultaneously labeled by
(C⊠C,⊕ii⊠ i∗) (recall Rem. 4.3). Notice that we have applied δ : Cop → C on the second factor. In
this way, we reduced the genus by one. By induction, we obtain Eq. (4.7) immediately. 
Remark 4.11. This remark is due to David Ben-Zvi. Actually, Lurie has shown that an Ek
algebra in any symmetric monoidal higher category is k-dualizable [Lu2, Claim4.1.14] and
defines a framed kD TQFT. Moreover, the invariants of manifolds of dimension at most k are
determined by factorization homology [Lu2, Thm. 4.1.24]. Freed and Teleman have proved that
a modular tensor category is 4-dualizable and defines an invertible 4D TQFT [FT] (see also [S]).
In particular, the categories associated to surfaces are equivalent to H [FT]. Therefore, the first
dataH in Eq. (4.7) follows from these results.
Remark 4.12. It is not surprising that the distinguished object ofH in Eq. (4.7) is nothing but the
Hilbert space that is assigned to the surface Σ in the Reshetikhin-Turaev 2+1D TQFT [RT, Tu]
determined by C. This result was vaguely alluded in the context of cobordism hypothesis in [FT]
by viewing the TQFT as a relative theory [Fre]. It is also known that this state space is the ground
state degeneracy (GSD) of the topological order associated to C. For the explicit computation of
GSD from concrete lattice models, one can consult [HSW] and references therein. We also want
to remark that the unitarity does not play any role here. Thm. 4.10 holds for any modular tensor
category C. For unitary braided fusion categories that are not non-degenerate, the values of the
factorization homology cannot be H (see examples in [BBJ1]) because the associated 3d bulks
are non-trivial.
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Figure 7: Figure (a) shows a stratified cylinder with a unique 2-cell labeled by a UMTC C and a
unique 1-cell labeled by a closed multi-fusion C-C-bimoduleM. Figure (b) is a disjoint union of
two open 2-disks with 2-cells labeled by C, 1-cells labeled byM andMrev, respectively, and two
0-cells simultaneously labeled by (X ⊠ Xop,⊕i∈O(X)i ⊠ i) (see Rem. 4.3).
4.4 Closed stratified surfaces with 1-stratum
Lemma 4.13. For any stratified surface Σwith an anomaly-free coefficient system A, any one of
the processes described in Example 3.22 (1),(2),(3),(4) produces a new stratified surface Σ′ and a
new coefficient system A′. We have ∫
Σ
A ≃
∫
Σ′
A′. (4.8)
Moreover, the new coefficient system A′ is also anomaly-free.
Proof. Eq. (4.8) holds by the ⊗-excision property of factorization homology. We need to prove
that the new coefficient system A′ is anomaly-free. This is obvious for the processes described
in Example 3.22 (1),(3),(4).
It remains to show that the target label P ⊠L Q in Fig. 3 (b) is anomaly-free. Let M =
M1 ⊠C1 · · · ⊠Cm−1 Mm and N = N1 ⊠D1 · · · ⊠Dn−1 Nn. We have Z(M) ≃ Z(L) ≃ Z(N
rev) ≃ C0 ⊠ D0
by Thm. 2.4. Moreover, M ≃ FunLrev(P,P) and N ≃ FunL(Q,Q) by Cor. 2.6. Then M ⊠C0⊠D0 N ≃
FunH(P ⊠L Q,P ⊠L Q) by Eq. (2.4), as desired. 
Theorem 4.14. Given any stratified sphere Σ = (S2; Γ) and an anomaly-free coefficient system A
on Σ, we have
∫
Σ
A = (H, uΣ), where uΣ is an object in H.
Proof. Applying the processes described in Example 3.22 (2),(3),(4) repeatedly, we can always
reduce the graph Γ to finitely many points on S2 because all loops on S2 are contractible. Then
the result follows from Thm. 4.9. 
Before considering high genus surfaces, we prove a lemma.
Lemma 4.15. Let Σ be the stratified cylinder (S1 ×R;R) depicted in Fig. 7 (a), in which the target
label C is a UMTC and the target labelM is a closed multi-fusion C-C-bimodule. We have
∫
(S1×R;R)
(C;M; ∅) ≃ FunH(X,X), (4.9)
where X is the unique (up to equivalence) left C-module such thatM ≃ FunC(X,X).
Proof. Since Z(Mrev) ≃ C⊠ C ≃ Z(C), there is a unique left C-module X such thatM ≃ FunC(X,X)
byCor. 2.6. By the⊗-excision property andCor. 2.6 again, we have
∫
(S1×R;R)
(C;M; ∅) ≃ C⊠Z(C)M ≃
FunH(X,X), which maps 1C ⊠Z(C) 1M to idX. 
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Remark 4.16. Wewould like to forget the 1-disk algebra structure onFunH(X,X) to obtain a 0-disk
algebra (FunH(X,X), idX). There is a canonical FunH(X,X)-FunH(X,X)-bimodule equivalence
FunH(X,X) ≃ X ⊠Xop, which maps idX to ⊕i∈O(X)i ⊠ i (see the proof of Thm. 4.10). This suggests
a very important tool of computing the factorization homology of a surface Σ with high genus.
More precisely, we can always replace any cylinder-like region in Σ as depicted in Fig. 7 (a) by
two open 2-disks as depicted in Fig. 7 (b) without changing the value of factorization homology.
Theorem 4.17. Given any closed stratified surface Σ and an anomaly-free coefficient system A
on Σ, we have
∫
Σ
A ≃ (H, uΣ), where uΣ is an object in H.
Proof. The result is true if Σ is a stratified sphere by Thm. 4.14. We assume that Σ is of genus
greater than zero. After we apply the processes described by Example 3.22 (2),(3),(4) to the
graph Γ in Σ until no further reduction is possible, there is at least one cylinder-like region in Σ
which looks like the one depicted in Fig. 7 (a). Using Lem. 4.15 and Rem. 4.16, we can reduce the
problem to the genus zero case. 
Remark 4.18. Given a stratified surface with boundary Σ, one can obtain a stratified surface
without boundary Σ′ by attaching 2-disks to the boundary. Therefore, the factorization homol-
ogy of a stratified surface with boundary can be viewed as a special case of that of a stratified
surface without boundary but with some contractible 2-cells labeled by H. We give an example
in Cor. 5.18.
5 Topological orders
In this section, we discuss the relation between the theory of factorization homology and 2d
topological orders.
5.1 Topological orders and anomaly-free defects
In this subsection, we discuss topological orders and the notion of anomaly-free defects of
codimension 0,1,2. In particular, we show that giving a stratified surface decorated by anomaly-
free defects is equivalent to giving the same stratified surface with an anomaly-free coefficient
system. All domain walls and defects in a 2d topological order are assumed to be gapped
without further announcement.
It is known that the topological excitations of an anomaly-free 2d topological order on an
open 2-disk form a UMTC C. Microscopically, by “anomaly-free” we mean that the topological
order can be realized by a 2d lattice model [KW]. Macroscopically, by “anomaly-free” we
mean that all topological excitations are detectable by the braiding among themselves [KW]. In
particular, it implies that if, by moving a particle-like topological excitation x around another
y along a circular path, if we detect no physical difference for all x, then the excitation y must
be the vacuum. Namely, the only simple transparent object in C is the tensor unit 1C. This
anomaly-free condition corresponds exactly to the non-degeneracy of the braidings in a UMTC.
The simplest example of UMTC is H, which describes the trivial 2d topological order.
Remark 5.1. An anomalous 2d topological order can only be realized as a boundary of a 3d
lattice model.
An anomaly-free 2d topological order naturally induces topological orders of lower dimen-
sions as illustrated in Fig. 8. In Fig. 8 (a), a 2d anomaly-free topological order C restricted to
an open neighborhood of a 1-codimensional submanifold gives a 1d topological order. It is
described by the unitary fusion category C obtained from the UMTC C by forgetting its braiding
structure. A unitary fusion category is a 1-disk algebra in Vuty (recall Example 3.5), which means
that topological excitations can be fused in the oriented 1-dimensional manner. In Fig. 8 (b), by
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Figure 8: (a) Restricting an anomaly-free 2d topological order C to a neighborhood of the dotted
line gives a 1d topological order; (b) restricting to a neighborhood of a particle-like excitation
x ∈ C gives a 0d topological order described by a pair (C, x).
restricting to an open neighborhood of a single topological excitation x ∈ C, we obtain a 0-disk
algebra (C, x), where C is viewed as a unitary category by forgetting its monoidal structure.
More generally, a potentially anomalous 1d topological order is described by a unitary
multi-fusion category (UMFC) M [KWZ]. It is anomaly-free as a 1d topological order if its
Drinfeld center Z(M) is trivial, i.e. Z(M) ≃ H. It is known that such a UMFC has a unique
indecomposable left module P (a unitary category) such that the module structure on P gives
a monoidal equivalence M ≃ FunH(P,P). The phase M is called 2-stable (i.e. stable as a 1d
topological order) if and only ifM ≃ H [KWZ]. When Z(M) ≃ H and M ; H, the anomaly-free
1d phase is not 2-stable, but it might be stable as a 2d phase. We give explicit lattice models to
illustrate this phenomenon in Example 5.8, 5.9, 5.10.
Similar to how we define the notion of an anomaly-free 2d topological order, we can define
the notion of an anomaly-free domainwall (or an anomaly-free 1-codimensional defect) between
two anomaly-free 2d topological orders. More precisely, in the stratified 2-disk depicted in Fig. 9
(a), there is a domainwallM between two 2d phases C andD. The arrowon the wall indicates an
orientation, which tell us in what order we should fuse excitations on the wall. Bulk excitations
from two sides of the wall can be fused into the wall. This gives the bimodule action onM from
the UMTC’s associated to the adjacent 2-cells. The arrow on the wall also tell us which one of
C and D act on M from left (or right). Our convention is that when you are standing on the
wall and seeing the arrow coming towards you, what sits on your left (or right) acts from left
(or right). For example, in Fig. 9 (a),M is a multi-fusion C-D-bimodule, and N is a multi-fusion
E-D-bimodule. There is no difference if we flip the arrow on the wall between D and E in Fig. 9
(a) and replaceN by Nrev.
The wallM is called anomaly-free if one can realize it as a boundary in a 2d lattice model with
the bulk phase given by C ⊠D. By the boundary-bulk relation [Ko, KWZ], macroscopically, the
domain wall M between C and D is anomaly-free if M is a closed multi-fusion C-D-bimodule.
In general, anomaly-free walls between two arbitrary UMTC’s C and D might not exist. The
UMTC’s C andD are called Witt equivalent if there are solutions of K to the braided eqivalence
Z(K) ≃ C ⊠D [DMNO]. In this case, the solutions of K are often not unique. It is known that
fusion-category solutions one-to-one correspond to the Lagrangian algebras in C⊠D [DMNO]. If
K is allowed to be multi-fusion, there aremore solutions. But all solutions areMorita equivalent
[KZ].
Remark 5.2. Ananomalous 1-codimensional defect in a 2d topological order can only be realized
as a 2-codimensional defect in a 3d lattice model with a non-trivial 3d bulk phase.
LetC0, · · · ,Cm andD0, · · · ,Dn beUMTC’s andCm = D0 and C0 = Dn. LetMi be a closedmulti-
fusionCi−1-Ci-bimodule for i = 1, · · · ,m, and letN j be a closedmulti-fusionD j−1-D j-bimodule for
j = 1, · · · , n. Consider a 2-codimensional defect (R, r) depicted in Fig. 9 (b). The 2-codimensional
defect (R, r) is called anomaly-free if it can be realized as a 2-codimensional defect on the
boundary of a 2d lattice model with the bulk given by C0 ⊠D0, the boundary on the one side of
(R, r) is given byM1 ⊠C1 · · ·⊠Cm−1 Mm, and that on the other side is given by N1 ⊠D1 · · · ⊠Dn−1 Nn.
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Figure 9: Figure (a) depicts a stratified 2-disk with three 2-cells, each of which is a 2d anomaly-
free topological order, and two 1-cells, each of which is an anomaly-free domain wall. Figure
(b) depicts a standard stratified 2-disk (R2;C(I)). The 0-cell at original point is labeled by an
anomaly-free 2-codimensional defect (R, r).
According to [KK, Ko], all of C0 ⊠D0,M1 ⊠C1 · · ·⊠Cm−1 Mm,N1 ⊠D1 · · ·⊠Dn−1 Nn can be realized by
Levin-Wen type of lattice models (see Example 5.10). As a consequence, the unitary category R
is uniquely (up to equivalence) determined by other data. Mathematically, (R, r) is anomaly-free
if and only if the ⊠
C0,··· ,Cm−1,D0,··· ,Dn−1
(M1, · · · ,Mm,N1, · · · ,Nn)-module structure on R is closed
(recall Def. 2.1), i.e.
⊠

C0,··· ,Cm−1,D0,··· ,Dn−1
(M1, · · · ,Mm,N1, · · · ,Nn) ≃ FunH(R,R). (5.1)
According to [KK] (see also Example 5.11), (R, r) satisfying Eq. (5.1) is the only type of 2-
codimensional defects that are realizable in Levin-Wen type of lattice models. Notice that
we have made an ad hoc choice of partition of the set {M1, · · · ,Mm,N1, · · · ,Nn}when we define
the anomaly-free condition via lattice models. But the mathematical anomaly-free condition
given in Eq. (5.1) is independent of the partition.
Remark 5.3. It is worthwhile to study a special case, in which m = 1, n = 0. Let M1 = M and
C0 = C. In this case, M
rev and C share the same Drinfeld center, consequently there is a unique
left C-module P such thatM ≃ FunC(P,P) by Cor. 2.6. The “moreover” part of Cor. 2.6 says that
FunH(P,P) ≃ FunH(R,R). Namely, R ≃ P as M-Crev-bimodules. Now we flip the arrow on the
wall and keep the labelM. ThenMrev,C still share the same Drinfeld center andM ≃ FunC(P,P)
with the same P but FunH(P,P) ≃ FunH(R,R)rev ≃ FunH(R,R)op ≃ FunH(Rop,Rop). Therefore,
R ≃ Pop as Crev-M-modules in the flipped case.
Remark 5.4. A special case of Fig. 9 (b) is worth of a separate remark. IfMi = N j = Ck = C j = C,
where C is a UMTC, we must have R ≃ C. The case C = H says that an anomaly-free 2-
codimensional defect in the trivial 2d topological order, i.e. 0d anomaly-free topological order
(see [KWZ, Example 2.2.3 (1), Remark 2.2.4]), is given by a pair (H, u), where u is an object inH.
Remark 5.5. If the condition Eq. (5.1) does not hold, then the defect (R, r) is called an anomalous
2-codimensional defect. Such a defect can only be realized as a 3-codimensional defect in a 3d
lattice model with a non-trivial 3d bulk phase.
5.2 Dimensional reduction and factorization homology
In this subsection, we show that the following three basic dimensional reduction processes of
topological orders coincide with the ⊗-excision property of factorization homology:
1. stacking an anomaly-free 2d topological order on the top of another, viewed as the fusion
of two such topological orders into one;
21
2. the fusion of two anomaly-free 1-codimensional defects (connected by an anomaly-free 2d
topological order) into one (see the picture in Eq. (5.2));
3. the fusion of two anomaly-free 2-codimensional defects (connected by an anomaly-free
1-codimensional defect) into one (see Fig. 12).
We study these three processes in order.
Process 1: If we stack two layers of anomaly-free 2d topological orders C and D without
introducing any couplingbetween the two layers, topological excitations in this two-layer system
form a UMTC: C ⊠D. This agrees with the following special case of the ⊗-excision property: if
we label two copies of R2 by C andD, respectively, then
∫
R2∪R2
(C,D; ∅; ∅) ≃ C ⊠D.
Process 2: Consider the configuration depicted on the right hand side of Eq. (5.2). There
are three anomaly-free 2d topological orders labeled by C,D,E. They are separated by two
anomaly-free domain walls labeled by M and N. In other words, M is a closed multi-fusion
C-D-bimodule, and N is a closed multi-fusion D-E-bimodule.
On the one hand, according to the ⊗-excision property, the factorization homology of the
whole region depicted on the right hand side of Eq. (5.2) should be given byM⊠D N. If we map
thewhole region to a vertical line (parallel to the twowalls in Eq. (5.2)), then by the pushforward
property, we obtain a 1-disk algebra (or a 1d topological order) on the line given byM ⊠D N.
On the other hand, viewed from far away, the wallsM and N fuse into a new wall, which is
denoted byM ×D N, i.e.
M ×D N := C D E
M N
. (5.2)
Suppose C,D,E are all non-chiral. Namely, they are all Drinfeld centers of some unitary fusion
categories. By the constructions of Levin-Wen type of models with domain wall given in [KK],
one can realize M ×D N as M ⊠D N in these lattice models. This is also consistent with and
a consequence of Example 5.11 via the boundary-bulk duality [KWZ, KZ]. For chiral cases,
by applying the folding trick (folding along an arbitrary vertical line in the D-phase), one can
reduce the problem to non-chiral cases. Such fusion of domain wallsM and N has already been
proposed and studied in [FS]. Moreover, the fused wall M ⊠D N is automatically anomaly-free
by Thm. 2.4 (see also [Ka]).
Therefore, we must have M ×D N ≃ M ⊠D N as long as C,D,E and M,N are all anomaly-
free. In other words, the dimensional reduction process corresponds precisely to the ⊗-excision
property and the pushforward property of factorization homology.
Remark 5.6. In general, even if M and N are both unitary fusion categories, M ⊠D N is multi-
fusion in general. So M ⊠D N is not 2-stable as 1d phase in general [KWZ], and can flow to a
stable one under local perturbations. We give an example in Example 5.9. But when bothM and
N are fusion,M ⊠D N is stable as a 2d phase with two 1d defects.
Remark 5.7. We have shown thatM×D N ≃M⊠D N for anomaly-free C,D,E,M,N. We believe
that the equivalence still holds for anomalous C,D,E,M,N.
We will illustrate this correspondence between the dimensional reduction processes in topo-
logical orders and the theory of factorizationhomology in a fewconcrete latticemodels. Example
5.8, 5.9 and 5.10 have already appeared in [KWZ], but we put it in a new context. In particular,
we emphasize the correspondence to the ⊗-excision property and the pushforward property of
factorization homology.
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Figure 10: In (a), a narrow band of a toric code model bounded by two different gapped
boundaries; in (b), both boundaries are the smooth boundaries.
Example 5.8. (Toric code model, I) Consider a narrow band of toric code model depicted
in Fig. 10 (a), in which the left side is the smooth boundary and the right side is the rough
boundary [BK]. In this case, note that e-particles condense on the rough boundary and m-
particles condense on the smooth boundary. As a consequence, no particle survives except the
trivial one. Therefore, this narrow band of toric code model realizes the trivial 1d topological
order H. On the other hand, the particles on the smooth boundary form the unitary fusion
category FunRep(Z2)(Rep(Z2),Rep(Z2)), those on the rough boundary form FunRep(Z2)(H,H). The
bulk excitations form the Drinfeld center Z(Rep(Z2)) of Rep(Z2). According to the ⊗-excision
property and the pushforward property of factorization homology, the 1d topological order
obtained by squeezing the band should be given by
FunRep(Z2)(Rep(Z2),Rep(Z2)) ⊠Z(Rep(Z2)) FunRep(Z2)(H,H)
≃ FunH(Rep(Z2) ⊠Rep(Z2) H, Rep(Z2) ⊠Rep(Z2) H)
≃ FunH(H, H) ≃ H, (5.3)
where we have used Eq. (2.4) in the first step. Therefore, the theory of factorization homology
coincides with dimensional reduction in topological orders in this case.
Example 5.9. (Toric code model, II) Consider a narrow band of toric code model depicted in
Fig. 10 (b), where the both sides are the smooth boundaries. In this case, only m-particles are
condensed, and e-particles survive in the 1d phase. One can create a pair of e-particles by the
string operator illustrated in Fig. 10 (b). But now this e-string is detectable by the string operator
that creates a pair of m-particles. This m-string operator is local when the band is narrow. As
a consequence, the vacuum of the 1d phase is two-fold degenerate [HW]. Moreover, two ends
of the e-string correspond to two different particle types because they connect two different
vacuum in different ways with respect to the orientation of the 1d space manifold. We use e and
e¯ to distinguish them. Therefore, excitations in this narrow band of toric model should form the
following UMFC of the matrix type (
H H
H H
)
(5.4)
with the fusion product given by the matrix multiplication.
On the other hand, according to the properties of factorization homology, the resulting 1d
phase should be given by the UMFC:
FunRep(Z2)(Rep(Z2),Rep(Z2)) ⊠Z(Rep(Z2)) FunRep(Z2)(Rep(Z2),Rep(Z2))
≃ FunH(Rep(Z2) ⊠Rep(Z2) Rep(Z2), Rep(Z2) ⊠Rep(Z2) Rep(Z2))
≃ FunH(Rep(Z2), Rep(Z2)), (5.5)
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Figure 11: This figure depicts a dimensional reduction process in a Levin-Wen type of lattice
model discussed in Example 5.10. E is given by (5.6). The arrow on the boundary of (b) indicate
that we write the fusion of boundary excitations from top to bottom as a tensor product from
left to right on a horizontal line.
which is equivalent to Eq. (5.4). Therefore, the theory of factorization homology coincides with
dimensional reduction in topological orders in this case. Also note that due to the vacuum
degeneracy, such obtained 1d phase (Eq. (5.4)) is not stable. It can flow to the only stable one H
under the perturbation by local operators (such as the m-string operators).
Example 5.10. (Levin-Wen Models) Consider a Levin-Wen type of lattice model depicted in
Fig. 11 (b), the bulk lattice defined by a unitary fusion category C, the upper/lower boundary
lattice is defined by an indecomposable right C-module N/M. The excitations in the bulk are
given by the Drinfeld center Z(C) of C, the excitations on the M-boundary by FunCrev (M,M),
those on N-boundary by FunCrev (N,N) and the defect junction (the purple dot) by a C-module
functor f ∈ FunCrev (M,N). When the defect junction is viewed as a 0d topological order (by
including the action of nearby excitations on f ), it is given by the pair (FunCrev (M,N), f ). By
folding the two boundaries along two dotted arrow, we obtain Fig. 11 (b), in which the 1d phase
E should be given by
E = FunCrev (N,N) ⊠Z(C) FunCrev (M,M)
rev (5.6)
according to the ⊗-excision property and the pushforward property of factorization homology.
On the other hand, when we fold M-boundary upwards and flip its orientation, the right C-
module M becomes the left C-module Mop. It amounts to a Levin-Wen type of lattice model
defined by H-lattices together with a domain wall defined by H-H-bimodule Mop ⊠C N. The
excitations on this narrow band should be given by
FunH(N ⊠C M
op,N ⊠C M
op). (5.7)
UsingEq. (2.4), it is clear that Eq. (5.6) andEq. (5.7) are canonically equivalent. It is also interesting
to note that E is nothing but the center of the 0-disk algebra (FunCrev (M,N), f ) [KWZ].
Process 3: Without loss of generality, we consider the configuration depicted in Fig. 12, in
which the bulk phase is given by Z(C), where C is a unitary fusion category. By Thm. 2.5,
the only possible anomaly-free boundaries are those UMFC’s that are Morita equivalent to C.
Therefore, they are given by FunC(K,K) for some left C-module K. In Fig. 12, we give three
such anomaly-free boundaries. If P and Q are anomaly-free 2-codimensional defects, they are
uniquely determined by the anomaly-free condition Eq. (5.1). Applying Eq. (2.4) and Eq. (2.3),
we obtain that P = (FunC(L,M), f ) and Q = (FunC(M,N), g) for an arbitrary choice of f and
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FunC(L,L) FunC(N,N)FunC(M,M)
P Q
Z(C)
Figure 12: This figure depicts three different boundaries of an anomaly-free 2d topological order
Z(C). They are described by UMFC’s FunC(L,L), FunC(M,M) and FunC(N,N), respectively.
Here L,M,N are left C-modules.
g. On the one hand, the ⊗-excision property of factorization homology predicts that the triple
(Q, FunC(M,M),P) should combine to a single 2-codimensional defect given by
(Q ⊠FunC(M,M) P, g ⊠FunC(M,M) f ) ≃ (FunC(L,N), g ◦ f ). (5.8)
On the other hand, the dimensional reduction process should give again an anomaly-free 2-
codimensional defect, which has to be (FunC(L,N), x) for some object x ∈ FunC(L,N). We show
in Example 5.11 via concrete lattice models that x has to be g ◦ f .
Example 5.11. (Dimensional reduction from 1d to 0d) Consider a Levin-Wen type of lattice
model with gapped boundaries as depicted in Fig. 12. More precisely, the lattice in the bulk is
constructed from a unitary fusion category C; the lattice on the three different types of bound-
aries are constructed from three left C-modules L,M,N, respectively. As a consequence, the
bulk excitations form a UMTC Z(C), the boundary excitations on the three different bound-
aries form UMFC’s FunC(L,L),FunC(M,M) and FunC(N,N), respectively. To determine the
2-codimensional defect between the L-boundary and the M-boundary, we first recall that the
boundary conditions L andM uniquely determines a local operator algebra A(M,L) [KK], which
is given by
AM,L :=
⊕
j∈O(C)
⊕
λ,σ∈O(M)
⊕
γ,ρ∈O(L)
homM( j ⊗ σ, λ) ⊗ homL(γ, j ⊗ ρ)
graphically,
 .
It was shown in [KK] that the category of all possible 2-codimensional defects between the
L-boundary and the M-boundary is given by the category of A(M,L)-modules. The later
category is equivalent to the category of FunC(L,M) canonically [KK]. Therefore, we have
P = (FunC(L,M), f ) for an arbitrary choice of object f . Similarly, we have Q = (FunC(M,N), g).
If we squeeze the line between P and Q to obtain a 0d topological order, by the results
in [KK], the 2-codimensional defect thus obtained must be a module over the local operator
algebra AN,M. Therefore, the category of such 2-codimensional defects must be FunC(L,N). To
determine the distinguished element x in FunC(L,N), we denoted the A(M,L)-module associated
to f by X f and the A(N,M)-module associated to g by Yg. The squeezing process produces a new
defect given by Yg ⊗C X f . Note that the algebra A(N,L) acts on the vector space Yg ⊗C X f via a
comultiplicationA(N,L) → A(N,M)⊗CA(M,L) defined by the same formula as the one in [KK, Fig.6]
(now with λ1, λ2 ∈ N, ρ, τ ∈ M, γ1, γ2 ∈ L). It is routine to check that the object x ∈ FunC(L,N)
canonically associated to Yg ⊗C X f is nothing but g ◦ f . Therefore, we have shown, in this case,
that the result of dimensional reduction coincides precisely with the prediction from the theory
of factorization homology (see Eq. (5.8)).
Remark 5.12. In this work, we restrict ourselves to the 2d systems with only anomaly-free
defects of codimension 0,1,2. Using the unique bulk hypothesis proposed in [KW, KWZ], it
is possible to prove the correspondence between factorization homology and the dimensional
reductionprocesses for anomalous higher codimensional defects in higher dimensional theories.
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5.3 Factorization homology and ground state degeneracy
In this subsection, we combine results in Sec. 5.1, 5.2 to argue that the following statement is
true.
Factorization homology on a closed stratified surface Σ with an anomaly-free coef-
ficient A, i.e.
∫
Σ
A = (H, uΣ), gives exactly the ground state degeneracy (GSD) of the
same surface decorated by anomaly-free topological defects of codimensions 0,1,2
that are associated to A, i.e. uΣ = GSD.
Using the three basic dimensional reduction processes repeatedly, together with the folding
trick, we can reduce the stratifed surface Σ decorated by anomaly-free defects associated to A
to a 0d topological order X, which is also anomaly-free because the anomaly-free condition is
preserved in these processes. This 0d topological order X can also be viewed as an anomaly-
free 2-codimensional defect in the trivial 2d topological order. According to Remark 5.4, it can
be described by a pair (H, vΣ). Since these three processes are compatible with the ⊗-excision
property of factorization homology, we conclude that vΣ = uΣ. It remains to show that vΣ = GSD.
Consider a 2d lattice model realization of the closed stratified surface Σ decorated by
anomaly-free defects of codimension 0,1,2 that are associated to the coefficient A. Such a lattice
model consists of a Hilbert space Htot, a local structure Htot = ⊗vHv, where Hv is the spin
space on each vertex v, and a Hamiltonian operator H. We denote the space of ground states
by Hgs. Without lose of generality, we assume H|Hgs = idHgs . Now we gradually shrink (or
dimensionally reduce) the surface Σ to a point. Then all vertices collapse to the single point. It
means that the local structure is completely lost. But the total Hilbert space and the Hamiltonian
remains the same. So does the space of ground statesHgs. In this way, we obtain a lattice model
realization of the 0d topological orderX. Since a topological order only depends on the property
of the ground states, picking out onlyHgs, we obtain a pair (Hgs, idHgs). To have the complete set
of observables, we should also include all the linear operators acting onH, which can be viewed
as instantons or defects on the time axis [KW, KWZ]. These operators form an algebra End(Hgs).
Therefore, we obtain a triple (Hgs, idHgs ,End(Hgs)). Note that this triple is exactly equivalent to
data included in the pair (H,Hgs). Therefore, the pair (H,Hgs) also gives a characterization of
the 0d topological order X (see Remark 5.13). Therefore, we must have vΣ = Hgs.
Remark 5.13. If dimCHgs > 1, the pair (H,Hgs), viewed as a 0d topological order, is physically
unstable because we can easily lift the GSD by introducing perturbations to the Hamiltonian
idH. Under perturbations, we obtain the unique 0d topological order given by (H,C). However,
the pair (H,Hgs) for dimCHgs > 1 are still physically meaningful because they naturally occur
as the result of the dimensional reduction of an higher dimensional topological orders. More
precisely, the pair (H,Hgs) is unstable as a 0d topological order when Σ shrinks to a point, but it
is stable as a 2d topological order ifΣ is slightly rescaled away from the point. This phenomenon
was further explained in [KWZ, Example 2.2.3 (1), Remark 2.2.4] and in Example 5.9.
The proofs of Thm. 4.14 and Thm. 4.17 and Rem. 4.16 tell us how to compute factorization
homology. In the rest of this paper, we give some explicit computations of factorization homol-
ogy in concrete cases (not limited to closed stratified surfaces) and compare our results on closed
stratified surfaces with those on GSD in physics literature.
5.4 Computing factorization homology: I
Consider a stratified 2-disk (R2; Γ0) depicted in Fig. 13. The closed multi-fusion C-D-bimodule
structure on M induces two monoidal functors C
L
−→ M
R
←− D. The two target labels for 0-cells
are clearly anomaly-free.
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C(D, d)
D
(M,m)
M
Figure 13: This figure depicts a stratified 2-disk with the two 2-cells labeled by UMTC’s C and
D, respectively; the unique 1-cell labeled by a closed multi-fusion C-D-bimodule M; the two
0-cells labeled by (D, d) and (M,m), for d ∈ D, m ∈ M, respectively.
Proposition 5.14. We have
∫
(R2;Γ0)
(C,D;M; (D, d), (M,m)) ≃
(
C, L∨(m ⊗ R(d))
)
, (5.9)
where L∨ is the right adjoint functor of L.
Proof. First, we fuse (M,m) and (D, d) which yields (M,m ⊗ R(d)). Then, apply the processes
depicted in Fig. 4 and Fig.3 to contract the loop to a point. The finial result is
∫
(R2;Γ0)
(C,D;M; (D, d), (M,m)) ≃ (M ⊠E M, (m ⊗ R(d)) ⊠E 1M)
where E = M ⊠D M
rev. Since Erev shares the same Drinfeld center as C, E ≃ FunC(M,M) by
Cor. 2.6. Moreover, M is an invertible C-Erev-bimodule (see Rem. 4.8). We have M ⊠E M ≃
Mop ⊠E M ≃ M ⊠Erev M
op ≃ C where the last equivalence is defined by v in Eq. (4.2). This
composite equivalence maps as follows:
x ⊠E y 7→ [y, x
∗]∗
C
≃ [x∗, y]C ≃ [1M, x ⊗ y]C ≃ L
∨(x ⊗ y),
where the isomorphism [y, x∗]∗
C
≃ [x∗, y]C is due to the unitarity of C andM. Setting x = m⊗R(d)
and y = 1M, we obtain Eq. (5.9) immediately. 
Let A be a connected commutative separable algebra in a UMTC C. Let CA be the category
of right A-modules in C. A right A-module M in C (an object M equipped with a unital right
A-action µM :M ⊗A→M) is called local if µM ◦ cA,M ◦ cM,A = µM. Let C0A be the category of local
right A-modules in C. According to the anyon condensation theory [Ko], a boson condensation
of A in the 2d topological phase C produces a new phase with bulk excitations given by C0
A
and
gapped domain wall (a 1d phase) with wall excitations given by the unitary fusion category CA.
This motivates us to consider a special case of Prop 5.14.
Corollary 5.15. In the setting of Prop. 5.14, if D = C0
A
, M = CA for a connected commutative
separable algebra A in C, d = 1D and m = 1M, then we have∫
(R2;Γ0)
(
C,C0A;CA; (C
0
A, 1C0A), (CA, 1CA)
)
≃ (C, A).
Proof. In this case, R : C0
A
→ CA is the canonical embedding and L
∨ is the forgetful functor
CA → C. Therefore, L
∨(1M ⊗ R(1D)) ≃ A. 
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Figure 14: This figure shows a generic case of a stratified open cylinder (R × S1; Γ1) after we
have applied the processes described by Example 3.22 (1),(2),(3),(4).
Remark 5.16. The closed 2-disk with the 2d phase C0
A
in the interior and the 1d phase CA on
its boundary behave like the object A in C was first noticed by Davide Gaiotto [Gai]. Cor. 5.15
shows that the mathematical mechanism behind this intuition is factorization homology.
If we compactify the stratified 2-disk (R2; Γ0) depicted in Fig. 13 by adding a point at infinity,
we obtain a stratified sphere (S2; Γ0) with the same coefficient as shown in Fig. 13.
Corollary 5.17. We have∫
(S2;Γ0)
(C,D;M; (D, d), (M,m))≃
(
H, homC(1C, L
∨(m ⊗ R(d))
)
.
Proof. Combine Prop. 5.14 and Thm. 4.9. 
Let Σ be a connected compact surface whose boundary consists of n circles, viewed as a
stratified surface (Σ, ∂Σ). Let A be a coefficient system on Σ that labels the unique 2-cell by a
UMTC C and labels the 1-cells by CA1 ,CA2 , · · · ,CAn , where Ai are Lagrangian algebras in C. A
Lagrangian algebra A in C is a connected commutative separable algebra A such that C0
A
≃ H
[DMNO]. Note that a gapped boundaries of C is given by CA for a unique Lagrangian algebra
A in C [Ko]. The factorization homology of Σ is the same as that of a closed stratified surface
Σ′ obtained by attaching 2-disks to the boundary of Σ and with the new 2-cells labeled by H.
Combining Cor. 5.15 and Thm. 4.10, we obtain the following result.
Corollary 5.18. Let g be the genus of the surface Σ. We have
∫
Σ
A ≃
∫
(Σ′;S1∪···∪S1)
(C,H, · · · ,H;CA1 , · · · ,CAn ; ∅) ≃
(
H, homC(1C,A1 ⊗ · · · ⊗ An ⊗ (⊕i∈O(C)i ⊗ i
∗)⊗g)
)
.
Remark 5.19. Cor. 5.18 provides a closed formula forGSD for topological orders on surfaceswith
boundaries. It generalizes the results in [HW]. The result of factorizationhomology is completely
compatible with the idea of “GSD = # of confined anyons” proposed in [HW, LWW].
5.5 Computing factorization homology: II
In this subsection, we consider another example: a stratified open cylinder Σ with an anomaly-
free coefficient system.
In general, a stratified open cylinder can be very complicated. By applying the processes
described by Example 3.22 (1),(2),(3),(4) repeatedly, however, we can always reduce the situation
to a stratified open cylinder (R× S1; Γ1) depicted in Fig. 14. We will discuss how to compute the
factorization homology of this stratified open cylinder (R × S1; Γ1).
In this case, an anomaly-free coefficient system provides target labels to all cells. In partic-
ular, the 2-cell labels C and D are UMTC’s; the 1-cell labels K,L,M,N are closed multi-fusion
28
bimodules; the 0-cell labels (P, p) and (Q, q), where P and Q are uniquely determined by other
labels up to equivalence by the anomaly-free condition. There is a unique (up to equivalence) left
C-module M1 and a right D-module N1 such that M ≃ FunC(M1,M1) and N ≃ FunDrev (N1,N1)
as UMFC’s. Applying Rem. 4.16 and Thm. 4.17, we see that∫
(R×S1;Γ1)
(C,D;K,L,M,N; (P, p), (Q, q)) ≃ (M1 ⊠N
op
1
, u),
where u is determined by K,L, (P, p), (Q, q).
An interesting special case is whenM = C, N = D, K = L = P = Q and p = q = 1K. This case
is equivalent to a cylinder (R× S1; S1) with two 2-cells labeled by C andD, a unique 1-cell given
by an non-contractible loop S1 labeled by K and no 0-cell. The C-D-bimodule structure on K
induces two monoidal functors C
L
−→ K
R
←− D.
Proposition 5.20. We have∫
(R×S1;S1)
(C,D;K; ∅) ≃
(
C ⊠D, ⊕i∈O(D)L
∨(R(i)) ⊠ i∗
)
≃
(
C ⊠D, (L ⊠ R)∨(1K)
)
. (5.10)
Proof. Applying Lem. 4.15 and Rem. 4.16 to the cylinder labeled by D, then applying Prop. 5.14,
we obtain ∫
(R×S1;S1)
(C,D;K; ∅) ≃
(
C ⊠Dop, ⊕i∈O(D)L
∨(R(i)) ⊠ i
)
.
Using the equivalence δ : Dop → D, we obtain the first equivalence of Eq. (5.10) immediately.
The second equivalence follows from the following identities:
homC⊠D( j ⊠ k, ⊕i∈O(D)L
∨(R(i)) ⊠ i∗) ≃ homC( j, L
∨(R(i))) ⊗ homD(k, i
∗) ≃ homC(L( j),R(k
∗))
≃ homK(L( j) ⊗ R(k), 1K) ≃ homC⊠D
(
j ⊠ k, (L ⊠ R)∨(1K)
)
,
for all j ∈ O(C), k ∈ O(D). 
Remark 5.21. The formula Eq. (5.10) suggests a very useful tool to compute factorization ho-
mology of a stratified surface (open or closed), in which there is a cylinder shaped region with
a single non-contractible loop labeled by a closed fusion C-D-bimodule K. One can always
replace this region by two disjoint open 2-disks with 2-cells labeled by C and D and two 0-cells
(on different 2-disks) simultaneously labeled by ⊕i∈O(D)L
∨(R(i)) ⊠ i∗. This replacement reduces
the genus of the surface by one.
Corollary 5.22. If a stratified sphere (S2; S1) with two 2-cells labeled by UMTC’s C and D and
the unique 1-cell (a loop S1) labeled by a closed multi-fusion C-D-bimoduleK, then we have.∫
(S2 ;S1)
(C,D;K; ∅) ≃ (H,homC⊠D(1C ⊠ 1D, A)), (5.11)
where A = (L ⊠ R)∨(1K) is a commutative separable algebra in C ⊠D.
Remark 5.23. Eq. (5.11) exactly gives the GSD of a stratified sphere (S2; S1) with two 2d phases
given by UMTC’s C andD, respectively, and bounded by an anomaly-free gapped domain wall
K [LWW]. The wall K is called stable if and only if the GSD on the stratified sphere (S2; S1)
is trivial [LWW, KWZ]. In other words, the wall K is stable iff homC⊠D(1C ⊠ 1D,A) ≃ C, or
equivalently, iff K is a unitary fusion category. If K is not fusion, dimhomC⊠D(1C ⊠ 1D,A) =
dimhomK(1K, 1K) > 1. In this case, the wall K is not stable under the perturbation of local
operators. These perturbations can let K flow to a stable wall described by a unitary fusion
category. An example of such situation is given in Example 5.9, where K must flow to the
trivial 1d phaseH. In general, unitary fusion categories in the sameMorita class are not unique.
Therefore, it becomes an interesting problem to work out to which unitary fusion category K
can flow.
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LetC,D,E beUMTC’s,M a closed fusion C-D-bimodule andN a closed fusionD-E-bimodule.
We have canonical monoidal functors C
LM
−−→ M
RM
←−− D,D
LN
−−→ N
RN
←−− E, and C
L
−→ (M⊠D N)
R
←− E.
It is very easy to determine (L ⊠ R)∨(1M⊠DN) as an object in C ⊠ E via factorization homology as
follows. We define theW-matrixWM forM as:
(LM ⊠ RM)
∨(1M) =
⊕
i∈O(C), j∈O(D)
WMi j i ⊠ j
∗ (5.12)
and defineWN for N similarly. Then we have
(L ⊠ R)∨(1M⊠DN) ≃
⊕
i∈O(C), j∈O(E)
(WMWN)i j i ⊠ j
∗.
As a consequence, we obtain the following result.
Corollary 5.24. Let (R × S1; S1 ∪ · · · ∪ S1) be a stratified open cylinder with 2-cells labeled by
UMTC’s C0, · · · ,Cn and 1-cells (n disconnected non-contractible loops) labeled by closed multi-
fusion Ci−1-Ci-bimodules Mi, i = 1, · · · , n and no 0-cell. Let the matrix WMi , i = 1, · · · , n be
defined by Eq. (5.12). We have
∫
(R×S1;S1∪···∪S1)
(C0, · · · ,Cn;M1, · · · ,Mn; ∅) ≃
C0 ⊠ Cn,
⊕
i∈O(C0), j∈O(Cn)
(WM1WM2 · · ·WMn )i j i ⊠ j
∗
 .
If we glue two ends of the cylinder to get a stratified torus (S1 × S1; S1 ∪ · · · ∪ S1), we have
∫
(S1×S1;S1∪···∪S1)
(C0, · · · ,Cn−1;M1, · · · ,Mn; ∅) ≃ (H, u)
where dimu = Tr(WM1WM2 · · ·WMn ).
Remark 5.25. The formula Tr(WM1WM2 · · ·WMn ) first appeared in the work of Lan-Wang-Wen
in [LWW] as a formula for the GSD for the same stratified torus with the same target labels Ci
and M j. It is tautological to check that other formulas for GSD appeared in [LWW] also match
precisely with the result of factorization homology. This is because the calculation of GSD in
[LWW] makes use of the way that anyons tunnel through the wall on the stratified cylinder
from Prop. 5.20, and this tunneling process matches precisely with the result of factorization
homology given in Prop. 5.20.
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