Abstract. The application of ctitious domain methods to the three-dimensional Helmholtz equation with absorbing boundary conditions is considered. The nite element discretization is performed by using locally tted meshes, and algebraic ctitious domain methods with separable preconditioners are used in the iterative solution of the resultant linear systems. These methods are based on embedding the original domain into a larger one with a simple geometry. With this approach, it is possible to realize the GMRES iterations in a low-dimensional subspace and use the partial solution method to solve the linear systems with the preconditioner. An e cient parallel implementation of the iterative algorithm is introduced. Results of numerical experiments demonstrate good scalability properties on distributed-memory parallel computers and the ability to solve high frequency acoustic scattering problems.
Introduction
The scattering of time-harmonic acoustic waves by an obstacle can be modeled with an exterior boundary value problem for the Helmholtz equation. For the numerical solution, this problem is often approximated by truncating the exterior domain with a simpleshaped boundary (spherical or rectangular) and by imposing an absorbing boundary condition. This approach leads to a boundary value problem of the form ? u(x) ? ! 2 u(x) = 0;
x 2 = n D; D(x; !) u(x) = g(x; !); x 2 @D; B(!) u(x) = 0; x 2 @ :
Here, we denote the scatterer by D and the bounded domain resulting from the truncation by (see Figure 1 ). The function g corresponds to a plane incident wave propagating in the direction of the wave vector !; and it is given by g(x; which corresponds to an impedance boundary condition. We assume that the function satis es the condition Im (x; !) 0: Numerical solution methods for scattering problems have aroused active research interest, because e cient methods would facilitate the simulation of important physical phenomena in many elds such as underwater acoustics, medicine, and radar technology. In real-life wave propagation problems, the wavelength is often small compared to the dimensions of the computational domain. In the case of problem (1), wavelength is given by = 2 ! ; and we are interested in the case diam D: To obtain reasonable discretization accuracy a typical rule of thumb is to have at least ten nodes per wavelength throughout the computational domain. Therefore, scattering problems often lead to the solution of large-scale linear systems for which the computational e ciency or the memory usage becomes the bottleneck. An e cient numerical solution requires special techniques to reduce the memory consumption and the computational cost of standard approaches such as the nite element or the boundary element methods.
In this article, we consider the numerical solution of the problem (1) with ctitious domain methods, which are based on the idea of embedding the original domain into another domain with a simple geometrical form. In the algebraic variant of this approach, the linear system resulting from the discretization is replaced by an equivalent, but enlarged, system corresponding to a simple-shaped domain containing the original domain (see, for example, 1, 20, 24] ). The bene t of this approach is that there are wider possibilities to construct e cient preconditioners for the enlarged system than for the original one. These methods are known to lead to e cient solution algorithms for elliptic mesh equations arising from the nite element method, and they have been applied successfully also to acoustic and electromagnetic scattering problems 6, 14, 15, 16, 22] . The algebraic ctitious domain methods are closely related to, and often coincide with, the capacitance matrix methods. Ernst has applied these methods to the two-dimensional exterior Helmholtz equation 11]. The research work by Elman and O'Leary is directed to the application of these methods to the solution of the three-dimensional Helmholtz equation 9, 10] .
We use the nite element discretization on locally perturbed orthogonal meshes, called locally tted meshes 22, 30] . By using such discretization together with the ctitious domain method, we are able to realize the GMRES method in a subspace with the dimension being an order of magnitude smaller than the dimension N of the total system. This bene t is signi cant in view of memory consumption. In the three-dimensional case, 2 the vectors in the subspace have O(N 2 3 ) nonzero components, which enables the use of the partial solution method in the solution of the linear systems with the preconditioner 3, 23] .
The main contribution of this work is the parallelization of the ctitious domain solver for the three-dimensional Helmholtz equation. In Section 5, we describe an e cient parallel implementation of the iterative method in a low-dimensional subspace. Our implementation is based on MPI communication and, thus, it can be used in a distributedmemory parallel computer. The main stages of the algorithm are the solution of one partial solution problem and the computation of one matrix-vector multiplication on each iteration. The parallelizations of these operations are based on the distribution of the independent two-dimensional problems arising in the partial solution method and on a suitable decomposition of the data among the processors.
We performed numerical experiments in Cray T3E and SGI Origin 2000 parallel computers, and the results are reported in Section 6. We have previously presented results of parallel solution of the Helmholtz equation in the proceedings paper 18]. According to the results in Section 6, the scalability of the algorithm is satisfactory, and we are able to solve large-scale scattering problems the total dimension of which is over 10 9 ; while the number of nodes on the surface of the scatterer is over 10 6 :
Variational problem
In this section, we present the weak formulation of the boundary value problem (1). The domain is chosen to be a parallelepiped, and we use the second-order absorbing boundary condition introduced in 2]. The boundary @ consists of six rectangular faces, denoted by ? k , k = 1; 2; 3, whose outward normal directions are given by the coordinate directions x k . The second-order absorbing boundary conditions on these faces are of the form @u @x k ? i!u ? i 
The weak solution of the problem (1) is then given by u = u 0 +ĝ:
In the case the operator D(x; !) is of the form (2), the weak formulation of the problem (1) is the following: Find u 2 V such that a(u; v) = f(v); 8 v 2 V; (10) where the sesquilinear form a( ; ) and the linear form f( ) are given by a(u; v) = a 0 (u; v) + Z @D (x; !) u v ds; (11) f
If the rst-order absorbing boundary condition @u @n ? i!u = 0 (13) is used on the boundary @ instead of the second-order boundary conditions given above, it can be shown that the variational problems (8) and (10) 3 Finite element discretization 3.1 Locally tted meshes In this section, we consider the discretization of the variational problems (8) and (10) Figure 2) . The locally tted mesh is assumed to be regular 7] .
The set of tetrahedral elements intersecting the domain is denoted by T h , and the domain h approximating the domain is de ned to be the union of these tetrahedral elements. The surface approximating the boundary of the scatterer D is denoted by @D h : Based on the element partitioning T h , we introduce the nite element spaces V h and V 0 h by V h = v h 2 C( h ) : v h j h 2 P 1 ( h ) 8 h 2 T h ; V 0 h = fv h 2 V h : v h = 0 on @D h g; (14) where P 1 ( ) denotes the set of functions, which are rst-order polynomials in . The nite element problem corresponding to (8) is then the following: Find u h 2 V h such that a 0 (u h ; v h ) = a 0 (ĝ h ; v h ) 8 v h 2 V 0 h ; (15) where the functionĝ h 2 V h is chosen such that it is equal to g from (1) in the boundary nodes and zero in the other nodes.
The problem (10) The nite element analysis of variational problems which are associated with an inde nite sesquilinear form, such as a 0 ( ; ) and a( ; ) above, is based on the duality arguments originally introduced by Schatz 29] . It can be shown that the problems (15) and (16) are uniquely solvable for su ciently small h provided the corresponding continuous problems are uniquely solvable. Quasioptimal error estimates have been obtained only with the assumption that the quantity ! 2 h is su ciently small. It is well known from analytical results and numerical experiments that the boundedness of !h leads only to a suboptimal error estimate 4, 13] . In addition to the interpolation error, the L 2 ?norm of which is O(! 2 h 2 ); the error in the Galerkin nite element approximation u h involves also a pollution term of order ! 3 h 2 caused by the fact that the oscillatory solutions are not properly approximated by piecewise polynomials.
The mesh equations
The problems (15) and (16) lead to a linear system Au = f with a complex symmetric n n?matrix, where n=dim V 0 h in the case of the Dirichlet problem (15) and n=dim V h in the case of the impedance problem (16) .
We divide the nodes of the locally tted mesh h into separate groups, denoted by , ?, and I to obtain a useful block representation of the matrix A. The geometrical correspondence of each group is illustrated in Figure 2 : The group contains all the nodes on the boundary mesh @D h , while the group ? consists of the nodes having a common element edge with a node in . The group I contains the rest of the nodes in h : By reordering the nodes according to this partitioning, the linear system corresponding to the Dirichlet problem (15) ; (17) while the impedance problem (16) 
The matrix blocks of the formÂ xy and A xy consist of those components a ij of the matrix A for which the ith node belongs to the group x and the jth node belongs to the group y. The notationÂ xy signi es that the components of the block are obtained by integrations over unperturbed tetrahedrons, while the computation of the blocks A xy requires integration also over perturbed tetrahedrons. 6 4 Fictitious domain methods
The basic idea of the algebraic ctitious domain method is to replace the original linear system by an equivalent, but enlarged, system of equationŝ Aû =f = f 0 ;Â 2 C N N ; N > n: (19) The solution u of the original system should be obtained as the rst block of the vector u: In this paper, we consider an enlargement of the form
where ker A d ker A u . The matrixÂ may be chosen to be singular in which case the iterative solution is implemented in a subspace orthogonal to kerÂ:
Construction of the preconditioner
In this section, we introduce a separable ctitious domain preconditioner, which corresponds to the following boundary value problem for the Helmholtz equation in the rectangular domain :
We construct an orthogonal tetrahedral partitioning of the domain by dividing the cells of the orthogonal grid h into tetrahedrons in a uniform manner. This partitioning is chosen such that the resulting tetrahedrons coincide with the tetrahedrons T h of the locally tted mesh within the unperturbed cells. The nite element discretization with (25) while the system (18) for the impedance problem is enlarged with the block
Here, the matrix D is diagonal, and its construction is more complicated for the Dirichlet problem (15) than for the impedance problem (16 (30) and the elements of the vector y k 2 C k are chosen to minimize the norm of the residual r k (see 28] for details).
On each iteration of the GMRES method, it is necessary to solve one linear system with the preconditioner B and multiply the result with the matrixÂ. These two tasks may be signi cantly optimized by taking into account the similar structures of the matrices B andÂ 20, 21] . Namely, in these two matrices, only the rows corresponding to the nodes neighboring the boundary @D h are di erent, and thereby only O(N We have the identityÂB ?1 w = (CB ?1 + I)w; which implies that if the initial approximation x 0 is given by x 0 =f; that is, u 0 = B ?1f ; all basis vectors v j will belong to the subspace Y = im C: In other words, it is necessary to store only those components of the iteration vectors which correspond to the node groups ? and (with the system (18), also +). This fact allows us to apply the partial solution method to compute the matrix-vector multiplications of the form CB ?1 w:
As in 28], we introduce the (k + 1) k?matrix H k ; which contains the elements h j;k generated by the GMRES method, and the vector e 1 ; which is the rst column of the (k+1) (k+1) identity matrix. The norm of the residual r k is given by the minimal value of the functional k e 1 ? H k y k k, and, thus, it is available without computing explicitly the residual vector. Becausef . The method is a special implementation of the classical method of separation of variables, and its e ciency is based on the assumptions that only a sparse set of the solution components of the linear system is required and that the right-hand side vector has only a few nonzero components. Then, the partial solution procedure is obtained directly from the method of separation variables by neglecting arithmetical operations with the zero components (see 14, 25] for details).
Method of separation of variables
The method of separation of variables involves solution of the generalized eigenvalue problem Step and + need to be stored during the iterations. For the parallelization, these components, as well as the nonzero rows of the matrix C; are distributed among the processors. The distribution is obtained by rst sorting the nodes with respect to one coordinate direction and then assigning approximately the same number of nodes to each processor. Such distribution of the data corresponds to dividing the domain into p segments as illustrated in Figure 3 , where p is the number of parallel processors. It leads to coarse granularity, provided p dim Y; because there are interconnections only between those nodes of adjacent segments which are near the segment boundary.
There are two operations which dominate the parallel performance of our solver. The rst one is the computation of matrix-vector multiplications of the form Cr; where the nonzero rows of the matrix C and the components of the vector r 2 Y are distributed as described above. This operation is parallelized by using standard boundary swapping approach, and it requires point-to-point communication between processors corresponding to neighboring subregions.
Parallel partial solution algorithm
The computationally most expensive part of the solver is the solution of the linear systems with the separable preconditioner for which we use the partial solution method given in Algorithm 2. These systems are of the form By = z; where the components of the vector z are distributed among the processors. The block assigned to processor j is denoted by z j ; and thus, z = (z 1 z 2 z p ) T : Furthermore, each processor computes the solution vector y only with respect to the nodes assigned to that particular processor, in other words, only the block y j :
We distribute the solution of the eigenvalue problem (31) 
and in a general situation, all the components of the vector z are needed for this operation.
These vectors form right-hand sides of the systems (33), and they should be computed separately for all m = 1; : : : ; n p : For example, let us assume that the number of processors is four, that is, p = 4; and m is some value between 1 and n p : To compute the vectorsz 1;m ;z 2;m ;z 3;m ; andz 4;m in parallel, the blocks z j are passed through the ring formed by the processors as illustrated in Figure 4 , where the darkened slices of the ellipsoid correspond to the blocks z j : Their contributions to the vectorsz j;m are simultaneously updated as illustrated by the twodimensional planes on the left: White area corresponds to zero components, darkened area to partially computed components, and black area to nal components. The nal setting is given in Figure 5 , where all the blocks z j have returned to their original positions, and each processor j has its blockz j;m : These blocks require a local array of dimension n 2 n 3 ; which is the main bottleneck in the memory e ciency of our parallel implementation 19]. This means that we can not solve arbitrarily large problems only by increasing the number of processors. When the number of processors is increased, the memory consumption per one processor will be dominated by the term n 2 n 3 as shown below in (39). The twodimensional systems (33) in di erent processors j can be solved completely independently using the PSCR{method considered in Section 4. In each processor j; we need to perform the addition u j = u j + q m j ; where q m j denotes the block of the vector q m assigned to the jth processor. Thus, it is necessary to go again through the communication loop, and on each step, we obtain one term in the sum representation (38) of the vector blocks q m j : In the end, when the transformations (37), the solutionsũ j;m , and the updates q m j have been computed for all m = 1; : : : ; n p ; each processor has obtained its solution block u j :
Because the components of the vectors in Algorithm 1 are distributed among the processors, the memory consumption to store one such vector v j is O( dimY p ) per one processor. In addition to the k basis vectors, there are some work arrays the components of which are also distributed, but their memory consumption is negligible compared to the basis vectors of the GMRES method. Furthermore, each processor contains n p eigenvectors, and the solution of the two-dimensional problems (33) in the partial solution method requires one work array of dimension n 2 n 3 : Thus, the total memory consumption per one processor is given by 6 Numerical experiments 6.1 Accuracy of SCS approximation In the rst set of experiments, we studied the accuracy of the numerically computed SCS given by the formula (43). We used a model problem in which the scatterer D was a sphere with radius one and the wave vector was of the form ! = !e 2 , that is, the incident i n (2n + 1) j n (!) h (1) n (!) h (1) n (!r)P n (cos 0 );
where j n are the spherical Bessel functions, h (1) n are the spherical Hankel functions of the rst kind, P n denote the Legendre polynomials, and 0 is the angle between x and ! 8]. We used three di erent wave numbers corresponding to the wavelengths 1; 1 2 ; and 1 4 ; and three di erent discretization resolutions with 8; 16; and 32 nodes per one wavelength. The distance between the rectangular boundary @ and the scatterer D; denoted by s; varied from one to four wavelengths. For each case, we computed the sonar cross section of the numerical solution with respect to the x 1 x 2 ?plane, that is, the values SCS(0; r ; !); r = 1; : : : ; n r ; where r = 2 (r ? 1)=n r : With the representation (44) we obtained the corresponding values, denoted by r ; also for the analytic solution and we measured their di erence using both the L 1 ?norm and the L 2 ?norm. The in nite sum in (44) was truncated such that the error caused by the truncation was insigni cant compared to the discretization error.
The results of the numerical tests are listed in Table 1 , where the columns correspond to di erent distances s and the rows correspond to certain number of wavelengths along the radius of the sphere and number of nodes per wavelength. We denote the maximal diameter of the scatterer along a coordinate axis by %, and here it is given by % = 2: Table  1 includes also the number of GMRES iterations to satisfy the convergence condition of Algorithm 1 with " = 10 ?6 : According to the results, the SCS converges to the analytic expression as the discretization resolution is improved. In all cases, it seems that we do not obtain essential improvement in the accuracy by increasing the distance s above 2 : Therefore, in the following experiments, we xed the distance s at 2 :
De nition of test geometries
In the other experiments, we used three scatterers, which represent distinct classes of geometries. The rst one is a submarine-like geometry, which belongs to the class of structures with a major axisymmetric component. For such structures, it is possible to construct specialized solution methods as described in 12] . The second geometry is a 16 rectangular cavity with an oblique opening, which is a nonconvex structure with no axial symmetry. These two scatterers are illustrated in Figure 6 . The surface of the submarine-like scatterer is de ned by the ellipsoids x 2 1 + x 2 2 + x 2 3 100 = 1 and 25x 2 1 9 + x 2 2 9 + x 2 3 4 = 1 (45) the latter of which is bounded to the interval 0 x 2 2: Thus, the diameter % for this geometry is 20: The dimensions of the rectangular cavity are de ned in Figure 10 and the thickness of the walls is 3 10 : The third geometry is formed by two separate hemispheres of radius R; and the distance between their centers is 2R: Both hemispheres have a shell of thickness R 5 ; and thus the diameter % is 22R 5 : Figure 8 shows the intersection of the geometry with the x 2 x 3 -plane, and the scatterer can be obtained by rotating this two-dimensional geometry with respect to the x 3 ?axis. Therefore, the scatterer is axisymmetric, but it is nonconvex and has two separate parts. We used the three scatterers de ned above to study the e ciency of the parallel implementation of the solution method and the convergence behavior with respect to the wavelength and the discretization resolution.
E ciency of the parallel implementation
We studied the scalability of the parallel implementation described in Section 5 in a Cray T3E distributed-memory parallel computer (375 MHz Digital Alpha EV5 processors with 128 MB memory) and in a Beowulf cluster equipped with 10 node computers (see, for 17 We used the Dirichlet problem for the submarine-like scatterer with four di erent wavelengths as test cases for the computations. The wave vector was of the form ! = ! 4 ( p 3; 2; 3) T ; and, in the rst set of tests, which were performed in a Cray T3E, the locally tted meshes were constructed with the grid stepsize h = 16 : The results are listed in Table  2 , which gives the speed-ups in the numerical solution when the number of processors is doubled consecutively.
We denote by N s the dimension of the subspace Y in which the iterations are performed and by N b the number of mesh nodes on the surface of the scatterer. As in the previous section, iter gives the number of iterations to satisfy the convergence condition with " = 10 ?6 ; while T(p 1 ) is the wall clock time (in seconds) of the solution with the smallest number of processors, denoted by p 1 : Then, S j gives the speed-up in the numerical solution when the number of processors is jp 1 : Even though in the numerical tests p is of the form 2 l ; our implementation works with arbitrary number of processors.
We obtained good scalability results in all test cases. In Figure 9 , we illustrate the speed-ups of the numerical solution for the cases D = 5 and D = 20 and compare the results to the optimal speed-up. We make the natural conclusion that the parallel e ciency is better when the dimension N s is larger compared to the number of processors.
In the Beowulf cluster, we used the test case D = 20 with the grid stepsize h = 20 : The results are illustrated by the graph in Figure 10 , and again the speed-up of the numerical solution is reasonable compared to the optimal one. However, in these tests, we used an 2 ) T : We performed the numerical experiments of this section in a SGI Origin 2000 parallel computer (300 MHz R12000-processors with 2.5 GB memory for a CPU pair), because it provided su cient CPU memory capacity to solve the largest problems.
First, we made tests with the submarine-like geometry using both the Dirichlet boundary condition and an impedance boundary condition of the form @u
We solved the Dirichlet problem with ve di erent wavelengths and two discretization resolutions, and the results are given in Table 3 . The notations are the same as in Table 2 with the exception that T gives the wall clock time of the solution with p processors. We see that the number of iterations increases only mildly when the wavelength is decreased, 20 while the discretization resolution has a stronger e ect on the convergence. Figure 11 illustrates the total acoustic wave u(x) ? g(x; !) on the three coordinate planes in the case of the Dirichlet boundary condition and % = 40: The arrows in the gure indicate the direction of the incident plane wave. On the left in Figure 13 , we have the SCS of the scattered wave in the case % = 20: When solving the impedance problem, we used the parameter = 10 ?7 in the block D of the enlargement block A d (see (26) ). We were able to solve problems in which the number of wavelengths along the diameter of the geometry was up to 32; but the e ciency of the solution method was strongly dependent on the frequency as can be seen from Table  4 . According to the results, the number of iterations to reach the predetermined accuracy is O(! 2 ); and thus we were not able to apply the method to problems with such high frequencies as in the Dirichlet case. On the other hand, the discretization resolution did not have a strong e ect on the convergence. With the rectangular cavity, we used only the Dirichlet boundary condition and three di erent wavelengths. The results are collected in Table 5 , and they demonstrate that the convergence speed depends strongly on the wavelength while the resolution does not have a strong e ect. The results in the cases % is equal to 16 and 32 suggest that the resolution h = 10 is too low thus leading to a badly conditioned system. In Figure 12 , we again have the total acoustic wave on the three coordinate planes in the case % = 32: On the right in Figure 13 , we have the SCS of the scattered wave in the case % = 16:
In Table 6 , we report the results with the scatterer consisting of two spherical shells. We solved the Dirichlet boundary condition with four di erent frequencies, and we used 32 processors in all of the tests. In the largest problem, there were about 70 wavelengths along the diameter in the x 3 ?direction. Scattering problems with this kind of geometry are di cult for our solver, since there are strong re ections. They can be observed from the plot of the total wave along x 2 x 3 ?plane in Figure 14 . Nevertheless, our solver required only 233 iterations without restarting the GMRES method and took 23 hours using 32 processors in a SGI Origin 2000.
Conclusions
We introduced an e cient parallelization of the algebraic ctitious domain method to solve three-dimensional acoustic scattering problems in distributed-memory parallel computers. The numerical experiments in Cray T3E, SGI Origin 2000, and Beowulf cluster demonstrated good scalability properties and the ability solve very large-scale problems. The total dimension of the largest algebraic problem was over 10 9 ; while there were approximately 3:8 10 6 degrees of freedom on the surface of the scatterer. With the Dirichlet problem for convex or almost convex scatterers, such as the submarine-like geometry, the convergence of the method depends only mildly on the wavelength. However, scattering problems for obstacles with cavities or impedance boundary conditions led to di culties. 23
