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ABSTRACT 
Simulated Crystallisation has been used to predict that Li2O nanoparticles comprise octahedral 
morphologies bounded by {111} and truncated by {100} with an inverse fluorite crystal structure. We 
observe that by changing the temperature of the (simulated) crystallisation, changes in the 
microsructure can be realised, such a strategy facilitates the generation of full atomistic models with 
microstructural distributions similar to the structural diversity observed synthetically. 
 
 
INTRODUCTION 
Atomistic computer simulation has, for over 60 years,1 been used to generate atomistic models for 
materials, which are then exploited to predict pertinent properties to inform experiment. However, 
many properties are influenced or indeed governed by the microstructure2 and therefore if simulation 
is to be used to predict the properties with sufficient accuracy that they are of value to experiment, 
then such microstructure needs to be captured within the structural model. Microstructural features 
may include, for example, morphology, point defects, dislocations, grain-boundaries. Moreover, the 
explosive growth in nanomaterials research3 has led to particular microstructural features being 
promoted to higher significance. For example, for nanoparticles, there are higher concentrations of 
surface ions, compared to bulk ions, together with increased exposure of edges and corners;4 for 
mesoporous materials, the implications of curved surfaces – both convex and concave – may prove 
pivotal to its properties.5 
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Many atomistic simulations use symmetry operators to generate the atomistic model,6 which can be 
extended to include surfaces and interfaces.7 Equipped with a pristine model, microstructural features 
such as point defects are now routinely introduced,8,9 and while extended defects are more 
problematic, strategies are available to incorporate dislocations,10,11 grain-boundaries12 and 
heterointerfaces13,14,15 within the atomistic model. However, a real material is likely to comprise 
several microstructural features – including their synergy of interaction.  For example, a nanoparticle 
will comprise a variety of surfaces, steps, edges corners, point defects (vacancies, interstitials and 
dopants) and perhaps grain-boundaries and dislocations. Experiment shows that nanoparticles are 
rarely identical; rather a (size, shape) distribution necessarily derives from the synthetic method used 
in their manufacture.16 To include all such features within a single atomistic model using, for example, 
symmetry operators, becomes more complex. On the other hand there has been a tremendous advance 
in experimental observation, where three-dimensional images are now available and can be used to 
help validate the theoretical model.17,16 
 
Clearly, if the microstructural features evolve directly from the synthetic method, then arguably the 
best way to capture them is to (attempt to) ‘simulate synthesis’ dynamically. Indeed, there have been 
many studies that endeavour to achieve this goal for example see refs. [18,19,20]. However, a key 
weakness of simulating synthesis, using for example, molecular dynamics (MD) are the short time-
scales accessible to MD, but these limitations are being surmounted using simulation strategies such as 
Temperature Assisted Dynamics21 and Monte Carlo22 methods – and especially using combinations of 
simulation strategies.21 In addition, innovative strategies such as genetic algorithms23 and neural 
networks24,25 have also been used to explore microstructure. 
 
Here, we use simulated crystallisation to generate an atomisic model of a nanostructure, which 
includes a variety of microstructural features. In particular, the material is first amorphised and then 
crystallised. Moreover, similar to experiment one cannot choose which structure evolves; rather the 
structure evolves ‘naturally’ as directed by the interatomic potential used to describe the material and 
in response to the simulation conditions imposed such as temperature and pressure.26 Nevertheless it 
has been used successfully to generate atomistic models of nanostructured materials with crystal 
structures including: rock-salt,19 fluorite,27 rutile26 and α-PbO2.26 Here we extend this list to include an 
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inverse fluorite structured material. Specifically, we use simulated crystallisation to generate models 
for Li2O nanoparticles. 
 
Lithium oxides are of interest in technologically important areas such as energy storage28,29 and 
nuclear.30,31 Recently, nanostructured (energy) materials have been exploited for their high surface 
area and short pathways for Li-ion transport with implications for fast charge and high current output28 
in rechargeable batteries. Moreover, the nanomaterial can sustain a high (elastic) expansion and 
contraction, associated with intercallation of the Li charge carriers, compared to structural collapse 
suffered by the parent bulk material.32 The implications for ionic conduction are similarly 
intreagueing.33 Clearly, to determine the implications of traversing to the nanoscale with respect to 
structural and property changes, and the associated impact such factors have upon potential 
applications, efforts focussed upon nanostructured lithium oxide are needed.  
 
METHOD 
In this section we outline the potential model used to describe Li2O, the simulation code used to perform 
the molecular dynamical simulations and the strategy used to generate the atomistic models of Li2O 
nanoparticles. 
 
Potential Model All calculations, presented in this study, were based upon the Born model of the 
ionic solid, where the energy, E, of the system is given by: 
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the first term represents the Coulombic interaction between ion i of charge Qi and ion j of charge Qj, which 
are a distance rij apart. The second term is of the Buckingham form, which is particularly effective in 
representing ionic solids. Model parameters, used to describe Li2O are presented in table 1 and were taken 
from: ref. [34]. 
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used to describe the Li2O nanoparticles. 
 
Interaction A (Å) ρ (Å) C (eV. Å6) Charge 
O2- - O2- 11782.8     0.234      30.22 -1.1 
Li+ - O2- 30000.0       0.154     0.000  
Li+ - Li+ 270000.0       0.143    0.000 0.55 
 
Simulation Code The DL_POLY code was used to perform all the molecular dynamics (MD) 
simulations; the user manual provides comprehensive analytical descriptions and discussion of the 
molecular dynamics simulations, force fields, boundary conditions, algorithms and parallelisation methods 
used in these simulations. Further details are available in ref. [35] 
 
Atomistic Model Generation Three cubes of Li2O, each comprising 17576 Li+ ions and 8788 O2- 
ions, were cut from the parent (bulk) material and tensioned by 30%. Each cube was then amorphised, 
crystallised and cooled using constant volume molecular dynamics; simulation conditions are shown in 
table 2. The timestep was set to 0.001ps for the amorphisation stage, and 0.005ps for the crystallisation 
and cooling steps. We note that the amorphisation was sufficient to remove any crystallinity pertaining 
to the inverse fluorite structure; calculated radial distribution functions were broad, which is indicative 
of an amorphous rather than crystalline structure. This is to ensure that the starting structure does not 
influence, perhaps eroneously, the final structure of the nanoparticle, which is influeced solely by the 
interatomic potentials describing the Li2O and the simulation conditions. Moreover, the crystalline 
seed must evolve spontaneously within the amorphous sea of ions and not templated from any residual 
inverse-fluorite structure already present within the system. 
 
Table 2 Simulation conditions used to generate the atomistic models for Li2O nanoparticles. 
Nanoparticle Amorphisation Crystalisation Cooling Configurational Energy 
A 1000K, 20ps 800K, 2.5ns 1K, 250ps 102691.3eV 
B 800K,  50ps 800K, 385ps 1K, 250ps 102616.4eV 
C 1000K, 20ps 700K, 19ns 1K, 250ps 102603.2eV 
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RESULTS 
The configuration energies, calculated as a function of time, for each nanoparticle (A), (B) and (C) are 
shown in figures 1(a-c) respectively; the radial distribution function (RDF) for nanoparticle (A), 
calculated at various time intervals during the crystallisation, is shown in figure 1(d). 
 
We first consider nanoparticle (A): At the start of the simulation, the energy is high (less stable), 
which is indicative of an amorphous configuration. The energy plateaus initially and then starts to fall. 
Analysis of the crystallisation (nanoparticle A) using molecular graphical techniques, revealed that a 
crystalline seed, conforming to the inverse fluorite crystal structure, spontaneously evolved on the 
surface, fig 2.  Specifically, the seed exposed {111} at the surface; previous ab-inito simulations on 
Li2O predicted that the (111) is the most stable surface.36 The crystalline seed then nucleated the 
crystallisation of the surrounding (amorphous) Li and O ions. As the nanoparticle crystallises, the 
energy released is extracted by the thermostat to prevent re-amorphisation. However, before 
crystallisation was complete a second crystalline seed evolved within another amorphous region of the 
nanoparticle and resulted in the evolution of a grain-boundary as the crystallising fronts, emanating 
from the two (missoriented) seeds, impinged upon one another. Snapshots, taken during 
crystallisation, fig. 3 reveal the evolution of the grain-boundary. The energy difference between the 
starting (amorphous) configuration and the final (crystalline) configuration, fig. 1(a), reflects loosely 
the heat of crystallization. 
 
The configurational energy plateaus a second time, with a slight negative gradient, which indicates a 
gradual increase in stability as the ions rearange to facilitate a more energetically stable configuration. 
The configurational energy then drops sharply a second time, after about 1.8 ns, fig 1(a). Analysis of 
the structure revealed that this energy drop corresponds to the annealing out of the grain-boundary to 
form a monocrystal.  
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Figure 1 Configuration energy, calculated as a function of time, during crystallisation. (a) Li2O 
nanoparticle (A). (b) Li2O nanoparticle (B); (c) Li2O nanoparticle (C). (d) Radial Distribution 
Function (RDF) for Li2O nanoparticle (A), calculated after: 130 ps (red); 260 ps (blue); 1000 ps 
(green); 2000 ps (brown) and for the final, 0K structure (black). The RDF can be usefully correlated 
with figure 1(a), on which are shown coloured circles corresponding to the RDF. 
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Inspection of the calculated RDF, figure 1(d), reveals that after 130 ps (red trace), the peaks are broad 
and poorly defined - indicative of an amorphous configuration. However, as the simulation continues, 
the peaks become sharper indicating an increase in the crystallinity of the nanoparticle. The RDF 
corresponding to the final, low (1K) temperature, structure (black trace) is associated with the sharpest 
peaks. However, the nearest neighbour Li-O peak (black trace) reveals a 0.6Å difference between the 
shortest and longest Li-O distance in the nanoparticle, which reflects the considerable relaxation of 
ions comprising the nanoparticle – especially those at low coordinated positions on the surface of the 
nanoparticle. We note that the crystallisation of system (C) also evolved multiple missoriented grains, 
fig. 4, whereas system (B) remained a monocrystal throughout the crystallisation.  
 
The final, low temperature structure of system (A) is shown in fig. 5, and reveals that the nanocrystal 
conforms to the inverse fluorite structure and comprises an octahedral morphology with {111} 
truncated by {100} – similar to ceria nanoparticles.27. This figure also shows a slice cut through the 
system showing the GB before it had annealed out. Graphical techniques were used to ascertain that 
the interfacial plane of the grain-boundary exhibited two-dimensional curvature. It can perhaps be 
argued that the edges of the nanoparticle comprise {110}, fig. 5, although these appear somewhat 
facetted. The low (1K) temperature structures of all three nanoparticles, A,B and C, are shown in fig 6, 
the stability of which decrease in the order (A)>(B)>(C), where (A) is energetically the most stable 
configuration. 
 
The energy calculated as a function of time for nanoparticles (B) and (C), shown in figs 1(b) and 1(c), 
reveal that the speed of crystallisation is critically dependent upon the simulation conditions. Specifically, 
nanoparticle (C), which was crystallised at 700K, required about 2ns to crystallise, which compares with 
0.5ns and 0.27ns for nanoparticles (A) and (B) respectively. We also note that (B) crystallises into a single 
crystal, whereas (C) comprises multiple grains – one of which anneals out after about 4-5 ns. 
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Figure 2 Structure of the amorphous Li2O nanocrystal (A) top left, and, top right, after a crystalline 
seed had spontaneously evolved (blue circle) at the surface. The lower figure reveals that the nucleating 
seed conforms to the inverse fluorite structure. Red spheres are oxygen and grey spheres are Li. 
{111} 
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Figure 3 Snapshots of the atom positions comprising the Li2O nanoparticle (A), taken during the 
molecular dynamics simulation, revealing the evolution of a crystalline nanoparticle from an amorphous 
precursor; only the oxygen ions (red) are shown to improve clarity. 
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Figure 4 Sphere model representation of the atom positions within a slice cut through the Li2O 
nanoparticle (C) revealing the missoriented grains and grain-boundaries present within the 
nanoparticle. Only Oxygen ions are shown with colour notation to highlight the individual grains. 
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Figure 5 Final, low temperature, structure of the Li2O nanocrystal (A) top left. Top right shows a 
segment cut from this nanocrystal revealing the inverse fluorite structure; bottom left shows a slice cut 
through the nanocrystal revealing the grain-boundary before it had annealed out of the structure during 
prolonged MD; bottom right a schematic illustrating the truncated octahedral morphology. Lithium is 
coloured grey and oxygen is red. 
{111} 
{110} {100} 
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Figure 6 atomistic structures of the three Li2O nanoparticles (A), (B) and (C). Lithium is coloured grey 
and oxygen is red. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
(B) (A) (C) 
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A previous simulation study using density functional theory by Seriani, predicted an octahedral 
morphology for Li2O nanoparticles.37 In particular, the (111) surface was predicted to be much more 
stable compared to the (110) and especially the (100). However, these simulations considered the most 
thermodynamically stable morphology. Conversely, experiment has shown that kinetic aspects can 
play a pivotal role. In particular, similar to the models presented in this present study truncated 
octahedral nanoparticles of ceria have been observed.27  
 
We note that inverse fluorite {100} surfaces are dipolar38 and therefore a mechanism for quenching the 
dipole and thus stabilising the surface is needed. In many atomistic simulations, this is typically 
achieved by removing half the ions from the top layer and replacing them at the bottom to facilitate a 
neutral repeat. Specifically, in the case of Li2O, with anti-fluorite structure, half the Li ions would 
need to be removed from the top – {100} – atomic layer and replaced at the bottom – { 1 00} – atomic 
layer thus changing the stoichiometry from Li2O to LiO for both {100} and { 1 00}. Further details 
pertaining to this proceedure can be found in reference.38 Simulated crystallisation does not require (or 
indeed allow) the simulator to ‘physically’ move ions; rather the dipole is necessarily quenched during 
crystallisation and is driven in response to minimising the configuration energy. To determine how this 
was achieved, the trajectories of the ions during crystallisation was examined using graphical 
techniques and revealed, as one might expect, that the Li ions did not migrate the whole diameter of 
the nanoparticle, rather a concerted movement of ions (between {100} and { 1 00}) within the surface 
layers was observed to facilitate the change in surface stoichiometry required to quench the dipole. We 
note that previous atomistic models of CeO2 have proposed such a mechanism with experimental 
corroboration.27 
 
The structure of the top atomic layer (100) is shown in fig 7(a), revealing LiO stoichiometry; the 
penultimate atomic layer, with Li2O stoichiometry, is shown in fig 7(b). We note that at the perimeter 
of the penultimate layer, the stoichiometry is LiO because there are no layers above and the LiO exists 
at the surface as -Li-O-Li-O- chains.  The nearest neighbour (Oxygen) coordination number of Li ions 
range from two for Li located at {100} surfaces, edges and steps; three for Li on {111} surfaces and 
four for Li in the bulk of the nanoparticle. 
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Figure 7 Structure of the surface atomic layer (a) and penultimate surface atomic layer (b) of the (dipolar) 
(100) surface revealing how the dipole is quenched via a 50% reduction of Li ions at the surface to give 
LiO stoichiometry; (c) and (d) reveal the structure of point defects that have evolved within the Li2O 
nanocrystals; (e) Li2O nanocrystal (C) after 9 ns of MD and (f) after 19 ns of MD simulation revealing the 
mobility of the Li ions; (g) enlarged segment of (f). Oxygen is coloured red and Li is grey or yellow. 
(a) (c) 
(b) 
(g) (f) (e) 
(d) 
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A final consideration was the evolution of (point) defects. Analysis of the Li2O nanoparticle (A) revealed a 
variety of point defects both on the surface and within the bulk of the nanocrystal. These include isolated 
O2- and Li+ vacancies, together with charged, for example ••• ][ ' OLiVV , and charge neutral, xOLiVV ]2[ ' •• , vacancy 
clusters. The structures of two such defect clusters are shown in fig. 7(c,d). We note that the number of 
atoms and hence stoichiometry of the nanoparticle remains fixed and charge neutral during the simulation. 
 
We also explored ionic mobility within the model nanostructure. In particular, the structure of particle C, 
after 9 ns of MD simulation is shown in fig. 7(e); five atomic layers in the middle of the nanoparticle are 
enlarged to help one visualise the ionic mobility. After a further 10ns, fig. 7(f,g), one can see that there is 
significant mobility of Li+ ions; O2- ions remain at their start position. The mobility is highest around the 
surface of the nanoparticle, but Li ions are also observed to have moved within the ‘bulk’ regions of the 
nanoparticle. Close inspection of the behaviour using graphical techniques reveal that the Li ion mobility is 
(Li) vacancy driven within the bulk region of the nanoparticle. Strange and Co-workers used 7Li NMR 
relaxation time and A.C. conductivity measurements to explore ionic transport in Li2O and established that 
the mobile ions are Li+ and that diffusion is (cation) vacancy driven,39 in accord with our simulation. Such 
experimental corroboration helps validate our result albeit our simulations consider a Li2O nanoparticle. 
The same study acknowledges that O ion mobility is very small. Cation and anion vacancy formation 
energies together with ionic transport have been calculated in Li2O previously by Gavartin and co-
workers9; superionic behaviour in Li2O has also been reported previously40. 
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DISCUSSION 
Our results show that changes to the simulation conditions, in this case temperature, facilitate the 
generation of atomistic models with diverse microstructures. For example, the simulation conditions 
exact a critical influence over the crystallisation and led to nanoparticles (A) and (C) evolving multiple 
grains, yet (B) remained a monocrystal. However, robust conclusions, pertaining to the influence of 
the simulation conditions with respect to microstructure, such as ‘lower temperatures favour the 
evolution of multiple grains’, can not yet be drawn from these results; rather statistically viable 
nanostructure distributions are needed. 
 
The simulations performed in this present study best reflect experimental synthesis of nanoparticles via 
melting and crystallisation.27 In particular, we have shown that by simulating, in part, experimental 
conditions, one can capture importanti structural features observed experimentally. This includes structural 
distributions of morphology, defect concentrations and grain boundaries. And while such features can be 
introduced using more traditional simulation approaches, certain structures, such as grain-boundaries with 
two-dimensionally curved interfacial planes; structural modifications to facilitate quenching of dipolar 
surfaces; defect distributions and defect types influenced by the simulation conditions, may be more easily 
generated using such ‘evolutionary’ simulation strategies. In addition, synergistic interactions between 
microstructural features, which may result in structural modification, will also be captured within a (single) 
atomistic model as the material evolves structurally during crystallisation. On the other hand, structural 
changes that can occur over long experimental timescales, for example creep, are not currently accessible 
using the approach presented in this present study. Nevertheless simulation strategies to overcome these 
issues are being developed, for example strategies for simulating creep can be found in ref. [41]. In 
addition, constructing structures, informed by experiment, ‘by-hand’, which have been used since the 
inception of atomistic simulation, can still provide unique and invaluable methods of control. We propose 
that the methods detailed in this study are complementary to alternative simulation methodologies and 
combined simulation strategies will further enhance the ‘truly predictive’ capability of atomistic 
simulation. In particular, atomistic simulation coupled with Finite Element Analysis or Computational 
Fluid Dynamics on one side42 and ab-initio approaches, such as Density Functional Theory43 on the other, 
together with methods for accelerated dynamics, have enabled simulation to span considerable length and 
time scales. 
                                                 
i
 In that they influence the properties of the material. 
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CONCLUSION 
Atomistic computer simulation can be used to predict the properties of a material to inform 
experiment. However, many material properties are governed by its microstructure and therefore if one 
is to simulate properties reliably, then such microstructural features must be captured within the 
atomistic model. In many cases, microstructure evolves within a real material during synthesis. Here, 
we have attempted to capture, in part, key aspects pertaining to synthesis to evolve the atomistic 
model. Specifically, we use simulated crystallisation to generate atomistic models for Li2O 
nanoparticles starting from amorphous precursors. Moreover, by changing the simulation conditions, 
we were able to exact changes upon the microstructures of the nanoparticlesy. In particular, changes in 
the simulation temperature resulted in subtle morphological differences such as steps edges, and also 
more significant microstructural differences, including grain-boundaries.  
 
The resulting atomistic models of Li2O were predicted to comprise polyhedral morphologies with 
{100} truncated {111} together with {110} edges and conforming to the inverse fluorite crystal 
structure. The models also incorporate microstructural features including grain-boundaries and isolated 
and associated Li, O vacancies; mobile ions were calculated to be Li+ and the difussion mechanism 
(Li) vacancy driven.  Dipolar {100} surfaces were quenched via a change in the stoichiometry of the 
surface atomic layers from Li2O to LiO, which occurs during crystallisation and is energetically 
driven. 
 
Accordingly, atomistic simulation can be used to generate models that capture the (micro)structural 
diversity and structural distributions observed experimentally. 
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