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Abstract
We introduce N-LTP, an open-source Python
Chinese natural language processing toolkit
supporting five basic tasks: Chinese word seg-
mentation, part-of-speech tagging, named en-
tity recognition, dependency parsing, and se-
mantic dependency parsing. N-LTP adopts
the multi-task framework with the pre-trained
model to capture the shared knowledge across
all Chinese relevant tasks. In addition,
we propose to use knowledge distillation
where single-task models teach a multi-task
model, helping the multi-task model surpass
its single-task teachers. Finally, we provide
fundamental tasks API and a visualization tool
to make users easier to use and view the pro-
cessing results directly. To the best of our
knowledge, this is the first toolkit to support
all Chinese NLP fundamental tasks. Source
code, documentation, and pre-trained models
are available at https://github.com/
HIT-SCIR/ltp.
1 Introduction
There is a wide of range of existing natural lan-
guage processing (NLP) toolkits such as CoreNLP
(Manning et al., 2014), UDPipe (Straka and
Strakova´, 2017), FLAIR (Akbik et al., 2019),
spaCy1, and Stanza (Qi et al., 2020) in En-
glish, which makes it easier for users to build
tools with sophisticated linguistic processing. Re-
cently, the need for Chinese NLP has a dramatic
increase in many downstream applications. A
Chinese natural language processing (NLP) plat-
form always includes lexical analysis (word seg-
mentation, part-of-speech tagging (POS-tagging),
named entity recognition (NER)), syntactic pars-
ing (dependency parsing), and semantic parsing
(semantic dependency parsing (SDP)) modules.
1https://spacy.io
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Figure 1: Workflow of the N-LTP. N-LTP takes the
Chinese corpus as input and produces annotation acces-
sible as native Python objects. Besides, we provide the
visualization tool and fundamental API to help users
easily use N-LTP.
Unfortunately, there are relatively fewer high per-
formance and high-efficiency toolkits for Chinese
NLP tasks. To fill this gap, it’s important to build
a Chinese NLP toolkit to support all Chinese ba-
sic NLP tasks, achieving to enable researchers to
quickly process NLP tasks in Chinese.
Recently, Qi et al. (2020) introduce the python
NLP toolkit Stanza for multi-lingual languages,
including Chinese language. Though Stanza can
be applied for processing the Chinese texts, it suf-
fers from several limitations. First, it only sup-
ports part of Chinese NLP tasks and can not make
a semantic parsing analysis (such as SDP), result-
ing in incomplete analysis in Chinese NLP. Sec-
ond, it trained each task separately, ignoring the
shared knowledge across the related tasks, which
has been proven effective for Chinese NLP tasks
(Qian et al., 2015; Hsieh et al., 2017; Chang et al.,
2018). In addition, this modeling method will oc-
cupy more memory with the increase of the num-
ber of tasks, which makes it hard to deploy for mo-
bile devices in real-word scenario.
In this paper, we introduce N-LTP, a PyTorch-
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All Chinese
Fundamental Tasks
Multi-task
Learning
LTP (Che et al., 2010) C++
√
UDPipe (Straka and Strakova´, 2017) C++
√
FLAIR (Akbik et al., 2019) Python
√ √
Stanza (Qi et al., 2020) Python
√ √
N-LTP Python
√ √ √ √
Table 1: Feature comparisons of N-LTP against other popular natural language processing toolkits.
based Chinese natural language processing toolkit
for NLP, which built in the SOTA pre-trained
model. As shown in Figure 1, given Chinese cor-
pus, N-LTP produces comprehensive analysis re-
sults, including lexical analysis, syntactic parsing,
and semantic parsing. In addition, N-LTP is user-
friendly where the fundamental tasks API and vi-
sualization tool are provided. As shown in Table 1,
compared to the existing widely-used NLP toolk-
its, N-LTP has the following advantages:
• Multi-Task Learning. The existing NLP
toolkit for the Chinese language all adopts
independent models for each task, which ig-
nores the shared knowledge across tasks. To
alleviate this issue, we propose to use the
multi-task framework (Clark et al., 2019)
to take advantage of the shared knowledge
across all tasks. Meanwhile, multi-task learn-
ing with shared encoder for all five tasks can
greatly reduce the occupied memory and im-
prove the speed, which makes N-LTP more
efficient, reducing the need for hardware.
In addition, to enable the multi-task learning
enhancing each subtask performance, we fol-
low Clark et al. (2019) to adopt the distilla-
tion method single-task models teach a multi-
task model, helping the multi-task model sur-
pass its all single-task teachers.
• Comprehensive tasks. N-LTP supports all
Chinese NLP tasks including lexical analysis
(word segmentation, part-of-speech tagging,
named entity recognition), syntactic parsing,
and semantic parsing (semantic dependency
parsing). To the best of our knowledge, this is
the first neural Chinese toolkits that supports
all Chinese fundamental NLP tasks.
• Extensibility. N-LTP works with users cus-
tom modules. Users can easily add a new
pre-trained model with a configuration file.
We have made all task training configura-
tion file open-sourced. Hence, you can
change the pretrained model to any BERT-
like model supported by Transformers (Wolf
et al., 2019) easily by changing the config.
• Fundamental API and Visualization Tool.
First, we provide all fundamental tasks API,
which is convenient for users to use the
toolkit without the need for any knowledge.
Second, we provide a visualization tool, so
that users can view the processing results di-
rectly.
• State-of-the-art performance. We evalu-
ate N-LTP on a total of five Chinese NLP
tasks, and nd that it achieves state-of-the-art
or competitive performance at each task.
N-LTP is fully open-sourced and can support
all Chinese fundamental NLP tasks. We hope
N-LTP can facilitate Chinese NLP research and
applications.
2 Design and Architecture
The Figure 2 shows an overview of the main archi-
tecture of N-LTP. It mainly consists of the compo-
nents including an encoder and multiple decoders
for different tasks. Our framework shares one en-
coder for leveraging the shared knowledge across
all tasks. Different task decoders are used for each
task separately. All tasks are optimized simultane-
ously via a joint learning scheme.
2.1 Shared Encoder
Large pre-trained language models, such as BERT
(Devlin et al., 2018a), RoBERTa (Liu et al.,
2019), and ELECTRA (Clark et al., 2020) have
achieved great success in many NLP tasks. In our
framework, we adopt the SOTA pre-trained model
(ELECTRA) as the encoder. To extract the shared
knowledge across all Chinese related tasks, we
adopt the multi-task framework where five Chi-
nese tasks share one encoder.
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Figure 2: Architechture of the proposed model.
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Figure 3: We follow Clark et al. (2019) to adopt the
distillation method. This is an overview of the distilla-
tion method. λ is increased linearly from 0 to 1 over
the curriculum of training.
2.2 Chinese Word Segmentation
Chinese word segmentation (CWS) is a prelimi-
nary and important task for Chinese natural lan-
guage processing (NLP). In N-LTP, following
Xue (2003), CWS is regarded as a character based
sequence labeling problem. We adopt the shared
ELECTRA as the encoder and a linear decoder to
obtain tag on each character.
For the paragraph, N-LTP performs the sen-
tence split as a preprocessing step. All the fol-
lowing downstream tasks depend on the result of
word segmentation.
2.3 POS Tagging
Part-of-speech (POS) tagging another is a funda-
mental NLP task that facilitates downstream tasks
such as syntactic parsing. Following the dominant
model in the literature (Ratnaparkhi, 1996; Huang
et al., 2015), POS tagging can be treated as the se-
quence labeling task. Similar to CWS, we adopt
the shared ELECTRA as the encoder, and a linear
transformation layer is used as the decoder.
2.4 Named Entity Recognition
Named Entity Recognition is the task of iden-
tifying named entities (people, locations,
organizations, etc.) in the input text. Sim-
Figure 4: A minimal code snippet.
Figure 5: LTP annotates a Chinese sentence, as visual-
ized by our visualization demo.
ilar to POS, NER is defined as the sequence la-
beling task and we perform the linear decoder. In
addition, we follow Yan et al. (2019) to take the
position information into consideration.
2.5 Dependency Parsing
Dependency parsing is the task to analyze the se-
mantic structure of a sentence. In N-LTP, we im-
plement a deep biaffine neural dependency parser
(Dozat and Manning, 2016) and einser algorithm
(Eisner, 1996) to get result.
2.6 Semantic Dependency Parsing
Similar to Dependency parsing, semantic depen-
dency parsing (Che et al., 2016, SDP) is another
task to modeling the semantic structure of a sen-
Chinese Word Part-of-Speech Named Entity Dependency Semantic Dependency
Model Segmentation Tagging Recognition Parsing Parsing
F FLAS F F F
Stanza (Qi et al., 2020) 92.4 98.1 89.5 84.98 -
N-LTP trained separately 98.4 98.2 92.7 87.6 80.2
N-LTP trained jointly 98.9 98.5 95.5 88.1 80.4
Table 2: The results of N-LTP. ”-” represents the absence of tasks in the Stanza toolkit and we cannot report the
results.
tence. Specifically, given an input sentence, SDP
aims at determining all the word pairs related to
each other semantically and assigning specific pre-
defined semantic relations. We mainly focus on
the Chinese language and adopt a biaffine (Dozat
and Manning, 2016) module to perform the task.
2.7 Knowledge Distillation
It is difficult to ensure that each task benefits from
the multi-task learning due to a large number of
tasks. In N-LTP, we follow BAM (Clark et al.,
2019) to use knowledge distillation method to al-
leviate this issue, which is shown Figure 3. First,
we train each task as the teacher model. Then,
N-LTP can learn from each trained single-task
teacher model while learn from the gold-standard
labels simultaneously. We adopt the λ to control
the learning weight between teacher model and
gold-standard labels.
Following BAM (Clark et al., 2019), we adopt
teacher annering distill algorithm. Rather than
simply shuffling the datasets for our multi-task
models, we follow the task sampling procedure
from Bowman et al. (2018), where the probability
of training on an example for a particular task τ
is proportional to |Dτ |0.75. This ensures that tasks
with very large datasets dont overly dominate the
training.
3 Usage
N-LTP is a PyTorch-based Chinese NLP toolkit
based on the above model.
All the congurations can be initialized from
JSON les, and thus it is easy for user to use N-LTP
where users just need one line of code to load the
model or process the input sentences. And N-LTP
can be installed easily by the command:
pip install ltp
The following code snippet in Figure 4 shows
a minimal usage of N-LTP for downloading the
Chinese model, annotating a sentence with cus-
tomized models, and printing out all annotations.
3.1 Fundamental API and Visualization Tool
We provide all fundamental tasks, which enables
users to easily use without the need for any
knowedge.
In addition, a visualization tool is proposed
for users to view the processing results directly.
Specifically, we build an interactive web demo that
runs the pipeline interactively, which is publicly
available at http://ltp.ai/demo.html. An example is
shown in Figure 5.
4 Experiments
4.1 Experimental Setting
To evaluate the efficiency of our multi-task model,
we conduct experiments on four datasets. (1) We
conduct CWS, POS tagging, NER on the People’s
Daily dataset2, which contains 305,041 sentences
for training, 5,000 sentences for validation and
7,500 sentences for testing. (2) We conduct Chi-
nese dependency parsing task on the Chinese De-
pendency Treenbank 1.0 (Wanxiang Che and Liu,
2012). (3) For SDP task, we adopt the SemEval
2016 SDP dataset (Che et al., 2016).
We adopt the ELECTRA as the shared pre-
trained model. The learning ratio (lr) of ELEC-
TRA is 1e-4. For each task teacher model, the lr
of CWS, POS tagging, NER is 1e-4, the lr of dep
and sdp is 1e-3. We use BertAdam (Devlin et al.,
2018a) to optimize the parameters in our model
and adopted the suggested hyper-parameters for
optimization. For all the experiments, we select
the model which works the best on the dev set,
and then evaluate it on the test set.
4.2 Results
The N-LTP model is based on the Chinese ELEC-
TRA small (Cui et al., 2020). We compare N-LTP
2https://icl.pku.edu.cn/
with the state-of-the-art toolkit Stanza. The com-
parison results are shown in Table 2.
From the results, we have the following obser-
vations:
(1) N-LTP outperforms Stanza on four common
tasks including CWS, POS, NER and dependency
parsing by a large margin, which shows the supe-
riority of our proposed toolkit.
(2) The multi-task learning outperforms the model
with independently trained. We attribute it to the
reason that multi-task framework cam consider the
shared knowledge which can promote each task
compared with the pipeline model Stanza.
5 Conclusion
We presented N-LTP, a Python natural language
processing toolkit for Chinese. To the best of our
knowledge, this is the first neural Chinese toolkit
that supports all Chinese fundamental NLP tasks.
N-LTP is evaluated on five fundamental Chinese
NLP tasks and obtains the state-of-the-art perfor-
mance. We hope N-LTP can facilitate Chinese
NLP research and applications. In the future, we
will keep extending N-LTP by adding new state-
of-the-art models going forward.
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