Computational methods are proposed for solving a convex quadratic program (QP). Active-set methods are defined for a particular primal and dual formulation of a QP with general equality constraints and simple lower bounds on the variables. In the first part of the paper, two methods are proposed, one primal and one dual. These methods generate a sequence of iterates that are feasible with respect to the equality constraints associated with the optimality conditions of the primal-dual form. The primal method maintains feasibility of the primal inequalities while driving the infeasibilities of the dual inequalities to zero. In contrast, the dual method maintains feasibility of the dual inequalities while moving to satisfy the infeasibilities of the primal inequalities. In each of these methods, the search directions satisfy a KKT system of equations formed from Hessian and constraint components associated with an appropriate column basis. The composition of the basis is specified by an active-set strategy that guarantees the nonsingularity of each set of KKT equations. Each of the proposed methods is a conventional active-set method in the sense that an initial primal-or dual-feasible point is required. In the second part of the paper, it is shown how the quadratic program may be solved as coupled pair of primal and dual quadratic programs created from the original by simultaneously shifting the simple-bound constraints and adding a penalty term to the objective function. Any conventional column basis may be made optimal for such a primal-dual pair of shifted-penalized problems. The shifts are then updated using the solution of either the primal or the dual shifted problem. An obvious application of this approach is to solve a shifted dual QP to define an initial feasible point for the primal (or vice versa). The computational performance of each of the proposed methods is evaluated on a set of convex problems from the CUTEst test collection.
Introduction
We consider the formulation and analysis of active-set methods for a convex quadratic program (QP) of the form In order to simplify the theoretical discussion, the inequalities of (1.1) involve nonnegativity constraints only. However, the methods to be described are easily extended to treat all forms of linear constraints. (Numerical results are given for problems with constraints in the form x L ≤ x ≤ x U and b L ≤ Ax ≤ b U , for fixed vectors x L , x U , b L and b U .) If M = 0, the QP (1.1) is a conventional convex quadratic program with constraints defined in standard form. A regularized quadratic program may be obtained by defining M = µI for some small positive parameter µ.
Active-set methods for quadratic programming solve a sequence of linear equations that involve the y-variables and a subset of the x-variables. Each set of equations constitutes the optimality conditions associated with an equality-constrained quadratic subproblem. The goal is to predict the optimal active set, i.e., the set of constraints that are satisfied with equality, at the solution of the problem. A conventional active-set method has two phases. In the first phase, a feasible point is found while ignoring the objective function; in the second phase, the objective is minimized while feasibility is maintained. A useful feature of active-set methods is that they are well-suited for "warm starts", where a good estimate of the optimal active set is used to start the algorithm. This is particularly useful in applications where a sequence of quadratic programs is solved, e.g., in a sequential quadratic programming method or in an ODE-or PDE-constrained problem with mesh refinement. Other applications of active-set methods for quadratic programming include mixed-integer nonlinear programming, portfolio analysis, structural analysis, and optimal control.
In Section 2, the primal and dual forms of a convex quadratic program with constraints in standard form are generalized to include general lower bounds on both the primal and dual variables. These problems constitute a primal-dual pair that includes problem (1.1) and its associated dual as a special case. In Sections 3 and 4, an active-set method is proposed for each of the primal and dual forms associated with the generalized problem of Section 2. Both of these methods generate a sequence of iterates that are feasible with respect to the equality constraints associated with the optimality conditions of the primal-dual problem pair. The primal method maintains feasibility of the primal inequalities while driving the infeasibilities of the dual inequalities to zero. By contrast, the dual method maintains feasibility of the dual inequalities while moving to satisfy the infeasibilities of the primal inequalities. In each of these methods, the search directions satisfy a KKT system of equations formed from Hessian and constraint components associated with an appropriate col-umn basis. The composition of the basis is specified by an active-set strategy that guarantees the nonsingularity of each set of KKT equations.
The methods formulated in Sections 2-4 define conventional active-set methods in the sense that an initial feasible point is required. In Section 5, a method is proposed that solves a pair of coupled quadratic programs created from the original by simultaneously shifting the simple-bound constraints and adding a penalty term to the objective function. Any conventional column basis can be made optimal for such a primal-dual pair of shifted-penalized problems. The shifts are then updated using the solution of either the primal or the dual shifted problem. An obvious application of this idea is to solve a shifted dual QP to define an initial feasible point for the primal, or vice-versa. In addition to the obvious benefit of using the objective function while getting feasible, this approach provides an effective method for finding a dual-feasible point when H is positive semidefinite and M = 0. Finding a dual-feasible point is relatively straightforward for the strictly convex case, i.e., when H is positive definite. However, in the general case, the dual constraints for the phase-one linear program involve entries from H as well as A, which complicates the formulation of the phase-one method considerably.
Finally, in Section 7 some numerical experiments are presented for a simple Matlab implementation of the coupled primal-dual method applied to a set of convex problems from the CUTEst test collection [33] .
There are a number of alternative active-set methods available for solving a QP with constraints written in the format of problem (1.1). Broadly speaking, these methods fall into three classes defined here in the order of increasing generality: (i) methods for strictly convex quadratic programming (H symmetric positive definite) [1, 22, 31, 41, 44] ; (ii) methods for convex quadratic programming (H symmetric positive semidefinite) [6, 26, 38, 39, 45] ; and (iii) methods for general quadratic programming (no assumptions on H other than symmetry) [2, 3, 9, 17, 19, 23, 28-30, 32, 35-37,45] . Of the methods specifically designed for convex quadratic programming, only the methods of Boland [6] and Wong [45, Chapter 4] are dual active-set methods. Some existing active-set quadratic programming solvers include QPOPT [24] , QPSchur [1] , SQOPT [26] , SQIC [30] and QPA (part of the GALAHAD software library) [34] .
The primal active-set method proposed in Section 3 is motivated by the methods of Fletcher [17] , Gould [32] , and Gill and Wong [30] , which may be viewed as methods that extend the properties of the simplex method to general quadratic programming. At each iteration, a direction is computed that satisfies a nonsingular system of linear equations based on an estimate of the active set at a solution. The equations may be written in symmetric form and involve both the primal and dual variables. In this context, the purpose of the active-set strategy is not only to obtain a good estimate of the optimal active set, but also to ensure that the systems of linear equations that must be solved at each iteration are nonsingular. This strategy allows the application of any convenient linear solver for the computation of the iterates. In this paper, these ideas are applied to convex quadratic programming. The resulting sequence of iterates is the same as that generated by an algorithm for general QP, but the structure of the iteration is different, as is the structure of the linear equations that must be solved. Similar ideas are used to formulate the new dual active-set method proposed in Sections 4.
The proposed primal, dual, and coupled primal-dual methods use a "conventional" active-set approach in the sense that the constraints remain unchanged during the solution of a given QP. Alternative approaches that use a parametric activeset method have been proposed by Best [4, 5] , Ritter [42, 43] , Ferreau, Bock and Diehl [16] , Potschka et al. [40] and implemented in the qpOASES package by Ferreau et al. [15] . The use of shifts for the bounds have been suggested by Cartis and Gould [11] in the context of interior methods for linear programming. Another class of active-set methods that are shown to be convergent for strictly convex quadratic programs have been considered by Curtis, Han, and Robinson [12] .
Notation and terminology. Given vectors a and b with the same dimension, min(a, b) is a vector with components min(a i , b i ). The vectors e and e j denote, respectively, the column vector of ones and the jth column of the identity matrix I. The dimensions of e, e i and I are defined by the context. Given vectors x and y, the column vector consisting of the components of x augmented by the components of y is denoted by (x, y).
Background
Although the purpose of this paper is the solution of quadratic programs of the form (1.1), for reasons that will become evident in Section 5, the analysis will focus on the properties of a pair of problems that may be interpreted as a primal-dual pair of QPs associated with problem (1.1).
Formulation of the primal and dual problems
For given constant vectors q and r, consider the pair of convex quadratic programs (PQP q,r ) minimize
and (DQP q,r ) maximize
The following result gives joint optimality conditions for the triple (x, y, z) such that (x, y) is optimal for (PQP q,r ), and (x, y, z) is optimal for (DQP q,r ). If q and r are zero, then (PQP 0,0 ) and (DQP 0,0 ) are the primal and dual problems associated with (1.1). For arbitrary q and r, (PQP q,r ) and (DQP q,r ) are essentially the dual of each other, the difference is only an additive constant in the value of the objective function.
Proposition 2.1. Let q and r denote constant vectors in R n . If (x, y, z) is a given triple in R n × R m × R n , then (x, y) is optimal for (PQP q,r ) and (x, y, z) is optimal for (DQP q,r ) if and only if
In addition, it holds that optval(PQP q,r ) − optval(DQP q,r ) = −q T r. Proof. Let the vector of Lagrange multipliers for the constraints Ax + M y − b = 0 be denoted by y. Without loss of generality, the Lagrange multipliers for the bounds x + q ≥ 0 of (PQP q,r ) may be written in the form z + r, where r is the given fixed vector r. With these definitions, a Lagrangian function L(x, y, y, z) associated with (PQP q,r ) is given by
with z + r ≥ 0. Stationarity of the Lagrangian with respect to x and y implies that
The optimality conditions for (PQP q,r ) are then given by: (i) the feasibility conditions (2.1a) and (2.1c); (ii) the nonnegativity conditions (2.1d) for the multipliers associated with the bounds x + q ≥ 0; (iii) the stationarity conditions (2.2); and (iv) the complementarity conditions (2.1e). The vector y appears only in the term M y of (2.1a) and (2.2b). In addition, (2.2b) implies that M y = M y, in which case we may choose y = y. This common value of y and y must satisfy (2.2a), which is then equivalent to (2.1b). The optimality conditions (2.1) for (PQP q,r ) follow directly.
With the substitution y = y, the expression for the primal Lagrangian may be rearranged so that
Taking into account (2.2) for y = y, the dual objective is given by (2.3) as − 1 2 x T Hx− 1 2 y T M y + b T y − q T z − q T r, and the dual constraints are Hx + c − A T y − z = 0 and z + r ≥ 0. It follows that (DQP q,r ) is equivalent to the dual of (PQP q,r ), the only difference is the constant term −q T r in the objective, which is a consequence of the shift z + r in the dual variables. Consequently, strong duality for convex quadratic programming implies optval(PQP q,r ) − optval(DQP q,r ) = −q T r. In addition, the variables x, y and z satisfying (2.1) are feasible for (PQP q,r ) and (DQP q,r ) with the difference in the objective function value being −q T r. It follows that (x, y, z) is optimal for (DQP q,r ) as well as (PQP q,r ). Finally, feasibility of both (PQP q,r ) and (DQP q,r ) is both necessary and sufficient for the existence of optimal solutions.
Optimality conditions and the KKT equations
The joint optimality conditions (2.1) may be written in terms of the index sets of fixed and free primal variables. At an arbitrary point x, consider the index sets
The set A(x) is the active set of bound constraints at the point x. The variables with indices in F(x) are referred to as the free variables. If z is any n-vector, the n F -vector z F and n A -vector z A denote the vectors of components of z associated with F(x) and A(x). For the symmetric Hessian H, the matrices H FF and H AA denote the subset of rows and columns of H associated with the sets F(x) and A(x), respectively. The unsymmetric matrix of components h ij with i ∈ F(x) and j ∈ A(x) will be denoted by H FA . Similarly, A F and A A denote the matrices of free and active columns of A. With these definitions, the joint optimality conditions (2.1) may be written in the form
Eliminating x A and z F using the equalities z F + r F = 0 and x A + q A = 0 yields the equations
which may be expressed in matrix form as
If a solution of (PQP q,r ) or (DQP q,r ) exists, then the equations (2.5) are compatible, but not necessarily nonsingular.
The proposed methods are based on maintaining index sets B and N that approximate the free and active sets F and A at a solution. The sets B and N define a partition of the index set I = {1, 2, . . . , n}, i.e., I = B ∪ N with B ∩ N = ∅. Following standard terminology, we refer to the subvectors x B and x N associated with an arbitrary x as the basic and nonbasic variables, respectively. Let H BB , H NN , H BN , A B , and A N denote submatrices of H and A analogous to H FF , H AA , H FA , A F , and A A , respectively. The crucial distinction between B and F is that the basic set B is defined in such a way that the KKT matrix
is nonsingular (cf. equation (2.5)). As in Gill and Wong [30] , any set B such that K B is nonsingular is referred to as a second-order consistent basis. Methods that impose restrictions on the eigenvalues of K B are known as inertia-controlling methods. (For a description of inertia-controlling methods for general quadratic programming, see, e.g., Gill et al. [29] , and Gill and Wong [30] .) Given a point (x, y, z) satisfying the optimality conditions (2.4), it is always possible to define a second-order consistent basis B such that (x, y, z) satisfies the conditions
(For simplicity, it is assumed that B and N can be defined so that N ⊆ A(x). In practice it may be necessary to include indices in N that correspond to variables that are temporarily fixed at their current values, see, e.g., Gill and Wong [30, Section 6] .) Eliminating x N and z B from the equality conditions of (2.6a) and (2.6b) gives (x B , y) as the unique solution of the equations
Once x B and y have been defined, the z N -variables may be computed as
The two methods proposed in this paper generate a sequence of iterates that satisfy the equality conditions of (2.6) for some partition B and N . The primal method of Section 3 imposes the restriction that x B + q B ≥ 0, which implies that the sequence of iterates is primal feasible. The dual method of Section 4 imposes dual feasibility via the bounds z N + r N ≥ 0.
The primal and dual methods are derived in terms of a common framework that serves to emphasize the similarities in the methods. In particular, the methods require the solution of a common set of equations defined in terms of a partition of the index set I = {1, 2, . . . , n}. At the start of each iteration, I is partitioned into disjoint sets B and N such that B ∪ N = I. This initial partition has the property that (x, y, z) is uniquely defined via the equations
During an iteration, x B + q B and z N + r N are free to move. In a primal iteration, x is primal feasible, with x N + q N = 0 and x B + q B ≥ 0. In a dual iteration, z is dual feasible, with z N + r N ≥ 0 and z B + r B = 0. An iteration of the primal method begins with the identification of a nonbasic primal variable x l with an infeasible dual value, i.e., z l + r l < 0. The index l is removed from the nonbasic set, i.e., N ← N \ {l}, and there follows a finite number of subiterations during which z l + r l is driven to zero from below. During these subiterations, the index l remains distinct from B and N while indices are moved from B to N in order to maintain primal feasibility. On completion of the final subiteration, z l + r l = 0 and the index l is added to the basic set, i.e., B ← B ∪ {l}, which defines a conventional partition B ∪ N = {1, 2, . . . , n} for the next iteration. An iteration of the dual method is defined in an analogous way. The iteration begins with the identification of a basic dual variable z l associated with an infeasible primal variable, i.e., x l + q l < 0. The index l is removed from the basic set, and the dual subiterations drive x l + q l to zero while maintaining dual feasibility. On completion of the final dual subiteration, x l + q l = 0 and the index l is added to the nonbasic set, giving B ∪ N = {1, 2, . . . , n} as in the primal case.
At each subiteration of both the primal and dual methods, an index l and index sets B and N are known such that B ∪ {l} ∪ N = {1, 2, . . . , n}. A search direction (∆x, ∆y, ∆z) is defined that satisfies the identities
As l ∈ B and l ∈ N , these identities allow both ∆x l and ∆z l to be nonzero. The identities (2.10) may be expressed in the partitioned matrix form
which implies that the quantities ∆x l , ∆x B , ∆y and ∆z l satisfy the homogeneous equations
with ∆z N given by
The properties of these equations are established in the next section.
The linear algebra framework
This section establishes the linear algebra framework that serves to emphasize the underlying symmetry between the primal and dual methods. It is shown that the search direction for the primal and the dual method is a nonzero solution of the homogeneous equations (2.11a), i.e., every direction is a nontrivial null vector of the matrix of (2.11a). In particular, it is shown that the null-space of (2.11a) has dimension one, which implies that every solution of (2.11a) is unique up to a scalar multiple. The length of the direction is then completely determined by fixing either ∆x l = 1 or ∆z l = 1. The choice of which component to fix depends on whether or not the corresponding component in a null vector of (2.11a) is nonzero. The conditions are stated precisely in Propositions 2.3 and 2.4 below. The first result shows that the components ∆x l and ∆z l of any direction (∆x, ∆y, ∆z) satisfying the identities (2.10) must be such that ∆x l ∆z l ≥ 0. Eliminating the term ∆x T A T ∆y gives ∆x T H∆x + ∆y T M ∆y = ∆x T ∆z. By definition, H and M are symmetric positive semidefinite, which gives ∆x T ∆z ≥ 0. In particular, if B ∪ {l} ∪ N = {1, 2, . . . , n}, with ∆x N = 0 and ∆z B = 0, it must hold that ∆x T ∆z = ∆x l ∆z l ≥ 0.
The set of vectors (∆x l , ∆x B , −∆y, −∆z l ) satisfying the homogeneous equations (2.11a) is completely characterized by the properties of the matrices K B and K l such that
The properties are summarized by the results of the following two propositions.
Proposition 2.3. If K B is nonsingular, and ∆x l is a given nonnegative scalar, then the quantities ∆x B , ∆y, ∆z l and ∆z N of (2.11) are unique and satisfy the equations
If ∆x l = 0, then ∆x B = 0, ∆y = 0, ∆z l = 0 and ∆z N = 0. Otherwise, ∆x l > 0, and either
(ii) K l is singular and ∆z l = 0, in which case it holds that ∆y = 0, ∆z N = 0, and the multiplicity of the zero eigenvalue of K l is one, with corresponding eigenvector (∆x l , ∆x B , 0).
Proof. The second and third blocks of the equations (2.11a) imply that
As K B is nonsingular by assumption, the vectors ∆x B and ∆y must constitute the unique solution of (2.14) for a given value of ∆x l . Furthermore, given ∆x B and ∆y, the quantities ∆z l and ∆z N of (2.13) are also uniquely defined. The specific value ∆x l = 0, gives ∆x B = 0 and ∆y = 0, so that ∆z l = 0 and ∆z N = 0. It follows that ∆x l must be nonzero for at least one of the vectors ∆x B , ∆y, ∆z l or ∆z N to be nonzero. Next it is shown that if ∆x l > 0, then either (i) or (ii) must hold. For (i), it is necessary to show that if ∆x l > 0 and K l is nonsingular, then ∆z l > 0. If K l is nonsingular, the homogeneous equations (2.11a) may be written in the form  15) which implies that ∆x l , ∆x B and ∆y are unique for a given value of ∆z l . In particular, if ∆z l = 0 then ∆x l = 0, which would contradict the assumption that ∆x l > 0. If follows that ∆z l must be nonzero. Finally, Proposition 2.2 implies that if ∆z l is nonzero and ∆x l > 0, then ∆z l > 0 as required. For the first part of (ii), it must be shown that if K l is singular, then ∆z l = 0. If K l is singular, it must have a nontrivial null vector (p l , p B , −u). Moreover, every null vector must have a nonzero p l , because otherwise (p B , −u) would be a nontrivial null vector of K B , which contradicts the assumption that K B is nonsingular. A fixed value of p l uniquely defines p B and u, which indicates that the multiplicity of the zero eigenvalue must be one. A simple substitution shows that (p l , p B , −u, v l ) is a nontrivial solution of the homogeneous equation (2.11a) such that v l = 0. As the subspace of vectors satisfying (2.11a) is of dimension one, it follows that every solution is unique up to a scalar multiple. Given the properties of the known solution (p l , p B , −u, 0), it follows that every solution (∆x l , ∆x B , −∆y, −∆z l ) of (2.11a) is an eigenvector associated with the zero eigenvalue of K l , with ∆z l = 0.
For the second part of (ii), if ∆z l = 0, the homogeneous equations (2.11a) become 
The nonsingularity of K B implies that A B −M has full row rank, in which case the second equation of (2.17) gives ∆y = 0. It follows that every eigenvector of K l associated with the zero eigenvalue has the form (∆x l , ∆x B , 0). It remains to show that ∆z N = 0. If Proposition A.2 is applied to the first equation of (2.17), then it must hold that 
Proposition 2.4. If K l is nonsingular, and ∆z l is a given nonnegative scalar, then the quantities ∆x l , ∆x B , ∆y and ∆z N of (2.11) are unique and satisfy the equations
If ∆z l = 0, then ∆x l = 0, ∆x B = 0, ∆y = 0 and ∆z N = 0. Otherwise, ∆z l > 0 and either
(ii) K B is singular and ∆x l = 0, in which case, it holds that ∆x B = 0 and the multiplicity of the zero eigenvalue of K B is one, with corresponding eigenvector (0, ∆y).
Proof. In Proposition 2.2 it is established that ∆x l ≥ 0 if ∆z l > 0, which implies that the statement of the proposition includes all possible values of ∆x l .
It follows from (2.11a) that ∆x l , ∆x B , and ∆y must satisfy the equations 
Under the given assumption that K l is nonsingular, the vectors ∆x l , ∆x B and ∆y are uniquely determined by (2.19) for a fixed value of ∆z l . In addition, once ∆x l , ∆x B and ∆y are defined, ∆z N is uniquely determined by (2.18b). It follows that if ∆z l = 0, then ∆x l = 0, ∆x B = 0, ∆y = 0 and ∆z N = 0. It remains to show that if ∆z l > 0, then either (i) or (ii) must hold. If K B is singular, then Proposition A.1 implies that there must exist u and v such that
If u is nonzero, then (0, u, 0) is a nontrivial null vector for K l , which contradicts the assumption that K l is nonsingular. It follows that H BB A T B has full row rank and the singularity of K B must be caused by dependent rows in A B −M . The nonsingularity of K l implies that a l A B −M has full row rank and there must exist a vector v such that v T a l = 0, v T A B = 0 and v T M = 0. If v is scaled so that v T a l = −∆z l , then (0, 0, −v) must be a solution of (2.19) . It follows that ∆x l = 0, v = ∆y, and (0, ∆y) is an eigenvector of K B associated with a zero eigenvalue. The nonsingularity of K l implies that v is unique given the value of the scalar ∆z l , and hence the zero eigenvalue has multiplicity one.
Conversely, ∆x l = 0 implies that (∆x B , ∆y) is a null vector K B . However, if K B is nonsingular, then the vector is zero, contradicting (2.18a). It follows that K B must be singular.
A Primal Active-Set Method for Convex QP
In this section a primal-feasible method for convex QP is formulated. Each iteration begins and ends with a point (x, y, z) that satisfies the conditions
for appropriate second-order consistent bases. The purpose of the iterations is to drive (x, y, z) to optimality by driving the dual variables to feasibility (i.e., by driving the negative components of z N + r N to zero). Methods for finding B and N at the initial point are discussed in Section 5. An iteration consists of a group of one or more consecutive subiterations during which a specific dual variable is made feasible. The first subiteration is called the base subiteration. In some cases only the base iteration is performed, but, in general, additional intermediate subiterations are required.
At the start of the base subiteration, an index l in the nonbasic set N is identified such that z l + r l < 0. The idea is to remove the index l from N (i.e., N ← N \ {l}) and attempt to increase the value of z l + r l by taking a step along a primal-feasible direction (∆x l , ∆x B , ∆y, ∆z l ). The removal of l from N implies that B ∪ {l} ∪ N = {1, 2, . . . , n} with B second-order consistent. This implies that K B is nonsingular and the (unique) search direction may be computed as in (2.13) with ∆x l = 1.
If ∆z l > 0, the step α * = −(z l + r l )/∆z l gives z l + α * ∆z l + r l = 0. Otherwise, ∆z l = 0, and there is no finite value of α that will drive z l + α∆z l + r l to its bound, and α * is defined to be +∞. Proposition A.7 implies that the case ∆z l = 0 corresponds to the primal objective function being linear and decreasing along the search direction.
Even in the case that ∆z l is positive, it is not always possible to take the step α * and remain primal feasible. A positive step in the direction (∆x l , ∆x B , ∆y, ∆z l ) must increase x l from its bound, but may decrease some of the basic variables. This makes it necessary to limit the step to ensure that the primal variables remain feasible. The largest step length that maintains primal feasibility is given by
If α max is finite, this value gives x k + α max ∆x k + q k = 0, where the index k is given by k = argmin i:∆x i <0 (x i + q i )/(−∆x i ). The overall step length is then given by α = min α * , α max .
An infinite value of α indicates that the primal problem (PQP q,r ) is unbounded, or, equivalently, that the dual problem (DQP q,r ) is infeasible. In this case, the algorithm is terminated. If the step α = α * is taken, then z l + α∆z l + r l = 0, the subiterations are terminated with no intermediate subiterations and B ← B ∪ {l}. Otherwise, α = α max , and the basic and nonbasic sets are updated as B ← B \ {k} and N ← N ∪ {k} giving an updated partition B ∪ {l} ∪ N = {1, 2, . . . , n} as before. In order to show that the equations associated with the new partition are well-defined, it is necessary to show that allowing z k to move does not give a singular K l . Proposition A.5 shows that the submatrix K l associated with the updated B and N is nonsingular for the cases ∆z l > 0 and ∆z l = 0. Because the removal of k from B does not alter the nonsingularity of K l , it is possible to add l to B and thereby define a unique solution of the system (2.9). However, if z l + r l < 0, additional intermediate subiterations are required to drive z l + r l to zero. In each of these subiterations, the search direction is computed by choosing ∆z l = 1 in Proposition 2.4. The step length α * is given by α * = −(z l + r l )/∆z l as in the base iteration above, but now α * is always finite because ∆z l = 1. Similar to the base subiteration, if no constraint is added, then z l + α * ∆z l + r l = 0. Otherwise, the index of another blocking variable k is moved from B to N . Proposition A.5 implies that the updated matrix K l is nonsingular at the end of an intermediate subiteration. As a consequence, the intermediate subiterations can be repeated until z l + r l is driven to zero.
At the end of the base subiteration or after the intermediate subiterations are completed, it must hold that z l + r l = 0 and the final K l is nonsingular. This implies that a new iteration may be initiated with the new basic set B ∪ {l} defining a nonsingular K B .
The primal active-set method is summarized in Algorithm 1 below. Its convergence properties are given in Theorem 3.1.
Theorem 3.1. Assume that problem (PQP q,r ) is nondegenerate. Given an initial point (x, y, z) satisfying conditions (3.1) for a second-order consistent basis B, then Algorithm 1 finds a solution of (PQP q,r ) or determines that (DQP q,r ) is infeasible in a finite number of iterations.
Proof. Algorithm 1 is a special case of Algorithm 3 of Section 5, which describes a primal QP method defined as part of a primal-dual strategy for choosing appropriate nonzero shifts q and r. The convergence of Algorithm 3 is established in Theorem 5.1.
A Dual Active-Set Method for Convex QP
Each iteration of the dual active-set method begins and ends with a point (x, y, z) that satisfies the conditions
for appropriate second-order consistent bases. For the dual method, the purpose is to drive the primal variables to feasibility (i.e., by driving the negative components of x + q to zero). An iteration begins with a base subiteration in which an index l in the basic set B is identified such that x l + q l < 0. The corresponding dual variable z l may be increased from its current value z l = −r l by removing the index l from B, and defining B ← B \{l}. Once l is removed from B, it holds that B ∪{l}∪N = {1, 2,. . . , n}. The resulting matrix K l is nonsingular, and the unique direction (∆x l , ∆x B , ∆y) may be computed as in Proposition 2.4 with the particular value ∆z l = 1.
If ∆x l > 0, the step α * = −(x l + q l )/∆x l gives x l + α * ∆x l + q l = 0. Otherwise, ∆x l = 0, and there is no finite value of α that will drive x l + α∆x l + q l to its bound. In this case, the result of Proposition A.7 implies that the dual objective function Algorithm 1 A primal active-set method for convex QP. Find (x, y, z) satisfying conditions (3.1) for some second-order consistent basis B;
B ← B \ {k}; N ← N ∪ {k}; end if return B, N , x, y, z; end function is linear and increasing along the search direction and α * is defined to be +∞. As x l + q l is increased towards its bound, the associated dual variable z l increases from its current value, but other nonbasic dual variables may decrease and violate their bounds. This makes it necessary to limit the step by α max = min
Regardless of the definition of the step, the partition at the new point satisfies B ∪ {l} ∪ N = {1, 2, . . . , n}. To ensure nonsingularity, it is necessary to show that allowing the variable x k to move does not cause singularity. In Proposition A.6 it is established that K B is nonsingular for the two possible cases ∆x l > 0 and ∆x l = 0.. As K B is nonsingular, moving l into N would provide second-order consistent sets B and N such that B ∪ N = {1, 2, . . . , n} with the current x a unique solution of (2.9). However, if x l + q l < 0, additional intermediate subiterations are necessary to drive x l + q l to zero. The nonsingularity of K B implies that the search direction may be computed as in Proposition 2.3, with the definition ∆x l = 1. The step length is computed as α * = −(x l + q l )/∆x l as above, but in this case α * is always finite because ∆x l = 1. As in the case of a base subiteration, if no constraint index is added to B, then x l + α∆x l + q l = 0. Otherwise, the index k of a blocking variable is moved from N to B. In Proposition A.6 it is shown that the updated K B is nonsingular at the end of an intermediate subiteration. Consequently, the intermediate subiterations can be repeated until the final x l + q l is zero.
Once a zero value of x l + q l is obtained at the end of the base subiteration or after intermediate subiterations, the resulting K B matrix is nonsingular. At this point, the iteration is complete and the index l is moved to N . The new K B matrix is nonsingular, and a new iteration may be initiated.
The dual active-set method is summarized in Algorithm 2 below. Its convergence properties are given in Theorem 4.1.
Theorem 4.1. Assume that problem (DQP q,r ) is nondegenerate. Then, given an initial point (x, y, z) satisfying conditions (4.1) for some second-order consistent basis B, Algorithm 2 either solves (DQP q,r ) or concludes that (PQP q,r ) is infeasible in a finite number of iterations.
Proof. The proof mirrors that of the primal active-set method of Section 5 (see Theorem 5.1).
Algorithm 2 A dual active-set method for convex QP. Find (x, y, z) satisfying conditions (4.1) for some second-order consistent basis B; while ∃ l : 
Combining Primal and Dual Active-Set Methods
The primal active-set method proposed in Section 3 may be used to solve (PQP q,r ) for a given initial second-order consistent basis satisfying the conditions (3.1). An appropriate initial point may be found by solving a conventional phase-1 linear program. Alternatively, the dual active-set method of Section 4 may be used in conjunction with an appropriate phase-1 procedure to solve the quadratic program (PQP q,r ) for a given initial second-order consistent basis satisfying the conditions (4.1). In this section a method is proposed that provides an alternative to the conventional phase-1/phase-2 approach. It is shown that a pair of coupled quadratic programs may be created from the original by simultaneously shifting the bound constraints. Any second-order consistent basis can be made optimal for such a primal-dual pair of shifted problems. The shifts are then updated using the solution of either the primal or the dual shifted problem. An obvious application of this approach is to solve a shifted dual QP to define an initial feasible point for the primal, or vice-versa. This strategy provides an alternative to the conventional phase-1/phase-2 approach that utilizes the QP objective function while finding a feasible point.
Finding an initial second-order-consistent basis
For the methods described in Section 5.2 below, it is possible to define a simple procedure for finding the initial second-order consistent basis B. The required basis must define a nonsingular KKT matrix K B such that
The initial basis may be obtained by a finding a symmetric permutation Π of the "full" KKT matrix K such that
where the leading principal block 2 × 2 submatrix is of the form (5.1). The full rowrank assumption on A −M ensures that the partition (5.2) is well defined, see [20, Section 6] . In practice, the permutation may be determined using any method for finding a symmetric indefinite factorization of K, see, e.g., [8, 10, 18] . Such methods use symmetric interchanges that implicitly form the nonsingular matrix K B by deferring singular pivots. In this case, K B may be defined as any submatrix of the largest nonsingular principal submatrix obtained by the factorization (There may be further permutations within Π that are not relevant to this discussion; for further details, see, e.g., [13, 14, 20, 21] .) The permutation Π defines the initial B-N partition of the columns of A. Once Π has been determined, the variables with indices in N are set on their bounds and the shifts are initialized.
Initializing the shifts
Given a second-order consistent basis, it is straightforward to create a (q (0) , r (0) )-pair and corresponding (x, y, z) so that q (0) ≥ 0, r (0) ≥ 0 and (x, y, z) are optimal for (PQP q (0) ,r (0) ) and (DQP q (0) ,r (0) ). First, choose nonnegative vectors q 1 that x, y and z are optimal for the problems (PQP q (0) ,r (0) ) and (DQP q (0) ,r (0) ), with q (0) ≥ 0 and r (0) ≥ 0. If q (0) and r (0) are zero, then x, y and z are optimal for the original problem.
Solving the original problem by removing the shifts
The original problem may now be solved as a pair of shifted quadratic programs. Two alternative strategies are proposed. The first is a "primal first" strategy in which a shifted primal quadratic program is solved, followed by a dual. The second is an analogous "dual first" strategy.
The "primal-first" strategy is summarized as follows.
(0) Find B, N , q (0) , r (0) , x, y, z, as described in Sections 5.1 and 5.2.
(1) Set q (1) = q (0) , r (1) = 0. Solve (PQP q,0 ) using the primal active-set method.
(2) Set q (2) = 0, r (2) = 0. Solve (DQP 0,0 ) using the dual active-set method.
In steps (1) and (2), the initial B-N partition and initial values of x, y, and z are defined as the final B-N partition and final values of x, y, and z from the preceding step. The "dual-first" strategy is defined in an analogous way.
(0) Find B, N , q (0) , r (0) , x, y, z, as described in Section 5.1 and 5.2.
(1) Set q (1) = 0, r (1) = r (0) . Solve (DQP 0,r ) using the dual active-set method.
(2) Set q (2) = 0, r (2) = 0. Solve (PQP 0,0 ) using the primal active-set method.
As in the "primal-first" strategy, the initial B-N partition and initial values of x, y, and z for steps (1) and (2), are defined as the final B-N partition and final values of x, y, and z from the preceding step. In order for these approaches to be well-defined, a simple generalization of the primal and dual active-set methods is needed.
Relaxed initial conditions for the primal QP method.
For Algorithm 1, the initial values of B, N , q, r, x, y, and z must satisfy conditions (3.1). However, the choice of r = r (1) = 0 in Step (1) of the primal-first strategy may give some negative components in the vector z B + r B . This possibility may be handled by defining a simple generalization of Algorithm 1 that allows initial points satisfying the conditions
3a)
Ax + M y − b = 0, (5.3b)
instead of the conditions (3.1). In Algorithm 1, the index l identified at the start of the primal base iteration is selected from the nonbasic indices such that z j + r j < 0. In the generalized algorithm, the set of eligible indices for l is extended to include indices associated with negative values of z B + r B . If the index l is deleted from B, the associated matrix K l is nonsingular, and intermediate subiterations are executed until the updated value satisfies z l + r l = 0. At this point, the index l is returned B. The method is summarized in Algorithm 3. Proof. Assume that (x, y, z) satisfies the conditions (5.3) for the second-order consistent basis B. Let B < denote the index set B < = {i ∈ B : z i + r i < 0}, and let r be the vector r i = r i , i ∈ B < , and r i = −z i , i ∈ B < . These definitions imply that r i = −z i > −z i + z i + r i = r i , for every i ∈ B < . It follows that r ≥ r, and the feasible region of (DQP q,r ) is a subset of the feasible region of (DQP q, r ). In addition, if r is replaced by r in (3.1), the only difference is that z B + r B = 0, i.e., the initial point for (5.3) is a stationary point with respect to (PQP q, r ).
The first step of the proof is to show that after a finite number of iterations of Algorithm 3, one of three possible events must occur: (i) the cardinality of the set B < is decreased by at least one; (ii) a solution of problem (PQP q,r ) is found; or (iii) (DQP q,r ) is declared infeasible. The proof will also establish that if (i) does not occur, then either (ii) or (iii) must hold after a finite number of iterations.
Assume that (i) never occurs. This implies that the index l selected in the base iteration can never be an index in B < because at the end of such an iteration, it would belong to B with z l + r l = 0, contradicting the assumption that the cardinality of B < never decreases. For the same reason, it must hold that k ∈ B < for every index k selected to be moved from B to N in any subiteration, because an index can only be moved from N to B by being selected in the base iteration. These arguments imply that z i = − r i , with i ∈ B < , throughout the iterations. It follows that the iterates may be interpreted as being members of a sequence constructed for solving (PQP q, r ) with a fixed r, where the initial stationary point is given, and each iteration gives a new stationary point. The nondegeneracy assumption implies that the objective value of (PQP q, r ) is strictly decreasing at each base subiteration, and nonincreasing at each intermediate subiteration. The number of intermediate subiterations is finite, which implies that a strict improvement of the objective value of (PQP q, r ) is obtained at each iteration. As there are only a finite number of stationary points, Algorithm 3 either solves (PQP q, r ) or concludes that (DQP q, r ) is infeasible after a finite number of iterations. If (PQP q, r ) is solved, then z N + r N ≥ 0, because r j = r j for j ∈ N . Hence, Algorithm 3 can not proceed further by selecting an l ∈ N , and the only way to reduce the objective is to select an l in B such that z j + r j < 0. Under the assumption that (i) does not occur, it must hold that no eligible indices exist and B < = ∅. However, in this case (PQP q,r ) has been solved with r = r, and (ii) must hold. If Algorithm 3 declares (DQP q, r ) to be infeasible, then (DQP q,r ) must also be infeasible because the feasible region of (DQP q,r ) is contained in the feasible region of (DQP q, r ). In this case (DQP q,r ) is infeasible and (iii) occurs.
Finally, if (i) occurs, there is an iteration at which the cardinality of B < decreases and an index is removed from B < . There may be more than one such index, but there is at least one l moved from B < to B\B < , or one k moved from B < to N . In either case, the cardinality of B < is decreased by at least one. After such an iteration, the argument given above may be repeated for the new set B < and new shift r. Applying this argument repeatedly gives the result the situation (i) can occur only a finite number of times.
It follows that, (ii) or (iii) must occur after a finite number of iterations, which is the required result.
Relaxed initial conditions for the dual QP method.
Analogous to the primal case, the choice of q = q (1) = 0 in Step (1) of the dual-first strategy may give some negative components in the vector x N + q N . In the case, the conditions on the initial values of B, N , q, r, x, y, and z are generalized so that
Similarly, the set of eligible indices may be extended to include indices associated with negative values of x N + q N . If the index l is from N , the associated matrix K B is nonsingular, and intermediate subiterations are executed until the updated value satisfies x l + q l = 0. At this point, the index l is returned N . The method is summarized in Algorithm 4. The strategies of solving two consecutive quadratic programs may be generalized to a sequence of more than two quadratic programs, where we alternate between primal and dual active-set methods, and eliminate the shifts in more than two steps.
Algorithm 4 A dual active-set method for convex QP. Find (x, y, z) satisfying conditions (5.4) for some second-order consistent B; while ∃ l : 
Practical Issues

Quadratic programs with upper and lower bounds
As stated, the primal quadratic program has lower bound zero on the x-variables. This is for notational convenience. This form may be generalized in a straightforward manner to a form where the x-variables has both lower and upper bounds on the primal variables, i.e., b L ≤ x ≤ b U , where components of b L can be −∞ and components of b U can be +∞. Given primal shifts q L and q U , and dual shifts r L and r U , we have the primal-dual pair (PQP q,r ) minimize
An infinite bound has neither a shift nor a corresponding dual variable. For example, if x j is a free variable, then the corresponding components of b L and b U are infinite. In the procedure given in Section 5.1 for finding the first second-order consistent basis B, it is assumed that variables with indices not selected for B are initialized at one of their bounds. As a free variable has no finite bounds, any index j associated with a free variable should be selected for B. However, this cannot be guaranteed in practice, and in the next section it is shown that the primal and dual QP methods may be extended to allow a free variable to be fixed temporarily at some value.
Temporary bounds
If the QP is defined in the general problem format of Section 6.1, then any free variable not selected for B has no upper or lower bound and must be temporarily fixed at some value x j =x j (say). The treatment of such "temporary bounds" involves some additional modifications to the primal and dual methods of Sections 5.4 and 5.5.
Each temporary bound x j =x j defines an associated dual variable z j with initial valuez j . Since the bound is temporary, it is treated as an equality constraint, and the desired value of z j is zero. Initially, an index j corresponding to a temporary bound is assigned a primal shift q j = 0 and a dual shift r j = −z j , makingx j andz j feasible for the shifted problem. In both the primal-first and dual-first approaches, the idea is to drive the z j -variables associated with temporary bounds to zero in the primal and leave them unchanged in the dual.
In a primal problem, regardless of whether it is solved before or after the dual problem, an index j corresponding to a temporary bound for which z j = 0 is considered eligible for selection as l in the base subiteration, i.e., the index can be selected regardless of the sign of z j . Once selected, z j is driven to zero and j belongs to B after such an iteration. In addition, since x j is unbounded, j will remain in B throughout the iterations. Hence, at termination of a primal problem, any index j corresponding to a temporarily bounded variable must have z j = 0. If the maximum step length at a base subiteration is infinite, the dual problem is infeasible, as in the case of a regular bound.
In a dual problem, the dual method is modified so that the dual variables associated with temporary bounds remain fixed throughout the iterations. At any subiteration, if it holds that ∆z j = 0 for some temporary bound, then no step is taken and one such index j is moved from N to B. Consequently, a move is made only if ∆z j = 0 for every temporary bound j. It follows that the dual variables for the temporary bounds will remain unaltered throughout the dual iterations. Note that an index j corresponding to a temporary bound is moved at most once from N to B, and never moved back since the corresponding x j -variable is unbounded. If the maximum step length at a base subiteration is infinite, it must hold that ∆z j = 0 for all temporary bounds j, and the primal problem is infeasible.
The discussion above implies that a pair of primal and dual problems solved consecutively will terminate with z j = 0 for all indices j associated with temporary bounds. This is because z j is unchanged in the dual problem and driven to zero in the primal problem.
Numerical Examples
In this section we describe a particular formulation of the primal-dual shifted method of Section 5. In addition, some numerical experiments are presented for a simple Matlab implementation applied to a set of convex problems from the CUTEst test collection (see Bongartz et al. [7] , and Gould, Orban and Toint [33] ).
The coupled primal-dual algorithm PDQP
For illustrative purposes, a primal-dual shifted method is used in which either a "primal-first" or "dual-first" strategy is selected based on the initial point. In particular, if the point is dual feasible, then the "dual-first" strategy. is used. Otherwise, the "primal-first" strategy is selected.
The implementation
Each CUTEst QP problem may be written in the form
where ℓ and u are constant vectors of lower and upper bounds and A has dimension m × n. In this format, a fixed variable or equality constraint has the same value for its upper and lower bound. Each problem was converted to the equivalent form
where s is a vector of slack variables. With this formulation, the QP problem involves simple upper and lower bounds instead of nonnegativity constraints. It follows that the matrix M is zero, but the full row-rank assumption on the constraint matrix is satisfied because the constraint matrix A takes the form A − I and has rank m.
In this situation, a nonsingular m × m submatrix A B of A may be identified using a so-called "crash" procedure. One algorithm for doing this has been proposed by Gill, Murray and Saunders [25] , who use a sparse LU factorization of A T to identify a square nonsingular subset of the columns of A B . These factors give a matrix Z whose columns form a basis for the null space of A as
This Z may be used to form Z T HZ, and a partial Cholesky factorization with interchanges may be used to find an upper-triangular matrix R that is the factor of the largest nonsingular leading submatrix of Z T HZ. Let Z R denote the columns of Z corresponding to R, and let Z be partitioned as Z = Z R Z A . Then, the set B given by the nonsingular A B may be augmented by the indices corresponding to Z R , giving a final B for which the corresponding KKT-matrix K B is nonsingular.
Numerical results
Numerical results from a simple Matlab implementation of Algorithm PDQP were obtained for a set of 121 convex QPs in standard interface format (SIF). The problems were selected based on the dimension of the constraint matrix A in (7.2). In particular, the test set includes all QP problems for which the smaller of m and n is of the order of 500 or less. This gave 121 QPs ranging in size from BQP1VAR (one variable and one constraint) to LINCONT (1257 variables and 419 constraints). In order to judge how the proposed method compares to a conventional two-phase active-set method, the same 121 problems were solved using the convex QP solver SQOPT [26] , which is a Fortran implementation of a two-phase (primal) reducedgradient active-set method for large-scale QP. All SQOPT runs were made using the default parameter options.
Both PDQP and SQOPT are terminated at a point (x, y, z) that satisfies the equations conditions of (2.6) modified to conform to the constraint format of (7.2). The feasibility and optimality tolerances are given by ǫ fea = 10 −6 and ǫ opt = 10 −6 , respectively. For a given ǫ opt , PDQP and SQOPT terminate when max i∈B |z i | ≤ ǫ opt y ∞ , and
Both PDQP and SQOPT use the EXPAND procedure of Gill et al. [27] to allow the variables (x, s) to move outside their bounds by as much as ǫ fea .
A summary of the results is given in Table 1 . The first four columns give the name of the problem, the number of linear constraints m, the number of variables n, and the optimal objective value Objective. The next two columns summarize the SQOPT result for the given problem, with Phs1 and Itn giving the phase-one iterations and iteration total, respectively. The last four columns summarize the results for the PDQP implementation. The first column gives the total number of primal and dual iterations Itn. The second column gives the order in which the primal and dual algorithms were applied, with PD indicating the "primal-first" strategy, and DP the "dual-first" strategy. The final two columns, headed by p-Itn, and d-Itn, give the iterations required for the primal method and the dual method, respectively.
Of the 121 problems tested, two (LINCONT and NASH) are known to be infeasible. This infeasibility was identified correctly by both SQOPT and PDQP. In total, SQOPT solved 117 of the remaining 119 problems, but declared (incorrectly) that problems RDW2D51U and RDW2D52U are unbounded. PDQP solved the same number of problems, but failed to achieve the required accuracy for the problems RDW2D51B and RDW2D52F.
In these two cases, the final objective values computed by PDQP were 1.0947648E-02 and 1.0491239E-02 respectively, instead of the optimal values 1.0947332e-02 and 1.0490828e-02. (The five RDW2D5* problems in the test set are known to be difficult to solve, see Gill and Wong [30] .)
If the failed and infeasible runs are excluded, Algorithm PDQP required the same or fewer number of iterations than SQOPT on 73 of the 115 QP problems solved to optimality by both methods. This constitutes 64% of the problems solved. Of this 64%, the "dual-first" strategy made up 44% of the cases and 56% of the improvements were associated with the "primal-first" strategy. 
Summary and Conclusions
A general framework has been proposed for solving a convex quadratic program with general equality constraints and simple lower bounds on the variables. This framework allows the definition of two methods, one primal and one dual, that generate a sequence of iterates that are feasible with respect to the equality constraints associated with the optimality conditions of a general primal-dual form. The primal method maintains feasibility of the primal inequalities while driving the infeasibil-ities of the dual inequalities to zero. The dual method maintains feasibility of the dual inequalities while moving to satisfy the infeasibilities of the primal inequalities. In each of these methods, the search directions satisfy a KKT system of equations formed from Hessian and constraint components associated with an appropriate column basis. The composition of the basis is specified by an active-set strategy that guarantees the nonsingularity of each set of KKT equations.
Each of the proposed methods is a conventional active-set method in the sense that an initial primal-or dual-feasible point is required. In addition, it has been shown how the bounds of the primal and dual problems may be shifted so as to give a strategy for solving the original problem by solving a pair of coupled quadratic programs, one primal and one dual. An application of this approach is to solve a shifted dual QP for a feasible point for the primal (or vice versa), thereby avoiding the need for a traditional feasibility phase that ignores the properties of the objective function.
The numerical results indicate that the proposed primal, dual, and coupled primal-dual QP methods can be efficient relative to existing two-phase active-set methods. Future work will focus on the application of the proposed methods to situations in which a series of related QPs must be solved, for example, in sequential quadratic programming methods and methods for mixed-integer nonlinear programming.
In the following propositions, the distinct integers k and l, together with integers from the index sets B and N define a partition of I = {1, 2, . . . , n}, i.e., I = B ∪ {k} ∪ {l} ∪ N . If w is any n-vector, the n B -vector w B and w N -vector w N denote the vectors of components of w associated with B and N . For the symmetric Hessian H, the matrices H BB and H NN denote the subset of rows and columns of H associated with the sets B and N respectively. The unsymmetric matrix of components h ij with i ∈ B and j ∈ N will be denoted by H BN . Similarly, A B and A N denote the matrices of columns associated with B and N .
The next result concerns the row rank of the A −M block of the KKT matrix.
Proposition A.3. If the matrix a l a k A B −M has full row rank, and there exist ∆x l , ∆x k , ∆x B , and ∆y such that a l ∆x l + a k ∆x k + A B ∆x B + M ∆y = 0 with ∆x k = 0, then a l A B −M has full row rank.
Proof. It must be established that u T a l A B −M = 0 implies that u = 0. For a given u, let γ = −u T a k , so that
As ∆x k = 0, it must hold that γ = 0, in which case
As a l a k A B −M has full row rank by assumption, it follows that u = 0 and a l A B −M must have full row rank.
An analogous result holds concerning the H A T block of the KKT matrix.
has full row rank, and there exist quantities ∆x N , ∆x B , ∆y, and ∆z k such that
with ∆z k = 0, then the matrix
has full row rank.
Proof. Let µ v T be any vector such that
The assumed identity (A.3) gives
As ∆z k = 0 by assumption, it must hold that µ = 0. The full row rank of
must have full row rank. Proposition A.1 implies that this is equivalent to
having full row rank.
The next proposition concerns the primal subiterations when the constraint index k is moved from B to N . In particular, it is shown that the K l matrix is nonsingular after a subiteration.
Proposition A.5. Assume that (∆x l , ∆x k , ∆x B , −∆y, −∆z l ) is the unique solution of the equations  4) and that ∆x k = 0. Then, the matrices K l and K k are nonsingular, where
Proof. By assumption, the equations (A.4) have a unique solution with ∆x k = 0. This implies that there is no solution of the overdetermined equations 
(A.5)
Given an arbitrary matrix D and nonzero vector f , the fundamental theorem of linear algebra implies that if Dw = f has no solution, then there exists a vector v such that v T f = 0. The application of this result to (A.5) implies the existence of a nontrivial vector (
with ∆ z l = 0. The last equation of (A.6) gives ∆ x l + ∆ z l = 0, in which case ∆ x l ∆ z l = −∆ z 2 l < 0 because ∆ z l = 0. Any solution of (A.6) may be viewed as a solution of the equations H∆ x − A T ∆ y − ∆ z = 0, A∆ x + M ∆ y = 0, ∆ z B = 0, and ∆ x i = 0 for i ∈ {1, 2, . . . , n} \ {l} \ {k}. An argument similar to that used to establish Proposition 2.2 gives
which implies that ∆ x k ∆ z k > 0, with ∆ x k = 0 and ∆ z k = 0.
As the search direction is unique, it follows from (A. Again, the search direction is unique and (A.4) implies that a l a k A B −M has full row rank. As ∆ x k = 0, Proposition A.3 implies that a l A B −M must have full row rank. Consequently, Proposition A.1 implies that K l is nonsingular.
As ∆ x k , ∆ x l , ∆ z k and ∆ z l are all nonzero, the roles of k and l may be reversed to give the result that K k is nonsingular.
The next proposition concerns the situation when a constraint index k is moved from N to B in a dual subiteration. In particular, it is shown that the resulting matrix K B defined after a subiteration is nonsingular. (A.8)
The fundamental theorem of linear algebra applied to (A.8) implies the existence of a solution of 9) with ∆ z l = 0. It follows from (A.9) that ∆ x l + ∆ z l = 0. As ∆ z l = 0, this implies ∆ x l ∆ z l < 0. The solution of (A.9) may be regarded as a solution of the homogeneous equations H∆x − A T ∆y − ∆z = 0, A∆x + M ∆y = 0, with ∆z i = 0, for i ∈ B, and ∆x i = 0, for i ∈ {1, . . . , n} \ {k} \ {l}. Hence, Proposition 2.2 gives ∆ x l ∆ z l + ∆ x k ∆ z k ≥ 0, so that ∆ x k ∆ z k > 0. Hence, it must hold that ∆ x k = 0 and ∆ z k = 0.
As ∆ x k = 0, ∆ x l = 0, ∆ z k = 0 and ∆ z l = 0, the remainder of the proof is analogous to that of Proposition A.5.
The next result gives expressions for the primal and dual objective functions in terms of the computed search directions. Consider the partition {1, 2, . . . , n} = B ∪ {l} ∪ N such that x N + q N = 0 and z B + r B = 0. If the components of the direction (∆x, ∆y, ∆z) satisfy (2.10), then the primal and dual objective functions for (PQP q,r ) and (DQP q,r ), i.e., f P (x, y) = As z only appears linearly in the dual objective function, it follows from the structure of the Hessian matrices of f P (x, y) and f D (x, y, z) that Finally, it is shown that there is no loss of generality in assuming that A M has full row rank in (PQP q,r ).
Proposition A.8. There is no loss of generality in assuming that A M has full row rank in (PQP q,r ).
Proof. Let (x, y, z) be any vector satisfying (2.1a) and (2.1b). Assume that A M has linearly dependent rows, and that A M and b may be partitioned conformally such that
, and b = We may now define y 1 = y 1 + N T y 2 and replace (2.1a) and (2.1b) by the system By assumption, A 1 M 11 M 12 has full row rank. Proposition A.2 implies that A 1 M 11 has full row rank. This gives an equivalent problem for which A 1 M 11 has full row rank.
