Recovery from an oil zone underlying a gas cap, overlying an aquifer, or sandwiched between gas and water can be improved by repressing the coning problem through horizontal-well drainage. Literature methods to predict coning behavior are limited to steady-state flow conditions and determination of the critical rate. The results in this paper are based on new semianalytical solutions for time development of a gas or water cone and of simultaneous gas and water cones in an anisotropic infinite reservoir with a horizontal well placed in the oil column. The solutions are derived by a moving-boundary method with gravity equilibrium assumed in the cones. For the gas-cone case, the semianalytical results are presented as a single dimensionless curve (time to breakthrough vs. rate) and as a simple analytical expression for dimensionless rates > l!J. For the simultaneous gas-and water-cone case, the results are given in two dimensionless sets of curves: one for the optimum vertical well placement and one for the corresponding time to breakthrough, both as functions of rate with the density contrast as a parameter. The validity of the results has been extensively tested by a general numerical simulation model. Sample calculations with reservoir data from the Troll field and comparison with test data from the Helder field demonstrate how the theory can be used to estimate the time to cone breakthrough and its sensitivity to the uncertainties in reservoir parameters.
Introduction
Ekrann 1 showed that the critical rate for coning toward a horizontal or vertical well approaches zero as the distance to the outer open boundary approaches infinity. The practical use of critical rates computed from steady-state flow situations is therefore questionable. Ekrann suggested that the time to cone breakthrough is a more relevant parameter.
In a review of the reservoir engineering methods for predicting horizontal-well behavior, Joshi 2 briefly discussed gas and water coning characteristics and stated that no information is available for calculation of breakthrough time for water and gas cones. Giger3 and Karcher et ai. 4 present formulas to calculate critical rates for coning toward horizontal wells during steady-state flow conditions. Chaperon 5 solved the same problems with the Muskat 6 method by neglecting the cone-shape influence on the flow pattern.
To the best of our knowledge, Refs. 7 through 9 describe the only methods available for analytic prediction of cone evolution toward horizontal wells. This paper summarizes the main assumptions and theoretical results of these methods to verify the solutions by detailed simulations and to demonstrate the applicability through examples relevant to the Troll and Helder fields.
Semianalytical Solution
Physical Model Description. Fig. 1 is a sketch of the vertical cross section. The horizontal well is located at the origin of the Cartesian coordinate system (x,y), with the original gas/oil contact (GOC) at Dg and the original water/oil contact (WOC) at Dw' The coordinates (xg,Y g ) and (xw,Yw) denote points on the moving boundaries between gas and oil and water and oil, respectively. Initially, the two interfaces are horizontal planes. After production begins, their time-dependent deflection toward the well, indicated in Fig.  1 , is calculated from the semianalytical solution.
Gravity equilibrium is assumed in both gas and water phases. This assumption is valid at low rates and implies that only the diffusivity equation for oil has to be solved. Water-and gas-phase mobilities therefore do not take part in the semianalytical solution, but their densities are incorporated through the moving-boundary conditions. (Another solution, based on the assumption of constant pressure at the moving boundary is briefly discussed under Single-Cone Solution.)
The well is a horizontal, infinitely long line sink, and the reservoir has no fixed boundaries. The solution is therefore valid in the infinite-acting period, and because there is no pressure support, no critical rate is expected. The flux is uniform and constant along the well axis, and the reservoir is homogeneous and anisotropic. Other assumptions are incompressible fluids, zero capillary pressure, The quasistatic boundary conditions are explained with reference to the two points with coordinates (xw,yw) and (Xg,yg) in Fig. l (3) and, in the same manner, for a point on the gas/oil interface, 
., Results. A FORTRAN program is used to calculate the development of the two interfaces. For a given qD and t/;, the program searches for the optimum well placement, (3apt, through a series of cone-development runs. This optimum well placement, with the longest breakthrough time, is found by shifting the well position along the y axis until both phases cusp into the well simultaneously. Numerical errors are introduced by the timestep procedure, the convergence acceleration, and roundoff. The total error is estimated at 5 to 10%. Fig. 2 gives (3apt as a function of dimensionless rate with the density contrast as a parameter, and Fig. 3 gives the corresponding dimensionless breakthrough time. The two numerical methods used for high and low rates do not overlap around qD=O.4, but the gap is small and negligible.
To facilitate practical use of the results, each series of points, for a given t/;, has been curve fitted with a third-order polynomial. Tables 1 and 2 where V=(3apt for Table 1 coefficients and In(tBID) for Table 2 coefficients and U=ln(qD) in both cases. Note that the lowest data point in the two figures is for qD=0.06 and that extrapolation below this value is not recommended.
The optimum well placement and the corresponding breakthrough time become independent of t/; for qD> I, as Figs. 2 and 3 show. The well is then placed in the middle of the oil zone, as could have been expected.
In practical use, qD is first calculated from Eq. 12 and t/; from Eq. 16. Then, tBID and (3apt are found from the graphs or the polynomials.
Well at an Impervious Oil-Zone Top or Bottom. t/; = 1.0 defines a horizontal symmetry plane through the well in the middle of the oil zone, with (3apt =0.5 for all rates, from Fig. 2 . Therefore, using the two-cone solution with t/;= 1.0, twice the rate, twice the oilzone height, and the other actual reservoir parameters is equivalent to placing the well at an impervious top or bottom of the oil zone. The density difference to be used in Eqs. 12 and 19 is (Po-P g ) for a single gas cone and (Pw-P o ) for a single water cone.
Single·Cone Solution. A similar derivation has been carried out for the single-cone problem 8 • 9 when only one fluid contact is present. For the single-cone water case, the density difference between water and oil, (Pw -Po)' has to be used instead of (Po -Pg) in Eqs. 12 and 19. The single-cone gas case corresponds to having the water phase in Fig. 1 substituted by oil. The well is now placed at a fixed distance D g below the initial GOC and the time to breakthrough is a function of the production rate only. The dimensionless variables are defined as in the two-cone case, with the sole exception SPE Reservoir Engineering, August 1991 The details of the solution of the present model, with gravity equilibrium in the cone, can be found in Refs. 8 and 9. As in the twocone case, the procedure is different for high and low rates. When qD < 0.4, the fast Fourier transform with convergence acceleration (FFT-CA) is used. For qD>O. 4 , it is possible to close the iteration procedure 8 and explicitly determine
By series expansion, Eq. 23 becomes equal to Eq. 22 when qD is large; i.e., the assumption of vertical equilibrium in the cone is then equivalent to a moving constant-pressure boundary. Table 3 . The last data point is for q D = 0.1; extrapolation below this value is not recommended.
Eq. 23 cannot be used below qD = V3, but gives the limiting value tBm = 1 when qD-> I!J, which is very close to the FFT-CA value, as can be seen from Fig. 4 . Eq. 23 can therefore be applied with good accuracy for qD> V3.
Numerical Simulation
Three different cases have been studied, the two-cone case with simultaneous gas and water coning, the single-cone gas case, and the single-cone water case. 11, 12 Most of the work has been concentrated on the first two cases; particularly the gas-cone case has been tested extensively for numerical dispersion effects.
Model. The aim of the numerical simulation study is to quantify the accuracy of the semianalytical solution. We therefore used a standard commercial black-oil model without any modifying assumptions.
Grid and Dispersion. The simulation runs are limited to the vertical cross section in Fig. 1 . A slab in the z direction was used, with the cross section represented by the ~ plane and the horizontal well along the z axis. We used a regular Cartesian grid without any local refinement. Fig. 5 is a schematic of the grid. Because of symmetry, simulation of half the cross section is sufficient. Many simulation runs were made to select a grid that would give results unhampered by numerical dispersion. As expected, the vertical dimension required more blocks than the horizontal. Many layers were also needed in the gas and water zones to make the system behave in an infinite-acting manner, and fine-gridding had to be applied across the original fluid contacts. Simulating the gas zone by a thin layer with large PV, for instance, is essentially equivalent to a constant-pressure boundary and a cone development more in line with Eq. 22 than Eq. 23. After some trials, we ended with No. of gridblocks between GOC and well level a uniform vertical grid within the oil zone, coarsening into the gas and water zones, and a horizontal grid with spacing increasing from the well. The rationale for the uniform gridding in the oil zone is to have a good definition of the interface movement, and because the breakthrough essentially occurs when a cusp forms at a distance from the well,7 graded gridding close to the well was considered unnecessary, although it may have some influence at high rates. Fig. 6 shows how the required number of gridblocks was determined in the cross section between the well level and the initial GOC for the single-cone case. The number of gridblocks is for the total cross section. More than 1,000 blocks are required. As listed in Table 4 , 40xI8=720 blocks for the half plane, or 1,440 for the total cross section, were finally chosen. Up to 5,500 blocks in 314 the area between the well and the initial GOC were used without any noticeable change from the 1,600-block case in Fig. 6 .
The breakthrough times were easily identified from plots ofWOR and/or GOR vs. time and recorded when the ratios started to increase, not at the time of steepest increase. The reported times to breakthrough are therefore expected to be early because it is difficult to eliminate numerical dispersion completely.
Input Data. Tables 4 through 6 summarize typical input data sets for the three cases. Note that the vertical column of blocks farthest from the well was given a large PV to emulate an infinite reservoir in the horizontal direction. Most of the data correspond to the Troll field example. 13 
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Gas viscosity, cp ... Gas-Cone Results. About 80 simulation runs were made for different anisotropy ratios, kv/kH' and gas viscosities ranging from 0.005 to 0.16 cpo These extreme viscosities are rather unrealistic, but they have been included to bracket the range of natural viscosity variations. The simulated breakthrough time varied from 30 to 7,000 days for dimensionless rates between 0.1 and 0.8. As expected, varying the anisotropy ratio for different rates gave nearly identical results when plotted on a dimensionless tBWvs.-qD graph for a fixed gas viscosity. The dimensionless quantities therefore correctly incorporate anisotropy. The same conclusion is also valid for the two-cone case. Fig. 7 shows the time to breakthrough as a function of rate for high and low gas viscosity compared with the theory. The simulator breakthrough time is less, but follows the same general trend as the theory. Fig. 8 shows the percentage error [(t~~ -tJ/Tb)/ t~~]lOO% vs. rate for different gas viscosities. The curves converge to a relatively low error for low rates because the assumption of vertical equilibrium in the gas cone improves with decreasing rate. At the lowest rate, the error is virtually independent of the gas viscosity, consistent with the theory. The remaining error at the lowest rate can probably be explained by the amount of oil left behind the displacing gas. According to microscopic displacement theory with gravity included, 14 only immobile oil will be left in the gas cone at low rates. For the specific case discussed here, the residual oil saturation is about 0.25 (cf. Table 4 ). Adjusting the porosity in Eq. 19 accordingly nearly eliminates the error.
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I" Theory One would perhaps have expected, contrary to the results in Fig.  8 , that the error would be negative because the theory assumes the gas to be immediately available without any flow. Also, one would perhaps expect the absolute value of the error to decrease when the gas viscosity decreases because vertical equilibrium in the gas cone then is approached gradually. There are, however, at least two interacting physical effects in the simulated cone-evolution problem that could possibly explain the observed simulation results.
First, the microscopic displacement efficiency is a function of both rate and gas viscosity. 14 When the gas viscosity is reduced, more oil is left behind, making the gas cone expand faster than for a complete piston-like displacement. To demonstrate the effect, we simulated until gas breakthrough with Itg =0.001 and 0.15 cp for rates qD =0.30 and 0.60. At the low rate, both viscosities gave the same average gas saturation of 0.65 in the cone. The high rate, however, gave 0.44 and 0.24 for Itg =0.15 and 0.001 cp, respectively.
Second, the dynamics of the cone evolution can be expected to change when movable oil is left in the cone. This effect is discussed by Saffman and Taylor 15 for viscous finger development. Translated to our case, the oil and gas densities and the oil viscosity can be modified such that the interface movement is the same as for piston-like displacement. The modification depends on the gas viscosity and the gas fraction left behind the advancing front. The group of terms Itol(po -Pg) in Eq. 12, after modification, will approach infinity as the gas fraction goes to zero, with a steep increase for a gas fraction (in terms of movable PV) <0.2, for our data set. Below this value, the properly adjusted dimensionless rate will increase and the corresponding breakthrough time from theory will decrease, thus compensating for the observed increase in percentage error. Two-Cone Results. To determine the optimum well placement and the corresponding breakthrough time, the well was moved verti- cally in the oil column until the water and gas breakthrough times differed by < 2 % .
Sensitivity runs were made by varying gas viscosity and holding other parameters constant at the values recorded in Table 5 . Fig.  9 compares the results with the theoretical predictions. When the rate goes to zero, gravity equilibrium is approached in the cones. The results for the three different gas viscosities converge to a single curve that has a trend toward the theoretical curve.
The optimum well placement should have been above the middle of the oil column because gas gravity is less than water gravity. For high simulation rates, however, we see from Fig. 9 that the optimum placement gradually decreases below the middle as the rate increases. Departure from gravity equilibrium will occur first in the water phase, which has the highest viscosity. To compensate, the well has to be placed closer to the initial woe to have simultaneous breakthrough. Hence, for the highest gas viscosity, closest to that of water, the simulation results are closest to the theory. Fig. 10 plots the percentage error. The error approaches zero when the rate decreases. For high rates, the error increases as the viscosity is reduced. These trends are the same as in the singlecone case.
In Fig. 10 , the error is 90% for qD =0.4 with Itg =0.03. Whether this error level is acceptable depends on the actual case. 'Two-cone gas/water case, optimum well placement in the oil column. "Single-cone gas case, well placed at original WOC.
t Total rate for the single-cone gas case, oil rate for the gas/water case.
* For the single-cone gas case, Dg =h. well at original WOC. 'Two·cone gas/water case, optimum well placement in the oil column.
, 'Single-cone gas case, well placed at original wac.
tTotal rate for the single-cone gas case, oil rate for the gas/water case.
* For the single-cone gas case, Dg =h, well at original wac.
14. For the data set in Table 5 , the breakthrough time at this rate is 1,570 days and the error is hardly acceptable. For the same ~ata set, but with kv=40 md and k H =250 md, the breakthrough time is 71 days and the error is of less practical significance.
Water-Cone Results. Fig. 11 shows the percentage error. The curves have a trend toward zero as the rate decreases. The curves will meet at lower qD values than in Fig. 8 because high water viscosity requires lower rates to achieve the same degree of gr.avity equilibrium. For the three highest viscosities, which are all ~Ig~er than the oil viscosity, the error is negative and decreases wIth Increasing viscosity. The water cone is therefore far from gravity equilibrium. In fact, the water influx into the oil zone clearl~ depends on the water viscosity, as we have observed fro~ the SImulations. The O.15-cp case in Fig. 11 , included for companson, shows the same features as for gas: positive error that increases with rate.
Sample Calculation
Troll Data. The example is taken from the Troll field, and Table  7 gives the reservoir parameters for the base case, which are close to those for the base case in Ref. 13 . The vertical and horizontal permeabilities are harmonic and arithmetic averages, respectiveIy, of the individual layer permeabilities.
Sensitivity Cases. Table 8 shows the results of separately varying the rate vertical and horizontal permeability, and oil-zone thickness. F~r each section of Table 8 , only the indicated parameter is varied, while the others are kept at their base values. The exercise is repeated in Table 9 with two changes in the base parameters of Table 7 : the oil rate is 4,000 STB/D and the oil column thickness is 90 ft. In the Troll field, the oil-zone thickness reportedly 13 varies between 0 and 92 ft. For the two-cone cases, the well is assumed to be placed optimally, with simultaneous breakthrough of gas ~nd water. The data in Table 7 give t/-=0.40, and the correspondIng coefficients from Table 2 were used to calculate the breakthrough time.
For the single gas cone, the well is placed at the initial WOe. If the processing equipment can handle large amounts of water, this is a viable well placement for oil recovery. The main problem is to avoid gas breakthrough, which will practically terminate the oil production. Tables 8 and 9 demonstrate that the theory predicts results of practical interest, especially for the low dimensionless rates that have small percentage errors. Table 10 shows the reservoir parameters required to make theoretical predictions for the Helder field. 16 The parameters correspond to horizontal Well A-4, which was drilled close to the top of the oil zone. A recorded minimum value of 71 ft is used for the vertical distance between the WOC and the well. The time to breakthrough can be estimated from the single-cone solution if the oil column height is assumed to be infinite. This estimate is improved by incorporating the actual no-flow boundary condition at the top of the oil zone. We then set t/-=1 and double both the production rate and oil-zone height indicated in Table . 10. The single-cone solution (Eq. 23) gives a water breakthrough time of 74 days, and the two-cone solution, with coefficients from Table 2, gives 42 days at a dimensionless rate qD = 1.02. The measured breakthrough time is 10 days. 16 There are, of course, many factors that may explain the difference between the best estimate of 42 days and the measured 10 days. For instance, the porosity is assumed to be 0.30 in Table 10 . Using a lower effective porosity adjusted for the oil saturation in the cone will decrease the theoretical time to breakthrough. Also, the vertical permeability value is uncertain in Ref. 16 and is estimated at a factor 0.8 times the horizontal permeability.
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Conclusions
I. A semianalytical theory was developed for predicting singlecone gas or water and two-cone gas and water breakthrough times in horizontal wells completed in the oil zone.
2. The two-cone solution predicts single-cone water or gas breakthrough time if the well is located at the impervious top or bottom, respectively, of the oil zone.
3. For the single-cone case, a simple expression is given for the breakthrough time for qD> 'h.
4. The simulation studies show that the theory is valid for low dimensionless rates, when the time to breakthrough is sufficiently long to be of practical interest, and error esti~ates are given .. 5. The theory shows that horizontal-well dramage from the thIn oil zone in the Troll field is a definite possibility and predicts breakthrough times that compare favorably with field test results from the Helder field. 
