This paper describes an LMI-based algorithm for the static and reduced-order output-feedback synthesis problems of n-th order LTI systems with nu (resp. nY) independent inputs (resp. outputs). The algorithm is based on a "cone complementarity" formulation of the problem, and is guaranteed to produce a stabilizing controller of order m 5 n -max(n, , ny), matching a generic stabilizability result of Davison and Chatterjee (1971) . Extensive numerical experiments indicate that the algorithm finds a controller with order less or equal to that predicted by Kimura's generic stabilizability result ( m 5 n -nu -ny + 1). A similar algorithm can be applied to a variety of control problems, including robust control synthesis.
Introduction
We consider the Reduced-order Output-Feedback (ROF) stabilization problem. We are given an integer m 2 0, and an LTI system X = A x + B u , y = C x ,
where z E R", U E Rnu and y E R"y, ( where IS E R("+"u)x("+"y) is a constant matrix, such that the resulting closed-loop system is stable. When m = 0, the corresponding problem is referred to as the Stcatzc Output-Feedback (SOF) stabilization problem.
Note that the ROF problem is readily transformed into
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an SOF problem, using a well-known system augmentation technique (see $2.3).
Despite its apparent simplicity, the ROF problem is still open. The complexity analysis of the problem is not quite complete yet. Anderson, Bose and Jury have shown in [l] that the problem is decidable. A nice result of Blonde1 and Tsitsiklis [3] shows that the problem of finding a static output-feedback controller with prespecified bounds on the controller matrix I i ' is NP-hard. 
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definite (resp. positive-semidefinite).
2. An LMI-based Algorithm 
A cone complementarity problem
For solving the problem above, we need to "saturate"
The idea is to associate to the SOF problem the following problem m i n T r X S subject to (3).
The answer to our problem is "yes" if and only if the global minimum of problem (4) is n.
Problem (4) can be called a "cone complementarity"
problem (CCP)l as it is an extension linear complementarity problems (LCPs, see e.g. [24, 15, 25] ), to the cone of positive semidefinite matrices. To solve such a problem, a linearization method (described in [15] for LCPs) can be used. At a given point (Xo, SO), a linear approximation of TrXS takes the form hin(X, S ) = SOX + XOS)
The linearization algorithm is conceptually described as follows.
Algorithm 1 (Linearization)
i. Find a feasible point X O , SO.
Find X k + l , s k + l that solve the LMI problem
If there are none exit. Set k = 0 .
3. If a stopping criterion is satisfied, exit. Otherwise, set k = IC + 1 and go to step 2.
The first step of the algorithm, and every step 2, are simple LMI problems. There are many algorithms that are available for this, especially interior-point methods e.g. [23, 4, 161. In the sequel, we count each step 2 as one outer iteration, to make a distinction with the inner steps required to solve the LMI problems P k .
The following theorem shows that the algorithm converges. A proof of this result is in appendix. 
has a solutaon. Alternatavely, the analytzc formulae of [13] can be used to reconstruct U.
3.
Consider the parameter-dependent system 
I< =

N u m e r i c a l Experiments
For every run, we have chosen (unless otherwise stated) A 4 = lo5, a = 0.01, p = 2a. We have used the Semidefinite Programming code SP [22] and a matlab interface to SP, LMITOOL [9] . The SP parameters for absolute and relative convergence were both set to 10-10. The random tests for the ROF problem presented in Tables 1, 3 , and 4 are based on generic stabilizability results given by Kimura [14] . In the sequel, we say that 
S t a t i c o u t p u t -f e e d b a c k
In I outer iterations I number of exDeriments I R.ate I In table 2, we have number of masses Table 2 : Reduced-order a-stabilizing controllers for mass/spring systems. As the required closed-loop decay rate grows, the attainable controller order increases.
R e d u c e d -o r d e r o u t p u t -f e e d b a c k
controller order Q = .1 I Q = .001 Table 3 presents a twenty thousand experiments, with random ( A , B , C) satisfying the first-order Kimura condition. Our numerical results match the fact that every system is generically stabilizable with a first-order controller.
Robust output-feedback
Consider a more "realistic" model taken from [2] . The plant matrices are given by 
We can check that DT = I , and that XS = I . In table 4 , we compared the behavior of our algorithm with other existing algorithms: the D-K iteration method [19] , and the min-max algorithm [lo] (labeled in 
Comparison with other algorithms
