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Els problemes de Whitehead so´n una famı´lia de problemes decisionals que es
plantegen en el camp de la teoria de grups. Aquests es divideixen en el primer
i segon problema de Whitehead, cadascun amb les seves respectives variants.
Els grups involucrats en aquests problemes so´n el grup lliure F i el seu grup
d’automorfismes Aut(F ). En aquest context, un dels problemes de White-
head consisteix en, donades dues paraules w1, w2 ∈ F , decidir si existeix un
automorfisme α ∈ Aut(F ) de manera que w2 sigui la imatge per α de w1. Les
diverses variants del problema consisteixen en prendre, enlloc de paraules de
F , tuples de paraules, classes de conjugacio´, subgrups finitament generats i
les variants que s’obtenen de combinar aquests objectes. En aquest treball
provarem que tots els problemes d’aquesta famı´lia so´n decidibles i donarem
algorismes per resoldre’ls. Per fer-ho combinarem diverses te`cniques.
En primer lloc, desenvoluparem una estrate`gia general, la te`cnica de re-
duccio´ de pics, que permet resoldre aquests i d’altres problemes del mateix
tipus quan es compleixen unes determinades condicions. Emprarem aquesta
estrate`gia per resoldre tots els problemes de Whitehead, i per aixo` caldra`
veure que cadascun dels problemes de la famı´lia satisfa` aquestes condicions.
Aquest camı´ ens portara` a emprar te`cniques de la teoria combinato`ria i ge-
ome`trica de grups. Aquestes disciplines estudien els grups (discrets) infinits
des de dos punts de vista complementaris. D’una banda, la teoria combi-
nato`ria, estudia els grups per mitja` de presentacions donades per un conjunt
de generadors i un conjunt de relacions. D’aquesta manera, un grup e´s un
conjunt de paraules sobre un alfabet de generadors on es satisfan unes de-
terminades relacions donades per equacions entre paraules. En el nostre cas
emprarem un determinat conjunt de generadors i relacions per presentar el
grup Aut(F ) i estudiar algunes propietats dels seus elements. Per altra ban-
da, la teoria geome`trica, estudia els grups per mitja` d’objectes geome`trics
que capturen en certs aspectes algunes de les seves propietats. Els objectes
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geome`trics que emprarem aqu´ı seran grafs que ens permetran representar
subgrups finitament generats de F i analitzar el seu comportament sota l’ac-
cio´ d’un automorfisme de F .
Equipats amb aquestes te`cniques, podem donar una solucio´ completa
i autocontinguda per cadascun dels problemes de Whitehead. Malgrat que
aquestes solucions no so´n noves, no existeix en la literatura sobre el tema cap
refere`ncia on es doni un tractament unificat, autocontingut i exhaustiu de les
solucions completes per a tots els problemes de la famı´lia. El me´s proper que
es pot trobar e´s el llibre [LS01] on hi apareixen solucions pel primer problema
de Whitehead i totes les seves variants. No obstant, l’elevada quantitat
d’errors tipogra`fics i l’escassetat de detalls en les demostracions converteixen
l’estudi d’aquests resultats en una tasca a`rdua. Per al segon problema, no
hi ha cap punt de la literatura que contingui de manera expl´ıcita i completa
la solucio´. Gersten a [Ger84] presenta un programa per resoldre’l usant les
mateixes te`cniques que en el primer problema, pero` omet diversos detalls
i demostracions. Per altra banda, es pot veure que la solucio´ del segon
problema es troba impl´ıcita en [Kal92], malgrat que l’autor no segueix el
plantejament de Gersten i obte´ resultats molt me´s generals dels quals e´s dif´ıcil
extreure una demostracio´ completa i autocontinguda de la solucio´ del segon
problema de Whitehead. Un dels avantatges de comptar amb un tractat
autocontingut sobre tots els problemes de Whitehead e´s que permet apreciar
els parel·lelismes existents entre les diverses solucions i alhora recalcar les, a
vegades, subtils difere`ncies existents entre cadascuna d’elles.
Usant els resultats obtinguts sobre els problemes de Whitehead i les
te`cniques emprades en la seva solucio´, presentem tres aplicacions diferents.
Aquestes estan relacionades amb el grup d’automorfismes Aut(F ) i els seus
subgrups, i amb l’estudi de la complexitat dels problemes de Whitehead.
La primera aplicacio´ e´s un conegut teorema que do´na una presentacio´ del
grup d’automorfismes del grup lliure. La segona e´s una contribucio´ original
d’aquest treball i consisteix en resoldre una nova variant dels problemes de
Whitehead on, enlloc de prendre el grup d’automorfismes Aut(F ), es pren
un subgrup seu d’una forma particular. L’u´ltima aplicacio´ e´s a l’estudi de
la complexitat computacional dels problemes de Whitehead, problema de
recerca que no esta` resolt. En aquest a`mbit, l’u´s de les te`cniques basades
en el graf i l’hipergraf de Whitehead presentades en aquest treball permet
reduir de manera substancial la complexitat de les solucions algor´ısmiques.
A continuacio´ describim l’estructura d’aquesta memo`ria. La primera part
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del cap´ıtol 1 presenta la notacio´, definicions i resultats preliminars que em-
prarem al llarg del treball. A continuacio´ es descriu la te`cnica de reduccio´
de pics per resoldre problemes de Whitehead en un context abstracte i l’al-
gorisme de Whitehead. El cap´ıtol 2 descriu la solucio´ del primer problema
de Whitehead i totes les seves variants. En el cap´ıtol 3, seguint el mateix
esquema que l’anterior, es do´na una solucio´ completa pel segon problema de
Whithead i les seves variants. Seguidament, el cap´ıtol 4 presenta les tres apli-
cacions mencionades. Per acabar, recollim les conclusions extretes d’aquest
treball en el cap´ıtol 5. Les relacions de McCool que s’usen frequ¨entment en






En aquesta primera seccio´ introduirem diversos elements de notacio´ que usa-
rem al llarg d’aquest treball. Tambe´ citarem alguns resultats esta`ndards i
farem algunes observacions que ens seran u´tils me´s endavant. Pel que` fa
al grup lliure, els seus subgrups i els seus automorfismes, pra`cticament tot
el material presentat aqu´ı e´s esta`ndard i es pot trobar en les refere`ncies
cla`ssiques de teoria combinato`ria de grups [MKS04, LS01]. La representacio´
dels subgrups d’un grup lliure mitjanc¸ant grafs etiquetats fou explicitament
establerta per primer cop per Stallings a [Sta83]; aqu´ı emprem la mateixa no-
tacio´ de [RVW07]. Els grafs i hipergrafs capacitius que apareixen en aquest
treball so´n grafs i hipergrafs no dirigits amb capacitats positives a les seves
arestes i hiperarestes. Vegeu [Die05] i [Ber89] per una introduccio´ a la teoria
de grafs i hipergrafs respectivament. La presentacio´ que farem dels proble-
mes computacionals de decisio´ i cerca sera` de cara`cter me´s aviat intu¨ıtiu,
sense aprofundir en les definicions formals. El lector interessat pot trobar les
definicions en qu¨estio´ a [Rog87].
1.1.1 Grup lliure, automorfismes i paraules c´ıcliques
Sigui X = {x1, . . . , xr} un conjunt finit de cardinalitat r. Anomenarem
els elements de X s´ımbols i per cada xi ∈ X definim un nou s´ımbol xi
anomenat invers formal de xi. Denotem per X
−1 el conjunt {x1, . . . , xr}
format pels inversos formals dels s´ımbols de X. El simetritzat de X sera`
el conjunt X± = X ∪ X−1. En X± definim una involucio´ : X± → X±,
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que anomenarem inversio´, i que envia un s´ımbol al seu invers de manera que
xi = xi. Una paraula sobre X
± e´s una sequ¨e`ncia finita de s´ımbols de X± de
la forma w = a1 · · · ak amb k ≥ 0. La longitud de w e´s k i es denota per |w|.
Si k = 0 escriurem w = 1 per denotar la paraula buida. Podem estendre
la involucio´ de X± a les paraules sobre X± definint l’invers d’una paraula
w = a1 · · · ak com w = ak · · · a1. Diem que la paraula w e´s redu¨ıda si no hi
apareixen de manera consecutiva un s´ımbol i el seu invers. Si w = a1 · · · ak e´s
una paraula de longitud k, una permutacio´ c´ıclica de w e´s qualsevol paraula
de la forma w′ = ai · · · aka1 · · · ai−1 amb 1 ≤ i ≤ k. Direm que una paraula
redu¨ıda w e´s c´ıclicament redu¨ıda si totes les seves permutacions c´ıcliques
so´n redu¨ıdes. Aixo` e´s equivalent a dir que la paraula ww e´s redu¨ıda. Si w
no e´s c´ıclicament redu¨ıda, aleshores existeix un u´nica segment inicial de w,
u = a1 · · · aj amb j < k2 tal que w = uvu amb v c´ıclicament redu¨ıda. La
paraula v e´s la reduccio´ c´ıclica de w.
El grup lliure sobre X es denota per F (X) i e´s el conjunt format per totes
les paraules redu¨ıdes sobre X±, entre les quals la paraula de longitud 0 fara`
el paper d’element neutre. L’operacio´ de multiplicacio´ e´s la concatenacio´ de
dues paraules seguida de la reduccio´ de la paraula resultant. L’operacio´ d’in-
versio´ consisteix en prendre l’invers w d’una paraula w ∈ F . La cardinalitat
del conjunt X es correspon amb el rang de F (X), la cardinalitat del conjunt
me´s petit de generadors per a F (X).
A menys que assenyalem el contrari, al llarg d’aquest treball suposarem
que la base X esta` fixada i usarem F per denotar el grup lliure amb base X
i r per denotar-ne el rang.
El grup d’automorfismes de F el denotarem per Aut(F ). E´s conegut que
aquest grup e´s finitament presentat per mitja` dels anomenats automorfismes
de Nielsen. Els automorfismes de Whitehead que presentarem me´s endavant
engloben aquests automorfismes de Nielsen com a cas particular. Per a tot
α ∈ Aut(F ) i w ∈ F usarem la notacio´ wα per denotar la imatge de w per α.
Per calcular-la nome´s cal cone`ixer la imatge per α de cadascun dels s´ımbols
de X. Aleshores, si w = a1 · · · ak tindrem wα = (a1α) · · · (akα). D’aquesta
manera, la composicio´ d’automorfismes es correspon amb la multiplicacio´
per la dreta en Aut(F ): si tenim w ∈ F i α, β ∈ Aut(F ), aleshores aplicar
β al resultat d’aplicar α a w e´s el mateix que aplicar a w l’automorfisme
αβ, (wα)β = wαβ. Donats x ∈ X i α ∈ Aut(F ), direm que el s´ımbol x
e´s invariant per α si es compleix que x α = x i a me´s els s´ımbols x i x no
apareixen en les imatges per α de cap s´ımbol de X±\{x, x}. Si x e´s invariant
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per α, aleshores α restringeix a un automorfisme del grup lliure F ′ = F (X ′)
generat per X ′ = X \ {x}. Quan ens trobem en aquesta situacio´, podem
pensar directament que α e´s un automorfisme de F ′.
Per a cada paraula u ∈ F existeix un automorfisme γu ∈ Aut(F ) con-
sistent en conjugar per u tots els elements de F : si tenim w ∈ F , llavors
wγu = uwu. A γu l’anomenarem conjugacio´ per u. El conjunt format
per totes les conjugacions e´s un subgrup normal de Aut(F ) anomenat grup
d’automorfismes interns i es denota per
Inn(F ) = {γu|u ∈ F} .
El grup quocient de Aut(F ) per Inn(F ) s’anomena el grup d’automorfismes
externs de F i es denota per Out(F ).
De manera natural existeix una accio´ de Aut(F ) sobre F . Si considerem
la restriccio´ d’aquesta accio´ a Inn(F ) obtenim la particio´ de F en classes
de conjugacio´. El conjunt format per totes les classe de conjugacio´ de F el
denotem per [F ] i els seus elements per [w] on w ∈ F e´s un representant de la
classe. Aix´ı doncs, donats [w], [v] ∈ [F ], llavors [w] = [v] si i nome´s si existeix
u ∈ F de manera que v = wγu. Si w ∈ F e´s c´ıclicament redu¨ıda, aleshores
w e´s un representant de [w] de longitud mı´nima; la resta de representants de
longitud mı´nima de [w] so´n totes les possibles permutacions c´ıcliques de w.
Si v e´s la reduccio´ c´ıclica d’una paraula w ∈ F , aleshores [v] = [w] ja que
tenim w = uvu per algun segment inicial u de w. Una paraula c´ıclica e´s el
conjunt format per totes les permutacions c´ıcliques d’una paraula c´ıclicament
redu¨ıda. Cada classe de conjugacio´ [w] ∈ [F ] conte´ una u´nica paraula c´ıclica
que usarem com a representant distingit de la classe. Si w ∈ F e´s c´ıclicament
redu¨ıda, cometrem un abu´s de notacio´ i usarem [w] per denotar la paraula
c´ıclica que representa la classe de conjugacio´ de w, e´s a dir, identificarem
la classe amb el seu representant. Denotarem per |[w]| la longitud d’una
paraula c´ıclica que definim com la longitud de qualsevol paraula c´ıclicament
redu¨ıda de [w].
L’accio´ de Aut(F ) sobre F indueix de manera natural una accio´ de
Out(F ) sobre [F ]. Donada una paraula c´ıclica [w] ∈ [F ] i un automorfis-
me extern αInn(F ) ∈ Out(F ) amb α ∈ Aut(F ), aleshores [w]αInn(F ) =
[wα] = [w′], on w′ e´s la reduccio´ c´ıclica de wα. Si tenim β ∈ αInn(F ),
aleshores β = αγ amb γ ∈ Inn(F ) i per tant [wβ] = [wαγ] = [w′′] = [w′],
on w′′ e´s la reduccio´ c´ıclica de wαγ i per tant e´s una permutacio´ c´ıclica de
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w′. Per convenie`ncies te`cniques, usarem tot el grup d’automorfismes de F
per actuar sobre [F ], de manera que si tenim una paraula c´ıclica [w] ∈ F
i α ∈ Aut(F ), aleshores prendrem com a [w]α la paraula c´ıclica [w′], on w′
s’obte´ de redu¨ır c´ıclicament la paraula wα.
1.1.2 X-grafs i subgrups
X-grafs
Un X-graf e´s un graf finit dirigit amb les arestes etiquetades per X±. Me´s
concretament, un X-graf e´s una parella Γ = (V,E) de manera que E ⊆
V ×X±×V . Direm que un X-graf e´s dual si es compleix que (v1, x, v2) ∈ E
si i nome´s si (v2, x, v1) ∈ E, e´s a dir, si per cada aresta de Γ n’existeix una en
sentit invers etiquetada amb l’invers del s´ımbol de la primera aresta. A menys
que especifiquem el contrari, suposarem que tots els X-grafs que apareixen
so´n duals. Diem que un X-graf e´s connex si ho e´s el graf no dirigit subjacent.
Tots els X-grafs que usarem seran connexos, a menys que diguem el contrari.
Usarem α, λ i ω per denotar la primera, segona i tercera projeccio´ de E en
V , X± i V respectivament, que representen el ve`rtex inicial, l’etiqueta i el
ve`rtex final de l’aresta respectivament. Amb aquesta notacio´ podem definir
el link d’un ve`rtex v ∈ V com el conjunt de totes les arestes que el tenen
com a ve`rtex final:
linkΓ(v) = {e ∈ E | ω(e) = v} .
Com e´s habitual, en els casos que el context ho permeti obviarem el sub´ındex
Γ. Definim la mida d’un X-graf com el nombre de ve`rtexs que conte´ i la
denotem |Γ| = |V |.
Un X-graf es diu que e´s redu¨ıt si per a tot ve`rtex v la projeccio´ λ res-
tringida a link(v) e´s injectiva. Aixo` e´s el mateix que dir que per cada ve`rtex
v ∈ V i cada x ∈ X± hi ha com a molt una aresta de link(v) etiquetada per
x. Per tant, si Γ e´s redu¨ıt i tenim (u, x, v), (w, x, v) ∈ E aleshores e´s que
u = w. En aquest cas podem establir una bijeccio´ entre el link d’un ve`rtex
v i el seu hiperlink definit com
hlΓ(v) = {λ(e) | e ∈ linkΓ(v)} = λ(linkΓ(v)).
Un ve`rtex v ∈ V es diu que e´s una fulla si | link(v)| = 1. Un X-graf es diu
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que e´s c´ıclicament redu¨ıt si e´s redu¨ıt i sense fulles, e´s a dir, si per a tot v ∈ V
es te´ | link(v)| ≥ 2.
Sigui Γ = (V,E) un X-graf i u, v ∈ V dos ve`rtexs diferents. El X-graf que
s’obte´ de Γ identificant u i v e´s Γ′ = (V ′, E ′) amb V ′ = (V ∪{wu=v})\{u, v} i
E ′ el conjunt d’arestes que s’obte´ de substituir en E totes les aparicions de u
i v per wu=v. Observem que si Γ e´s dual, aleshores Γ
′ tambe´ e´s dual. Aquesta
operacio´ tambe´ preserva la connexio´ del graf. No obstant, e´s possible que Γ
sigui redu¨ıt i en canvi Γ′ no.
Si Γ no e´s redu¨ıt, una reduccio´ elemental de Γ consisteix en identificar
dos ve`rtexs diferents u i v tals que existeixin arestes (u, x, w) i (v, x, w) en
E. La reduccio´ d’un X-graf Γ consisteix en practicar-li reduccions elementals
de manera reiterada mentre sigui possible. El graf resultant sera` redu¨ıt. Es
pot demostrar que el resultat d’aquest proce´s no depe`n de l’ordre en que`
s’efectuen les reduccions elementals. El graf que s’obte´ el denotarem red(Γ).
Si Γ e´s redu¨ıt, una poda elemental de Γ consisteix en eliminar-ne una
fulla juntament amb totes les arestes en les que` apareix. La reduccio´ c´ıclica
d’un X-graf Γ consisteix en practicar-li podes elementals de manera reiterada
mentre sigui possible. El graf resultat sera` c´ıclicament redu¨ıt. El graf resultat
d’aquest proce´s no depe`n de l’ordre de les podes elementals, i s’anomena el
cor c´ıclic de Γ, denotat cc(Γ). E´s obvi que cc(Γ) e´s un subgraf de Γ.
Donat un ve`rtex v de Γ, aleshores existeix un u´nic camı´ de longitud
mı´nima en Γ des de v fins a un ve`rtex de cc(Γ). Anomenarem aquest camı´
la branca de Γ en v, usarem b(v) per denotar la paraula formada per les
etiquetes de les arestes que componen el camı´ i β(v) per denotar el ve`rtex
final del camı´ en cc(Γ). Notem que si v e´s un ve`rtex del subgraf cc(Γ) de Γ,
llavors b(v) = 1 i β(v) = v.
Exemple 1.1. Si prenem X = {a, b, c}, a la figura 1.1 es pot veure un X-graf
Γ juntament amb la seva reduccio´ red(Γ) i el cor c´ıclic d’aquesta, cc(red(Γ)).
Malgrat que tots aquests X-grafs so´n duals, de cada parella d’arestes nome´s
representem la que esta` etiquetada per un s´ımbol de X. Observem que per
reduir Γ identifiquem els ve`rtexs v1 i v2. Per reduir c´ıclicament cc(Γ) primer
podem la fulla v3 i despre´s podem la nova fulla v4. En red(Γ) tenim b(v3) = ba






























Figura 1.1: Reduccio´ i cor c´ıclic d’un X-graf
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Subgrups
El teorema de Nielsen-Schreier e´s un resultat a`mpliament conegut que diu
que qualsevol subgrupH de F tambe´ e´s lliure. Un subgrup finitament generat
H es pot representar mitjanc¸ant un conjunt de generadors que so´n elements
de F : H = 〈w1, . . . , wn〉 amb wi ∈ F .
Una altra representacio´ de cara`cter me´s “topolo`gic” per representar els
subgrups finitament generats d’un grup lliure consisteix en l’u´s de X-grafs
amb un ve`rtex distingit. Sigui H un subgrup finitament generat de F i
w1, . . . , wn ∈ F un conjunt de generadors per a H. Usarem la notacio´
Γ0(w1, . . . , wn) per representar el X-graf dual que s’obte´ de prendre un ve`rtex
distingit v0 i enganxar-li n llac¸os etiquetats per les paraules wi. La reduccio´
d’aquest graf la denotarem per ΓH = red(Γ0(w1, . . . , wn)). E´s un fet conegut
que la parella (ΓH , v0) e´s independent del conjunt de generadors escollit per
a H. Observem que ΓH e´s un X-graf connex sense fulles, llevat, potser, de
v0. L’anomenarem la representacio´ gra`fica de H.
En l’altre sentit, donat un X-graf redu¨ıt connex Γ i un ve`rtex distingit v0
de manera que Γ no te´ fulles llevat de, potser, v0, aleshores existeix un u´nic
subgrup finitament generat H de F de manera que ΓH = Γ. De fet, H e´s el
grup fonamental de Γ amb v0 com a punt base, H = pi1(Γ, v0). Per construir-
lo, prenem un arbre generador T de Γ i per cada ve`rtex v de Γ denotem per
vT la paraula redu¨ıda formada per les etiquetes de les arestes que conformen
l’u´nic camı´ de v0 a v en T . Per cada aresta positiva e = (u, x, v) de Γ amb
x ∈ X definim la paraula redu¨ıda eT = uTxvT de F . Aleshores una base per
H consisteix en les paraules eT per a totes les arestes positives e de Γ que no
pertanyen a T [Sta83].
Els X-grafs tambe´ so´n u´tils per representar classes de conjugacio´ de sub-
grups. Sigui S la col·leccio´ formada per tots els subgrups finitament generats
de F i [S] la col·leccio´ de totes les classes d’equivale`ncia de S mo`dul conju-
gacio´. Donat H ∈ S diem que e´s c´ıclicament redu¨ıt si ho e´s ΓH . Si H no
e´s c´ıclicament redu¨ıt, aleshores v0 e´s una fulla de ΓH . Sigui K ∈ S el grup
fonamental de (cc(ΓH), β(v0)). E´s ben sabut que K e´s el subgrup que s’obte´
de conjugar H per b(v0), K = b(v0)Hb(v0) = Hγb(v0). Aix´ı doncs, H,H
′ ∈ S
pertanyen a la mateixa classe de conjugacio´ si i nome´s si cc(ΓH) = cc(ΓH′).
Per tant prendrem el X-graf Γ[H] = cc(ΓH) com a representacio´ gra`fica de
[H] ∈ [S].
Usarem la mida de ΓH per mesurar la mida de H ∈ S i la mida de ΓH
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per mesurar la mida de [H] ∈ [S], i esciurem |H| = |ΓH | i |[H]| = |Γ[H]|.
Exemple 1.2. Donades les paraules w1 = acbaabca i w2 = acbaca de F (X)
amb X = {a, b, c}, a la figura 1.2 podem veure el X-graf Γ0(w1, w2). Reduint
aquest graf obtenim ΓH , i per tant (ΓH , v0) e´s la representacio´ gra`fica del
subgrup H = 〈w1, w2〉 de F (X). Finalment tenim el graf Γ[H] = cc(ΓH)
corresponent a la representacio´ gra`fica de [H]. A me´s, es pot comprovar







Ara descriurem el procediment que defineix la imatge d’un X-graf per un
automorfisme de F . Sigui σ ∈ Aut(F ) i Γ = (V,E) un X-graf redu¨ıt amb un
ve`rtex distingit v0. Aleshores denotem per Γσ el X-graf que s’obte´ despre´s
dels segu¨ents passos:
1. Substitu¨ım cada aresta de E etiquetada per x per un camı´ etiquetat per
xσ amb els mateixos ve`rtexs incial i final. E´s a dir, si tenim (u, x, v) ∈ E
i xσ = a1 · · · an, aleshores eliminem les arestes (u, x, v) i (v, x, u) de E,
afegim n − 1 nous ve`rtexs a V , v1, . . . , vn−1 i afegim a E les arestes
(vi−1, ai, vi) i (vi, ai, vi−1) per 1 ≤ i ≤ m, amb v0 = u i vm = w.
2. Redu¨ım el graf resultant.
3. Podem de manera reiterada totes les fulles del graf resultant excepte
v0.
E´s fa`cil comprovar que si tenim σ ∈ Aut(F ) i H ∈ S, aleshores la re-
presentacio´ gra`fica de Hσ e´s (ΓHσ, v0). A me´s, [H]σ esta` representat per
cc(Γ[H]σ) (aqu´ı no e´s necessari prendre ve`rtexs distingits).
Exemple 1.3. Prenguem Γ = Γ[H] el representant gra`fic de la classe de
conjugacio´ del subgrup H de F (X) corresponent a l’exemple 1.2, i α ∈
Aut(F (X)) l’automorfisme tal que aα = a, bα = aba i cα = ca. Alesho-
res, a la figura 1.3 podem veure els X-graf Γ1, Γ2 i Γ3 que s’obtenen en el
































































Figura 1.3: Ca`lcul de la imatge d’un X-graf per un automorfisme
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1.1.3 Grafs capacitius
Un graf capacitiu e´s una tripleta G = (V,E, c) de manera que V e´s un conjunt
finit de ve`rtexs, E esta` format per subconjunts de V de cardinalitat 2 i c e´s
una funcio´ de capacitat positiva per a les arestes, c : E → R+. Al graf no
dirigit (V,E) l’anomenarem el graf subjacent.







Si A,B ⊆ V so´n dos conjunts de ve`rtexs disjunts, denotem per E(A,B) el
conjunt d’arestes de E que tenen un ve`rtex en A i un en B. Definim la





Quan estigui clar a quin graf ens estem referint, prescindirem del sub´ındex.
Observem que per a qualsevol ve`rtex v ∈ V tenim deg(v) = cap({v}) ja que
el graf subjacent no te´ llac¸os.
Com que el nostre intere`s en aquests objectes se centrara` en l’estructura
capacitiva, les arestes de capacitat zero no seran rellevants. En aquest sentit,
en podem eliminar o afegir segons ens convingui a cada moment sense modi-
ficar l’estructura capacitiva del graf. Si al graf subjacent d’un graf capacitiu
li afegim totes les arestes que li falten i els hi assignem capacitat 0, al graf
que obtenim li direm complet. En particular, completar un graf capacitiu no
altera el grau dels seus ve`rtexs ni la capacitat de cap subconjunt dels seus
ve`rtexs.
Observacio´ 1.4. Si G = (V,E, c) e´s un graf capacitiu complet i A ⊆ V e´s








on la segona suma e´s sobre totes les arestes de E que estan contingudes en
A. Aixo` e´s degut a que` si sumem els graus de tots els ve`rtexs de A estem
sumant totes les arestes que tenen un ve`rtex a A, pero` les que tenen dos
ve`rtexs a A les estem comptant dues vegades i cal restar-les per obtenir la
19
capacitat de A.
A continuacio´ descriurem dues construccions per a grafs capacitius com-
plets que ens seran u´tils. Sigui G = (V,E, c) un graf capacitiu complet.
Donada una particio´ P del conjunt de ve`rtexs V en k conjunts no buits
disjunts dos a dos,
P = {P1, . . . , Pk} amb V = P1 ∪ · · · ∪ Pk,
el conglomerat de G respecte de P e´s un graf capacitiu complet GP amb
k ve`rtexs i les capacitats definides de la manera segu¨ent. Si establim una
bijeccio´ entre els ve`rtexs V (GP) = {vP1 , . . . , vPk} i els elements de P , la
capacitat d’una aresta de GP ve donada per









Aquesta construccio´ consisteix en, per cada Pi ∈ P , identificar tots els ve`rtexs
de Pi en un de sol i eliminar els possible llac¸os resultants, tot mantinguent
les capacitats de les arestes que van de Pi a la resta de conjunts de P .
Si G1 = (V1, E1) i G2 = (V2, E2) so´n dos grafs capacitius complets amb
una bijeccio´ entre els seus ve`rtexs de manera que es te´ V = V1 = V2, aleshores
podem construir el graf capacitiu suma G = G1+G2. Aquest graf sera` complet
amb V com a conjunt de ve`rtexs i la capacitat de les arestes obtinguda a
partir de la suma de la capacitat de les arestes de G1 i G2:
cG(e) = cG1(e) + cG2(e).
O`bviament, aquesta operacio´ e´s associativa i commutativa. A me´s, observem
que per definicio´, si tenim v ∈ V i A ⊆ V , aleshores
degG(v) = degG1(v) + degG2(v),
capG(A) = capG1(A) + capG2(A).
Exemple 1.5. En la figura 1.4 podem veure dos grafs capacitius, G1 i G2,
amb el mateix conjunt de ve`rtexs, la seva suma G = G1 +G2, i el conglomerat
de G respecte la particio´ P = {{v1, v4}, {v2, v5}, {v3}}. Observem que en G























G1 G2 G = G1 + G2 GP
Figura 1.4: Exemples de grafs capacitius
1.1.4 Hipergrafs capacitius
Un hipergraf capacitiu e´s una tripleta G = (V,E, c) de manera que V e´s un
conjunt finit de ve`rtexs, E esta` format per subconjunts de V de cardinalitat
major o igual que 2 i c e´s una funcio´ de capacitat per a les hiperarestes,
c : E → R+. A la parella (V,E) l’anomenarem l’hipergraf subjacent. Si G
e´s un hipergraf capacitiu amb |V | = k ve`rtexs i E e´s el conjunt de les seves
hiperarestes, podem partir el conjunt de les arestes en diversos subconjunts
segons la seva cardinalitat. Aixo` ens donara` la segu¨ent particio´ que usarem
me´s endavant:
E = E2 ∪ · · · ∪ Ek amb Ei = {e ∈ E||e| = i}.
Per a hipergrafs tambe´ podem definir la construccio´ de conglomerat. Sigui
G = (V,E, c) un hipergraf capacitiu complet i P = {P1, . . . , Pk} una particio´
de V . Aleshores el conglomerat de G respecte P e´s l’hipergraf capacitiu
complet GP amb k ve`rtexs i capacitat a les arestes donada per





EG(Pi1 , . . . , Pij) =
{
e ∈ E∣∣e ⊆ ∪jl=1Pil , e ∩ Pil 6= ∅, 1 ≤ l ≤ j} .
De la mateixa manera que pel cas de grafs capacitius, l’hipergraf que
s’obte´ correspon a identificar en un de sol tots els ve`rtexs de cada conjunt Pi





Figura 1.5: Exemple d’hipergraf capacitiu
que conformen la particio´.
Exactament igual que per a grafs capacitius, podem definir la suma d’-
hipergrafs capacitius complets amb una bijeccio´ entre els seus conjunts de
ve`rtexs. Aquesta contruccio´ comparteix les mateixes propietats que la cons-
truccio´ ana`loga per grafs.
Exemple 1.6. La figura 1.5 representa un hipergraf capacitiu. Les hiperares-
tes de cardinalitat 2 les representem com arestes en un graf capacitiu, les de
cardinalitat major les representem com subconjunts ombrejats amb un color
diferent cadascun. Suposem que totes les hiperarestes que apareixen tenen
capacitat 1. Aleshores podem veure que deg(v1) = 4 i cap({v1, v2, v3}) = 7.
En aquest treball utilitzarem tres tipus d’objectes gra`fics diferents. Tot
i que pel context e´s senzill deduir quin tipus d’objecte estem manejant en
tot moment, utilitzarem una notacio´ pro`pia per cada classe d’objectes per
facilitar-ne la distincio´. En particular, utilitzarem lletres gregues maju´scules,
com Γ, per denotar un X-graf. Utilitzarem lletres maju´scules caligra`fiques,
com G, per denotar grafs capacitius. Finalment, emprarem lletres maju´scules
go`tiques, com G, per denotar hipergrafs capacitius.
1.1.5 Problemes computacionals
En aquest treball apareixeran dos tipus de problemes computacionals: els de
decisio´ i els de cerca.
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De manera intuitiva, un problema decisional (o de decisio´) consisteix en,
donada una entrada d’entre un conjunt d’entrades possibles, decidir si aques-
ta entrada compleix una determinada propietat. Si D representa el conjunt
de totes les entrades possibles, a vegades e´s convenient identificar el problema
amb el conjunt L ⊆ D de totes les entrades que compleixen la propietat que
es vol decidir. Un algorisme per decidir un problema decisional L consisteix
en un conjunt finit d’instruccions que, donat x ∈ D, es poden executar en un
temps finit i permeten decidir si x ∈ L. En cas afirmatiu, diem que l’algo-
risme retorna el valor SI´, altrament diem que retorna el valor NO. Si per a
un problema L existeix un algorisme que el decideixi, aleshores diem que L
e´s decidible o resoluble. Si no existeix cap algorisme per decidir L, aleshores
diem que L e´s indecidible.
Per altra banda, un problema de cerca consisteix en, donada una entrada
d’entre un conjunt d’entrades possibles, trobar, si existeix, una resposta que
compleixi una propietat determinada respecte l’entrada. Me´s formalment,
un problema de cerca consisteix en un predicat P(x, y) i dos conjunts D i
D′, de manera que donat x ∈ D volem trobar, en cas que existeixi, y ∈ D′
de manera que P(x, y) sigui cert. Identificarem el problema amb el predicat
que es pot pensar com el subconjunt P ⊆ D × D′ de totes les parelles (x, y)
que fan cert P(x, y). Un algorisme per resoldre el problema de cerca P e´s
un conjunt finit d’instruccions que, donat x ∈ D, es poden executar en un
temps finit i permeten obtenir un y ∈ D′ que satisfaci P(x, y) en cas que
existeixi, o retornar NO en cas que no existeixi. Si existeix un algorisme amb
aquestes propietats diem que el problema e´s decidible, altrament diem que
e´s indecidible.
Exemple 1.7. Un exemple de problema decisional decidible e´s el de deter-
minar si un nombre donat e´s primer. Un algorisme per resoldre’l e´s el garbell
d’Erato`stenes. El dese´ problema de Hilbert consitent en, donada una equacio´
diofa`ntica, decidir si existeix alguna solucio´ entera per l’equacio´ e´s un pro-
blema decisional indecidible. Un problema de cerca decidible e´s el que donat
un graf no dirigit demana un subarbre generador.
1.2 Equivale`ncia orbital
En aquesta seccio´ presentem el problema de l’equivale`ncia orbital i els proble-
mes de Whitehead, que des del nostre punt de vista so´n insta`ncies particulars
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d’aquest problema me´s general. Seguint les solucions cla`ssiques dels proble-
mes de Whitehead, pero` des d’un punt de vista me´s abstracte i unificador,
presentem la te`cnica de reduccio´ de pics que permet resoldre el problema de
l’equivale`ncia orbital quan els objectes involucrats satisfan unes determinades
propietats.
Donat un conjunt M i un grup G actuant sobre M , el problema de
l’equivale`ncia orbital en M respecte G consisteix en, donats dos elements
m1,m2 ∈ M , decidir si existeix algun α ∈ G tal que m1α = m2, e´s a dir,
decidir si m1 i m2 pertanyen a la mateixa o`rbita respecte l’accio´ per G.
Denotarem aquest problema EO(M,G).
1.2.1 Els problemes de Whitehead
El primer i el segon problema de Whitehead que pretenem resoldre en aquest
treball so´n dos casos particulars de problemes d’equivale`ncia orbital. Amb
aquesta notacio´, el primer problema de Whitehead e´s EO([F ], Out(F )), l’e-
quivale`ncia orbital de paraules c´ıcliques de F respecte l’accio´ dels automor-
fismes (externs) de F . El segon problema de Whitehead e´s EO([S], Out(F )),
l’equivale`ncia orbital de classes de conjugacio´ de subgrups de F finitament
generats respecte l’accio´ dels automorfismes (externs) de F .
Existeixen diverses variants de cadascun d’aquests dos problemes, con-
sistents en prendre, per una banda, les paraules i els subgrups finitament
generats enlloc de les seves classes de conjugacio´; i per altra banda, en pren-
dre tuples d’aquests objectes. En aquest treball resoldrem aquests problemes
juntament amb totes les possibles variacions del tipus esmentat. Per fer-ho
utilitzarem una te`cnica general anomenada te`cnica de reduccio´ de pics, que
a continuacio´ presentem en un context abstracte.
Aquests problemes van ser plantejats per primer cop per J. H. C. Whi-
tehead a [Whi36]. En aquest article, Whitehead va emprar la te`cnica de
reduccio´ de pics per resoldre el primer dels problemes i alguna de les seves
variants. La seva solucio´ es basava en me`todes topolo`gics sobre varietats de
fins a dimensio´ 4. Una versio´ algebraica d’aquesta solucio´ va apare`ixer a
[Rap58]. A [HL74] els autors van donar una simplificacio´ d’aquesta solucio´
algebraica (vegeu tambe´ [LS01]). Hoare va provar una versio´ d’aquest re-
sultat emprant teoria de grafs a [Hoa79]. Refinant totes aquestes solucions,
McCool va extendre aquests resultats per resoldre l’u´ltima de les variants del
primer problema de Whitehead i donar una aplicacio´ interessant d’aquests
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me`todes que presentarem en el cap´ıtol 4. Els seus resultats es poden trobar
a [McC74] i [LS01]. La solucio´ que donem en aquest treball per resoldre
totes les variants del primer problema de Whitehead es basa en demostrar
els resultats de McCool emprant te`cniques similars a les de Hoare.
El segon dels problemes va ser plantejat a [Whi36] com una generalitza-
cio´ del primer problema, pero` no en va donar una solucio´ efectiva. Cap dels
treballs posteriors al voltant del primer problema van aconseguir resoldre el
segon, ba`sicament degut al fet de representar els subgrups de F mitjanc¸ant
una tupla de paraules correponent als seus generadors. No fou fins que Sta-
llings publica` el seu article [Sta83] sobre la representacio´ dels subgrups de F
mitjanc¸ant grafs etiquetats que es veie´ com aquest nou llenguatge era l’ade-
cuat per tractar el problema. La solucio´ del segon problema de Whitehead i
alguna de les seves variants fou donada per Gersten a [Ger84]. No obstant,
aquest article no contenia tots els detalls ni demostracions de la solucio´, sino´
indicacions de com aplicar les te`cniques emprades en la solucio´ del primer
problema per resoldre el segon utilitzant el llenguatge dels grafs etiquetats.
Finalment, una solucio´ completa del segon problema i totes les seves es pot
trobar de manera impl´ıcita a [Kal92]. Malgrat que aquesta solucio´ segueix
les l´ınies generals de la proposada per Gersten, l’objectiu d’aquest autor es
troba en les aplicacions del me`tode me´s que no pas en la solucio´ per se. Per
aquesta rao´ es fa molt dif´ıcil extreure’n un argument clar i conc´ıs per a la
solucio´ del segon problema de Whitehead. En aquest treball donarem una
solucio´ completa pel segon problema de Whitehead i totes les seves variants
basada en les indicacions de Gersten i mostrant els parel·lelismes existents
amb la solucio´ del primer problema.
1.2.2 La te`cnica de reduccio´ de pics
En general, un problema del tipus EO(M,G) pot no e´sser decidible. Per
exemple, els autors de [BV08] demostren que existeix un subgrup A 6
Aut(F3) del grup d’automorfismes del grup lliure de rang 3 de manera que el
problema EO([F3], A) no e´s resoluble. No obstant, a continuacio´ presentarem
un conjunt de condicions suficients sobre M i G per tal que EO(M,G) sigui
decidible. La resta del treball el dedicarem a veure que aquestes condicions
es satisfan pels problemes de Whitehead i les seves variacions. La te`cnica
que presentarem rep el nom de reduccio´ de pics. Aquesta te`cnica es basa en
tres hipo`tesis de cara`cter general sobre M , G i l’accio´ de G sobre M .
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(i) Existe`ncia d’una funcio´ de longitud en M calculable i amb estrats finits.
E´s a dir, tenim una funcio´ de longitud definida per tots els elements de
M , | | : M → N, de manera que per a qualsevol l ∈ N existeixen una
quantitat finita d’elements m ∈M amb |m| = l i a me´s, donat m ∈M ,
existeix un procediment efectiu per calcular |m|.
(ii) El grup G esta` finitament generat per un conjunt W donat de manera
expl´ıcita, G = 〈W 〉. A me´s, el conjunt W e´s tancat per inversos, de
manera que si es te´ σ ∈ W , aleshores tambe´ es te´ σ−1 ∈ W .
(iii) L’accio´ dels generadors de G sobre M compleix la propietat de reduccio´
de pics respecte la funcio´ de longitud de M . Un pic de M respecte
W consisteix en un element de M i dos generadors de G, m0 ∈ M i
σ, τ ∈ W , de manera que m1 = m0σ i m2 = m0τ amb |m1| ≤ |m0| i
|m2| ≤ |m| amb almenys una de les desigualtats estrictes. Diem que es
compleix la propietat de reduccio´ de pics si per qualsevol pic existeixen
k ≥ 1 i ρ1, . . . , ρk ∈ W de manera que σ−1τ = ρ1 · · · ρk a G i es te´










A continuacio´ presentem tres resultats que so´n consequ¨e`ncia d’aquestes
propietats i que permeten resoldre de manera efectiva EO(M,G) quan M i
G les compleixen.
Proposicio´ 1.8. Sigui m ∈ M i σ ∈ G, amb M i G complint (i), (ii)
i (iii), de manera que m′ = mσ i es te´ |m′| ≤ |m|. Aleshores existeixen
t ≥ 1 i σ1, . . . , σn ∈ W de manera que σ = σ1 · · ·σn i |mσ1 · · ·σi| < |m| si
|m′| < |m|, i |mσ1 · · · σi| ≤ |m| si |m′| = |m| per 0 < i < n.
Demostracio´. Com que W e´s un conjunt de generadors per G, existeixen
σ1, . . . , σt ∈ W de manera que σ = σ1 · · ·σt. Si aquesta descomposicio´ no
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compleix les tesis del lema, aleshores definim l = max {|mσ1 · · ·σi| | 0 < i < t}
i j = max {i | |mσ1 · · ·σi| = l}. Raonarem per induccio´ sobre (l, j) respecte
l’ordre lexicogra`fic. Prenent mj = mσ1 · · · σj tenim |mj−1| ≤ |mj| > |mj+1|.
Per tant podem aplicar la reduccio´ de pics al pic
mj
mj−1










Substituint σjσj+1 per ρ1 · · · ρk a la cadena per a σ obtenim una nova cadena
amb (l′, j′) < (l, j) amb l’ordre lexicogra`fic. Iterant aquest proce´s, amb (l, j)
decreixent a cada pas, al final obtindrem una cadena amb les propietats
desitjades.
Corol.lari 1.9. Siguin M i G satisfent (i), (ii) i (iii). Si m ∈ M no e´s
de longitud mı´nima dins la seva o`rbita per l’accio´ de G, aleshores existeix
σ ∈ W tal que |mσ| < |m|.
Demostracio´. Si m no e´s de longitud mı´nima, aleshores existeix σ ∈ G de
manera que |mσ| < |m|. Llavors, per la proposicio´ 1.8 tenim σ = σ1 · · ·σt
amb σi ∈ W i |mσ1 · · ·σj| < |m| per 0 < j < t. Per tant podem prendre
σ = σ1.
Corol.lari 1.10. Siguin M i G satisfent (i), (ii) i (ii). Suposem que tenim
m,m′ ∈ M de longitud mı´nima dins les seves respectives o`rbites per l’accio´
de G, amb l = |m| = |m′|. Aleshores m i m′ pertanyen a la mateixa o`rbita
si i nome´s si existeixen t ≥ 1 i σ1, . . . , σt ∈ W tals que m′ = mσ1 · · ·σt i
l = |mσ1 · · ·σi| per 1 ≤ i ≤ t.
Demostracio´. Suposem que m i m′ pertanyen a la mateixa o`rbita. Aleshores
existeix σ ∈ G tal que m′ = mσ. Aplicant la proposicio´ 1.8 obtenim t ≥ 1
i σ1, . . . , σt ∈ W complint les propietats desitjades. La implicacio´ inversa e´s
trivial.
A continuacio´ presentarem una solucio´ per a EO(M,G) que es basa en
aquests resultats i que funciona sempre que M i G satisfacin les propietats
(i), (ii) i (iii). Per simplificar la solucio´ presentarem un problema funcional
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addicional que emprarem en la solucio´ de l’equivale`ncia orbital. El problema
de la minimitzacio´ orbital de M respecte G, MinO(M,G), consisteix en,
donat m ∈ M , trobar un element m′ ∈ M de longitud mı´nima dins l’o`rbita
de m respecte de l’accio´ de G sobre M .
Teorema 1.11. Si M i G compleixen (i), (ii) i (iii), llavors
(a) El problema funcional MinO(M,G) e´s resoluble, i
(b) El problema decisional EO(M,G) e´s resoluble.
Demostracio´. En primer lloc demostrarem (a) donant un algorisme per re-
soldre MinO(M,G). Donat m ∈ M hem de trobar un element de longitud
mı´nima dins l’o`rbita de m. Pel corol·lari 1.9, si m no e´s de longitud mı´nima
dins la seva o`rbita, llavors existeix un element σ ∈ W tal que |mσ| < |m|. Per
tant, podem provar tots els elements de W , dels quals n’hi ha una quantitat
finita per (ii), i veure si algun disminueix la longitud de m. En cas afirmatiu,
prenem algun σ ∈ W tal que |mσ| < |m| i iterem el procediment amb mσ.
Altrament, m e´s un element de longitud mı´nima dins la seva o`rbita i ja hem
acabat. Com que en cada pas d’aquest proce´s la longitud de l’element de M
considerat disminueix, la finitud del proce´s esta` garantida.
Ara demostrarem (b) donant un algorisme per resoldre EO(M,G) que usa
com a subrutina la solucio´ de (a). Suposem que ens donen m1,m2 ∈ M i
ens demanen que decidim si pertanyen a la mateixa o`rbita. En primer lloc,




2 de longitud mı´nima
dins les o`rbites de m1 i m2 respectivament. Si |m′1| 6= |m′2|, aleshores decidim
NO, doncs la longitud mı´nima dins una o`rbita e´s una quantitat u´nica de
l’o`rbita. Per contra, si l = |m′1| = |m′2|, considerem el graf no dirigit que
te´ per ve`rtexs tots els elements de M de longitud l i en el qual existeix una
aresta que conecta dos ve`rtexs si i nome´s si un e´s la imatge de l’altre per
algun element de W . Aquest graf e´s finit ja que el nombre de ve`rtexs e´s
finit per (i) i el d’arestes ho e´s per (ii). Pel corol·lari 1.10, m′1 i m′2 estan a
la mateixa o`rbita si i nome´s si pertanyen a la mateixa component connexa
d’aquest graf, doncs en cas de pertanyer a la mateixa o`rbita aleshores existeix
un camı´ dins del graf que els uneix. Per comprovar si m′1 i m
′
2 pertanyen a
la mateix component connexa sense construir tot el graf, comencem per m′1 i
fem una cerca en amplada aplicant tots els elements de W a cada ve`rtex que
trobem en la component connexa de m′1. Si en algun moment trobem m
′
2,
decidim SI´. Per altra banda, si un cop explorada tota la component connexa
no hem trobat m′2, aleshores decidim NO.
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L’algorisme que hem donat en aquesta demostracio´ per resoldre el pro-




El primer problema de
Whitehead
Dedicarem aquest cap´ıtol a donar una solucio´ completa i autocontinguda de
les quatre variants possibles del primer problema de Whitehead. Per fer-ho,
a la seccio´ 2.1 presentarem els automorfismes de Whitehead que so´n un con-
junt finit de generadors particular de Aut(F ). Tot seguit, a la seccio´ 2.2,
associarem un graf capacitiu a cada paraula c´ıclica de [F ], el seu graf de
Whitehead. La relacio´ entre aquest graf, la longitud de la paraula c´ıclica
associada i l’efecte que te´ sobre la longitud de la paraula l’aplicacio´ d’un au-
tomorfisme de Whitehead seran l’objecte d’estudi de la seccio´ 2.3. Aplicant
els resultats obtinguts, a la seccio´ 2.4 demostrarem que les paraules c´ıcliques
amb l’accio´ dels automorfismes de Whitehead satisfan la propietat de reduc-
cio´ de pics. Finalment, a la seccio´ 2.5 presentarem la solucio´ de totes les
variants del primer problema de Whitehead basada en el teorema 1.11 i els
resultat demostrats al llarg d’aquest cap´ıtol.
2.1 Automorfismes de Whitehead
Els automorfismes de Whitehead so´n un conjunt finit de generadors deAut(F )
que contenen com a subconjunt els automorfismes de Nielsen. Una de les par-
ticularitats d’aquest conjunt de generadors e´s que, com veurem, compleixen
la propietat de reduccio´ de pics quan actuen sobre diferents conjunts derivats
del grup lliure F .
El conjunt format per tots els automorfismes de Whitehead del grup lliure
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F (X) el denotarem per W(X). Dins aquest conjunt distingim automorfismes
de dues classes. D’una banda, els automorfismes de Whitehead de tipus I
so´n permutacions del conjunt X±. Per altra banda, els automorfismes de
Whitehead de tipus II, donat un element a ∈ X± fix anomenat multiplicador,
deixen fixos a i a i envien cadascun dels elements x ∈ X± \ {a, a} a algun
de la forma: x, xa, ax o axa. D’aquesta manera podem escriure W(X) =
WI(X) ∪WII(X).
Per representar un automorfisme de Whitehead de tipus I, indicarem les
imatges dels generadors de F que no deixa fixos. Per exemple, si pi ∈WI(X)
e´s l’automorfisme que envia a a b, b a a, i per tant a a b i b a a, i deixa la
resta de generadors fixos, escriurem pi = (a→ b, b→ a).
Els automorfismes de Whitehead de tipus II es poden representar de forma
compacta de la segu¨ent manera. Si tenim σ ∈WII(X) amb multiplicador a,
aleshores el podem representar com σ = (A, a) on A ⊆ X± de manera que
a ∈ A, a /∈ A, i per a la resta de x ∈ X± \ {a, a} es compleix
xσ =

axa si x, x ∈ A,
xa si x ∈ A i x /∈ A,
ax si x /∈ A i x ∈ A,
x si x, x /∈ A.
A me´s tenim aσ = a i aσ = a. De manera intu¨ıtiva, podem pensar que
A indica quins s´ımbols de X± seran multiplicats a la dreta per a. Donat
σ = (A, a) ∈ WII(X), els s´ımbols x ∈ X que so´n invariants per σ so´n tots
aquells tals que x, x /∈ A.
Ara comptarem quants automorfismes de Whitehead hi ha a W(X) quan
es pren un alfabet X de cardinalitat r. En primer lloc, els elements deWI(X)
so´n permutacions de X± que so´n alhora automorfismes. Aixo` implica que si
tenim pi ∈ WI(X) i xpi = y, aleshores xpi = y. Per tant, donar pi ∈ WI(X)
consisteix en escollir una permutacio´ de X entre les r! possibles i un vector
(1, . . . , r) ∈ {+1,−1}r dels 2r possibles, de manera que per cada xi ∈ X la
seva imatge per pi e´s xij on xj e´s la imatge de xi per la permutacio´ de X. Aixo`
ens do´na |WI(X)| = 2rr!. En segon lloc, hem vist que els elements deWII(X)
s’identifiquen amb parelles de la forma (A, a) on A e´s un subconjunt de X±
que conte´ a i no conte´ a. Observem que per a tot a ∈ X± tenim ({a}, a) = id
i que aquestes so´n les u´niques repeticions possibles dins dels automorfismes
de tipus II. Per tant veiem que |WII(X)| = 2r22(r−1) − 2r + 1. Com que
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l’automorfisme identitat e´s l’u´nic que tenen en comu´ WI(X) i WII(X), al
final obtenim
|W(X)| = |WI(X)|+ |WII(X)| − 1 = r!2r + r22r−1 − 2r.
Els automorfismes corresponents a la conjugacio´ per un element de X±
so´n tots ells automorfismes de Whitehead de tipus II. De manera expl´ıcita,
donat a ∈ X± tenim γa = (X±− a, a). La notacio´ X±− x denota el conjunt
X± sense l’element x. En general, donats A,B ⊆ X±, usarem A + B per
denotar A ∪B si A ∩B = ∅ i A−B per denotar A \B quan es te´ B ⊆ A.
A continuacio´ llistem un conjunt de relacions que compleixen els auto-
morfismes de Whitehead i que es coneixen com les relacions de McCool. La
seva demostracio´ es pot trobar a l’ape`ndix A.
(R1) (A, a)−1 = (A− a+ a, a)
(R2) (A, a)(B, a) = (A ∪B, a) si A ∩B = {a}.
(R3) (B, b)−1(A, a)(B, b) = (A, a) si A ∩B = ∅, a /∈ B i b /∈ A.
(R4) (B, b)−1(A, a)(B, b) = (A+B − b, a) si A ∩B = ∅, a /∈ B i b ∈ A.
(R5) (A, a)(A − a + a, b) = (a → b, b → a)(A − b + b, a) si b ∈ A, b /∈ A i
a 6= b.
(R6) pi−1(A, a)pi = (Api, api) si pi ∈WI(X).
(R7) (A, a) = (X± − a, a)(A, a) = (A, a)(X± − a, a).
(R8) (X± − b, b)(A, a)(X± − b, b) = (A, a) si b, b ∈ A.
(R9) (X± − b, b)(A, a)(X± − b, b) = (A, a) si b 6= a, b ∈ A i b ∈ A.
Una construccio´ que apareix en aquestes relacions i que usarem sovint e´s
la segu¨ent. Donat σ = (A, a) ∈ WII(X), definim σ = (A, a). Observem que
σ tambe´ e´s un automorfisme de Whitehead de tipus II, i tambe´ que per (R1)
no es tracta de l’invers de σ. D’acord amb (R7), tenim la segu¨ent relacio´
entre σ i σ:
σ = γaσ = σγa.
En particular, si [w] ∈ [F ] e´s una paraula c´ıclica es compleix que |[w]σ| =
|[w]σ|.
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Observacio´ 2.1. Els automorfismes de Whitehead W(X) satisfan la propi-
etat (ii) de la seccio´ 1.2.2 con a conjunt de generadors de Aut(F ). Com hem
vist, el conjunt W(X) e´s finit, WI(X) e´s tancat per inversos per definicio´ i
WII(X) e´s tancat per inversos per (R1).
2.2 El graf de Whitehead
Com ja hem comentat, el me`tode que usarem per resoldre els diversos proble-
mes d’equivale`ncia orbital plantejats consisteix en buscar, per cadascun dels
elements, un representant orbital de longitud mı´nima i comprovar despre´s si
els dos representants pertanyen a la mateixa o`rbita. Per tal de seguir aquest
camı´ sera` necessari controlar com es comporta la longitud a dins de l’o`rbita
quan apliquem diferents automorfismes de Whitehead. En aquesta seccio´
presentarem el graf de Whitehead que permet controlar aquesta longitud per
paraules c´ıcliques.
Donada una paraula c´ıclica [w] ∈ [F ] amb un representant w ∈ F
c´ıclicament redu¨ıt, definim el seu graf de Whitehead W[w] = (V,E, c) de
la segu¨ent manera. Com a graf no dirigit subjacent, prenem el graf complet
amb 2r ve`rtexs identificant el conjunt de ve`rtexs V amb X±. Aleshores, per
cadascuna de les arestes {x, y} ∈ E, definim la seva capacitat c({x, y}) com
el total d’aparicions de les subparaules xy i yx en w de manera c´ıclica.
El graf de Whitehead d’una paraula c´ıclica [w] s’utilitzara` per controlar
la influe`ncia d’un automorfisme de Whitehead de tipus II en la longitud de
la paraula.
Proposicio´ 2.2. Sigui [w] ∈ [F ] i σ = (A, a) ∈WII(X). Si W e´s el graf de
Whitehead de [w], aleshores es te´
|[w]σ| − |[w]| = capW(A)− degW(a).
Demostracio´. Per comenc¸ar, veurem que la difere`ncia de longitud entre [w] i
[w]σ e´s deguda u´nicament a la difere`ncia entre el nombre d’aparicions de a i
a a les dues paraules c´ıcliques. Per fer-ho, prenem la paraula c´ıclicament re-
du¨ıda w i denotem per w′ la paraula que s’obte´ de substituir cada s´ımbol x de
w per xσ, sense redu¨ır. A me´s, prenem w′′ el resultat de reduir c´ıclicament to-
tes les subparaules de w′ de la forma aa i aa. Veurem que w′′ ja e´s c´ıclicament
redu¨ıda. Observem que en passar de w a w′ la lletra a nome´s apareixera` a
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l’esquerra d’un lletra de w′, i la lletra a nome´s apreixera` a la dreta d’una
lletra de w′. En consequ¨e`ncia, w′ pot contenir subparaules de la forma aa,
pero` no de la forma aa. Ara suposem que tenim la subparaula aa en w′. Si
aquesta prove´ d’una subparaula xy de w, aleshores tindrem xaay en w′ i xy
en w′′ altre cop. Si per contra, alguna de les dues lletres de aa ja era present
en w, per exemple a, aleshores teniem xay en w. Observem que aixo` implica
x, y 6= a. Per tant, en w′ tindrem xaaay o xaay, i en w′′ tindrem xay o xy,
respectivament. A me´s, en el segon cas, x /∈ A i y ∈ A d’on deduim x 6= y.
Per tant, w′′ e´s redu¨ıda.
Ara podem calcular la difere`ncia de longituds com
|[w]σ| − |[w]| = n1 − n2,
on n1 e´s el nombre de a i a que apareixen noves en w
′ i no desapareixen en
reduir c´ıclicament, i n2 e´s el nombre de a i a presents en w que desapareixen en
reduir c´ıclicament. Recordem que si {x, y} ∈ E e´s una aresta deW , aleshores
c({x, y}) e´s la quantitat de vegades que apareixen en w les subparaules xy i
yx de manera c´ıclica.
Per una banda, si a apareix a w′ e´s que prove´ de la imatge per σ de
x ∈ A \ {a}. A me´s, si no desapareix al reduir e´s que inicialment en w tenim
xy amb y ∈ A i per tant en w′ tenim xay. En canvi, si a apareix a w′ e´s que
prove´ de la imatge per σ de y amb y ∈ A \ a. Si aquesta a no desapareix al
reduir e´s que a w tenim xy amb x ∈ A. Aix´ı doncs, tenim
n1 = |{subparaules xy de [w] amb x ∈ A \ {a} i y ∈ A}|





Per altra banda, si una ocurre`ncia de a esta` present a w i en w′′ ha
desaparegut e´s que a w tenim ax amb x ∈ A \ {a}. En canvi, si tenim una
ocurre`ncia de a en w que desapareix en w′′, aleshores e´s que tenim xa en w
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amb x ∈ A \ {a}. Per tant tenim
n2 = |{subparaules ax de [w] amb x ∈ A \ {a}}|






E(A,A) = E(A \ {a}, A) ∪ E({a}, A),
E({a}, X± \ {a}) = E({a}, A \ {a}) ∪ E({a}, A),
on les dues unions so´n disjuntes, aleshores tenim























c(e) = capW(A)− degW(a).
Observacio´ 2.3. De la demostacio´ anterior es despre`n que si tenim x ∈
X± \ {a, a}, aleshores la quantitat d’ocurre`ncies de x en [w] i [w]σ amb
σ = (A, a) e´s la mateixa. A me´s, com que la quantitat total d’ocurre`ncies de
x i x en [w] e´s igual a degW[w](x) = degW[w](x), aquests graus es mantenen
constants quan apliquem σ a [w].
Exemple 2.4. Considerem la paraula c´ıclicament redu¨ıda w = baababccaabaa
de F ({a, b, c}) i la paraula c´ıclica que representa, [w]. A la figura 2.1 podem
veure el graf de Whitehead W[w]. Observem que a W[w] tenim deg(a) =
deg(a) = 7, que so´n el nombre total d’ocurre`ncies de a o´ a en w. A me´s,
el conjunt de ve`rtexs {a, b, c, c} te´ capacitat cap({a, b, c, c}) = 5. Ara pre-
nem l’automorfisme de Whitehead de tipus II donat per σ = ({a, b, c, c}, a).
Aleshores podem calcular wσ i obtenim
wσ = abaaabaabacaacaaabaaa = ababbaccaba
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Com que wσ ja e´s c´ıclicament redu¨ıda, aleshores tenim













Figura 2.1: El graf de Whitehead de w = baababccaabaa
2.3 Lemes te`cnics
Lema 2.5. Siguin σ = (A, a) i τ = (B, b) dos automorfismes de Whitehead
de tipus II tals que A ∩ B = ∅ i a /∈ B. Aleshores, per a qualsevol paraula
c´ıclica [w] es compleix que |[w]στ | − |[w]σ| = |[w]τ | − |[w]|.
Demostracio´. SiguinW iW ′ els grafs de Whitehead de les paraules c´ıcliques
[w] i [w′] = [w]σ respectivament. Aleshores, per la proposicio´ 2.2, tenim que
|[w]τ | − |[w]| = capW(B)− degW(b),
|[w]στ | − |[w]σ| = capW ′(B)− degW ′(b).
Observem que per les hipo`tesis del lema tenim b 6= a, a. Per tant, per l’obser-
vacio´ 2.3 els dos graus dels termes de la dreta so´n iguals, degW(b) = degW ′(b)
doncs aplicar σ a [w] nome´s altera el nombre d’aparicions dels s´ımbols a i a
en [w]. Aix´ı doncs, si veiem que capW(B) = capW ′(B) haurem acabat.








Com que per hipo`tesi tenim a, a /∈ B, aleshores el grau de qualsevol ve`rtex
x ∈ B e´s el mateix en W i W ′.
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Ara, sigui e = {x, y} una aresta de W amb e ⊆ B. Aleshores, cW(e) e´s
el nombre d’aparicions en [w] de xy i yx. Com que tenim x, y ∈ B ⊆ A, en
aplicar σ = (A, a) a [w] aquests segments es mantenen ja que ni x ni y es
multipliquen per a a la dreta, ni x ni y es multipliquen per a a l’esquerra.
Aix´ı doncs, tenim cW(e) ≤ cW ′(e).
De la mateixa manera, com que σ−1 = (A− a+ a, a), aplicant el mateix
argument a [w′] quan li apliquem σ−1 obtenim cW ′(e) ≤ cW(e) per a qualsevol
aresta de W ′ continguda en B.
Per tant, per a qualsevol aresta e tal que e ⊆ B tenim cW(e) = cW ′(e) i
hem acabat.
Lema 2.6. Siguin G = (V,E, c) un graf capacitiu complet amb |V | = 4, F =
{F0, F1, F2} una particio´ de E en conjunts d’arestes disjuntes i p1, p2 ∈ R+





c(e)− p1 − p2 < 0.
Aleshores, per a qualsevol aplicacio´ f : F1 ∪ F2 −→ V que satisfaci f(e) ∈ e,
existeixen α ∈ {1, 2} i e ∈ Fα de manera que
deg(f(e))− pα < 0.
Demostracio´. Conve´ remarcar que en aquest lema el graf subjacent (V,E)
no e´s un graf abstracte, sino´ simplement el graf complet de 4 ve`rtexs K4.
Vegeu la figura 2.2. Com que el graf te´ 6 arestes, 4 ve`rtexs i cada parella
d’arestes que conformen un dels Fi e´s disjunta, aleshores |Fi| = 2. Aix´ı,
|F1 ∪ F2| = |V | = 4 i distingim dos casos segons si l’aplicacio´ f e´s o no
bijectiva. Suposem, en primer lloc, que f e´s bijectiva. Per a cada ve`rtex
v ∈ V podem definir l’´ındex α(v) ∈ {1, 2} de manera que f−1(v) ∈ Fα(v).








Si S e´s negatiu, aleshores algun dels sumands ha de ser negatiu, diguem
deg(v) − pα(v) < 0. Prenent α = α(v) i e = f−1(v) haurem acabat. Vegem
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doncs que S < 0. Per la bijectivitat de f tenim∑
v∈V
pα(v) = 2p1 + 2p2,










c(e)− p1 − p2
)
.
Si ara hi sumem i restem la quantitat 2
∑
e∈F0 c(e) i reagrupem els termes de











Aix´ı doncs, tenim S < 0 ja que el primer terme e´s negatiu per hipo`tesi i el
segon e´s menor o igual que zero perque` c(e) ≥ 0 per a tot e ∈ E.
Suposem ara que f no e´s bijectiva i prenguem v ∈ V \ Im f . Aleshores,
per tot i ∈ {0, 1, 2}, existeixen arestes ei ∈ Fi tals que v ∈ ei. Considerem la
suma
S = (deg(f(e1))− p1) + (deg(f(e2))− p2) .
Igual que en el cas anterior, si veiem que S < 0 llavors algun dels sumands
e´s negatiu i hem acabat. Observem que tenim














c(e)− p1 − p2
− 2c(e0) < 0,
tal com vol´ıem.
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Lema 2.7. Siguin σ = (A, a), τ = (B, b) ∈ WII(X) amb A ∩ B 6= ∅,
A * B, B * A i [w] ∈ [F ] de manera que |[w]σ| ≤ |[w]| i |[w]τ | ≤ |[w]|
amb almenys una de les dues desigualtats estrictes. Aleshores, existeixen un
conjunt C ∈ {A ∩B,A ∩B,A ∩B,A ∪B} i una lletra c ∈ C ∩ {a, a, b, b}
de manera que per a θ = (C, c) ∈WII(X) es te´ |[w]θ| < |[w]|.
Demostracio´. En primer lloc, si tenim A ∩ B = ∅, aleshores ampliem X
afegint un nou generador z de manera que tinguem A∩B = {z, z}. Observem
que σ i τ deixen z invariant i que z no apareix en [w] ni en les seves imatges
per σ i τ . Siguin W el graf de Whitehead de [w] i WP el seu conglomerat
respecte la particio´ P = {A ∩B,A ∩B,A ∩B,A ∩B} de X± en conjunts
disjunts no buits. El graf subjacent de WP apareix a la figura 2.2. Ara
prenem la segu¨ent particio´ de E(WP) en conjunts d’arestes disjuntes
F0 = {{vA∩B, vA∩B} , {vA∩B, vA∩B}} ,
F1 = {ea, ea} ,
F2 = {eb, eb} ,
on hem usat les definicions segu¨ents
ea = {vA∩B, vA∩B} , ea= {vA∩B, vA∩B} ,
eb = {vA∩B, vA∩B} , eb= {vA∩B, vA∩B} .
Agafant p1 = degW(a) i p2 = degW(b) veurem que WP compleix les hipo`tesis
del lema 2.6. D’entrada, per hipo`tesi tenim que
|[w]σ| − |[w]|+ |[w]τ | − |[w]| < 0.
Per la proposicio´ 2.2, aixo` e´s equivalent a
capW(A)− degW(a) + capW(B)− degW(b) < 0.
















Figura 2.2: Graf subjacent K4 de la demostracio´ del lema 2.7
Per tant, podem aplicar el lema 2.6 a la funcio´ f : F1∪F2 → V (WP) definida
per f(ex) = P ∈ P de manera que x ∈ P . Aix´ı doncs, existeixen α ∈ {1, 2}
i ec ∈ Fα de manera que
degWP (f(ec))− pα < 0.
Si f(ec) = vC , aixo` implica que tenim
capW(C)− degW(c) < 0,
i per tant θ = (C, c) ∈ WII(X) e´s l’automorfisme que vol´ıem, llevat del cas
en el qual tenim C = A ∩ B. En aquest u´ltim cas prendrem l’automorfisme
θ = (C, c) = (A ∪ B, c). Observem que per (R7) tenim |[w]θ| = |[w]θγc| =
|[w] θ| < |[w]| tal com volem.
2.4 El lema de reduccio´ de pics
Lema 2.8. Siguin [w] ∈ [F ] una paraula c´ıclica i σ, τ ∈ W(X) amb [u] =
[w]σ i [v] = [w]τ de manera que |[u]| ≤ |[w]| i |[v]| ≤ |[w]| amb almenys una
de les desigualtats estricte. Aleshores existeixen k ≥ 1 i ρ1, . . . , ρk ∈ W(X)
satisfent
(a) σ−1τ = ρ1 · · · ρk
(b) |[u]ρ1 · · · ρi| < |[w]| per a 0 < i < k
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(c) Si x ∈ X e´s invariant per σ i τ , aleshores tambe´ ho e´s per ρi amb
1 ≤ i ≤ k.
Observacio´ 2.9. En la demostracio´ del lema 2.8 podem intercanviar σ i τ .
Efectivament, si tenim τ−1σ = ρ1 · · · ρk amb ρi ∈W(X) per a tot 1 ≤ i ≤ k
i |[v]ρ1 · · · ρi| < |[w]| per a tot 0 < i < k, aleshores σ−1τ = ρ−1k · · · ρ−11 i es
compleix∣∣[u]ρ−1k · · · ρ−1i+1∣∣ = ∣∣[v]ρ1 · · · ρkρ−1k · · · ρ−1i+1∣∣ = |[v]ρ1 · · · ρi| < |[w]| ,
per a tot 0 < i < k.
Observacio´ 2.10. Les hipo`tesis del lema 2.8 sobre la longitud de les paraules
c´ıcliques [w], [u] i [v] impliquen que
|[u]|+ |[v]| < 2|[w]|.
Demostracio´ del lema 2.8. En primer lloc considerem el cas en que` un dels
automorfismes de Whitehead e´s de tipus I. Per l’observacio´ 2.9 podem suposar
que es tracta de τ . Observem que aleshores hem de tenir σ ∈WII(X) doncs
altrament tindr´ıem |[w]σ| = |[w]τ | = |[w]| en contradiccio´ amb les hipo`tesis
del lema. Aix´ı doncs, prenem k = 2, ρ1 = τ i ρ2 = τ
−1σ−1τ . O`bviament
tenim ρ1 ∈ WI(X) i a me´s ρ2 ∈ WII(X) per (R6). Els punts (a) i (c) es
compleixen de manera trivial. Pel que fa a (b), com que |[v]| = |[w]τ | = |[w]|
aleshores hem de tenir |[u]ρ1| = |[u]| < |[w]|.
D’aqu´ı en endavant ja podem suposar que σ, τ ∈ WII(X), i per tant
denotarem σ = (A, a) i τ = (B, b). Aqu´ı, aplicant, si cal, l’observacio´ 2.9 i
la reduccio´ que presentem a continuacio´, podem suposar que ens trobem en
una de les dues situacions segu¨ents.
(I) A ∩B = ∅,
(II) A ⊆ B,
Abans de res, veurem que si tenim A∩B 6= ∅, A * B i B * A, aleshores
ho podem reduir a una situacio´ de tipus (I) o (II). Observem que ens trobem
en les hipo`tesis del lema 2.7 i per tant existeixen
C ∈ {A ∩B,A ∩B,A ∩B,A ∪B} i c ∈ C ∩ {a, a, b, b}
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de manera que θ = (C, c) ∈ WII(X) satisfa` |[w]θ| < |[w]|. En cada cas,
intercanviat σ per τ si e´s necessari, podem suposar c ∈ {a, a}. Aixo` ens
deixa amb les segu¨ents possibilitats per a θ,
θ ∈ {(A ∩B, a), (A ∩B, a), (A ∩B, a), (A ∪B, a)} .
Observem que per a cadascuna d’aquestes possibilitats, la relacio´ entre θ i τ
e´s de la forma (I) o (II). A me´s, si x ∈ X e´s invariant per σ i τ , llavors tenim
x, x ∈ A ∩ B i per tant x tambe´ e´s invariant per cadascun dels possibles
θ. Aix´ı doncs, quan ens trobem en aquesta situacio´, prendrem ρ1 = σ
−1θ i














Els segu¨ents ca`lculs demostren, usant les relacions (R1) i (R2), com en ca-
dascun dels casos tenim ρ1 ∈WII(X).
Si θ = (A ∩B, a), aleshores
σ−1θ =
(R1)
(A− a+ a, a)(A ∩B, a) =
(R2)
(A ∩B + a, a)(A ∩B − a+ a, a)(A ∩B, a)
=
(R1)
(A ∩B + a, a)
Si θ = (A ∩B, a), aleshores
σ−1θ =
(R1)
(A− a+ a, a)(A ∩B, a) =
(R2)
(A ∩B + a, a)(A ∩B − a+ a, a)(A ∩B, a)
=
(R1)
(A ∩B + a, a)
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Si θ = (A ∩B, a), aleshores
σ−1θ =
(R1)
(A− a+ a, a)(A ∩B, a) =
(R2)
(A ∪B − a, a)
Si θ = (A ∪B, a), aleshores
σ−1θ =
(R1)
(A− a+ a, a)(A ∪B, a) =
(R2)
(A− a+ a, a)(A, a)(A ∩B + a, a)
=
(R1)
(A ∩B + a, a)
Ara considerarem les situacions (I) i (II) amb cinc casos cadascuna tal i
com es mostra a la taula segu¨ent.
1 2 3 4 5
(I) b = a a ∈ B a ∈ B a ∈ B a ∈ B
b ∈ A b ∈ A b ∈ A b ∈ A
(II) b = a a ∈ B a ∈ B a ∈ B a ∈ B
b ∈ A b ∈ A b ∈ A b ∈ A
Els casos s’han enumerat de manera que si σ i τ es troben en un cas de la
forma (II.i), aleshores σ i τ es troben en els cas (I.i). Usarem aquest fet i la
relacio´ (R7) que do´na τ = τγb per resoldre el cas (II.i) a partir del cas (I.i).
(I.1) Prenem k = 1 i ρ1 = σ
−1τ = (A + B − a, a) per (R2). Les propietats
(a) i (c) es compleixen per construccio´ i (b) es compleix va`cuament.
(II.1) Prenem k = 1 i ρ1 = σ
−1τ = (A∩B+ a, a)(A∩B− a+ a, a)(B, a) =
(A ∩B + a, a) per (R2) i (R1).
(I.2) En aquest cas podem prendre k = 2, ρ1 = τ i ρ2 = σ
−1 ja que per (R3)
tenim σ−1τ = τσ−1. Per tant (a) i (c) es compleixen. Per verificar (b) veiem
que estem en les hipo`tesis del lema 2.5 i per tant
|[u]ρ1| = |[w]στ | = |[u]|+ |[v]| − |[w]| < |[w]|,
on la u´ltima desigualtat prove´ de l’observacio´ 2.10.
(II.2) Tambe´ prenem k = 2, ρ1 = τ i ρ2 = σ
−1. Aleshores, usant (R7), el cas
anterior, (R8) i (R7) altre cop tenim σ−1τ = σ−1τγb = τσ−1γb = τγbσ−1 =
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τσ−1. La propietat (b) es compleix perque` |[u]τ | = |[u]τ | < |[w]| per (I.2),
(a) i (c) es compleixen per construccio´.
(I.3) Aqu´ı prendrem k = 2 amb ρ1 = τ i ρ2 = τ
−1σ−1τ = (A+B−b−a+a, a)
per (R4). O`bviament, (a) i (c) es verifiquen per construccio´, i (b) e´s altre
cop consequ¨e`ncia del lema 2.5.
(II.3) Tambe´ prenem k = 2, ρ1 = τ i ρ2 = τ
−1σ−1τ . Emprant (R7), el cas
anterior i (R9) tenim que τ−1σ−1τ = γbτ
−1σ−1τγb = γb(A + B − b − a +
a, a)γb = (A∩B+ b+a−a, a). Les propietats (a) i (c) es segueixen complint
per construccio´, i (b) perque` |[u]τ | = |[u]τ | < |[w]| per (I.3).
(I.4) Prenem k = 2, ρ1 = σ
−1τσ i ρ2 = σ−1. Llavors, per (R4) tenim
ρ1 = σ
−1τσ = (A + B − a, b). A me´s, pel lema 2.5 i l’observacio´ 2.10 tenim
|[u]ρ1| = |[w]τσ| = |[u]|+ |[v]| − |[w]| < |[w]| i per tant es compleix (b).
(II.4) Aqu´ı tambe´ prenenm k = 2, ρ1 = σ
−1τσ i ρ2 = σ−1. Aleshores,
usant (R7), (R8), el cas anterior i (R7) altre cop, veiem que ρ1 = σ
−1τσ =
σ−1τγbσ = σ−1τσγb = (A+B− a, b)γb = (A∩B+ a, b). A me´s hem vist que
ρ1 = σ
−1τσγb i per tant, pel cas anterior, tenim que |[u]ρ1| = |[u]σ−1τσγb| =
|[u]σ−1τσ| < |[w]|, e´s a dir, es compleix (b).
En els casos de tipus 5 caldra` distingir dos subcasos diferents. Observem que
per hipo`tesis, en la situacio´ (I.5) podem definir els segu¨ents automorfismes
de Whitehead de tipus II: σ′ = (A, b) i τ ′ = (B, a). A me´s, aplicant la
proposicio´ 2.2 i l’observacio´ 2.10 veiem que
|[w]σ′| − |[w]|+ |[w]τ ′| − |[w]| = cap(A)− deg(b) + cap(B)− deg(a) =
cap(A)− deg(a) + cap(B)− deg(b) = |[w]σ| − |[w]|+ |[w]τ | − |[w]| < 0.
Per tant, o be´ |[w]σ′| < |[w]|, o be´ |[w]τ ′| < |[w]|.
(I.5.1) Suposem que tenim |[w]τ ′| < |[w]|. Aleshores prenem k = 3 amb
ρ1 = σ
−1τ ′ = (A + B − a, a) per (R2), ρ2 = (a → b, b → a) i ρ3 = (B + a−
a− b+ b, a) de manera que tenim ρ2ρ3 = τ ′−1τ per (R5). Aix´ı veiem que (a),
(b) i (c) es compleixen.
(I.5.2) Ara suposem que |[w]σ′| < |[w]|. Llavors prenem k = 3, ρ1 = (A −
a + a, b), ρ2 = (a → b, b → a) i ρ3 = (A + B − b, b). Observem que per
simetria amb el cas anterior tenim τ−1σ = (A+B − b, b)(a→ b, b→ a)(A+
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b− b− a + a, b) i per tant per (R1) es compleix que σ−1τ = ρ1ρ2ρ3. A me´s,
(b) es compleix pel mateix argument que l’emprat en l’observacio´ 2.9.
Usant el mateix argument que en la situacio´ (I.5) i el fet que en el graf de
Whitehead de [w] es te´ cap(B) = cap(B), llavors en la situacio´ (II.5), o be´
|[w](A, b)| < |[w]|, o be´ |[w](B, a)| < |[w]|.
(II.5.1) Suposem que es te´ |[w](B, a)| < |[w]|. Llavors podem prendre k = 3,
ρ1 = (A ∩B + a, a), ρ2 = (a→ b, b→ a) i ρ3 = (B − a+ a− b+ b, a) ja que
ρ1ρ2ρ3 = (A ∩B + a, a)ρ2(B − a+ a− b+ b, a)
=
(R7)
(A+B − a, a)γaρ2(B − a+ a− b+ b, a)
=
(R9)
(A+B − a, a)γaρ2γb(B + a− a+ b− b, a)γb
=
(R6)
(A+B − a, a)ρ2γbρ−12 ρ2γb(B + a− a+ b− b, a)γb






A me´s, com que ρ1 = σ
−1(B, a) per (R1) i (R2), llavors |[u]ρ1| = |[w](B, a)| < |[w]|
i per tant es satisfa` (b).
(II.5.2) Ara podem suposar que |[w](A, b)| < |[w]|. En aquest cas prenem
k = 3, ρ1 = (A−a+a, b), ρ2 = (a→ b, b→ a) i ρ3 = (A∩B+ b, b). Aplicant
(R7) i el cas (I.5.2) tenim
ρ1ρ2ρ3 = (A− a+ a, b)(a→ b, b→ a)(A ∩B + b, b)
=
(R7)






Ara observem que aplicant primer (R5) i despre´s (R6) tenim
σρ1 = (A, a)(A−a+a, b) = (a→ b, b→ a)(A−b+b, a) = (A, b)(a→ b, b→ a).
Per tant, es satisfa` (b) ja que |[u]ρ1| = |[w]σρ1| = |[w](A, b)ρ−12 | = |[w](A, b)| <
|[w]|.
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Observacio´ 2.11. Totes les asseveracions respecte la longitud de les paraules
c´ıcliques que apareixen en la demostracio´ so´n consequ¨e`ncia de les hipo`tesis,
de la proposicio´ 2.2 i dels lemes 2.5 i 2.7. Per tant, qualsevol conjunt objectes
en el qual hi hagui una accio´ de Aut(F ) satisfent aquestes propietats respecte
els automorfismes de W(X) tambe´ tindra` la propietat de reduccio´ de pics.
De fet, conve´ notar que, en realitat, del lema 2.5 nome´s e´s necessa`ria la
desigualtat |[w]στ | − |[w]σ| ≤ |[w] τ | − |[w]|.
Observacio´ 2.12. Tots els ca`lculs referents als automorfismes que apareixen
en la demostracio´ so´n consequ¨e`ncia de les relacions de McCool (R1) – (R9)
i per tant la relacio´ σ−1τ = ρ1 · · · ρk e´s consequ¨e`ncia d’aquestes relacions. A
me´s, si posem X = Y ∪ Z on Y i Z so´n conjunts disjunts i Z esta` format
nome´s per s´ımbols invariants per σ i τ , aleshores tots els ca`lculs que apareixen
a la demostracio´ es poden dur a terme a Aut(F ′) amb F ′ = F (Y ), i so´n
consequ¨e`ncia de les respectives relacions entre els automorfismes de W(Y ).
2.5 Solucio´ del primer problema de Whitehe-
ad
A continuacio´ donarem la solucio´ de les quatres variants del primer problema
de Whitehead utilitzant la te`cnica de reduccio´ de pics. Els tres primers
problemes que presentem ja van ser resolts pel mateix Whitehead a [Whi36].
La u´ltima variant en canvi, va ser resolta per primer cop a [McC74]. Aixo` e´s
degut a que` aquesta solucio´ passa per l’apartat (c) del lema 2.8, la primera
demostracio´ del qual va ser donada per McCool.
2.5.1 Paraules c´ıcliques
El primer problema de Whitehead original e´s EO([F ], Out(F )). Els resultats
que hem demostrat en aquest cap´ıtol ens permeten aplicar el teorema 1.11
per veure que aquest problema e´s resoluble. A me´s, per resoldre’l podem
emprar l’algorisme donat en la demostracio´ d’aquest teorema.
En primer lloc, conve´ fer una puntualitzacio´ te`cnica i observar que el
problema EO([F ], Out(F )) e´s equivalent al problema EO([F ], Aut(F )). Si
tenim [w], [w′] ∈ [F ] i α ∈ Aut(F ), aleshores [w]α = [w′] si i nome´s si
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[w]αInn(F ) = [w′]. Per tant, el problema que resoldrem en realitat e´s
EO([F ], Aut(F )) ja que estem treballant amb els automorfismes de Whitehe-
ad que so´n un conjunt de generadors per a Aut(F ).
Ara cal veure que es compleixen les condicions (i), (ii) i (iii) de la sec-
cio´ 1.2.2.
(i) E´s evident que donat l ∈ N nome´s existeix una quantitat finita de pa-
raules c´ıcliques en [F ] amb longitud l. A me´s, e´s possible enumerar-les
de manera efectiva. Per exemple, llistant totes les paraules de longitud
l sobre X±, descartant totes les que no siguin redu¨ıdes i c´ıclicament
redu¨ıdes i agrupant les restants en paraules c´ıcliques.
(ii) Aixo` e´s l’observacio´ 2.1.
(iii) El lema 2.8 prova que l’accio´ dels automorfismes de Whitehead sobre
[F ] compleix la propietat de reduccio´ de pics.
Per tant, en virtud del teorema 1.11, el problema EO([F ], Aut(F )) e´s
resoluble.
2.5.2 Paraules
La primera variacio´ que presentem sobre el primer problema de Whitehead
consisteix en prendre paraules de F enlloc de paraules c´ıcliques. E´s a dir, el
problema EO(F,Aut(F )). A continuacio´ veurem que aquest problema es re-
dueix a l’anterior i per tant podem usar l’algorisme que resol EO([F ], Aut(F ))
per resoldre tambe´ aquest problema.
Suposem que tenim w1, w2 ∈ F donades i volem decidir si pertanyen a la
mateixa o`rbita respecte l’accio´ de Aut(F ) sobre F . En primer lloc redu¨ım
c´ıclicament les paraules w1 i w2 per obtenir dues paraules c´ıclicament redu¨ıdes
w′1 i w
′
2 amb w1γu1 = w
′
1, w2γu2 = w
′
2, per a unes certes paraules u1, u2 ∈ F .
Observem que tindrem |w′1| ≤ |w1| i |w′2| ≤ |w2|.
Ara preguntem a l’algorisme de Whitehead per a EO([F ], Aut(F )) si [w′1]
i [w′2] pertanyen a la mateixa o`rbita. i mirem que` passa en cadascun dels
casos.
En cas que l’algorisme retorni SI´, significa que existeix α ∈ Aut(F ) tal
que [w′2] = [w
′
1]α i per tant, per algun u ∈ F tenim w′2 = w′1αγu. Aix´ı doncs,
tenim w2 = w1β amb β = γu1αγuγu2 i podem retornar SI´.
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En cas que l’algorisme retorni NO, significa que no existeix cap automor-
fisme de F que envi¨ı [w′1] a [w
′
2]. Per tant, no pot existir cap automorfisme
de F que envi¨ı w1 a w2, doncs si exist´ıs α ∈ Aut(F ) tal que w2 = w1α ,






2] estarien a la mateixa o`rbita
contradient la resposta de l’algorisme que decideix EO([F ], Aut(F )). Aix´ı
doncs, retornem NO.
Per tant, hem vist que el problema EO(F,Aut(F )) e´s resoluble reduint-lo
a EO([F ], Aut(F )).
2.5.3 Tuples de paraules c´ıcliques
La segu¨ent variacio´ sobre el primer problema de Whitehead que presentem
aqu´ı consisteix en prendre tuples de paraules c´ıcliques. Per resoldre el pro-
blema EO([F ]n, Aut(F )) usarem l’observacio´ 2.11 per provar que les tuples
de [F ]n amb els automorfismes de Whitehead W(X) satisfan la propietat de
reduccio´ de pics amb la longitud donada per |[w]| = |[w1]| + · · · + |[wn]|, on
[w] = ([w1], . . . , [wn]) ∈ [F ]n.
En primer lloc, donada [w] = ([w1], . . . , [wn]) ∈ [F ]n, definim el graf de
Whitehead de la tupla [w] com el graf capacitiu que s’obte´ de sumar els grafs
de Whitehead de les paraules c´ıcliques [w1], . . . , [wn]:
W[w] =W[w1] + · · ·W[wn].
Amb aquesta construccio´ podem demostrar els tres resultats segu¨ents, que
so´n els ana`legs de la proposicio´ 2.2 i els lemes 2.5 i 2.7 per a tuples de paraules
c´ıcliques.
Proposicio´ 2.13. Sigui [w] ∈ [F ]n i σ = (A, a) ∈WII(X). Si W e´s el graf
de Whitehead de [w], aleshores es te´
|[w]σ| − |[w]| = capW(A)− degW(a).
Demostracio´. Posem [w] = ([w1], . . . , [wn]) i denotem perWi el graf de Whi-
tehead de [wi] per 1 ≤ i ≤ n. Aleshores, per les propietats del graf suma i la
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proposicio´ 2.2, tenim
|[w]σ| − |[w]| = |[w1]σ| − |[w1]|+ · · ·+ |[wn]σ| − |[wn]|
= capW1(A)− degW1(a) + · · ·+ capWn(A)− degWn(a)
= capW(A)− degW(a)
Lema 2.14. Siguin σ = (A, a) i τ = (B, b) dos automorfismes de Whitehead
de tipus II tals que A ∩ B = ∅ i a /∈ B. Aleshores, per a qualsevol tupla de
paraules c´ıcliques [w] ∈ [F ]n es compleix que |[w]στ |−|[w]σ| = |[w]τ |−|[w]|.
Demostracio´. Si posem [w] = ([w1], . . . , [wn]) i apliquem el lema 2.5 tenim
|[w]στ | − |[w]σ| = |[w1]στ | − |[w1]σ|+ · · ·+ |[wn]στ | − |[wn]σ|
= |[w1]τ | − |[w1]|+ · · ·+ |[wn]τ | − |[wn]|
= |[w]τ | − |[w]|.
Lema 2.15. Siguin σ = (A, a), τ = (B, b) ∈ WII(X) amb A ∩ B 6= ∅,
A * B, B * A i [w] ∈ [F ]n de manera que |[w]σ| ≤ |[w]| i |[w]τ | ≤ |[w]|
amb almenys una de les dues desigualtats estrictes. Aleshores, existeixen un
conjunt C ∈ {A ∩B,A ∩B,A ∩B,A ∪B} i una lletra c ∈ C ∩ {a, a, b, b}
de manera que per a θ = (C, c) ∈WII(X) es te´ |[w]θ| < |[w]|.
Demostracio´. Se segueix de la mateixa demostracio´ emprada en el lema 2.7
usant com a W el graf de Whitehead de [w].
Com a consequ¨e`ncia d’aquests tres resultats i l’observacio´ 2.11, podem
usar la mateixa demostracio´ que en el lema 2.8 per demostrar el segu¨ent.
Observem que aixo` e´s factible perque` en la demostracio´ en qu¨estio´ no es fa
cap distincio´ sobre la paraula, nome´s sobre els automorfismes.
Lema 2.16. Siguin [w] ∈ [F ]n una tupla de paraules c´ıcliques i σ, τ ∈W(X)
amb [u] = [w]σ i [v] = [w]τ de manera que |[u]| ≤ |[w]| i |[v]| ≤ |[w]|
amb almenys una de les desigualtats estricte. Aleshores existeixen k ≥ 1 i
ρ1, . . . , ρk ∈W(X) satisfent
(a) σ−1τ = ρ1 · · · ρk
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(b) |[u]ρ1 · · · ρi| < |[w]| per a 0 < i < k
(c) Si x ∈ X e´s invariant per σ i τ , aleshores tambe´ ho e´s per ρi amb
1 ≤ i ≤ k.
Aix´ı doncs, tindrem que [F ]n amb l’accio´ diagonal dels automorfismes de
Whitehead compleix la propietat de reduccio´ de pics. Per tant, de la mateixa
manera que en els problemes anteriors, es compleixen les propietats (i), (ii) i
(iii) i per tant, pel teorema 1.11 el problema EO([F ]n, Aut(F )) e´s resoluble.
2.5.4 Tuples de paraules
Una variacio´ interessant del problema anterior consisteix en prendre tuples
de n paraules de F enlloc d’una sola paraula i considerar les o`rbites respecte
l’accio´ diagonal de Aut(F ) en F n donada per
wα = (w1α, . . . , wnα)
on α e´s un automorfisme de F i w = (w1, . . . , wn) una tupla formada per
n paraules de F . Aquest problema, EO(F n, Aut(F )), el resoldrem emprant
altre cop el teorema 1.11 i l’algorisme de Whitehead.
Per poder aplicar el teorema e´s necessari comprovar que l’accio´ de Aut(F )
sobre F n satisfa` les propietats (i), (ii) i (iii). En primer lloc, prenem la
longitud sobre F n definida de manera que si tenim w = (w1, . . . , wn) ∈ F n
aleshores
|w| = |w1|+ · · ·+ |wn|.
Amb aquesta longitud e´s obvi que els estrats de qualsevol longitud so´n finits
i que donada una longitud l ∈ N podem llistar de manera algor´ısmica totes
les tuples d’aquesta longitud. Per tant es compleix el punt (i). El punt (ii)
e´s directe usant els generadors de Whitehead de Aut(F ) com ja hem vist
a 2.5.1. Finalment, el punt (iii) e´s consequ¨e`ncia del segu¨ent resultat.
Lema 2.17. Siguin u,v,w ∈ F n tres tuples de n paraules de F i σ, τ ∈
W(X) automorfismes de Whitehead tals que u = wσ i v = wτ . Suposem
que tenim |u| ≤ |w| i |v| ≤ |w| amb almenys una de les desigualtat estrictes.
Aleshores existeixen k ≥ 1 i ρ1, . . . , ρk ∈W(X) satisfent
(a) σ−1τ = ρ1 · · · ρk,
(b) |uρ1 · · · ρi| < |w| per a 0 < i < k.
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Demostracio´. Sigui F ′ el grup lliure de rang r + 1 amb base X ′ = X ∪ {z}.
Com que tenim F ⊆ F ′, aleshores ui, vi, wi ∈ F ′ per 1 ≤ i ≤ n i σ, τ ∈
W(X ′) pensant-los com a automorfismes que fixen z. Considerem les segu¨ents
paraules de F ′:
u = u1zu2z · · · zunz v = v1zv2z · · · zvnz w = w1zw2z · · · zwnz
Per hipo`tesi tenim u = wσ, v = wτ . A me´s, com que tenim |u| = |u| + n,
|v| = |v|+n i |w| = |w|+n, es compleix que |u| ≤ |w| i |v| ≤ |w| amb una de
les desigualtats estrictes. Observem que les paraules u, v i w so´n c´ıclicament
redu¨ıdes i apliquem el lema 2.8 a les paraules c´ıcliques [u], [v] i [w]. Per
tant, existeixen k ≥ 1 i ρ1, . . . , ρk ∈ W(X ′) de manera que σ−1τ = ρ1 · · · ρk,
|[u]ρ1 · · · ρi| < |[w]| per a 0 < i < k i a me´s z e´s invariant per ρi amb
1 ≤ i ≤ k. Aix´ı doncs, podem pensar que tenim ρ1, . . . , ρk ∈ W(X) i, per
l’observacio´ 2.12, es segueix complint que σ−1τ = ρ1 · · · ρk. Finalment, tenim
que |uρ1 · · · ρi| = |[u]ρ1 · · · ρi| − n < |[w]| − n = |w| per 0 < i < k.
Aix´ı doncs, hem vist que el problema EO(F n, Aut(F )) e´s resoluble.
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Cap´ıtol 3
El segon problema de
Whitehead
En aquest cap´ıtol resoldrem el segon problema de Whitehead i totes les seves
variants. Per fer-ho emprarem la te`cnica de reduccio´ de pics de la mateixa
manera que en el cap´ıtol 2. A la seccio´ 3.1 donem un procediment per obtenir
la imatge d’un X-graf per un automorfisme de Whitehead. La seccio´ 3.2
la dediquem a presentar l’hipergraf de Whitehead d’un X-graf c´ıclicament
redu¨ıt i les seves propietats. A continuacio´, en la seccio´ 3.3, provem un
conjunt de lemes te`cnics ana`legs als de la seccio´ 2.3. Per acabar, a la seccio´ 3.4
donem les solucions completes pel segon problema de Whitehead i les seves
variants.
3.1 Imatge d’un X-graf per un automorfisme
de Whitehead
Sigui Γ un X-graf c´ıclicament redu¨ıt i σ = (A, a) ∈WII(X) un automorfisme
de Whitehead de tipus II. A continuacio´ descriurem un procediment per
computar la imatge de Γ per σ. Aquest procediment ens permetra` raonar
sobre la transformacio´ soferta per Γ en aplicar-li un automorfisme i sera` usat
me´s endavant en la prova d’alguns resultats.
Recordem que aplicar un automorfisme a un X-graf c´ıclicament redu¨ıt
consisteix en prendre la reduccio´ c´ıclica del graf resultat de substituir ca-
da aresta per un camı´ amb la mateixa orientacio´ etiquetat amb la imatge
per l’automorfisme de l’etiqueta de l’aresta. El proce´s que descriurem repre-
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senta una versio´ particular del proce´s general pel cas d’un automorfisme de
Whitehead de tipus II.
De manera abreviada, tindrem Γσ = cc(red(Γ′)) on Γ′ e´s el graf que resul-
ta de fer una reduccio´ parcial del graf que s’obte´ de substituir les arestes de
Γ per camins etiquetats. Descriurem el proce´s en tres fases que anomenarem





amb Γ′′ = red(Γ′) i Γ′′′ = cc(Γ′′) = Γσ.
(a) En aquesta primera fase obtenim Γ′ a partir de Γ aplicant-li l’automor-
fisme σ i practicant unes determinades reduccions elementals. Per aplicar σ
a Γ cal substituir cada aresta de Γ etiquetada per x per un camı´ etiquetat
per xσ, afegint els ve`rtexs de grau 2 que siguin necessaris. En aquest cas,
el camı´ sera` com a molt de longitud 3, doncs per a tot x ∈ X± tindrem
xσ ∈ {x, xa, ax, axa}. Des del punt de vista d’un ve`rtex v ∈ V , les arestes
e ∈ linkΓ(v) tals que λ(e) ∈ A∪{a} no es modificaran, doncs σ no multiplica
λ(e) per res a la dreta. Aquestes arestes es corresponen amb hlΓ(v)∩(A∪{a}).
Per altra banda, les arestes corresponents a hlΓ(v)∩ (A\{a}) deixaran de ser
incidents a v. L’etiqueta de cadascuna d’aquestes arestes sera` multiplicada a
la dreta per a en aplicar-li σ i per tant donara` lloc a un nou ve`rtex adjacent
a v a trave´s d’una aresta etiquetada per a, i l’aresta original passara` a ser
incident al nou ve`rtex. Aix´ı doncs, per cadascuna d’aquestes arestes tindrem
una aresta etiquetada per a incident a v. El graf Γ′ e´s el resultat d’aplicar
les reduccions elementals necessaries per identificar, per cada v ∈ V amb
hlΓ(v)∩ (A\{a}) 6= ∅, tots els ve`rtexs de nova creacio´ adjacents a v a trave´s
d’una aresta etiquetada per a. Vegeu la figura 3.1. Aixo` donara` lloc en Γ′ a
un nou ve`rtex v∗ per cada ve`rtex v ∈ V tal que hlΓ(v) ∪ (A \ {a}) 6= ∅.
Formalment, si posem Γ = (V,E) i definim les segu¨ents particions de V i E:
V1 = {v ∈ V | hl(v) ∩ (A \ {a}) = ∅} ,
V2 = {v ∈ V | hl(v) ∩ (A \ {a}) 6= ∅} ,
E1 = {e ∈ E | λ(e) ∈ {a, a}} ,
E2 = {e ∈ E | λ(e) /∈ {a, a}} ,
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hlΓ(v) ∩ (A \ {a})









Figura 3.1: Reduccions elementals en la fase (a)
aleshores tindrem Γ′ = (V ′, E ′) amb
V ′ = V ′1 ∪ V ′2 ∪ V ′3 i E ′ = E ′1 ∪ E ′2 ∪ E ′3
a on V ′1 = V1, V
′
2 = V2, V
′
3 = {v∗ | v ∈ V2}, E ′1 = E1, E ′2 esta` definit com la
imatge de E2 per la transformacio´
(u, x, v) 7−→

(u∗, x, v∗) si x, x ∈ A,
(u, x, v∗) si x ∈ A, x /∈ A,
(u∗, x, v) si x /∈ A, x ∈ A,
(u, x, v) si x, x /∈ A,
i finalment
E ′3 = {(v∗, a, v) | v∗ ∈ V3} ∪ {(v, a, v∗) | v∗ ∈ V3} .
Notem que la transformacio´ que envia E2 a E
′
2 esta` ben definida, en el sentit
que l’aresta resultant nome´s involucra u∗ quan es te´ x ∈ A i v∗ quan es te´
x ∈ A, e´s a dir, quan els ve`rtexs u∗ i v∗ existeixen.
(b) En aquesta fase aplicarem la resta de reduccions elementals necessaries
per obtenir Γ′′ = red(Γ′). Per fer-ho veurem que les u´niques reduccions
necessa`ries consisteixen en identificar ve`rtexs v∗ ∈ V ′3 amb ve`rtexs u ∈ V ′1∪V ′2
tals que (u, a, v) ∈ E ′, on v denota el ve`rtex de V2 que en la fase (a) ha
originat v∗. Vegeu la figura 3.2.









Figura 3.2: Reduccions elementals en la fase (b)
llevat d’aquells ve`rtexs v ∈ V ′2 pels quals existeix u ∈ V ′1 ∪ V ′2 i (u, a, v) ∈ E ′.
En primer lloc, si v ∈ V ′1 aleshores linkΓ′(v) esta` en bijeccio´ amb linkΓ(v) i per
tant λ′ e´s injectiva en linkΓ′(v). En segon lloc, si v ∈ V ′2 e´s tal que prove´ de
v ∈ V2 amb a /∈ hlΓ(v), aleshores linkΓ′(v) esta` format per una aresta (v∗, a, v)
i un conjunt d’arestes en bijeccio´ amb el subconjunt de linkΓ(v) corresponent
de hlΓ(v)∩A. Per tant, λ′ e´s injectiva en linkΓ′(v). En tercer lloc, si v∗ ∈ V ′3 ,
aleshores linkΓ′(v∗) esta` format per una aresta (v, a, v∗) i un conjunt d’arestes
en bijeccio´ amb hlΓ(v) ∩ (A \ {a}).
Ara veurem que despre´s d’aplicar les esmentades reduccions elementals, el
graf que s’obte´ e´s redu¨ıt. D’una banda, si v ∈ V ′2 e´s un dels ve`rtexs consi-
derats, la u´nica obstruccio´ a la injectivitat de λ′ en linkΓ′(v) e´s l’existe`ncia
de dues arestes etiquetades per a. En Γ′′ nome´s hi haura` una d’aquestes
arestes i per tant λ′′ e´s injectiva en linkΓ′′(v). Per altra banda, considerem
un ve`rtex wu=v∗ ∈ V ′′ que ha aparegut com a resultat de l’identificacio´ dels
ve`rtexs u i v∗ de Γ′. Com que u ∈ V ′1 ∪ V ′2 i v∗ ∈ V ′3 , aleshores tenim
hlΓ′(u) \ {a} ⊆ (A ∪ {a} \ {a}) i hlΓ′(v∗) \ {a} ⊆ (A \ {a}). La identificacio´
ha convertit les dues arestes etiquetades per a de linkΓ′(u) i linkΓ′(v∗) en una
de sola, i per tant λ′′ e´s injectiva en linkΓ′′(wu=v∗).
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Aixo` ens permet definir la segu¨ent particio´ dels ve`rtexs de Γ′′:
V ′′1 = V
′
1 \ {v ∈ V ′1 | ∃(u, a, v) ∈ linkΓ′(v) amb u ∈ V ′2} ,
V ′′2 = V
′
2 \ {v ∈ V ′2 | ∃(u, a, v) ∈ linkΓ′(v) amb u ∈ V ′2} ,
V ′′3 = V
′
3 \ {v∗ ∈ V ′3 | ∃(u, a, v) ∈ linkΓ′(v) amb u ∈ V ′1 ∪ V ′2} ,
V ′′4 = {wu=v∗ | u ∈ (V ′1 \ V ′′1 ) ∪ (V ′2 \ V ′′2 ), v∗ ∈ V ′3 \ V ′′3 amb (u, a, v) ∈ linkΓ′(v)} .
(c) En l’u´ltima fase aplicarem les podes elementals necessa`ries per obtenir
Γσ = Γ′′′ = cc(Γ′′). Per fer-ho identificarem quines so´n les fulles de Γ′′ i
veurem que la poda d’aquestes fulles ens do´na un graf c´ıclicament redu¨ıt.
Comenc¸arem veient que les u´niques fulles de Γ′′ so´n ve`rtexs v ∈ V ′′2 amb
hlΓ′′(v) = {a}. En primer lloc, si v ∈ V ′′1 aleshores linkΓ′′(v) esta` en bijeccio´
amb linkΓ(v) i per tant v no e´s una fulla. En segon lloc, si v∗ ∈ V ′′3 aleshores
linkΓ′′(v∗) esta` format per una aresta etiquetada per a i un conjunt d’arestes
amb etiquetes en A\{a} que es troba en bijeccio´ amb les arestes corresponents
a hlΓ(v) ∩ (A \ {a}). Per tant v∗ no e´s una fulla. En tercer lloc, wu=v∗ ∈ V ′′4
tampoc e´s una fulla doncs el seu link conte´ una aresta etiquetada per a i les
arestes que provenen del link de v∗. Finalment, resta considerar els ve`rtexs
v ∈ V ′′2 . Per construccio´, tots aquests ve`rtexs tenen a ∈ hlΓ′′(v) provinent de
(u, a, v) ∈ linkΓ′′(v) amb u ∈ V ′′3 ∪V ′′4 . O`bviament, si hlΓ′′(v) = {a}, aleshores
v e´s una fulla, altrament tindrem | linkΓ′′(v)| ≥ 2 i per tant v no sera` una fulla.
Els ve`rtexs pels quals passa aixo` provenen de ve`rtexs v ∈ V2 amb hlΓ(v) ⊆ A,
entre els quals podem distingir dos casos. Si es te´ a /∈ hlΓ(v), aleshores v ∈ V ′2
ja e´s una fulla (vegeu la figura 3.3). Si es te´ a ∈ hlΓ(v), aleshores v ∈ V ′′2
e´s una fulla despre´s de la reduccio´ elemental que identifica les dues arestes
indicents a ell etiquetades per a (vegeu la figura 3.4). Finalment, si v ∈ V ′′2
prove´ d’un ve`rtex v ∈ V2 amb hlΓ(v) ∩ A 6= ∅, aleshores aquestes arestes
estaran en bijeccio´ amb un subconjunt de linkΓ′′(v) i per tant v no sera` una
fulla.
Aix´ı doncs, en aquesta u´ltima fase obtenim la particio´ dels ve`rtexs de Γ′′′






2 \ {v ∈ V ′′2 | hlΓ′′(v) = {a}}, V ′′′3 = V ′′3 i
V ′′′4 = V
′′
4 .
El diagrama de la figura 3.5 representa el proce´s que acabem de descriure.
Les fletxes marcades amb +1 signifiquen que apareixen nous ve`rtexs, i les




















































Figura 3.5: Particions dels conjunts de ve`rtexs en el ca`lcul de Γσ
3.2 L’hipergraf de Whitehead
Donada una classe de conjugacio´ [H] ∈ [S] de subgrups de F i Γ[H] la seva
representacio´ gra`fica, associarem al X-graf c´ıclicament redu¨ıt Γ[H] un hiper-
graf capacitiu que ens permetra` controlar la variacio´ de la mida del graf en
aplicar-hi un automorfisme de Whitehead.
Donat un X-graf c´ıclicament redu¨ıt Γ, definim el seu hipergraf de White-
head W = (V,E, c) de la manera segu¨ent. Com a hipergraf subjacent prenem
l’hipergraf complet de 2r ve`rtexs amb V = X±. Si e ∈ E e´s una hiperaresta
de W definim la seva capacitat com
c(e) = |{v ∈ V (Γ) | hlΓ(v) = e}| .
E´s a dir, com que e e´s un subconjunt de X±, la capacitat c(e) sera` equivalent
al nombre de ve`rtexs de Γ per als quals el conjunt format per les etiquetes de
totes les arestes que hi entren e´s igual a e. Si tenim la representacio´ gra`fica
Γ[H] d’una classe de conjugacio´ de [S], aleshores denotarem per W[H] el seu
hipergraf de Whitehead.
Observem que, en el cas d’un grup c´ıclic generat per una paraula c´ıclicament
59
redu¨ıda w, en el graf Γ[〈w〉] tots els ve`rtexs tenen grau 2 i per tant W[〈w〉] e´s
un graf. De fet, no e´s dif´ıcil comprovar que es te´ W[〈w〉] =W[w].
Proposicio´ 3.1. Sigui Γ un X-graf c´ıclicament redu¨ıt i σ = (A, a) ∈WII(X)
un automorfisme de Whitehead de tipus II. Si W e´s l’hipergraf de Whitehead
de Γ, aleshores tenim
|Γσ| − |Γ| = capW(A)− degW(a).
Demostracio´. Posem Γ = (V, e). Raonarem sobre el procediment descrit a la
seccio´ 3.1 per obtenir Γσ a partir de Γ. En primer lloc observem que tenim
|Γσ| − |Γ| = |Γ′′′| − |Γ| = (|Γ′′′| − |Γ′′|) + (|Γ′′| − |Γ′|) + (|Γ′| − |Γ|) .
Ara calcularem aquestes tres difere`ncies corresponents a cadascuna de les
fases del proce´s descrit. En primer lloc, durant la fase (a) es crea un nou
ve`rtex v∗ per cada ve`rtex v ∈ V2. Per tant,
|Γ′| − |Γ| = |V2| = | {v ∈ V | hlΓ(v) ∩ (A \ {a}) 6= ∅} |.
En segon lloc, en la fase (b) s’apliquen reduccions elementals per identificar
parelles de ve`rtexs de la forma u ∈ V ′1 ∪ V ′2 i v∗ ∈ V ′3 tals que (u, a, v) ∈
linkΓ′(v), on v ∈ V ′2 e´s el ve`rtex que do´na lloc a v∗ en la fase (a). Per tant,
hi ha una d’aquestes identificacions per cada ve`rtex v ∈ V2 amb a ∈ hlΓ(v), i
cadascuna d’aquestes identificacions disminueix en un el nombre de ve`rtexs
en passar de Γ′ a Γ′′. Aix´ı doncs, tenim
|Γ′′| − |Γ′| = −| {v ∈ V2 | a ∈ hlΓ(v)} |.
En tercer lloc, en la fase (c) es poden les fulles de Γ′′. Com ja hem vist,
aquestes provenen dels ve`rtexs v ∈ V2 tals que hlΓ(v) ⊆ A i per tant
|Γ′′′| − |Γ′′| = −| {v ∈ V2 | hlΓ(v) ⊆ A} |.
Usant aquestes tres equacions podem determinar quina e´s la contribucio´
de cada ve`rtex de V i escriure














+1 si v ∈ V2 amb a /∈ hlΓ(v) i hlΓ(v) * A,
−1 si v ∈ V2 amb a ∈ hlΓ(v) i hlΓ(v) ⊆ A,
0 altrament.
Observem que aixo` e´s equivalent a
δ(v) =

+1 si a /∈ hlΓ(v), hlΓ(v) ∩ A 6= ∅ i hlΓ(v) ∩ A 6= ∅ ,





v ∈ V ∣∣ hlΓ(v) ∩ A 6= ∅ i hlΓ(v) ∩ A 6= ∅} |,
degW(a) = | {v ∈ V | a ∈ hlΓ(v)} |,
obtenim el resultat desitjat.
Observacio´ 3.2. Observem que, de la mateixa manera com passava en el
graf de Whitehead, si tenim σ = (A, a) ∈WII(X) i x ∈ X±\{a, a}, per tot Γ
c´ıclicament redu¨ıt, el grau de x en l’hipergraf de Whitehead de Γ i Γσ sera` el
mateix ja que en el proce´s descrite veiem que nome´s es poden i identifiquen
arestes etiquetades per a i a.




el subgrup c´ıclicament redu¨ıt de
F ({a, b, c}) de l’exemple 1.2. L’hipergraf W de la figura 3.6, on totes les
hiperarestes que apareixen tenen capacitat 1, e´s l’hipergraf de Whitehead de
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la classe de conjugacio´ [H] ∈ [S] corresponent al X-graf c´ıclicament redu¨ıt
de la figura 1.2. Denotarem aquest X-graf per Γ[H]. Observem que tenim
|Γ[H]| = 6. A l’exemple 1.3 hem calculat la imatge de Γ[H] per l’automorfisme
α = ({a, b, b, c}, a) ∈WII({a, b, c}). Aix´ı doncs, el graf Γ[H]α e´s precisament
el Γ3 de la figura 1.3 i per tant tenim |Γ[H]α| = 8. Observem que en W tenim
cap({a, b, b, c}) = 5 i deg(a) = 3. Per tant podem comprovar que
|Γ[H]α| − |Γ[H]| = 2 = cap({a, b, b, c})− deg(a).
3.3 Lemes te`cnics
Lema 3.4. Siguin σ = (A, a) un automorfisme de Whitehead de tipus II i
B ⊆ X± un subconjunt tals que A ∩ B = ∅ i a /∈ B. Aleshores, si Γ e´s un
X-graf c´ıclicament redu¨ıt i W, W ′ so´n els hipergrafs de Whitehead de Γ i Γσ
respectivament, es te´ que
capW ′(B) ≤ capW(B).







|{v ∈ V (Γσ)|hlΓσ(v) = e}|
=
∣∣{v ∈ V (Γσ)∣∣hlΓσ(v) ∩B 6= ∅ i hlΓσ(v) ∩B 6= ∅}∣∣ .
Ana`logament, tenim
capW(B) =
∣∣{v ∈ V (Γ)∣∣hlΓ(v) ∩B 6= ∅ i hlΓ(v) ∩B 6= ∅}∣∣ .
Reseguint a l’inversa el proce´s descrit a la seccio´ 3.1 per obtenir Γσ = Γ′′′ =
(V ′′′, E ′′′) a partir de Γ = (V,E), veurem que per cada ve`rtex v′′′ ∈ V ′′′ tal
que hlΓ′′′(v
′′′) ∩B 6= ∅ i hlΓ′′′(v′′′) ∩B 6= ∅, existeix un ve`rtex v ∈ V tal que
hlΓ(v) ∩B 6= ∅ i hlΓ(v) ∩B 6= ∅, i a me´s l’aplicacio´ v′′′ 7→ v e´s injectiva.
En primer lloc, suposem que tenim v′′′ ∈ V ′′′1 complint les hipo`tesis. Pel
diagrama de la figura 3.5 v′′′ prove´ de v ∈ V1 amb hlΓ(v) = hlΓ′′′(v′′′).
En segon lloc, suposem que tenim v′′′ ∈ V ′′′2 . Aleshores v′′′ prove´ d’un
ve`rtex v ∈ V2 i es satisfa` que hlΓ′′′(v′′′) \ {a} ⊆ hlΓ(v). Per tant, com que
a /∈ B, si hlΓ′′′(v′′′)∩B 6= ∅, aleshores hlΓ(v)∩B 6= ∅. Per altra banda, com
que v ∈ V2 tenim hlΓ(v) ∩ (A \ {a}) 6= ∅ i per tant hlΓ(v) ∩ B 6= ∅ ja que
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A ⊆ B.
En tercer lloc, suposem que tenim v′′′ ∈ V ′′′3 . Aquest cas no es pot donar,
doncs es te´ hlΓ′′′(v
′′′) ⊆ A∪{a} i per tant sempre tindrem hlΓ′′′(v′′′)∩B = ∅.
En u´ltim lloc, suposem que tenim v′′′ ∈ V ′′′4 complint les hipo`tesis. Ales-
hores ha de ser v′′′ = wu′=v∗ amb u
′ ∈ V ′1 ∪ V ′2 i v∗ ∈ V ′3 . D’aquesta manera,
la part de hlΓ′′′(v
′′′) corresponent a hlΓ′′′(v′′′) ∩ (A \ {a}) prove´ de hlΓ′(v∗) i
la part corresponent a hlΓ′′′(v
′′′) ∩ (A \ {a}) prove´ de hlΓ′(u′). Per tant, si
hlΓ′′′(v
′′′)∩B 6= ∅, necessa`riament tindrem hlΓ′(u′)∩B 6= ∅. A me´s, tindrem
a ∈ hlΓ′(u′) i per tant hlΓ′(u′) ∩ B 6= ∅. Aix´ı doncs, ha d’existir u ∈ V1 ∪ V2
satisfent les condicions desitjades i per tant podem prendre v = u.
Observem que en cadascun dels casos considerats, ve`rtexs de Γ′′′ dife-
rents provenen de ve`rtexs de Γ diferents i per tant l’aplicacio´ v′′′ 7→ v e´s
injectiva. Aixo` implica, d’acord amb les expressions obtingudes per capW(B)
i capW ′(B), que es satisfa` la desigualtat desitjada.
Lema 3.5. Siguin σ = (A, a) i τ = (B, b) dos automorfismes de Whitehead
de tipus II tals que A ∩ B = ∅ i a /∈ B. Aleshores, per a qualsevol X-graf
c´ıclicament redu¨ıt Γ es compleix que |Γστ | − |Γσ| ≤ |Γτ | − |Γ|.
Demostracio´. Siguin W i W ′ els hipergrafs de Whitehead de Γ i Γσ respec-
tivament. Aleshores, per la proposicio´ 3.1 tenim
|Γτ | − |Γ| = capW(B)− degW(b)
|Γστ | − |Γσ| = capW ′(B)− degW ′(b)
Per l’observacio´ 3.2 tenim degW(b) = degW ′(b). Per tant, aplicant el lema 3.4
obtenim el resultat desitjat.
Observacio´ 3.6. De fet, la desigualtat del lema 3.5 es pot demostrar que
e´s una igualtat, obtinguent un resultat ana`leg al lema 2.5. No obstant, en
aquest cas la demostracio´ e´s me´s pesada i no la donem ja que pels nostres
propo`sits aquesta desigualtat e´s suficient.
Lema 3.7. Siguin G = (V,E, c) un hipergraf capacitiu complet amb 4 ve`rtexs
i el conjunt d’hiperarestes particionat segons la seva cardinalitat E = E2 ∪
E3 ∪ E4, F = {F0, F1, F2} una particio´ de E2 en conjunts d’hiperarestes











c(e)− p1 − p2 < 0.
63
Aleshores, per a qualsevol aplicacio´ f : F1 ∪ F2 −→ V que satisfaci f(e) ∈ e,
existeixen α ∈ {1, 2} i e ∈ Fα de manera que
deg(f(e))− pα < 0.
Demostracio´. Com a la demostracio´ del lema 2.6, observem que |F1 ∪ F2| =
|V | = 4 i per tant distingim dos casos segons si l’aplicacio´ f e´s o no bijectiva.
Suposem, en primer lloc, que f e´s bijectiva. Per a cada ve`rtex v ∈ V podem









Si S e´s negatiu, aleshores algun dels sumands ha de ser negatiu, diguem
deg(v) − pα(v) < 0. Prenent α = α(v) i e = f−1(v) haurem acabat. Vegem
doncs que S < 0. Per la bijectivitat de f tenim∑
v∈V
pα(v) = 2p1 + 2p2,




























Si ara hi sumem i restem la quantitat 2
∑
e∈F0 c(e) i reagrupem els termes de






















Aix´ı doncs, tenim S < 0 ja que el primer terme e´s negatiu per hipo`tesi i el
segon i tercer so´n menors o iguals que zero perque` c(e) ≥ 0 per a tot e ∈ E.
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Suposem ara que f no e´s bijectiva i prenguem v ∈ V \ Im f . Aleshores,
per tot i ∈ {0, 1, 2}, existeixen arestes ei ∈ Fi tals que v ∈ ei. A me´s,
tambe´ existeixen arestes e′1, e
′
2 ∈ E3 de manera que f(ei) /∈ e′i per i = 1, 2.
Considerem la suma
S = (deg(f(e1))− p1) + (deg(f(e2))− p2) .
Igual que en el cas anterior, si veiem que S < 0 llavors algun dels sumands
e´s negatiu i hem acabat. Observem que tenim



























c(e)− p1 − p2

−2c(e0)− c(e′1)− c(e′2) < 0,
tal com vol´ıem.
Lema 3.8. Siguin σ = (A, a), τ = (B, b) ∈WII(X) amb A∩B 6= ∅, A * B,
B * A i Γ un X-graf c´ıclicament redu¨ıt de manera que |Γσ| ≤ |Γ| i |Γτ | ≤ |Γ|
amb almenys una de les dues desigualtats estrictes. Aleshores, existeixen un
conjunt C ∈ {A ∩B,A ∩B,A ∩B,A ∪B} i una lletra c ∈ C ∩ {a, a, b, b}
de manera que per a θ = (C, c) ∈WII(X) es te´ |Γθ| < |Γ|.
Demostracio´. En primer lloc, si tenim A ∩ B = ∅, aleshores ampliem X
afegint un nou generador z de manera que tinguem A∩B = {z, z}. Observem
que σ i τ deixen z invariant i que z no apareix en [w] ni en les seves imatges
per σ i τ . Sigui W l’hipergraf de Whitehead de Γ i WP el seu conglomerat
respecte la particio´ P = {A ∩B,A ∩B,A ∩B,A ∩B} de X± en conjunts
disjunts no buits. Considerem la particio´ de les hiperarestes de WP segons
la seva cardinalitat,
E(WP) = E2 ∪ E3 ∪ E4,
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i prenem la segu¨ent particio´ de E2 en conjunts de dues arestes disjuntes
F0 = {{vA∩B, vA∩B} , {vA∩B, vA∩B}} ,
F1 = {ea, ea} ,
F2 = {eb, eb} ,
a on hem usat les definicions segu¨ents
ea = {vA∩B, vA∩B} , ea= {vA∩B, vA∩B} ,
eb = {vA∩B, vA∩B} , eb= {vA∩B, vA∩B} .
Agafant p1 = degW(a) i p2 = degW(b) veurem que WP compleix les hipo`tesis
del lema 3.7. D’entrada, per hipo`tesi tenim que
|Γσ| − |Γ|+ |Γτ | − |Γ| < 0.
Per la proposicio´ 3.1, aixo` e´s equivalent a
capW(A)− degW(a) + capW(B)− degW(b) < 0.





















Per tant, podem aplicar el lema 3.7 a la funcio´ f : F1∪F2 → V (WP) definida
per f(ex) = P ∈ P de manera que x ∈ P . Aix´ı doncs, existeixen α ∈ {1, 2}
i ec ∈ Fα de manera que
degWP (f(ec))− pα < 0.
Si f(ec) = vC , aixo` implica que tenim
capW(C)− degW(c) < 0,
i per tant θ = (C, c) ∈ WII(X) e´s l’automorfisme que vol´ıem, llevat del cas
en el qual tenim C = A ∩ B. En aquest u´ltim cas prendrem l’automorfisme
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θ = (C, c) = (A ∪ B, c). Observem que per (R7) tenim |Γθ| = |Γθγc| =
|Γ θ| < |Γ| tal com volem.
3.4 Solucio´ del segon problema de Whitehead
En aquesta seccio´ presentem les solucions per les diferents variants del segon
problema de Whitehead. Les tres primeres d’aquestes solucions van apare`ixer
per primer cop en [Ger84]. La solucio´ de la quarta variant es troba impl´ıcita
en [Kal92] malgrat que no es menciona expl´ıcitament.
3.4.1 Classes de conjugacio´ de subgrups
El segon problema de Whitehead e´s EO([S], Out(F )), l’equivale`ncia orbital
de classes de conjugacio´ de subgrups finitament generats de F amb l’accio´
dels automorfismes (extern) de F . El resoldrem aplicant el teorema 1.11.
En primer lloc, veurem que es compleix la propietat (i). Si tenim una
classe de conjugacio´ [H] ∈ [S], aleshores denotem per Γ[H] la seva represen-
tacio´ gra`fica en forma de X-graf. A me´s, existeix una bijeccio´ entre X-grafs
connexos c´ıclicament reduits i classes de conjugacio´ de [S]. Com que tenim
|[H]| = |Γ[H]| per definicio´, aleshores esta` clar que [S] amb aquesta funcio´ de
longitud te´ tots els estrats finits, doncs donat un nu´mero de ve`rtexs nome´s
existeixen una quantitat finita de X-grafs possibles amb aquests ve`rtexs.
Per altra banda, tambe´ podem llistar de manera algor´ısmica tots els X-grafs
connexos c´ıclicament redu¨ıts amb un nombre de ve`rtexs determinat.
La propietat (ii) es compleix usant els generadors de Whitehead per a
Aut(F ). Finalment, pel punt (iii) veurem que es compleix la propietat
de reduccio´ de pics. Observem que la proposicio´ 3.1 i els lemes 3.5 i 3.8
so´n els ana`legs per l’accio´ dels automorfismes de Whitehead sobre X-grafs
c´ıclicament redu¨ıts de la proposicio´ 2.2 i els lemes 2.5 i 2.7 respectivament.
Aleshores, per l’observacio´ 2.11 queda automa`ticament demostrat el segu¨ent
lema de reduccio´ de pics per classes de conjugacio´ de subgrups finitament
generats de F .
Lema 3.9. Siguin Γ0 un X-graf c´ıclicament redu¨ıt i σ, τ ∈W(X) amb Γ1 =
Γ0σ i Γ2 = Γ0τ de manera que |Γ1| ≤ |Γ0| i |Γ2| ≤ |Γ0| amb almenys una
de les desigualtats estricte. Aleshores existeixen k ≥ 1 i ρ1, . . . , ρk ∈ W(X)
satisfent
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(a) σ−1τ = ρ1 · · · ρk
(b) |Γ1ρ1 · · · ρi| < |Γ0| per a 0 < i < k
(c) Si x ∈ X e´s invariant per σ i τ , aleshores tambe´ ho e´s per ρi amb
1 ≤ i ≤ k.
Per tant podem aplicar el teorema 1.11 per veure que EO([S], Aut(F )) e´s
decidible. A me´s podem usar l’algorisme de Whitehead per resoldre’l.
3.4.2 Subgrups
Per resoldre el problema d’equivale`ncia orbital EO(S,Aut(F )) podem usar la
solucio´ que hem donat per a EO([S], Aut(F )) d’una manera semblant a com
ho hem fet a la seccio´ 2.5.2.
Donats dos subgrups de F finitament generats H1, H2 ∈ S, considerem
les seves representacions gra`fiques Γ1 i Γ2. Aleshores prenem les reduccions
c´ıcliques d’aquests X-grafs
Γ′1 = cc(Γ1) = Γ1γu1 Γ
′
2 = cc(Γ2) = Γ2γu2
per a unes certes paraules u1, u2 ∈ F . Aleshores preguntem a l’algorisme
de Whitehead per EO([S], Aut(F )) si els X-grafs c´ıclicament redu¨ıts Γ′1 i
Γ′2 pertanyen a la mateixa o`rbita. En cas afirmatiu retornem SI´, altrament
retornem NO. Aquest algorisme e´s correcte per la mateixa rao´ que l’algorisme
donat a la seccio´ 2.5.2.
3.4.3 Tuples de classes de conjugacio´ de subgrups
Per resoldre la variant del segon problema de Whitehead corresponent a
EO([S]n, Aut(F )) podem utilitzar la mateixa aproximacio´ que hem usat a la
seccio´ 2.5.3 per resoldre EO([F ]n, Aut(F )).
Donada una tupla [H] ∈ [S]n amb [H] = ([H1], . . . , [Hn]), podem cons-
truir una tupla de X-grafs connexos c´ıclicament redu¨ıts Γ = (Γ[H1], . . . ,Γ[Hn])
que denominarem representacio´ gra`fica de [H]. Amb aquesta representacio´
gra`fica hi associem l’hipergraf de Whitehead
W = W1 + · · ·+Wn,
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corresponent a l’hipergraf suma dels hipergrafs de Whitehead Wi de Γ[Hi],
amb 1 ≤ i ≤ n. Emprant unes demostracions mime`tiques a les de la sec-
cio´ 2.5.3 podem demostrar els segu¨ents resultats ana`legs a la proposicio´ ?? i
els lemes 3.5 i 3.8.
Proposicio´ 3.10. Sigui [H] ∈ [S]n i σ = (A, a) ∈WII(X). Si W e´s l’hiper-
graf de Whitehead de [H], aleshores es te´
|[H]σ| − |[H]| = capW(A)− degW(a).
Lema 3.11. Siguin σ = (A, a) i τ = (B, b) dos automorfismes de Whitehead
de tipus II tals que A ∩ B = ∅ i a /∈ B. Aleshores, per a qualsevol tupla de
classes d’equivale`ncia de subgrups finitament generats de F , [H] ∈ [S]n, es
compleix que |[H]στ | − |[H]σ| ≤ |[H]τ | − |[H]|.
Lema 3.12. Siguin σ = (A, a), τ = (B, b) ∈ WII(X) amb A ∩ B 6= ∅,
A * B, B * A i [H] ∈ [S]n de manera que |[H]σ| ≤ |[H]| i |[H]τ | ≤ |[H]|
amb almenys una de les dues desigualtats estrictes. Aleshores, existeixen un
conjunt C ∈ {A ∩B,A ∩B,A ∩B,A ∪B} i una lletra c ∈ C ∩ {a, a, b, b}
de manera que per a θ = (C, c) ∈WII(X) es te´ |[H]θ| < |[H]|.
Aix´ı doncs, d’acord amb l’observacio´ 2.11, el conjunt [S]n amb l’accio´
dels automorfismes de Whitehead satisfa` la propietat de reduccio´ de pics i
per tant, pel teorema 1.11, el problema EO([S]n, Aut(F )) e´s resoluble.
3.4.4 Tuples de subgrups
De la mateixa manera com passa amb el primer problema de Whitehead,
la solucio´ de la variant EO(Sn, Aut(F )) del segon problema de Whitehead
corresponent a la variant EO(F n, Aut(F )) del primer e´s la que requereix
te`cniques me´s elaborades.
Donats dos subgrups finitament generats de F , H = 〈w1, . . . , wn〉 i H ′ =
〈w′1, . . . , w′n′〉, definim el subgrup de F donat per
〈H,H ′〉 = 〈w1, . . . , wn, w′1, . . . , w′n′〉 .
Aquest e´s el subgrup me´s petit de F que conte´ H i H ′. Aquest grup s’anome-
na el producte lliure de H i H ′, denotat per H ∗H ′, quan el rang de 〈H,H ′〉
e´s igual a la suma dels rangs de H i H ′. E´s fa`cil veure que si (Γ, v0) i (Γ′, v′0)
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so´n les representacions gra`fiques de H i H ′ respectivament, la representacio´
gra`fica de 〈H,H ′〉 es pot obtenir prenent el X-graf que s’obte´ d’identificar
els ve`rtexs v0 i v
′
0 de Γ i Γ
′ i reduir el graf resultant. Com a ve`rtex distingit
prendrem el ve`rtex resultant de la identificacio´ de v0 i v
′
0. Si no cal fer cap
reduccio´ aleshores e´s que tenim 〈H,H ′〉 = H ∗H ′.
Lema 3.13. Siguin H0 ∈ Sn una tupla de n subgrups finitament generats
de F i σ, τ ∈ W(X) automorfismes de Whitehead tals que H1 = H0σ i
H2 = H0τ . Suposem que tenim |H1| ≤ |H0| i |H2| ≤ |H0| amb almenys una
de les desigualtat estrictes. Aleshores existeixen k ≥ 1 i ρ1, . . . , ρk ∈ W(X)
satisfent
(a) σ−1τ = ρ1 · · · ρk,
(b) |H1ρ1 · · · ρi| < |H0| per a 0 < i < k.
Demostracio´. Posem Hi = (Hi,1, . . . , Hi,n) per i = 0, 1, 2. Sigui F
′ el grup
lliure de rang r+1 amb base X ′ = X∪{z}. Com que tenim F 6 F ′, aleshores
Hi,j 6 F ′ per i = 0, 1, 2 i 1 ≤ j ≤ n. A me´s, σ, τ ∈W(X ′) pensant-los com a
automorfismes que fixen z. Considerem els segu¨ents subgrups de F ′ donats
per
Hi = Hi,1 ∗ zHi,2z¯ ∗ · · · ∗ zn−1Hi,nz¯n−1,
amb i = 0, 1, 2. A la figura 3.7 es pot veure la representacio´ gra`fica d’un
dels Hi, amb punt base vi,1, on (Γi,j, vi,j) so´n les representacions gra`fiques
dels subgrups Hi,j. Observem que el fet que z no aparegui en els X-grafs Γi,j
garanteix que la construccio´ e´s c´ıclicament redu¨ıda i per tant Hi e´s efectiva-
ment un producte lliure. Observem tambe´ que de la figura es despre`n que
|Hi| = |Hi|. Per tant es compleix que |H1| ≤ |H0| i |H2| ≤ |H0| amb al-
menys una de les desigualtats estrictes. A me´s, els representants gra`fics dels
Hi so´n c´ıclicament redu¨ıts. Aleshores, per hipo`tesi tenim que [H1] = [H0]σ i
[H2] = [H0]τ , ja que σ i τ deixen z invariant. Aix´ı doncs, estem en condicions
d’aplicar el lema 3.9 a la representacio´ gra`fica de [H0] i els automorfismes de
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En aquest cap´ıtol presentem tres aplicacions dels resultats i te`cniques dels
cap´ıtols anteriors. La primera, corresponent a la seccio´ 4.1, consisteix en
veure que les relacions de McCool donen una presentacio´ completa per a
Aut(F ) amb W(X) com a conjunt de generadors. La segona la donem a la
seccio´ 4.2 i consisteix en provar la decidibilitat del problema EO([F ], A) per
a una famı´lia infinita de subgrups A de Aut(F ). Acabem amb la seccio´ 4.3
on repassem l’u´s de les te`cniques emprades en aquest treball en l’estudi de
la complexitat dels problemes de Whitehead.
4.1 Una presentacio´ per a Aut(F )
A continuacio´ demostrarem que els automorfismes de Whitehead W(X) jun-
tament amb les relacions de McCool (R1) – (R6) i les relacions del subgrup
finit de Aut(F ) format per totes les permutacions de WI(X) donen una pre-
sentacio´ del grup d’automorfismes de F . Aquest resultat e´s degut a McCool
i va apare`ixer per primer cop a [McC74]. Per fixar notacio´, denotarem per
RI el conjunt de totes les relacions que satisfan els automorfismes de WI(X).
Tambe´ denotarem per RII el conjunt de totes les relacions de la forma (R1)
– (R6) satisfetes pels automorfismes de W(X). Posarem R = RI ∪RII .
Teorema 4.1. El grup Aut(F ) admet una presentacio´ de la forma 〈W(X)|R〉.
Demostracio´. Com ja hem comentat, e´s ben sabut que els automorfismes
de Whitehead W(X) so´n un conjunt de generadors per a Aut(F ). A me´s,
tal com es demostra a l’ape`ndix A, aquests automorfismes satisfan totes les
relacions de la forma (R1) – (R6). Aix´ı doncs, nome´s cal veure que qualsevol
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relacio´ entre els elements de W(X) e´s consequ¨e`ncia de les relacions de R.
Siguin doncs σ1, . . . , σt ∈ W(X) tals que σ1 · · · σt = id. Prenem la tupla
formada pels r generadors de F , w = (x1, . . . , xr) i definim wi = wσ1 · · ·σi
per 0 ≤ i ≤ t. O`bviament tenim w = w0 = wn. Aleshores definim l =
max {|wi| | 0 ≤ i ≤ t} ≥ r i j = max {i | |wi| = l}. Raonarem per induccio´
sobre la parella (l, j) amb l’ordre lexicogra`fic. En primer lloc, considerem el
cas base l = r. En aquest cas, necessa`riament hem de tenir σi ∈WI(X) per
1 ≤ i ≤ t, doncs cap dels automorfismes altera la longitud de w. Per tant,
l’equacio´ σ1 · · ·σt = id e´s consequ¨e`ncia de les relacions de RI . Ara suposem
que tenim l > r i 0 < j < n. Llavors |wi−1| ≤ |wi| > |wi+1|. Per tant, pel
lema 2.17, existeixen k ≥ 1 i ρ1, . . . , ρk ∈ W(X) tals que σiσi+1 = ρ1 · · · ρk
e´s consequ¨e`ncia de les relacions de RII (vegeu l’observacio´ 2.12) i a me´s
|wi−1ρ1 · · · ρj| ≤ |wi| per 1 ≤ j ≤ k. Substituint aquesta relacio´ en la relacio´
original tenim que σ1 · · ·σi−1ρ1 · · · ρkσi+1 · · ·σt = id. Aquesta nova relacio´ te´
els para`metres l′ i j′ de manera que (l′, j′) < (l, j). Aix´ı doncs, per hipo`tesi
d’induccio´, la nova relacio´ e´s consequ¨e`ncia de les relacions de R i per tant
podem concloure que la relacio´ σ1 · · ·σt = id e´s consequ¨e`ncia de les relacions
de R tal com vol´ıem.
4.2 Accio´ per estabilitzadors
Els problemes de Whitehead so´n problemes d’equivale`ncia orbital de la for-
ma EO(M,Aut(F )), on M e´s algun conjunt derivat del grup lliure sobre el
cual podem definir una accio´ de Aut(F ). E´s a dir, la famı´lia formada pels
problemes de Whitehead apareix quan considerem l’equivale`ncia orbital amb
el segon argument fix i prenem diverses opcions pel primer argument. En
aquesta seccio´ ens plantegem la pregunta de que` passa si fixem algun dels
M dels problemes de Whitehead i variem el segon argument de EO(M,G).
En particular, provarem que el problema e´s decidible amb M = [F ] i G un
subgrup qualsevol d’una famı´lia infinita de subgrups de Aut(F ).
Donada una paraula w ∈ F , l’estabilitzador de w e´s el subgrup de Aut(F )
donat per
Stab(w) = {α ∈ Aut(F ) | w = wα} .
E´s a dir, tots els automorfismes que fixen la paraula w. De la mateixa manera,
donat un subgrup finitament generat de F , H = 〈w1, . . . , wn〉, definim el seu
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estabilitzador com
Stab(H) = {α ∈ Aut(F ) | w = wα,w ∈ H} .
Aixo` e´s, els automorfismes que fixen totes les paraules de H. E´s fa`cil veure
que
Stab(H) = Stab(w1) ∩ . . . ∩ Stab(wn) = Stab(w1, . . . , wn),
on l’estabilitzador d’una tupla de paraules es defineix de la manera o`bvia.
Tots aquests estabilitzadors so´n subgrups de Aut(F ) i d’acord amb un teo-
rema de McCool [McC75] so´n finitament presentats.
Donats un subgrup de F finitament generat H = 〈w1, . . . , wn〉 i dues pa-
raules c´ıcliques [u], [v] ∈ [F ], un es pot preguntar si existeix un automorfisme
α ∈ Aut(F ) tal que fixi totes les paraules de H i envi¨ı la paraula c´ıclica
[u] a [v]. Amb la notacio´ introdu¨ıda fins ara, aquest e´s el segu¨ent problema
d’equivale`ncia orbital: EO([F ], Stab(H)). Malgrat que sabem que el grup
d’automorfismes Stab(H) e´s finitament presentat, diferents subgrup H po-
den donar presentacions diferents. Per tant, si volguessim resoldre de manera
general el problema EO([F ], Stab(H)) per un H arbitrari emprant la te`cnica
de reduccio´ de pics tal com hem fet fins ara, seria necessari veure que tots
els possibles conjunts de generadors que do´na el teorema de McCool satisfan
la propietat de reduccio´ de pics.
No obstant, existeix una solucio´ pel problema EO([F ], Stab(H)) consistent
en reduir-lo a una nova variant del primer problema de Whitehead que ano-
menarem mixta. Suposem que ens donen una insta`ncia de EO([F ], Stab(H))
consitent en una parella de paraules c´ıcliques ([u], [v]) per les quals vo-
lem determinar si existeix un automorfisme α ∈ Stab(H) de manera que
[v] = [u]α. El que farem sera` resoldre el problema equivalent consistent en
determinar si existeix un automorfisme α ∈ Aut(F ) tal que wi = wiα per
1 ≤ i ≤ n i [v] = [u]α. La primera condicio´ ens assegura que en realitat
tenim α ∈ Stab(H) i la segona que α compleix la propietat desitjada. Des
del punt de vista d’equivale`ncia orbital, aquest problema equivalent resulta
ser una insta`ncia del problema EO(F n × [F ], Aut(F )) amb l’accio´ diagonal
de Aut(F ) sobre F n × [F ].
A continuacio´ demostrarem que el problema EO(F n×[F ], Aut(F )) e´s reso-
luble mitjanc¸ant la te`cnica de reduccio´ de pics i, gra`cies a la reduccio´ que hem
presentat, obtindrem com a corol·lari la resolubilitat de EO([F ], Stab(H)) per
a qualsevol subgrup finitament generat de F .
75
Lema 4.2. Siguin w0 ∈ F n una tupla de paraules de F , [v0] ∈ [F ] una
paraula c´ıclica i σ, τ ∈ W(X) automorfismes de Whitehead. Suposem que
tenim w1 = w0σ, w2 = w0τ , [v1] = [v0]σ i [v2] = [v0]τ amb |w1| + |[v1]| ≤
|w0|+ |[v0]| i |w2|+ |[v2]| ≤ |w0|+ |[v0]|, amb almenys una de les desigualtats
estricte. Aleshores existeixen k ≥ 1 i ρ1, . . . , ρk ∈W(X) satisfent
(a) σ−1τ = ρ1 · · · ρk
(b) |w1ρ1 · · · ρi|+ |[v1]ρ1 · · · ρi| < |w0|+ |[v0]| per a 0 < i < k.
Demostracio´. Posem wi = (wi,1, . . . , wi,n) per i = 0, 1, 2. Definim el grup
lliure F ′ com F ′ = F (X ′) amb x′ = X ∪ {z} i per i = 0, 1, 2 definim les
paraules de F ′
wi = wi,1zwi,2z · · · zwi,nz.
Observem que les paraules wi so´n c´ıclicament redu¨ıdes i que podem pensar
que tenim σ, τ ∈ W(X ′) com a automorfismes que deixen z invariant. A
me´s, es satisfa` que w1 = w0σ i w2 = w0τ . Ara considerem les tuples de [F
′]2
donades per [ui] = ([wi], [vi]) per i = 0, 1, 2. Esta` clar que ens trobem en les
hipo`tesis del lema 2.16 i per tant existeixen k ≥ 1 i ρ1, . . . , ρk ∈ W(X ′) que
satisfan (a) i (b) perque` les paraules so´n c´ıclicament redu¨ıdes per l’invaria`ncia
de z. Per tant, d’acord amb l’observacio´ 2.12, en realitat tenim ρi ∈ W(X)
per 1 ≤ i ≤ k i (a) es segueix satisfent.
El lema anterior prova que el conjunt F n × [F ] amb l’accio´ dels auto-
morfismes de Whitehead satisfa` la propietat de reduccio´ de pics respecte la
longitud donada per |(w, [v])| = |w| + |[v]|. Amb aquesta longitud, e´s obvi
que existeix un nombre finit d’elements per a cada possible longitud. Per
tant, pel teorema 1.11 tenim que el problema EO(F n × [F ], Aut(F )) e´s reso-
luble. Aquest resultat, juntament amb la reduccio´ presentada anteriorment,
ens do´na el segu¨ent.
Corol.lari 4.3. Per a tot subgrup finitament generat de F , H ∈ S, el pro-
blema EO([F ], Stab(H)) e´s resoluble.
4.3 La complexitat dels problemes de White-
head
En aquest treball ens hem centrat en la decidibilitat dels problemes de Whi-
tehead, e´s a dir, en l’aspecte qualitatiu dels problemes corresponent a provar
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que efectivament existeixen algorismes per resoldre’ls. Mesurar quant efici-
ents so´n aquests algorismes i dir fins a quin punt es poden o no millorar es
correspon amb l’aspecte quantitatiu d’aquests problemes. Aquest e´s el camp
que estudia la teoria de la complexitat computacional.
La complexitat dels problemes de Whitehead e´s, avui en dia, un problema
de recerca actiu en el qual no es tenen encara uns resultats absolutament sa-
tisfactoris. No obstant, durant els u´ltims anys s’han fet avenc¸os prometedors
que ens agradaria repassar breument.
A partir d’ara ens centrarem nome´s en els problemes de Whitehead de
manera que tindrem G = Aut(F ), W = W(X) i M sera` algun dels conjunts
que hem considerat.
En primer lloc, conve´ observar que la solucio´ que do´na l’algorisme de
Whitehead pels elements m1 i m2 presentada en la demostracio´ del teore-
ma 1.11 es pot dividir en dues parts. La primera part consisteix en resoldre
la minimitzacio´ orbital MinO(M,G) pels dos elements m1 i m2. La segona
part, si es do´na el cas que les longituds dels elements obtinguts en la mini-
mitzacio´, m′1 i m
′
2, coincideixen, consisteix en construir el graf corresponent
a l’estrat de longitud l = |m′1| = |m′2| de M .
Histo`ricament, la primera part de l’algorisme de Whitehead sempre ha
estat considerada fa`cil en comparacio´ amb la segona part. Aixo` e´s degut,
principalment, a l’elevada combinato`ria que s’obte´ en el cas pitjor quan es
construeix la component connexa que conte´ m′1. No obstant, la primera part,
tal i com l’hem presentada en la demostracio´ del teorema 1.11, tampoc es
pot considerar eficient en termes absoluts. Fixem-nos que tenim |W(X)| =
O(r!2r). Aixo´ implica que, en cada pas de la minimitzacio´, en el cas pitjor
hem de provar un nombre exponencial d’automorfismes per comprovar si
algun disminueix la longitud. Suposant que a cada pas nome´s aconseguim
disminuir en 1 la longitud, aixo` ens do´na una cota de la forma O(nr!2r) sobre
el nombre d’operacions necessa`ries per resoldre la minimitzacio´ orbital per
a una paraula de longitud n. Aquesta complexitat e´s lineal en la longitud
de l’entrada, pero` exponencial en el rang del grup lliure ambient. Tot i que
en els problemes de Whitehead per se el para`metre r e´s fix i per tant es
pot considerar que la primera part de la solucio´ te´ complexitat lineal, hi
ha algorismes per resoldre altres problemes (per exemple, determinar si un
subgrup e´s un factor lliure del seu grup ambient [RVW07]) que resolen un
problema de Whitehead com a subproblema. E´s en aquests casos quan la
depende`ncia en r e´s rellevant i es considera que la primera part tampoc e´s
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eficient.
Recentment, emprant les te`cniques presentades en aquest treball que per-
meten construir el graf de Whitehead per controlar la variacio´ de la longi-
tud de la paraula en aplicar-li un automorfisme de Whitehead, els autors
de [RVW07] han rebaixat la complexitat de la primera part de l’algoris-
me. Concretament, emprant el teorema de max-flow min-cut i l’algorisme de
Ford-Fulkerson (vegeu [Koz92]), han donat un me`tode per, en cada pas de la
minimitzacio´, trobar, en cas que existeixi, un automorfisme de Whitehead que
disminuexi la longitud de la paraula en temps O(n2r3). E´s a dir, la seva solu-
cio´ te´ complexitat polino`mica en els dos para`metres del problema: la longitud
de la paraula i el rang del grup lliure ambient. Emprant te`cniques semblants
per a hipergrafs, els autors tambe´ donen una solucio´ de la minimitzacio´ or-
bital pel segon problema de Whitehead en temps O((n2r4 + n3r2) log(nr)),
tambe´ polino`mic en la longitud de la paraula i el rang del grup lliure.
Pel que` fa a la segona part, de moment els esforc¸os es centren en aconse-
guir una solucio´ polino`mica en la longitud l dels elements de longitud mı´nima
dins l’o`rbita. En aquesta direccio´ hi ha diversos resultats parcials. Per una
banda, se sap que e´s possible resoldre la segona part en temps polino`mic en
l en el grup lliure de rang r = 2 (vegeu [MS03, Kha04]). Per altra banda,
l’autora de [Lee06a, Lee06b] ha obtingut solucions en temps polino`mic pel
cas general restringit a un subconjunt de totes les paraules possibles. No





La primera conclusio´ que extreiem d’aquest treball e´s que la te`cnica de reduc-
cio´ de pics e´s molt u´til per resoldre problemes d’equivale`ncia orbital que invo-
lucren el grup d’automorfismes Aut(F ). En particular, aixo` e´s consequ¨e`ncia
de la flexibilitat que permeten els automorfismes de Whitehead per treballar
sobre els diferents conjunts que hem considerat on Aut(F ) actua: F , [F ],
F n, [F ]n, S, [S], Sn i [S]n.
En aquest sentit, tambe´ e´s remarcable la similitud entre els resultats,
demostracions i construccions que permeten resoldre el primer i segon pro-
blema de Whitehead. El fet que l’esse`ncia de les solucions algebraiques del
primer problema de Whitehead donades per Rapaport [Rap58] i Lyndon i
Higgins [HL74] es pugui traduir d’una manera tant directa en una solucio´ del
segon problema de Whitehead do´na una idea de fins a quin punt els X-grafs
so´n els objectes me´s naturals per representar els subgrups finitament gene-
rats de F . Aquesta e´s precisament l’observacio´ que dona` lloc al programa de
Gersten per solucionar el segon problema de Whitehead.
Un dels trets distintius de les solucions que hem donat pels problemes de
Whitehead e´s l’u´s del graf i l’hipergraf de Whitehead per controlar els efec-
tes dels automorfismes de Whitehead en la longitud dels objectes considerats.
Aquesta construccio´, que pel cas de grafs ja es troba present en el treball de
Hoare [Hoa79], captura a la perfeccio´ la informacio´ sobre la longitud de l’ob-
jecte en estudi i les seves possibles variacions en aplicar-li un automorfisme
de Whitehead de tipus II. Aixo` e´s cert fins a tal punt que, tal i com hem
comentat a la seccio´ 4.3, el graf i hipergraf de Whitehead permeten trobar de
manera eficient quin e´s l’automorfisme de Whitehead que provoca la major
disminucio´ possible en la longitud. Aquest e´s un dels ingredients clau del
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resultat presentat a [RVW07], on a me´s apareix per primer cop l’hipergraf
de Whitehead.
A banda del seu intere`s intr´ınsec, la solucio´ algor´ısmica dels problemes
de Whitehead ha perme`s estudiar diversos aspectes del grup d’automorfis-
mes Aut(F ). Tal com hem vist a la seccio´ 4.1, la te`cnica de reduccio´ de
pics permet demostrar que les relacions de McCool donen una presentacio´
per Aut(F ). A me´s, la presentabilitat finita dels estabilitzadors de subgrups
H ∈ S en Aut(F ) demostrada a [McC75] i dels centralitzadors de subcon-
junts finits de Aut(F ) demostrada a [Kal92] so´n tambe´ consequ¨e`ncia de les
te`cniques de reduccio´ de pics emprades en la solucio´ dels problemes de Whi-
tehead. Seguint aquesta l´ınia, aquestes te`cniques han estat exportades a
altres famı´lies de grups per estudiar problemes similars. Un exemple e´s la
tesi doctoral [Day08] sobre les te`cniques de reduccio´ de pics en grups d’Artin
d’angle recte.
Com a complement a les te`cniques de reduccio´ de pics en el cas mixte, a
la seccio´ 4.2 hem vist com l’u´s de reduccions permet resoldre un problema
no trivial reduint-lo a un altre. Aquest me`tode e´s molt emprat en l’estudi
de problemes decisionals en contextes abstractes i creiem que es pot emprar




Les relacions de McCool
En aquest ape`ndix demostrarem les relacions de McCool (R1) – (R9) que
hem emprat a`mpliament en aquest treball. Les relacions (R1) – (R6) so´n
independents, i com hem vist a la seccio´ 4.1 , so´n suficients per donar una
presentacio´ de Aut(F ) amb els automorfismes de Whitehead com a genera-
dors. Les relacions (R7) – (R9) so´n consequ¨e`ncia de les anteriors i s’han
inclo`s per la seva convenie`ncia a l’hora de realitzar alguns ca`lculs.
Per a les relacions (R1) – (R5), la demostracio´ consisteix en una taula on
es comproven totes les possibilitats que s’obtenen d’aplicar els automorfismes
que componen les dues bandes de la igualtat a s´ımbols x ∈ X± en diferents
situacions relatives. La relacio´ (R6) es demostra emprant la definicio´. De
les relacions (R7) – (R9) en donem una demostracio´ emprant les relacions
anteriors.
La relacio´ (R1)
Veurem que ρ1ρ2 = ρ3 amb ρ1 = (A, a), ρ2 = (A− a+ a, a) i ρ3 = id.
xρ1 xρ2 xρ1ρ2 xρ3
x = a a a a a
x ∈ A x ∈ A axa axa aaxaa = x x
x ∈ A x ∈ A xa xa xaa = x x
x ∈ A x ∈ A x x x x
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La relacio´ (R2)
Veurem que ρ1ρ2 = ρ3 amb ρ1 = (A, a), ρ2 = (B, a) i ρ3 = (A ∪ B, a),
satisfent A ∩B = {a}.
xρ1 xρ2 xρ1ρ2 xρ3
x = a a a a a
x ∈ A x ∈ A axa x axa axa
x ∈ B x ∈ B x axa axa axa
x ∈ A x ∈ B xa ax axa axa
x ∈ A x ∈ A ∩B xa x xa xa
x ∈ B x ∈ A ∩B x xa xa xa
x ∈ A ∩B x ∈ A ∩B x x x x
La relacio´ (R3)
Veurem que ρ1ρ2ρ3 = ρ2 amb ρ1 = (B − b + b, b), ρ2 = (A, a) i ρ3 = (B, b),
satisfent A ∩B = ∅, a /∈ B i b /∈ A.
xρ1 xρ2 xρ3 xρ1ρ2ρ3
x = a a a a a
x = b b b b b
x ∈ A x ∈ A x axa x axa
x ∈ B x ∈ B bxb x bxb bbxbb = x
x ∈ A x ∈ B bx xa bx bbxa = xa
x ∈ A x ∈ A ∩B x xa x xa
x ∈ B x ∈ A ∩B xb x xb xbb = x
x ∈ A ∩B x ∈ A ∩B x x x x
La relacio´ (R4)
Veurem que ρ1ρ2ρ3 = ρ4 amb ρ1 = (B − b + b, b), ρ2 = (A, a), ρ3 = (B, b) i
ρ4 = (A+B − b, a), satisfent A ∩B = ∅, a /∈ B i b ∈ A.
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xρ1 xρ2 xρ3 xρ1ρ2ρ3 xρ4
x = a a a a a a
x = b b ab b ab ab
x ∈ A x ∈ A x axa x axa axa
x ∈ B x ∈ B bxb x bxb abbxbba = axa axa
x ∈ A x ∈ B bx xa bx abbxa = axa axa
x ∈ A x ∈ A ∩B x xa x xa xa
x ∈ B x ∈ A ∩B xb x bx bbx = x x
x ∈ A ∩B x ∈ A ∩B x x x x x
La relacio´ (R5)
Veurem que ρ1ρ2 = ρ3ρ4 amb ρ1 = (A, a), ρ2 = (A − a + a, b), ρ3 = (a →
b, b→ a) i ρ4 = (A− b+ b, a), satisfent b ∈ A, b ∈ A i a 6= b.
xρ1 xρ2 xρ1ρ2 xρ3 xρ4 xρ3ρ4
x = a a ba ba b a ba
x = b ba b bba = a a ab a
x ∈ A x ∈ A axa bxb abbxbba = axa x axa axa
x ∈ A x ∈ A xa xb xbba = xa x xa xa
x ∈ A x ∈ A x x x x x x
La relacio´ (R6)
Veurem que pi−1ρ1pi = ρ2 amb ρ1 = (A, a), ρ2 = (Api, api) i pi ∈ WI(X)
qualsevol. Per una banda tenim
xpi−1ρ1pi =

(api)x(api) si xpi−1, xpi−1 ∈ A,
x(api) si xpi−1 ∈ A, xpi−1 /∈ A,
(api)x si xpi−1 /∈ A, xpi−1 ∈ A,
x si xpi−1, xpi−1 /∈ A.
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Per altra banda tenim
xρ2 =

(api)x(api) si x, x ∈ Api,
x(api) si x ∈ Api, x /∈ Api,
(api)x si x /∈ Api, x ∈ Api,
x si x, x /∈ Api.
Per la invertibilitat de pi ambdo´s automorfismes so´n iguals.
La relacio´ (R7)
Veurem que γa = (A, a)(A, a)
−1 i que γa = (A, a)−1(A, a).
γa = (X
± − a, a) =
(R2)
(A, a)(X± − A− a+ a, a)




± − a, a) =
(R2)
(X± − A− a+ a, a)(A, a)




Veurem que γb(A, a)γb = (A, a) amb b, b ∈ A.
γb(A, a)γb = (X
± − b, b)(A, a)(X± − b, b)
=
(R2)
(A+ b, b)(A− b, b)(A, a)(X± − b− a, b)(a+ b, b)
=
(R4)
(A− a+ a, a)−1(a+ b, b)(A− a+ a, a)
(A, a)(X± − b− a, b)(X± − b− a, b)(a+ b, b)
=
(R1)
(A, a)(a+ b, b)−1(A, a)−1(A, a)(a+ b, b) = (A, a)
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La relacio´ (R9)
Veurem que (A, a)−1γb(A, a) = γb amb b ∈ A, b ∈ A i b 6= a.
(A, a)−1γb(A, a) = (A, a)
−1(X± − b, b)(A, a)
=
(R1)
(A− a+ a, a)(X± − b, b)(A, a)
=
(R2)
(A− a+ a, a)(X± − b, b)(A− b, a)(a+ b, a)
=
(R8)
(A− a+ a, a)(A− b, a)(X± − b, b)(a+ b, a)
=
(R2)
(X± − a− b, a)(X± − b− a, b)(a+ b, b)(a+ b, a)
=
(R1)
(X± − a− b, b)(X± − a− b, b)(X± − a− b, a)
(X± − b− a, b)(a+ b, b)(a+ b, a)
=
(R5)
(X± − a− b, b)(a→ b, b→ a)(X± − a− b, b)
(X± − b− a, b)(a+ b, b)(a+ b, a)
=
(R1)
(X± − a− b, b)(a→ b, b→ a)(a+ b, b)(a+ b, a)
=
(R5)
(X± − a− b, b)(a+ b, b)(a+ b, a)(a+ b, a)
=
(R1)
(X± − a− b, b)(a+ b, b) =
(R2)
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