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Abstract 
G6mez Tato, A.. Modtles minimaux rtsolubles, Journal of Pure and Applied Algebra 85 
(1993) 43-56. 
Solvable minimal algebras were introduced by D. Sullivan in his paper ‘Infinitesimal computa- 
tions in topology’. However, only the notion of nilpotent minimal algebra has played a central 
role in the minimal model’s theory. In [2] the author shows with an example (the hyperbolic 
torus) how solvable minimal algebras can be models for spaces; these new models are a better 
mirror of topology. In this paper, we construct a solvable minimal model for twisted 
cohomology, under certain hypotheses of connectivity. The necessity of these conditions is 
shown by examples. Even in the nilpotent case, the existence and the uniqueness of the 
minimal models are improvements of the classical proofs. 
1. Introduction 
Les alggbres minimales r&solubles sont introduites par Sullivan dans son article 
‘Infinitesimal computations in topology’. Une majeure partie de ce travail est 
d’ailleurs consacrke A leur ttude. Cependant le dkveloppement ulttrieur de la 
thiorie n’a pris en compte que la notion d’algkbre minimale nilpotente. Dans [2] 
nous avons repris l’idke originale de Sullivan, en montrant comment les algkbres 
r&solubles fournissent des modkles plus fid&les pour certains espaces topologiques. 
Ici on se pose la question naturelle dans le cadre algkbrique: existe-il un modkle 
minimal rksoluble? La rkponse est affirmative sous certaines hypothkses de 
connexitk dont la nicessitk est itablie par des exemples. 
Ce faisant, on amkliore la comprkhension des modkles rksolubles. Remarquons 
aussi, que si nous restons dans le cadre nilpotent, l’existence et l’unicitk 
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(Theoremes 5.4 et 4.2) am&rent des simplifications notables des arguments 
classiques, ([3] pour le cas 1-connexe et [4] pour le cas 0-connexe). 
Ce travail s’ordonne comme suit: 
Dans le Paragraphe 2, nous donnons les definitions de: 
systeme algebrique de coefficients, note (0, V), sur une algebre differentielle 
graduee commutative (adg,) B; 
cohomologie d’un B-module differentiel gradue (M, d) a valeurs dans le 
systeme (0, V), notee Hi(M; V). 
Dans le Paragraphe 3, nous introduisons la notion de (KS, X)-extension d’une 
adg, B comme une generalisation du concept de KS-extension defini dans [4]. On 
developpe une notion d’homotopie dans la categoric des B-adg, contenant en 
particulier celle de [4, Chapter 51. 
Dans le Paragraphe 4, nous definissons le modele minimal resoluble d-une 
B-adg,. Le Theoreme 4.2 montre l’unicite du modele; son existence est donnee 
par le Theoreme 5.4 du Paragraphe 5. 
Nous terminons, au Paragraphe 6, par des exemples montrant la necessite des 
hypotheses de connexite du theoreme precedent. 
2. Systemes algkbriques de coefficients 
Soit k un corps de caracteristique zero. Notons k-ADG la categoric des 
k-algebres differentielles graduees associatives et k-ADG, la sous-categoric pleine 
formee des algebres commutatives (au sens gradue); rappelons que B = @,, B” 
est un objet de k-ADG, si la multiplication B” ($3 Bq + B”+“, qui a x@y associe 
xy, verifie xy = (-1)““yx. Nous utiliserons l’expression adg (resp. adg,) pour 
designer un objet de k-ADG (resp. k-ADG,). Nous suivrons les regles usuelles 
de commutation d’objets grad&s; si x est un element homogene d’un objet 
gradue, nous noterons son degre par (XI. Sauf mention explicite, dans la suite, les 
structures de modules seront considerees a gauche. 
Soit B une adg,; pour simplifier les notations, B designera aussi I’algebre 
sous-jacente a l’adg, B. Un B-module differentiel grad& muni d’une structure 
d’algebre compatible a la loi de B-module (ou B-adg) est la donnee d’un 
morphisme B+ A de k-ADG. Dans le cas particulier ou A E k-ADG,, on parlera 
de B-adg,. Par definition, une application f : M + N entre B-modules grad&s est 
de degre n si f(M”) C NP+” pour tout p; elle verifie f(bm) = (-l)‘/“‘h’bf(m), pour 
mEMetbEB. 
Si W est un k-espace vectoriel gradue, le B-module libre B 63 W est muni de la 
differentielle d(b C%J w) = db 8 w. Dans le cas particulier ou W est l’espace des 
endomorphismes d’un k-espace vectoriel gradue V, W = End(V), on obtient une 
structure de B-adg avec la multiplication definie, sur les generateurs, par 
(bC9f)+%yg)=(-l)“““bc@fg. 
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Soit V’ un k-espace vectoriel graduC. Soient b C$ g E B @I End(V), f E 
Hom,(V, V’) et h EHom,(V’, V) des &!ments homog&nes; on dCfinit 
fo(b@g)EBC%Hom,(V,V’) et (b@g)ohEB@Hom,(V’,V) par 
f”(b@d = C-1) “““‘b@fg et (b@g)oh = bC3gh. 
DCfinition 2.1. Un syst&ne algtbrique de coef&ients sur une adg, B est une paire 
(0, V) constituke d’un k-espace vectoriel V (concentrk en degri z&-o) et d’un 
Gment 0, de degr& 1, de la B-adg B @End(V) Grifiant 
(*> dO+@oO=O 
On dira aussi que (0, V) est un syskme sur B; la dimension du systkme est celle 
de l’espace vectoriel V; si dim(V) <CC on dira que le systkme est fini. 
Un systitme (0, V) sur B, peut $tre vu comme une application 0 : V-, B ’ @ V. 
Si dim(V) = y1 C--O et si {u,, . . . , u,,} est une base pour V, on note f3 = (0,,) la 
matrice d’C1Cments de B’ telle que O(u,) = c 8,, @ u,. La matrice d’Clkments de 
B* associCe i 0 0 0 est la matrice produit -00. L’iquation (*) devient alors 
d0 = ee. 
Soit d, la B-dkrivation de B gk V difinie par d,(b C3 u) = db C2 IJ + 
(-l)“‘bO(u). En utilisant (*) et la commutativiti grad&e de B, on montre 
d;) = 0. 
Si (M, d) est un B-module diffkrentiel graduk, on dkfinit une diffkrentielle sur 
le B-module Hom,(B@V, M) par D(_,f= df- (-l)“Ifd,. 
Le B-module B 63 V &ant libre, Hom,(B @ V, M) et Hom,(V, M) sont iso- 
morphes comme B-modules. La diffkrentielle D, devient, sur Hom,(V, M), 
D,(h) = dh - (- l)lh’h 0 0. 
DCfinition 2.2. L’homologie du complexe (Hom,(B @ V, M), DC-,) est appelke 
cohomologie de (M, d) ti valeurs dans le systime (0, V); on la note H:(M; V). 
(Son interprktation topologique est dCveloppCe dans [2,6].) 
DCfinition 2.3. Une homotopie contractante sur un B-module diffkrentiel graduC 
(M, d) est un endomorphisme s de M de degrk -1 Grifiant ds + sd = id,. 
Le lemme suivant nous donne une mCthode simple pour savoir si la 
cohomologie i coefficients est nulle. 
Soit B une adg,, et soit Z une collection {(O,, V,) 1 i E Z} de systkmes finis de 
coefficients sur B. 
DCfinition 2.4. Un B-module diffkrentiel graduk (M, d) est Z-acyclique si, pour 
tout I>0 et tout (O,, V,) E 2, H:,,(M; v) = 0. 
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Lemme 2.5 (Sullivan (61). S’ I sur un B-module differentiel grad& (M, d) il existe 
une homotopie contractante s, alors M est Z-acyclique pour toute collection 2 de 
systtmes sur B. 0 
DCfinition 2.6. Un morphisme 4 : E+ A de B-adg, est un X-quasi-isomorphisme 
ssi, pour tout I r 0 et tout (Of, y.) E Z, 
est un isomorphisme. 
Dans la categoric B-ADG,, nous choisissons comme fibrations les morphismes 
surjectifs, et comme C-equivalences faibles les Z-quasi-isomorphismes. 
DCfinition 2.7. Un B-morphisme 4 : D + D, est une ,Z-cofibration ssi pour tout 
diagramme commutatif 
dans lequel y est une fibration et une C-equivalence faible, il existe h : D, + E tel 
que h+ = (Y et yh = B. Dans le cas particulier ou 4 : B+ C est une B-adg,, on dit 
avoir un objet Z-cofibrant. 
Proposition 2.8. Pour tout 2, la categoric B-ADG, avec les fibrations, C-equiva- 
lences faibles et 2:-cofibrations difinies avant, est une categoric a modeles fermee 
dans le sens de Quillen [5]. 
Preuve. La demonstration est analogue a celle faite pour la categoric ADG, dans 
[l, Section 41. 0 
3. KS extensions et homotopie 
Dans ce paragraphe, B designe une adg, et 2 = {(O,, V,) 1 i E Z} une collection 
de systemes finis de coefficients sur B. 
Definissons d’abord les (KS, 2)-extensions, qui generalisent les KS-extensions 
introduites par Halperin [4, Chapter 51. L’idCe provient de l’etude des adg, 
minimales libres faite par Sullivan [6]. 
Soit X un espace vectoriel gradd, X = @,X’. On suppose donnee une 
decomposition de X en sous-espaces homogenes X = BeEn Xu, oh 0 est un 
ensemble bien ordonne. 
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On note AX (resp. A(X_)) l’adg, libre engendree sur k par X (resp. 
@a0 X6). c omme d’habitude A’X est l’ensemble des elements de degre 
strictement positif. 
DCfinition 3.1. Une (KS, Z)-extension de B est une B-adg, (B@AX, D), telle 
que pour chaque (Y il existe un unique systeme (O,(,,,, I/r(,)) E Z et un iso- 
morphisme +,, : V,(,) * Xn, tel que 
Notation 3.2. Pour simplifier nous noterons [$J, 0 0,,,,04,‘](X,) par Oic,,,(X,). 
DCfinition 3.3. Si l’ordre sur 0 est compatible avec le degre nous dirons que 
l’extension est minimale. 
Lemme 3.4. Les (KS, Z)-extensions de B sont des objets .Z-cofibrants duns 
B-ADG,. 
Preuve. Soit C une (KS, C)-extension de B. Soient @ : C-+ A un B-morphisme 
et y : E-+ A une fibration et une Z-equivalence faible. 11 faut montrer que dans 
le diagramme 
B’CE 
il existe 5 : C+ E tel que ~5 = @ et 5i = cp. 
Supposons 5 deja definie sur B @A(X,,), on doit l’etendre sur X,. Soient 
(@,,+ Yc,,) et 4, : Y(m) + X, le systeme et l’isomorphisme associes a Xc, ; notons 
pour simplifer le systeme precedant par (0,) V,). 
L’algebre C &ant une (KS, _Z)-extension de B, D6j,$rr E Hom(v, B 8 A(X,,)). 
Par hypothise d’induction, on a 
Par consequent y$D,(+,) definit une classe de cohomologie nulle dans 
Hi,(A; y/i>; soit g : yb E tel que D,,(g) = .z$D,,~($,). Par hypothese y est 
surjective done il existe h’ : V,+ E tel que yh’ = yg - @+,. 
Nous remarquons que D,,(yh’) = 0 et par consequent D,<(h’) est un cocycle 
dans Hom(V,, Noyau( 7)). Mais Noyau( 7) Ctant D,),-acyclique il existe 
h” : y--+Noyau(y) tel que D,,(h’) = D,,(h”). Soit h = h’ - h”, nous Ctendons 5 
surY,part(X,)=(g-h)4ii. 0 
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Nous allons maintenant preciser la notion d’homotopie entre morphismes de 
source une (KS, _E)-extension de B. Pour cela construisons un objet cylindre C’ 
pour toute (KS, Z)-extension C de B, en mimant la construction de Halperin [4]. 
Soit C = B 63 AX, X = emEn Xu, une (KS, Z)-extension de B. 
Notons X la suspension de X, c’est-a-dire IX] = 1x1 - 1 pour tout x E X et soit 
dX un espace isomorphe a X par un isomorphisme d de degre 1. Soit 
C’ = (B @ ,4(X, x, dx), D) 
ou la differentielle D est defini sur les nouveaux generateurs par 
D( 18X) = 169 d..V + 0,&X) , D(l@ di) = O,,,,(d.C) 
si x E Xc, et O!(_, est definie comme en Notation 3.2. 
Soit i la B-derivation de degre -1 definie sur C’ par 
i(B) = i(x) = i(dx) = 0 et i(X) = X 
On verifie i’ = 0. Soit T = Di + iD; c’est une derivation de degre 0 telle que 
T(B)=T(X)=T(~X)=O et ~(1@1~)=1@d_G+i(a) ou aEB@A(X,,). Par 
consequent, r2( 1 @x) E (B @3 A(X,<, ))I. 
On montre par induction que pour chaque XLI il existe un entier ~1, tel que 
r”“(X_) = 0. On construit 
&CC. 
,,?,I n! 
e7 est un endomorphisme de C’. 
On definit A,,,h, : C-+ C’, deux B-morphismes; A,, est l’inclusion et A, = e’h,,. 
Dhfinition 3.5. Soient h,,f, : C+ A deux B-morphismes. On dit que A, est 
homotope (ci gauche) ti f, , note 6, -L f, , ssi il existe F : C’ -+ A tel que f. = FA,. 
Nous terminons le paragraphe avec l’enonce de lemmes dont la demonstration 
est une simple adaptation du cas nilpotent. 
Lemme 3.6. Soient g : A+ E, f;,, f, : C+ A des B-morphismes. Alors 
Lemme 3.7. Soit K un idgal de A stable pour la diffirentielle d,, contenant B et 
C-acyclique. Alors si Im( f, - f,,) C K, il existe une homotopie F entre f;) et f, telle 
que F(x) C K. 0 
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Soit p : B @I A(X, X, dX)-+ B @ AX la projection canonique, le noyau de p, 
note Noyau( p), est B @ AX @ A’(X, dX) et Im( A, - A,,) C Noyau( p). On mon- 
tre d’apres le Lemme 2.5 que Noyau(p) est acyclique pour tout systeme sur B, 
done A,,, A, induisent le meme morphisme pour toute cohomologie a coefficients 
sur B. 
Lemme 3.8. Si f,, = f, alors f,, et f, induisent le meme morphisme pour tome 
cohomologie a coefficients sur B. 0 
Lemme 3.9. (Relevement des KS-extensions.) Soit C une (KS, x)-extension de B. 
Soient @ : C+ A un B-morphisme et y : E -+ A une Z-equivalence faible. Dans le 
diagramme 
il existe 5 : C+ E tel que 
Lemme 3.10. Soient g : A+ E et A,, f, : C + A des B-morphismes. Si g est une 
Z-equivalence faible, alors 
4. Modkle minimal rboluble: unicitk 
Dans ce paragraphe, nous definissons le modele minimal resoluble d’une 
B-adg, et nous demontrons son unicite. 
Fixons B une adg, et .Z={(O,,V,)liEZ} une collection de systemes finis de 
coefficients sur B. Soit i : B-+ A une B-adg,. 
DCfinition 4.1. Un _Z-modele minimal (ou modtle minimal resoluble de A) est une 
paire (B @ AX, @) oti B @I AX est une extension minimale de B (Definition 3.3) 
et @ : B @AX-+ A une Z-equivalence faible de B-adg,. 
ThCoritme 4.2. Toute Z-equivalence faible W : B @ AX, + B @ AX? entre deux 
(KS, 2 )-extensions minimales de B est un isomorphisme de B-adg,. 
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Cet enonce correspond a la Proposition 4.2 de [6]; les methodes de demon- 
stration sont d’ailleurs semblables. La redaction choisie ici a l’avantage de faire 
apparaitre (Lemme 4.4) une caracterisation des modeles minimaux adaptable a 
d’autres situations. Dans le cas particulier C = ((0, k)}, on redemontre ainsi tres 
simplement l’unicite du modele minimal classique. 
Corollaire 4.3. Soient (B 69 AX,, @,) et (B 69 AX,, &) deux .Z-modiles minimaux 
de i: B+A. Alors il existe un isomorphisme de B-adgc, Yf : B 63 AX, + 
B @ AX? tel que @? F = @, 
Preuve. Avec le lemme de relevement des (KS, C)-extensions (Lemme 3.9) 
l’existence de T est Claire. Que q soit un isomorphisme est une consequence 
directe du theoreme precedent. 0 
Preuve du ThCorkme 4.2. Le theoreme decoule du lemme suivant dont l’enonce 
fait mieux apparaitre la caracterisation des modeles minimaux: 
Lemme 4.4. Soit B @AX une (KS, C)-extension minimale de B. Pour tome 
Z-equivalence faible y : A + B @ AX, il existe une section, c’est-a-dire il existe 
5 : B G3 AX-+ A verifiant y[ = id,@ ,x. 
Preuve. 11 suffit de supposer 5 construit sur B @ A(X_) et de l’etendre a X,. Soit 
I le degre de Xc; soient (O,,,,, V,(,,) E Z et +,, : Vcu, + Xc, le systeme et l’isomor- 
phisme associes. Pour simplifier notons (0, V) le systeme precedent, C l’exten- 
sion B @AX, C,, l’extension B@A(X<~~). Puisque Y[,~., = id, <,,. est injectif; 
notons C <(I son image dans A. Soit y : A/C,, + C/C,, 1; morphisme induit par 
y; l’application induite 
est un isomorphisme. 
Notons p, et p les projections de C et A sur C/C,, et A/C,, respectivement. 
L’extension C &ant minimale, Do+, est un Clement de Hom( V, C’?i ), done p, $,, 
difinit une classe de cohomologie dans H’,(CIC,, ; V); remarquons que C/C,, 
n’a pas de structure d’algebre. De (CIC,,)‘~’ = 0, on deduit que p,c$, definit une 
classe non nulle. 
Soit h’ : I/--+ (A/C,,)’ un D,-cycle tel que yh’ = p,4, (un tel h’ existe car y* 
est un isomorphisme). Comme p : A+ A/C,, est une application lineaire surjec- 
tive, on peut relever h’ en un Clement h”E Hom(V, A) tel que D,h”E 
Hom(V, C,,) et p, yh” = ~~4,. Notons g = yh” - 4, E Hom(V, C,,,) et soit h = 
h” - ,$,c,_,g, on verifie yh = 4,,. 
Nous choisissons alors [,xcr = h+,‘. La commutativite avec la differentielle 
decoule de yD,h = D+,4,. 0 
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5. Construction du modkle minimal rCsoluble 
Dans ce paragraphe, nous construisons un modele minimal resoluble qui 
generalise la construction du cas nilpotent. 
Comme d’habitude fixons une adg, B; soit 2 = {(O,, y) ( i E Z} une collection 
de systemes finis de coefficients sur B. 
DCfinition 5.1. Soit 4 : A+ E un morphisme de B-adg,; 4 est un (n, Z)-quasi- 
isomorphisme ssi, pour tout systeme (Oi, y) E 2, 
est un isomorphisme pour tout 15 n et est injective pour I = II + 1. 
Pour la construction du modele, nous avons besoin dune notion de connexite 
adaptee a la cohomologie a valeurs dans un systeme. Pour cela, considerons 
(@,, V,) et (@,, V,) d eux systemes sur B; definissons une differentielle Do,oz sur 
Hom,(B 8 V,, B 63 V,) par 
D,,,Jh) = d&z - (+‘hd,, 7 
ou h : B C3 VI + B @ V, est un B-morphisme. Notons ~II~,,~(B) l’homologie corres- 
pondante. 
DCfinition 5.2. On dit que B est C-connexe si, pour tout couple (@,, y), (Oj, y) 
d’elements de ,Z on a 
ou kj est une k-algebre de division. 
Remarque 5.3. (1) Si B est I)-connexe, alors H”(B) est un corps extension de k; 
c’est-a-dire H”(B) est commutatif, contient k et tout element b E H”(B) est 
inversible. Seule la derniere propriete est a verifier; choisissons un systeme 0 E _X 
de dimension II. La matrice diagonale n x IE, ayant b sur la diagonale, appartient 
a Hi),(B); elle est inversible par hypothese, d’ou l’assertion. 
(2) Soient (M, d) un B-module differentiel grad&, (0, V) un systeme sur B, 
alors pour tout 12 0 H’,(M; V) est un Hi,(B)-module. 
(3) Si B est X-connexe, HL,(M; r/;) est un k,-espace vectoriel pour tout 1~ 0 et 
tout systeme (O,, V,) E 2. 
ThCori?me 5.4. Supposons B ,I$-connexe. Sout I, : B-+ A une B-adg,. telle que v 
soit un (0, Z)-quasi-isomorphisme. Alors il existe une (KS, ,X)-extension minimale 
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de B, unique ic isomorphisme prb, B 63 AX, et un B-morphisme @ : B @ AX+ A 
tel que @ soit un S’-quasi-isomorphisme. 
Situons ce theoreme par rapport a celui de Sullivan [6,5.1]. Comme le montre 
l’exemple du Paragraphe 6, l’existence d’un modele n’est pas vraie en general. 
Elle necessite une certaine compatibilite entre B et 2, traduite ici par la 
C-connexite de la base et chez Sullivan par des restrictions sur 2. 
Preuve du ThCorGme 5.4. L’unicite est demontree dans le paragraphe precedent; 
itablissons son existence. 
Existence du modtle: Supposons avoir construit une extension de v 
(OG X’” zz @,<,,, X’) telle que @ %“n soit un (m - 1, _X)-quasi-isomorphisme. Pour 
chaque i E I, Conoyau(Hzi,(@““)) et Noyau(HTi,+‘(@‘“‘)) sont des k,-espaces 
vectoriels (Remarque 5.3(3)). 
On choisit pour chaque i E I des D,,-cocycles {f, : L’+ A”’ 1 a E I,} et 
{g, : Vi+ (B @ A(XcI”‘))“‘+’ 1 j3 E K,} tels que 
Conoyau(Hij!(@““)) ^I ({[f,]; (Y E J,}),, , 
Noyau(H:~~,“(~““)) G ({[g,]; P E K,}),, , 
oti (S) k, denote le k,-espace engendre par l’ensemble S. Notons i(Ly) (resp. i(p)) 
l’indice i E I associe a cy (resp. p). 
Pour chaque /? E K, soit h, : ycpj- A”’ tel que 
Soient Yu,Z, des k-espaces vectoriels (en degre m) isomorphes a yccX, et V,cp, 
respectivement par des isomorphismes 4, : VICaj + Y<, et 4p : V,,,) + Z, . 
Soit 
On Ctend la differentielle D sur Xi;’ par 
On prolonge @-“” par 
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@I caY, =LC et @lmz, = $4; . 
Lemme 5.5. H{+J@) : H:,,(B @ A(Xcm @XT); y.)+ H:+(A; y/i> est un isomor- 
phisme pour tout 1~ m et tout syst&ne (O,, V,) E 2. 
Preuve. 11 faut montrer que 
H;;,(Q) : H;;,(B @ A(X- @Xi;); V,)+ H;,(A; V,) 
est un isomorphisme. 
La suite exacte courte 
O+(B@A(X<m), D)4 (B 63 A(X<‘, CB x;>, D) 
-t(B@A(X”“)@A+(X;), b)+O 
induit une suite exacte longue 
O-+ H;,(B @ A(X’“‘); b+-+ Hi;,@ 63 A(X’“’ CB XT); I’,) 
+ H;,(B C3 A(X'"l)@ A+(XlT’), D); V;) 
~H;I;+‘(R~n(x’~~);~)~..’ 
on Conoyau( 6 *) G Noyau( a). 
Pour chaque i E I, @ induit un diagramme 
0 0 
I I 
H;,(B @ A(X’“); v,)~ 
I 
H;JB C3’ A(X”“); v,) 
I 
1 H’E;,(cp 1 
Conoyau(i*) - 
i 
Conoyau(~~,(@.““)) 
I 
0 0 
Ainsi, Hs,( @) est un isomorphisme ssi H-z,(&) en est un aussi. 
11 est immediat que HG,(B 63 A’(Xr), D) est l’espace des Dc9,-cocycles de 
Hom,(B @y., B”@Xy), mais, par construction de Xlf, on a que 
Hom,(B @ V,, B” @I Xr) est isomorphe a 
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Les isomorphismes 4, : ycu, + Y, et 4p : V,,,) + Z, induisent des isomorphis- 
mes (de degre -rn) 
Hom,(B@V,, B”@YY,)~HomB(B@~, B”@V,,,,,) 
et 
Hom,(B@V,, B”@Z1,)~Hom,(B@V,, B”@v,(~,) 
d’ou 
H~,(B ~ ‘,; V,) ~ H~,(B ~ V,,,,; V,> = 
0 {! si i f i(a) , k si i = i((.y) 
I1 s’ensuit 
Un calcul montre que 
a[+,] =[~9,cu,(+,>1 = 0 et ~[+,I = [~c+,,,l(4/3)1 = [goI ;
alors Noyau(a) z @,,,, k,[#,]. 
De @llBy, =f,4,’ on deduit que 
I 
i&J,,) = arJ (f,)k,~Conoyau(H~,(~““)) 
done Hz (8) est un isomorphisme. 
Pour t&miner la construction, il faut ajouter, eventuellement un nombre infini 
de fois, des espaces XT, et Ctendre @ de facon evidente d’apres la construction 
precedente, jusqu’a rendre 
injective, Hz,(@) restant un isomorphisme pour tout systeme (O,, r/;) E C. 17 
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6. Exemples 
Soit 2 une collection de systemes sur une adg, B. Dans ce paragraphe nous 
donnons des exemples pour mieux comprendre I’hypothese de C-connexite. Deux 
situations fournissent la Z-connexite: 
(1) Si _Z n’a qu’un seul systeme de dimension 1, alors la connexitk ordinaire de 
B implique la X-connexite. 
(2) Pour la deuxieme situation, il nois faut d’abord introduire une definition: 
Difinition 6.1. Un systeme (0, V) sur B est irrtductible ssi il n’existe aucun 
sous-espace propre W de V stable pour 0, c’est-h-dire O(W) C B’ C3 W. 
Remarque 6.2. Si k = R et B = (Ax, 0), 1x1 = 1, la matrice 0 est determinee par 
une matrice reelle, et les systemes irreductibles peuvent etre decrits complete- 
ment. Une decompositon d’un systeme (0, V) sur B en systemes irreductibles est 
donnee par la Jordanisation. 
Plus generalement, si B” = k et si .Z est une collection de systemes irreductibles 
sur B, alors B est Z-connexe. En effet, soient (0,) V,), (@, V,) deux elements de 
2. Prenons f E Hom(V, , V,) tel que D H,(.)lf = 0 alors le noyau de f (resp. l’image) 
est un sous-espace stable pour 0, (resp. @). Un calcul, utilisant I’irreductibilite 
de (0,) V,) et (O,, V,), permet d’etablir ensuite la 2’-connexite de B. 
Nous terminons en donnant un exemple qui montre que, sans l’hypothese 
_I$-connexe pour B, le Theo&me 5.4 n’est pas vrai, meme dans le cas B” = k. 
Tout d’abord nous construisons une suite exacte longue de cohomologie associCe 
A une decomposition d’un systeme. Soit (0, V) un systeme sur B, supposons 
V= U, Cl3 U, oti U, est stable pour 0. Notons O,, : U, + B ’ @ U, les applications 
obtenues par projection. Un calcul montre que, pour i = O,l, (O,,, U,) est un 
systeme sur B. 
Pour tout B-module differentiel grad& M. on construit une suite exacte courte 
O* (Hom(U,, M), d,,,,)- (Hom(V, M), d,) 
+ (Hom(U,, M), d,,,)+ 0 __ 
11 c&e done une suite exacte longue de cohomologie 
+ ~~,,(~; u,>- K&w v>- fq”&w; u,> A H;,y% u,>- 
oii le morphisme de connexion 8 est donne par O,,. 
Exemple. Soit B l’algebre commutative libre engendree par trois elements de 
degre 1, B = (A(x, y, z), d), avec dx = dy = 0 et dz = xz + zy. Soit A = B(f), 
1 f( = 0, df = yf et (0, V) le systeme sur B donne par la matrice 
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par rapport a une base {u, , u2} de V. 
Nous avons deux autres systemes induits par (0, V); notons les (x, (u, ),) et 
(Y, Wk). 
Prenons 2 = {(x, (u,),), (0, V)}. Si FEHom(V, A) est donne par F(ui) = ai, 
les conventions du Paragraphe 2 donnent D,F(u,) = da, - xa, - za2, D,F(u,) 
- da, - ya,. Un calcul montre que l’inclusion i : B + A est un (0, X)-quasi- 
isomorphisme, mais B n’est pas _I?-connexe car l’inclusion ( u, ) k + V definit une 
classe non nulle dans H:,(B). 
Si le modele, note B @ A(X), existe, on deduit de la suite exacte longue 
associee a la decomposition de (0, V) que 
H;(i) : H;(B; k) = ff;(B @An(X); k)+ H;(A) 
doit etre un isomorphisme. Mais elle n’est pas surjective, done le modele n’existe 
pas (voir Definition 3.3). 
Remarque 6.3. Bien que le modele pour 2 n’existe pas, on peut en construire 
pour (0, V) et pour (x, (u, ),) separement. 
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