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Abstract
In the present paper a sufficient and necessary condition for convergence of steepest
descent approximation to accretive operator equations is established, and for the sufficiency
part a specific error estimation is also given.  2002 Elsevier Science (USA). All rights
reserved.
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1. Introduction
Let X be a real Banach space with norm ‖ · ‖ and dual X∗. The normalized
duality mapping form X to the family of subsets of X∗ is defined by
Jx = {x∗ ∈X∗: 〈x, x∗〉 = ‖x‖2 = ‖x∗‖2},
where 〈· , ·〉 denotes the generalized duality pairing. A mapping T with domain
D(T ) in X is said to be accretive if for each x, y ∈D(T ) there exists j (x − y) ∈
J (x − y) such that〈
T x − Ty, j (x − y)〉 0. (1)
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Furthermore, T is called strongly accretive if there exists a constant k > 0 such
that 〈
T x − Ty, j (x − y)〉 k‖x − y‖2. (2)
T is said to be φ-strongly accretive if there exists a strictly increasing function
φ : [0,∞)→[0,∞) with φ(0)= 0 such that the inequality〈
T x − Ty, j (x − y)〉 φ(‖x − y‖)‖x − y‖ (3)
holds for all x, y ∈D(T ). Let N(T ) = {x ∈ X: T x = 0}. If N(T ) = ∅, and the
inequalities (1)–(3) hold for any x ∈D(T ), but y ∈N(T ), then the corresponding
operator T is called quasi-accretive, strongly quasi-accretive and φ-strongly
quasi-accretive, respectively. Such operators have been extensively studied and
used by several researchers (see, e.g., [1,5]).
Recall that a quasi-accretive operatorA is said to satisfy condition (I) if, for any
x ∈D(A), p ∈N(A) and any j (x − p) ∈ J (x − p), the equality 〈Ax, j (x − p)〉
= 0 holds if and only if Ax =Ap= 0.
Recently, Xu and Roach [1] studied the characteristic conditions for the
convergence of the steepest descent approximation process
(@)
{
x0 ∈X,
xn+1 = xn − tnAxn, n 0,
where tn ∈ (0,∞), ∑∞n=0 tn = ∞, and tn → 0 as n → ∞. They proved the
following theorem.
Theorem XR. Let X be a uniformly smooth Banach space and let A :D(A) =
X → X be a quasi-accretive, bounded operator which satisfies condition (I).
Then, for any initial value x0 ∈D(A), there are positive real numbers T (x0) such
that the steepest descent approximation method (@), with tn  T (x0) for any n,
converges strongly to a solution x∗ of the equation Ax = 0 if and only if there is
a strictly increasing function φ :R+ →R+, φ(0)= 0, such that〈
Axn −Ax∗, j (xn − x∗)
〉
 φ
(‖xn − x∗‖)‖xn − x∗‖. (4)
We remark immediately that in Theorem XR the choice of the initial value x0 ∈
D(A) should satisfy certain restrictions in order to guarantee that φ−1(‖Ax0‖)
is well-defined. Moreover, the choice of iterative parameter tn depends heavily
both on the modulus of smoothness ρX(τ) of X and on constants K and C.
Clearly, it is rather hard for one to determine tn  T (x0) for all n 0, because of
computational difficulties. On the other hand, in some applications, the operatorA
is, in general, not defined on the whole of X, the domain of A, D(A), is generally
a proper subset of X. In this case, the steepest descent approximation process (@)
may not even be well-defined.
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It is our objective in this paper to resolve all these problems by using new
approximating techniques. For this purpose, we need the following concept and
known fact.
An operator A :D(A) ⊂ X → X is said to be locally bounded at some x0 ∈
D(A) if there exists a positive constant r > 0 such that a closed ball Br(x0)
contained in D(A). Accordingly, A is said to be locally bounded on D(A) if
A is locally bounded at every x ∈D(A). It is well known that if X is a uniformly
smooth Banach space and A :D(A) ⊂ X → X is an accretive operator with an
open domain D(A), then A is locally bounded on D(A).
The following lemma can be found in Zhou and Jia [3].
Lemma 1.1. Let X be a real Banach space. Then the following inequality holds:
‖x + y‖2  ‖x‖2 + 2〈y, j (x + y)〉
for all x, y ∈X and all j (x + y) ∈ J (x + y).
2. Main result
Theorem 2.1. Let X be a real uniformly smooth Banach space and let A :
D(A) ⊂ X → X be a quasi-accretive locally bounded operator which satisfies
condition (I). Then for an arbitrary initial value x0 ∈ Br(x∗), x∗ ∈ N(A), there
exist positive real numbers T (x0) such that the steepest descent approximation
process (@) defined by
xn+1 = xn − cnAxn, n 0, (5)
with
(i) 0 < cn  T (x0) for each n 0,
(ii) ∑∞n=0 cn =∞, and
(iii) limn→∞ cn = 0,
converges strongly to the solution x∗ of the equation Ax = 0 if and only if there
exists a strictly increasing function φ : [0,∞)→[0,∞), φ(0)= 0, such that
〈
Axn, j (xn − x∗)
〉
 φ
(‖xn − x∗‖)‖xn − x∗‖. (6)
Moreover, for the sufficiency part, if inft>0(φ(t)/t) > 0, then we have the error
estimation
‖xn − x∗‖2  r1θn,
where r1 = max{r,1} and θn→ 0 as n→∞.
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Proof. (Necessity) Suppose that xn → x∗ as n→∞. Let M = sup{‖xn − x∗‖:
n  0}. Then M  0. If M = 0, then xn = x∗ for all n  0 and hence the con-
dition (6) follows trivially. Suppose M > 0 and for t ∈ (0,M) define
Ct =
{
n ∈N : ‖xn − x∗‖ t
}
.
Then Ct is nonempty and finite. Indeed, assume that Ct = ∅; then ‖xn − x∗‖< t
for all n 0, and it follows that M  t < M , which is a contradiction. For every
t ∈ (0,M), there exists n(t) ∈N such that ‖xn − x∗‖< t for all n n(t). Hence
Ct ⊂ {0,1,2, . . . , n(t)− 1}. Define
f (t)= min
{ 〈Axn, j (xn − x∗)〉
‖xn − x∗‖ : n ∈ Ct
}
.
Then f (t) is nonnegative and nondecreasing. If f (t) = 0 for some t ∈
(0,M), then there exists some fixed n0 ∈ Ct such that ‖xn0 − x∗‖  t and〈Axn0, j (xn0 − x∗)〉 = 0. By the condition (I), we have Axn0 =Ax∗ = 0. In view
of (@), we have xn = xn0 for all n  n0. This implies that xn0 = x∗, which
contradicts ‖xn0 − x∗‖  t . This contradiction shows f (t) > 0 for every t ∈
(0,M).
Now we extend the domain of f to R+ by defining f (0) = 0 and f (t) =
sup{f (s): s < M} for all t M . Define φ(t) = tf (t)/(1 + t) for t ∈ R+. Then
φ :R+ → R+ is a strictly increasing function with φ(0)= 0 such that condition
(6) is satisfied. The proof of the necessity is complete.
(Sufficiency) Suppose that inequality (6) holds. Since T is locally bounded, for
x∗ ∈ N(A), there exists a positive constant r > 0 such that Br(x∗) ⊂D(A) and
A(Br(x
∗)) is bounded.
Let M = sup{‖Au‖: ‖u− x∗‖  r}. Since X is uniformly smooth, j is uni-
formly continuous on the ball B(0,2r). At this point we can choose some δ > 0
such that
‖jx − jy‖ rφ(r/2)
2M
whenever x, y ∈ B(0,2r) and ‖x − y‖ δ.
Set
T (x0)= min
{
δ
M + 1 ,
r
2M + 1
}
.
Now we prove that the sequence {xn} defined by (@) with cn  T (x0) is
bounded. We finish the proof by using mathematical induction.
Assume that ‖xn − x∗‖ r; then ‖Axn‖M . Observe that
‖xn+1 − x∗‖ r + cn‖Axn‖ 2r
and
‖xn+1 − xn‖ cn‖Axn‖ cnM  δ,
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so that
∥∥j (xn+1 − x∗)− j (xn − x∗)∥∥ rφ(r/2)2M .
Now we want to show that ‖xn+1 − x∗‖ r . If it is not the case, then
‖xn+1 − x∗‖> r.
By (@) we have
‖xn − x∗‖ ‖xn+1 − x∗‖ − cn‖Axn‖ r − T (x0)M  r2 , (7)
and hence
φ
(‖xn − x∗‖) φ
(
r
2
)
. (8)
By using Lemma 1.1, (@), (7) and (8), we have
‖xn+1 − x∗‖2 = ‖xn − x∗ − cnAxn‖2
 ‖xn − x∗‖2 − 2cn
〈
Axn, j (xn+1 − x∗)
〉
 ‖xn − x∗‖2 − 2cnφ
(‖xn − x∗‖)‖xn − x∗‖
+ 2cnM
∥∥j (xn+1 − x∗)− j (xn − x∗)∥∥
 ‖xn − x∗‖2 − 2cn r2φ
(
r
2
)
+ cnrφ
(
r
2
)
 ‖xn − x∗‖2, (9)
which implies that ‖xn+1 − x∗‖ ‖xn − x∗‖ r , which contradicts the assump-
tion ‖xn+1 − x∗‖ > r . This contradiction shows that ‖xn+1 − x∗‖  r . By the
mathematical induction, we see that ‖xn−x∗‖ r for all n 0. By the definition
of M , we know that ‖Axn‖M for all n 0.
Set M = supn0{‖Axn‖}. Let dn = ‖j (xn+1 − x∗) − j (xn − x∗)‖. Then
dn → 0 as n→∞, since j is uniformly continuous on bounded subsets of X.
Again, using Lemma 1.1, we have
‖xn+1 − x∗‖2  ‖xn − x∗‖2 − 2cnφ
(‖xn − x∗‖)‖xn − x∗‖
+ 2Mcndn. (10)
Set lim supn→∞ ‖xn − x∗‖ = a. Then a = 0. If not, suppose a > 0; then there
exists a fixed integer N such that ‖xn − x∗‖  a/2 for all n  N , and hence
φ(‖xn − x∗‖)  φ(a/2). Since dn → 0 as n→∞, we can choose N1  N so
large that
4Mdn  aφ
(
a
2
)
, (11)
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for all nN1. It follows from (10) and (11) that
a
2
φ
(
a
2
) ∞∑
n>N1
cn  ‖xN1 − x∗‖2 <∞,
which contradicts assumption (ii). Consequently,
0 lim inf
n→∞ ‖xn − x
∗‖ lim sup
n→∞
‖xn − x∗‖ = 0.
This shows that xn → x∗ as n→∞.
Now we consider an error estimation. For this purpose, assume that
inf
n0
φ(‖xn − x∗‖)
‖xn − x∗‖ = σ > 0.
Without loss of generality, we assume that dn  σ/M for all n  0. Define
iteratively a real sequence {θn}n0 as{
θ0 = 1,
θn+1 = (1− 2σcn)θn + 2Mcndn, n 0.
Then we have θn  1, limn→∞ θn = 0 and ‖xn− x∗‖2  r1θn for all n 0, where
r1 = max{r,1}. The proof of the theorem is complete. ✷
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