Abstract -A mixed hybrid finite element method of the lowest order is studied for the Signorini problem. An iterative method with a preconditioner being a classical finite element approximation of the Laplace operator is constructed. A multistage iterative procedure for the mixed hybrid finite element scheme is constructed, the rate of convergence and the complexity of this method are analysed.
Introduction
In this paper, a mixed hybrid finite element scheme for the Signorini problem is constructed and an effective iterative method of its solution is proposed.
Mixed and hybrid finite element methods have been thoroughly investigated for the linear boundary value problems (see monographs [4, 19] and references therein). Some results on the convergence and accuracy of these finite element methods are known for nonlinear elliptic problems as well (cf. [5, 8, 13, [15] [16] [17] [18] ).
Several articles deal with mixed finite element methods for variational inequalities, in particular, these methods for Signorini and contact problems have been studied in [1, 2, 6, 7, 9, 10] . The main results of these articles are concerned with the accuracy of the methods under reasonable regularity assumptions on the problem solutions. A priori and a posteriori error estimates have been established and several numerical studies have been made.
We construct and study the lowest-order mixed hybrid finite element method for the Signorini problem and some other variational inequalities with boundary constraints. The main goal of the article is to construct an effective iterative method for implementing a finite element scheme. For this purpose, the condensation procedure is applied, which leads to a finite dimensional variational inequality with respect to Lagrange multipliers, the matrix of this inequality being positive definite and symmetric. To construct an iterative method for this variational inequality, we use a spectrally equivalent preconditioner for the condensed matrix with constants of the spectral equivalence, which do not depend on the grid parameter. This preconditioner is a classical finite element approximation of the Laplace operator on a finer grid and it was constructed in [12] for the lowest-order mixed hybrid finite element method for the diffusion equation. We use the same preconditioner for the "condensed" variational inequality and construct a multistage iterative method, which is more effective than classical methods, solving the initial condensed variational inequality.
Problem formulation
Let Ω ⊂ R (Ω) : p(x) = 0 a. e. on Γ D } and K = {p ∈ V : p(x) 0 a. e. on Γ C } be a convex closed subset of V . We consider the Signorini problem: find p ∈ K, such that
where f ∈ L 2 (Ω). It is well known [14] that problem (1) has a unique solution. Moreover, owing to the regularity of the right-hand side, f ∈ L 2 (Ω), the solution p ∈ H
2
(Ω) [3] and it can be characterized by the pointwise relations
with the outward normal vector n.
Denoting by u = ∇p the flux function, we get the following mixed formulation of problem (2):
Note, that by the construction couple (∇p, p) is meant the solution of problem (4).
Mixed hybrid formulation of the problem
i be the partitioning of the domain into m nonoverlapping subdomains, where e i has a piecewise smooth boundary. Hereafter we suppose that the parts Γ D , Γ N and Γ C of the boundary ∂Ω are composed of the whole sides ∂e i . We also assume that the partitioning is conforming. The common sides of elements e i and e j are denoted by Γ ij , where i = j, i, j = 1, m. We suppose that ∂Ω consists of s segments Γ 1 , . . . , Γ s . The intersections ∂e i with Γ j , j = 1, s are denoted by Γ i,m+j , i = 1, m, j = 1, s, where Γ i,m+j for j = 1,
Let further u i and p i be the restrictions on e i of the functions u and p, respectively, and
. . , p m ). Then system (3) can be written in the following form:
where n i is the outward normal vector to ∂e i .
To define a weak mixed hybrid formulation of problem (1), we introduce some more notations. Namely, let V =
spaces of the vector-functions and M ad = {λ ∈ W : λ ij 0 for Γ ij ∩ Γ C } be a closed convex set. Further, we introduce the following bilinear and linear forms:
where n ij are the unit normals on Γ ij pointed from e i to e j , i, j = 1, m, and n i,m+j = n on Γ i,m+j , i = 1, m, j = 1, s. Now, a weak mixed hybrid formulation of (1) is: find a triple (u, p, λ) ∈ V × Q × M ad satisfying the following coupled system of equations and the variational inequality:
Proposition 3.1. Problems (1) and (5) Proof. The first part of the statement follows from the construction of problem (5), so, we prove only the second part.
Let us fix any e i . By choosing in the first equation of (5) 
n we obtain
(e i ) and u i = ∇p i a. e. in e i . Because of this
sense for i = j and Γ ij being in Ω. It means [19] that the function p with the restrictions
Further, from the second and third equations in (5) we derive, respectively,
It gives us [19] that the vector-function u with the restrictions u| e i = u i belongs to H(div , Ω), so, u = ∇p and
It is easy to show that p = 0 a. e. on Γ D and ∂p/∂n = 0 a. e. on Γ N . Now, from the last equation in (5) we obtain
or, with the previous results,
Thus,
and we receive the pointwise formulation (2) of problem (1). The proof is completed. 
The finite element approximation of (5) reads as follows: andλ ∈ R n λ the vectors of the degrees of freedom for u h , p h and λ h , respectively. Further, let the matrices M, B and C be defined by the equalities Let also Σ be the subdifferential of the indicator function to set M ad , which is known to be a maximal monotone operator. Then problem (6) can be written as follows:
Eliminating the vectorsū andp from this system, we obtain the so-called "condensed" finite dimensional variational inequality (written in the form of the inclusion) forλ
where
. Proof. The Schur complement matrix S is a symmetric and positive definite matrix (cf. [12] ), while Σ is a maximal monotone operator. Thus, the existence of a unique solution to (8) is a classical result.
Since the matrix S is symmetric and positive definite, problem (8) can be solved by the SOR-method.
In the next section we construct an iterative method for (8) with a preconditioner [12] , which is a "classical" mesh Laplace operator, constructed by the piecewise linear finite element method. This gives a possibility to use a two-stage iterative method solving on each outer iteration a classical grid scheme for the Signorini problem.
Iterative method
For the sake of simplicity we analyze only the case of quadrilateral meshes.
Let us partition each quadrilateral cell e i in τ h into four quadrilaterals by using the midpoints of the sides for every e i . We denote by τ h/2 the new partitioning of Ω. Let further V h/2 be the piecewise bilinear finite element subspace of H 1 (Ω) and A be the stiffness matrix corresponding to the approximation in this subspace of the Laplace operator with Dirichlet boundary conditions on Γ D . Let the nodes of τ h/2 be subdivided into two groups: the first group contains the midpoints of Γ ij of the triangulation τ h , while the second one contains the remaining nodes (called fictitious ones). Then the matrix A can be represented in the corresponding block form
where ξ is the vector of the fictitious variables. In [12] , it is proved that S is equivalent the Schur complement matrix
with the constants α, β independent of h.
Proposition 5.1. The iterative method
converges for τ ∈ (0, 2/β), and for τ = 2/(α + β) the following estimate holds:
Proof. Denote byz 
Excluding from here the fictitious components ξ n+1 and ξ n , we obtain the iterative method (10).
To implement this method, we need to calculate the residual vector F − Sλ n on the current iterationλ 
.
i is a scalar, the index i shows that all matrices are local and calculations are executed for any finite element independently on the others.
Calculate Cū
5. n := n + 1, goto 2.
Extensions
Note that the main result on the convergence and the rate of convergence to the iterative method (10) is based on the following feature: the condensed inclusion (8) derived from the mixed hybrid finite element method for the Signorini problem contains the maximal monotone operator Σ, operating onλ, and the matrix S, which is spectrally equivalent to the matrix S A with constants independent of h.
Owing to this fact, we can study, similarly to the previous considerations, any variational inequality with the constraints on the boundary. The most well-known problem of this class is the simplified contact problem
(Ω) : p = 0 a. e. on Γ D }. In this case, after approximating the mixed hybrid formulation to the problem, we obtain the algebraic problem of the form of (8) with the same matrix S and operator Σ, which is the maximal monotone diagonal operator Σ = diag(H, . . . , H) with
All previous results can easily be generalized to problem (2) with the differential operator −(div k(x)∇.), k(x) c 0 ∀x ∈ Ω instead of the Laplace operator.
Numerical examples
We solve problems (1) and (13) when Ω = (0, 1) × (0, 1) is the unit square. For problem (1) 
In both problems the right-hand side f = 4π 2 sin(2πx 1 )x 2 (1 − x 2 ) + 2 sin(2πx 1 ). We construct the uniform mesh with the stepsize h = 1/N on the domain Ω, so, e i are square finite elements.
where P k,l is the space of polynomials of the degree k in x 1 and of the degree l in x 2 , and all other spaces and sets are defined in Section 4.
In the case under consideration, the matrix A is a standard 5-point difference approximation of the Laplace operator on the h/2 mesh (with corresponding boundary conditions) and the constants α and β in (9) are α = 1, β = 3. As a consequence, the theoretically optimal parameter in the iterative method (11) is τ = 1/2. Table 7 contains the result of the calculations: the number of mesh points in the first column and the number of iterations for method (11) in the others. The second column gives the results for the Dirichlet boundary problem for the Poisson equation, the third columnfor the variational inequality (1) , and the fourth one -for the variational inequality (13) .
The stopping criterion for the iterative method (11) was λ n+1 −λ n L 2 < 10 −12
. From Table 7 we see that the number of iterations are almost the same for all problems and it does not depend on h. Note that the number of iterations given in Table 1 is quite large because of the very strict stopping criterion. If we choose, as a stopping criterion, the inequality λ n+1 −λ n L 2 < 10
, then the number of iterations in solving all the above problems is about 10.
Solution of problem (12)
The efficiency of the iterative method (11) for problem (8) depends on the efficient solution of the classical finite element scheme for the Signorini problem. For solution (12) we can use, for example, domain decomposition methods or multigrid methods (cf. [11] ). Below an effective method for the grid problems with boundary constraints is proposed and analyzed for the case of a uniform grid.
Consider a problem ("classical" finite element method for the Signorini problem on the uniform grid τ h/2 ) Ay +Σy f ,
where y = (y Ω , y Γ ) and y Γ are components corresponding to Γ C ,
For solving (15), we use the iterative method
where the precondidtioner
is spectrally equivalent to S Γ with constants independent of h, let
Similarly to Proposition 5.1, one can prove that the iterative method (16) converges for τ 1 = 2/(α 1 + β 1 ) with a rate independent of h. To implement (16), we use the following inner iterative method (v
with
We need O(h
ln(1/h)) operations in the FFT-method to calculate Bv for any v. Thus, the number of operations to calculate one iteration (17) is O(h (17) is supposed to be independent of h (we do not need to calculate inner iterations with a high accuracy).
The number of iterations in (16) ln(1/h)) operations). Thus, the total number of operations in implementing method (16) , (17) is O(h 
In our numerical example, the spectrum of B −1 S Γ was estimated using Matlab, and we found that α 1 = 1, β 1 = 1.5. So, the theoretical iterative parameter of process (16) was τ 1 = 2/(1 + 1.5) = 0.8. Table 2 contains the results of solving (14) by methods (16) , (17) . The stopping criterion in the outer process (16) , where r is the vector of the residual of the corresponding systems. Table 2 . Number of iterations in method (16) and total number of iterations in (16), (17) In the Tables 3 and 4 , we show the results of the numerical tests in solving the mixed hybrid scheme by the iterative method (11) and using the iterative process (16) , (17) to implement one iteration of (11) . Table 3 contains the results of solving (8) with the following stopping criteria: the L 2 -norm of the residual of (11) is less than 10 −4 , the L 2 -norm of the residual of (16) , and the L 2 -norm of the residual of (17) is less than 10 −6 . The second column in Tables 3, 4 contains the number of iterations of process (11) , the third one -the total number of iterations of the two-stage iterative method (11), (16) , and the last column gives the total number of the iterations of the three-stage iterative method (11), (16) , (17) .
We can see that the number of iterations of (11) and (16) does not depend on h and the number of iterations (17) It has been shown numerically that to achieve convergence of (11), it is enough to implement only one iteration of (16) and about ten iterations of (17) . Table 4 contains the results for the "inexact" implementation of the inner methods.
The following stopping criteria were used: the L 2 -norm of the residual of (11) . It follows from Table 4 that the optimal strategy in implementing the three-stage method consists in executing fixed and not big numbers of inner iterations. 
