We characterize the degrees of freedom η X in a system with two multiple antenna transmitters and two multiple antenna receivers. With M antennas at all nodes we find ⌊
I. INTRODUCTION
There is recent interest in the available degrees of freedom in distributed MIMO communications.
While time, frequency and space all offer degrees of freedom, spatial dimensions are especially interesting for how they may be accessed with distributed processing. A number of challenging questions arise in a wireless network with distributed nodes and with multiple (possibly varying across users) antennas at each transmitter and receiver. For example: What is the maximum multiplexing gain in distributed MIMO systems? How can this multiplexing gain be shared among users? Is spatial zero forcing optimal for achieving all the available multiplexing gain, or is it possible to use dirty paper coding and successive decoding principles to achieve more multiplexing gain than is possible with spatial zero forcing alone?
If zero forcing is not optimal then how much more multiplexing gain is there beyond zero forcing ?
How does the multiplexing gain depend on the number of messages in the system?
The two user interference channel with single antennas at all nodes is considered by Host-Madsen [2] . It is shown that the maximum multiplexing gain is only equal to one even if cooperation between the two transmitters or the two receivers is allowed via a noisy communication link. Host-Madsen and Nosratinia [3] show that even if communication links are introduced between the two transmitters as well as between the two receivers the highest multiplexing gain achievable is equal to one. These results are somewhat surprising as it can be shown that with ideal cooperation between transmitters (broadcast channel) or with ideal cooperation between receivers (multiple access channel) the maximum multiplexing gain is equal to 2. The multiplexing gain for two user MIMO interference channels is considered in [4] . It is shown that for a (M 1 , N 1 , M 2 , N 2 ) MIMO interference channel (i.e. a MIMO interference channel with M 1 , M 2 antennas at the two transmitters and N 1 , N 2 antennas at their respective receivers), the maximum multiplexing gain is equal to min (M 1 + M 2 , N 1 + N 2 , max(M 1 , N 2 ), max(M 2 , N 1 )). A constructive achievability proof shows that all the available multiplexing gain can be achieved purely by spatial zero forcing while a multiple access channel upperbound is used to establish conversely that a higher multiplexing gain is not possible. Zero forcing is also known to be optimal in terms of multiplexing gain for the MIMO broadcast and multiple access channels. All these results may be seen as negative results in the sense that they suggest that for multiplexing gain in distributed MIMO channels, there is nothing beyond spatial zero forcing.
A surprising result that goes against this pessimistic inference is recently obtained by Maddah-Ali, Motahari and Khandani in [1] for the two user MIMO X channel with three antennas at all nodes. The MIMO X channel is physically identical to the MIMO interference channel. However, in the interference channel there are only two messages (M 11 from transmitter 1 to receiver 1 and M 22 from transmitter 2 to receiver 2) whereas in the X channel there are two additional messages, M 21 from transmitter 1 to receiver 2 and M 12 from transmitter 2 to receiver 1. Maddah-Ali, Motahari and Khandani propose a novel scheme, that we refer to as the MMK scheme, where a combination of zero forcing, broadcast and multiple access techniques is seen to outperform spatial zero forcing. The results of [4] establish that with 3 antennas at all nodes, the maximum multiplexing gain for the MIMO interference channel is 3, which is also the maximum multiplexing gain that can be achieved with zero forcing. However, for the MIMO X channel with 3 antennas at all nodes, the MMK scheme is able to achieve 4 degrees of freedom, thereby strictly outperforming any zero forcing scheme. The surprising conclusion is that zero forcing, shown to be optimal for the MIMO interference channel, the broadcast and multiple access channels, as well as the relay channel [4] is not optimal for the MIMO X channel.
In this work, we explore the maximum multiplexing gain η X on the MIMO X channel. We show that zero forcing can achieve at least three fourths of the maximum multiplexing gain of the MIMO X channel. A scenario where zero forcing falls short the most is when all nodes have the same number of 
II. THE MIMO X, Z AND INTERFERENCE CHANNELS
The X, Z and interference channels are physically the same channel, given by the input output equations:
where Y [1] is the N 1 × 1 output vector at Receiver 1, Y [2] is the N 2 × 1 output vector at Receiver 2, N [1] is the N 1 × 1 additive white Gaussian noise (AWGN) vector at Receiver 1, N [2] is the N 2 × 1 AWGN vector at receiver 2, X [1] is the M 1 × 1 input vector at transmitter 1, X [2] is the transmitter j to receiver i. The distinction between the X, Z and interference channels is made purely based on the constraints on the messages. The X channel is the most general case where all messages are allowed. The interference channel is a special case of the X channel with the constraint M 12 = M 21 = φ, i.e. there is no message to be communicated from transmitter 1 to receiver 2 or from transmitter 2 to receiver 1. Finally, the Z channel is another special case of the X channel with the added constraint that M 21 = φ and M 11 is available to receiver 2. Thus, there is no message from transmitter 1 to receiver 2 and receiver 2 knows the message from transmitter 1 to receiver 1 which allows it to reconstruct and eliminate the interference from transmitter 1.
The power at each transmitter is assumed to be equal to ρ. We indicate the size of the message set by |M ij (ρ)|. For codewords spanning n channel uses, the rates R ij (ρ) = log |Mij (ρ)| n are achievable if the probability of error for all messages can be simultaneously made arbitrarily small by choosing an appropriately large n. We can therefore define the degrees of freedom η X , η Z , η I for the X, Z and interference channels respectively as follows:
where the maximization is over all achievable rates. Clearly,
III. CONVERSE
In order to obtain a converse for the X channel we start with the Z channel and derive an upperbound on its sum rate in terms of the sum rate of a corresponding multiple access channel (MAC).
A. Degrees of freedom on the MIMO Z channel
, then for the Z channel described above, the sum capacity is bounded above by that of the corresponding MAC channel from transmitters 1 and 2 to receiver 1 and with
.
Proof:
The proof is similar to the proof for Theorem 1 in [4] . In the original Z channel, receiver 1 must decode message M 11 and M 12 . Since M 11 is the only message sent from transmitter 1, decoding M 11 allows receiver 1 to eliminate transmitter 1's contribution to the received signal. By reducing the noise at receiver 1 we make receiver 1 less noisy than receiver 2. This can be done only if M 2 ≤ N 1 because otherwise, no matter how small the noise, it is possible for transmitter 2 to transmit to Receiver has a less noisy version of receiver 2's output, it can also decode M 22 . Thus, receiver 1 in the resulting multiple access channel is able to decode all three messages M 11 , M 12 , M 22 and its sum-rate cannot be smaller than the original Z channel.
The following corollary is a direct consequence of Theorem 1.
Proof: If N 1 ≥ M 2 then from Theorem 1 the sum capacity is bounded by the MAC with N 1 receive antennas. If N 1 < M 2 let us add more antennas to Receiver 1 so that the total number of antennas at Receiver 1 is equal to M 2 . Additional receive antennas cannot hurt so the converse argument is not violated. The sum capacity of the resulting Z channel is bounded above by the MAC with M 2 receive antennas. The multiplexing gain on a MAC cannot be more than the total number of receive antennas.
Therefore, in all cases η Z ≤ max(M 2 , N 1 ).
B. Degrees of freedom on the MIMO X channel
The converse result is presented in the following theorem.
Proof: The terms M 1 + M 2 and N 1 + N 2 represent trivial outerbounds as the multiplexing gain cannot be larger than that of a MIMO channel obtained by full cooperation between all transmitters and full cooperation between all receivers. The bound imposed by the third term is obtained as follows.
From the X channel we can form 4 different Z channels by eliminating one of the 4 messages.
Eliminating one message cannot hurt the multiplexing gain of other messages. Therefore, the maximum multiplexing gain for each Z channel results in an upperbound on the sum of the corresponding 3 messages. From corollary 1 we have
Summing up the equations we have:
IV. ZERO FORCING INNERBOUND
The natural question to ask if the following: How much more is there beyond zero forcing? It is shown in [4] that zero forcing can achieve the maximum spatial multiplexing gain for the MIMO MAC, BC and interference channels. Since the MIMO MAC, BC and interference channels are contained in the MIMO X channel we can identify the spatial multiplexing gain achievable with zero forcing η ZF as follows:
The first two inequalities represent the achievable multiplexing gain for the multiple access channels contained in the X channel. The second set of two inequalities represent the achievable multiplexing gain for the broadcast channels contained in the X channel. The last set of two inequalities represent the achievable multiplexing gain for the interference channels contained in the X channel. The union of these innerbounds can be collectively defined as the multiplexing gain achievable with zero forcing and can be simplified into the following form:
The following theorem narrows the gap between the zero forcing innerbound and the outerbound on the multiplexing gain for the MIMO X channel.
Theorem 3:
The upperbound on the multiplexing gain of the X channel cannot be more than 4/3 times the zero forcing innerbound:
with equality only if
Proof: The proof is straightforward since,
Corollary 2:
Proof: Since the RHS is an upperbound on η X , the proof of Corollary 2 follows directly from the statement of Theorem 3.
Therefore, we have established that zero forcing techniques can achieve at least three fourths of the maximum multiplexing gain of the MIMO X channel. The most interesting case is when M 1 = M 2 = N 1 = N 2 = M when the difference between the zero forcing innerbound and the η X upperbound is maximized. Zero forcing achieves only M degrees of freedom while η X upperbound is 4 3 M . The difference can be significant. For example with M = 3, 6, 9 zero forcing can only achieve η ZF = 3, 6, 9
respectively, but the upperbound says that η X may be as high as 4, 8 and 12 respectively. In the following section we show that indeed the upperbound is tight in these cases and while zero forcing is not optimal, a novel scheme, called the MMK scheme, achieves the maximum multiplexing gain by a clever combination of zero forcing, dirty paper coding and successive decoding techniques. Henceforth, we restrict our analysis to the case M 1 = M 2 = N 1 = N 2 = M and show that the MMK scheme can achieve the maximum possible multiplexing gain 
V. ACHIEVABILITY -THE MMK SCHEME
The MMK (Maddeh-Ali-Motahari-Khandani) scheme is an elegant coding scheme for the MIMO X channel. In the paper [1] Maddeh-Ali, Motahari and Khandani take a novel approach towards the MIMO X channel, recognizing the broadcast channel, multiple access channel, and the interference channel as elemental components contained within the X channel. Different schemes are known to be optimal for these channels. Zero forcing is optimal on the MIMO interference channel, dirty paper coding is optimal on the MIMO broadcast channel, and successive decoding is optimal on the MIMO multiple access channel. The ingenuity of the MMK scheme is how it combines zero forcing, dirty paper coding and successive decoding to surpass what is achievable by any of these schemes alone. One of the most surprising aspects of the scheme is that it outperforms zero forcing. As far as maximum multiplexing gain is concerned, zero forcing is known to be optimal for all the multiuser MIMO AWGN scenarios considered in the literature before [1] . Zero forcing is known to be optimal for the MIMO point-topoint channel, the MIMO broadcast channel, the MIMO multiple access channel, the MIMO interference channel as well as the MIMO relay channel [4] . Even with cooperation among transmitters as well as cooperation among receivers through noisy channels, the evidence from [2] is that zero forcing remains optimal. Therefore, the X channel is the first instance of a multiuser MIMO AWGN communication scenario where zero forcing is not optimal for achieving maximum multiplexing gain and the MMK scheme is the first encoding scheme that is able to outperform the zero forcing scheme in this context.
We start with an intuitive summary of the MMK scheme and follow it with a more detailed achievability proof.
• Dirty Paper Encoding: Transmitter 1 encodes first M 11 and then M 21 using dirty paper encoding so that M 21 is protected from interference due to M 11 . Similarly transmitter 2 encodes first M 22 and then M 12 using dirty paper encoding so that M 12 is protected from interference due to M 22 .
• Zero Forcing: Receiver 1 decodes M 12 first. Notice that this is protected from M 22 by dirty paper encoding. Spatial zero forcing either at the transmitter or the receiver is used to protect M 12 from the interference due to M 11 and M 21 . Thus, M 12 is protected from all interference and achieves its full multiplexing gain, i.e. equal to the rank of the input covariance matrix for its Gaussian codeword. Proceeding similarly, receiver 2 is able to eliminate interference for M 21 and achieve its full multiplexing gain.
• Successive Decoding: Having decoded M 21 , receiver 1 then subtracts its contribution from the received signal. It then proceeds to decode M 11 . Zero forcing is used to protect M 11 from the interference due to M 22 and M 12 . Thus, M 11 is protected from all interference and its full multiplexing gain is realized. Proceeding similarly, receiver 2 subtracts out the contribution from M 21 , M 11 and M 12 are zero forced and free from interference, the full multiplexing gain of M 22 is realized.
The achievability result is presented in the following theorem.
We write M = 3m + k where k is either 0, 1 or 2. Therefore ⌊ 4 3 M ⌋ = 4m + k. For the achievability result we explicitly write the input vectors as: is an l × 1 vector of zeros. Notice transmitter 1 is not using the last m antennas, while transmitter 2 is not using the first k and the last m antennas.
Encoding:
The encoding scheme is as follows:
• First, the message M 11 from transmitter 1 to receiver 1 is encoded in the vector codeword symbols
• After encoding the message M 11 , the message M 21 from transmitter 1 to receiver 2 is encoded in the vector codeword symbols U [21] using dirty paper coding. Thus the message M 21 corresponds to the auxiliary random vectorÛ [21] expressed as:
according to Costa's dirty paper encoding scheme, where the scaling matrix A [21] (denoted as α in the scalar version of Costa's scheme) depends on the transmit power ρ. By the dirty paper coding construction, the reliable decoding rate capacity of the message M 21 is not affected by the interference from U [11] .
• Similarly, at transmitter 2, first the message M 22 from transmitter 2 to receiver 2 is encoded in the vector codeword symbols U [22] without any known interference techniques.
• After encoding the message M 22 , the message M 12 from transmitter 2 to receiver 1 is encoded in the vector codeword symbols U [12] using dirty paper coding. Thus the message M 12 corresponds to the auxiliary random variableÛ [12] expressed as:
and the scaling matrix A [12] depends on ρ.
We assume equal power for all messages so that
, zero mean Gaussian random vectors with covariance matrix equal to the scaled identity matrix with trace equal to ρ/2 so that the total transmit power per user is ρ.
The output at receiver 1 can be written in the following form:
Similarly, output at receiver 2 is:
Decoding:
We start with receiver 1. First to be decoded is the message M 12 . Recall that M 12 is protected against interference from U [22] due to dirty paper encoding at the transmitter. However receiver 1 still needs to zero force the interference from U [11] and U [21] . This is done as follows.
Consider the M ×1 columns of the channel matrices H to obtain:
The channel of (4) [·,(m+k+1:2m+k)] has full rank m and therefore
Next we describe the decoding of message M 11 at receiver 1. This is done as follows.
We express receiver 1's signal vector Y [1] as:
Having decoded message M 12 receiver 1 is able to reconstructÛ [12] , which allows it to eliminate the term containingÛ [12] to obtain: Now, the m columns of H ′ that forces the interfering terms to zero, resulting in the
with identity input covariance matrix and zero mean identity covariance AWGN. With non-degenerate channels the rank of this MIMO channel is m + k and therefore the full multiplexing gain of m + k associated M 11 is achieved.
Proceeding in a similar fashion at receiver 2, first the message M 21 is decoded. . The former spans m + k dimensions while the latter spans m dimensions.
Zero forcing allows access to interference free null space of M − (m + k) − m = m dimensions.
Thus, an interference free m × m MIMO channel with AWGN is created for decoding M 22 and its full multiplexing gain of m is achieved.
Combining equations (9), (6), (10) and (11) we have η X ≥ lim ρ→∞ R 11 (ρ) + R 12 (ρ) + R 21 (ρ) + R 22 (ρ) log(ρ) (12)
Note that the MMK scheme, as described above, achieves the ⌊ 4 3 M ⌋ multiplexing gain by using only ⌊ 4 3 M ⌋ transmit antennas and all receive antennas. For example for M = 3 it achieves 4 degrees of freedom by using only two transmit antennas at each transmitter and all three receive antennas at both receivers. This corresponds to zero forcing at the receivers. Similarly, the MMK scheme can be designed to perform zero forcing only at the transmitter, in which case it can achieve ⌊ 
VI. CONCLUSION
We explored the degrees of freedom in a system with two multiple antenna transmitters and two multiple antenna receivers. The general system, that we call the X channel, is especially interesting because the interference channel, the multiple access channel and the broadcast channels are special cases of this channel. While zero forcing is known to be optimal for the MIMO interference channel, the MIMO multiple access channel and the MIMO broadcast channel, the ingenious MMK scheme proposed in [1] has been shown to outperform zero forcing by cleverly combining it with successive decoding and dirty paper coding techniques. We find that while zero forcing is not optimal it achieves at least three fourths of the maximum multiplexing gain on the MIMO X channel. The worst case for zero forcing is when all nodes carry equal number of antennas M . In this case while zero forcing can achieve only M degrees of freedom, the maximum multiplexing gain may be as high as is shown to achieve a multiplexing gain of ⌊ 4 3 M ⌋ which is optimal when M is a multiple of 3. It is not known if the maximum multiplexing gain for the MIMO X channel always takes an integer value. Therefore, it is not known if MMK scheme, which achieves the maximum multiplexing gain rounded down to the nearest integer, is exactly optimal. An interesting avenue for future research is to investigate the optimality of the MMK scheme at all SNRs.
