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The long-term health effects of air pollution can be estimated using a spatio-temporal eco-
logical study, where the disease data are counts of hospital admissions from populations in
small areal units at yearly intervals. Spatially representative pollution concentrations for
each areal unit are typically estimated by applying Kriging to data from a sparse monitor-
ing network, or by computing averages over grid level concentrations from an atmospheric
dispersion model. We propose a novel fusion model for estimating spatially aggregated
pollution concentrations using both the modelled and monitored data, and relate these
concentrations to respiratory disease in a new study in Scotland between 2007 and 2011.
 2015 The Authors. Published by Elsevier Ltd. This is an open access article under the CCBY
license (http://creativecommons.org/licenses/by/4.0/).1. Introduction
Air pollution is a global health problem, as a recent
World Health Organisation report estimates that outdoor
air pollution was responsible for the premature deaths of
3.7 million people under the age of 60 in 2012 (World
Health Organisation, 2014). The long-term effects of air
pollution can be estimated using cohort or spatio-
temporal ecological study designs, with examples of the
former including Pope et al. (2002) and Laden et al.
(2006). However, such studies are expensive and time con-
suming to implement, due to the long-term follow up
required for the cohort. Therefore spatio-temporal ecolog-
ical studies are also used (e.g. Elliott et al., 2007; Lee et al.,
2009), as they are easy to implement due to the routine
availability of the required data.They estimate health effects based on geographical and
temporal contrasts in air pollution and disease risk across n
contiguous small-areas, such as census tracts or electoral
wards, for multiple time periods. The disease data are
counts of the numbers of disease cases in each areal unit
and time period, and thus Poisson log-linear models are
typically used for modelling. The covariates include air
pollution concentrations and known confounders such
as socio-economic deprivation, and are augmented by a
set of random effects that account for residual
spatio-temporal autocorrelation. The random effects are
commonly modelled using Gaussian Markov Random
Fields (GMRF) prior distributions within a Bayesian infer-
ential setting, with the special case of conditional autore-
gressive (CAR, Besag et al., 1991) priors being commonly
used.
One key problem in these studies is estimating spatially
representative pollution concentrations, using either
measured data from a sparse network of monitors or
modelled concentrations on a regular grid from an
64 G. Huang et al. / Spatial and Spatio-temporal Epidemiology 14–15 (2015) 63–74atmospheric dispersion model, such as those produced by
AEA (2011). The latter provide complete spatial coverage
of the study region but are known to contain biases
(Berrocal et al., 2010a). However, the monitored (point
locations) and modelled (grid boxes) pollution data are
spatially misaligned with the disease data (irregularly
shaped areal units), and this problem is often referred to
as the change of support problem (Gelfand et al., 2001;
Gotway and Young, 2002). Geostatistical Kriging has
been used to spatially align the monitored pollution data
to the disease counts (Elliott et al., 2007; Janes et al.,
2007), while simple averaging is used to correct the spatial
misalignment of the modelled concentrations
(Maheswaran et al., 2006; Lee et al., 2009; Warren et al.,
2012). Recently, Vinikoor-Imler et al. (2013), Vinikoor-
Imler et al. (2014), Sacks et al. (2014) and Warren et al.
(2013) have estimated pollution using both monitored
and modelled pollution data, by utilizing the fusion
approaches proposed by Fuentes and Raftery (2005),
Berrocal et al. (2010a) or McMillan et al. (2010).
This paper proposes a two-stage approach to investi-
gate the health effects of air pollution, with inference in a
Bayesian setting based on Markov chain Monte Carlo
(MCMC) simulation. The first stage is a novel statistical
fusion model that regresses the monitored and modelled
pollution concentrations at the point-level, then makes
point-level predictions of pollution across our study
region, and finally aggregates these point-level predictions
to the areal level required to align with the disease counts.
The second stage regresses these areal level pollution sum-
maries to the disease counts, allowing for the spatio-
temporal autocorrelation in the data.
We develop our methodology for a new study inves-
tigating the long-term effects of NO2 concentrations on
respiratory disease in Scotland, UK. There have been
few previous epidemiological studies of this type in Scot-
land, for example, only Prescott et al. (1998), Carder
et al. (2008) and Willocks et al. (2012) have investigated
the association between short-term exposure to air pol-
lution and ill health, while only Lee et al. (2009) and
Lee (2012) have attempted to quantify the long-term
effects using an ecological spatio-temporal design. The
study presented in this paper is one of the most compre-
hensive investigations into the effects of NO2 concentra-
tions on health in Scotland, as our study region is all of
mainland Scotland for the five year period spanning from
2007 to 2011. In conducting this study we compare our
proposed modelling approach with the simpler approach
of using only the modelled concentrations, which allows
us to assess the validity of using the latter in such
ecological studies. We also consider whether the average
(spatial mean) or the peak (spatial maximum) NO2
concentration across each areal unit is an appropriate
measure of exposure. The remainder of this paper is
organised as follows. In Section 2 we describe the moti-
vating Scotland study and present some exploratory
analysis, while Section 3 proposes our new integrated
pollution and health model. The results of our study
are presented in Section 4, while Section 5 provides a
concluding discussion.2. Background
2.1. Data description
The study region is mainland Scotland, which is part of
the United Kingdom and has a population of around 5.2
million people. Disease data have been collected for
n ¼ 1207 Intermediate Geographies (IG), which have an
average population of around 4300 people. These data
are available as yearly summaries between 2007 and
2011 inclusive, and in addition to disease prevalence data,
air pollution and other covariate data such as socio-
economic deprivation were collected.
The disease data are from the Scottish neighbourhood
statistics database (http://www.sns.gov.uk/), and comprise
yearly numbers of admissions to non-psychiatric and non-
obstetric hospitals in each IG from 2007 to 2011 with a pri-
mary diagnosis of respiratory disease (International Classi-
fication of Disease version 10 codes J00-J99). The disease
count for area k in year t is denoted by Ykt , so the set of val-
ues for all n IGs in year t is denoted by Yt ¼ ðY1t; . . . ;YntÞ.
The number of admissions in an IG depends on its popula-
tion size and demographic structure, so we adjust for this
by computing the expected numbers of admissions for
each IG based on its age and sex demographics. These
expected disease counts are denoted by Ekt , and an
exploratory measure of disease risk is the standardized
incidence ratio (SIR), which is given by SIRkt ¼ Ykt=Ekt . For
example, an SIR of 1.2 corresponds to a 20% increased risk
of disease compared to that expected, and a spatial map of
SIR for 2011 is shown in the top left panel of Fig. 1. The fig-
ure shows that the majority of the high risk IGs are in the
major cities of Glasgow and Edinburgh, which are the set of
small densely populated IGs in the lower middle part of the
country. This pattern in risk is largely driven by the geo-
graphical patterning in socio-economic deprivation, which
needs to be controlled for in the model. Here we use two
proxy measures of deprivation, namely the percentage of
people living in each IG who are in receipt of Job Seekers
Allowance (JSA), and the median property price in an area.
The percentage of people in receipt of JSA ranges between
0.05% and 15.3% with a median value of 2.7%, while the
median property price in an IG ranges between £22;800
and £500;000, with a median value of £125; 000.
The pollutant considered in this study is Nitrogen Diox-
ide (NO2), whose health effects have been demonstrated in
the existing literature, by Ehrlich et al. (1977), Tunnicliffe
et al. (1994); Lee et al. (2009). We use data on annual mean
concentrations between 2006 and 2010 in this study rather
than 2007–2011, ensuring the NO2 exposure occurred
before the hospital admissions. We obtained two types of
NO2 data for our study, measured concentrations at a small
number of locations and modelled concentrations at a 1
kilometre (km) resolution from an atmospheric dispersion
model (AEA, 2011), both as annual averages. The measured
data are collected from two different devices, automatic
monitors and diffusion tubes, and both data sets can be
freely obtained from Air Quality in Scotland (http://www.
scottishairquality.co.uk/). The data locations have been
classified as either urban background, kerbside, roadside
Fig. 1. Summary of the data. Top left is the SIR for respiratory disease in Scotland in 2011, top right is the DEFRA annual average NO2 concentrations in 2010
(lgm3), bottom left is the locations of the measured NO2 data (N for monitoring sites, + for tube sites), and bottom right shows mainland Scotland
partitioned into urban (black) and rural areas (grey).
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Table 1. As might be expected, the pollution levels
recorded at urban locations are higher than those at rural
locations, and the closer the monitoring stations are to a
main road, the higher the NO2 concentrations are. Thelocations of the measured data are presented in Fig. 1,
which shows that they provide poor spatial coverage of
Scotland as the major cities are well represented but the
rest of the study region contains hardly any monitors.
Therefore standard geostatistical prediction methods may
Table 1
Summary of the measured NO2 data by site type and year: the numbers within the round brackets represent the number of sites in the form (automatic
monitors, diffusion tubes), while those within square brackets indicate their corresponding mean concentrations (lgm3).
Site type nyear 2006 2007 2008 2009 2010
Urban background (3, 29) (3, 29) (6, 29) (6, 29) (6, 29)
[27.3, 18.8] [26.3, 18.4] [27.0, 18.8] [26.3, 20.1] [26.0, 21.1]
Kerbside (1, 54) (4, 54) (4, 54) (3, 55) (5, 55)
[68.0, 31.5] [64.0, 33.5] [65.5, 31.2] [67.3, 30.7] [59.0, 32.4]
Roadside (11, 94) (15, 94) (25, 95) (30, 99) (34, 99)
[43.8, 33.4] [42.4, 34.4] [36.9, 34.4] [36.2, 33.2] [38.2, 34.8]
Rural (3, 0) (3, 0) (3, 0) (3, 0) (3, 0)
[8.0, NA] [8.00, NA] [8.33, NA] [7.33, NA] [9.33, NA]
Fig. 2. The empirical semi-variogram of the residuals from the geosta-
tistical model for 2010 (circles), with 95% Monte Carlo simulation
envelopes (dashed lines).
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between data locations and potential prediction locations.
As a result of this poor spatial coverage we also utilise
annual mean modelled concentrations at a 1 km resolu-
tion, which are freely available and can be downloaded
from the Department for Environment Food and Rural
Affairs (DEFRA) database (http://uk-air.defra.gov.uk/),
hereafter known as DEFRA concentrations. These data have
complete spatial coverage of Scotland, but are known to
have certain biases and needed to be calibrated to the
measured data. The top right panel of Fig. 1 shows
DEFRA annual average NO2 concentrations for 2010,
which exhibits a similar pattern with the spatial map of
SIR for 2011, with high values in the lower middle part
of the country. As temperature can affect air circulation
and thus the spatial distribution of air pollution, we
consider it as a covariate in our proposed pollution
model outlined in Section 3. Temperature data are
available as annual averages across Scotland at the 5 km
resolution from the Met Office (http://www.metoffice.
gov.uk/), and exhibit a general north–south trend as
expected.
2.2. Exploratory analysis
We now present an exploratory analysis of the mea-
sured pollution data to inform our modelling approach
proposed in Section 3, which aims to quantify the level of
residual spatial autocorrelation remaining in these data
after accounting for the known covariates. We model the
measured NO2 concentrations on the natural logarithm
scale, as they are non-negative and skewed to the right
and apply a simple geostatistical model to these trans-
formed data for each year separately, where the covariates
include the DEFRA concentrations (each monitoring site or
diffusion tube is assigned the closest gridded DEFRA con-
centration) on the natural logarithm scale, the site type
(e.g. roadside, rural, etc.) and temperature. The geostatisti-
cal model we fit has the form
X  NðZb;R ¼ r2 expðD=kÞ þ s2IÞ; ð1Þ
where X is the vector of measured NO2 concentrations
(from the automatic monitors and diffusion tubes) for a
single year. The covariates are contained in the matrix Z,
while b are the associated regression parameters. Thecovariance matrix is given by an exponential correlation
function of distance, where D is the Euclidean distance
matrix between the data locations, r2 represents the
partial sill, s2 is the nugget effect and k is the spatial range
parameter.
The model is fitted in the geoR (http://www.r-project.
org) software in R, with inference based on maximum
likelihood. The results show that the presence of residual
spatial autocorrelation after accounting for the covariates
is uncertain, as both the partial sill parameters (ranging
between 0.059 and 0.083 for the five years of data) and
the range parameters (ranging between 0.078 km
and 0.924 km for the five years of data) are very small,
and the empirical semi-variogram analysis suggests there
is no or just very weak residual spatial autocorrelation
remaining, as the empirical semi-variogram are inside or
right on the border of the Monte Carlo envelopes at all dis-
tances (see e.g. Fig. 2 for 2010, and the semi-variogram
plots for the other years are similar and are not shown
here). This suggests that the available covariates, including
the DEFRA concentrations (which themselves are spatially
autocorrelated as shown in Fig. 1) have captured the
majority of the spatial structure in these data, and that
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dom effects is likely unnecessary.
2.3. Spatio-temporal pollution modelling
As described in Section 2.2 the pollution data contain
very weak spatial autocorrelation after accounting for the
covariates, and thus the spatio-temporal model proposed
for the pollution data in Section 3 does not account for
residual spatial autocorrelation. However, to assess the
validity of this modelling approach we compare our pro-
posed model against the spatio-temporal pollution model
proposed by Sahu et al. (2007), hereafter referred to as
SGH which does allow for residual spatial autocorrelation.
The model can be implemented using the R package
spTimer and has the general form
Xt ¼ Ot þ t t ¼ 1; . . . ; T; ð2Þ
Ot ¼ qOt1 þ Ztbþ gt t ¼ 2; . . . ; T;
where Xt denotes the vector of measured pollution data in
year t. These noisy data are modelled as a linear combina-
tion of the true values Ot and independent (white noise)
errors t . The true values are modelled with a first order
autoregressive component ðqOt1Þ, a regression compo-
nent (Ztb, where Zt is the tth row of Z in Model (1)) and
a spatial autocorrelation component gt . The latter is mod-
elled independently for each time period, and is given a
multivariate Gaussian prior with mean zero and an expo-
nential correlation matrix, identical to Model (1).
3. Methodology
There are two main types of statistical fusion models
developed in the literature, with the first being a regres-
sion calibration approach which regresses the measured
data against the modelled concentrations via a spatially
varying linear regression (see e.g. Berrocal et al., 2010a;
Berrocal et al., 2010b and Berrocal et al., 2012). The second
approach is to assume an underlying unknown ground
truth process, which is informed separately by the moni-
toring data and model output (see e.g. Fuentes and
Raftery, 2005; Wikle and Berliner, 2005 and McMillan
et al., 2010).
In this section, we propose an integrated model for esti-
mating the long-term health effects of air pollution, that
fuses DEFRA concentrations and measured pollution data
to provide improved predictions of areal level pollution
concentrations. As been mentioned in Section 1, most of
the existing epidemiological studies have used each of
these data sources in isolation to estimate air pollution
concentrations at the areal unit level, while only a few
papers published recently attempted to examine the
effects of air pollution on health by using fused estimates
of monitored and modelled pollution data. Therefore, the
present study will contribute to the extension of this liter-
ature which uses either only the measured pollution data
(e.g. Janes et al., 2007; Young et al., 2009) or the modelled
pollution data (e.g. Maheswaran et al., 2006; Lee et al.,
2009) to estimate areal level pollution summaries. We pro-
pose a two-stage modelling approach to achieve this goal,the first stage of which is a spatio-temporal model that
produces posterior predictive distributions for pollution
concentrations at the 1 km resolution in Scotland, then
an aggregation step to address the different spatial sup-
ports of the pollution and disease data. The second stage
estimates the health impact of air pollution using the spa-
tially aggregated pollution summaries.
3.1. Stage 1 – air pollution model
We propose a Bayesian space-time linear regression
model for relating the measured concentrations to the
DEFRA concentrations, whilst allowing for additional
covariate information such as site type (e.g. roadside, rural,
etc.) and temperature. Our model allows for temporal
autocorrelation in the model parameters in adjacent years,
because annual average concentrations are unlikely to
change greatly from one year to the next. Conversely, we
do not assume the measured concentrations are spatially
autocorrelated after accounting for the covariate effects,
because the exploratory analysis in Section 2.2 provides
little evidence for the presence of such autocorrelation.
Let Xt ¼ ðXtðs1Þ; . . . ;Xtðsnt ÞÞ denote the vector of nt mea-
sured NO2 concentrations (on the natural log scale) at sites
ðs1; . . . ; snt Þ in year t, where t ¼ 1;2; . . . ; T . These measured
concentrations are related to an nt  p design matrix of
covariates Zt (including the DEFRA concentrations on the
natural log scale), and the full model we propose is given
by
Xt NðZtbt ;r2t ItÞ t ¼ 1; . . . ; T; ð3Þ
bt N bþ jðbt1  bÞ; s2V
 
t ¼ 2; . . . ; T;
b1 Nðb; s2VÞ;
b Nð0;1000VÞ;
V InverseWishartðm ¼ p;W ¼ 100IppÞ;
lnðr2t Þ Nðlnðr2t1Þ;r2Þ t ¼ 2; . . . ; T;
f ðlnðr21ÞÞ /1;
j Uniform½0;1;
s2;r2 Inverse Gammaða ¼ 0:001; b ¼ 0:001Þ:
The measured pollution data in year t are modelled by a
linear regression model with mean Ztbt and variance r2t It ,
where It is an nt  nt identity matrix. The p 1 vector of
regression parameters in the mean model bt is assumed
to be temporally autocorrelated, following a centred multi-
variate first order autoregressive process. The extent of this
temporal dependence is captured by j, which is assigned a
uniform prior on the unit interval ½0;1. If j ¼ 0; bt is
estimated independently for each year and is smoothed
towards an overall mean value for all years b, while if
j ¼ 1; bt is temporally autocorrelated with bt1. The
covariance matrix V captures the potential correlations
among the elements of each bt , and these correlations are
assumed to be constant for all years. The observation vari-
ance r2t is also assumed to be temporally autocorrelated
via a first order random walk prior, and as it must be
non-negative, the log scale is used. Finally, we choose
weakly informative conjugate prior distributions for
(V ;r2; s2) by assuming them to be Inverse-Wishart and
Table 2
Simplifications of the general model (3) considered in this paper.
Model Simplifications
1A j ¼ 0;V ¼ I;r2t ¼ r2
1B j ¼ 1;V ¼ I;r2t ¼ r2
1C V ¼ I;r2t ¼ r2
1D r2t ¼ r2
1E The full model
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mer m ¼ p and W ¼ 100Ipp as this was used by Lawson
et al. (2012) as well. Inference for the collection of model
parameters H ¼ ðb1; . . . ; bT ; b;V ;j;r21; . . . ;r2T ; s2;r2Þ is
based on MCMC simulation, using both Gibbs sampling
and Metropolis–Hastings steps.
Model (3) is very general, so we compare its perfor-
mance to a number of simplifications when modelling
the NO2 data in this paper to see if the full model complex-
ity is necessary for our data. The simplifications we con-
sider are outlined in Table 2. Model 1A is the simplest
special case and assumes the elements of bt are indepen-
dent of each other and over time, and additionally the
observation variance r2t is assumed to be constant in time.
Models 1B and 1C are similar, and respectively assume bt
follow first order random walk and first order autoregres-
sive processes. Model 1D allows the full generality of the
mean model for bt , but assumes the observation variance
is constant, while Model 1E is the full model given by (3).
The pollution model (3) is used to predict the pollution
concentrations at 1 km resolution across mainland Scot-
land, which results in 68,448 prediction locations for each
of T ¼ 5 time periods (years). For a single location s and
time period t, predictions are made from the posterior pre-
dictive distribution f ðXtðsÞjXÞ, where X denotes the vector
of measured pollution data on the natural log scale for all
time periods. M predictions are made from each posterior
predictive distribution via composition sampling, sampling
from the distribution NðZTtbt ;r2t ItÞ, using the equation
XðmÞt ðsÞjHðmÞ  NðZTtbðmÞt ;r2
ðmÞ
t ItÞ m ¼ 1; . . . ;M; ð4Þ
where (m) denotes the mth MCMC sample drawn from the
posterior distribution of the model parameters and Zt is
the corresponding vector of covariates for the prediction
location s at time t. The posterior mean of theM exponen-
tiated predictions (as the measured data were modelled on
the natural log scale) is taken at each grid point, resulting
in Q ¼ 68;448 spatial point predictions ð~Xtðs1Þ . . . ; ~XtðsQÞÞ
for each of T ¼ 5 time periods. The disease data relate to
irregularly shaped geographical units, and are thus spa-
tially misaligned to the point level pollution predictions.
Therefore we consider two different spatial aggregation
approaches here, the spatial mean and the spatial maxi-
mum value in each areal unit. Specifically, for areal unit k
and time period t we consider the following two metrics:
~Xð1Þkt ¼
1
Nk
X
r2Ak
eXtðsrÞ eX ð2Þkt ¼maxr2Ak feXtðsrÞg; ð5Þ
where Ak is the set of prediction locations that fall within
the kth areal unit, while Nk is the cardinality of this set. Wenote that various aggregation functions for transferring
spatial data into a single metric have been discussed by
researchers (see e.g. Bruno and Cocchi, 2002), however,
the existing literature in the context of investigating air
pollution health effects uses the mean almost exclusively
(e.g. Maheswaran et al., 2006; Lee et al., 2009), whereas
here we investigate both metrics as it may be that peak
concentrations (over space) are more correlated with dis-
ease risk than average concentrations.
3.2. Stage 2 – disease model
Recall from Section 2 that ðYkt; EktÞ are the observed and
expected numbers of disease cases in areal unit k during
time period t, and the model presented here relates the
pollution metrics in (5) to these disease counts whilst
accounting for other covariate factors and spatio-
temporal autocorrelation. The model we use was devel-
oped by Rushworth et al. (2014), and is given by:
Ykt jEkt;Rkt PoissonðEktRktÞ; ð6Þ
lnðRktÞ ¼bTktaþ eX ðjÞkt kþ /kt;
a N 0;1000Ið Þ;
/t j/t1 N c/t1; m2Qðq;WÞ1
 
; t 2 2; . . . ; T;
/1 N 0; m2Qðq;WÞ1
 
;
k N 0;1000ð Þ;
m2 Inverse Gammaða ¼ 0:001; b ¼ 0:001Þ;
c;q U½0;1:
The risk of disease in areal unit k and time period t is
denoted by Rkt , and is modelled by three components on
the log-scale. The first is a vector of covariates, bkt such
as measures of poverty, and a are the corresponding
regression parameters which are assigned a zero-mean
Gaussian prior with a diagonal variance matrix and a large
variance. The pollution metric used in this model is ~XðjÞkt
from (5), where j ¼ 1;2 denotes the spatial mean and spa-
tial maximum pollution concentration respectively. The
key parameter of interest in this model is k, the increase
in the log-risk of disease for a 1 unit increase in pollution,
and this is assigned a weakly informative Gaussian prior
with a large variance.
The final term in the model is /kt , which is a random
effect included to allow for any spatio-temporal autocorre-
lation remaining in the disease counts after the covariate
effects have been accounted for. Here /t ¼ ð/1t; . . . ;/ntÞ
denotes the vector of random effects for time period t,
and is modelled by a multivariate first order autoregressive
process with temporal autocorrelation parameter c and
variance m2. Spatial autocorrelation is induced into the ran-
dom effects by the precision matrix, which is given by
Qðq;WÞ ¼ qðdiagðW1Þ WÞ þ ð1 qÞI and corresponds
to the conditional autoregressive (CAR) prior proposed by
Leroux et al. (1986). Here spatial similarity is determined
by a binary n n adjacency matrix W , which is based on
the contiguity structure of the n areal units. In this matrix
wkk0 ¼ 1 if areal unit k shares a border with areal unit k0,
otherwise wkk0 ¼ 0, and also wkk ¼ 0 for all k. The level of
Table 3
Bias, root mean square prediction error and coverage probabilities from a
10 fold cross validation exercise for the models proposed in this paper, the
autoregressive Gaussian process model (SGH) and using only the DEFRA
concentrations.
Model Bias RMSPE Coverage (%)
DEFRA NO2 0.7377 0.8648 –
1A 0.0250 0.3116 93.86
1B 0.0249 0.3117 93.67
1C 0.0249 0.3117 93.99
1D 0.0250 0.3124 93.80
1E 0.0259 0.3113 93.80
1E without DEFRA NO2 0.0158 0.3927 93.99
SGH 0.0184 0.4174 100
SGH without DEFRA NO2 0.0210 0.4878 100
G. Huang et al. / Spatial and Spatio-temporal Epidemiology 14–15 (2015) 63–74 69spatial autocorrelation in the random effects is controlled
by q, and this can be more clearly seen by re-writing the
prior for /1 in its full conditional form f ð/k1j/k1Þ, where
/k1 denotes the vector of random effects for time period
1 except for /k1. This full conditional distribution is given
by
/k1j/k1  N
q
Pn
i¼1wki/i1
q
Pn
i¼1wki þ 1 q
;
m2
q
Pn
i¼1wki þ 1 q
 
; ð7Þ
and if q ¼ 0 the random effects are a-priori independent
with mean zero and a constant variance. In contrast if
q ¼ 1 the random effects are spatially autocorrelated, as
the conditional expectation of /k1 is the mean of the ran-
dom effects in neighbouring areal units while the variance
is inversely proportional to the number of neighbouring
units. Further details about the specification of this model
is given in Rushworth et al. (2014). Finally, we choose
weakly informative hyperpriors for the parameters
ðm2;q; cÞ, which allows their values to be informed by the
data. Inference for the collection of model parameters
H ¼ ða; k;/1; . . . ;/T ; m2; c;qÞ are based on MCMC simula-
tion, using both Gibbs sampling and Metropolis–Hastings
steps, and was implemented using the R package CAR-
BayesST which is freely available to download from
http://cran.r-project.org.
4. Results
We now present the results of our study investigating
the long-term effects of NO2 concentrations on respiratory
hospitalisation risk in mainland Scotland between 2007
and 2011. Section 4.1 presents a validation study compar-
ing the predictive performance of a number of different
pollution models, Section 4.2 summarises the predictions
from the best performing pollution model, Section 4.3 pre-
sents the estimated health effects, while Section 4.4 tests
the robustness of the health associations. For all the results
presented in this section, inference is achieved using
MCMC simulation, where the Markov chain was burnt in
for 25,000 iterations and then the next 25,000 iterations
were used for the final results.
4.1. Pollution model validation
In this section we compare the predictive performance
of the five variants of the air pollution model (3) proposed
here and summarised in Table 2 with two alternatives, the
Gaussian process model (2) (referred to as SGH), and sim-
ply using the DEFRA concentrations in isolation. We also
validate the use of DEFRA concentrations in pollution mod-
els by running two extra pollution models without using
the DEFRA concentrations as a covariate, Model 1E and
Model SGH. We measure predictive performance using a
10-fold cross validation approach, where in each run we
leave out 15% of the non-rural sites as a test set (only 3
rural sites are contained in the data and removing them
might cause unstable prediction), and fit each model to
the remaining data and predict the pollution concentra-
tions in the test set. We quantify model performance by
computing the prediction bias, root mean square predic-tion error (RMSPE) and the coverage probabilities of the
95% prediction intervals. These results are presented in
Table 3, and as previously discussed all models are fitted
to the pollution data on the natural log scale.
The table shows a number of key results. Firstly, the five
variants of the pollution model proposed here give almost
identical results, with negligible bias, lower RMSPE than
the other models considered and close to the nominal
95% coverage probabilities. Thus our proposed model out-
performs the competitors considered here, and will be
used for pollution estimation in the remainder of this sec-
tion. Specifically, as Model 1A is simpler than the other
variants proposed here and performs comparably, we use
it for predicting pollution concentrations which being used
in the disease model. The comparable performances of
Models 1A and 1E for our data is because the estimated
error variances r2t from the latter are very similar in each
year, with posterior means of 0.096, 0.096, 0.095, 0.091,
0.089 for the five years. Furthermore, the other simplifica-
tion that the covariance matrix V ¼ I is also not unrealistic,
as the off diagonal elements of this matrix estimated from
1E are much smaller (ranging between 7.3 and 6.2) than
the diagonal ones (ranging between 28.4 and 48.3).
Model SGH has an RMSPE that is around 24% higher
than those fromModels 1A to 1E, despite all models having
the same covariates. This is because the spatial random
effects in Model SGH are competing with the covariates
to explain the variation in the response, resulting in atten-
uation in the estimated covariate effects. This is observed
in Table 4, where the regression coefficients from Model
SGH are smaller in absolute value than the corresponding
estimates from Model 1A. This results in poorer prediction
because the DEFRA concentrations are naturally a better
predictor of the measured concentrations than a spatial
random effect. Secondly, the prediction intervals from
Model SGH are too wide with a coverage of 100%, which
is likely to be because it has much larger standard devia-
tion parameters compared with Model 1A (the observation
standard deviations are 0.30 and 0.96 for Models 1A and
SGH respectively). Table 3 also shows that using the DEFRA
concentrations in isolation results in poorer spatial predic-
tion than using both sources of data, with a RMSPE of 0.86
compared with 0.31 for the models proposed here. Finally,
Table 3 shows that DEFRA concentration is an important
covariate in the air pollution model as it can reduce RMSPE.
Table 4
Posterior means for the regression parameters from Model 1A and the Gaussian process model SGH. The five columns (b1; . . . ; b5) are the yearly regression
parameter estimates from Model 1A, whlie Model SGH has constant regression parameters over time (final column).
Parameter b1 b2 b3 b4 b5 SGH
Kerbside 0.577 0.580 0.569 0.568 0.576 0.294
Roadside 0.592 0.597 0.594 0.587 0.595 0.304
Rural 0.592 0.588 0.587 0.590 0.588 0.068
DEFRA concentrations 0.375 0.541 0.549 0.516 0.475 0.142
Datatype 0.154 0.158 0.145 0.139 0.144 0.012
Temperature 0.078 0.091 0.082 0.069 0.073 0.052
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an RMSPE that is around 26% higher than that from Model
1E with DEFRA concentration, while this value is about 17%
for Model SGH.
4.2. Pollution model prediction
As previously discussed the measured pollution data
are classified according to their local environment, such
as roadside, urban background or rural. This is likely to
be an important covariate in the model, and thus we have
to choose the local environment for each of our prediction
locations. The set of prediction locations will be the centres
of the 68,448 1 km grid squares on which the DEFRA con-
centrations are computed, and hence they represent the
average pollution concentrations in each 1 km region.
Therefore we do not specify any of the locations as road-
side, as the majority of each grid square will not comprise
roads (there will of course be roads in a large number of
grid squares). Therefore we have to make a choice for each
prediction location being urban background or rural, and
for this we use the Scottish Government 8 fold Urban RuralFig. 3. Spatially aggregated predicted NO2 concentrations from Model 1A for 201
the right panel shows the spatial maximum concentration over each IG.Classification (The Scottish Government, 2010). According
to this we classify any areas with settlements of over
10,000 people as urban, while the rest are assumed to be
rural, and this gives the map shown in the bottom right
panel of Fig. 1.
Since Model 1A performed as well as Model 1E, we use
it to make pollution predictions at the 1km resolution
across mainland Scotland. As described in Section 3 poste-
rior predictive mean concentrations were computed at
Q ¼ 68;448 prediction locations, and were then aggre-
gated to the IG scale using both the spatial mean and the
spatial maximum (see Eq. (5)). These areal level summaries
are shown in Fig. 3, and will be used in the disease model
in the next subsection. The Figure shows that air pollution
is highest in the most densely populated cities of Glasgow
and Edinburgh, in the middle (north to south) of mainland
Scotland. This pattern is similar to the spatial map of
DEFRA concentrations for 2010 shown in Fig. 1 because
the latter is naturally an important predictor of the mea-
sured data. The correlations between the DEFRA and pre-
dicted pollution concentrations are high, being 0.918 for
the spatial mean across an IG and 0.885 for the spatial0. The left panel shows the spatial mean concentration over each IG, while
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on average than the predictions from Model 1A, with the
difference in the means of 5:12lgm3. Additionally, the
spatial mean and maximum estimates from Model 1A are
highly correlated, as a Pearson’s correlation coefficient
between the mean and maximum concentrations across
an IG is 0.884.4.3. Disease model results
We begin by assessing the necessity of allowing for
spatio-temporal autocorrelation in the disease data via
the random effects in Model (6), by fitting a simplified ver-
sion of that model with only known covariates. The covari-
ates we include are mean NO2 concentration in each IG, as
well as the two proxy measures of socio-economic depri-
vation, namely the percentage of people in receipt of job
seekers allowance (JSA) and the natural log of the median
property price (Logprice). The residuals from this model
show substantial spatial autocorrelation, with significant
Moran’s I statistics ranging between 0.254 and 0.320 over
the five years. These residuals also exhibit temporal auto-
correlation, as the correlation between two consecutive
periods residuals are 0.659, 0.632, 0.630, 0.651 respec-
tively (computed between the 1207 spatial data points cor-
responding to 1207 IGs for consecutive years). Therefore it
is appropriate to include the random effects in Model (6) to
allow for the spatio-temporal autocorrelation remaining in
the disease counts after the covariate effects have been
accounted for.
We fit four different models to the respiratory admis-
sions data, which differ only in the NO2 metric included
in the model. Model I and II correspond to the spatial mean
and maximum of the DEFRA concentrations, while Models
III and IV relate to the spatial mean and maximum of the
predicted pollution concentrations from Model 1A. TheTable 5
Posterior means and 95% credible intervals of the regression, autocorrelation and
pollution metrics. Model I and II correspond to the spatial mean and maximum of t
and maximum of the predicted pollution concentrations from Model 1A. The reg
increase in each covariates value, which is NO2 6.84 lgm3, Logprice 0.38, JSA 2.3
Parameter Model I Model II
NO2 1.009 1.023
(0.991,
1.028)
(1.008,
1.038)
Logprice 0.920 0.920
(0.910,
0.931)
(0.910,
0.929)
JSA 1.197 1.196
(1.181,
1.213)
(1.181,
1.212)
s2 0.061 0.061
(0.057,
0.065)
(0.056,
0.065)
q 0.917 0.918
(0.877,
0.951)
(0.879,
0.951)
c 0.831 0.831
(0.795,
0.867)
(0.794,
0.867)results of fitting these models are displayed in Table 5,
which shows that q  0:92 and c  0:83 indicating high
spatial and temporal autocorrelation in the disease data
after the covariate effects have been accounted for, validat-
ing the use of the random effects model. These results are
robust to the choice of NO2 metric used in the model.
Table 5 also shows that the covariate effects are substantial
and robust across the four models, as their 95% credible
intervals do not contain the null risk value of one. This
indicates that the natural log of the median property price
and the percentage of people receiving job seeker allow-
ance are significantly related to hospital admissions, with
a 0.38 increase in Logprice relating to 8% lower hospital
admissions while a 2.35% increase in JSA results in 20%
higher hospital admission rates.
Finally, Table 5 displays the long-term effects of the
four metrics of NO2 on respiratory hospitalisation risk,
which are presented as relative risks for a 6:84lgm3
(one standard deviation of the mean NO2 across the 1207
IGs) increase in concentrations. The spatial maximum of
DEFRA concentrations (Model II) in each IG shows a signif-
icant relationship with respiratory disease while the spa-
tial mean of DEFRA concentrations (Model I) does not.
Model II indicates that a 6:84 lgm3 increase in NO2 expo-
sure is associated with 2.3% higher respiratory disease hos-
pital admissions in Scotland, whereas no relationship is
observed when the spatial mean is used. This is similar
to the work of Young et al. (2009), who found that the risk
of myocardial infarction is more highly correlated with
monthly maximum ozone concentrations than the average
concentrations. However, as previously discussed the
DEFRA concentrations are known to be biased estimates
of exposure (see Table 3), but the results from Models III
and IV using the pollution concentrations estimated from
Model 1A validate those using the DEFRA concentrations.
Specifically, the spatial maximum concentrations in Modelvariance parameters from fitting the disease model (6) with four different
he DEFRA concentrations, while Models III and IV relate to the spatial mean
ression parameters are presented as relative risks for a standard deviation
5.
Model III Model IV
0.993 1.021
(0.980,
1.008)
(1.004,
1.037)
0.920 0.921
(0.909,
0.929)
(0.911,
0.930)
1.200 1.196
(1.185,
1.215)
(1.180,
1.214)
0.061 0.061
(0.056,
0.065)
(0.056,
0.065)
0.926 0.911
(0.891,
0.956)
(0.866,
0.946)
0.832 0.830
(0.797,
0.867)
(0.792,
0.865)
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disease, in comparison to a 2.3% increased disease risk
using the DEFRA concentrations. Similarly, the spatial
mean metric used in Models I and III show no relationship
with disease risk.
4.4. Sensitivity analysis
As mentioned in Section 3.2, the flexible spatial-
temporal random effects in the health model are included
to account for residual auto-correlation after accounting
for the effects of covariates. These flexible random effects
need to compete with the explanatory ability of the NO2
exposure. Therefore, we test the robustness of the health
associations by fitting a range of generalized additive mod-
els to the data, where the random effects are replaced by
smooth functions in space and time (splines) with varying
levels of smoothness. Specifically, we use a linear combina-
tion of separate smooth functions for space and time, with
the former being an isotropic smooth function using thin
plate splines. As the data in our study contain only 5 years,
the basis dimension for time can vary from 3 to 5, which
actually makes little change in the smooth function and
therefore is fixed at the median value 4 in the analysis.
We test the robustness of the health associations against
a set of different basis dimensions for the spatial smooth
term, and the results are shown in Table 6. Table 6 shows
that the health associations with NO2 are robust against
varying levels of control for space smoothness, as the esti-
mates are similar to those in Table 5 regardless of the dif-
ferent levels of space smoothness.
5. Discussion
In this paper, we have proposed an integrated model for
estimating the long-term health effects of air pollution,
that fuses DEFRA and measured pollution data to provide
improved predictions of areal level pollution concentra-
tions and hence health effects. The improvement in the
pollution prediction is highlighted in Table 3, which shows
a 25% and a 64% decrease in RMSPE compared to using a
spatio-temporal random effects model and the DEFRA con-
centrations respectively. The epidemiological study pre-Table 6
Relative risk of NO2 against various basis dimensions of the space smoothness.
Basis dimension Model I Model II
k = 30 1.008 1.023
(1.002,
1.014)
(1.018,
1.029)
k = 40 1.009 1.025
(1.003,
1.016)
(1.019,
1.031)
k = 50 1.007 1.024
(1.000,
1.014)
(1.018,
1.030)
k = 60 1.002 1.021
(0.995,
1.009)
(1.014,
1.027)sented in this paper is one of the most comprehensive
investigations into the effects of NO2 concentrations on
health in Scotland, as our study region is all of mainland
Scotland for the five year period spanning from 2007 to
2011.
Our findings show that a 6:84 lgm3 increase in peak
NO2 concentrations (spatial maximum) within an IG is
associated with 2.3% higher respiratory disease hospital
admissions in Scotland, while no such relationship is
observed with mean concentrations (spatial mean) in an
IG. This suggests that the choice of spatial aggregation
metric used to quantify areal level pollution concentra-
tions has a major impact on the resulting health effect esti-
mate, which naturally leads to the question of which
metric should one use. This issue has received little atten-
tion to date in the literature, as different exposure metrics
have been used in epidemiological studies (see e.g. Basu
et al., 2004; Berrocal et al., 2011). However, the majority
of epidemiological studies use the average (mean) concen-
tration (see e.g. Maheswaran et al., 2006; Lee et al., 2009;
Warren et al., 2012). Therefore, in future work we will
investigate this question further, and see how comparable
the estimated effect sizes are for a range of spatial aggrega-
tion metrics using both real and simulated data. One key
question will be whether peak concentrations regularly
exhibit increased health risks compared to mean concen-
trations for different pollutants and study regions, or
whether this result was localised to our data.
The second interesting finding of our research is the
consistency between the estimated health effects of NO2,
when the latter is estimated using the DEFRA concentra-
tions alone and both the measured and DEFRA concentra-
tions. This consistency was observed when considering
both the spatial mean and maximum as the aggregation
functions, and suggests that for our data that DEFRA con-
centrations appear reliable to use in health effect studies
despite being biased. Again future work will examine
whether this result is widely true for other study regions
and pollutants, or whether it is not always so consistent.
This reliability of the DEFRA data is a key question, because
its widespread availability makes it a popular choice for
health effect studies, especially when the measured data
are spatially sparse.Model III Model IV
0.999 1.032
(0.994,
1.004)
(1.026,
1.038)
0.996 1.027
(0.990,
1.001)
(1.021,
1.034)
0.993 1.026
(0.987,
0.998)
(1.019,
1.033)
0.989 1.023
(0.983,
0.994)
(1.016,
1.030)
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work in our study, where the monitor locations are highly
clustered in the central part of the study region in Glasgow
(west) and Edinburgh (east), and no monitors exist in large
parts of the study region (see Fig. 1). Therefore, the
predictive performance cannot be assessed uniformly
across Scotland when we evaluated the prediction
performance of several exposure models using a 10-fold
cross-validation. In other words, the prediction perfor-
mance at rural areas where no monitors exist is unknown.
However, we note that as these areas are rural regions then
NO2 concentrations are low (away from traffic sources), so
the level of uncertainty should be low and the DEFRA con-
centrations should be able to pick up the low background
levels. This is also the key reason for using a fusion model
to utilize the good spatial coverage of the DEFRA concen-
trations to provide estimation of pollution in these largely
rural regions.
In our study the air pollution concentrations are
assumed to be known and constant across each IG, by spa-
tially aggregating predictions from our pollution model.
However, these predictions are likely to contain errors
and uncertainties, and in future work we will investigate
these issues within our hierarchical modelling framework.
A further avenue of future work could be the investigation
of the individual and joint effects of different pollutants,
rather than simply considering NO2 as was the case here.
Finally, it would also be of interest to extend the study
by using a finer temporal scale, e.g. monthly data, so that
the long-term effects of air pollution on health can be
investigated with different lags between the occurence of
disease and the exposure.Acknowledgements
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