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The Cryogenic Dark Matter Search low ionization threshold experiment (CDMSlite) searches for
interactions between dark matter particles and germanium nuclei in cryogenic detectors. The experiment
has achieved a low energy threshold with improved sensitivity to low-mass (< 10 GeV=c2) dark matter
particles. We present an analysis of the final CDMSlite dataset, taken with a different detector than was
used for the two previous CDMSlite datasets. This analysis includes a data “salting” method to protect
against bias, improved noise discrimination, background modeling, and the use of profile likelihood
methods to search for a dark matter signal in the presence of backgrounds. We achieve an energy threshold
of 70 eV and significantly improve the sensitivity for dark matter particles with masses between 2.5 and
10 GeV=c2 compared to previous analyses. We set an upper limit on the dark matter-nucleon scattering
cross section in germanium of 5.4 × 10−42 cm2 at 5 GeV=c2, a factor of ∼2.5 improvement over the
previous CDMSlite result.
DOI: 10.1103/PhysRevD.99.062001
I. INTRODUCTION
Multiple astronomical and cosmological observations
point to the existence of dark matter (DM), indicating
that approximately 25% of the universe consists of a
nonluminous, nonbaryonic form of matter of unknown
composition [1,2].
A class of hypothetical particles called weakly interact-
ing massive particles (WIMPs) [3] is consistent with the
observational evidence and would be a cold (nonrelativ-
istic) relic from the early universe that may be directly
detectable by terrestrial detectors [4].
Supersymmetric theories naturally predict the existence
ofWIMPs with masses at the electroweak scale, but with no
evidence of such particles at the LHC [5,6], direct-detection
DM experiments have begun to consider low-mass alter-
natives [7–10]. Theories that predict DM particles with
masses ≲10 GeV=c2 include, but are not limited to,
asymmetric DM, which relates the DM problem to the
baryon asymmetry of the universe [11,12], and hidden
sector scenarios in which DM couples to Standard
Model particles through new force mediators like the dark
photon [13,14].
In CDMSlite, cryogenic germanium detectors developed
by the SuperCDMS Collaboration were operated at high
voltage to amplify the signal from ionization by particle
interactions via the Neganov-Trofimov-Luke (NTL) effect
[15,16]. This amplification provides sub-keV detection
thresholds for nuclear recoils, enabling searches for low-
mass DM particles [9,17,18]. This paper presents results
from the third and final run of CDMSlite, and represents the
first blind analysis of data taken in this mode. We employ
new rejection techniques to effectively remove instrumental
backgrounds that limited previous analyses, while the
remaining dominant background contributions are modeled
within a profile likelihood fit.
Section II describes the operation and calibration of
CDMSlite detectors. Section III presents a method of data
blinding based upon the addition of artificial events to the
data, while Sec. IV describes how instrumental backgrounds
are effectively removed. Section V describes the definition
of a fiducial volume (using the radial parameter discussed in
Sec. II) to eliminate the contribution of events with mis-
reconstructed energies at high detector radii. SectionsVI and
VII discuss models for the energy spectra of DM-signal and
background events, which are used as inputs to a profile
likelihood fit to search for a DM signal in Sec. VIII. We find
no evidence for such a signal and present improved upper
limits on the spin-independent DM-nucleon cross section
in Sec. IX.
II. DESCRIPTION OF THE EXPERIMENT
The SuperCDMS Soudan experiment was located at the
Soudan Underground Laboratory in northern Minnesota.
The experiment operated 15 germanium interleaved Z-
sensitive ionization and phonon (iZIP) detectors, arranged
in 5 stacks (“towers”) and read out with CDMSII elec-
tronics [19–21]. The iZIPs—cylindrical Ge single crystals
with a diameter of ∼76 mm, a height of ∼25 mm, and a
resulting mass of ∼600 g—were equipped with phonon
sensors composed of tungsten transition edge sensors
(TESs) and aluminum fins for phonon collection, patterned
on their top and bottom faces. The operational temperature
was ∼50 mK. Interleaved with the phonon sensors were
charge-collecting electrodes with a bias voltage applied
between them (þ2 V on one face and −2 V on the other) to
separate and collect the electrons and holes liberated in
particle interactions. Nuclear recoils (NRs) produce fewer
electron-hole pairs for a given recoil energy than electron
recoils (ERs), allowing for an event-by-event discrimina-
tion between these two types of interactions [22].
In 2012 we explored the operation of an iZIP detector in
an alternative configuration [17] in which a higher bias
across the detector amplifies the ionization signal by
producing NTL phonons. As charge carriers drift across
the crystal due to the electric field, they quickly reach a
terminal velocity and the additional work done on the
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carriers is transferred to the crystal lattice in the form
of NTL phonons. The energy contribution from NTL
phonons is
ENTL ¼ eΔVNe=h; ð1Þ
where e is the absolute value of the electric charge, ΔV the
voltage drop experienced by a charge pair, and Ne=h is the
number of electron-hole pairs produced. The total phonon
energy generated by a recoiling particle is the sum of the
initial recoil energy Er and the energy of NTL phonons:
Et ¼ Er þ ENTL: ð2Þ
In germanium, the average energy required to produce one
electron-hole pair for an electron recoil is ϵγ ¼ 3.0 eV [23],
giving Ne=h ¼ Er=ϵγ . Therefore, a 75 V potential difference
across the detector amplifies the ionization signal by a
factor of 26 for an electron recoil.
The hardware trigger, based on the total phonon signal,
was tuned on the CDMSlite detector to achieve as low of a
threshold as possible while also maintaining a manageable
trigger rate. The hardware trigger threshold, measured
using the method described in Sec. IV B of Ref. [9], varied
approximately between 50 and 70 eV, which resulted in
trigger rates between 0.2 and 15 Hz over the course of the
run. When a trigger occurs, the data acquisition electronics
record the phonon signals as waveforms, digitized at
625 kHz and lasting ∼6.6 ms, from all active detectors
in the array. The signals from the charge-collecting electro-
des were also read out as waveforms for each trigger;
however, this information was only used to remove events
with particularly bad noise in the charge waveforms.
A. Energy scale
“Electron equivalent” energy units (keVee) are the most
convenient for analysis of data from the CDMSlite runs,
because the observed backgrounds consist primarily of ER
events. The electron equivalent energy is the electron recoil
energy that would produce the same amount of phonon
energy as is observed in the detector.
We calibrate the energy scale using a 252Cf neutron
source. Activation of 70Ge by neutron capture produces
71Ge, which decays by electron capture with a 11.43 day
half-life [24]. These decays produce peaks at the K-, L-,
and M-shell binding energies of 71Ga of 10.37, 1.30, and
0.16 keV, respectively [25]. The prominent K-shell peak is
used to calibrate the energy scale to keVee and correct for
any time variation in the detector response. The corrections
and calibration were found to be appropriate for the less
prominent L- and M- shell peaks, indicating detector
response linearity throughout the energy range of interest.
NRs produce fewer charge pairs and therefore a smaller
ionization signal than ERs of the same recoil energy, and
we parametrize the smaller ionization signal by the energy-
dependent ionization yield YðErÞ. The number of electron-
hole pairs is then given by Ne=h ¼ YðErÞEr=ϵγ. The total
measured energy in terms of the event recoil energy and
ionization yield is
Et ¼ Er

1þ YðErÞ
eΔV
ϵγ

: ð3Þ
For ERs, Y ≡ 1 by definition. To convert from an electron
equivalent energy to a nuclear-recoil equivalent energy
(denoted Er;nr with units of keVnr), we correct Eq. (3) for
the difference in yield between nuclear and electron recoils,
while assuming that each electron-hole pair experiences the
full applied bias Vdet:
Er;nr ¼ Er;ee

1þ eVdet=ϵγ
1þ YðEr;nrÞeVdet=ϵγ

: ð4Þ
We use the Lindhard model [26] for the yield as a
function of nuclear-recoil energy:
YðEr;nrÞ ¼
k · gðεÞ
1þ kgðεÞ ; ð5Þ
where gðεÞ¼3ε0.15þ0.7ε0.6þε, ε ¼ 11.5Er;nrðkeVÞZ−7=3,
and Z is the atomic number of the detector material.
Measurements of Y in germanium are generally consistent
with a small range of k values approximately centered on
the Lindhard model prediction of k ¼ 0.157 [27–30]. We
account for the spread in experimental measurements as a
systematic uncertainty on k, as discussed in Sec. VIII B.
B. Operating conditions
For CDMSlite Run 3, we operated a single detector in
CDMSlite mode from February to May 2015 for a total
livetime of 60.9 days. The top detector in the second tower
was selected based on the two qualities that contributed
most to lower analysis thresholds. First, this detector
exhibited stable operation for a range of applied bias
voltage up to nearly 75 V. Second, because of its reduced
susceptibility to vibrational noise, this detector’s phonon
energy resolution was among the best in the detector array.
While a different detector was selected for CDMSlite Run 1
and Run 2 based on the same two metrics, the decision to
switch detectors for Run 3 was also intended to demon-
strate reproducibility of the CDMSlite operating technique
across multiple detectors.
We applied a 75 V bias to one side of the detector with
the other side grounded, following the same biasing scheme
used in the previous CDMSlite runs. We also adopted the
Run 2 “prebiasing” procedure in which the detector bias
was temporarily increased (to 85 V for Run 3) prior to the
start of each data series [9].
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The voltage at the detector differed from the applied
voltage Vb because of a parasitic resistance that caused a
significant voltage drop across a bias resistor (Rb ¼
196 MΩ) upstream of the detector. The parasitic resistance
caused a current draw from the power supply, IHV, which
we continuously measured in order to monitor the detector
voltage:
Vdet ¼ Vb − IHVRb: ð6Þ
We found that the parasitic resistance was correlated with
the temperature of the room that housed the electronics. In
April 2015 we adjusted the environmental conditions of
this room to increase the parasitic resistance, thus lowering
the leakage current and stabilizing the detector voltage at
75 V. Prior to April 2015, the detector voltage drifted
between 50 Vand 75 V. This resulted in ∼30% variations in
the total phonon energy scale, shown in Fig. 1. We correct
for this variation in the analysis, accounting for the small
difference in the correction factor for nuclear vs electron
recoils.
Following the stabilization of the detector voltage at
Vdet ¼ 75 V, the phonon noise performance worsened,
indicating that the optimal operating voltage was slightly
less than 75 V. Based on these two distinct operating
conditions—bias voltage stability and noise performance—
we divided the Run 3 dataset into two periods: Period 1
and Period 2 (before and after April 1, respectively).
This division facilitates optimization of certain stages of
the analysis, which were performed separately for the two
periods.
Additionally, the base temperature varied from 45 to
57 mK over the course of the run. We applied a temper-
ature-dependent empirical linear correction of up to ∼5% to
the energy scale. This correction was based on the positive
correlation observed between the reconstructed energy of
theK-shell events and the recorded base temperature, and is
shown in Fig. 2.
After all corrections are applied, the energies of the K-,
L-, and M-shell peaks agree with the expected values to
within 3%.
C. Optimal filter energy and position reconstruction
Because CDMSlite detectors have nonuniform electric
fields, the NTL amplification and the reconstructed recoil
energy vary with the location at which an event takes place
inside the detector. For most events, ΔV in Eq. (1) is equal
to the full potential difference between the detector faces,
resulting in maximal NTL amplification. However, as
shown in Fig. 3, near the detector sidewall ΔV can be
smaller; the voltage drop experienced by an electron-hole
pair (and thus the NTL amplification) can be reduced such
that the reconstructed energy of some high-radius events is
significantly lower.
While we cannot reconstruct the exact position of an
event and thus correct for the specific reduced NTL
amplification, we can calculate a parameter that correlates
with the radial position of an event and use it to identify
events at large radii. We employ optimal filter algorithms
[31] to reconstruct the energy and position of events.
Optimal filters weight frequency components of the raw
pulses to maximize the signal-to-noise ratio when fitting for
the amplitude of a pulse, and the standard optimal filter
algorithm assumes constant pulse shapes.
CDMSlite phonon pulses are slightly variable in shape,
with differing proportions of “slow” and “fast” components
FIG. 1. The drift in the total phonon energy for events in the
10.37 keVee peak (from 71Ge K-shell decays) is well modeled by
the measured variation of the detector voltage [Eq. (6)]. Early in
April the detector voltage stabilized at 75 V. Three 252Cf
calibrations were performed over the course of the run. The
timing of the calibrations (Feb. 2–3, Feb. 20–23, and May 1–5),
along with the 11.43 day half-life of 71Ge, is seen in the variable
intensity of the K-shell decays. Data points labeled as back-
ground simply represent events originating from sources other
than K-shell decays.
FIG. 2. The reconstructed energies of the 10.37 keVee peak
events are positively correlated with the base temperature. This
dependence is approximated as linear and corrected according to
the fitted dashed line.
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from event to event. The former provides a measure of the
total event energy, while the latter is sensitive to the event
position—events occurring directly underneath a phonon
channel cause a faster pulse rise time in that channel than in
other channels. We capture both types of information with a
two-template optimal filter algorithm (2TOF) [9]. The first
template is constructed from the average ofmany pulses, and
then a second template is constructed from the average shape
of the residual pulses (relative to the first template). These
correspond to the “slow” and “fast” templates, respectively.
The definition of the radial parameter, which we denote
by ξ, remains the same as was used in Run 2 [9,18]. It takes
advantage of the phonon channel layout with an outer
annulus and three inner wedge-shaped channels, comparing
the amplitude of the fast template and the pulse start time
between the outer and the inner channels. The ξ parameter
identifies higher radius events that can experience reduced
NTL gain and is used in Sec. V for fiducialization.
In addition to defining a radial parameter, the 2TOF is
used to improve the event energy reconstruction. For each
event, the best-fit amplitude from the fast template is used to
apply a correction of up to ∼5% to the leading order energy
estimation, which is derived from the best-fit amplitude of
the slow template using a separate optimal filter algorithm
that specifically deweights the high-frequency components
of the phonon pulses. We use the same correction procedure
as that described in Sec. II C of Ref. [9].
D. Energy resolution model
We require a good model of the energy resolution in
order to calculate the expected energy spectra for signal and
backgrounds. We model the total CDMSlite energy reso-
lution as in Ref. [9]:
σTðEr;eeÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
σ2E þ σ2FðEr;eeÞ þ σ2PDðEr;eeÞ
q
ð7Þ
¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
σ2E þ BEr;ee þ ðAEr;eeÞ2
q
: ð8Þ
The energy-independent term σE describes the baseline
resolution and accounts for electronics noise and any drift
in the operating conditions. The Fano term σF accounts for
fluctuations in the number of generated charges [32] and is
proportional to
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Er;ee
p
. The σPD term reflects the position
dependence of the event within the detector due to the
electric field, TES response, etc., and is proportional to
Er;ee. Separating out the energy dependence we end up with
the three model parameters σE, B, and A.
We use several measurements to determine the resolution
model for Run 3. We use randomly triggered events to
determine the zero-energy noise distribution. Additionally
we use the widths of the K-, L-, andM-shell 71Ge activation
peaks (see Sec. II A) to determine the energy dependence of
the resolution. We fit these peaks with a combination
of a Gaussian and linear background model in order to
FIG. 3. Calculated voltage map for high radius events, showing
the difference in electric potential ΔV between the final collection
points of the positive and negative charge carriers, as a function of
initial position of the pair (plotted as radius squared vs vertical
position). Here, the top of the crystal is biased at þ75 V and the
bottom is grounded. Charge carriers in the outermost (radius
>800 mm2) detector annulus can experience less than the full
detector bias voltage.
TABLE I. Reconstructed energies and resolutions of the 71Ge
decay peaks and the baseline noise in CDMSlite Run 3.
Peak Energy μ [keVee] Resolution σ [eVee]
K shell 10.354 0.002 108 2.0
L shell 1.328 0.003 36.3 2.0
M shell 0.162 0.002 13.9 2.0
Baseline Period 1 0.0 9.87 0.04
Period 2 0.0 12.67 0.04
FIG. 4. Fits of a Gaussian þ linear background to the energy
spectra of zero-energy (baseline) events and events from each
71Ge activation peak. The widths of the Gaussians are the energy
resolution σ.
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determine the width of the peaks. Table I gives the peak
position μ and resolution σ of each 71Ge peak, and Fig. 4
shows the fits to the K-, L-, and M-shell peaks along with
an example of the zero-energy noise distribution.
Because the zero-energy baseline resolution varies with
the applied bias voltage and with environmental conditions,
all of which changed between Period 1 and Period 2, we
calculate separate livetime-weighted average resolutions
for each period. These are given in Table I. The measured
widths of the K-, L-, and M-shell peaks are consistent
between Period 1 and Period 2, and so common values are
used for both periods.
Table II gives the best-fit parameter values for the model
of Eq. (8). The coefficient B is consistent between the
periods, but is larger than the value predicted by measure-
ments of the Fano factor, which is B ¼ 0.39 [23,33]. The
values of A also agree within uncertainties between the two
periods.
We apply this energy-dependent resolution model when
calculating the expected energy distribution for the back-
ground and DM signal components. We propagate uncer-
tainties in the model parameters as systematic uncertainties
in the profile likelihood fit of Sec. VIII.
III. BLINDING STRATEGY
To avoid bias during the analysis, we adopted a blindness
scheme to prevent analyzers from tuning the analysis to
reach a desired result. Because instrumental noise is a
significant and time-varying source of events, it is desirable
to be able to see all events at each stage of the analysis.
Therefore, rather than hiding events in the signal region, we
implemented data “salting” in which a fraction of the DM-
search events are replaced with artificial signal-like events.
This procedure effectively masks the true amount of DM
signal in the data. The number and energy distribution of
the artificial events were hidden from the analyzers. All
analysis was done on the salted data until the last step,
when we removed the added events, replaced the originals,
and performed the final fits. We opted to replace events
with salt, rather than solely adding salt, to avoid the need to
work around the sequential event IDs that are a feature of
our data format. This had the added benefit of protecting
against a possible tendency to overly tune cuts to the
particular events in the salted data, since analyzers knew
that some unknown number of events would be added back
in after unblinding.
The salting procedure itself was openly developed and
known to analyzers in advance, with a number of input
parameters randomized and hidden until unblinding.
Table III lists these parameters, their allowed ranges
(known in advance), and their randomly selected values
that were hidden until unblinding. The goal of this process
was to produce a set of artificial events with an energy
spectrum approximating a DM-induced nuclear-recoil dis-
tribution, with other event parameters (e.g., χ2 goodness-of-
fit, radial parameter, etc.) consistent with detector-bulk
events uniformly distributed in time and location. We
generated artificial events using a pulse simulation similar
to that described in Sec. VI B of Ref. [9] in which fast and
slow pulse templates were added to in-run noise samples.
The relative amplitudes of the two templates were deter-
mined by fitting each channel to calibration data. The
salting procedure is described step-by-step below.
A. Select data events to replace
First, the number of events to replace with salt was
selected randomly, and this number was kept hidden from
the analyzers. The goal was to choose a number of events
such that, after application of cuts, the remaining salt
“signal” is between one and three times the predicted
90% confidence level limit for the analysis. Based on the
size of the CDMSlite Run 3 dataset and the passage fraction
of trial salt datasets generated with Run 2 data and cuts, the
range was set to 280–840 events. Upon unblinding, the
number of salt events was revealed to be 393. After
application of the selection cuts described in Secs. IV
and V the number of salt events in the signal region was
reduced to 105, which constituted 26% of the number of
true events that survived selection cuts in the signal region
(401 events).
The events to be replaced by salt were chosen randomly
from the dataset with a uniform time distribution. When
events were replaced with salt, only the waveform data was
changed, without changing any of the metadata such as
TABLE II. Best-fit energy resolution parameters of the model
in Eq. (8) for Period 1 and Period 2.
σE [eVee] B [eVee] A ð×103Þ
Period 1 9.87 0.04 0.87 0.12 4.94 1.27
Period 2 12.7 0.04 0.80 0.12 5.49 1.13
TABLE III. Randomized parameters used to generate the
unknown salt dataset. The units of the second and third row
are keVee and keVee−1 respectively. The allowed range of
parameters was known in advance, while the final value was
hidden until unblinding after all cuts were finalized. For param-
eters with logarithmic weighting we randomly chose values from
a uniform distribution for the logarithm of those parameters
between their upper and lower limits.
Parameter Range Weight Actual Value
Number of salt events 280–840 linear 393
Spectrum constant weight
[C in Eq. (9)]
1=3–3 log 0.6967
Spectrum exponential slope
[D in Eq. (9)]
0.5–2 log 1.299
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trigger masks, timestamps, etc. Therefore, only events that
generated a trigger on the CDMSlite detector were con-
sidered. An additional preselection cut requiring the recon-
structed energy to be greater than 3.5 keV in total phonon
energy removed the majority of cryocooler-induced low-
frequency noise events (discussed in Sec. IV B), which
represent the largest source of nonuniformity in the event
time distribution. To select an event to replace, a random
time was chosen within the CDMSlite Run 3 duration,
weighted by the experiment livetime in one-day bins, and
the nearest event passing preselection cuts was selected. If
the chosen time was between data series, it was discarded.
This process was repeated until the chosen number of
events was selected.
B. Choose an energy for each salt event
The event energies were chosen from an exponential
distribution with a constant offset:
PðEÞ∝Cþð1=DÞexp−E=D; E∈ ½0.05;5 keVee; ð9Þ
where the exponential component was chosen to roughly
approximate a WIMP spectrum and the constant offset was
chosen so that salt existed over the analysis energy region
of interest. C and D are randomized hidden parameters,
sampled logarithmically from 1=3 to 3 keVee−1 for C, and
from 0.5 to 2 keVee for D. The chosen energy was also
restricted from 0.05 to 5 keVee to match the expected signal
region of interest. The randomly selected parameters used
were C ¼ 0.6967 keVee−1 and D ¼ 1.299 keVee, resulting
in a nearly uniform distribution of salt events over the
CDMSlite region of interest.
C. Construct the artificial pulses
For each salt event, we constructed six artificial pulses
(one for each phonon and charge channel). Each pulse, in
turn, was constructed from the sum of a baseline noise
waveform sampled during data acquisition, and the fast and
slow templates used for 2TOF reconstruction.
The fast and slow pulse templates were scaled based on
the reconstructed amplitudes of calibration events. For each
salt event, we randomly chose a calibration event near the
target energy from the set of all calibration events passing
basic preselection cuts. These cuts included selection for
good values for the bias voltage, current, base temperature,
and the phonon pulse shape χ2 and noise event Δχ2 cuts
described in Sec. IVA. Initially, we chose only from
calibration events within 10 eVee of the target energy, after
rescaling for corrections from varying parasitic resistance
and temperature. If no events were found in this window
(excluding events that were already used for salt), the
search was repeated with the range extended to 50 and then
100 eVee. All reconstructed amplitudes were scaled by the
ratio of the target salt energy to the calibration event energy,
maintaining the relative amplitudes of the fast and slow
templates. In this way we produced salt events mimicking
uniform bulk event distributions (e.g., in the radial param-
eter) without specifically modeling any of those variables.
D. Prerelease validation
Prior to beginning the salting procedure, a volunteer with
substantial analysis experience was chosen to inspect the
resulting salt. Several distributions were inspected with and
without salt highlighted, to ensure that the salt did not
significantly deviate from the data. When problems were
identified, a fix was implemented, and the entire salting
process was restarted. After validation, the prerelease
inspector was excluded from any further analysis of the
salted dataset.
IV. QUALITY CUTS
A set of data quality cuts removes instrumental noise
triggers, poorly reconstructed events, and periods when the
detector was behaving anomalously. Because this analysis
employs profile likelihood methods to search for DM—
fitting background and signal models to events that pass all
cuts—it is imperative to identify and remove all instru-
mental noise events whose distributions cannot be modeled
with a probability distribution in the fit. We use multivariate
techniques in the lowest energy range of the analysis, where
the experiment is most sensitive to DM particles with mass
< 10 GeV=c2, to reduce instrumental noise leakage to less
than 1 event while maintaining as low of an energy
threshold as possible.
A. Overview of data quality cuts
We accept only events for which the power supply bias
voltage was set to 75 V. We also remove any events in time
coincidence with the NuMI neutrino beam [34], including
events whose time relative to the NuMI beam cannot be
determined due to missing GPS information.
Cuts remove time intervals with easily identified anoma-
lously high trigger rates. The “prepulse,” a ∼1 ms length of
waveform data preceding the trigger and read out with each
event pulse, is used to monitor noise and reject events with
elevated noise. Specifically we remove events in which the
variance of the prepulse samples exceeds the average
variance for events in the same three-hour data series by
more than 4σ. We also designed cuts to remove electronics
glitch events, which arise from instrumental noise and are
characterized by pulse shapes with faster rise and fall times
than signal pulses.1 These cuts identify glitches that caused
multiple detectors to trigger, glitches in the outer charge
channel of the detector that could be coincident with
1Throughout this section “signal” refers to good events caused
by energy deposition in the detector, and “background” refers to
instrumental noise events.
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phonon triggers, and glitches that are similar to signal
events in all but pulse shape. Events with particularly bad
noise in the charge waveforms were removed. Events that
did not cause a trigger on the CDMSlite detector were also
removed. These cuts (excluding the pulse-shape glitch cut
whose efficiency is considered separately) reduced the Run
3 livetime from 66.9 to 60.9 days.
Due to their low interaction probability, DM particles are
expected to interact at most once in our detector array.
Therefore events that deposit energy above threshold in both
the CDMSlite detector and a second detector are removed.
The coincidence window used for identifying multidetector
events was −200 μs to þ100 μs around the CDMSlite
detector’s trigger time. Events coincident with the muon
veto surrounding the experiment are also removed, where a
coincidencewindow of−185 μs toþ20 μs around the event
trigger time was used. These two cuts have a combined
signal efficiency of 98.94 0.01%.
Information from pulse-shape fits can discriminate signal
events from instrumental noise events having a character-
istic pulse shape. Six different templates are fit to each
event using the optimal filter method: a signal template,
a square pulse template, an electronics glitch template
with fast rise and fall times, and three low-frequency noise
(LF noise) templates. The instrumental noise templates
were created by identifying instrumental noise events in test
processings of the dataset, and averaging a collection of the
raw pulses from the different instrumental noise sources.
Three different LF noise templates were created because
the LF noise assumes different pulse shapes, discussed in
Sec. IV B.
The χ2 values for each fit are used to classify and remove
instrumental noise events. First, events with a high χ2 value
for the signal-template fit are irregularly shaped (e.g., from
event pileup or pulse saturation) and are removed. To
remove particular classes of instrumental noise events, we
use the difference of χ2 values between the different
template fits:
Δχ2LF;glitch;square ≡ χ2OF − χ2LF;glitch;square; ð10Þ
where OF corresponds to the standard signal-template fit,
and LF, “glitch” and “square” correspond to the fits using
the LF noise, glitch and square pulse templates respec-
tively. Lower values ofΔχ2 indicate events that have a more
signal-like shape.
Glitch and square events have relatively uniform pulse
shapes and do not resemble the signal pulse shape.
Therefore, a single template for each is sufficient to
efficiently discriminate against these event types.
The Δχ2glitch and Δχ2square distributions for good signal
events are parabolic as a function of event energy, and so
we use simple two-dimensional cuts defined in the Δχ2glitch
vs energy and Δχ2square vs energy planes. The signal
efficiency of these cuts is energy dependent and > 80%
down to the analysis threshold.
B. Low-frequency noise discrimination
Broadband low-frequency (< 1 kHz) noise due to vibra-
tional sources, shown to be primarily generated by the
cryocooler that provides supplemental cooling power for
the experiment, dominates the trigger rate for the CDMSlite
detector [9].
In contrast to the other classes of instrumental noise
events, LF noise events have variable pulse shapes and
overlap substantially with the bandwidth of signal pulses.
LF noise is therefore significantly more challenging to
remove while maintaining high signal efficiency. Three
LF noise templates are used to help identify a wide
variety of LF noise shapes with Δχ2LF parameters. Above
reconstructed energies of ∼250 eVee, where the signal to
noise in the waveforms is sufficiently high that LF noise
events can be identified relatively simply, we use cuts on
Δχ2LF values to remove LF noise events. Because discrimi-
nating against LF noise while maintaining signal efficiency
is increasingly challenging at low energy, below ∼250 eVee
we use boosted decision trees (BDTs) to improve the
discrimination power of the LF noise cuts. In particular, we
tune two BDT-based cuts using the bifurcated analysis
technique [35,36] to ensure that less than one LF noise
event leaks past the cuts.
1. Bifurcated analysis
The bifurcated analysis method uses sideband informa-
tion (i.e., information outside of the signal region) to
estimate a certain background’s leakage past a set of
quality cuts when no model exists for the background.
We use this method for LF noise triggers because models
for this background were found to be prone to significant
systematic uncertainties.
The number of LF noise events leaking past a set of cuts
is given by:
Nleak ¼ NLF · PðcutsÞ; ð11Þ
where PðcutsÞ is the passage fraction of the cuts and NLF is
the number of LF noise events. While bothNLF and PðcutsÞ
are unknown, they can be estimated if there exist two
uncorrelated sets of cuts that are both sensitive to LF noise
events. Labeling the uncorrelated cuts A and B, denoting
their known signal efficiencies as ϵA and ϵB, denoting the
unknown leakage fractions of LF noise events past the cuts
as LA and LB, and denoting the number of good (not LF
noise) events as NG, the numbers of events passing the
individual and combined cuts are
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Pass Cut A∶ NAB þ NAB¯ ¼ ϵANG þ LANLF
Pass Cut B∶ NAB þ NA¯B ¼ ϵBNG þ LBNLF
Pass Cut A& B∶ NAB ¼ ϵAϵBNG þ LALBNLF ð12Þ
where, e.g., NAB¯ is the number of events that pass cut A but
not cut B.
For uncorrelated cuts, the above systemof equations can be
solved to derive the number of LF noise events leaking past
both cuts. For the case of cuts with 100% signal efficiency,
Nleak ¼ LALBNLF ¼
NAB¯NA¯B
NA¯ B¯
; ð13Þ
where sideband information is used to estimate leakage into
the signal region. We include a small correction to Eq. (13)
that accounts for the known < 100% signal efficiencies of
cuts A and B, where the signal efficiencies of the bifurcated
cuts are measured using the method discussed in Sec. VI A.
Two different LF noise cuts were designed that are
uncorrelated so that the bifurcated analysis can be applied.
These two cuts use three sets of parameters that are
sensitive to LF noise in separate ways:
(1) the three Δχ2LF parameters from pulse shape fits to
the three different LF noise templates.
(2) the tˆ− variable, which represents the time since
the last cryocooler cycle. The cycle period is
∼0.8 seconds and LF noise causes triggers more
frequently in the ∼0.2 seconds after the start of the
cycle. This behavior is similar, though not identical,
to that observed for the CDMSlite Run 2 detector [9].
(3) the correlation of the phonon waveforms between
the CDMSlite detector and the other detectors in the
tower, because the vibrational sources producing LF
noise triggers couple to all detectors in a tower.
The first bifurcated cut (cut A) used primarily Δχ2
parameters to discriminate against LF noise; the second
bifurcated cut (cut B) used primarily cryocooler time and
cross-detector correlations. A BDT was used to reduce the
bifurcated cuts to a single dimension (BDTA and BDT B).
Both BDTs were trained using a “background” sample of
LF noise (selected by removing events that fail the other
quality cuts and removing events that are clearly good
phonon pulses) and a “signal” sample of simulated good
phonon pulses with noise. Details of the phonon pulse
simulation are discussed in Sec. VI A. For every event a
BDT score is generated between −1 and 1, with a larger
BDT score corresponding to a more signal-like event.
The bifurcated analysis was then performed by placing
cuts on the BDT A and BDT B scores and calculating the
number of LF noise events leaking past the cuts, with cut
values chosen such that the total LF noise event leakage is
< 1. Figure 5 shows the signal box (upper right) defined by
the bifurcated cuts for Period 1; the estimated LF noise
leakage for this period is 0.3 0.1 events. A similar
analysis on the Period 2 data gives an estimated event
leakage of 0.1 0.1 events.
The choice of the cut location also assured minimal
correlation between cuts. This was verified by the method
of “box relaxation.” As a bifurcated cut is loosened, new
events will enter into the signal box and the bifurcated
leakage estimate will change. If the cuts are uncorrelated,
the bifurcated analysis estimate will grow by the number of
new events in the box (to within uncertainties). Because the
BDT cut efficiency for signal events is not 100% (see
Sec. VI A), we must correct for the contribution of signal
events being added to the box as the cut is relaxed. We
verified that the number of events entering the box matched
the bifurcated analysis’s prediction to within uncertainties,
which is consistent with the cuts being uncorrelated and
therefore supporting the validity of the leakage estimates.
Figure 6 illustrates this agreement.
FIG. 5. Two uncorrelated BDT variables are formed based on
three sets of parameters that are sensitive to LF noise (see main
text). The acceptance region of the bifurcated cuts using the BDT
variables is shaded in the upper right.
FIG. 6. Variation of the number of background events leaking
through the BDT cuts, as a function of the BDT B cut value. The
observed number of events, after subtracting the expected
contribution from signal events, agrees with the bifurcated
analysis estimate.
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V. FIDUCIAL VOLUME SELECTION
A cut on the radial parameter ξ (Sec. II C) defines a
fiducial volume in order to remove events with reduced
NTL gain (RNTLs) near the detector side wall. The
definition of this cut is improved compared to the
CDMSlite Run 2 analysis [9,18].
We characterize RNTLs by modeling their distribution as
a function of reconstructed energy and ξ. The modeling is
done in several steps:
(A) Determine the energy response of the detector, using
the NTL gain as a function of position inside the
detector (Sec. VA);
(B) Determine the rates of events that contribute RNTLs
into the signal region below 2 keVee (Sec. V B);
(C) Model the distribution of RNTLs in ξ (Sec. V C);
(D) Model the resolution of ξ as a function of energy and
ξ (Sec. V D);
(E) Construct a Monte Carlo simulation based on these
models to determine the expected distribution of
RNTLs in the energy-ξ plane, and define a cut in this
plane to remove these events (Sec. V E); and
(F) Extend the cut above 2 keVee where ξ begins to
change due to phonon-sensor saturation (Sec. V F).
A. Energy distribution of RNTLs
We use a smoothed histogram of the effective potential
distribution shown in Fig. 3 to determine the energy
response of the detector to a homogeneously distributed
monoenergetic source of events.
We define the RNTLs to include any event whose recoil
location results in a reconstructed recoil energy that differs
from the true recoil energy by more than the 1σ detector
energy resolution. This corresponds to events that see less
than 93.3% of the full bias voltage Vdet. For electron
recoils, the measured event energy is reduced from the
nominal expectation according to
Emeasured ¼ Enominal ×
1þ ΔVϵγ
1þ Vdetϵγ
; ð14Þ
where ΔV is the potential difference experienced by charge
carriers produced at the recoil location, and Vdet is the
nominal potential difference.
The shape of the voltage distribution is a source of
systematic uncertainty for the distribution of RNTLs, and
to account for this we perform the same analysis with an
alternate voltage distribution containing more features in
the voltage spectrum from the simulation. This predicts a
slightly higher leakage rate of RNTLs given the same radial
cut, and gives us a handle on the systematic uncertainty on
the rate of RNTLs we expect to pass our radial cut.
B. Identification of RNTLs
Following the analysis done in Run 2 [9], we use the
11.43 day half-life of the 71Ge produced during neutron
calibrations to statistically differentiate K-shell capture
events from other backgrounds in different regions of
the energy-ξ plane. This study of 71Ge decay events finds
that 86 1% of events receive full Luke gain and thus are
reconstructed at the correct energy, making the remaining
14% RNTLs.
We then use this fraction to calculate the number of
RNTLs in our dataset. We first determine the number of K-
shell events from 71Ge decays by fitting the time distribu-
tion of events in the K-shell line at 10.37 keVee with a
component that decays with the 11.43 day half-life of 71Ge
plus a flat component due to other backgrounds.
Using the known number and energy of the K-shell
events and the shape of the tail in the ΔV distribution from
the voltage map, we can then determine the expected
number of K-shell RNTLs in our signal region below
2 keVee. The contributions of L-shell and M-shell events
are estimated by scaling the number of RNTL events from
K-shell decays by the theoretical branching ratios between
these shells (see Table IV). All RNTL events from L-shell
or M-shell decays are in the energy region of interest for
this analysis.
The rates of other backgrounds below the L shell are
determined by assuming that they are distributed uniformly
in volume, energy, and rate, measuring their rate in a region
free from RNTLs and 71Ge events (ξ < −2 × 10−5,
E ∈ ½0.6; 1 keVee) and extrapolating to the full volume
and energy range. Similarly, the rate of events above the L
shell is extrapolated from a region higher in energy than the
L shell that is free from RNTLs and 71Ge events
(ξ < −2 × 10−5, E ∈ ½1.5; 2 keVee).
The final step for calculating the rate of RNTLs is to
scale the rates by the energy-dependent efficiencies of all
the other cuts. We estimate that there are 133.1 7.6
RNTLs in the signal region before applying a fiducial
volume cut.
C. Distribution of RNTLs in ξ
The majority of RNTLs are measured only slightly lower
in energy than their true energy, because the distribution of
ΔV inside the detector peaks strongly at the nominal
TABLE IV. Cosmogenic isotopes that decay via electron
capture and are present in the measured CDMSlite spectrum.
The shell energies μ, given in keV, are from Ref. [37]. The
amplitudes Λ, from Ref. [38], are normalized with respect to the
K shell.
K L1 M1
Shell: μ Λ μ Λ μ Λ
68Ge=71Ge 10.37 1.0 1.30 0.1202 0.160 0.0203
68Ga 09.66 1.0 1.20 0.1107 0.140 0.0183
65Zn 08.98 1.0 1.10 0.1168 0.122 0.0192
55Fe 06.54 1.0 0.77 0.1111 0.082 0.0178
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voltage. Thus the energy regions just below the strong K
and L-shell 71Ge-decay peaks provide good samples of
RNTLs whose properties can be studied to determine their
distribution in the radial parameter ξ.
We model the radial distribution of RNTLs by
defining a region in the radial parameter (ξ ∈ ½−2 × 10−5;
þ4 × 10−5) outside of which we observe no RNTLs, and
selecting events in this region within a small energy range
below the L-shell capture peak (0.7–1.2 keVee). Creating a
cumulative distribution function in ξ for these events gives
us an idea of the distribution of RNTLs in ξ. A systematic
uncertainty on this distribution is estimated by removing
the upper bound in ξ while narrowing the energy window,
which creates a distribution that predicts slightly more
RNTLs passing the same cut.
D. Resolution of ξ
To model the resolution of ξ, we create sets of simulated
events based on the 2TOF templates and fits of 71Ge L-shell
capture events (a large sample that well represents the true ξ
distribution through the full range of ξ) in the manner done
in Ref. [9]. Differently from what was done for the Run 2
analysis, we simulate each event with 100 different noise
traces and use the resulting output to find the spread in ξ
due to the noise, as a function of ξ and energy. By fitting a
Gaussian distribution to these sets of simulations, we build
a model of the ξ resolution as a function of “true” ξ and
energy (Fig. 7).
E. RNTL Monte Carlo simulation
Combining the expected energy distributions of RNTL
events, the voltage map model, and the resolution model for
ξ as a function of energy, we can model the RNTL
distribution throughout the full energy-ξ plane. We use a
Monte Carlo method to sample these distributions and thus
produce a prediction for the 2D probability distribution
of the data in these variables. We set a cut on ξ as a function
of energy based on this distribution, such that we
expect 0.13 0.10stat  0.44sys RNTLs passing the cut.
The systematic error is estimated from Monte Carlo sim-
ulations with the alternate radial and voltage models (with
the radial distribution of RNTLs being the larger contribu-
tor). The cut boundary was chosen such that the expected
distribution of RNTLs passing the cut is uniform in energy
between 0.07 and 2 keVee. The radial parameter cut imposes
an analysis threshold of 70 eVee, which is determined by the
lowest well-determined bound of the radial resolu-
tion model.
F. Radial cut above 2 keVee
In Sec. IX A we will estimate the sensitivity of the
experiment to DM interactions based on background
expectations derived from higher energies (5–25 keVee)
that are then extrapolated down into the signal region
(0.07–2.0 keVee). Therefore, fiducialization at higher ener-
gies is needed. Above 2 keVee, the threshold of the radial
cut is set differently because we cannot model ξ as well, due
to saturation effects in the phonon pulse shape affecting the
measured ξ. Instead, we set a restrictive cut at −4 × 10−5 in
ξ above 2 keVee so that we expect zero RNTLs in this
region. The full range of data with the radial cut applied is
shown in Fig. 8.
VI. SIGNAL EFFICIENCY
We calculate the DM signal efficiency of the Sec. IV
quality cuts and Sec. V fiducial volume cut by simulating
raw pulses, processing them through the analysis pipeline
to calculate the different cut variables, applying the cuts to
them, and calculating their passage fraction as a function of
energy.
FIG. 7. Resolution (1σ) for ξ (radial parameter) shown as a
function of ξ and energy. At lower energy, the resolution worsens
as the increased noise affects the reconstruction of the radial
parameter.
FIG. 8. Distribution of the radial parameter ξ vs energy in the
DM search data. An energy-dependent cut on ξ defines the
fiducial volume below 2 keVee, while a stricter constant cut is
used above 2 keVee.
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The trigger efficiency is calculated with an alternate
technique using information derived from events triggered
on the rest of the detector array. It turns out that the trigger
efficiency is a minor contributor to the total efficiency
because the data quality and fiducial volume cuts are less
efficient than the trigger at low energy.
A. Data quality cuts
The efficiency of the signal template χ2 cut, theΔχ2glitch and
Δχ2square cuts, and the two BDT-based LF noise cuts is
calculated using simulations of the total phonon pulse (i.e.,
the sumof the pulses for all phonon channels readout from the
CDMSlite detector). These simulations depend on accurately
representing the phonon readout noise in the pulses as well as
the shapes of the true phonon pulses. We accomplish this by
combining noise traces from randomly triggered events with
noiseless phonon pulse templates. The true phonon pulses
contain pulse-shape variations; to recreate these variationswe
use a linear combination of the fast and slow templates (see
Sec. II C): P ¼ N × ðTs þ rTf). For each simulated pulse,
we select values for the simulated pulse amplitude N and the
fast template component r from a two-dimensional distribu-
tion of these parameters drawn from the full DM-search
dataset. These simulated pulses span the energy range of
interest for the analysis.
The cryocooler timing variable tˆ− and waveform corre-
lations between detectors are also recreated for the simu-
lated pulses, which are inputs to the BDT-based LF noise
cuts. The noise traces from which the simulated pulses are
formed are uniformly distributed in tˆ−. Because DM signal
events should also be uniformly distributed in this variable,
the simulated pulse uses the tˆ− variable from the noise
trace. The noise traces also provide the detector-detector
correlation variables. When the noise trace is acquired, the
waveforms on the other detectors in the tower are also
recorded. After adding the simulated phonon pulse P to the
noise trace on the CDMSlite detector, we calculate the
waveform correlations between detectors. Finally, we
calculate the BDT scores for the simulated data and apply
the cuts. The combined efficiency of all data quality cuts,
including the energy-independent multiples and muon veto
cuts, is shown in Fig. 9.
B. Fiducial volume
The efficiency of the fiducial volume cut can be
measured with techniques similar to those used to construct
the RNTL model in Sec. V. We use a Monte Carlo
simulation based upon the resolution model of ξ to simulate
the radial parameter distribution for events having the full
NTL amplification. We model the ξ distribution for these
events after that of events with reconstructed energies in the
L-shell line. We statistically subtract the small contribution
of non-71Ge backgrounds from this distribution and decon-
volve the radial-parameter resolution at 1.3 keVee.
The result is what is expected to be the underlying “true”
distribution of ξ for events at the L-shell energy. We then
use the model of ξ to scale this distribution according to
energy, thereby creating energy-dependent probability
distributions for ξ. Finally, we apply the radial cut to these
simulated distributions, and by doing so obtain the effi-
ciency of the fiducial volume cut for events with full NTL
amplification.
To obtain the full efficiency of the radial cut, this number
must be multiplied by the percentage of events recon-
structed at the correct energy (i.e., having the full NTL
amplification), as the resolution model for ξ is valid only
for those events at the correct energy. We specifically set
the cut to remove all RNTLs; we therefore estimate the full
efficiency of the radial cut by multiplying by the percentage
of non-RNTLs (86%).
C. Trigger efficiency
The data acquisition system for CDMSlite issues a
trigger and reads out events only when an energy depo-
sition is large enough to create a significant increase of the
signal above the baseline noise and thus exceed the trigger
threshold. To measure the trigger efficiency we select
events that have triggered in the other active detectors
because they are an unbiased sample of events with respect
to the CDMSlite detector’s trigger. The trigger efficiency is
then given by the fraction of events at any given energy
(measured in the CDMSlite detector) that also generate a
trigger in the CDMSlite detector. We use 252Cf calibration
data, which has a significantly higher event rate than the
DM-search data, to decrease the statistical uncertainty of
the trigger efficiency measurement. To model the trigger
efficiency as a function of energy, we fit an error function to
the data using the same method as was used in the Run 2
FIG. 9. The signal efficiency with successive application of the
trigger efficiency, quality cuts efficiency, and fiducial volume cut
efficiency. The final data is included with statistical and system-
atic 1σ uncertainty. Fitting the efficiency model to these data
gives the final (blue) efficiency curve and the corresponding 1σ
uncertainty band.
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analysis [9]. The final trigger efficiency curve is shown in
Fig. 9. Above 0.09 keVee the trigger efficiency is equal to
100% with negligible statistical uncertainty.
D. Parametrization
The efficiencies for the trigger, the data quality cuts, and
the fiducial volume cut are combined by multiplying their
mean values and propagating their respective uncertainties.
Incorporating the signal efficiency into the likelihood,
described in Sec. VIII, is most easily accomplished by
parametrizing the final efficiency using a functional form
with a limited number of model parameters. We find that a
three-parameter error function,
hðE; μ⃗eÞ ¼ μe1 ×

1þ erf

E − μe2ﬃﬃﬃ
2
p
μe3

; ð15Þ
is a good parametrization of the total efficiency curve. This
simple efficiency parametrization deviates from the data
slightly (≲4%) in the 0.15–0.4 keVee range. We verified
that this deviation results in a negligible change in the
expected DM sensitivity. We determine the best-fit values
of μe1 , μe2 , and μe3 as well as the covariance between these
parameters, denoted by a matrix E. This matrix is used to
propagate uncertainties in the efficiency parameters into the
profile likelihood fit of Sec. VIII.
Because the radial cut imposes an analysis threshold
cutoff at 70 eVee, as described in Sec. V, we set the
efficiency below this energy to zero, as seen in Fig. 9.
VII. BACKGROUND MODELS
The SuperCDMS Soudan experiment was located at the
Soudan Underground Laboratory with 2090 meters water
equivalent overburden. The cryostat was surrounded by
layers of shielding that blocked almost all external radia-
tion, such as γ-rays and neutrons from the cavern walls.
Thus, the radioactivity of the shielding and the other
apparatus materials was the dominant source of back-
ground. We use Monte Carlo simulations, as well as
data-driven fits, to model these backgrounds.
The backgrounds modeled for this analysis are as
follows: cosmogenic activation of the crystal, specifically
tritium, 68Ga, 65Zn, and 55Fe; neutron activation from 252Cf
calibration; Compton scattering of gamma rays emitted
from primordial isotopes in the apparatus materials; and
210Pb contamination on the surfaces of the detector and its
copper housing.
A. Cosmogenic activation
Cosmic rays can cause spallation resulting in cosmo-
genic activation of the crystals and apparatus materials
during fabrication, storage, and transportation above
ground. In germanium detectors, tritium contamination is
a significant background, with contributions from other
isotopes that decay primarily either by β-decay or electron
capture (EC). The additional cosmogenically produced
isotopes that undergo β-decay have endpoints of
OðMeVÞ and relatively small production rates. These
can generally be ignored. The isotopes that undergo EC
give discrete lines in the detectors below∼10 keV and were
observed in the CDMSlite Run 2 spectrum [39]. We
describe analytic models for the tritium beta-decay spec-
trum and the EC lines.
1. Tritium
Nonrelativistic β-decay theory suffices to model tritium’s
decay spectrum because its endpoint, or Q-value, satisfies
the relationship Q≪ mec2, where me is the electron mass.
The distribution of the electron’s kinetic energy EKE is
described by
ftritiumðEKEÞ ¼ C
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
E2KE þ 2EKEmec2
q
ðQ − EKEÞ2
× ðEKE þmec2ÞFðZ; EKEÞ; ð16Þ
where C is a normalization constant and FðZ;EKEÞ is the
Fermi function [40]. The nonrelativistic approximation for
the Fermi function is given by
FðZ;EKEÞ ¼
2πη
1 − e−2πη
; with η ¼ αZðEKE þmec
2Þ
pc
:
ð17Þ
Here Z is the atomic number of the daughter nucleus, α is
the fine structure constant, and p is the electron’s momen-
tum [41]. The analytical description given by Eqs. (16) and
(17) describes the tritium background used for the like-
lihood analysis.
2. Electron capture peaks
The cosmogenic isotopes that decay via EC and are
present in the measured CDMSlite spectrum are listed in
Table IV with their shell energies and relative amplitudes,
normalized to the K shell. The observed energy distribution
is a Gaussian peak at the energy of the respective shell with
a width given by the detector’s energy resolution.
In our background model, the amplitude ratio between
the K-, L- and M-shell peaks is assumed to be as given in
Table IV. The contribution of each EC isotope to the
spectrum is given by an equation of the type
fECpeaksðEÞ ¼
X
i¼K;L;M
Λi
σi
ﬃﬃﬃﬃﬃ
2π
p exp

−
1
2

E − μi
σi

2

; ð18Þ
where Λi are the amplitudes of the respective shells, μi are
the shell energies, and σi are the energy resolutions at the
respective energies.
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By modeling the EC peaks with Eq. (18), the number of
events in the K shell is the only free parameter in the
likelihood fit, with the other peak amplitudes determined
from the branching ratios.
B. Electron capture of 71Ge
Neutrons from the 252Cf calibration source can be
captured by 70Ge, creating 71Ge, which undergoes EC.
Although we use these peaks for calibration (see Sec. II A)
and although they decay with a half-life of 11.43 days, they
are still a source of background. They are modeled using
the same functional form as the cosmogenic EC peaks
[Eq. (18)] with the one exception that due to the large
overall number of events the L2 peak is not negligible and is
thus included in the fit. This component, omitted from
Table IV, has an energy of 1.14 keV and relative amplitude
of 0.0011.
C. Compton scattering
The Monash University Compton model [42] calculates
properties of the scattered incident photon and the detec-
tor’s recoiling electron by accounting for the atomic bind-
ing energy. This treatment is necessary to replicate the
phenomenon of “Compton steps”—steplike features cre-
ated in the energy spectrum because the detector collects at
least the binding energy of any freed electron. For example,
the electrons in the K shell of germanium have a binding
energy of 11.1 keV. This energy is deposited in the detector
due to the reorganization of the electron shells, along with
any additional energy that is given to the freed electron by
the incident gamma. Thus, an electron from the K shell can
never deposit less than 11.1 keV in the detector, and
likewise for electrons in the other atomic shells. Naïvely
we would expect the number of electrons in each shell to
determine the relative size of the steps; however details of
the electron wave functions can also affect the step size.
The Compton steps have been directly observed in silicon
detectors [43]. In germanium, only the K-shell step has
been measured directly, and so other methods must be used
to estimate the lower energy steps [44].
The dominant contributors to the Compton background
are the radiogenic photons from trace amounts of contami-
nation in the experimental materials. These originate from
the shield materials (polyethylene and lead) as well as the
cryostat and towers (copper). To estimate the shape of this
particular background, we carried out a GEANT4 simulation
[45] of 238U decays originating from the cryostat cans. The
spectrum of deposited energy in the CDMSlite detector
from this decay was determined to be characteristic of all
bulk contamination. We fit a model consisting of a sum of
error functions,
fCðEÞ ¼ Λ0 þ
X
i¼K;L;M;N
0.5Λi

1þ erf

E − μiﬃﬃﬃ
2
p
σi

; ð19Þ
to the simulated events that scatter once in the CDMSlite
detector. The location of each step is given by μi, while σi is
the energy resolution at that energy given by the energy
resolution model of Sec. II. The Λi, the amplitudes of the
error functions, are the relative step sizes, and are chosen so
that Eq. (19) is normalized to one over the energy range
0–20 keV. Due to the binned nature of the fit, only the
amplitudes of the first four steps could be accurately
determined. The constant term Λ0 in Eq. (19) has a value
of 0.005 keV−1 and accounts for a flat background required
to fit the simulated spectrum.
Table V gives the final parameters of our Compton
model, extracted from a fit of Eq. (19) to the GEANT4
simulation shown in Fig. 10.
D. Surface backgrounds
Surface events are primarily due to the decay of 210Pb,
which is a long-lived daughter of 222Rn. Radon exposure
can cause 210Pb to become implanted into the surfaces of
the detectors and their surrounding copper housings.
Radiation from the 210Pb decay chain consists primarily
of betas, Auger electrons, 206Pb ions, and alphas which
have a small mean free path in Ge and will deposit the
majority of their energy within a few millimeters of the
detector’s surface. To understand this background and build
a model of its expected distribution in energy, we use a
GEANT4 simulation and a detector response function. We
normalize the predicted rate of surface backgrounds using a
study of alphas in SuperCDMS iZIP data.
1. Detector response of CDMSlite
Surface events will deposit all their energy within a few
millimeters of the detector surface, depending on the
particle type. Due to the asymmetric electric field shown
in Fig. 3, many surface events at large radii will experience
reduced NTL gain and be removed by the fiducial volume
FIG. 10. Best fit of the Compton scattering spectral model of
Eq. (19) to a GEANT4 simulation of Compton scatters.
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cut. To properly model this background in CDMSlite, an
approximation of the detector response is needed such that
reduced NTL events can be removed.
The detector response model uses the voltage map of
Fig. 3 and the resolution model of Eq. (8) to approximate
the total phonon energy measured in the detector. Each
component of the energy resolution model is implemented
independently. For example, the energy deposited in a
GEANT4 simulation is used to determine the average
number of electron-hole pairs produced, then an integer
number of actual pairs is drawn from the distribution of
width σF. A yield correction is applied to NRs based on the
Lindhard model [see Eq. (5)]. The location of the GEANT4
event in the detector is used to determine the experienced
voltage ΔV for the event and thus the total phonon energy
using Eq. (3). Er is given by the energy deposited in the
simulation.
We do not attempt to simulate the radial parameter ξ for
surface events. Instead, because the radial cut removes
events at large radii that have reduced NTL amplification
due to the reduced electric potential, we use a cut on the
experienced ΔV of the events as a proxy for the fiducial
volume cut. This was set atΔV > Vcut ≈ 74volts, where the
simulation itself used Vdet ¼ 75 volts.
2. Simulation of 210Pb contamination
In GEANT4, we use the screened nuclear recoil physics
list [46] to model the implantation of 210Pb into the material
surfaces along with any recoil of nuclei by subsequent
decays to the stable isotope 206Pb. We consider three
locations from where surface events may originate: the
copper directly above the detector (“top lid,” TL), the
cylindrical housing (H), and the surface of the germanium
crystal itself (Ge).
We simulated energy deposition from the decays of
210Pb, 210Bi, and 210Po for the three locations. Applying the
detector response function to each simulated decay yields
the expected spectrum for this analysis. Additionally, we
consider only events with energy deposition in the top
detector of the tower (single-scatter events), since that is the
location of the CDMSlite detector. The spectra from all
three decays can be added under the assumption of secular
equilibrium between the two daughters and the 210Pb
parent. This is a valid assumption because the longest
daughter half-life in this chain is 138 days, which is short
compared to the time between the last exposure to radon
and the beginning of the measurement. The spectra from
the three locations are included in the likelihood fit of
Sec. VIII A to account for all possible surface background
events.
The voltage cut and selection of single-scatter events
mimic the fiducial volume cut and multiple-scatters cut,
respectively (see Secs. IVA and V). The efficiency of all
analysis cuts was applied to the final simulated spectra.
3. Normalization
We normalize the surface background rate with an
independent measurement of the alpha decay events in
the CDMSlite detector (similar to the surface-event nor-
malization in Ref. [47]), using a dataset with a livetime of
∼380 days taken with the detector operated in iZIP mode.
Because this iZIP-mode dataset provides more detailed
information on event positions, the observed rates could be
attributed to surface event sources originating from parents
on the top lid, housing, and detector surface. The detector
surface rate is deduced from the surface facing the
neighboring detector. This rate is then subtracted (with
the appropriate surface area scaling) from the event rate
measured on the side wall and the surface facing the top lid
to determine the rate from the other two locations (H and
TL). Because the determination of an individual source’s
contribution depends on subtracting the contribution of the
other sources, this normalization procedure introduces a
negative correlation between the various components.
We compare the observed alphas from the detector
surface, top lid, and housing to the simulated number to
determine a scaling factor for the simulation. The single-
scatter events that pass the voltage cut in the simulation are
then scaled to the Run 3 livetime to get the expected
number of surface events. The germanium, housing, and
top lid are estimated to respectively contribute 3.4, 6.5, and
17 events from 0–2 keVee after signal efficiency cuts have
been applied.
4. Discussion of uncertainties
There are two main sources of systematic uncertainty on
the energy spectra for surface events: uncertainties in the
voltage map that determines the voltage ΔV for each event,
and the location of the fiducial volume cut. The map in
Fig. 3 assumes no additional detectors in the tower.
Including the detector beneath the CDMSlite detector
results in a difference of 0.5 V and 1 V for the top and
bottom faces respectively, which we incorporate as a
systematic uncertainty. Additionally, we model uncertain-
ties in the fiducial volume cut (using the voltage cut Vcut as
a proxy for the radial parameter cut) by varying the voltage
cut from roughly Vcut − 2 V to Vcut þ 1 V. These two
sources of error are independent and can be added in
quadrature.
The surface backgrounds are included into the likelihood
of Sec. VIII using event densities, ρj, that are functions of
morphing parameters, mj. Here j iterates from 1 to 3,
TABLE V. Compton model parameters for CDMSlite, normal-
ized over the energy range 0–20 keV. All values have been
multiplied by a factor of 103 and are in units of keV−1.
ΛK ΛL ΛM ΛN
5.7 0.3 15.2 0.5 9.43 1.40 18.7 1.3
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corresponding to the three surface background sources. The
morphing parameters, collectively denoted as m⃗, are used
in order to incorporate both the uncertainty on spectral
shape and uncertainty on the normalization from the alpha
study. They allow the event density to smoothly vary within
the 1σ uncertainty band as:
ρjðE;mjÞ ¼

ρj;0ðEÞ þmj × ½ρj;þðEÞ − ρj;0ðEÞ
ρj;0ðEÞ þmj × ½ρj;0ðEÞ − ρj;−ðEÞ
; ð20Þ
where mj ≥ 0 (mj < 0) for the upper (lower) expression.
A value of mj ¼ 0 results in the nominal event density
(ρj;0), mj ¼ 1 results in the upper +1σ event density (ρj;þ),
and mj ¼ −1 results in the lower −1σ event density (ρj;−).
The event densities, shown in Fig. 11, are normalized such
that the integral of ρj;0 gives the expected number of surface
events as indicated by the alpha study.
Because the systematic uncertainties from the voltage cut
are positively correlated between the different surface
backgrounds, the morphing parameters of the three surface
backgrounds are positively correlated. We encode correla-
tions from these common systematics, as well as correla-
tions resulting from the alpha decay normalization study, in
a covariance matrix M between morphing parameters.
Information from the alpha study prefers constraints on
m⃗ centered at zero. Fits to the CDMSlite energy spectra
above the region of interest for this analysis, done as part of
a sensitivity study described in Sec. IX A, favor slightly
negative values for the m⃗. We use the fitted values and
covariances from that study as constraints in the likelihood
fit of Sec. VIII.
VIII. PROFILE LIKELIHOOD ANALYSIS
To incorporate information about backgrounds when
searching for a DM signal, we use the profile likelihood
ratio (PLR) method, which improves upon previous
CDMSlite DM searches in multiple ways. First, it provides
improved sensitivity over the optimum interval limit-setting
method [48,49] as implemented in the Run 2 analysis
because the known backgrounds are taken into account.
Second, the PLR approach can in principle be used in a
discovery framework, potentially allowing for discovery of
a signal. Third, the PLR approach naturally incorporates
systematic uncertainties into signal and background models
and reflects those systematic uncertainties in the sensitivity.
The PLR method fits the probability distribution func-
tions (PDFs) for a DM signal and all background sources
accounted for in our background model to the energy
spectrum of events that pass all cuts. Separate PDFs are
used for Period 1 and Period 2. CDMSlite has greatest
sensitivity to DM masses between 1 and 10 GeV=c2.
Because the corresponding expected energy spectrum from
a DM signal is concentrated below 2 keVee, we restrict our
final likelihood fit (and thus our DM search) to the
0.07–2 keVee energy range, where 0.07 keVee is the analy-
sis threshold. Tests of the likelihood fit done prior to
unsalting on simulated datasets validated the fitting method.
A. Likelihood function
We use an unbinned extended likelihood to fit for the
number of DM and background events in the final dataset.
One-dimensional PDFs, denoted by fðEÞ and normalized to
unity over the energy range of the fit, describe the signal and
nonsurface background distributions as a function of energy.
We calculate the signal PDF using standard DM halo
assumptions and the Helm nuclear form factor [50,51], as
a function of theDMmass. The number of fittedDMevents is
denoted νχ and is related to the DM cross section σχ . The
nonsurface backgroundmodel is comprised of six PDFs from
the sources discussed in Sec. VII: Compton scattering events,
tritium, and four differentEC isotopes (68Ge=71Ge, 68Ga, 65Zn,
55Fe). The number of background events from these different
sources is given by νb;i, where i iterates from 1 to 6.
We include the surface background distributions in the
likelihood not as PDFs but as event densities, denoted
FIG. 11. The spectra (normalized to event density) of surface events expected from the three surface background locations (left:
germanium; center: housing; right: top lid). For each location, the solid curve represents the mean of the expected event distribution (ρ0).
The shaded band shows the 1σ uncertainty, where the top and bottom edges of the bands correspond to ρþ and ρ− in Eq. (20),
respectively.
R. AGNESE et al. PHYS. REV. D 99, 062001 (2019)
062001-16
ρjðEÞ, which account for both spectral shape and normali-
zation. This was done because the energy spectra of these
backgrounds vary with the systematic uncertainties con-
sidered and correlate with their normalizations, both para-
meterized by the morphing parameters, m⃗, discussed in
Sec. VII D. The number of background events from the
surface background sources is given by νsb;j ¼
R
ρjðEÞdE,
where j iterates from 1 to 3.
While the normalizations of the surface background
event density distributions are constrained by the alpha
measurements discussed in Sec. VII D, we place no
constraints on the number of events contributing from
the other background sources. Spectral information alone is
used to fit these backgrounds and differentiate them from
the DM signal distribution.
The full extended likelihood function is
L ¼ e
−νtot
N!
YN
i¼1

νχfχðEi; α⃗Þ þ
X6
b¼1
νb;ifbðEi; α⃗Þ
þ
X3
j¼1
ρjðEi; α⃗; mjÞ

× LConstrðα⃗; m⃗Þ; ð21Þ
where N is the number of events in the dataset, νtot ¼
νχ þ
P
iνb;i þ
P
jνsb;j is the total number of fitted signal
and background events, α⃗ is a set of nuisance parameters
that vary the shapes of the PDFs as a function of systematic
uncertainties, and LConstr. is a constraint term that encodes
prior constraints on these nuisance parameters as well as the
morphing parameters m⃗.
B. Systematic uncertainties and constraints
The α⃗ parameters in Eq. (21) incorporate systematic
uncertainties from the NR ionization yield (described in
Sec. II A), the signal efficiency, and detector resolution into
the likelihood. These sources are parametrized respectively
by Lindhard’s k parameter, three efficiency parameters e⃗,
and six resolution parameters r⃗; so α⃗ ¼ fk; e⃗; r⃗g. The NR
ionization yield parameter k shifts the signal distribution as
described in Sec. II A. The signal efficiency parameters
scale the distributions by the shape given by Eq. (15), and
the resolution parameters smear distributions with a reso-
lution given by Eq. (8) and parameters from Table I.
The LConstr. term in Eq. (21) is given by
lnðLConstrÞ ¼ −
ðk − μkÞ2
2σ2k
−
1
2
X3
i;j
ðei − μeiÞE−1ij ðej − μejÞ

−
1
2
X6
i;j
ðri − μriÞR−1ij ðrj − μrjÞ

−
1
2
X3
i;j
ðmi − μmiÞM−1ij ðmj − μmjÞ

; ð22Þ
which constrains the α⃗ and m⃗ variables by their central
values, uncertainties, and correlations as determined with
prior information. These constraints dictate the extent to
which the systematic uncertainty parameters can alter the
shape (and, in the case of m⃗, the normalization) of the
signal and background distributions.
The 1D Gaussian constraint on k allows this parameter’s
fitted value to differ from the theoretical value for germa-
nium, μk ¼ 0.157. The systematic uncertainty is the
Gaussian’s width, σk, as estimated from auxiliary mea-
surements of the ionization yield in germanium [52].
Because these measurements do not provide precise infor-
mation about the NR ionization yield, particularly at low
energy, we use a weak constraint on k by choosing
σk ¼ 0.05.
We constrain the three parameters describing the signal
efficiency, e⃗, with a 3D Gaussian prior using the results of
Sec. VI D. The center of the 3D Gaussian is given by the
best-fit values of the parameters μ⃗e, and its shape is
determined by the covariance matrix between best-fit
values, given by E. We similarly constrain the resolution
parameters, r⃗, using the 6D Gaussian prior from the
resolution model of Sec. II D, with best-fit resolution
model values of μ⃗r and covariance matrix R. Because
the Period 1 and Period 2 detector resolutions were
modeled independently, R contains zeros in elements
linking the two periods. The morphing parameters, m⃗,
which incorporate systematics of the surface backgrounds,
are constrained in the final term of Eq. (22). The expected
values for the morphing parameters, μ⃗m, as well as the
covariance matrix (M) between them, determine the con-
straint. We take the constraints for the morphing parameters
from the sensitivity study described in Sec. IX A.
C. Upper limit calculation
We test the hypothesis that a DM signal with spin-
independent cross section σχ , for a certain mass, exists in
the data. Because the best-fit value of σχ for the DMmasses
considered in this analysis is found to be well below the
experiment’s sensitivity (calculated in Sec. IX A), we
choose to set an upper limit. Using the likelihood ratio
statistic qσχ described in Ref. [53], all parameters in the
likelihood other than σχ (i.e., the systematic uncertainty
parameters and the numbers of background events) are
profiled out as nuisance parameters by maximizing L as a
function of these parameters with σχ held constant.
Explicitly, qσχ is defined as
qσχ ¼
−2 ln λðσχÞ σˆχ < σχ
0 σˆχ > σχ
; ð23Þ
where λ is defined as
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λðσχÞ ¼
Lðσχ ; ˆˆθÞ
Lðσˆχ ; θˆÞ
: ð24Þ
The numerator of λðσχÞ is the likelihood of a fit that has
constrained the signal component to the test hypothesis
value σχ , and
ˆˆθ are the values of the nuisance parameters
that maximize the likelihood given the constraint on σχ .
The denominator of λðσχÞ is the likelihood with no
constraints—the cross section σχ is permitted to float,
along with the nuisance parameters, and the values that
maximize the likelihood are labeled σˆχ and θˆ. Signal
hypotheses for which σˆχ > σχ are compatible with the
data when calculating upper limits. Therefore qσχ is set to 0
in these cases, which is the value that indicates the highest
degree of compatibility between the signal hypothesis and
the data.
This profiling method yields a likelihood ratio function
that is solely a function of σχ . We calculate the σχ value for
which the signal hypothesis (Hσχ ) is rejected at the
90% confidence level (CL) by comparing the qσχ obtained
from the data to the expected distribution of qσχ when the
signal hypothesis is true, gðqσχ jHσχ Þ. While significant
computation is required to calculate gðqσχ jHσχ Þ for every
tested signal hypothesis σχ , Wilks’ theorem [54] indicates
that gðqσχ jHσχ Þ asymptotically approaches a distribution
that has equal contributions from a Dirac delta function
distribution centered at zero and a χ2 distribution with one
degree of freedom. Monte Carlo calculations have verified
that gðqσχ jHσχ Þ converges to the distribution predicted by
Wilks’ theorem for a variety of tested signal hypotheses
within the sensitivity of the Run 3 analysis, and therefore
the theoretical distribution is used to set the upper limit.
Additionally, the CLs technique [55] is used to protect
against the possibility of the PLR method excluding a DM-
nucleon cross section lower than the sensitivity of the
experiment, which can occur if the background statistically
fluctuates to a low number of events. A consequence of this
protection, which we have verified with Monte Carlo
simulations, is that the CLs technique gives a slightly
higher 90% excluded signal cross section than would
otherwise be obtained (i.e., provides a limit with over-
coverage) and is therefore conservative.
IX. RESULTS
A. Sensitivity calculation
Prior to unsalting the data, we calculated the 90% CL
sensitivity of the Run 3 analysis to a DM signal based on
projected background rates in this analysis’s energy region
of interest (ROI), 0.07–2.0 keVee. The sensitivity calcu-
lation also uses the likelihood framework presented in
Sec. VIII. To estimate the background rates in the ROI, we
measure them in the 5–25 keVee range and extrapolate the
rates to lower energy. We choose 5 keVee because salt was
not inserted above this energy and because the DM
signal contribution above this energy for DM masses
<10 GeV=c2 is expected to be negligible. Also, because
5 keVee is below the lowest K-shell energy of the EC
isotopes considered, all background components are con-
strained in this range. We perform a maximum likelihood
fit, using the likelihood defined in Eq. (21) but without the
DM signal. We also omit the resolution and efficiency
systematic uncertainties because those extra terms are
unnecessary when fitting the 5–25 keVee background
spectrum. This fit provides best-fit values of, as well as
covariances between, background rates in the 5–25 keVee
range for the nine background components. The expected
background in the ROI can directly be calculated from the
best fit in the 5–25 keVee range. The uncertainty is
determined from the covariance matrix of the fit.
Background-only pseudoexperiments are then generated
by sampling from the nine different background distribu-
tions. The number of events thrown for each background
component is randomized, first by sampling from the 9D
Gaussian distribution provided by the 5–25 keVee maxi-
mum likelihood fit and second by adding a Poissonian
fluctuation to the sampled value. The 90% CL PLR limit,
using the CLs technique, is calculated for 500 of these
pseudoexperiments, and the resulting 1σ and 2σ sensi-
tivity bands are shown respectively by the green and yellow
bands in Fig. 13.
In addition to determining parameters for generating the
pseudoexperiments, the 5–25 keVee fit provides constraints
on the surface background morphing parameters [the μmi of
Eq. (22)]. While this fit used a prior constraint centered at 0
for all morphing parameters, the respective posteriors
peaked at −0.19, −0.2, and −0.25 for the germanium,
top lid, and housing surface background locations respec-
tively. This indicates a slightly lower surface background
rate than predicted by the alpha decay study. These updated
central values for the constraint were used in the likelihood
for both the sensitivity estimate and the final limit, along
with an updated covariance matrix for the morphing
parameters.
B. Evaluating the goodness of fit
Because the likelihood fitting procedure described in
Sec. VIII A provides no information as to the goodness of
fit (GOF) of the model to the data, we define a procedure to
evaluate the GOF that estimates a probability (i.e., a p-value)
for the data given the model. We use the Crame´r-von Mises
GOF statistic [56] because it does not require binning of the
data, overcomes some deficiencies of the more common
Kolomogorov-Smirnov test, yet is still relatively simple
compared to some alternative GOF metrics.
The particular GOF procedure that we use incorporates
the systematic uncertainties described in Sec. VIII B. We fit
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the data using the likelihood of Eq. (21) without a DM
component and calculate the Crame´r-von Mises statistic
using the best-fit total background model (i.e., the red
dashed line in Fig. 12). One output from the fit to the data is
the covariance between all systematic uncertainty param-
eters. We then generate 1000 pseudoexperiments that are
representative of the model’s fit to the data. Using the
covariance matrix between systematic uncertainty param-
eters, we randomize the systematic uncertainty parameters
for each pseudoexperiment, which slightly changes the
shape of the individual background components. We then
sample those individual background components using
Poisson fluctuations around the best-fit value from the
fit to the final spectrum. Finally, we fit these pseudoexperi-
ments and calculate a Crame´r-von Mises statistic for each
of them. The p-value is then the fraction of pseudoexperi-
ments with a Crame´r-von Mises statistic greater than the
one for the data fit.
Prior to unsalting, we agreed on a p-value threshold of
0.05, below which we would investigate inaccuracies in
the background model, abandon the limit obtained with
the profile likelihood method, and resort to the more
conservative optimum interval [48,49] limit-setting tech-
nique. Upon unsalting we found a p-value of 0.988,
indicating a particularly good fit. Checks of biases in the
GOF evaluation were performed and none were discovered.
We therefore accept the 90% CL limit provided by the
profile likelihood method.
C. DM limit and background rates
The final Run 3 spectrum after application of all
selection criteria is shown in Fig. 12. The main features
are the 71Ge electron-capture L- and M-shell peaks at 1.30
and 0.16 keVee respectively. Events contributed from back-
grounds other than 71Ge exist between the peaks and are
well modeled. We do not observe a population of events
below the M shell, which is consistent with the steep
decrease of the signal efficiency in this range and consistent
with the expectations from the background model.
While the best-fit individual background components are
shown in Fig. 12, this figure does not provide a visuali-
zation of the covariances between background components.
As expected, a strong covariance is observed between
the Compton and 3H background components, which
in this energy range do not contain sufficiently distinct
spectral features to remove their degeneracy in the fit.
The surface background components are strongly corre-
lated through the prior constraint covariance matrix, M,
described in Sec. VII D 4. We find that the surface back-
ground component covariances from the likelihood fit
match the prior constraint covariances, indicating that these
0.07–2.0 keVee data do not provide any additional infor-
mation on the surface background.
We calculate the average background rates of single-
scatter events between the 71Ge peaks, corrected for
efficiency, as shown in Table VI. The higher background
rates, relative to Run 2, are consistent with the expected
background rates based on the position of the detector in
the tower. The Run 2 detector had neighboring detectors on
both of its faces. By contrast, the Run 3 detector was the top
detector in the tower and therefore had one face exposed to
the top copper lid. Additionally, it is expected that
identification of multiple scatters in the Run 3 detector
is diminished because of its position in the tower; therefore,
a higher fraction of multiple scatter events could be passing
the multiples cut and contributing to the background rates
shown in Table VI for Run 3.
Figure 13 shows the final CDMSlite Run 3 limit
calculated with the spectrum in Fig. 12. From 2.5–
10 GeV=c2 we find a factor of 2–3 improvement in the
excluded DM-nucleon cross section over the CDMSlite
Run 2 optimum interval analysis [18]. This improvement is
achieved despite the smaller exposure (36 vs 70 kg-days)
and higher background rate in Run 3, demonstrating the
discrimination power of the PLR method. Below
2.5 GeV=c2, we exclude little to no additional parameter
space because the effective energy threshold for this
analysis is slightly higher than that for CDMSlite Run 2.
FIG. 12. The CDMSlite Run 3 final energy spectrum overlaid
with the best-fit background components. The best-fit rates for
the 65Zn and 55Fe components are below the scale of the plot.
TABLE VI. Average single-scatter event rates for energy
regions between the activation lines in Run 2 and Run 3,
corrected for efficiency. All errors contain  ﬃﬃﬃﬃNp Poissonian
uncertainties, and the lowest energy range values additionally
include uncertainty from the signal efficiency.
Range Run 2 rate Run 3 rate
½keVee ½keVee kg d−1 ½keVee kg d−1
0.2–1.2 1.09 0.18 1.9 0.3
1.4–10 1.00 0.06 1.3 0.1
11–20 0.30 0.03 0.71 0.07
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X. SUMMARY
These results demonstrate successful modeling of radio-
active backgrounds in CDMSlite detectors down to very
low energies, as well as the power of a profile likelihood fit
to set strong limits on a potential DM signal even in the
presence of irreducible backgrounds. This analysis sets an
upper limit on the dark matter–nucleon scattering cross
section in germanium of 5.4 × 10−42 cm2 at 5 GeV=c2,
which is a factor of ∼2.5 improvement over the previous
CDMSlite result. Unlike previous CDMSlite analyses, the
profile likelihood method used here potentially permits the
detection of a signal. Key analysis developments enabling
this approach include improved rejection of instrumental
backgrounds using detector-detector correlations in a
boosted decision tree, removal of events at high radii with
misreconstructed energies by an improved fiducial volume
cut, and Monte Carlo modeling of surface backgrounds in
the detector. The SuperCDMS collaboration is currently
constructing a new experiment, SuperCDMS SNOLAB,
which will use the CDMSlite technique in detectors
designed specifically for high-voltage operation [61,62].
The results obtained here provide a proof of principle that
backgrounds for these detectors can be successfully under-
stood at a level that would permit not merely the setting on
upper limits in the presence of backgrounds, but potentially
the discovery of a low-mass DM signal.
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