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1 INTRODUCTION
Definition 1. Assume that a finite group G acts on a set Ω. An element x ∈ Ω is called a G-
regular point if |xG| = |G|, i.e. if the stabilizer of x is trivial. Define the action of the group G
onΩk by
g : (i1, . . . , ik) 7→ (i1g , . . . , ikg ).
If G acts faithfully and transitively on Ω then the minimal number k such that the set Ωk
contains a G-regular point is called the base size of G and is denoted by b(G). For a positive
integer m denote the number of G-regular orbits on Ωm by Reg (G ,m) (this number equals
0 ifm < b(G)). If H is a subgroup of G and G acts by the right multiplication on the set Ω of
right cosets ofH thenG/HG acts faithfully and transitively on the setΩ. (Here HG =∩g∈GH
g .)
In this case, we denote b(G/HG ) and Reg (G/HG ,m) by bH (G) and RegH (G ,m) respectively.
In this work we consider Problem 17.41 from ”Kourovka notebook” [9]:
Problem 2. Let H be a solvable subgroup of finite group G and G does not contain nontrivial
normal solvable subgroups. Are there always exist five subgroups conjugated with H such that
their intersection is trivial?
Let A and B be subgroups ofG such that B E A. Then NG (A/B ) := NG (A)∩NG (B ) is the nor-
malizer of A/B in G . If x ∈ NG (A/B ), then x induces an automorphism of A/B by Ba 7→
Bx−1ax. Thus there exists a homomorphism NG (A/B )→ Aut (A/B ). The image of NG (A/B )
under this homomorphism is denoted by AutG(A/B ) and is called a group ofG-induced au-
tomorphisms of A/B .
The problem is reduced to the case whenG is almost simple in [11]:
Theorem 3. Let G be a group and let
{e}=G0 <G1 <G2 < . . .<Gn =G —
1
be a composition series of G that is a refinement of a chief series. Assume that for some k
the following condition holds: If Gi /Gi−1is nonabelian, then for every solvable subgroup T
of AutG(Gi /Gi−1)we have
bT (AutG(Gi /Gi−1))≤ k and RegT (AutG (Gi /Gi−1),k)≥ 5.
Then, for every maximal solvable subgroup H of G we have bH (G)≤ k .
In [1] the author prove the inequality RegH (G ,5)≥ 5 is proved for almost simple groups with
socleG0 isomorphic to alternating group An , n ≥ 5.
Fix a prime number p and q = p f , where f is a positive integer. Denote a finite field with
q elements by Fq and its multiplicative group by F
×
q . Denote by GL
ǫ
n(q) groups GLn(q) and
GUn (q)≤GLn (q
2) for ǫ equal to + and − respectively. Groups SLǫn(q),PGL
ǫ
n(q) and PSL
ǫ
n(q)
are defined in the same way.
For the classical almost simple groups of Lie type T. Burness has proved the following
Theorem 4. [7, Theorem 1.1] LetG be a finite almost simple classical group in a faithful prim-
itive non- standard action. Then either b(G)≤ 4, or G =U6(2) ·2, H =U4(3) ·2
2 and b(G)= 5.
The definition of non-standard action is given in [7, Definition 1.1]. If the simple socle of an
almost simple groupG is isomorphic to PSLǫn(q), then an action is non-standard if the point
stabilizer in PSLǫn(q) is not parabolic, i.e. does not lie in Aschbacher’s class C1.
If a solvable subgroup ofG lies in amaximal subgroupM and the action ofG onG/M is non-
standard, then using Theorem 4 we obtain that RegH (G ,5) ≥ 5. Therefore, it is necessary to
study the case when solvable subgroup lies in a maximal subgroupM such that the action of
G on G/M is standard. In the present paper we consider the case when a solvable subgroup
H lies in a maximal subgroup ofGLǫn(q) from the Aschbacher’s class C1 and either H is com-
pletely reducible or H contains a Sylow p-subgroup, where p is the characteristic of the field
Fq .
In the first case we consider groups Sinǫn(q) which are cyclic subgroups of GL
ǫ
n(q) of order
qn − (ǫ1)n . In case ǫ = + the subgroup Sinn(q) = Sin
+
n (q) is a well known Singer cycle, so we
will call the Sinǫn(q) Singer cycle in general case. The subgroup Sin
ǫ
n(q) is a maximal torus of
GLǫn(q) (see [2, G] for the definition) and NGLǫn (q)(Sin
ǫ
n(q))/Sin
ǫ
n(q) is a cyclic group of order
n [10, Lemma 2.7].
Also the well known fact is that Sin+n (q)∪ {0} is isomorphic to a finite field Fqn , so the set
Sin+n (q)∪0 is closed under addition andmultiplication. If n is odd then Sin
−
n (q) is a subgroup
of Sin+n (q
2) and if n is even then Sin−n (q) is a subdirect product of Sin
+
n/2(q
2)×Sin+n/2(q
2) and
lies in an algebra which is isomorphic to Fqn × Fqn . Moreover, if the Hermitian form cor-
responding to the unitary group has the form
(
0 E
E 0
)
then Sin−n (q) is conjugate to the group
consisting of matrices of the form
(
A 0
0 A−1
T
)
, where A ∈ Sin+
n/2
(q2), A = (ai j ), A = (ai j ) and
is the field automorphism of Fq2 of order 2. The normalizer NGLǫn (q)(Sin
ǫ
n(q)) is equal to
Sinǫn(q)⋊ 〈ϕ〉, where ϕ : g 7→ g
q if ǫ=+, ϕ : g 7→ g−q if ǫ=− and n is even; ϕ : g 7→ g q
2
if ǫ=−
and n is odd.
The main result in this case is the following theorem:
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Theorem 5. Let p be prime and q = p t . Let G be isomorphic to GLǫn(q) and H be a subgroup
of G such that H is block diagonal with blocks isomorphic to Sinǫ
i
(q)⋊〈ϕni 〉, where i = 1, . . . ,k
and
∑k
i=1ni = n. Then bH (G)≤ 4.
In the second case either H is contained in Borel subgroup and by [12, Lemma 8] we have
bH (G)≤ 4, or the following case is realized:
Theorem 6. Let G =GLn(q)⋊〈τ〉, where q = 2 or q = 3, n is even, τ is an automorphismwhich
acts by τ : A 7→ (A−1)T for A ∈GLn(q). Let H be the normalizer in G of P ≤GLn(q), where P is
the stabilizer of the chain of subspaces:
〈vn ,vn−1〉 < 〈vn,vn−1,vn−2,vn−3〉 < . . .< 〈vn,vn−1, . . . ,v2,v1〉.
Then RegH (G ,5)≥ 5.
In the forthcoming papers we plan to use considered cases as a base to prove the statement
in general case.
2 PRELIMINARY RESULTS
Definition 7. If a groupG acts on a set Ω then define CΩ(x) to be the set of points in Ω fixed
by an element x ∈G . IfG andΩ are finite then we define the fixed point ratio of x ( denote it
by fpr(x)), to be the proportion of points inΩ fixed by x, i.e. fpr(x)= |CΩ(x)|/|Ω|.
The following result is known and we give its proof here for completeness.
Lemma 8. If G acts on a setΩ transitively and H is the stabilizer of a point then
fpr(x)=
|xG ∩H |
|xG |
for all x ∈G .
Proof. Let {1 = g1,g2, . . . ,gk } be a right transversal of G by H . The action is transitive, so
{H ,H g2 , . . . ,H gk } contains stabilizers of all points. Then
|CΩ(x)| = |{i | x ∈H
g i }| =
|{g | xg
−1
∈H }|
|H |
=
|xG ∩H ||CG (x)|
|H |
.
On the other hand, |Ω| = |G :H | =
|xG ||CG (x)|
|H | . Thus
fpr(x)=
|CΩ(x)|
|Ω|
=
|xG ∩H |
|xG |
,
and the lemma follows.
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The papers [3–6] are devoted to the study of the fixed point ratio in classical groups, and we
will use the notation from these papers. Recall some elementary observations from [3]. Let a
group G acts on the set Ω of right cosets of a subgroup H of G . LetQ(G ,c) be the probability
that a randomly chosen c-tuple of points in Ω is not a base for G , so G admits a base of size
c if and only if Q(G ,c)< 1. Of course, a c-tuple in Ω fails to be a base if and only if it is fixed
by an element x ∈G\HG (here HG =∩g∈GH
g ) of prime order, and we note that the probability
that a random c-tuple is fixed by x is at most fpr(x)c . Let P be the set of elements of prime
order in G\HG , and let x1, . . . ,xk be a set of representatives for the G-classes of elements in
P . Since G is transitive, fixed point ratios are constant on conjugacy classes and it follows
that
Q(G ,c)≤
∑
x∈P
fpr(x)c =
k∑
i=1
|xGi | · |fpr(xi )
c
| =: Q̂(G ,c). (2.1)
Suppose that there exists ξ such that for any prime order element x ∈ P we have fpr(x) ≤
|xG |−ξ. Then we obtain Q̂(G ,c)≤
∑k
i=1
|xG
i
|1−cξ.
Definition 9. Let C be the set of conjugacy classes of prime order elements in G\HG . For
t ∈R define ηG (t ) by
ηG (t )=
∑
C∈C
|C |−t
and define TG ∈ (0,1) such that ηG (TG )= 1.
Lemma 10. If G acts on Ω transitively , fpr(x) ≤ |xG |−ξ for all x ∈ P and TG < cξ− 1 then
b(G)≤ c.
Proof. We follow the proof of [7, Proposition 2.1]. Let x1, ...,xk be representatives for the G-
classes of prime order elements inG , and letQ(G ,c) be the probability that a randomly cho-
sen c-tuple of points inΩ is not a base forG . Evidently,G admits a base of size c if and only if
Q(G ,c)< 1. By (2.1) we obtain that
Q(G ,c)≤
k∑
i=1
|xGi | · |fpr(xi )
c
| = ηG (cξ−1)
and the result follows since ηG (t )< 1 for all t > TG .
It is proven in [7, Proposition 2.2] that if G is an almost simple group of Lie type and n ≥ 6
then TG < 1/3. It is easy to see that TG < 1/3 holds forG =GL
±
n (q) too. Indeed, ifG = PGL
±
n (q)
and an element x ∈G is a prime order element then |CG (x)| ≤ |CG (x)||Z (G)|, so |x
G | ≥ |xG | and
ηG (t )≥ ηG (t ) for t > 0. Since ηG (t ) is a monotonically decreasing function we have TG ≥ TG .
Thus if
fpr(x)< |xG |−
4
3c (2.2)
then ξ≥ 4
3c
and cξ−1≥ 1/3> TG and there is a base of size c .
First consider the casewhenG is isomorphic toGLn (q) and the point stabilizerH is conjugate
to Sinn(q)⋊ 〈ϕ〉 ≃ F
×
qn ⋊Zn , where Sinn(q) is a Singer cycle of GLn(q) and ϕ is an element
from GLn(q) inducing a field automorphism of Sinn(q) ≃ F
×
qn such that ϕ : g 7→ g
q for g ∈
Sinn(q).
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Since Sinn(q)⋊ 〈ϕ〉 is isomorphic to F
×
qn ⋊Zn , it is convenient to express an element of H in
the form (λ, j ), where λ ∈ F×qn and j ∈Zn . Now we discuss how an element h = (λ, j ) ∈H acts
on V = Fnq . Let θ be a generating element of F
×
qn then a vector space F
n
q can be identified with
elements of a field Fqn . Furthermore, a nonzero element of Fqn can be written in the form
θs for suitable s ∈ Zqn−1. Using this identification it is possible to define action of (λ, j ) on
element v ∈ Fqn by v · (λ, j )= (vλ)
q j .
It is clear that if y = (λ, j ) ∈ F×qn ⋊Zn , then y
r = (λq
(n− j )(r−1)+q(n− j )(r−2)+...+q(n− j )+1,r j ), so if |y | = r
and r is prime then r j ≡ 0 (mod n). Thus either y ∈ F×qn or r divides n.
Note that for n even Sin−n (q) is isomorphic to F
×
qn ⋊Zn with the action v · (λ, j )= (vλ)
(−q) j for
v ∈ Fqn . So, we obtain y
r = (λ(−q)
(n− j )(r−1)+(−q)(n− j )(r−2)+...+(−q)(n− j )+1,r j ).
Lemma 11. Denote by θ a generating element of F×qn . Let G = GL
ǫ
n(q), H = Sin
ǫ
n(q) ≃ F
×
qn ⋊
Zn . If y = (λ, j ) ∈ H, |y | = r is a prime number and r divide n then y can be written as
(θ j1((ǫq)
n/r−1),r j ) for some j1.
Proof. We start the proof with case ǫ=+.
Choose t so that the identity λ= θt holds. Since |y | = r , it follows that y r = (1,0) in the above
notation. Then
λq
r (n− j )(r−1)/r +qr (n− j )(r−2)/r +...+qr (n− j )/r+1
= 1 (2.3)
Since r divides n, there is some j2 < n such that j = n j2/r and therefore
r (n− j )= r (n−n j2/r )= r n−n j2=n(r − j2).
Denote (r − j2) bym. Thus
qr (n− j )(r−1)/r +qr (n− j )(r−2)/r + . . .+qr (n− j )/r +1= qnm(r−1)/r + . . .+qnm/r +1
and because of (2.3) we obtain
1= θt ·(q
nm(r−1)/r +...+qnm/r+1),
and thus
t · (qnm(r−1)/r + . . .+qnm/r +1)≡ 0 (mod qn−1).
Now it is sufficient to prove that (qnm(r−1)/r + . . .+ qnm/r +1,qn/r −1) = 1 to obtain that t =
j1(q
n/r −1), since qn/r −1 is a divisor of qn −1. So, consider the greatest common divisor
(qnm(r−1)/r + . . .+qnm/r +1,qn/r −1)
and add the second number to the first, we have
(qnm(r−1)/r + . . .+qnm/r +1+qn/r −1,qn/r −1)= (qn/r (q
nm(r−1)−n
r + . . .+q
nm−n
r +1),qn/r −1)
= ((q
nm(r−1)−n
r + . . .+q
nm−n
r +1),qn/r −1),
since qn/r and qn/r −1 are co-prime. Afterm iterations we have
((q
nm(r−2)
r + . . .+2),qn/r −1),
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aftermr iterations we obtain
(r,qn/r −1).
So the greatest common divisor can be equal to either 1 or r . Notice that qnm(r−1)/r + . . .+
qnm/r +1≡ 1 (mod r ), therefore we obtain the statement of the lemma.
The statement of the lemma is true for ǫ=− since ifn is odd thenH is a subgroupof Sin+n (q
2)⋊
〈ϕ〉 (here ϕ : g 7→ g q
2
), and if n is even then it is sufficient to replace q by (−q) in the proof
above.
Lemma 12. Let G =GLǫn(q), H = Sin
ǫ
n(q) ≃ F
×
qn ⋊Zn . An element of H of prime order r can
have a subspace of fixed points of dimension either 0 or n/r.
Proof. We start the proof with case ǫ=+.
Let y ∈ H be an element of prime order r , where r divide n and v · y = v where v = θi ∈ Fqn .
As we explain above, y can be written as (λ, j ), λ ∈ F×qn , j ∈ Zn . By Lemma 11 we can write
y = (θ j1(q
n/r−1),n j2/r ). So, equality v · y = v is equivalent to
(i + j1(q
n/r
−1))qn j2/r ))≡ i (mod qn−1) (2.4)
i (qn j2/r −1)≡− j1(q
n/r
−1) (mod qn −1).
Indeed, it is easy to check that
(qn−1)= (qn/r −1)(q
n(r−1)
r +q
n(r−2)
r + . . .+q
n
r +1)
(qn j2/r −1)= (qn/r −1)(q
n( j2−1)
r +q
n( j2−2)
r + . . .+q
n
r +1)
So, the congruence (2.4) is equivalent to
i
(qn j2/r −1)
(qn/r −1)
≡− j1 (mod
qn −1
(qn/r −1)
)
where 0≤ i < qn −1.
Now show that
(
(qn j2/r−1)
(qn/r−1)
,
qn−1
(qn/r−1)
)
= 1. If j2 > r then
(
qn−1
(qn/r −1)
,
(qn j2/r −1)
(qn/r −1)
)
= ((q
n(r−1)
r +q
n(r−2)
r + . . .+q
n
r +1), (q
n( j2−1)
r +q
n( j2−2)
r + . . .+q
n
r +1))=
\ and we can take the first argument from the second\
= ((q
n(r−1)
r + . . .+q
n
r +1), (q
n( j2−1)
r + . . .+q
nr
r ))=
= ((q
n(r−1)
r + . . .+q
n
r +1),qn(q
n( j2−r−1)
r + . . .+1))= ((q
n(r−1)
r + . . .+q
n
r +1), (q
n( j2−r−1)
r + . . .+1))= . . .=
= ((q
n(r−1)
r + . . .+q
n
r +1), (q
n(s−1)
r + . . .+1))
where j2 = ar + s, a, s ∈N, s < r . Thus exponents of the first term in ((q
n(r−1)
r + . . .+q
n
r +1) and
the first term in (q
n(s−1)
r + . . .+1)) are changing according to the Euclid’s algorithm for r and j2,
so
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(
(qn j2/r−1)
(qn/r −1)
,
qn−1
(qn/r −1)
)
=
(
(q
n(d−1)
r + . . .+1), (q
n(t−1)
r + . . .+1)
)
for suitable t and d = ( j2,r ). If d 6= 1 then it is obvious that the initial congruence (2.4) have
solutions if and only if j1(q
n/r −1)≡ 0 (mod qn −1), but in this case y = 1. If d = 1 then
((1,(q
n(t−1)
r + . . .+1))= 1,
so
(qn j2/r−1)
(qn/r−1)
modulo
qn−1
(qn/r−1)
is invertible in Z qn−1
(qn/r −1)
and we have the unique solution modulo
qn−1
(qn/r−1)
. Therefore there are
qn−1
(qn/r−1)
solutions for 0≤ i < qn−1. Thus an element ofH of prime
order r can have a subspace of fixed points of dimension either 0 or n/r.
The statement of the lemma is true for ǫ=− since ifn is odd thenH is a subgroupof Sin+n (q
2)⋊
〈ϕ〉 (here ϕ : g 7→ g q
2
), and if n is even then it is sufficient to replace q by (−q) in the proof
above.
Proposition 13. If y is an element of Sinǫn(q) of prime order r not dividing n then |y
G∩H | ≤ n.
Proof. Let y be an element of Sinǫn(q) of prime order r not dividing n and y
g lies in yG ∩H
for some g ∈G . Then yg can be represented in the form (λ1, i ) for suitableλ1 ∈ F
×
qn and i ∈Zn ,
so (yg )r = (λ2,r i ) and r i ≡ 0 (mod n). Thus i ≡ 0 (mod n) and y
g ∈ Sinǫn(q) since (r,n)= 1.
Now Sinǫn(q) is a maximal torus ofGL
ǫ
n , so by [8, Corollary 3.7.2] if y, y
g ∈ Sinn(q) then there
is g1 ∈H such that y
g = yg1 . Let g1 = (µ, s) then y
(µ,s) = y (1,s). Thus |yG ∩H | ≤ |ϕ| =n.
Definition 14. For an odd prime integer r such that (r,q)= 1 denote themultiplicative order
of q in Zr by e(r,q), i.e. e(r,q)> 0 is the minimal number such that q
e(r,q) ≡ 1 (mod r ). (In
particular e(r,q)< r .)
Lemma 15. If x ∈G has prime order r and has no invariant proper subspaces then e(r,q)= n.
Proof. First observe that theminimal polynomial µ(t ) of x is irreducible over Fq . Assume the
contrary that µ(t )= f (t )g (t ) where deg(g (t ))≥deg( f (t ))> 0. Then
0< Im(g (x))≤Ker ( f (x))<Ker (µ(x)),
so Ker ( f (x)) is a nontrivial x-invariant proper subspace that contrary with irreducibility of
x. Since e = e(r,q) is the multiplicative order of q in Zr we obtain that x
qe − x = 0. For the
spectrum of x this means that Spec(x)⊆ Fqe . Then for irreducible µ(t ) it is true that
deg(µ(t ))≤ |Fqe : F | = e.
Sinceµ(t ) is theminimal polynomial, for a nonzero vector v wehaveL(v,vx,vx2, . . . ,vxdeg(µ(t ))−1)
is an x-invariant subspace. Thus n = e and {v,vx,vx2, . . . ,vxdeg(µ(t ))−1} is a basis.
Structure of element of prime order r 6= p in general follows from Lemma 15. Indeed, it fol-
lows by the Maschke’s theorem that x is completely reducible. Thus x consist of several cells
of size e and a cell which is an identity matrix.
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x =

∗ . . . ∗
... e ×e
...
∗ . . . ∗
. . .
∗ . . . ∗
... e ×e
...
∗ . . . ∗
1
. . .
1

(2.5)
Note that x is always diagonalizable for r = 2 6= p , so we have that e = 1 in this case.
3 PROOF OF THEOREM 5
Weuse some calculations inGAP [14]. Programsand logs canbe foundby the link: goo.gl/gI6nna
We begin the proof of Theorem 5 by assuming that G =GLn(q). By the structure of element
of prime order r 6= p (2.5) we have
CG (x)≤GLk (q
e)×GLt (q),
where n = ke + t . Thus
|xG | =
|G|
|CG (x)|
=
q
n(n−1)
2 (qn−1)(qn−1−1). . . (q −1)
q
ek(k−1)
2
+
t(t−1)
2 (qek −1)(qe(k−1)−1). . . (qe −1)(q t −1)(q t−1−1). . . (q −1)
=
= qn(n−1)/2−ek(k−1)/2−t (t−1)/2 ·
∏n
i 6=me,m≤k
(q i −1)∏t
i=1
(q i −1)
n∏
i 6=me,m≤k
(q i −1)≥
n−1∏
i 6=me,m≤k
q i = qn(n−1)/2−(e(k+1)−1)k/2
t∏
i=1
(q i −1)≤
t∏
i=1
q i = q t (t+1)/2
and we obtain that
logq (|x
G
|)≥ n(n−1)−ek2+k − t2. (3.1)
Lemma 16. Let G =GLn(q), H = Sinn(q)⋊ 〈ϕ〉 and n ≥ 6. Then bH (G)≤ 2.
Proof. It is enough to verify inequality (2.2) for an element x ∈H\HG of prime order and c = 2
to obtain the statement. Let n be equal to ek+ t , where t is exactly the dimension of CV (x),
so by Lemma 12 we have t ≤ n/r ≤n/2, where r = |x| .
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Case 1. (|x| 6= p)
Assume first that e ≥ 2 and k ≤ n/2.
The inequality (2.2) takes the form
|xG ∩H |3 < |xG | (3.2)
in our case.
If x ∈ Sinn(q) and (|x|,n)= 1 then by Proposition 13 it is enough to verify the inequality
n3 < |xG |.
Indeed,
n3 < q
n2
2
−n
≤ (qn(n−1)−nn/2)≤ (qn(n−1)−ek
2+k−t 2)≤ |xG |
since |xG ∩H | ≤n and n = e ·k , e > 1. Obviously, this inequality holds for q ≥ 2 and n ≥ 6.
Now let x ∈H and |x| divide n. Then
|xG | ≥ qn(n−1)−ek
2+k−t 2
≥ qn(n−1)−ek ·n/2+k−(n/2)
2
≥ qn
2/4−n .
Consider the left-hand side of inequality (3.2)
|xG ∩H |3 ≤ |H |3 = (qn −1)3n3.
Thus (2.2) holds if
(qn −1)3n3 < qn
2/4−n . (3.3)
Direct calculation shows that inequality (3.3) holds for q ≥ 2 and n > 20. Now consider the
cases n = 6, . . . ,20. It is routine to check that inequality (qn −1)3n3 < (qn(n−1)−ek
2+k−t 2) holds
for all possible decomposition n = ke+ t (such that e = e(r,q), r divide n and t is equal to 0 or
n/r ) in cases n = 7, . . . ,20.
Consider more carefully the case n = 6. First, we find a stronger estimate for |xG ∩H |. Recall
that we can represent x as (λ, j ) ∈ F×qn ⋋Zn . If r = 2 then e = 1 and we consider this case
beneath.
Now let r = 3 then (λ, j )3 = (λq
2(n− j )+qn− j+1,3 j )= (1,0), i.e. j = 4,2,0. If j = 4 then λq
4+q2+1 = 1.
If j = 2 then λq
8+q4+1 = 1. Note that q8 + q4 + 1 = (q6 − 1)q2 + (q4 + q2 + 1). Therefore in
both cases we have λq
4+q2+1 = 1. Because of (q6 − 1) = (q4+ q2 + 1)(q2 − 1) we obtain that
λ= θm(q
2−1), wherem = 1, . . . , (q4+q2+1). If j = 0 then x is an element of Sin6(q), and there
is only two elements of order 3 in Sin6(q). In total we get 2(q
4+ q2+2) elements of order 3,
thus |xG ∩H | ≤ 2(q4+q2+2).
Now we verify inequality (3.2) for this case. For r = 3 there are three cases
1)e = 2,k = 2, t = 2;
2)e = 3,k = 2, t = 0;
3)e = 2,k = 3, t = 0.
For the first two cases inequality |xG∩H |3 < (qn(n−1)−ek
2+k−t 2) holds for all q ≥ 2. For the rest,
the inequality holds for q > 3, for q = 2 the statement of the lemma can be checked by GAP.
9
Now let e = 1, i.e. x is conjugate with diagonal matrix. Denote the dimension of a maximal
eigenspace of x by d . Let α be the corresponding eigenvalue. Recall that H = Sinn(q)⋊ 〈ϕ〈,
so we write x as x = aϕ j , where a ∈ Sinn(q), j < n. Consider the element α
−1x =α−1(aϕ j )=
(α−1a)ϕ j , which lies in H , because the set Sinn(q)∪{0} is an algebra over Fq and closed under
the multiplication by scalar. Obviously, the order of the element α−1x is also equal to r , and
dimension of subspace of fixed points also have to be n/r by Lemma 12. Thus d = n/r. Let
: GLn(q) 7→ PGLn(q) be the canonical homomorphism. Consider x as an element of the
algebraic group Gˆ = PGLn (F q ) over the algebraic closure F q of the field Fq . Let s = s(x) be
the co-dimension of maximal eigenspase of x. In our case we have s = n−d ≥ n/2. Let n be
not prime, i.e. r ≤ n/2. Then by [4, Proposition 3.38] we obtain that
|xG | ≥ |xG | >
1
2r
qns >
1
n
qn
2/2.
The inequality
|xG ∩H |3 ≤ |H |3 = (qn−1)3n3 <
1
n
qn
2/2
holds for n ≥ 8 and q ≥ 2 if r 6= p. Now let r = p and s =n−1. Then by [4, Proposition 3.38] we
obtain that
|xG | ≥ |xG | >
1
2r
qns >
1
2n
qn
2−n .
The inequality
(qn −1)3n3 <
1
2n
qn
2−n
holds for n ≥ 7 and q ≥ 2.
Letn = 6. Each element x of order 2 canbewritten as (λ, j ) ∈ F×qn⋊Zn then (λ, j )
2 = (λq
(n− j )+1,2 j )=
1. Then j = 3 and λq
3+1 = 1. Thus λ = θm·(q
3−1) where m = 1, . . . ,q3+1. Therefore there are
q3 involutions which are not scalar matrix in H . It is easy to see that inequality |xG ∩H |3 ≤
(q3−1)3 < 1
4
q6
2/2 ≤ |xG | holds for q ≥ 3. Let r = 3 then s = 4 and by [4, Proposition 3.38] we
obtain (qn−1)3n3 < 16q
6·4 < |xG | ≤ |xG | for q > 3, the case q = 2 can be checked by GAP.
Case 2. (|x| = p)
Let :GLn(q) 7→PGLn (q) be the canonical homomorphism. Consider x as an element of the
algebraic group Gˆ = PGLn(F q ) over the algebraic closure F q of the field Fq . Let s = s(x) be the
codimention of maximal eigenspase of x. Thus s = n − t because x is unipotent. Therefore
s ≥ n/2 by Lemma 12. So, by [4, Proposition 3.38]
|xG | ≥ |xG | >
1
2p
qns ≥
1
2p
qn
2/2
≥
1
2
qn
2/2−1,
and (qn −1)3n3 < |xG | holds for q ≥ 2 and n ≥ 9. For n = 8 this inequality holds for q ≥ 3, the
case q = 2 can be checked by GAP. If n = 7 then (qn −1)3n3 < 12q
n2/2−1 holds for q ≥ 13, so
since r = p = 7 we obtain s = 6 and by [4, Proposition 3.38] we have (qn − 1)3n3 < 114q
7·6 <
|xG | ≤ |xG |. This inequality holds for n ≥ 7.
If n = 6 there are two possibilities: r = 3 and r = 2. Let r = 3 then s = 4 and by [4, Proposition
3.38] we obtain (qn −1)3n3 < 16q
6·4 < |xG | ≤ |xG | for q > 3, case q = 3 can be checked by GAP.
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If r = p = 2 then s = 3 and |xG | > 14q
6·3. Consider 〈ϕ3〉 = S ∈ Syl2(H ). Well known that the
number of Sylow subgoup n2(H ) is equal to |H : NH (S)|. Let a ∈ Sin6(q) and a
−1ϕ3a = ϕu
then ϕ−3a−1ϕ3a = ϕ−3ϕu and (a−1)q
3
a = ϕ−3ϕu = 1 because (a−1)q
3
a ∈ Sin6(q). Thus a =
θm(q
3+1) wherem = 1. . . (q3−1). Therefore |NH (S)| = 6·(q
3−1), so n2(H )= (q
3+1). Obviously
|xG ∩H | ≤ n2(H ) and we need to verify that (q
3+1)3 < |xG |. This inequality (q3+1)3 < 1
4
q6·3
holds for all q ≥ 2.
Consider now the case whenG =GUn (q)≤GLn(q
2). We want to obtain the estimate on |xG |
similar to previous case. Let x be a prime order element ofG . ThenCG (x)≤GUk (q
e)×GUt (q).
|xG | =
G
CG (x)
=
=
q
n(n−1)
2 (qn− (−1)n )(qn−(−1)
n−1
−1). . . (q +1)
q
ek(k−1)
2
+
t(t−1)
2 (qek − (−1)k )(qe(k−1− (−1)k−1) . . . (qe +1)(q t − (−1)t )(q t−1− (−1)t−1) . . . (q +1)
=
= qn(n−1)/2−ek(k−1)/2−t (t−1)/2 ·
∏n
i 6=me,m≤k
(q i − (−1)i )∏t
i=1
(q i − (−1)t )
= qn(n−1)/2−ek(k−1)/2−t (t−1)/2 ·
Π1
Π2
n∏
i=1
(q i − (−1)i )≥ q ·q ·q3 ·q3 . . .=
{
(
∏n−2
i=1,i is odd
q2i ) ·qn = q (n
2+1)/2, n is odd;∏n
i=1,i is odd
q2i = qn
2/2, n is even.
}
≥ qn
2/2
Now to get the estimate for Π1 we have to remove from the product q ·q ·q
3 ·q3 . . . the multi-
pliers which are corresponding to i =me,m ≤ k .
If e is even, we have ∏
i=me,m≤k
q i−1 = q (e(k+1)−2)k/2.
If e is odd, we have
∏
i=me,m≤kis even
q i−1·
∏
i=me,m≤kis odd
q i =
{
q (e(k+2)−2)k/4+(ek)k/4= q (e(k+1)−1)k/2 k is even;
q (e(k+1)−2)(k−1)/4+e(k+1)(k+1)/4= qe(k+1)k/2−(k−1)/2 k odd.
ThereforeΠ1 ≥ q
n2/2−(e(k+1)−1)k/2.
ForΠ2 we have
Π2 ≤
∏
i is even
q i ·
∏
i is odd
q i+1 =
{
q (t+2)t/4+(t+2)t/4= q (t+2)t/2 t is even;
q (t+1)(t−1)/4+(t+3)(t+1)/4= q (t+1)
2/2 t odd.
So, after all, we obtain logq(|x
G |) ≥ n(n − 1)/2− ek(k − 1)/2− t (t − 1)/2+n2/2− (e(k + 1)−
1)k/2− (t +1)2 = n(n−1)−ek2+k − t2+ (n−k − t −1)/2.
Lemma 17. Let G =GL−n (q), H = Sin
−
n (q)⋊ 〈ϕ〉 and n ≥ 6 then bH (G)≤ 2.
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Proof. It is enough to verify (2.2) for an element x ∈H\HG of prime order and c = 2 to obtain
the statement. Let n be equal to ek+t , where t is exactly the dimension ofCV (x), so t ≤n/r ≤
n/2 by Lemma 12.
Case 1. (|x| 6= p)
Assume first that e ≥ 2 and k ≤ n/2.
The inequality (2.2) takes the form
|xG ∩H |3 < |xG | (3.4)
in our case. Denote |x| by r.
If x ∈ Sinn(q) and (|x|,n)= 1 then by Proposition 13 it is enough to verify the inequalities
n3 < q
n2
2
−n
≤ (qn(n−1)−nn/2)≤ (qn(n−1)−ek
2+k−t 2+(n−k−t−1)/2)≤ |xG |
since |xG ∩H | ≤n and n = e ·k , e > 1. Obviously, this inequality holds for q ≥ 2 and n ≥ 6.
Now let x ∈H and |x| divide n. Then
|xG | ≥ qn(n−1)−ek
2+k−t 2+(n−k−t−1)/2
≥ qn(n−1)−ek ·n/2+k−(n/2)
2+(n−k−t−1)/2
≥ qn
2/4−n .
Consider the left-hand side of inequality (3.4)
|xG ∩H |3 ≤ |H |3 = (qn − (−1)n )3n3.
Thus the statement of the lemma is true if
(qn − (−1)n )3n3 < qn
2/4−n . (3.5)
Direct calculation shows that inequality (3.5) holds for q ≥ 2 and n > 20. Now consider cases
n = 6, . . . ,20. It is routine to check that inequality (qn−(−1)n )3n3 < (qn(n−1)−ek
2+k−t 2+(n−k−t−1)/2)
holds for all possible decomposition n = ke+ t (such that e = e(r,q2), r divide n and t is equal
to 0 or n/r ) in cases n = 7, . . . ,20.
Consider more carefully the case n = 6. First, we find stronger estimate for |xG ∩H |. We rep-
resent x as (λ, j ) ∈ F×qn ⋋Zn . If r = 2 then e = 1 and we consider this case beneath.
Now let r = 3 then 1= (λ, j )3 = (λ(−q)
2(n− j )+(−q)n− j+1,3 j ), i.e. j = 4,2,0. If j = 4 then λq
4+q2+1 =
1. If j = 2 then λq
8+q4+1 = 1. Note that q8+ q4+1 = (q6−1)q2+ (q4+ q2+1). Therefore in
both cases we have λq
4+q2+1 = 1. Because of (q6 − 1) = (q4+ q2 + 1)(q2 − 1) we obtain that
λ= θm(q
2−1), wherem = 1, . . . , (q4+q2+1). If j = 0 then x is an element of Sin6(q), and there
is only two elements of order 3 in Sin6(q). In total we get 2(q
4+ q2+2) elements of order 3,
thus |xG ∩H | ≤ 2(q4+q2+2).
Now we verify inequality (3.4) for this case for all possible decompositions n = ek + t with
e > 1.
For r = 3 there are two cases e = 2,k = 2, t = 2, and e = 2,k = 3, t = 0. The inequality |xG∩H |3 <
(qn(n−1)−ek
2+k−t 2) holds for q > 3, for q = 2 the statement of the lemma can be checked by
GAP.
Now let e = 1, i.e. x is conjugate with diagonal matrix. Denote the dimension of a max-
imal eigenspase of x by d . Let α be the corresponding eigenvalue. If n is odd then x ∈
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Sin+n (q
2)⋊ 〈ϕ〉. We write x as x = aϕ j , where a ∈ Sin+n (q
2), j < n. Consider the element
α−1x = α−1(aϕ j ) = (α−1a)ϕ j , which lies in Sin+n (q
2)⋊ 〈ϕ〉, because the set Sin+n (q
2)∪ {0} is
an algebra over Fq2 and closed under the multiplication by scalar. Note, that if n is even then
Sin−n (q)∪ {0} is also closed under the multiplication by the stracture of Sin
−
n (q) described in
the introduction, so in this case α−1x lies in Sin−n (q)⋊ 〈ϕ〉. Obviously, the order of the ele-
ment α−1x is also equal to r , and so the dimension of subspace of fixed points also have to
be n/r by Lemma 12. Thus d =n/r.
Let : GUn (q) 7→ PGUn (q) be the canonical homomorphism. Consider x as an element of
the algebraic group Gˆ = PGUn (F q ) over the algebraic closure F q of the field Fq . Let s = s(x)
be the co-dimension of maximal eigenspase of x. In our case we have s = n−d ≥ n/2. Let n
be not prime, in particular r ≤ n/2. Then by [4, Proposition 3.38] we obtain that
|xG | ≥ |xG | >
1
2r
qns >
1
n
qn
2/2.
The inequality
(qn −1)3n3 <
1
n
qn
2/2
holds for n ≥ 8 and q ≥ 2 if r 6= p. Now let n be a prime and s = n−1. Then by [4, Proposition
3.38] we obtain that
|xG | ≥ |xG | >
1
2r
qns >
1
2n
qn
2−n .
The inequality
(qn − (−1)n )3n3 <
1
2n
qn
2−n
holds for n ≥ 7 and q ≥ 2.
Let n = 6 and (λ, j ) ∈ F×qn ⋊Zn be chosen so that (λ, j )
2 = (λ(−q)
(n− j )+1,2 j )= 1. Then j = 3 and
λ(−q)
3+1
=λ(−q)
3+1+q6−1
=λq
3(q3−1)
= 1,
so, since (q3,q6−1)= 1, we obtain thatλ= θm(q
3−1), wherem = 1, . . . , (q3+1). Thus |xG∩H | ≤
(q3+1). It is easy to see that inequality |xG∩H |3 ≤ (q3+1)3 < 1
4
q6
2/2 ≤ |xG | holds for q ≥ 3. Let
r = 3 then s = 4 and by [4, Proposition 3.38] we obtain (qn − (−1)n )3n3 < 16q
6·4 < |xG | ≤ |xG |
for q > 3, the case q = 2 can be checked by GAP.
Case 2. (|x| = p)
Let : GUn (q) 7→ PGUn (q) be the canonical homomorphism. Consider x as an element of
the algebraic group Gˆ =PGUn (F q ) over the algebraic closure F q of the field Fq . Let s = s(x) be
the codimention ofmaximal eigenspase of x. Thus s = n−t because x is unipotent. Therefore
s ≥ n/2 by Lemma 12. So, by [4, Proposition 3.38]
|xG | ≥ |xG | >
1
2p
qns ≥
1
2p
qn
2/2
≥
1
2
qn
2/2−1,
and (qn − (−1)n )3n3 < |xG | holds for q ≥ 2 and n ≥ 9. For n = 8 this inequality holds for q ≥ 3,
the case q = 2 can be checked byGAP. Ifn = 7 then (qn−(−1)n )3n3 < 12q
n2/2−1 holds for q ≥ 13,
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so since r = p = 7 we obtain s = 6 and by [4, Proposition 3.38] we have (qn − (−1)n )3n3 <
1
14
q7·6 < |xG | ≤ |xG |. This inequality holds for q ≥ 7.
If n = 6 there are two possibilities: r = 3 and r = 2. Let r = 3 then s = 4 and by [4, Proposition
3.38] we obtain (qn − (−1)n )3n3 < 16q
6·4 < |xG | ≤ |xG | for q > 3, case q = 3 can be checked by
GAP. If r = p = 2 then s = 3 and |xG | > 14q
6·3. Represent x as (λ, j ) ∈ F×qn⋊Zn such that (λ, j )
2 =
(λq
(n− j )+1,2 j ) = 1. Then j = 3 and λq
3+1 = 1, so λ = θm(q
3−1), where m = 1, . . . , (q3+1). Thus
|xG ∩H | ≤ (q3+1) and we need to verify that (q3+1)3 < |xG |. This inequality (q3+1)3 < 14q
6·3
holds for all q ≥ 2.
Lemma 18. Let G =GLǫn(q), H = Sin
ǫ
n(q)⋊ 〈ϕn〉 and n ≤ 5 then bH (G)≤ 3.
Proof. The statement follows from [7, Proposition 4.1].
Lemma 19. Let S be a Singer cycle Sinn(q) = Sin
+
n (q). If g ∈ S is reducible then g is a scalar
matrix.
Proof. It is well known that S is irreducible and primitive linear group. Since S is abelian,
〈g 〉 is normal in S. By Clifford’s theorem we obtain that 〈g 〉 is completely reducible and Fnq =
V = V1⊕ . . .⊕Vk , where Vi is an irreducible g -module of dimension n/k for i = 1, . . . ,k . So,
S ≤ GL(V1) ≀ Symk therefore S is not irreducible if dimVi > 1. Thus, up to conjugation, g is
diagonal. Let g =
(α1
. . .
αn
)
. We know that S contains all scalar matrices and S∪ {0} is closed
under addition, so g −α1E ∈ S ∪ {0}, but this matrix is degenerative, so g −α1E = 0 and g is
scalar.
Proof of Theorem 5. Denote Sinǫni (q)⋊〈ϕi 〉 by Ri . By Lemma 16 and Lemma 18 we know that
forRi there exist xi , yi such thatRi∩R
xi
i
∩R
yi
i
≤ Z (GLǫni (q)). Let x = x1·. . .·xk and y = y1·. . .·yk .
Consider the intersection H ∩H x ∩H y , and denote it by K . Let g be an element of K then g
is a diagonal matrix with scalar matrix in each cage:
α1 0 . . . 0
0
. . .
...
...
. . . 0 0
0 . . . 0 α1
. . .
αk 0 . . . 0
0 0 . . . ...
...
. . . 0
0 . . . 0 αk

Moreover, if there are i0, . . . , il such that ni j = 1;0≤ j ≤ l then up to conjugation in G we can
assume that {i0, . . . , il }= {k − l , . . .k}. Then the group L = Sin
ǫ
nk−l
(q)⋊ 〈ϕk−l〉× . . .×Sin
ǫ
nk
(q)⋊
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〈ϕk〉 = Sin
ǫ
nk−l
(q)× . . .×Sinǫnk (q) is abelian. Thus by [13, Theorem 1] there is u ∈GL
ǫ
l+1
(q) such
that L∩Lu ≤ Z (GLǫ
l+1
(q)). So, we can define x and y as x1 · . . . · xk−l+1 ·u and y1 · . . . · yk−l+1
respectively. Then we obtain than in g αk−l = . . .=αk .Therefore without loss of generality we
can assume that there is only one Singer cycle of degree 1 and nk = 1. It is sufficient to find
z ∈G such that for every g lying in K and in H z we have αi =αi+1 for i = 1. . .k −1.
We start the proof with the case G = GLn (q). Let z be the permutation matrix (1,2, . . . ,n).
If g ∈ H z then g z
−1
∈ K z
−1
∩H , and the matrix g ′ =
α1 0 0 00 . . . 0 0
0 0 α1 0
0 0 0 α2
 lies in Sinǫn1(q)⋊ < ϕ1 > .
Thus g ′ normalizes Sinǫn1(q). Let T be a generating element of Sin
ǫ
n1
(q) then T g
′
= Tm for an
integerm. If T =
(
A B
C D
)
where A is (n1−1)× (n1−1) matrix, B
T and C are n1−1 rows, and D
is an integer then T g
′
=
(
A α−11 α2B
α−12 α1C D
)
.
Thus T −T g
′
is a degenerate matrix for n1 > 2. We have T −T
g ′ ∈ Sinn1(q)∪ {0} because
Sinn1(q)∪ {0} is closed under addition, thus T −T
g ′ = 0 and T = T g
′
.
Therefore we have α1 = α2, so g
′ is a scalar matrix. The same arguments work for all ni >
2; i = 1. . .k , so αi equals αi+1 if ni > 2.
For n1 = 2. Denote α
−1
1 α2 and α
−1
2 α1 by β1 and β2 respectively. We have that T −β1T
g ′ is
equal to T l for some integer because Sinn1(q) is also an algebra under GF (q). Thus T
l =(
(1−β1)A (1−β
2
1)B
0 (1−β1)D
)
for suitable l and T l is a scalar matrix by Lemma 19. It means that 1−β21 = 0
because if B = 0 then T is reducible and it can not generate Sinn1(q). So, β1 =β2. If p = 2 then
0= (1−β21)= (1−β1)
2, so β1 = 1 and α1 =α2.
Let p > 2, we have β1 =β2 and β
2
1 = 1, so α
2
1 =α
2
2. Note that in this case we have two possibil-
ities:
If g ′ ∈ Sinn(q) then by Lemma 19 g is scalar, so α1 =α2.
If g ′ = s ·ϕ1, s ∈ Sinn(q) then for an element g ∈ Sinn(q) we obtain
g g
′
= gϕ1 = g q . (3.6)
Also, g ′2 ∈ Sinn(q) but g
′2 is diagonal, so it is scalar by Lemma 19. Thus without loss of gener-
ality we can assume that if α1 6=α2 then g
′2 = 1, so α21 =α
2
2 = 1 and α1 = 1; α2 =−1. Therefore
T g
′
=
(
A −B
−C D
)
. Thus it is sufficient to prove that there is Sin2(q) such that T
g ′ =
(
A −B
−C D
)
6= T q .
Let a 6= 1 be an element of Fq such that the equation x
2 = a does not have solutions, and let
M =
(
0 1
a 0
)
. It is easy to see thatCG (M ) is a Singer cycle. Consider the group 〈M〉⋊ g
′ which is
a subgroup of normalizer of Singer cycle. Conjugate this subgroup with the matrix
(
1 1
0 1
)
. We
also have a subgroup of a Singer cycle:
〈
(
a 1−a
a −a
)
〉⋉ 〈
(
−1 1−2
0 −1
)
〉.
It is easy to see that
(
a 1−a
a −a
)q
is not equal to
(
a 1−a
a −a
)g ′
. Indeed,(
a 1−a
a −a
)q
= a(q−1)/2
(
a 1−a
a −a
)
6=
(
a a−1
−a −a
)
=
(
a 1−a
a −a
)g ′
.
So, for suitable Singer cycle the matrix
(
1 0
0 −1
)
does not normalize it. Thus g ′ is a scalar matrix
in this case and α1 = α2. The same arguments show that for all ni = 2; i = 1. . .k αi equals
αi+1. This yields that αi =α j for all i , j = 1. . .k , and we obtain that g is a scalar matrix.
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Now consider the caseG =GL−n (q)=GUn(q). The proof is similar to the proof of the previous
case. For the convenience of proof thatαi =αi+1 when ni = 2 we will considerG as the group
of unitary transformations with respect to the hermitian formwith thematrix
I1 0 . . . 0
0 I2
...
...
. . . 0
0 . . . 0 Ik
 ,
where Ii is a ni ×ni -matrix, and Ii is identity matrix if ni 6= 2 and Ii =
(
0 1
1 0
)
if ni = 2.
Let p be odd. Consider the matrix D = 12
(
1+α 1−α
1−α 1+α
)
, where α ∈ Fq2 is that αα = −1 (such α
always exists in characteristic not equal to 2; if θ is a generating element of Fq2 thenα= θ
q−1
2 ).
It is routine to check thatDD
t
=
(
0 1
1 0
)
. So, if denote by v= {v1,v2} andw= {w1,w2} the basises
ofGU2(q) with respect to hermitian formswith matrices
(
1 0
0 1
)
and
(
0 1
1 0
)
respectively thenD is
the transition matrix from the basis v to the basis w. Denote by S the matrix
S1 0 . . . 0
0 S2
...
...
. . . 0
0 . . . 0 Sk
 ,
where Si is ni×ni -matrix and it is equal to the identitymatrix ifni 6= 2 and equal toD ifni = 2.
Recall that z stands for the permutationmatrix (1,2, . . . ,n). Thismatrix is unitarywith respect
to a hermitian formwith identity matrix. It follows, as easy to see, that z ′ = Sz(S−1) lies inG .
Consider now g ∈ K ∩H z
′
. If n1 > 2 then matrix g
′ =
α1 0 0 00 . . . 0 0
0 0 α1 0
0 0 0 α2
 ∈ Sinǫn1(q)⋊<ϕ1 > . Thus
g ′ normalizes Sinǫn1(q). Let T be a generating element of Sin
ǫ
n1
(q) then as was mentioned
above T −T g
′
is a degenerate matrix.
If ǫ=− and n1 is odd than T −T
g ′ ∈ Sinn1(q
2)∪ {0}, thus T −T g
′
= 0 and T = T g
′
.
If ǫ=− and n1 is even than T −T
g ′ ∈ Sinn1/2(q
2)×Sinn1/2(q
2)∪ {0}, and by the structure of
Sin−n (q) described in the introduction if T −T
g ′ is a degenerate matrix then T −T g
′
= 0 and
T = T g
′
. Then we have α1 = α2, so g
′ is a scalar matrix. The same arguments work for all
ni > 2; i = 1. . .k , so αi equals αi+1 if ni > 2.
Let now n1 = 2. Then g
′ = S
(
α1 0
0 α2
)
S−1 ∈ Sinǫn1(q)⋊<ϕ1 >. Calculations show that
g ′ = 1/4
(
(1+α)(1−α)α1+ (1+α)(1−α)α2 (1+α)(1+α)α1+ (1−α)(1−α)α2
(1−α)(1−α)α1+ (1+α)(1+α)α2 (1−α)(1+α)α1+ (1+α)(1−α)α2
)
.
Let θ be a generating element of Fq2 , consider the matrixU =
(
θ 0
0 θ
−1
)
. Without loss of gener-
ality we can assume that
Sin−2 (q)⋊ 〈ϕ1〉 = 〈U〉⋊ 〈
(
0 1
1 0
)
〉.
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If g ′ ∈ Sin−2 (q) then the element (1+α)(1+α)α1+(1−α)(1−α)α2 = (α+α)α1−(α+α)α2 must
be equal to 0. The element (α+α) can not be equal to 0 because then αα=−α2 and α2 = 1,
but α2 = (θ
q−1
2 )= θq−1 6= 1. So, α1 =α2.
If g ′ ∈ Sin−2 (q)⋊ 〈ϕ1〉\Sin
−
2 (q) then the diagonal elements of matrix g
′ are equal to 0.{
(2+α−α)α1+ (2−α+α)α2 = 0
(2−α+α)α1+ (2+α−α)α2 = 0
(3.7)
Take a sumof that two equations and get 4α1+4α2 = 0. Soα1 =−α2. Substituting this solution
in the first equation of the system (3.7) we obtain that α+α= 0 but, as we already know, this
is not true. Therefore the system (3.7) does not have solutions and g ′ is not an element from
Sin−2 (q)⋊ 〈ϕ1〉\Sin
−
2 (q).
The same arguments show that for all ni = 2; i = 1. . .k αi equals αi+1. This yields thatαi =α j
for all i , j = 1. . .k , and we obtain that g is a scalar matrix.
Now, let p = 2. The proof is the similar as proof when p is add with different matrixD. In this
case
D =
(
1
β+1
β
β+1
β
β+1
1
β+1
)
,
where β is an element of Fq2 such that ββ = 1 (such element always exist, for example if
β= θq−1 then ββ= θq−1θq
2−q = θq
2−1 = 1 ). The proof that if ni > 2 then αi =αi+1 is just the
same as in case of odd p . Assume n1 = 2 then g
′ = S
(
α1 0
0 α2
)
S−1 ∈ Sin−n1(q)⋊〈ϕ1〉. Calculations
show that
g ′ =
βα1+βα2β+β α1+α2β+β
α1+α2
β+β
βα1+βα2
β+β
 .
We still assume that
Sin−2 (q)⋊ 〈ϕ1〉 = 〈U〉⋊ 〈
(
0 1
1 0
)
〉.
So, if g ′ ∈ Sin−2 (q) then obviouslyα1 =α2. Let g
′ be an element of the set Sin−2 (q)⋊〈ϕ1〉\Sin
−
2 (q)
then {
βα1+βα2 = 0
βα1+βα2 = 0
(3.8)
From the first equation we obtain that α2 = α1β
q−1 and using the first equation we obtain
that βq−1 = 1. That is a contradiction. The same arguments show that for all ni = 2; i = 1. . .k
αi equals αi+1. This yields that αi = α j for all i , j = 1. . .k , and we obtain that g is a scalar
matrix.
4 PROOF OF THEOREM 6
Let G = GLn(q)⋊ 〈τ〉 where q = 2 or q = 3, n is even, τ is an automorphism which acts by
τ : A 7→ (A−1)T for A ∈GLn(q). Let H be the normalizer in G of subgroup P ≤GLn(q), where
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P is the stabilizer of the chain of subspaces:
〈vn ,vn−1〉 < 〈vn,vn−1,vn−2,vn−3〉 < . . .< 〈vn,vn−1, . . . ,v2,v1〉.
P ∼

∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
0 . . . ... ...
∗ ∗
∗ ∗

withGL2(q)-boxes on thediagonal in the basis {v1 ,v2, . . . ,vn}. SinceP =NGLn (q)(P), we obtain
that H ∩GLn(q)= P. Consider the intersection
K =H ∩H x ∩ (H ∩H x)y ,
where x and y are permutationmatrices corresponding topermutations (1,n)(2,n−1). . . (n/2,n/2+
1) and (1,2, . . . ,n) respectively. If g ∈ P ∩Px ∩ (P ∩Px )y it is clear that g is diagonal. Indeed,
the group P ∩HPx stabilize subspaces
〈vn,vn−1〉,〈vn−2,vn−3〉, . . . ,〈v2,v1〉.
Meanwhile, the group (P ∩Px )y stabilize subspaces
〈v1,vn〉,〈vn−1,vn−2〉, . . . ,〈v3,v2〉.
So, GLn(q)∩H ∩H
x ∩ (H ∩H x)y stabilize 〈vi 〉 for i ∈ {1,2, . . . ,n}. Obviously, τ is not in H
because it does not normalize P . Let gτ be an element of K .
Then gτ have to normalize P . If P gτ = P then P g = Pτ = PT , so g maps upper triangular
matrix to lower triangular matrix.We know that x also maps upper triangular matrix to lower
triangular matrix thus P gx = P and gx lies in NGLn (q)(P) furthermore gx ∈ P because P is
selfnomalizing inGLn(q). It means that g ∈Px and
g ∼

∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
...
... . .
. 0
∗ ∗
∗ ∗

(4.1)
Also gτmust normalize P∩Px because gτ ∈H∩H x . It is easy to see that τ normalizes P∩Px
therefore g ∈NGLn (q)(P ∩P
x )=GL2(q) ≀Sn/2. From these and (4.1) we obtain
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g ∼

∗ ∗
0 ∗ ∗
∗ ∗
∗ ∗
. .
. 0
∗ ∗
∗ ∗

In the same way gτ normalizes the intersection
P ∩Px ∩P y ∼

∗ 0
∗ ∗
∗ ∗
0 ∗
∗ ∗
0 ∗
. . .
∗ ∗
0 ∗

and τmove zero to the opposite corner of matrix in each box so g does. Thus
g ∼

0 ∗
∗ ∗
∗ ∗
∗ 0
∗ ∗
∗ 0
. .
.
∗ ∗
∗ 0

(4.2)
Similarly gτ normalizes Px ∩Pxy ∩P and we get
g ∼

∗ ∗
∗ 0
0 ∗
∗ ∗
0 ∗
∗ ∗
. .
.
0 ∗
∗ ∗

(4.3)
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From (4.2) and (4.3) we obtain that g is secondary diagonal matrix. The same arguments
show that if hτ ∈ H ∩H x ∩H y
−1
∩H xy
−1
and h ∈GLn(q) then h is secondary diagonal. Now
we have
(gτ)y
−1
= g y
−1
τ∈K y
−1
=H ∩H x ∩H y
−1
∩H xy
−1
and q y
−1
have to be secondary diagonal but it is easy to see that if g = secdi ag (α1, . . . ,αn)
then
g y
−1
=

0 0 . . . 0 α2 0 0
0 . . . 0 α3 0 0 0
. .
.
. .
.
αn−1 0 . . . . . . . . . . . . 0
0 . . . . . . . . . . . . 0 αn
0 . . . . . . . . . 0 α1 0

which is not secondary diagonal matrix thus K is a subgroup of group of diagonal matrices.
Thus in case when q = 2 we have bH (G)≤ 4.
Let q = 3. There is z such thatH z stabilises 〈u1 = v1+v2+v5+. . .+vn ,u2 = v1+v3+v4+. . .+vn〉.
In other words, v zn = u1, v
z
n−1 = u2. Here {v1,v2, . . . ,vn} is the initial basis. Consider g from
H∩H x ∩H y ∩H xy ∩H z . The element g is a diagonal matrix in the initial basis because it lies
in K , so g = diag {α1, . . . ,αn }. Then
u
g
1 =α1v1+α2v2+α5v5+ . . .+αnvn .
Since u
g
1 does not involve v3, we obtain that u
g
1 = αu1 + 0 · u2 i.e. u
g
1 is equal to αu1 for
appropriateα. Hence α1 =α2 =α5 = . . .=αn . Also,
u
g
2 =α1v1+2α3v3+α4v4+ . . .+αnvn .
Since u
g
2 does not involve v2, we obtain that u
g
2 = 0 ·u1+βu2 i.e. u
g
2 is equal to βu2 for appro-
priate β. Hence α1 = α3 = α4 = . . . = αn . Suchwise we have H ∩H
x ∩H y ∩H xy ∩H z ≤ Z (G).
Consider z1 ∈ G such that v
z1
n = v3+ v1+ v5 + . . .+ vn , v
z1
n−1 = v1+ v2 + v4+ v5 + . . .+ vn . It
is easy to see that H ∩H x ∩H y ∩H xy ∩H z1 ≤ Z (G). The points (H ,Hx,Hy,Hxy,Hz) and
(H ,Hx,Hy,Hxy,Hz1) lies in the same orbit of Ω
5, where Ω is the set of all right cosets of
H , if and only if there is an element t ∈G such that t ∈ H ∩H x ∩H y ∩H xy ∩ z−1Hz1. So, in
this case t muct be diagonal matrix. Let t = diag {τ1,τ2, . . . ,τn}. Since t ∈ z
−1Hz1 we have
t = z−1hz1 for some h ∈H . Consider u
t
1 =u
z−1hz1
1 = v
hz1
n = (δvn+γvn−1)
z1 = δv1+δv3+γv1+
γv2+γv4+ (δ+γ)v5+ . . .+ (δ+γ)vn . Since t is diagonal we obtain that δv3 = 0 and γv4 = 0
then δ = γ = 0 and t = 0 which contradicts the assumption, so points (H ,Hx,Hy,Hxy,Hz)
and (H ,Hx,Hy,Hxy,Hz1) lies in distinct orbits.
The same argument shows that points
(H ,Hx,Hy,Hxy,Hz);
(H ,Hx,Hy,Hxy,Hz1);
(H ,Hx,Hy,Hxy,Hz2);
(H ,Hx,Hy,Hxy,Hz3);
(H ,Hx,Hy,Hxy,Hz4);
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lies in the distinct five orbits. Where
v
z2
n = v1+v4;
v
z2
n−1 = v1+v2+v3;
v
z3
n = v2+v3;
v
z3
n−1 = v1+v2+v4;
v
z4
n = v2+v4;
v
z4
n−1 = v1+v2+v3.
Thus RegH (G ,5)≥ 5.
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