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For comparing random designs and Latin hypercube designs, this paper con-
siders a wrap-around version of the L2-discrepancy (WD). The theoretical expecta-
tion and variance of this discrepancy are derived for these two designs. The expec-
tation and variance of Latin hypercube designs are significantly lower than those of
the corresponding random designs. We also study construction of the uniform
design under the WD and show that one-dimensional uniform design under this
discrepancy can be any set of equidistant points. For high dimensional uniform
designs we apply the threshold accepting heuristic for finding low discrepancy
designs. We also show that the conjecture proposed by K. T. Fang, D. K. J. Lin,
P. Winker, and Y. Zhang (2000, Technometrics) is true under the WD when the
design is complete. © 2001 Elsevier Science
Key Words: Latin hypercube design; quasi Monte-Carlo methods; threshold
accepting heuristic; uniform design; wrap-around discrepancy.
1. INTRODUCTION
In an experiment with n runs and s factors suppose the experimenter
wants to estimate the overall mean of the response y=f(x1, ..., xs) over
the domain C s=[0, 1] s say. It is required to estimate
I(f)=F
Cs
f(x) dx. (1)
Let P={x1, ..., xn} be a set of experimental points on C s. The sample
mean method has been recommended to give an approximation to I(f) by
Iˆ(f, P)=
1
n
C
n
i=1
f(xi). (2)
If x1, ..., xn are i.i.d. uniformly distributed on C s, the set is called simple
random sampling or simple random design (SRD) and is denoted by Rn, s. It
is known that Iˆ(f, Rn, s) is unbiased and has an asymptotic variance
O(n−1). This rate of convergence is too slow for applications. Therefore,
McKay et al. [11] proposed the so-called Latin hypercube design (LHD),
which also provides an unbiased estimate Iˆ(f,P) with smaller asymptotic
variance than that of SRD. The LHD have been widely used in conducting
computer experiments. A comprehensive study on LHD and various
modified versions of LHD, that can significantly reduce the asymptotic
variance of LHD, are given by Owen [13–15]. LHD has become one of the
major methods in the design of computer experiments.
In this paper, we consider a special case of LHD, where x1, ..., xn are
i.i.d. uniformly distributed on the lattice set
T=˛x=(x1, ..., xn) : xi=2ai −12n , i=1, ..., n,
(a1, ..., an) is a permutation of {1, ..., n}
ˇ .
Denote this LHD by Ln, s. There are many criteria to assess the perfor-
mance of various designs on C s. In the theory of quasi-Monte Carlo
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methods, the Koksma–Hlawka inequality has played an important role and
gives an upper bound for the approximation error
|I(f)− Iˆ(f, P)| < D(P) V(f), (3)
where D(P) is the star discrepancy of P, and V(f) is a measure of the
variation of f [12]. It is known that the star discrepancy D(P) has played
an important role in quasi-Monte Carlo methods as well as in theory of the
uniform designs (UD) [6]. We can employ various discrepancies as a
measure to compare different designs such as the SRD, the LHD and the
UD. How to choose a proper discrepancy is a very important issue. Fang
et al. [7] found that both the star discrepancy and the L2-discrepancy are
not suitable measures of non-uniformity for searching uniform designs,
since the discrepancy is not sensitive enough for identifying different
designs while the L2-discrepancy ignores non-uniformity of the set P on
any low-dimensional subspace. Among various discrepancies the wrap-
around L2-discrepancy (WD for short), proposed by Hickernell [9] has
nice properties, such as it is invariant under reordering the runs, relabeling
coordinates and coordinate shift. Recently, Ma and Fang [10] found con-
nections between uniformity in the sense of WD, orthogonality and
minimum aberration for a certain class of designs. Hickernell [9] pointed
out that the WD satisfies the Koksma–Hlawka inequality if WD(P) is
replaced by D(P) and V(f) is replaced by its modified version Vw(f).
Therefore, we have
E |(I(f)− Iˆ(f,P)|2 < V2w(f) E(WD
2(P))
and E(WD2(P)) may be regarded as a measure of upper bound of mean
squared error of the estimator Iˆ(f, P). The value of E(WD2(P)) and
Var(WD2(P)) may give information of performance of the estimator
Iˆ(f, P). It shows that the WD is a good choice of measure of uniformity.
Therefore, in this paper we will focus on the wrap-around L2-discrepancy.
Let P={x1, ..., xn} be a set of n points in the s-dimensional unit cube
C s=[0, 1) s. The wrap-around L2-discrepancy is defined as
(WD(P))2= C
t ]”
F
Ct
F
Ct
5N(P 5 Jw(xt, yt))
n
−Vol(Jw(xt, yt))62 dxt dyt, (4)
where t is a non-empty subset of the set of coordinate indices S={1, ..., s},
|t| denotes the cardinality of t, C t is the |t|-dimensional unit cube involving
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the coordinates in t, xt is the projection of x onto C t, N(P 5 A) denotes
the number of points of P falling in A,
Jw(xt, yt)=ë
m
j=1
Jw(xtj , ytj ),
where m=|t|, xt=(xt1 , ..., xtm ), yt=(yt1 , ..., ytm ),ê denotes the Kronecker
product,
Jw(x, y)=˛[x, y), x [ y[0, y) 2 [x, 1), x > y,
and Vol(Jw(xt, yt)) is the volume of Jw(xt, yt) in R t space. WD captures
uniformity over the unit cube P as well as the uniformity over all the
projection uniformity of over Cu. An analytical expression of WD can be
derived as follows [9]
(WD(P))2=−14
3
2 s+1
n2
C
n
k=1
C
n
j=1
D
s
i=1
53
2
− |xki−xji | (1− |xki−xji |)6 , (5)
where xk=(xk1, ..., xks).
The purpose of this paper is to give comparisons between SRD, LHD
and UD in the sense of WD. We will derive the expectation and variance
for square WD of simple random designs Rn, s and Latin hypercube designs
Ln, s and give comparisons between these two designs. It will be shown that
the LHD has a much lower expected WD-value and variance than SRD.
Our results are consistent with the results of comparing variance of Iˆ(f, P)
between SRD and LHD [13]. Note that the LHD Ln, s can be defined in
terms of U-type designs as below.
Definition 1.1. A U-type design U(n, q s) is a n×s matrix U=(uij) of
which each column has q entries j−0.5q , j=1, ..., q appearing equally often.
Let U(n, q s) be the set of all U(n, q s) designs.
Each U=(uij) ¥U(n, q s) corresponds a set PU={u1, ..., un} where uk=
(uk1, ..., uks). Define WD(U)=WD(PU). The LHD Ln, s is a sample from
the uniform distribution over U(n, n s) and a sample from the uniform dis-
tribution over U(n, q s), denoted by Ln, qs, can be considered as an extension
of LHD.
WRAP-AROUND L2 DISCREPANCY 611
Let Z(n, s) be the class of set of n points on C s. A set P* ¥Z(n, s) is
called a uniform design if it has the smallest WD-value over Z(n, s), i.e.,
WD(P*)= min
P ¥Z(n, s)
WD(P). (6)
The uniform design is an example of a ‘‘space filling’’ design [2, 16]. The
uniform design allocates experimental points uniformly scattered on the
domain in the sense of low-discrepancy [6]. Any discrepancy mentioned in
Hickernell [8, 9] can be used as a measure of nonuniformity. Most
uniform designs were obtained in terms of the discrepancy and the
L2-discrepancy. In this paper we consider to search uniform designs under
the WD.
We shall show that for given n any set of equidistant points is a uniform
design for a one factor experiment. Finding a uniform design for multiple
factor experiments is not tractable. Therefore, we have to restrict our
attention to a suitable subset of Z(n, s) over which the minimum in (6) is
taken [4]. A good suggestion for this subset is U(n, q s). Therefore, in the
rest of the paper for s \ 2 a set P* ¥U(n, q s) is called a uniform design if
WD(P*)= min
P ¥U(n, qs)
WD(P). (7)
In this case we denote P* by Un(q s). To find a uniform design Un(q s) is an
NP problem when n, q, s increase. A heuristic optimization algorithm for
the construction of uniform designs based on U-type designs under WD is
employed. The results related to the designs Ln, qs provide useful infor-
mation which can be used to reduce the computing time of searching for
uniform designs.
In Sections 2 and 3 the expectation and variance of squared WD(Rn, s)
and WD(Ln, qs) are derived. Some numerical comparisons of these expecta-
tions and variances are also given. In Section 4 we give uniform designs for
one factor experiments and prove that the uniform design Un(q s) under the
WD is also an orthogonal design if n is a multiple of q s. An algorithm
based on threshold accepting is proposed to construct uniform designs
under the wrap-around L2-discrepancy for multiple factor experiments.
Section 5 contains concluding remarks.
2. THE EXPECTATION OF SQUARED WD OF SRD AND LHD
The expectation of square wrap-around L2-discrepancy for simple random
designs Rn, s and Latin hypercube designs Ln, qs are given in this section.
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Theorem 2.1. The expectation of square wrap-around L2-discrepancy of
Rn, s and Ln, qs are given by
E(WD(Rn, s)2)=
1
n
513
2
2 s−14
3
2 s6 , (8)
and
E((WD(Ln, qs))2)=
1
n
13
2
2 s−14
3
2 s
+11−1
n
214
3
+
n−q2
6q2(n−1)
2 s, (9)
respectively.
Proof. From formula (5), we have
E(WD(P)2)=−14
3
2 s+1
n
13
2
2 s
+
2
n2
C
n
k=1
C
k−1
j=1
E D
s
i=1
53
2
− |xki−xji | (1− |xki−xji |)6 ,
E(WD(Rn, s)2)=
1
n
13
2
2 s−14
3
2 s
+11−1
n
21F 1
0
F 1
0
13
2
− |x−y| (1− |x−y|)2 dx dy2 s
=513
2
2 s−14
3
2 s6;n,
and
E((WD(Ln, qs))2)=
1
n
13
2
2 s−14
3
2 s
+11−1
n
21 Cq
i=1
C
q
j=1
13
2
−
|i−j|
q
11− |i−j|
q
22 P(i, j)2 s,
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where P(k, j) is the probability that the first two elements of a specific
column of the design matrix V, where V is uniformly distributed on
U(n, q s), are k and j, respectively. Let r=n/q be the duplicate number of
each level in each column of V. Obviously, we have P(k, j)= r
2
n(n−1) for
k ] j, and P(k, k)=r(r−1)n(n−1). The equation (8) is proved by some straight-
forward calculations. L
From this theorem we immediately have the following corollaries.
Corollary 2.1. The average square discrepancy of Ln, s is
E(WD(Ln, s)2)=
1
n
13
2
2 s−14
3
2 s+11−1
n
214
3
−
1
6n
2 s. (10)
Corollary 2.2.
E(WD(Rn, s))2−E(WD(Ln, qs))2
=11−1
n
2514
3
2 s−14
3
+
n−q2
6q2(n−1)
2 s6 , (11)
FIG. 1. Comparison of expectation.
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in particular, when q=n,
E((WD(Rn, s))2−E(WD(Ln, s))2=11−1n2 51432 s−143− 16n2 s6 .
This corollary shows that LHD has lower expectation of square
WD-value than that of simple random design when q > `n . This result is
consistentwith the result that theLatin hypercube designs beat simple random
designs in the sense of small-variance (Owen, 1992). Figure 1 gives numerical
comparisons of the expectation of square WD-value between SRD Rn, s and
LHD Ln, s for s=2, ..., 13, where ‘‘circle’’ is for SRD and ‘‘stars’’ for
LHD, respectively. The plots show the expectation of square WD-value
against the number of runs n on a double logarithmic scale. Obviously,
LHD Ln, s has a much smaller expectation of square WD than SRD Rn, s
has and decreasing speed of the expectation of square WD-value of Ln, s
against n is exponentially faster than that of Rn, s.
3. THE VARIANCE OF SQUARE WD
In this section we derive the variance of square WD for SRD and LHD
by a similar technique used before, but much complicated algebraic
calculation. As the related proof is too long, we put it into the appendix.
Theorem 3.1. (i) For the simple random design Rn, s and the Latin
hypercube design Ln, qs we have
Var(WD(Rn, s)2)=
2(n−1)
n3
51107
60
2 s−116
9
2 s6 , (12)
and
Var(WD(Ln, qs)2)=
2(n−1)
n3
1107
60
+
−n+15nq2−14q4
30(−1+n) q4
2 s
+
4(n−1)(n−2)
n3
116
9
+
6n+5n2−180nq2+80n2q2+170q4−81nq4
180(n−1)(n−2) q4
2 s
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+
(n−1)(n−2)(n−3)
n3
116
9
+
−12n−20n2+5n3+540nq2
180(n−1)(n−2)(n−3) q4
+
−410n2q2+80n3q2−510q4+407nq4−80n2q4
180(n−1)(n−2)(n−3) q4
2 s
−
(n−1)2
n2
116
9
+
(n−q2)(n−17q2+16nq2)
36q4(n−1)2
2 s. (13)
Corollary 3.1. The variance of [WD(Ln, s)]2 is given by
Var(WD(Ln, s)2)=
2(n−1)
n3
1107
60
+
1+n−14n2
30n3
2 s
+
4(n−1)(n−2)
n3
116
9
+
3+7n−81n2
180n3
2 s
+
(n−1)(n−2)(n−3)
n3
116
9
+
2+7n−80n2
180n3
2 s
−
(n−1)2
n2
116
9
+
1−16n
36n2
2 s. (14)
FIG. 2. Comparison of variance.
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Figure 2 gives numerical comparisons of variance between SRD and
LHD Ln, s for s=2, ..., 13, where the plots are the ration (Var(SRD))/
Var(LHD) against the number of runs n. From the plots, we conclude that
LHD Ln, s has much smaller variance of square WD than SRD, and the
relative increase is decreasing as n or s is increasing.
4. UNIFORM DESIGNS UNDER WD
In this section we discuss the construction of uniform designs and low-
discrepancy designs under the wrap-around L2-discrepancy. When s=1, a
set of equidistant points is a uniform design on [0, 1]. This result is con-
sistent with the findings for the star discrepancy [6, Example 1.2].
Theorem 4.1. When s=1, the set
Pa=32i−12n +a, i=1, ..., n4
is a uniform design over [0, 1] under the wrap-around L2-discrepancy for any
real number a over [− 12n ,
1
2n ) and its WD is 1/(6n)
2.
Proof. Let P={x1, x2, ..., xn} be a set in [0, 1]. Without loss of
generality, suppose x1 [ x2 [ · · · [ xn.
(WD(P))2=−
4
3
+
1
n2
C
n
k=1
C
n
j=1
53
2
− |xk−xj |(1− |xk−xj |)6
=
1
6
+
1
n2
C
n
k=1
C
n
j=1
((xk−xj)2−|xk−xj |)
=
1
6
+
1
n2
C
n
k=1
C
n
j=1
51 |xk−xj |− |k−j|n 22
+12 |k−j|
n
−12 |xk−xj |−1k−jn 226
=
1
6n2
+
1
n2
C
n
k=1
C
n
j=1
1 |xk−xj |− |k−j|n 22
+
1
n2
C
n
k=1
C
n
j=1
12 |k−j|
n
−12 |xk−xj |.
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Note that
C
n
k=1
C
n
j=1
12 |k−j|
n
−12 |xk−xj |
=2 C
n
k=1
C
k−1
j=1
12 k−j
n
−12 (xk−xj)
=2 C
n
k=1
xk C
k−1
j=1
12 k−j
n
−12+2 Cn
k=1
C
k−1
j=1
11−2 k−j
n
2 xj
=2 C
n
k=2
(k−1)(k−n)
n
xk+2 C
n
j=2
xj C
n
k=j+1
11−2 k−j
n
2
=2 C
n
k=2
(k−1)(k−n)
n
xk+2 C
n
j=2
(j−1)(n−j)
n
xj=0.
Therefore, we have that
(WD(P))2=
1
6n2
+
1
n2
C
n
k=1
C
n
j=1
1 |xk−xj |− |k−j|n 22
achieves its minimum if and only if (|xk−xj |−
|k−j|
n )
2=0 for all k ] j,
which is true if and only if xk=a+
k
n , −
1
n [ a < 0, k=1, ..., n, i.e., if and
only if xk=
2k−1
2n +a, −
1
2n [ a <
1
2n , k=1, ..., n. L
When s > 1 searching for a uniform design Un(q s) for a given n and s is
probably an NP hard problem when n and s increase. Due to complexity
of the problem, searching for a low-WD-discrepancy design rather than
minimizing is more practical. Winker and Fang [18] employed the thres-
hold accepting heuristic (TA for short) to search uniform designs under the
star discrepancy. Following their approach a number of uniform designs
are obtained in this work. The results on the theoretic expectation and
variance of square WD for Ln, qs obtained in the previous sections provides
some useful information in the implementation of the TA. Obviously, the
expectation of Ln, qs is an upper bound for the square WD-value of the
corresponding uniform design Un(q s), i.e., the TA implementation is
run until a design is obtained which has square WD-value lower than
E(WD(Ln, qs))2. A better lower bound would be E(WD(Ln, qs)2)−
a `Var(WD(Ln, qs)2) for some a. We choose a from 1 to 8 as s increases.
For illustration the efficiency of our algorithm we proper parameters n,
q, and s such that the corresponding orthogonal design Ln(q s) exists. An
orthogonal design Ln(q s) is a U-type design U(n, q s) such that all the level-
combinations of any two columns of the design appear equally often. Fang,
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Lin, Winker and Zhang (2000) conjectured that a uniform design under a
proper measure of uniformity is also an orthogonal design if its corre-
sponding orthogonal design exists. In Theorem 4.2 below we show that the
conjecture is true for complete designs if the wrap-around L2-discrepancy is
chosen as the measure of uniformity. We conjecture that this is also true
for small run orthogonal designs. In the latter the orthogonal design
minimizes the square WD over the domain. Applying our algorithm to
these cases, the minimum square WD can be known. If we can reach an
orthogonal design, it shows that the algorithm is efficient. We test a number
of uniform designs whose corresponding orthogonal designs exist, such as
L4(23),L8(27),L8(41×24),L9(34),L12(211),L12(31×24),L12(61×22),L16(215),
L16(41×212), L16(42×29), L16(43×26), L16(44×23), L16(45), L16(81×28),
L18(37×21), L18(61×36), L20(219), L20(51×28), L24(223), L25(56), where
L(q r×p t) denotes the orthogonal design with r columns with q levels and t
columns with p levels. In our experiment we successfully found the above
orthogonal designs.
It is known that for given n, q, and s the corresponding orthogonal
design, if it exists, is not unique [3]. Two orthogonal designs are called
isomorphic if one can be obtained from the other by relabeling the factors,
reordering the runs, or switching the levels of factors. Among the designs
obtained by our TA searching the orthogonal design L18(37) listed in
Table I is not isomorphic with designs known to us.
We now show that the conjecture made by Fang et al. [7] is true for the
complete designs. Denote by P(n; q s) the set of all designs with n runs and
s q-level factors For evaluating uniformity of a design the q levels have to
be transferred in [0, 1], in this we always map kQ k−0.5q , k=1, ..., q.
Let y=y(D) be a q s-vector with components n(i1, ..., is) arranged lexico-
graphically and n(i1, ..., is) be the number of runs at the level-combination
(i1, ..., is) in the design D ¥P(n; q s). For example, for P(4; 24), the lexi-
cographical order is n(1, 1, 1), n(1, 1, 2), n(1, 2, 1), n(1, 2, 2), n(2, 1, 1),
n(2, 1, 2), n(2, 2, 1), n(2, 2, 2).
Lemma 4.1. Let D ¥P(n; q s) and y=y(D). We have
[WD(P)]2=−14
3
2 s+1
n2
yŒAsy, (15)
where As=ê s A0, A0=(tij, i, j=1, ..., q), tij=32−|i−j| (q− |i−j|)/q2, and
ê is the Kronecker product. Furthermore, As has the following properties
A01=
4q
3
+
1
6q
1, As1=14q3 + 16q2 s 1,
where 1 is the column vector of one’s.
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TABLE I
L18(37)
No. 1 2 3 4 5 6 7
1 2 0 1 0 2 0 1
2 0 0 1 2 0 2 0
3 1 1 1 2 1 0 2
4 0 1 2 0 0 1 1
5 2 0 2 0 1 2 2
6 0 1 0 0 1 0 0
7 0 2 1 1 1 2 1
8 1 2 0 0 2 2 0
9 1 0 2 1 1 1 0
10 2 2 0 2 1 1 1
11 2 1 1 1 2 1 0
12 0 2 2 1 2 0 2
13 1 1 2 2 2 2 1
14 2 2 2 2 0 0 0
15 0 0 0 2 2 1 2
16 1 0 0 1 0 0 1
17 2 1 0 1 0 2 2
18 1 2 1 0 0 1 2
A design D ¥P(n; q s) is called a complete design if all level-combinations
of the factors appear equally often. Any complete design is an orthogonal
design and the corresponding y is a multiple of 1. The following theorem
shows that any complete design is a uniform design under the WD.
Theorem 4.2. Let D ¥P(n; q s) be a design with n=kqs runs and s
q-level factors. Then the D minimizes [WD(D)]2 over P(n; q s) if and only if
D is a complete design with y(D)=(n/qs) 1.
Proof. From Lemma 4.1 and the Lagrange multiplier method, let
L(y, l)=−14
3
2 s+1
n2
yŒAsy+l(yŒ1−n).
The following system of equations
“L(y, l)
“l =yŒ1−n=0,
“L(y, l)
“y =
2
n2
Asy+l1=0
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gives
l=−
2
nq s
14q
3
+
1
6q
2 s, and
y=(n/q s) 1.
The assertion is straightforward. L
Corollary 4.1. For a complete design D ¥P(n, q s) with n=kq s runs,
its square WD-value is given by
[WD(D)]2=14
3
+
1
6q2
2 s−14
3
2 s
that is independent of k.
5. CONCLUDING REMARKS
The expectation and variance of simple random designs, Latin hypercube
designs involving their extensions are derived in this paper. It turned out
that Latin hypercube designs have a smaller expectation and variance
compared to that of simple random designs. The expectation and variance
of Latin hypercube designs can provide an upper bound and lower bound
of the square WD for searching uniform designs. The latter have the
potential to generate designs with significantly lower WD than the expec-
tation of Latin hypercube designs.
APPENDIX
Proof of Theorem 3.1. We prove two cases SRD and LHD by the same
procedure, but different arguments. For any set P of n points on C s
the two terms of its CL2 on the right hand side of (5) are denoted by
a and b, respectively. Then, E(WD(P)2)2=2aE(WD(P))2−a2+Eb2 and
Var(WD(P)2)=E(WD(P)2)2−(E(WD(P)2))2. Let x, y, z, u be iid uni-
formly distributed on [0, 1) and let
f(x, y)=
3
2
− |x−y| (1− |x−y|)
g(i, j)=
3
2
−
|i−j|
q
: 11− |i−j|
q
2 i, j=1, ..., q.
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In the following statement, we use =
SRD
for the random design Rn, s and =
LHD
for the Latin hypercube designs Ln, qs.
n4Eb2 =
SRD
n 19
4
2 s+4n(n−1) 13
2
Ef(x, y)2 s+n(n−1) 19
4
2 s
+2n(n−1)(Ef(x, y)2) s+2n(n−1)(n−2) 13
2
Ef(y, z)2 s
+4n(n−1)(n−2)(Ef(x, z) f(y, z)) s
+n(n−1)(n−2)(n−3)(Ef(x, y) f(z, u)) s
=
LHD
n 19
4
2 s+4n(n−1) 1 Cq
k=1
C
q
j=1
3
2
g(k, j) P(k, j)2 s
+n(n−1) 1 Cq
k=1
C
q
j=1
9
4
P(k, j)2 s
+2n(n−1) 1 Cq
k=1
C
q
j=1
g(k, j)2 P(k, j)2 s
+2n(n−1)(n−2) 1 Cq
k=1
C
q
j=1
C
q
l=1
3
2
g(j, l) P(k, j, l)2 s
+4n(n−1)(n−2) 1 Cq
k=1
C
q
j=1
C
q
l=1
g(k, l) g(j, l) P(k, j, l)2 s
+n(n−1)(n−2)(n−3)
×1 Cq
k=1
C
q
j=1
C
q
l=1
C
q
m=1
g(k, j) g(l, m) P(k, j, l, m)2 s,
where P(k, j) is defined in the proof of Theorem 2.1 and P(k, j, l) is the
probability that the first three elements of a specific column of the design
matrix are k, j, and l, respectively. The notation P(k, j, l, m) can be
similarly defined. It is easy to find that
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P(i, j, k)=˛ r3n(n−1)(n−2) if i, j, and k are not equal to each other,r2(r−1)
n(n−1)(n−2)
if i=j ] k, or i=k ] j, or j=k ] i,
r(r−1)(r−2)
n(n−1)(n−2)
if i=j=k;
P(i, j, k, l)=˛ r4n(n−1)(n−2)(n−3)if i, j, k, and l are not equal to each other,r3(r−1)n(n−1)(n−2)(n−3)if only two of i, j, k, and l are equal to each other,r2(r−1)2
n(n−1)(n−2)(n−3)
if i=j ] k=l; or i=k ] j=l; or i=l ] j=k,
r2(r−1)(n−2)
n(n−1)(n−2)(n−3)
if only three of i, j, k, and l are equal to each other,
r(r−1)(r−2)(r−3)
n(n−1)(n−2)
if i=j=k=l.
The theorem is proved by straightforward calculations.
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