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SYMMETRIC DECOMPOSITIONS AND THE VERONESE CONSTRUCTION
KATHARINA JOCHEMKO
Abstract. We study rational generating functions of sequences {an}n≥0 that agree with a
polynomial and investigate symmetric decompositions of the numerator polynomial for subse-
quences {arn}n≥0. We prove that if the numerator polynomial for {an}n≥0 is of degree s and its
coefficients satisfy a set of natural linear inequalities then the symmetric decomposition of the
numerator for {arn}n≥0 is real-rooted whenever r ≥ max{s, d + 1 − s}. Moreover, if the numer-
ator polynomial for {an}n≥0 is symmetric then we show that the symmetric decomposition for{arn}n≥0 is interlacing.
We apply our results to Ehrhart series of lattice polytopes. In particular, we obtain that the
h∗-polynomial of every dilation of a d-dimensional lattice polytope of degree s has a real-rooted
symmetric decomposition whenever the dilation factor r satisfies r ≥ max{s, d + 1 − s}. If the
polytope is Gorenstein then this decomposition is moreover interlacing.
1. Introduction
For integers r ≥ 1 we consider the operator Udr ∶R[t]→ R[t] defined in such a way that
∑
n≥0arntn = U
d
rh(t)(1 − t)d whenever ∑n≥0antn = h(t)(1 − t)d
for polynomials h(t) ∈ R[t]. We investigate properties of Udrh(t) as a function of r. We study
symmetric decompositions of Ud+1r h(t) and their roots for polynomials h(t) = h0 + h1t + ⋯hsts,
s ≤ d, with nonnegative coefficients that satisfy both the following sets of inequalities
(H) h0 + h1 +⋯ + hi ≥ hd + hd−1 +⋯ + hd−i+1 for all i, and
(S) h0 + h1 +⋯ + hi ≤ hs + hs−1 +⋯ + hs−i for all i,
where hi ∶= 0 for all i /∈ {0,1, . . . , s}.
Our motivation comes from Ehrhart theory, and more generally, commutative algebra. If∑n≥0 antn
is the Hilbert series of a graded ring R then ∑n≥0 anrtn is the Hilbert series of its r-th Veronese
subalgebra R⟨r⟩. In Ehrhart theory, which is concerned with the enumeration of lattice points
in dilates of lattice polytopes, Ud+1r h∗P (t) is equal the h∗-polynomial of the r-th dilate of a
d-dimensional lattice polytope P . The Properties (H) and (S) are very natural. In fact, non-
negativity of the coefficients of h(t) and Property (S) were proved by Stanley [32] for Hilbert
functions of semistandard graded Cohen-Macaulay domains. Property (H) was proved to hold
by Hibi [19] for h∗-polynomials of lattice polytopes, using methods from commutative algebra.
The limiting behavior of Udrh(t) was studied by Beck and Stapledon [4], Brenti and Welker [10],
and Diaconis and Fulman [12] who proved under mild conditions on h(t) that Udrh(t) eventually
has only real roots. In [24] it was shown that for every polynomial h(t) with nonnegative
coefficients Udrh(t) has only real roots whenever r ≥ degh thereby proving a uniform bound
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conjectured by Beck and Stapledon [4]. See also [36] for related work. In the present article we
provide a uniform bound on r for which the symmetric decomposition of Udrh(t) has only real
zeros.
It was noted by Stapledon in [34] that for every polynomial of degree at most d there are
uniquely determined symmetric polynomials p(t) = tdp(1/t) and q(t) = td−1q(1/t) such that
h(t) = p(t)+tq(t). The pair (p, q) is called the symmetric decomposition of h(t). Brändén and
Solus [7] recently initiated a systematic study of symmetric decompositions for which p and q have
only nonnegative coefficients and only real roots. Such decompositions are called nonnegative
and real-rooted. Real-rooted symmetric decompositions and real-rooted polynomials in general
are of current particular interest in combinatorics (see, e.g., [1, 17, 23, 26]), and especially also
in Ehrhart theory (see, e.g., [2, 14, 22, 28]), due to their applicability to unimodality questions.
A polynomial h(t) = h0 + h1t +⋯ + hdtd is called unimodal if 0 ≤ h0 ≤ h1 ≤ ⋯ ≤ hk ≥ ⋯ ≥ hd ≥ 0
for some k. A central open conjecture in Ehrhart theory going back to Stanley [31] states that
the h∗-polynomial of every lattice polytope having the integer decomposition property (IDP) is
unimodal. Schepers and Van Langenhoven [27] strenghtened this conjecture for IDP polytopes
with interior lattice points by asking if every such polytope has an alternatingly increasing h∗-
polynomial. The alternating increasing property is equivalent to both parts p(t) and q(t) in the
symmetric decomposition being unimodal [2]. One way of proving that a polynomial is unimodal
is by showing that it has only real roots. In fact, even stronger, if h(t) = h0 + h1t + ⋯ + hdtd is
real-rooted and has only nonnegative coefficients then it is log-concave, that is, hi−1hi+1 ≤ h2i
is satisfied for all i. For further reading on real-rooted, log-concave and unimodal polynomials
and their applications we recommend [6, 8, 9, 31].
By a result of Bruns, Gubeladze and Trung [11] every lattice polytope eventually becomes IDP
under dilations. Hering [18] moreover showed that if P is a lattice polytope whose h∗-polynomial
has degree s then rP is IDP whenever r ≥ s. On the other hand, r = d+1−s is the smallest integer
such rP has an interior lattice point. In light of Schepers and Van Langenhoven’s question [27]
it is natural to study symmetric decomposition of the h∗-polynomial under dilation and, in
particular, for dilation factors r ≥max{s, d+ 1− s}. This corresponds to studying Ud+1r h∗P (t) for
r ≥max{s, d + 1 − s}.
In Section 3 we derive an explicit formula for the symmetric decomposition of Ud+1r h(t) (Propo-
sition 3.2) by proving a generalized version of symmetric decomposition (Proposition 3.1). In
Section 4, we study the roots of these symmetric decompositions. The following is our main
result.
Theorem 1.1. Let h(t) = h0 + h1t + ⋯ + hsts be a polynomial of degree s ≤ d with nonnegative
coefficients such that
(H) h0 + h1 +⋯ + hi ≥ hd + hd−1 +⋯ + hd−i+1 for all i, and
(S) h0 + h1 +⋯ + hi ≤ hs + hs−1 +⋯ + hs−i for all i.
Then the polynomial Ud+1r h(t) has a nonnegative real-rooted symmetric decomposition whenever
r ≥max{s, d + 1 − s}.
This theorem strengthens results by Higashitani [21] who proved that under the same conditions
Ud+1r h(t) has a log-concave symmetric decomposition whenever r ≥max{s, d + 1 − s}.
To prove Theorem 1.1 we use the method of interlacing polynomials, a powerful method that
gained a lot of recent attention due to its role in the proof of the longstanding Kadison Singer
Conjecture by Marcus, Spielman and Srivastava [25]. A real-rooted polynomial f ∈ R[t] with
roots sk ≤ sk−1 ≤ ⋯ ≤ s1 is said to interlace a real-rooted polynomial g ∈ R[t] with roots
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tm ≤ tm−1 ≤ ⋯ ≤ t1 and we write f ⪯ g if
. . . ≤ s2 ≤ t2 ≤ s1 ≤ t1 .
In Section 2 we collect necessary preliminaries on interlacing polynomials, the operator Udr as
well as symmetric decompositions.
We call a symmetric decomposition (p, q) interlacing if q ⪯ p. In Section 5 we investigate in-
terlacing symmetric decompositions of Ud+1r h(t). We provide a simple characterization (Propo-
sition 5.1) and use it to prove the following.
Theorem 1.2. Let h(t) be a polynomial of degree s ≤ d with nonnegative coefficients and such
that h(t) = tsh(1/t). Then Ud+1r h(t) has a nonnegative interlacing symmetric decomposition for
all r ≥max{s, d + 1 − s}.
We furthermore show that Ud+1r h(t) has a nonnegative interlacing symmetric decomposition
for all polynomials h(t) with nonnegative coefficients and degh(t) ≤ d+12 whenever r ≥ d + 1
(Proposition 5.2).
We conclude in Section 6 by applying our results to h∗-polynomials of dilated lattice polytopes. In
particular, we obtain that the h∗-polynomial of every dilation of a d-dimensional lattice polytope
of degree s has a real-rooted symmetric decomposition whenever the dilation factor r satisfies
r ≥ max{s, d + 1 − s} (Corollary 6.5). If the polytope is Gorenstein then this decomposition is
moreover interlacing (Corollary 6.7).
2. Preliminaries
2.1. Symmetric Decompositions. For a polynomial h(t) ∈ R[t] of degree at most d, we defineId(h(t)) = tdh(1/t) .
If Id(h(t)) = h(t) then h(t) is called symmetric or palindromic (with center of symmetry
at d/2.) Stapledon [34] noted that for every polynomial h(t) of degree at most d there exist
uniquely determined symmetric polynomials p(t) = tdp(1/t) and q(t) = td−1q(1/t) such that
h(t) = p(t) + tq(t). We call (p, q) the symmetric decomposition of h(t). The following was
observed by Brändén and Solus [7].
Lemma 2.1 ([7]). Let h(t) be a polynomial of degree at most d. Then its symmetric decompo-
sition (p, q) is given by
p(t) = h(t) − tId(h)
1 − t and q(t) = Id(h) − h(t)1 − t .
In [34] Stapledon considered also more general symmetric decompositions. For a polynomial h(t)
of degree s ≤ d the co-degree of h(t) is defined by ` ∶= d + 1 − s.
Lemma 2.2 ([34]). Let h(t) = ∑si=0 hiti be a polynomial of degree s ≤ d and let (p, q) be its
symmetric decomposition. Then there are uniquely determined symmetric polynomials p`(t) =∑di=0 p`,iti and q`(t) = ∑s−1i=0 q`,iti satisfying p`(t) = tdp(1/t) and q`(t) = ts−1q`(1/t) such that
(1) (1 + t +⋯ + t`−1)h(t) = p`(t) + t`q`(t) ,
namely
p`,i = h0 +⋯ + hi − hd −⋯ − hd+1−i
and
q`,i = −h0 −⋯ − hi + hs +⋯ + hs−i ,
4 KATHARINA JOCHEMKO
where hi ∶= 0 whenever i /∈ {0,1, . . . , s}. In particular, p`(t) equals p(t) in the symmetric decom-
position of h(t).
Underlying the arguments in [34] is the following observation.
Observation 2.3. The polynomial h(t) as given in Lemma 2.2 satisfies the Properties (H) and(S) if and only if p`(t) = p(t) and q`(t) have nonnegative coefficients.
2.2. Interlacing polynomials. A real-rooted polynomial f ∈ R[t] with roots sk ≤ sk−1 ≤ ⋯ ≤ s1
is said to interlace a real-rooted polynomial g ∈ R[t] with roots tm ≤ tm−1 ≤ . . . ≤ t1, and we
write f ⪯ g, if
. . . ≤ s2 ≤ t2 ≤ s1 ≤ t1 .
In particular, deg g = m is equal to either deg f = k or deg f + 1 = k + 1. For technical reasons
we also set 0 ⪯ f and f ⪯ 0 for all real-rooted polynomials f . The following lemma collects some
basic facts about interlacing polynomials that can, for example, be found in [35].
Lemma 2.4 ([35, Section 3]). Let f, g, h ∈ R[t] be real-rooted polynomials with positive leading
coefficients. Then
(i) g ⪯ f if and only if cg ⪯ df for all c, d ≠ 0.
(ii) h ⪯ f and h ⪯ g implies h ⪯ f + g.
(iii) f ⪯ h and g ⪯ h implies f + g ⪯ h.
(iv) g ⪯ f if and only if f ⪯ tg, if f and g have only nonpositive roots.
A sequence of polynomials f1, . . . , fm is called an interlacing sequence if fi ⪯ fj whenever
i ≤ j. The following results are due to Brändén [5, 6].
Lemma 2.5 ([6, Lemma 8.3]). If f1, f2, . . . , fm and g1, g2, . . . , gm are two sequences of interlacing
polynomials with positive leading coefficients then
f1gm + f2gm−1 +⋯ + fmg1
is real-rooted.
In particular, if f1, f2, . . . , fm is an interlacing sequence of polynomials with positive leading
coefficients then
c1f1 + c2f2 +⋯ + cmfm
is real-rooted for every choice of c1, . . . , cm ≥ 0.
Lemma 2.6 ([5, Lemma 2.3]). Let f1, . . . , fm be polynomials such that fi ⪯ fi+1 for all 1 ≤ i ≤m−1
and such that f1 ⪯ fm. Then fi ⪯ fj for all 1 ≤ i ≤ j ≤ m, that is, f1, . . . , fm is an interlacing
sequence.
In [7] Brändén and Solus studied real-rooted and interlacing symmetric decompositions. A
symmetric decomposition (p, q) is called real-rooted if p and q are both real-rooted. If moreover
q ⪯ p then the symmetric decomposition is called interlacing. The following theorem by Brändén
and Solus [7] characterizes interlacing symmetric decompositions.
Theorem 2.7 ([7, Theorem 2.7]). Let h(t) be a polynomial of degree at most d and let (p, q)
be its symmetric decomposition. If p(t) and q(t) have only nonnegative coefficients, then the
following are equivalent.
(i) q ⪯ p.
(ii) p ⪯ h.
(iii) q ⪯ h.
(iv) Id(h) ⪯ h.
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2.3. Two operators. A fundamental fact about generating function is that for every sequence{an}n≥0 that eventually agrees with a polynomial of degree at most d there is a unique polynomial
h(t) such that
∑
n≥0antn = h(t)(1 − t)d+1 .
Vice versa, via this equation every polynomial h(t) defines such a sequence (see, e.g., [33, Corol-
lary 4.3.1]).
If {an}n≥0 that eventually agrees with a polynomial of degree at most d then the same holds for{arn}n≥0. Thus there is a unique polynomial Ud+1r h(t) such that
∑
n≥0arntn = U
d+1
r h(t)(1 − t)d+1 .
We observe that the map h(t)↦ Ud+1r h(t) defines a linear operator R[t]→ R[t]. Moreover, h(t)
has degree at most d if and only if {an}n≥0 agrees with a polynomial of degree at most d for
all n ≥ 0. In particular, in this case also {arn}n≥0 is given by a polynomial of degree at most d,
and therefore also Ud+1r h(t) has degree at most d. In particular, the symmetric decomposition
of Ud+1r h(t) exists.
To every Laurent series f(t) = ∑∞n=−∞ antn and any natural number r ≥ 1 there are uniquely
defined Laurent series f0, f1, . . . , fr−1 such that
f(t) = f0(tr) + rf1(tr) +⋯ + tr−1fr−1(tr) .
For all 0 ≤ i ≤ r − 1 we define f ⟨r,i⟩ = fi. Then ⟨r,i⟩ defines a linear operator on Laurent series.
This operator extends the definition given in [24] from formal power series to Laurent series.
(Compare also [16] where these operators have been studied in a more general setup.)
The following result relates the two operators Ud+1r and ⟨r,0⟩.
Lemma 2.8 ([4, 10]). For integers r ≥ 1 and d ≥ 0 and any polynomial h(t)
Ud+1r h(t) = (h(t)(1 + t +⋯ + tr−1)d+1)⟨r,0⟩ .
A key element in [24] was the following set of polynomials: For r ≥ 1, d ≥ 0 and 0 ≤ i ≤ r − 1 let
a
⟨r,i⟩
d (t) = ((1 + t +⋯ + tr−1)d)⟨r,i⟩ .
The following result was proved in [24] (compare also Fisk [15, Example 3.76]).
Proposition 2.9 ([24, Proposition 3.4]). For all integers r, d ≥ 1 the polynomials
a
⟨r,r−1⟩
d , a
⟨r,r−2⟩
d , . . . , a
⟨r,0⟩
d
form an interlacing sequence.
Equivalently, by Lemma 2.4,
a
⟨r,0⟩
d , ta
⟨r,r−1⟩
d , ta
⟨r,r−2⟩
d , . . . , ta
⟨r,0⟩
d
is an interlacing family of polynomials. With this definition, Lemma 2.8, can be reformulated as
follows.
Lemma 2.10 ([24]). For integers r, d ≥ 1 and any polynomial h(t)
Ud+1r h(t) = h⟨r,0⟩a⟨r,0⟩d+1 + h⟨r,1⟩ta⟨r,r−1⟩d+1 +⋯ + h⟨r,r−1⟩ta⟨r,1⟩d+1 .
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3. Symmetric decomposition of Ud+1r h(t)
In this section we provide explicit formulas for the symmetric decomposition of Ud+1r h(t).
We need the following slight generalization of Lemma 2.2.
Proposition 3.1. Let h(t) = ∑si=0 hiti be a polynomial of degree s ≤ d, let (p, q) be its symmetric
decomposition and let r ≥ ` = d + 1 − s be an integer. Then there are uniquely determined
symmetric polynomials vr(t) = ∑di=0 vr,iti and wr(t) = ∑r+s−`−1i=0 wr,iti satisfying vr(t) = tdvr(1/t)
and wr(t) = tr+s−`−1wr(1/t) such that
(2) (1 + t +⋯ + tr−1)h(t) = vr(t) + t`wr(t) ,
namely
vr,i = h0 +⋯ + hi − hd −⋯ − hd−i+1
and
wr,i = −h`−r − h`+1−r −⋯ − h`+i−r + hs + hs−1 +⋯ + hs−i ,
where hi ∶= 0 whenever i /∈ {0,1, . . . , s}. In particular, vr(t) = p(t) for all r ≥ `.
Proof. The argument goes along the lines of the proof of Lemma 2.2 given in [34]. Let f(t) =∑i fiti = (1 + t +⋯ + tr−1)h(t). Then f(t) is a polynomial of degree r + s − 1 with
fi = hi + hi−1 +⋯ + hi−r+1 ,
where hi ∶= 0 whenever i /∈ {0,1, . . . , s}. Since d + 1 = ` + s, for all i ≥ ` we obtain
vr,i +wr,i−` = h0 +⋯ + hi − hd −⋯ − hd−i+1−h`−r − h`+1−r −⋯ − hi−r + hs + hs−1 +⋯ + hs−i+`= h0 +⋯ + hi − hd −⋯ − hs+`−i−h`−r − h`+1−r −⋯ − hi−r + hs + hs−1 +⋯ + hs−i+`= hi−r+1 +⋯ + hi= fi ,
and
vr,i = h0 +⋯ + hi = fi
for i < `. Thus, Equation (2) is satisfied. Moreover,
vr,i − vr,d−i = h0 +⋯ + hi − hd −⋯ − hd−i+1 − h0 −⋯ − hd−i + hd +⋯ + hi+1= 0
and
wr,i −wr,r+s−`−1−i = −h`−r − h`−r+1 −⋯ − h`−r+i + hs + hs−1 +⋯ + hs−i+h`−r + h`−r+1 +⋯ + hs−1−i − hs − hs−1 −⋯ − h`−r+1+i= 0
which shows vr(t) = tdvr(1/t) and wr(t) = tr+s−`−1wr(1/t), respectively. Uniqueness of vr(t) and
wr(t) with the assumed properties is easily verified. 
Proposition 3.2. Let h(t) be a polynomial of degree s ≤ d and let (p, q) be its symmetric
decomposition. Let r ≥ 1 and let (p˜, q˜) be the symmetric decomposition of Ud+1r h(t). Then
p˜(t) = (p(t)(1 + t +⋯ + tr−1)d)⟨r,0⟩
and
q˜(t) = 1
t
((h(t)(1 + t +⋯ + tr−1) − p(t))(1 + t +⋯ + tr−1)d))⟨r,0⟩ .
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If furthermore r ≥ ` = d + 1 − s then
q˜(t) = 1
t
(t`wr(t)(1 + t +⋯ + tr−1)d))⟨r,0⟩ ,
where wr(t) is defined as in Proposition 3.1.
Proof. Let f(t) denote Ud+1r h(t). Then, by Lemma 2.1,
p˜(t) = f(t) − tId(f(t))
1 − t .
We have
f(t) = ((p(t) + tq(t))(1 + t +⋯ + tr−1)d+1))⟨r,0⟩
and
tId(f(t)) = td+1(h(1/t)(1 + 1/t +⋯ + 1/tr−1)d+1))⟨r,0⟩= (tr(d+1)(p(1/t) + 1/tq(1/t))(1 + 1/t +⋯ + 1/tr−1)d+1))⟨r,0⟩= (t(p(t) + q(t))(1 + t +⋯ + tr−1)d+1))⟨r,0⟩ .
We thus obtain
f(t) − tId(f(t)) = ((p(t) − tp(t))(1 + t +⋯ + tr−1)d+1))⟨r,0⟩= ((1 − tr)p(t)(1 + t +⋯ + tr−1)d))⟨r,0⟩= (1 − t)(p(t)(1 + t +⋯ + tr−1)d))⟨r,0⟩
which proves the claimed formula for p˜(t). For q˜(t) we observe that
tq˜(t) = f(t) − p˜(t) = ((h(t)(1 + t +⋯ + tr−1) − p(t))(1 + t +⋯ + tr−1)d)⟨r,0⟩ .(3)
If r ≥ ` then, by Proposition 3.1,
h(t)(1 + t +⋯ + tr−1) − p(t) = t`wr(t)
and the claim follows. 
Corollary 3.3. Let h(t) be a polynomial of degree at most d and let (p˜, q˜) be the symmetric
decomposition of Ud+1r h(t).
(i) If h(t) satisfies Property (H) then p˜ has nonnegative coefficients.
(ii) If h(t) has nonnegative coefficients, satisfies Property (S) and r ≥ ` then q˜ has nonnegative
coefficients.
Proof. By Observation 2.3, p(t) has nonnegative coefficients whenever h(t) satisfies Property
(H). From Proposition 3.2 we see that in this case also p˜(t) has nonnegative coefficients. If r ≥ `,
then by Proposition 3.1
wr,i = −h`−r − h`−r+1 −⋯ − h`+i−r + hs + hs−1 +⋯ + hs−i ≥ −h0 − h1 −⋯ − hi + hs + hs−1 + hs−i ≥ 0
where we used that hi ≥ 0 for all i and that h(t) satisfies Property (S). Thus, again by Propo-
sition 3.2, we see that q˜(t) has nonnegative coefficients. 
The bound given in Corollary 3.3 (ii) is optimal. To see that consider a polynomial h(t) of degree
s with h(0) > 0 and symmetric decomposition (p, q). Let (p˜, q˜) be the symmetric decomposition
of Ud+1r 1. By Proposition 3.1,
tq˜ = (((1 + t +⋯ + tr−1)h(t) − p(t))(1 + t +⋯ + tr−1)d)⟨r,0⟩ .
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If r < `, then the leading coefficient of (1 + t + ⋯ + tr−1)h(t) − p(t) equals −pd = −p0 = −h0 < 0
which is equal to the leading coefficient of tq˜.
4. Real-rootedness
The goal of this section is to prove Theorem 1.1. We use the following lemma.
Lemma 4.1. Let p(t) = ∑di=0 piti be a polynomial of degree at most d with nonnegative coefficients
and let ` ≥ 1 be such that
p0 ≤ p1 ≤ ⋯ ≤ p`−1 and pd+1−` ≥ ⋯ ≥ pd−1 ≥ pd .
Then
Udrp(t) = (p(t)(1 + t +⋯ + tr−1)d)⟨r,0⟩
is real-rooted for all r ≥max{d + 1 − `, d+12 }.
Proof. By Theorem 2.10
Udrp(t) = p⟨r,0⟩a⟨r,0⟩d + p⟨r,1⟩ta⟨r,r−1⟩d +⋯ + p⟨r,r−1⟩ta⟨r,r−1⟩d .(4)
Since r ≥ d+12 , p⟨r,i⟩ has degree at most 1 for all i. More precisely,
p⟨r,i⟩ = ⎧⎪⎪⎨⎪⎪⎩pi + pr+it if 0 ≤ i ≤ d − rpi if d − r + 1 ≤ i ≤ r − 1
Since d − r ≤ ` − 1, by assumption we have p0 ≤ p1 ≤ ⋯ ≤ pd−r and pr ≥ ⋯ ≥ pd−1 ≥ pd. From that
we see that
p⟨r,r−1⟩, p⟨r,r−2⟩, . . . , p⟨r,0⟩
is an interlacing sequence. Since, by Propsition 2.9, a⟨r,0⟩d , ta⟨r,r−1⟩d , . . . , ta⟨r,1⟩d is an interlacing
sequence, the claim follows by Lemma 2.5. 
Proof of Theorem 1.1. Let (p˜, q˜) be the symmetric decomposition of Ud+1r h(t). By Proposi-
tion 3.2,
p˜(t) = (p(t)(1 + t +⋯ + tr−1)d)⟨r,0⟩ .
By Lemma 2.2,
pi = h0 + h1 +⋯ + hi − hd − hd−1 −⋯ − hd−i+1 .
Since h(t) has only nonnegative coefficients and satisfies Property (H), p˜ has nonnegative coef-
ficients by Corollary 3.3, and we obtain
p0 ≤ p1 ≤ ⋯ ≤ p`−1 and pd+1−` ≥ ⋯ ≥ pd−1 ≥ pd ,
where ` = d+ 1− s denotes the co-degree as usual. Since r ≥max{s, d+12 } =max{d+ 1− `, d+12 } we
obtain that p˜(t) is real-rooted for all r ≥max{s, d+12 } by Lemma 4.1. The claim for p˜(t) follows
by observing that max{s, d+12 } ≤max{s, d + 1 − s}.
To see that q˜(t) is real-rooted we recall that since r ≥ `, by Proposition 3.2,
tq˜(t) = (t`wr(t)(1 + t +⋯ + tr−1)d)⟨r,0⟩ .
Let
f(t) = t`wr(t) .
Then f(t) is a polynomial of degree r+s−1 and has nonnegative coefficients as was argued in the
proof of Corollary 3.3. In particular, also q˜(t) has only nonnegative coefficients. We distinguish
two cases:
SYMMETRIC DECOMPOSITIONS AND THE VERONESE CONSTRUCTION 9
If s ≤ ` then
f ⟨r,i⟩ = ⎧⎪⎪⎨⎪⎪⎩fi+rt if 0 ≤ i ≤ s − 1fi if s ≤ i ≤ r − 1 .
In particular, f ⟨r,r−1⟩, f ⟨r,r−2⟩, . . . , f ⟨r,0⟩ is an interlacing sequence. Therefore, by Lemma 2.5,
tq˜(t) = f ⟨r,0⟩a⟨r,0⟩d + f ⟨r,1⟩ta⟨r,r−1⟩d +⋯ + f ⟨r,r−1⟩ta⟨r,1⟩d
is real-rooted.
If ` ≤ s then
f ⟨r,i⟩ = ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
fi+rt if 0 ≤ i ≤ ` − 1
fi + fi+rt if ` ≤ i ≤ s − 1
fi if s ≤ i ≤ r − 1 .
We observe that by Proposition 3.1
fi = ⎧⎪⎪⎨⎪⎪⎩0 if i ≤ ` − 1wr,i−` if i ≥ `
= ⎧⎪⎪⎨⎪⎪⎩0 if i ≤ ` − 1−h`−r − h`+1−r −⋯ − hi−r + hs + hs−1 +⋯ + hs−i+` if i ≥ `
In particular, since r ≥ s we have
f` ≤ f1 ≤ ⋯ ≤ fs−1
and therefore by symmetry of wr(t) also
fr+` ≥ fr+`+1 ≥ ⋯ ≥ fr+s−1 .
From this we conclude again that f ⟨r,r−1⟩, f ⟨r,r−2⟩, . . . , f ⟨r,0⟩ is an interlacing sequence and there-
fore ,as above, by Lemma 2.5, that tq˜ and thus q˜ is real-rooted. This finishes the argument. 
Remark 4.2. The proof of Theorem 1.1 actually shows something slightly stronger if h(t) has
small degree: If degh ≤ d+12 then p˜(t) in the symmetric decomposition of Ud+1r h(t) is already
real-rooted whenever r ≥ d+12 .
5. Interlacing Symmetric Decompositions
In this section we investigate when Ud+1r h(t) has an interlacing symmetric decomposition. We
obtain the following characterization.
Proposition 5.1. Let h(t) be a polynomial of degree s ≤ d with nonnegative coefficients that
satisfies Property (H) and (S). For all r ≥ ` = d + 1 − s, Ud+1r h(t) has an interlacing symmetric
decomposition if and only if
Ud+1r h(t) ⪯ Ud+1r (Id+1h(t)) .
Proof. Since r ≥ `, by Theorem 2.7 and Corollary 3.3, Ud+1r h(t) has a symmetric decomposition
if and only if Id(Ud+1r h(t)) interlaces Ud+1r h(t). Since all coefficients of Ud+1r h(t) are nonnegative
this is the case if and only if Ud+1r h(t) interlaces tId(Ud+1r h(t)) = Id+1(Ud+1r h(t)) which equalsId+1(Ud+1r h(t)) = td+1(h(1/t)(1 + 1/t +⋯ + 1/tr−1)d+1)⟨r,0⟩= (tr(d+1)h(1/t)(1 + 1/t +⋯ + 1/tr−1)d+1)⟨r,0⟩= (t(d+1)h(1/t)(1 + t +⋯ + tr−1)d+1)⟨r,0⟩= Ud+1r (Id+1h(t)) .
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
This characterization is used to prove the following result and Theorem 1.2.
Proposition 5.2. Let h(t) be a polynomial of degree s ≤ d+12 with nonnegative coefficients that
satisfies Property (S). Then for all r ≥ d+1, Ud+1r h(t) has an interlacing symmetric decomposition.
Proof. By Lemma 2.10, we have
Ud+1r h(t) = h0a⟨r,0⟩d+1 + h1ta⟨r,r−1⟩d+1 + . . . + hsta⟨r,r−s⟩d+1
and
Ud+1r (Id+1h(t)) = h0ta⟨r,r−(d+1)⟩d+1 + h1ta⟨r,r−d⟩d+1 + . . . + hsta⟨r,r−(d+1−s)⟩d+1 .
Since s ≤ d+1−s, the polynomials a⟨r,0⟩d+1 , ta⟨r,r−1⟩d+1 , . . . , ta⟨r,r−s⟩d+1 , ta⟨r,r−(d+1−s)⟩d+1 , . . . , ta⟨r,r−(d+1)⟩d+1 form
an interlacing sequence and thus we obtain Ud+1r h(t) ⪯ Ud+1r (Id+1h(t)) by repeated application
of Lemma 2.4. Since furthermore Property (H) is automatically satisfied whenever degh ≤ d+12 ,
Ud+1r h(t) has an interlacing symmetric decomposition by Lemma 5.1. 
To prove Theorem 1.2 we use the following generalization of Lemma 2.9. This should be compared
with Fisk [15, Proposition 3.72 & Example 3.76]. Compare also Brändén [6, Section 8].
Lemma 5.3. Let h(t) be a polynomial and for all 0 ≤ i < r and d ≥ 0 let
a
⟨r,i⟩
h,d ∶= (h(t)(1 + t +⋯ + tr−1)d)⟨r,i⟩ .
Then
a
⟨r,i⟩
h,d+1 = a⟨r,0⟩h,d + a⟨r,1⟩h,d +⋯ + a⟨r,i⟩h,d + ta⟨r,i+1⟩h,d +⋯ + ta⟨r,r−1⟩h,d .
In particular, if h(t) is of degree s and has only nonnegative coefficients then
a
⟨r,r−1⟩
h,d , a
⟨r,r−2⟩
h,d , . . . , a
⟨r,0⟩
h,d
is an interlacing family of polynomials all r ≥ s.
Proof. The proof combines the ideas of the proofs of [24, Lemma 3.2] and [24, Proposition 3.4].
Let f(t) = (1 + t +⋯ + tr−1) and g(t) = h(t)(1 + t +⋯ + tr−1)d. We compute
h(t)(1 + t +⋯ + tr−1)d+1 = f(t)g(t)= (f ⟨r,0⟩ + tf ⟨r,1⟩ +⋯ + tr−1f ⟨r,r−1⟩)(g⟨r,0⟩ + tg⟨r,1⟩ +⋯ + tr−1g⟨r,r−1⟩)
= r−1∑
i=0 (ti ∑k+`=i f ⟨r,k⟩(tr)g⟨r,`⟩(tr) + ti+r ∑k+`=i+r f ⟨r,k⟩(tr)g⟨r,`⟩(tr))
= r−1∑
i=0 ti ( ∑k+`=ia⟨r,`⟩h,d (tr) + ∑k+`=i+r(ta⟨r,`⟩h,d )(tr)) .
In particular,
(5) a⟨r,i⟩h,d+1 = a⟨r,0⟩h,d + a⟨r,1⟩h,d +⋯ + a⟨r,i⟩h,d + ta⟨r,i+1⟩h,d +⋯ + ta⟨r,r−1⟩h,d .
Now we assume that h(t) has only nonnegative coefficients and degree s. To prove the second
part of the claim we use induction on d. If d = 0 then
a
⟨r,i⟩
h,0 =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
hi if 1 ≤ i ≤ r − 1
h0 if i = 0 and r > s
h0 + ths if i = 0 and r = s .
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where hi ∶= 0 if i /∈ {0,1, . . . , s}. Thus, in all cases, a⟨r,r−1⟩h,d , a⟨r,r−2⟩h,d , . . . , a⟨r,0⟩h,d is trivially an
interlacing sequence.
If we now assume by induction that a⟨r,r−1⟩h,d , a⟨r,r−2⟩h,d , . . . , a⟨r,0⟩h,d is an interlacing sequence then, by
Proposition [24, Proposition 2.2] together with Equation (5), also a⟨r,r−1⟩h,d+1 , a⟨r,r−2⟩h,d+1 , . . . , a⟨r,0⟩h,d+1 is
an interlacing sequence. 
Proof of Theorem 1.2. Since r ≥ s, by Lemma 5.3, a⟨r,0⟩h,d , ta⟨r,r−1⟩h,d , . . . , ta⟨r,1⟩h,d , ta⟨r,0⟩h,d is an interlac-
ing sequence. We furthermore observe
Ud+1r (tkh(t)) = (tkh(t)(1 + t +⋯ + tr−1)d+1)⟨r,0⟩ = ta⟨r,r−k⟩h,d+1
for 1 ≤ k ≤ r. In particular, since d + 1 − s ≤ r,
Ud+1r h(t) = a⟨r,0⟩h,d ⪯ ta⟨r,r−d+s−1⟩h,d = Ud+1r (td−s+1h(t)) = Ud+1r (Id+1h(t)) .
We moreover observe that Properties (H) and (S) are automatically satisfied for symmetric
polynomials with nonnegative coefficients. Thus, by Proposition 5.1, Ud+1r h(t) has an interlacing
decomposition for r ≥max{s, d + 1 − s}. 
The bound in Theorem 1.2 is optimal. Indeed, if we consider polynomials of the form h(t) = 1+ts,
and let (p˜, q˜) be the symmetric decomposition of Ud+1r h(t) then, by Corollary 3.3, p˜ has only
nonnegative coefficients for all r ≥ 0. If q˜ interlaces p˜ then also the coefficients of q˜ are nonnegative
as all roots have to be nonpositive. At the end of Section 3 we argued that r thus needs to be
greater or equal to d + 1 − s. Furthermore, if q˜ interlaces p˜, then Ud+1r h(t) is real-rooted. In [24,
Section 5] it was shown that for h(t) = 1 + ts the bound r ≥ s is sharp for Ud+1r h(t) to be
real-rooted.
We have seen that Ud+1r h(t) has an interlacing decomposition for all r ≥ d + 1 if h(t) has small
degree (Proposition 5.2) and for r ≥max{s, d+ 1− s} if h(t) is symmetric (Theorem 1.2). Based
on computational experiments we believe that these bounds might constitute general uniform
bounds.
Question 1. Let h(t) be a polynomial of degree s ≤ d with nonnegative coefficients that satisfies
Properties (H) and (S). Does Ud+1r h(t) have an interlacing symmetric decomposition for all
r ≥ d + 1 (possibly even for r ≥max{s, d + 1 − s})?
6. Ehrhart theory
A lattice polytope in Rd is defined as the convex hull of finitely many points in the integer
lattice Zd. Ehrhart theory is concerned with counting lattice points in lattice polytopes and
their integer dilates. For a comprehensive introduction to Ehrhart theory we recommend [3].
Ehrhart [13] proved the following fundamental theorem.
Theorem 6.1 ([13]). Let P be a lattice polytope in Rd. Then ∣nP ∩Zd∣ agrees with a polynomial
EP (n) of degree dimP for all integers n ≥ 0.
The polynomial EP (n) is called the Ehrhart polynomial of P . The h∗-polynomial h∗P (t) of a
polytope P encodes EP (n) in a particular basis. If P is d-dimensional, then the relation between
h∗P (t) and EP (n) is given by ∑
n≥0EP (n)tn = h
∗
P (t)(1 − t)d+1 .
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In particular, the degree of h∗P is at most d. A fundamental question in Ehrhart theory is to
characterize Ehrhart polynomials. The coefficients of the Ehrhart polynomial can be negative and
rational in general. In contrast, Stanley [30] showed that the h∗-polynomial has only nonnegative
integer coefficients.
Theorem 6.2 ([30]). Let h∗P (t) = h0 + h1t +⋯hdtd be the h∗-polynomial of a lattice polytope P .
Then hi ∈ Z≥0 for all 0 ≤ i ≤ d.
Subsequently, Hibi [19] and Stanley [32] proved the following fundamental families of inequalities
for the coefficients of the h∗-polynomial.
Theorem 6.3 ([19]). Let h∗P (t) = h0+h1t+⋯hdtd be the h∗-polynomial of a d-dimensional lattice
polytope P . Then
h0 + h1 +⋯ + hi ≥ hd + hd−1 +⋯ + hd−i+1 for all 0 ≤ i ≤ d .
Theorem 6.4 ([32]). Let h∗P (t) = h0+h1t+⋯hsts be the h∗-polynomial of a d-dimensional lattice
polytope P , degh∗P = s ≤ d. Then
h0 + h1 +⋯ + hi ≤ hs + hs−1 +⋯ + hs−i for all 0 ≤ i ≤ d .
In summary, Theorems 6.2, 6.3 and 6.4 show the h∗-polynomial of a lattice polytope has nonneg-
ative coefficients and satisfies Properties (H) and (S). Furthermore, for any d-dimensional lattice
polytope P and any dilation factor r ∈ Z>0
∑
n≥0ErP (n)tn = h
∗
rP (t)(1 − t)d+1 = Ud+1r h∗P (t)(1 − t)d+1 .
Thus, we obtain the following corollary to Theorem 1.1.
Corollary 6.5. Let P be a d-dimensional lattice polytope and let h∗P (t) = h0 + h1t + ⋯ + hsts,
degh∗P = s ≤ d, be the h∗-polynomial of P . Then h∗rP (t) has a real-rooted symmetric decomposition
for all integers r ≥max{s, d + 1 − s}.
A lattice polytope P in Rd is called reflexive if
P = {x ∈ Rd∶Ax ≤ 1} ,
up to a translation by a vector in Zd, where A is an integer matrix and 1 denotes the all 1s
vector. A polytope P is called Gorenstein if P has an integer dilate `P that is reflexive.
Hibi [20] showed that a polytope P is reflexive if and only if h∗P (t) = tdh∗P (1/t). Stanley [29]
extended this characterization to Gorenstein polytopes.
Theorem 6.6 ([29]). Let P be a d-dimensional lattice polytope with h∗-polynomial h∗P (t) =
h0 + h1t +⋯ + hsts, degh∗P = s. Then P is Gorenstein if and only if h∗P (t) = tsh∗P (1/t).
From Theorems 1.2 and 6.6 we immediately obtain the following.
Corollary 6.7. Let h∗P (t) be the h∗-polynomial of a d-dimensional Gorenstein lattice polytope.
Then h∗rP (t) has an interlacing decomposition whenever r ≥max{s, d + 1 − s}.
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