Antiparasitic resistance in malaria is a growing concern affecting many areas of the eastern world. Since the emergence of artemisinin resistance in the late 2000s in Cambodia, research into the underlying mechanisms has been underway. The 2019 Malaria Dream Challenge posited the task of developing computational models that address important problems in advancing the fight against malaria. The first goal was to accurately predict Artemisinin drug resistance levels of Plasmodium falciparum isolates, as quantified by the IC 50 . The second goal was to predict the parasite clearance rate of malaria parasite isolates based on in vitro transcriptional profiles. In this work, we develop machine learning models using novel methods for transforming isolate data and handling the tens of thousands of variables that result from these data transformation exercises. This is demonstrated by using massively parallel processing of the data vectorization for use in scalable machine learning. In addition, we show the utility of ensemble machine learning modeling for highly effective predictions of both goals of this challenge. This is demonstrated by the use of multiple machine learning algorithms combined with various scaling and normalization preprocessing steps. Then, using a voting ensemble, multiple models are combined to generate a final model prediction.
Introduction
Malaria is a serious disease caused by parasites belonging to the genus Plasmodium which are vectored by Anopheles mosquitoes in the genus. The World Health Organization (WHO) reports that there were 219 million cases of malaria in 2017 across 87 countries 1 . Plasmodium falciparum poses one of greatest health threats in the eastern world, being responsible for 62.8% of malaria cases in southeast Asia in 2017 1 .
Artemisinin-based therapies are among the best treatment options for malaria caused by P. falciparum 2 . However, emergence of artemisinin resistance in Thailand and Cambodia in 2007 has been cause for research 3 . While there are polymorphisms in the kelch domain-carrying protein K13 in P. falciparum that are known to be associated with artemisinin resistance, the underlying molecular mechanism that confers resistance remain unknown 4 . The established pharmacodynamics benchmark for P. falciparum sensitivity to artemisinin-based therapy is the parasite clearance rate 5, 6 . Resistance to artemisinin-based therapy is considered to be present with a parasite clearance rate greater than 5 hours 7 . By understanding the genetic factors that affect resistance in malaria, targeted development can occur in an effort to abate further resistance or infections of resistance strains. The transcription data was collected as described in Table 2 . The transcription data set consists of transcription values for 100 MAL genes (SNARE protein-coding genes 9 ) followed by 5,440 PF3D7 genes (circumsporozoite protein-coding genes 10 ). The MAL genes are 92 non-coding RNAs while the PF3D7 genes are protein coding genes. The feature to predict is DHA_IC50. 
Training Set

Data Preparation
We used Apache Spark 11 , to pivot the dataset such that each isolate was its own row and each of the transcription values for each gene and attributes (i.e. timepoint, treatment, biological replicate) combination was its own column. This exercise transformed the training dataset from 272 rows and 5,546 columns to 30 rows and 44,343 columns, as shown in Table 3 . We completed this pivot by slicing the data by each of the eight combinations of timepoint, treatment, and biological replicate, dynamically renaming the variables (genes) for each slice, and then joining all eight slices back together.
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Example code shown below in the section labeled code 1. By using the massively parallel architecture of Spark, this transformation can be completed in a minimal amount of time on a relatively small cluster environment (e.g., <10 minutes using a 8-worker/36-core cluster with PySpark on Apache Spark 2.4.3). .join(hr24_trDHA_br2, "Isolate", how='left') \
24
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.join(hr6_trUT_br2, "Isolate", how='left') Table 3 . Post-transformation format of the IC 50 model training data.
Lastly, the dataset is then vectorized using the Spark VectorAssembler, and converted into a Numpy 12 -compatible array. Example code shown below in Code 1. Vectorization allows for highly scalable parallelization of the machine learning modeling in the next step. 
Machine Learning
We used Microsoft Azure Machine Learning Service as the tracking platform for retaining model performance metrics as the various models were generated. For this use case, 498 machine learning models were trained using various scaling techniques and algorithms. We then created two ensemble models of the individual models using Stack Ensemble and Voting ensemble methods.
The Microsoft AutoML package allows for the parallel creation and testing of various models, fitting based on a primary metric. For this use case, models were trained using Decision Tree, Elastic Net, Extreme Random Tree, Gradient Boosting, Lasso Lars, LightGBM, RandomForest, and Stochastic Gradient Decent algorithms along with various scaling methods from Maximum Absolute Scaler, Min/Max Scaler, Principal Component Analysis, Robust Scaler, Sparse Normalizer, Standard Scale Wrapper, Truncated Singular Value Decomposition Wrapper (as defined in Table 14 ). All of the machine learning algorithms are from the scikit-learn package 13 except for LightGBM, which is from the LightGBM package 14 . That the settings for the model sweep are defined in Table 4 . The 'Preprocess Data?' parameter enables the scaling and imputation of the features in the data. 
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Once the 498 individual models were trained, two ensemble models (voting ensemble and stack ensemble) were then created and tested. The voting ensemble method makes a prediction based on the weighted average of the previous models' predicted regression outputs whereas the stacking ensemble method combines the previous models and trains a meta-model using the elastic net algorithm based on the output from the previous models. The model selection method used was the Caruana ensemble selection algorithm 15 .
Results
The voting ensemble model (using soft voting) was selected as the best model, having the lowest normalized Root Mean Squared Error (RMSE), as shown in Table 5 . All 500 models trained are reported in Table 6 . Having a normalized RMSE of only 0.1228 and a Mean Absolute Percentage Error (MAPE) of 24.27%, this model is expected to accurately predict IC 50 in malaria isolates. 
Metric Value
Normalized Root Mean Squared Error 0.1228 Root Mean Squared Log Error 0.1336 Normalized Mean Absolute Error 0.1097 Mean Absolute Percentage Error 24.27 Normalized Median Absolute Error 0.1097 Root Mean Squared Error 0.3398 Explained Variance -1.755 Normalized Root Mean Squared Log Error 0.1379 Median Absolute Error 0.3035 Mean Absolute Error 0.3035
Prediction of Resistance Status
The second task of this work was to create a machine learning model that can predict the parasite clearance rate (fast versus slow) of malaria isolates. When resistance rates change in a pathogen, it can be indicative of regulatory changes in the pathogen's genome. These changes can be exploited for the prevention of further resistance spread. Thus, a goal of this work is to understand genes important in the prediction of artemisinin resistance.
Materials and Methods
An in vivo transcription data set from Mok et al., (2015) Science 16 was used to predict the parasite clearance rate of malaria parasite isolates based on in vitro transcriptional profiles. See Table 8 .
The training data consists of 1,043 isolates with 4,952 genes from the malaria parasite, Plasmodium falciparum. For each malaria parasite isolate, transcription data was collected for various PF3D7 genes. The form of the training dataset contains 16 .
Data Preparation
The training data for this use case did not require the same pivoting transformations as in the last use case as each record describes a single isolate. Thus, only the vectorization of the data was necessary, which was performed using the Spark VectorAssembler and then converted into a Numpy-compatible array 12 . Example code shown below in Code 1. Note that this vectorization only kept the numerical columns, which excludes the Country, Kmeans_Grp, and Asexual_stage__hpi_ attributes as they are either absent or contain non-matching factors (i.e. different set of countries) in the testing data. 
Machine Learning
Once the 98 individual models were trained, two ensemble models (voting ensemble and stack ensemble) were then created and tested as before. Table 9 . Model search parameter settings for the clearance rate model search.
Results
The voting ensemble model (using soft voting) was selected as the best model, having the highest Area Under the Receiver Operating Characteristic curve (AUC), as shown in Table 11 . The top 10 of the 100 models trained are reported in Table 10 .
Having a weighted AUC of 0.87 and a weighted F1 score of 0.80, this model is expected to accurately predict isolate clearance rates.
Feature Importance
Feature importances were calculated using mimic-based model explanation of the ensemble model. The mimic explainer works by training global surrogate models to mimic blackbox models. The surrogate model is an interpretable model, trained to approximate the predictions of a black box model as accurately as possible. See Figure 6 and 
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Rank PF3D7 Gene "Fast" Importance "Slow" Importance Overall Importance Discussion By using distributed processing of the data preparation, we can successfully shape and manage large malaria datasets. We efficiently transformed a matrix of over 40,000 genetic attributes for the IC 50 use case and over 4,000 genetic attributes for the resistance rate use case. This was completed with scalable vectorization of the training data, which allowed for many machine learning models to be generated. By tracking the individual performance results of each machine learning model, we can determine which model is most useful. In addition, ensemble modeling of the various singular models proved effective for both tasks in this work.
The resulting model performance of both the IC 50 model and the clearance rate model show relatively adequate fitting of the data for their respective predictions. While additional model tuning may provide a lift in model performance, we have demonstrated the utility of ensemble modeling in these predictive use cases in malaria.
In addition, this exercise helps to quantify the importance of genetic features, spotlighting potential genes that are significant in artemisinin resistance. The utility of these models will help in directing development of alternative treatment or coordination of combination therapies in resistant infections. Contrary to PCA, this estimator does not center the data before computing the singular value decomposition. This means it can efficiently work with sparse matrices.
Supplementary Materials
Scaling and Normalization Description
SparseNormalizer
Each sample (each record of the data) with at least one non-zero component is re-scaled independently of other samples so that its norm (L1 or L2) equals one Table 14 . Scaling function information for machine learning model search.
All code, datasets, models, and results are hosted at github.com/colbyford/malaria_DREAM2019.
