In this paper we investigate the behavior of data prefetching on an access decoupled machine and a superscalar machine. W e assess if there are benefits to using the decoupling paradigm given that an out-oforder (0-0-0) 
Introduction
The future of high performance microprocessor design is to provide improved performance by extracting higher degrees of instruc level parallelism. In superscalar architectures parallelism is exploited by reordering instructions within an instruction window and issuing multiple independent instructions per cycle. However as processor speeds increase and issue widths get larger the cost of a main memory access is becoming relatively more expensive. One solution is to hide memory latency by data prefetching.
Data prefetching is a technique that hides memory latency by overlapping access and data operations. Data prefetching can be implemented in either hardware [6] and software [3] or a hybrid [4] of both schemes. However as memory latencies become relatively more expensive the number of independent overlapped instructions required to hide the access times increases. Larger instruction windows are therefore required to detect independent instructions that can execute in parallel with memory access operations.
The pressure to increase window sizes is also driven [ll] . Since delays in issue logic will be critical to processor clock there is a need to consider archit,ectures that simplify issue window logic.
To solve the window complexity problem some architectures use separate microclusters. Microclusters may share or have a dedicated instruction window, but each has its own register file and function units. This simplifies window logic by flagging instructions for execution on particular microclusters, and reduces the size of the instruction window, but can limit the number of instructions issued per cycle.
Access decoupling is a latency hiding technique that pa.rtitions a programs -statically or dynamicallyinto two separate instruction streams in order prefetch data aggressively [l, 10, la] . The instruction streams are loosely coupled. One stream, executed on an address unit (AU), prefetches data for the second stream, executed on a data unit (DU). Memory accesses can then be pipelined to tolerate large memory latencies provided the two streams can decoupled sufficiently.
In principle the same level of prefetching in an access decoupled machine could be achieved with an outof-order (0-0-0) superscalar architecture. The question is then "why should designers consider using the decoupling paradigm?"
Memory latencies are typically 20-50 cycles whereas arithmetic function latencies are 2-5 cycles (excluding divide (and intrinsics). A system could easily tolerate a small degree of 0-0-0 execution amongst arithmetic operations provided loads could slip by a large amount with respect to arit,hmetic operations. This slippage between arithmetic and load operation is exactly what occurs in a decoupled machine. In effect, we can im-plement a small instruction window for arithmetic and access operations provided the latter can slip by a large amount with respect to the former.
In answer to our question, we believe that an access decoupled machine can be viewed as a variant of a microcluster architecture with two separate instruction windows. The asynchronously executing units, through code partition and dynamic slippage, combine the benefits of reducing window logic complexity with data prefetching.
In this paper we compare the relationship between window size and memory latency for an access dccoupled machine (DM) and a single window 0-0-0 superscalar machine (SWSM). We also evaluate the size of window required by the SWSM to achieve the same performance as the DM.
The thesis of this paper is developed in the following way. In sectmion 2 we outline the DM and SVC' SM. In section 4 we describe our simulation technique. In section 3 we discuss the notion of the effective single window (ESW) to help explain some of our findings.
In section 5 we present the results of our work. Finally in section 6 we draw together our findings and suggest avenues for future work in this area.
T h e Architectural Models
The access decoupled machine (DM) modelled in our experiments is shown in Figure 1 . The machine consists of two separate out-of-order (0-0-0) superscalar processors, the address unit (AU) and the data unit (DU), responsible for executing the access and data operations. Each unit has is own separate instruction window, functional units and register files. The units can share results by moving data between register files. The number of instructions issued per cycle is determined by the issue width.
The decoupled memory lies between the two superscalar pipelines and the rest of the memory system. The decoupled memory receives addresses from the AU and sends them to the memory system. When a referenced value is returned the decoupled memory buffers the value until it is requested by the DU. Requests from the decoupled memory take a single cycle. AU self loads are executed in a similar way. Previously the decoupled memory has been implemented through the use of queues [l, 101. The single window superscalar machine There are different types of hardware, software and hybrid schemes for data prefetching. For SWSM we use a hybrid scheme. Every memory operation comprises two instructions, a prefetch and an access operation. The prefetch instruction pre-loads data into the prefetch buffer ahead of the access operation. Prefetch operations, unlike software schemes, are allowed to begin execution as soon as runtime resources allow. Using this scheme we gain the benefits of exact address computation with dynamic execution. The prefetch buffer is a fully associative buffer responsible for storing prefetched data. Requests from the prefetch buffer take a 1 cycle.
The memory system consists of the main memory but may also be composed of first or second level caches. We are not concerned with a detailed simulation of the memory system; instead we model its execution by considering every access to have a fixed cost. The fixed cost we refer to as the memory dzfferentzal (MD). The memory differential is the difference in time between a register and memory system access. The purpose of all latency hiding techniques is to eliminate any perceived memory differential.
The Effective Single Window (ESW)
An advantage of the DM is that the dynamic slippage between the window of instructions on the AU and DU means that the effective single window size can be greater than the sum of the individual units' window sizes. Figure 2 illustrates the idea of the ESW.
The diagram shows the streams for the AU, DU and a single instruction stream. In the single instruction stream the instructions are shown in program order (with later instructions appearing further down the page) and labelled with the units on which they execute in the DM. The diagram shows that, due to the dynamic slippage between the units, the AU is executing instruction further into the instruction stream than the DU. The ESW is the minimum size of window required to buffer all instructions from the oldest DU instruction to the youngest AU instruction. There is no speculative execution but we assume loop closing branches have been removed by optimisations like loop unrolling and branch prediction. Data I MDG I T R A , C K dependency analysis is perfect and false dependencies are removed by renaming. The purpose of examining such an ideal case is to provide the best opportunity for prefetching data, to have high instruction level parallelism (ILP) and to place the greatest pressure on the latency hiding mechanism.
The issue width used for the AU and DU were 4 and 5 respectively. These widths were found to be an optimal configuration in [8] . An issue width of 9 instructions was used for the SWSM.
E.xperimenta1 Results
In this section we present the major findings of the paper. For the purposes of this paper we have selected three representative programs that exhibit the range of observed behavior. The three selected programs were FL052Q, MDG and TRACK. Table 1 '.4n MD of 60 was chosen because it is comparable t o the cost of i i second level cache miss (the pentium P r o has 50 cycle L2 miss latency [2] ) and it assumes a weak memory system capable of capturing no locality. In practice for a high performance architecture t h e memory system will be able t o reduce the average access time by using first and second level caches. and 60 cycles. When MD is 0 we see that for small window sizes the DM performs better than the SWSM with same window size. This is due to the DM having two windows for reordering operations compared to one for the SWSM. This means there are fewer resource conflicts for window slots and greater scope for reordering operations. It will also be noticed that the graphs show the law of diminishing returns for increasing window size; once window sizes are above 10 instructions, doubling the size does not double the speedup. All the programs reach a cut-off point for window sizes between 40 and 80 instructions when the SWSM performs more effectively. This is due the benefit of the larger instruction issue width available to the SWSM. This benefit is only realised once the instruction window is large enough to utilise the available issue width.
In Figures 4, 5 and 6 we see that once MD reaches 60 cycles there is no cut-off point when the SWSM performs better than the DM. This results applies even for very large windows of 100 instruction slots. The difference between the performance of the two machines must be solely due to the more effective data prefetching of the DM. Operations on the SWSM which on DM would have been executed on the DU, are causing address computations to execute later, reducing the pipelining of memory accesses and decreasing the effectiveness of the data prefetching. The difference in performance between the two machines is also dependent on the type of program. For FLO52Q which is highly parallel the gap between the DM and SWSM is large. However, for TRACK which has little parallelism there is little difference between the two architectures.
We can state therefore that for all the programs we have simulated the DM is more effective at hiding large memory latencies than the SWSM. The difference in performance is dependent on the parallelism and decoupling in the program. Programs that decouple well show the largest improvement in performance for the DM. Figures 7, 8 and 9 show, for a range of memory differentials, the ratio of the SWSM and DM window sizes that yield equivalent performance. We will refer to this ratio as the equivalent wandow ratio. The ratio was derived by projecting from the DM graph to SWSM graph in Figures 4,5 and 6 . The graphs show the way in which the ratio varies as a function of the memory latency. It can be seen that as latencies approach 60 cycles the ratio gets larger. This is due solely to the more effective data prefetching of the access decoupled machine. As the memory latency increases, the DU waits longer for data to arrive and the slippage between the two units grows. This means conceptua!ly that the effective single window size (see Figure 3) for DM gets larger. In order for the SWSM to achieve equivalent performance it requires a correspondingly larger window.
The graphs in Figures 7, 8 and 9 also show that as the DM window size is increased the equivalent window ratio reduces. This is due to the SWSM architecture being able to reorder operations to a similar degree as the DM, and also the benefits of the larger issue width.
Significantly it can be observed that for a realistic DM window size of 30 icstructions and a memory latency of 60 cycles, the required increase in window size for equivalent SWSM performance is dependent on the program, but lies between 2.5 to 5. Experiments with the other benchmark programs have also been found to fall within this range. Larger windows introduce extra hardware complexity and longer window logic delays '. We can state therefore that the DM requires smaller instruction windows and hence simpler window logic.
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, , , Having shown that the DM performs consistently better than the SWSM we now compare the latency hiding effectiveness of the DM against a perfect latency hiding technique (one in which all the memory differential is hidden). However there eventually comes a point when the larger window size allows more operations to execute in parallel and the LHE starts to improve. For six of the programs this point is between 40 to 50 instructions. This result suggests that for realistic window sizes (1 to 30 instructions), increasing the window size will result in the latency hiding mechanism of the DM performing less effectively. Table 1 also shows that even with large window sizes we do not approach the LHE of an DM with unlimited resources.
Our findings show that for realistic window sizes the DM can hide latencies better than SWSM but that as the window size increases its effectiveness at hiding latency deteriorates. This illustrates the tensions that exist between having greater parallelism and the access decoupling mechanism. As the window size get larger, the instruction level parallelism increases and the execution times fall. However the extra parallelism places greater pressure on the decoupling mechanism resuiting in a decrease in LHE. The result is that more of the critical path time is now composed of the memory differential. There comes a point however,
when the AU window is large enough t,o compensate for the extra parallelism on the DU, and more address operations can be pipelined to hide the latency. In tlhe short to medium term high performance architectures will have window sizes in the range that shows (a reduction in the LHE. In future work we will investigate mechanisms to improve the latency hiding of the DM. One possibility is a bypass mechanism which captures the temporal locality exposed by decoupling [7] .
Conclusion and Future Work
This paper has focused on two objectives in the design space of future microprocessors; the need to B z B Figure 9 : TRACK hide large memory latencies and the need to reduce the complexity of window issue logic. We have investigated the use of data prefetching on an access decoupled machine and a single window 0-0-0 superscalar architecture.
In this paper we have examined the relationship between memory latency, window size and speedup for the two architectures. In order to remove the impact of other architectural issues we have assumed an idealistic environment. This environment provides good conditions for data prefetching, high levels of ILP and places the, greatest pressure on the latency hiding mechanism.
We have found that the DM is more effective at hiding memory latency than the SWSM. For large memory differentials (60 cycles) we have found that even for large window sizes of 100 instructions, the DM consistently performs better than the SWSM. Our results have also shown that to achieve the same speedup as an DM the SWSM needs a window size between 2.5 to 5 larger. The increase in window size required to achieve equivalent performance on the SWSM was also found to increase with larger latencies.
To explain some of our findings we have introduced the concept of the effective single window. The ESW conceptually illustrates how the DM is able t o perform better than an architecture with twice the size of instruction window.
Our results have also shown how the latency hiding effectiveness of the DM decreases as the window size increases to 40 instructions. Though the speedup did increase with larger window size the DM was not found to be as effective at hiding latency. However when windows were greater than 50 instructions the LHE was found to improve. This behavior illustrates the tensions that exist between higher ILP and the access decoupling mechanism. This paper has shown that access decoupling can combine the benefits of latency hiding with simplifying the window logic complexity. We conclude therefore that there is a need for further work in the use of access decoupling. In future work we will examine the effects of code expansion on the DM and SWSM. We will also compare the difference in performance between a static and dynamic partition of the code on the DM.
