Finite-element, transient heat transfer analyses were performed for the first-stage blades of the space shuttle main engine (SSME) high-pressure fuel turbopump. The analyses were based on test engine data provided by Rocketdyne. Heat transfer coefficients were predicted by performing a boundarylayer analysis at steady-state conditions with the STAN5 boundary-layer code. Two different peak-temperature overshoots were evaluated for the startup transient. Cutoff transient conditions were also analyzed. A reduced gas temperature profile based on actual thermocouple data was also considered. Transient heat transfer analyses were conducted with the MARC finite-element computer code.
Introduction
The purposes of this study were to calculate the thermal response in an SSME turbine blade for subsequent structural analysis and to gain greater understanding of blade damage modes, convective cooling effects, and the effects of changes in gas profile. The heat transfer analyses were performed by using a nonlinear, three-dimensional, finite-element analysis computer code. The calculated metal temperature distribution and history were then used for a nonlinear structural analysis of the blade with the same three-dimensional, finite-element analysis computer code.
Experimental measurements of gas temperature profiles in the SSME turbopumps are difficult to obtain because of the severe operating environment within the SSME. However, the operating temperatures of the turbine blade in rocket engine turbopumps are primarily a function of the hot gas flow and cooling. The temperature field is determined by the heat transfer from the hot gas to the blade. This heat transfer and its variations are determined from knowledge of the gas film coefficients. The temperature gradient through a blade is governed by such factors as blade geometry; location of shrouds, platforms, dampers, etc. ; and the presence of coating material. Determining blade temperatures at the startup and cutoff of an engine cycle is difficult because of the complex nature of flow through an accelerating turbine. Thus, the timetemperature history profile at the startup transient, during steady state, and at cutoff was obtained through a combination of analytical and experimental results.
In the past, first-stage turbine blades in the high-pressure fuel turbopump (HPFTP) of the space shuttle main engine have undergone cracking near the blade shank region and at the airfoil leading edge adjacent to the platform. These cracks apparently were initiated during the first few mission cycles by severe thermal transients and were propagated by vibratory excitation. To achieve the necessary durability, these blades are currently being cast by using directional solidification. Single-crystal alloys are being considered for future SSME applications. Since the primary interest herein was in the airfoil region, the platform and shank were excluded from the finiteelement model to reduce the size of the problem and the related computing time. Also, knowledge of flow conditions at the platform, shank, and fir tree was lacking. The flow conditions at the shank and fir tree involve the mixing of hot main-stage gas with hydrogen coolant flowing up the disk. Details of this process are not known, and hardware evidence indicates that the thermal environment in these regions varies widely.
First-stage blades in modem, high-pressure gas turbines generally require film cooling. However, adding a layer of cooling air over the surface reduces turbine efficiency. To minimize this loss in efficiency, it is necessary to predict the external heat transfer coefficient during the airfoil design. Stepka (ref. 1) shows that the greatest improvement in the accuracy of metal temperature, and hence blade life prediction, can be achieved by improving the prediction of the external heat transfer coefficients. Therefore, accurate boundary-layer analysis and well-defined surface heat loads, aerodynamic losses, and boundary conditions will substantially improve the accuracy of heat transfer analyses. This report addresses the problems of calculating the thermal response of hightemperature gas-path components, such as turbopump blades in space power propulsion systems. The first-stage HPFTP blade in the SSME was selected for this study. A threedimensional, finite-element heat transfer analysis based on an engine test cycle was performed by using the MARC finiteelement code (ref. 2).
Analytical Procedure
A three-dimensional, finite-element model of the airfoil ( fig. 1) Lewis and Lockheed models was that the blade base and most of the platform were omitted for the MARC heat transfer analysis in order to reduce the size of the problem as well as the computing cost for subsequent cyclic structural analysis. Analysis of the shank region was also hindered by lack of knowledge as to its thermal environment. The airfoil had a span length of 2.2 cm and a span-to-chord-width aspect ratio of approximately unity.
The finite-element formulation in MARC for the temperature at time t can be expressed as Temperature T within the element is interpolated from the nodal values of the element through the interpolation functions N as given in equation (1) . The governing equation of the heat transfer problem is In equation (2), C( T) and K ( T ) are the temperaturedependent heat capacity and thermal conductivity matrices, respectively; Tis the nodal temperature vector; T is the time derivative of the temperature vector; and Q is the heat flux vector.
The backward difference scheme selected for discretizing the time variable in equation (2) yields the following expression: Equation (3) computes nodal temperatures for each time-step increment.
For evaluating temperature-dependent matrices, the temperatures at two previous steps provide a linear (extrapolated) temperature description over the desired interval.
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This temperature is then used to obtain average thermal properties of the material f over the interval to be used in equation (3) . The finite-difference flow mesh used in the computation is shown in figure 3 . The airfoil tip and hub cross-sectional geometries that were input into the flow codes are shown in figure 4 . Rocketdyne supplied the inlet gas temperature and pressure distributions (table I). The STAN5 program uses air properties. To simulate the hydrogen/oxygen flow phenomenon, the Reynolds number was adjusted to maintain dynamic similarity. The leading edge of an airfoil poses a special problem for the STAN5 program in that a boundary-layer profile is required and therefore the calculations cannot start from a stagnation point. Gaugler (ref. 7) modified the STAN5 program by adding a subroutine to calculate the laminar boundary-layer profile on a cylinder at a specified surface distance from the stagnation line. However, when an attempt was made to get detailed heat transfer results in the cylindrical leading-edge region, the heat transfer coefficient predicted in that region did not agree with experimental correlation. Up to about 30" from stagnation, the STAN5 results were strongly dependent on the starting point, do. 
where Nud is the Nusselt number based on the leading-edge diameter, Red is the Reynolds number based on the freestream approach velocity and the leading-edge diameter, Pr is the fluid Prandtl number, and 4 is the angle, in degrees, from the stagnation point.
Equation (6) is usually applicable only to laminar flow calculations for high-speed gas turbines. However, it was introduced into this analysis since angle effects were included. To account for transitional effects into turbulence, the average 
Equation (7) by multiplying the results obtained from equation (6) The calculated heat transfer coefficients along the airfoil surfaces from the leading to the trailing edge are shown in figure 5. The heat transfer coefficients varied by no more than 20 percent at any axial location over most of the airfoil surface. Boundary-layer analysis showed higher heat transfer coefficients at the leading edge than at the trailing edge. Because of flow compression at the stagnation point, the heat transfer coefficients varied primarily from rapid changes in surface velocity.
To simplify the airfoil heat transfer analysis, the following assumptions were made: (1) radial hot-gas temperature profiles were very small, (2) circumferential variations in hot-gas temperature distribution were also small, and (3) the blade tip was insulated. Boundary conditions that reflected cooling by hydrogen fuel at the blade-to-disk attachment region were imposed by activating the MARC user subroutine FORCDT. The gas temperature was assumed to be constant over the airfoil surface at each time step. Boundary-layer predictions at full power level conditions were input into the thermal model by means of the MARC user subroutine FILM. Similarly, hot-gas temperature and Reynolds number histories were incorporated in the input. Figure 6 .-Turbine inlet gas temperature (cutoff transient).
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To obtain transient boundary conditions for both heated and cooled surfaces along the airfoil, these boundary-condition values were scaled according to the transient flow and temperature. In this scaling procedure, the flow was assumed to be turbulent. The steady-state heat transfer coefficients were adjusted by a factor that is the ratio of the Reynolds number over the steady-state Reynolds number. The Reynolds number ratio was raised to the power of 0.8, a value assumed on the basis that correlations for heat transfer coefficients along a flat plate (which is the basis of this analysis) indicate that the heat transfer coefficient is proportional to the power of 0.8 for turbulent flow. In designing film-cooled gas turbine blades, this procedure has been found to be appropriate and yields satisfactory results.
Two different peak-temperature spikes, or overshoots, were evaluated for the startup transient. F e s e peak transients were based on data that Rocketdyne supplied for the existing SSME. The blades were cast from directionally solidified MAR-M 246 alloy. Temperature-dependent properties for this alloy were provided primarily by Rocketdyne.) The first spike was caused by the liquid-oxygen-rich mixture that occurred when the sudden increase in fuel preburner chamber pressure at ignition reduced the fuel flow. The second spike was caused by fuel oscillation, which is a cyclic phenomenon observed in the SSME. This oscillation reduced the fuel flow to the fuel preburner at about 1.3 sec. As the engine pressure increased, the oscillation vanished and the engine reached the main-stage operation. The notable feature of the total temperature profile for the maximum temperature spike condition ( fig. 2) is the temperature excursion to 1800 "C at 0.6 sec. Because the thermocouple lagged in its response to a fast-changing transient gas temperature, this profile is a result of corrected thermocouple measurements and not the actual data readings. The correction brought the gas temperature up to 1800 "C. A reduced temperature profile was also evaluated in which the same spike was limited to 900 "C.
In this analysis, the automatic time-stepping scheme in MARC was used. It was based on a maximum temperature change per increment of 10 deg C. The program adjusts the Tolerances are placed on the maximum temperature change before the program recalculates nonlinear effects and on the maximum temperature variation between the temperature used to evaluate properties and the resulting solution. The automatic time stepping resulted in 180 increments, and it took 755 sec of central processing unit time to Izln the problem on the Lewis CRAY XMP computer.
Discussion of Analytical Results
Transient metal temperatures were obtained for the two startup spikes previously defined. The transient metal temperature responses at the hot-spot locations (the leadingedge base, the trailing-edge base, and the trailing-edge tip ( fig. 1) ) are plotted in figure 8 . Figure 9 shows the response of the same hot-spot locations for the reduced temperature spike.
At 0.6 sec after startup ( fig. 10(a) ), when the first ignition spike evaluated in the analysis occurred, the temperature gradient was essentially chordwise. This gradient tended to decrease until it reached the leading edge, where a significant
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--------- rise was observed. During this temperature spike, the highest temperatures occurred at the trailing edge, particularly near the tip, where the airfoil was thinnest. At the second ignition spike evaluated, 1.3 sec after startup ( fig. lO(b) ), the temperature gradient was spanwise, with the maximum temperature occurring at the leading edge near the airfoil base. This was expected because the high flow velocity yielded high heat transfer coefficients in this region. In addition, the large leading-edge offset caused a large gradient between the leading edge and the midspan surface. The temperature at the leading-edge base was approximately 667 OC; during the first ignition spike, the temperature was approximately 870 "C. The trailing-edge region experienced much lower temperatures than it did during the first ignition spike. At 4.5 sec after startup ( fig. lO(c) ), a steady-state situation, or cruise, was encountered. Again, the hot-spot locations were at the leading and trailing edges at the airfoil base; the remaining surface experienced a relatively uniform temperature distribution. A gradient of about 100 deg C existed at the trailing edge between the base and the midspan. This gradient was due to cold hydrogen gas cooling the blade root region. Also, the surface temperatures at the edges reacted nearly identically and were closely coupled with the transient gas temperature. This was expected because the high gas-path pressures resulted in extremely high heat transfer coefficients at the leading and trailing edges. The advantages of controlling the gas temperature spike, or overshoot, were reflected in a reduced leading-edge temperature at the 1.3-sec mark ( fig. 9 ). The leading-edge temperature was reduced by a substantial 100 to 600 deg C, and the difference between the leading edge and the midspan surface was reduced from 200 to 1 12 deg C .
At cutoff conditions, the heat transfer results demonstrated that the maximum temperature was always at the leading-edge base ( fig. lO(b) ). The trailing edge was a secondary hightemperature region. The temperatures would have been much lower at the airfoil-shank junction if the temperature effects of the platform and the shank were not simulated by boundary conditions. Adding the platform would increase the heat dissipation by conduction through the platform surface.
Another factor unaccounted for in the scaling procedure was the effect of boundary-layer history, or the blade heat capacitance in response to gas temperature. When gas temperature increases abruptly, the boundary layer cannot heat as rapidly as the main-stream gas; consequently, the boundary layer shields the blade surface from the full effect of increased gas temperature. To examine the magnitude of boundary-layer history effects, a boundary-layer analysis should be conducted for the peak of the first ignition spike. Lower temperatures than those presented would be expected. Because there was insufficient information to permit a boundary-layer analysis at that time, an effort is now under way to collect the information needed to conduct transient heat transfer finiteelement analyses for a complete blade model, including the platform and shank regions. A three-dimensional, finite-element heat transfer analysis was conducted on the first-stage blades of the high-pressure fuel turbopump for the space shuttle main engine by using the MARC finite-element d e . The modified STAN5 code was used to run a boundary-layer analysis that predicted the convective heat transfer Coefficients. hedicted high-temperature locations on the blade airfoil were evaluated for a corrected gas temperature profile and compared with a reduced or actual thermocouple readout. All transient results presented were obtained by scaling steady-state heat transfer coefficients on the basis of transient flow and temperature. These results will be used as thermal input for the proposed structural analyses. The following general conclusions were drawn:
1. The thermal response predicted from the finite-element analysis showed that the leading-and trailing-edge bases of the airfoil are the hottest locations. This was expected because high heat transfer coefficients were present in these regions, and hardware evidence from mission flights as well as experiments has verified these results.
2. The use of the uncorrected, rather than the corrected, gas temperature profile resulted in a 14 percent decrease in the airfoil metal temperature at the leading edge as well as a 50 percent decrease between the midspan surface and the leading-edge base.
3. Temperature distributions showed a chordwise variation at the first ignition spike and a spanwise variation thereafter into the cycle. A uniform temperature distribution was dominant at most of the airfoil surface during cruise except near the base, where a mixture of cold and hot gas was present. The coldest spot was always at the airfoil base because the boundary conditions there were cooler.
