This paper introduces an ICA approach to a novel nonlinear convolutive BSS problem. The mixing model considered here is an evolution of the Post Nonlinear one: it is the convolutive mixing of a PNL mixture. The main aim of this paper is to enlarge the set of blind sources separation problems that can be approached by Nonlinear ICA with some stricter mixing environments than the one just widely described in literature. The Flexibility of the algorithm is given by the on line estimation of the score function performed by Spline Neurons.
INTRODUCTION
The Scientific Community's interest for blind signal processing and in particular for Blind Sources separation (BSS), performed through Independent Component Analysis (ICA) is growing. A large number of problems in biomedical or communication field now can be approached by ICA. The first studies about Independent Component Analysis aim only at resolving the famous Cocktail party problem first in static then in reverberant environments. Recently the so called flexible ICA improves the pdf matching into the neural network processing and it provides a faster learning by the estimation of parameters related with the pdf of the signals. A critical issue about the BSS algorithms is that linear mixing model is too unrealistic and "poor" in a lot of real situations. In [4] Hyvarinen and Pajunen give an important result in nonlinear ICA theory, exploring the existence of a solution of a nonlinear problem, underlining the hard non uniqueness of the provided solution and also proposing some constraints about the mixing model granting the uniqueness of the solution. Now a large number of papers explore solutions to Post Nonlinear Mixing problem (PNL) [6] [3] [2] . It is possible to find only few results of the convolutive post nonlinear problem ( [9] [10]) and of some static nonlinear problems [5] more complex than PNL. In [1] Jutten and Karhunen review the recent advances in BSS of nonlinear mixing models. This paper explores the solution of the BSS problem in a novel convolutive nonlinear mixing environment, stricter than the one just widely diffused in literature. The new mixing environment is composed by several mixing block: a convolutive mixing channel follows a PNL block.
THE NONLINEAR ISSUE
The aim of this section is at introducing BSS problem in nonlinear environment underlining the approaches and exploring the existing algorithms in term of uniqueness and existence of the solution. Considering an N vector of independent sources x n x n of the original sources. The nonlinear convolutive environment was introduced in order to achieve a mixing model closer to the real one than the others just explored in literature. The general formulation of the hidden mixing model is:
F is a dynamic nonlinear distorting function.
The solution of the BSS problem is expressed as: y s n n G F .
Resolving the blind sources separation problem in this context means to recover, making no particular a-priori assumptions, the original sources from the observation only of x[t]. Into performing the separation, ICA recovers the original sources up to some trivial non-uniqueness 1 . The desired solution can be expressed in a closed form as: y P Ds n n ( 2) in which P is a permutation matrix, is a diagonal scaling matrix and D is a diagonal delay matrix. The issue of separating mixture from models (1) with the only constraint of independent output signals and no other a priori assumption is affected by a strong non uniqueness, it can be shown with the following well known example. Considering two random variables s 1 , s 2, with the joint pdf 2 . As is well known in the literature the resulting random variables y 1 , y 2, are independent too and have gaussian distribution. This shows that independence conservation constraint alone is not strong enough to recover original sources from a generic nonlinear mixing environment [2] . If the transform . H has no particular structure or there are no more assumptions about the mixing (and demixing) model, the provided results could not be the desired solution. The main issue for generic nonlinear problems is to ensure the presence of conditions (in term of sources, mixing environment, recovering structure) granting at least theoretically the possibility to achieve the desired solution; that is the same as investigating the existence and uniqueness of the solution to the given problem. In [4] authors proposed a constructive way (a Gram-Schmidt like method) to obtain solutions of the separation problem in a static nonlinear mixing environment. In order to grant the uniqueness of the solutions it was applied some constraints to the mixing environment. The idea introduced, is general: adding some "soft" constraint to the problem produces the uniqueness of the solution. In [2] a theoretical demonstration of the existence and uniqueness of the solution is given when the problem is PNL with convolutive mixing. It is possible to find in [1] a short explanation of many other ICA approach to nonlinear BSS. In [5] was performed the solution in the case of PNL static model followed by static mixing, stricter static nonlinear model that adds static mixing after the PNL mixing model. Thus the output independence is a weak approach to the problem of sources separation in a general nonlinear environment.
In static and convolutive nonlinear mixing it is impossible to perform the recovering of the desired signals making no other assumption [1] .
THE MIXING-DEMIXING STRUCTURE
This section explores the recovery of original sources from nonlinear convolutive mixing assuming a-priori information about the mixing model; the information assumed for the mixing model are used to design the recovering network. The mixing environment modelled in this paper is represented in Fig. 1 The mixing model written in a closed form is:
This mixing model enlarges the set of possible mixing environments from which is possible to recover separated signals. The recovering structure mirrors the mixing model. The close form for the recovered outputs is:
In which B is a NxN static matrix, G W x n n is the Nx1 vector of nonlinear compensating functions, one for each channel, and W[k] is a FIR matrix with K taps filters. Introducing the knowledge about the particular kind of mixing model is the key to avoid the strict nonuniqueness of the solution; such assumption limits the weakness of the output independence condition reducing the cardinality of all possible independent output solutions; with this constraint the problem of recovery the original sources isn't ill posed any more.
THE DEMIXING ALGORITHM AND NETWORK MODEL
This section explores the blind demixing algorithm, the adaptive network and the network used to compensate the nonlinear distortion. The blind algorithm performs an online adaptive learning of the network parameters on the base of the output independence estimation. Considering a specific demixing model with parameters , the cost function of the algorithm is: The (5) is function of both output signals and model parameters . KL divergence is minimized with respect of the model's parameters using both steepest descendent (stochastic gradient) and Natural gradient. Minimizing the cost function (5) . The most suitable property of the Spline Neurons, as function estimator, is theirs local learning: for each learning step only the four control points nearest to the training input are considered; no matter how many control points the Spline curve has. In this paper the learning of the score function is performed in a direct way (see [2] ) minimizing, with respect to the spline control points Q, the: 
In (10) the expected value of the signals has been replaced by the instantaneous value. In order to minimize , y the general rule provided by the steepest descendent method is:
The learning rule for the elements of the matrix B is:
The learning rule for the elements of the FIR matrix W is: in which M m and T have the same meaning as in (8) . The learning rule for the Spline SG neurons dedicated to Score Functions is (8) . The use of FIR allows the inverting also quite non-minimum phase systems (with zeros near to the unit circle) that could have convergence problem in other situations. One of the main problem using FIR is the length of filters: to resolve real problems or simply some non trivial ones a large number of filter taps is required; must be noted that learning time grow in a nonlinear way with the FIR length.
EXPERIMENTAL RESULTS
This section collects the experimental result of the proposed architectures. Although the algorithm is able to perform the separation of n-channel mixture in this test has been considered the mixture of a male voice (speaking: "Le donne i cavalier l'arme") and white noise. The Signal Interface Ratio (SIR dB) introduced in [11] measures the performance of the proposed algorithm. 
Fig. 5
Signal interference ratio index during the training
The SIR index trend during the learning shows the performance of the algorithm in a quantitative way. 
CONCLUSION
This paper introduces a novel mixing model for which the BSS performed by ICA is granted. The algorithm widely explored in this paper is able to separate the convolutive mixing of a PNL mixture. The FIR recovering network performs the on line estimation of the score function by the Spline Neurons. Spline Neurons perform also the nonlinear compensating function estimation.
