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Abstract. In this paper, we consider active information acquisition
when the prediction model is meant to be applied on a targeted subset of
the population. The goal is to label a pre-specified fraction of customers
in the target or test set by iteratively querying for information from the
non-target or training set. The number of queries is limited by an over-
all budget. Arising in the context of two rather disparate applications-
banking and medical diagnosis, we pose the active information acqui-
sition problem as a constrained optimization problem. We propose two
greedy iterative algorithms for solving the above problem. We conduct
experiments with synthetic data and compare results of our proposed
algorithms with few other baseline approaches. The experimental results
show that our proposed approaches perform better than the baseline
schemes.
1 Introduction
Predictive modeling is an integral aspect of expert systems. The typical goal is
to build models that can predict the label of a point given its feature values.
Models are built using the features values and labels of an apriori identified
set of points called as the population. However, increasingly, we come across
situations in which feature values and labels of the data pointsare not always
readily available or observed. Active Information Acquisition (AIA) [16] is a
framework for acquiring missing values at a cost, for predictive modeling from
incomplete data. In this paper, we consider AIA when the model is meant to be
applied on a targeted subset of the population.
Consider a bank that wants to promote a new banking service to the cus-
tomers of a particular branch. The bank has access to two sets of data. The
first set is the profiles of all customers of that branch itself, who form the target
set. The second set of data is the profiles of customers from other branches of
the bank, where this new service has already been rolled out and its response by
customers recorded. This forms our non-target set. In machine learning parlance,
we would like to build a model that uses the information from the target and
non target sets to predict the labels of the points in the target set. The label
here denotes acceptance or rejection of the service by a particular customer.
Suppose that we have access to the bank’s database to get information about
the customers. In a typical scenario, key information about the customers like
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job type, loan status for various loan types, details of last contact, etc. could
be missing (or outdated). On the other hand, the response of each customer in
the no- target set to the new service is known,i.e., the labels of all the points
in the non-target set is known. Ideally, we would not want to build the model
based on just the label data from the non-target set. Instead, we could obtain
the labels of a sampled subset of the branch customers (by making offers of the
new service to them and recording their response). The motivation to keep the
set of sampled branch customers small is that there is typically a significant
cost involved in contacting customers and obtaining their responses. Although
we would like to sample only a small subset of the target set, we note that we
have the flexibility to choose the subset itself. Therefore, the data acquisition
process has the flexibility of deciding the subset of the target set whose label is
to be obtained. The problem then is to gather information from the non-target
set, constrained by a budget for data acquisition, and use it to build a model
that labels a pre-specified number of points from the target set as accurately
as possible. Typically, this pre-specified number for labelling is the limit on the
number of customers who can be contacted for offering the new service in the
short term.
As another example of AIA based predictive modelling for target set, consider
a situation in which a new variant of a pandemic has broken out and a network
of hospitals have agreed to share anonymized information at discounted rates
to aid rapid diagnosis of the suspected cases. Each participating hospital allows
other hospitals to query anonymized data of test results. Again, from a hospital’s
viewpoint, the population is segmented into two sets: all suspected cases in the
hospital forming the target set and the set of diagnosed cases in other hospitals
forming the non-target set. As in the banking example, one would like to build a
model for labelling the points in the target set by selectively querying information
from the non-target set and labelling a small subset of the target set. Again, we
are interested in building a model that is accurate for a subset of target set of
specified size (this size could represent the maximum number of patients that
can be tested in a given time period). This application is a generalization of the
medical diagnosis applications of AIA in [20,7].
Salient aspects of the two applications are:
– Problems of data acquisition in a setting where there are missing values for
both features and labels.
– Division of the population into target and non target sets.
– Constraint on the amount of data that can be queried from the non-target
set (due to cost involved as in medical diagnosis example) and on the number
of points from target set that can be sampled.
– Overall goal is to build models with high accuracy to be applied on a specified
number of points in the target set. We note that there is flexibility in deciding
which points to label.
Previous work that is closely related to our work is [7]. The similarities and the
differences in the setting are explained in Section 2.
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1.1 Our Contributions
A summary of our contributions is as follows:
– Based on practical motivations, we introduce and formalize the problem of
AIA with the target and non-target sets where we learn a model and apply
it to label a small subset of the target set. In this setting, there is complete
flexibility on the choice of the subset that the model chooses to label. We
call our problem Test Set Selection using Active Information Acquisition.
– We develop a high level algorithmic greedy approach and obtain two variants
of it as our proposed approaches.
– We present extensive experimental results. Since our problem formulation is
novel, there are no baseline algorithms to compare against. So, we consider
three different baselines to compare our proposed approaches. The baselines
and the experiments design is such that they bring out the importance of
the various elements of our algorithm design.
2 Background and Related Work
Selective information acquisition problem arises in different disciplines: decision
support systems, optimal experimental design, machine learning, etc. Moore and
Whinston [15] introduced the problem of information acquisition in decision
support systems where there is an opportunity to seek additional information
to reduce uncertainty associated with a decision. Moore et al. [14] applied the
sequential model of information gathering followed decision making to address
the problem of acquiring agent’s preference for a manager to allocate scarce re-
sources in a socially optimal manner. Mookerjee and Mannino [13] empirically
showed that, in decision support systems, one can achieve significant gains by
coupling the processes of information acquisition and decision making. Optimal
Experimental Design (OED) is essentially an incremental approach for data ac-
quisition. Controversial in the field of experimental design when first proposed
by Kiefer [8], it has gained widespread acceptance since the publication of [1].
In active learning, the set up is such that the data points are known, but
their labels are unknown. The model is learnt by iteratively and selectively ac-
quiring the labels of a few data points.The concept of active learning was intro-
duced in machine learning by Cohn [3] and Cohn et al. [4]. Even earlier to that,
MacKay [10] developed an approach based on Shannon information criteria to
re-train a model by appropriately increasing the weightage of data points that
it misclassifies. Query by Committee (QBC) [5] is a technique where multiple
models are used in deciding the next data point for which the label information
is to be acquired. This is done by making the different models predict the label
of unknown points and by selecting the point for which there is maximum dis-
agreement among the models. Tong and Koller [18] use Kullback-Leibler (KL)
entropy measure for active learning the structure of Bayesian networks.
Different variations and generalizations of active learning arise due to differ-
ent combinations of what is known about the feature values of data points and
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their labels. These are nicely summarized in [16]. Two of the main generalizations
of model learning by data acquisition are “Active Feature Acquisition (AFA)”
and “Active Information Acquisition (AIA)”. These two lines of work arise in
the context of applications where the labels of all the points are known but the
feature values are missing. A typical example of this scenario is when we know
whether or not a customer has bought a particular product, but the attributes of
the corresponding customer are not fully observed. The model learning by iter-
atively acquiring missing feature values is the AFA problem [12,9,20,6,11,17,2].
There are two approaches to the AFA problem. One of them is the error sam-
pling [12] approach which is similar to that of MacKay [10] and acquires feature
values of points which the model misclassifies. Zheng and Padmanabhan [20] pro-
posed a dual objective data acquisition (DODA) approach which uses a heuristic
measure that looks at two different aspects of a data point: its contribution to
model accuracy and its contribution to the accuracy of predicting missing feature
values.
In the AIA framework, there are missing values for both labels and feature
values. It was first introduced and formalized by Provost et al. [16] and they
presented a conceptual approach. At every point, all the choices are ranked by
their expected contribution to the model quality normalized by their cost. The
top ranking choice is selected for next data acquisition. The work closely related
to ours is that of Kapoor and Horvitz [7]. Although they do not explicitly mention
so, their setting does have the notion of target and non-target sets. However, their
formulation does not have the aspect of test set selection from the target set.
Their greedy strategy for deciding the information to acquire is based on a notion
called return on information (ROI). The joint distribution of the features and
labels was assumed to be a Markov Random Field (MRF) and a Bethe-Laplace
approximation [19] was used to infer model parameters for the MRF. However,
their approach, especially that for inferring the joint distribution, is closely tied
to the fact that the model is to be applied on the entire target set and does not
easily extend to the test selection problem presented here.
3 Problem Formulation
In this section, we describe the problem setting in a more formal way. Suppose
that we are given two sets of points, T and D, in Rn. Here, each point represents
the profile of a patient or a customer, as described in the motivating applications
in Section 1. Each of the n dimensions represents a feature or an attribute. We
call T the target set and D, the non-target set. We further assume that the
cardinality of T and D is t and m, respectively, with t < m. We represent any
point in T as x(T ) and any point in D as x(D). We denote the ith feature of a
point x by xi.
We associate a binary label y (0 or 1, also called negative and positive, re-
spectively) with each point x. The label indicates whether the point corresponds
to a positive or a negative instance of a phenomenon of interest. In the banking
application, the label could indicate whether a customer responded positively
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to a new service or not. In the medical diagnosis application, the label could
indicate whether or not a patient is infected with a particular disease. In our
setting, the labels are known only for the points in D.
3.1 Complete Information Setting
In this setting, we are given all feature values for all the points in D and T ,
and we are also given the joint probability density function (pdf) p(X,Y )
.
=
p(X1, X2, . . . , Xn, Y ). Here, the Xi’s are random variables that denote the n
features and Y is a random variable that denotes the label. Suppose that we
treat the feature values and the label associated with each point as random
variables. Then, we assume that our points are i.i.d. samples drawn from the
joint pdf of the features and the label, denoted by p(X,Y ). Our problem now
reduces to computing the likelihood probability, p(Y = 1|X1, X2, . . . , Xn), for
each of the points in T and identifying the points with very high or very low
likelihood values. We call this probability the propensity of that point.
It is clear that once we have computed the propensity for each point in T , we
can come up with a simple Bayes classifier to classify the points. For instance,
in the absence of any prior information, the optimal Maximum Likelihood (ML)
classifier rule is to assign points with propensity scores larger than 0.5 a positive
label and all others with a negative label. However, we have a slightly different
problem at hand.
Suppose that we want to label at least N points in T while still keeping the
model accuracy high. Then, the crux of the problem is choosing the points to
label, rather than just coming up with a classifier rule. One possible strategy
is to label only those points that maximize our expected classification rate. We
can write this down mathematically as follows. Let us associate a binary-valued
indicator variable S1, . . . , St with each point in T , such that Sj = 1 iff we label
the jth point in T . Then, the following optimization problem is the one we would
ideally want to solve:
max
t∑
j=1
E[δ(Yj , Y˜j)]Sj (1)
subject to
∑t
j=1 Sj ≥ N (2)
Y˜j =
{
1 if pj(Y = 1|X) ≥ 0.5
0 if pj(Y = 1|X) < 0.5 (3)
Sj ∈ {0, 1}, j = 1, 2, . . . , t (4)
Here, the δ(·, ·) function takes value 1 iff both its inputs are identical, else it
takes value 0. We use pj(·) to denote the propensity of the jth point in T . The
expectation in the cost function is taken with respect to the conditional density
function p(Y |X). The Y˜j ’s denote the estimated labels for the target set points,
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based on the propensity scores. We note that these are the ML estimates for the
labels in the absence of any prior information.
3.2 Incomplete Information Setting
In real-life scenarios, we rarely come across problems with complete information.
In most practical situations, the joint density function is not available to us. Fur-
thermore, some of the features of the points too may be missing or unobserved.
We call this the incomplete information scenario and will focus on this scenario
in the remaining part of the paper.
The propensity-based approach described above cannot be extended non-
trivially to the incomplete information scenario. One of the key challenges is to
estimate the propensity p(Y = 1|X1, X2, . . . , Xn). This is a difficult problem due
to the following reasons:
– Requires a very large number of samples in D, particularly when n is large.
– Requires complete information about the points to accurately estimate de-
pendencies between features
Thus, to deal with the sparsity of available data, we incorporate a querying
strategy in our model. By querying, we mean obtaining the value of a missing
feature of a point in D. The querying can be thought of as a process of acquiring
more features or information about the non-target set D so as to improve the
classifier rule applied to the target set T . To avoid trivial situations such as
querying for every missing feature in D, we associate a cost with each query
made and an overall budget to limit the number of queries that can be made.
Even though we have described querying as the process of obtaining a par-
ticular feature value of a particular point in D, certain applications allow for
special queries. One such query is a row query. A row query is one in which we
choose a particular point in D and obtain all of its missing feature values at
once. This is akin to pulling up the record of a customer or a patient from past
records, instead of extracting merely one field of information about that cus-
tomer or patient. Since in most real-life scenarios, the cost of a query is linked
to the cost of accessing an individual customer or patient’s past records, we will
assume a cost of Cr for querying a point in D.
Thus, we now describe our problem as follows: build a model to accurately
label at least a pre-specified number (N) of customers in the target set by iter-
atively querying for information from non-target set limited by a budget B. An
optimization formulation for this problem is given below.
max
t∑
j=1
E[δ(Yj , Y˜j)]Sj − λ
m∑
i=1
CrQi (5)
subject to
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t∑
j=1
Sj ≥ N (6)
m∑
i=1
CrQi ≤ B (7)
Y˜j =
{
1 if pj(Y = 1|X) ≥ 0.5
0 if pj(Y = 1|X) < 0.5 (8)
Sj ∈ {0, 1}, j = 1, 2, . . . , t (9)
Qi ∈ {0, 1}, i = 1, 2, . . . ,m. (10)
Here, λ > 0 is a parameter that trades-off model accuracy against the cost of
querying for information from the non-target set. The Qi’s are indicator variables
for the points in the non-target set, such that Qi = 1 iff the ith point in D is
queried. The Y˜j ’s are the estimated labels for the target set points, based on the
propensities which are in turn estimated from the non-target set data. The Sj ’s
are binary-valued indicator variables associated with the target set points, such
that Sj = 1 iff we label the jth point in T .
4 Solution Methodology
In this section, we propose two greedy computational approaches to solve the
problem. The first approach does not require any propensity computation whereas
in the second approach propensity values are used while labeling a subset of
points in T .
4.1 Approach 1: Greedy Iterative Query Algorithm (GIQ)
Before describing the algorithm, we describe below the crucial steps that will
be used in our approach. In the previous section, we introduced a special query,
namely row query. We describe below a greedy approach to selecting a row
query, and subsequently identifying a subset of points in T that can be classified
reliably.
Selecting a row query. Our goal here is to choose a point from D to obtain
all of its missing features. The intuition is to choose the point that is most similar
to the points in T , since this would enable us to classify the target set points
more accurately. Hence, we construct a distance matrix D ∈ Rm×t, where Dij
represents the distance between the ith point in D and the jth point in T . The
exact choice of the distance measure is not important. For ease of illustration, we
will define one here. Let dq(·, ·) be a symmetric distance measure between any
two feature values of the qth feature. Our principal requirement of this distance
measure is that dq(x, y) > dq(x, x) = dq(y, y) ≥ 0, whenever x 6= y. Consider any
two points x and y. We note that these points can have some missing features.
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Let S ⊆ [n] be the set of features that are available for both x and y. We assume
that S is non-empty for all pairs of points in D and T .1 Then, we define the
distance between x and y as follows:
1
|S|
∑
r∈S
wr · dr(xr, yr), (11)
where wj is the weight for the jth feature. It helps us capture the importance of
features for a given application. Once we have computed the distance matrix, for
each point in D, we select w target points that are the closest to the non-target
point, and compute the average distance over this set of w points. We dub this
measure the average distance of that point to the target set. We query for the
features of the point in D that is closest to the target set, in terms of this average
distance.
Classifying target samples. Firstly, we note that we classify target set
points only in conjunction with a row query. Suppose that we have selected the
jth point in D (say, x(D)j ) and obtained all of its missing features through a row
query. Then, we compute the distance of this point (with the additional features
obtained) from each of the target set points using the same distance measure
that was used in selecting the row query. We then consider only those points in
T that are within a distance of T from x(D)j and label all of these points with
the same label as x
(D)
j . Once labeled, these points are removed from the target
set. Optionally, they may be added to the non-target set, although in this work,
we simply discard them after observing their true labels (which determine our
model accuracy).
Thus, our greedy approach (GIQ) can be summarized as follows:
1. Select a point in D to perform a row query. Let us suppose that x(D)j was
selected.
2. Label points in the T -neighborhood of x
(D)
j .
3. Repeat Steps 1 and 2 until at least N points from the target set have been
labeled or the budget B is exhausted.
4.2 Approach 2: Joint - Greedy Iterative Query Algorithm (J-GIQ)
GIQ algorithm does not require any propensity computation and can be im-
plemented very easily. The above approach does not assume any parametric
distribution on the features or on the labels, but uses the existing data samples
to come up with the best possible label for the target set. However, if additional
information was available, then that can also be leveraged by the algorithm. In
particular, if the propensities p(Y = 1|X) are available for all the target set
points, then they can be used to make our labeling procedure more robust.
1 This is not an unrealistic assumption since in the banking and medical diagnosis
applications we discussed, some fields of information are always available about
every customer or patient.
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As explained earlier, calculating the propensities in general is difficult and
may require a prohibitive number of samples in the non-target set. However, if we
know the dependencies between the features, propensity computation becomes
considerably easier. We illustrate this point with one special case below.
Suppose that X1 is an independent random variable and the Xj ’s for j > 1
are conditionally independent of each other, given X1 and the label Y . Then,
using Bayes Theorem, the propensity of a point can be factorized as follows:
p(Y = 1|X1, X2, . . . , Xn) ∝
p(X1)p(X2|X1, Y = 1)p(X3|X1, Y = 1) . . . p(Xn|X1, Y = 1)p(Y = 1) (12)
Each of the conditional densities in the product on the right can be computed
with reasonable accuracy with limited number of samples.
Under these conditions, we modify the labeling step in GIQ approach as
follows. Let x
(D)
j be the point in D selected for a row query and let Y ∗ be its
label. Let x(T ) ∈ T be a point in the T -neighborhood of x(D)j . Suppose that
Y ∗ = 1. Then, x(T ) is given a positive label only if its propensity score is at
least 0.5. If its propensity score is smaller than 0.5, we do not label x(T ). On
the other hand, suppose that Y ∗ = 0. Then, we label x(T ) as a negative sample
only if its propensity score is smaller than 0.5. If its propensity score is greater
than or equal to 0.5, then x(T ) is not labeled. This ensures that our labeling is
consistent with the ML estimate, as obtained from the propensity scores.
5 Experimental Evaluation
In our proposed approaches, the limitation is that the dependency structure
is required to be known. Typically this is not the case when we work with
real world dataset. So we could not conduct experiments on it. To evaluate the
effectiveness of the proposed approaches we only carried out experiments on
synthetic datasets. This section briefly explains the experimental setup and the
results obtained with the proposed approaches Joint-Greedy Iterative Query(J-
GIQ) and Greedy Iterative Query(GIQ). The data generation, the proposed
approaches and the baseline methods used for comparison were implemented in
R(version 3.0.0).
5.1 Experimental Setup
First we outline here some details of the synthetic dataset used in the exper-
iments. We considered a dataset with 1000 records and each record having 10
binary valued attributes X1, X2, . . . , X10. Further, we assumed that the features
X1, X2, . . . , Xl are known for all the data points in both D and T , where l < n.
We set l = 3. This can be interpreted in a real scenario as mandatory fields
of information, which are known for every patient or customer. The remaining
n− l fields can be thought of as optional fields that are known only for some of
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ALGORITHM 1: Joint - Greedy Iterative Query Approach
Input : Target set T ∈ Rn, Non-target set D ∈ Rn, Number of examples to
be labeled in T : K, Budget B, Cost of row query Cr
Output: Yj , j ∈ J, such that, J ⊂ T and | J |= K
/* Initialize K and B */
1 Initialize Tˆ = T
2 Initialize kˆ = 0
3 Compute or update distance matrix D ∈ Rm×t
′
using Equation (11), where
t
′
=| Tˆ | and m =| T |
4 for i = 1→ m do
5 Nj = {j ∈ Tˆ : D(i, j) ≤ δ}, where δ is the wth smallest element of Di
6 di =
∑
k∈Nj
D(i, k)
7 end
8 i∗ = arg min
i
di
9 Perform row query and update values of Di∗
10 Compute parameters for conditional distributions
11 Compute propensities pj(Y = 1|X1, X2, . . . , Xn) , j ∈ Tˆ
12 if Yi∗ = 1 then
13 for j = 1→ t′ do
14 if D(i∗, j) ≤ τ and pj ≥ 0.5 then
15 Yj = Yi∗
16 Tˆ = Tˆ \ j
17 kˆ = kˆ + 1
18 end
19 end
20 else
21 for j = 1→ t′ do
22 if D(i∗, j) ≤ δ and pj < 0.5 then
23 Yj = Yi∗ Tˆ = Tˆ \ j
24 kˆ = kˆ + 1
25 end
26 end
27 end
28 B = B - C
29 if B ≤ 0 or kˆ ≥ K then
30 Exit
31 else
32 Go to line 3
33 end
the patients or customers. Now we determine the dependency structure between
the features. In particular, for j > 2, the Xj ’s were assumed to be conditionally
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independent, given X1 and the label Y . Also, X1 was kept independent of the
other features and the label Y .
To generate this dataset with 1000 records, we first generated X1 and Y
independently using the parameters p(X = 1) = 0.1 and p(Y = 1) = 0.5. Then
the features X2, X3, . . . , X10 were generated using the conditional parameters
p(Xj |X1 = 1;Y = 1) = 0.2, p(Xj |X1 = 1;Y = 0) = 0.8, p(Xj |X1 = 0;Y =
1) = 0.8 and p(Xj |X1 = 0;Y = 0) = 0.2, for j = 2 : 10. After generating
1000 complete records, we set a fixed percentage of values of each feature to
be available and rest of the data was assumed to be hidden/unavailable to the
algorithm. Finally, this dataset with incomplete records was split into non-target
set (D) and target set (T ) in 9:1 proportion. The label vector Y was assumed to
be known only for the non-target set D. The objective in all the experiments was
to minimize the error on prediction of labels Y for 30% examples of the target
set T .
We allowed row queries on the non target set D during the information
acquisition process. There is certain cost associated with every row query which
we assumed to be equal to Cr. Hence, given a budget value B, we are allowed
to make only upto q row queries, where q = BCr . The parameters (as described
in Algorithm 1) such as budget B, row query cost C, w and τ were set to be 20,
1, 20 and 0.1 respectively.
We compared our proposed approaches J-GIQ and GIQ with the following
baseline methods:
1. Random Iterative Query(RIQ): Query row was selected randomly from the
non-target population D. Selection of subset of target set rows to label was
based on distance threshold from the queried row and the propensity values
of the target data points.
2. Random Batch Query(RBQ): Multiple rows were selected for querying from
the non-target set D and prediction of labels in the target set was done in
a greedy manner. To accomplish this, we calculated the subset of target set
rows within a distance threshold for every row query and labeled all the
examples obtained.
3. Greedy Batch Query(GBQ): Multiple rows were selected using row query
selection method in J-GIQ and prediction of labels in the target set was
similar to RBQ.
4. Propensity(P): Here, only propensity values were used for prediction of the
labels on the entire target set.
In next subsection, we present the results of our numerical experiments to
show the efficacy of the proposed approaches J-GIQ and GIQ against the other
alternatives.
5.2 Experimental Results
We conducted experiments to investigate two important questions pertaining
to the impact of change in percentage of hidden data and performance with
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respect to the number of examples labeled in the target set T . The percentage
of available data was varied from 5% to 20% in steps of 5. For every percentage of
available data, the performance was averaged over 10 random splits of data into
target and non-target set. The comparison of change in accuracy with respect
to number of labeled examples in target set T , is given in Figure 1(a),1(b),1(c)
and 1(d).
Fig. 1: Accuracy for Target Subset Prediction (for percentages of available data:
5,10,15 and 20)
It can be observed that both the proposed approaches J-GIQ and GIQ out-
perform the baseline approaches for all the settings. Further, J-GIQ performs
slightly better than the GIQ for 5% and 10%. However, as we increase the per-
centages of available data to 15% and 20%, the difference in the performance
of the proposed approaches is significant. The reason is that as the percentage
of available data increases, the propensity values are more reliable and hence
J-GIQ shows better performance. It is also evident from all the plots in Figure
1 that RIQ and RBQ algorithms do not give a comparable performance, though
BRQ performs better than IRQ for all the settings. This demonstrates the ef-
fectiveness of the proposed method for selection of the row in D to be queried
during information acquisition. Further, the Propensity(P) based method which
only relies on the propensity values for prediction also performs poorly in terms
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of accuracy for all the settings. Hence, we can conclude that the prediction based
only on propensity values is not accurate since we do not have complete infor-
mation over the records in D. This results in inaccurate parameter estimations
and propensities to some extent. The only algorithm which performs very closely
with the proposed approaches is the Greedy Batch Query(GBQ) algorithm. The
reason is that though the row queries are performed in batch, the multiple rows
to be queried are selected in similar manner to the proposed approaches. Label
prediction is also performed in similar fashion to the proposed approaches. This
results in better performance than other baseline algorithms.
A common trend that can be seen is that for J-GIQ, the accuracy values
remain constant as we increase the number of examples labeled in the target set
T . This is an important observation as the aim is to maintain the accuracy over
the predicted labels, as we predict more labels during the successive iterations. A
similar trend can be seen for GIQ, except for the Figure 1(d). However, for most
of the baseline algorithms, the accuracy values decrease sharply as we increase
the number of predicted labels. This happens as the accuracy is calculated only
over the number of labels that have been predicted so far in the target set.
Hence, as number of predicted labels increases, the accuracy value decreases. All
these observations clearly demonstrate the superior performance of the proposed
approaches and their effectiveness in choosing the right subset of target set for
prediction of labels where maximum accuracy can be obtained.
Method 5% 10% 15% 20%
J-GIQ 0.926 0.953 0.955 0.933
RIQ 0.753 0.468 0.62 0.8638
RBQ 0.88 0.792 0.697 0.85
GBQ 0.615 0.873 0.9 0.946
P 0.847 0.578 0.59 0.858
GIQ 0.93 0.937 0.91 0.93
Table 1: Final Accuracy of the approaches for predicting 30% of labels
In Table 1 we present the accuracy values of different approaches after pre-
dicting the labels of 30% of examples in the target set T . The values are given
for different percentages of available data in D and T . This helps us compare
the performance of various methods for predicting the labels over a particular
subset of examples in T . We observe that the proposed approaches J-GIQ and
GIQ always outperform the baseline algorithms for all settings. If we compare
the proposed approaches, then GIQ performs slightly better for 5% available
data. However, for other settings i.e. 10,15 and 20%, J-GIQ shows better accu-
racy. This is due to the fact that as we increase the percentage of available data,
the propensity values used for prediction of labels in J-GIQ are more accurate.
Consequently, this results in better performance than GIQ. Further, the base-
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line methods do not give a comparable performance to the proposed approaches
when 30% examples are labeled in T .
We also carried out similar experiment on a larger dataset with 10000 records.
The motive of this experiment is to verify the efficacy of the proposed methods
on larger sized datasets. The settings of this experiment is identical to that of
the previous ones. The results are shown in Figure 2. We observe that J-GIQ
and GIQ perform better than the other baselines in this case as well.
Fig. 2: Accuracy for Target Subset Prediction for dataset 2
6 Conclusion
The problem of Test Set Selection using Active Information Acquisition is very
relevant in many practical applications such as banking and medical diagnosis.
We have proposed two greedy algorithms for solving this problem. Empirical re-
sults clearly demonstrate the effectiveness of our approach against other baseline
schemes.
There are several possible extensions to this line of work. We plan to inves-
tigate other querying schemes than the row queries used in this work. In this
work, we have explored only one possible dependency structure among the fea-
tures. Extensions of this work to cases with more complex dependencies are also
possible and would help cover a wider variety of real-life scenarios.
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