Abstract-A technique for image registration is described for application in the areas of X-ray, gamma ray, and magnetic resonance imaging. This technique involves searching a real-valued, multidimensional, rectangular, symmetric space of bilinear geometrical transformations for a globally optimal transformation. Physical considerations provide theoretical limits on the search space, but the theoretically maximum allowable space is still often much larger than the smallest, rectangular, symmetric subspace that contains the optimal transformation. To reduce the search time the current practice is to guess an optimal subspace from the maximum allowable space. This reduced space is then discretiAed and searched. This paper describes an automatic technique to adaptively estimate a subspace from the maximum space during the search process itself. This adaptive technique is tested with two quite different search algorithms, namely, genetic algorithms and simulated annealing.
I. INTRODUCTION OTION artifacts often render digital subtraction an-
M giography (DSA) techniques useless for diagnostic purposes in medical imaging [6] , [27] . Recently, some registration techniques have shown promise in solving the motion artifact problem [lo] , [ I l l , 1141, 11.51, 1291, 1381, [4 I] . The registration technique involves warping the "mask" image before subtracting it from the "contrast" image. It has been shown [ I l l , [I21 that there exists a one-to-one, two-dimensional, geometric transformation of the image which will produce a change identical to the one produced by any three-dimensional motion of the imaged object. In that work a class of one-to-one two-dimensional transformations [I31 is searched for such a transformation. These one-to-one transformations are parameterized by real numbers and are, hence, uncountable. In order to make search space pruning theoretically feasible, a method for discretizing the search space into an N-dimensional hypercube is adopted. That discrete space is then searched for a globally optimal registration.
Even after discretization, the search for a suitable transformation in this enormous space is equivalent to the problem of searching a multidimensional space for a point Manuscript received April 18, 1988; revised April 18, 1989. This work was supported by the National Institutes of Health, the National Science Foundation, and the Whitaker Foundation.
V . R. Mandava [23] permit adaptive implementation. GA's and SA have been successfully used for optimal registration when a "reduced" search space is chosen by a human operator based on certain a priori information about the complexity of the motion artifacts. However, the elimination of human operator interaction is necessary for automation purposes. To this end, a technique for search space adaptation, called adaptive search space scaling, which avoids human operator interaction and leads to a faster convergence in a theoretically maximum allowable search space, is suggested and implemented for the optimal registration problem.
A brief description of the image registration system is given in Section I1 for the purpose of providing a sufficient environment to understand the techniques. In Section I11 the search techniques, GA's and SA, are explained in brief. In Section IV the technique of adaptive scaling and its implementation for the registration problem are discussed. The experiments conducted to substantiate the proposed technique are described in Section V and the results are presented in Section VI. A few concluding remarks are made and some related issues for further research are presented in Section VII.
REGISTRATION SYSTEM
The image registration system takes as input two images termed the mask image and the contrast image. A region of interest (ROI) is selected by the human operator from the contrast image. This ROI presumably contains a faintly visible artery (or arteries) obscured by motion artifacts. The terms mask and contrast are standard in DSA. They are here renamed as "transforming" and "objective" images, respectively, because it is the mask image which is transformed by a suitable mapping, with the objective of registering it with the contrast image.
0278-0062/89/0900-025 1$01 .OO O 1989 IEEE
A. Geometrical Transformations
Two major requirements of the registration system are: 1) the existence of a suitable transformation which optimally registers the transforming and objective images; and 2) the practical feasibility of searching for such a transformation. The transformations considered for registration are two-dimensional, but they must be used to correct for three-dimensional motion of the objects being imaged. It has been shown [ 111, [ 121 that such transformations exist for a special class of images which are called "projected density" images, for which the intensity value at each point in the image is proportional to the line-integral of the density of some conserved quantity. An image produced by a suitably calibrated X-ray image formation system approximates a projected density image, wherein the linear X-ray attenuation coefficient serves as the density of a conserved quantity [ l l ] , [14] , [15] . The existence proof reveals two facts about the application of a twodimensional transformation for three-dimensional motion: l ) the transformation is one-to-one, meaning that each point in the transforming image is mapped into a single point in the objective image; 2) it must include a factor, the "Jacobian," to compensate for the changes in image intensities caused by compression or expansion of the imaged objects during image acquisition. A specific class of one-to-one transformations [ 131 is explored for the present work. By limiting the search space to this class of transformations, it is assumed that the artifacts in a rectangular ROI are caused by motion that produces image transformations that can be approximated in this class. Fig. 1 illustrates a typical ROI and the coordinate system used for the mathematical computations involved in the mapping process. The dotted rectangles at the four corners of the ROI of size 4w X 4h represent the maximum allowable motion at those corners, as constrained by the class of transformations used. The motion in an ROI is specified by a set of four displacement vectors (d-vectors), one for each corner of the ROI (Fig. 1) .
where i = 0 or 1 a n d j = 0 or 1. The mapping required between the transforming and the objective images is based on a bilinear interpolation of these four d-vectors. A transformation Tr is guaranteed to be one-to-one by imposing the following constraints [ 131 :
( 2 ) The mapping process involves locating a point x, in the transforming image corresponding to every point x2 in the ROI such that XI = Tr(x2).
( 3 )
As mentioned above, the effects of compression and expansion are taken care of by the use of the Jacobian factor defined as The effective image transformation can now be represented as
Here Zml is the transforming image, Zm2 is the transformed image, and J is the Jacobian factor. Let Zm3 represent the objective image. Now a point x2 in the difference image Zm4 can be obtained from
B. Evaluation Technique
The evaluation function for the suitability of a trans- which only a very small sample of pixels are mapped. The sampling technique is incorporated using a stratification mechanism [22] that can be expected to improve the correlation between the approximate and the exact evaluation over straightforward sampling. The performance computed on the basis of these few pixel mappings is used as a representative of the exact performance computed over all the pixels in the ROI. The search routine attempts to optimize only the approximate performance, without any direct knowledge about the exact performance. This sampling technique introduces a degree of error into the performance evaluation, but recent experiments reveal that, for the GA at least, this error does not degrade the overall search effort [16] . This effect is due to the increased time available for evaluating more candidate solutions. This behavior can be expected whenever the product of the time per approximate evaluation and the number of approximate evaluations necessary to produce an acceptable solution is less than the corresponding product for exact evaluations.
The current implementation samples [40] n2 points (a perfect square is used only for convenience) from the ROI using the mechanisms of stratification 1221 and an interest operator [35] . Stratification is achieved by dividing the ROI into n2 equal subROI's and sampling one pixel per subROI. A sampled pixel from a subROI is included for evaluation only when it is found interesting, being defined as one whose local variance falls within the top p percent ' of the variances of all the pixels in its subROI, where p is an adjustable parameter. Otherwise, sampling in the subROi is continued until such a pixel is found. Since we are doing an approximate evaluation, the performance values associated with the mappings may suffer some bias, caused by the differences in the image intensities of the sampled pixels. In order to minimize this bias, the same set of samples is used for evaluating each member of a set (one generation in GA's and one temperature setting in SA as explained in a later section) of competing transformations.
C. Architecture
The software system is divided into three parts: 1) search; 2) evaluation; and 3) display. The search process involves finding an optimal set of four d-vectors. The global search process guesses, through adaptation techniques, several mappings as the suitable ones. All these suitable mappings are evaluated, and a performance value is associated with each of these mappings. This performance value represents how good the mapping is with respect to the removal of motion artifacts. For every M mapping evaluated, the mapping with the best performance seen so far with respect to the performance value is passed on to a display process which runs in parallel with the search process. The display process maps each and every pixel using the mapping passed to it by the search process, subtracts the transformed image from the objective image, and displays the difference image. These difference images are viewed by the human operator with the aid of the displaytool [5] environment. The optimization problem is visualized as a physical system undergoing an annealing schedule in which the system is melted at a high "temperature" and the temperature is incrementally dropped, so that the system will eventually settle down to a globally optimal state. The parameter that is being minimized is termed the "energy" E of the system. Initially, search starts at an arbitrary point in the search space. This point is evaluated and a perturbation is made to this search point in order to generate a new search point. The new point is accepted either deterministically or with a probability of exp ( -A E / T ) according to whether A E 5 0 or A E > 0. Here T is the temperature at which system changes its state with a change of energy, A E = Efinal -Elnltlal. In practice, several search points are generated and evaluated at a temperature until the system comes to "thermal equilibrium" and then the temperature is dropped. This cycle continues until a satisfactory global optimum is reached from which SA fails to escape. The questions that arise while implementing SA for a particular problem are: 1) how to fix the initial temperature; 2) how to decide thermal equilibrium at a temperature; 3) how to incrementally decrease the temperature; 4) what criterion is to be used in generating new search points; and 5 ) when to stop the search.
SEARCH TECHNIQUES

A. Simulated Annealing
Optimal schedules for asymptotic convergence of the energy function have been formulated theoretically [2 11, [26] , [3 11, but the practical application of these schedules requires detailed knowledge of the search space, Hajek's restrictions on maximum "cup" depth, for example 1211. Because this information is not available in our application, we have incorporated a heuristic schedule. The probability that the system will move from a state S, to another state S, + with a change of energy AE > 0 is given by the equation For the image registration problem, the average absolute interesting pixel difference, which serves as the measure of performance P, of the state Si during the registration process is interpreted as the energy Ei of an equivalent physical system undergoing annealing. The initial temperature To is set according to (7) with prob = 0.9, T = To and AE = 2P0 -Po = Po, where Po is the initial average absolute pixel difference between the transforming and the objective images. This setting means that there is at least a 90 percent probability of a transition in which the energy changes by no more than 100 percent from its initial value. At each state transition the system is examined to determine whether the temperature should be changed. A change is made if the system has changed state 100 times at the current temperature or if the equilibrium probability of the current state is at least 80 percent of that of a perfect registration, for which E = 0. The number 100 represents the maximum time to be devoted to any single temperature. The fraction, 80 percent, represents a measure of the level of success in reaching a given perfect (possibly unattainable) state at the current temperature. To calculate the probabilities we first note that the probability that a system in equilibrium will be found in a given state with energy E, is given by where N , equals the number of states in the neighborhood which can be reached by perturbation from S, and the sum is taken over all states S, [26] . We make no distinction among states when performing a perturbation. Therefore, N, = NI for all i, j , and our expression for the probability reduces to
By setting Ei = 0 in (9) we find that the probability of finding the system in some given state S, , of perfect registration is Thus, the second criterion for changing the temperature reduces to exp (3) > 0.8.
We refer to each temperature change as an "iteration" and enumerate the iterations with the subscript t = 0, 1, 2 ; -* , Temperature Tt + is determined from (7) by substituting T = T,+l, prob = 0.9, and a A E that is equal to the average performance of the algorithm at temperature Tt. This setting means that there is at least a 90 percent probability of a transition in which the energy changes by no more than 100 percent of the most recent average performance. The initial point is the identity transformation (no warping). A new search point is generated by perturbing a randomly chosen d-vector. The amount of perturbation is reduced as the system reaches low temperatures. The search process is continued for 5 min of computer CPU time.
It should be pointed out that our annealing technique differs in a fundamental way from the traditional technique. The difference is that we estimate the energy E, of the state SI by random sampling, as described in Section II-B. The resulting stochastic variation in A E means that our transition probability is not based strictly on the Metropolis criterion. Thus, the theoretical results based on SA with the Metropolis criterion [2 I], [26] , [3 11 may not apply here.
B. Genetic Algorithms
Genetic algorithms (GA's) are adaptive search techniques, based on the model of natural genetic evolution. They attempt to solve the optimization problem adaptively by dynamically accumulating information about the system to be optimized. GA's maintain a set, or "population" D ( t ) , of S candidate solutions, represented as binary structures. This population evolves through an iterative process indexed by t . In one iteration, termed a ''generation," the entire population is replaced. The pro-
evaluation, selection, recombination, and mutation. Each of the individuals in the population is evaluated and associated with a performance value. This value indicates how well the individual solves the problem. Based on the individual and population average performances, expected values are computed for each individual as follows [19] :
where E ( i ) is the expected value of an individual i , P ( i ) is the performance associated with i, P (w) is the performance of the worst individual in the population, and P ( avg) is the average population performance. An intermediate population is produced by selection from D ( t ) with some members being selected more than once (cloned) and some not at all. The selection is performed stochastically such that the probable number of selections of individual i equals E ( i ) . This selection procedure provides a mechanism by which the individuals of average performance produce one offspring, better individuals produce more than one, and below average ones produce, on the average, less than one, while keeping the population size constant across the generations. The population
is generated from the intermediate population by using the genetic operators "crossover" and "mutation" and the cycle goes on.
Crossover combines the features of two "parent" structures to form two similar "offspring." It operates by swapping corresponding segments of a binary representation of the parents. For example, if we use the structures s1 = 100/01010 and s2 = 0101 10100 as two selected parents and suppose that the crossover point has been chosen as indicated by the vertical bar, the resulting offspring structures would be s3 = 1001 10100 and s4 = 010/01010. This simple operator has some important properties. First, the offspring share many of the combinations of features exhibited by the parents. In the preceding example, the combination 100####0 appears in both s, and s3. (The "#" indicates that the value in this position is irrelevant.)
This common trait implies that the offspring should share many of the performance characteristics of the parents. Second, crossover introduces new combinations of features into the population. In the above example, s4 contains the combination #1001###, which does not occur in either parent. If s4 exhibits high performance, then this new combination of features will tend to propagate through the population. The mutation operator flips a bit in a structure. It is especially useful under circumstances where a hyperplane (a position in a structure) is represented by either zero alone or one alone in the entire population. Without mutation certain features may never be represented during the entire genetic cycle. However, if the mutation rate is not contained very carefully, the adaptive genetic information may be damaged by the randomness of the mutation.
Recently, there has been an attempt to merge these genetic concepts with the temperature concept of simulated annealing, in order to realize better heuristics for search [34] . This adaptive search process is affected by the parameters such as crossover rate, mutation rate, and population size. These parameters are tuned to suit the image registration problem [20] . GENESIS [ 191, a software implementation of GA's, is used with a crossover rate of 45 percent, a mutation rate of 0.01 percent, and a population size of 80 [ 
IV. ADAPTIVE SEARCH SPACE SCALING
A. Search Space Representation
The search space representation formalizes the mapping which exists between the actual search space and the search space simulated in the computer. Genetic algorithms require bit-structure representation to perform genetic operations. Simulated annealing, by nature, does not require any bit-structure representation of the search space, but the digital nature of the computers imposes bitstructure representation. The bit-structure representations for GA's and SA could be entirely different resulting in different levels of granularity. For compatibility purposes and for providing the same test bed for the algorithms in comparison, a 64-bit structure is used to represent a search point for both GA's and SA. This structure is decoded into eight d-components corresponding to the four d-vectors using a gray code [33] .
B. Necessity for Scaling
The search space represented in the computer is called a bit-search space, B. The registration problem actually deals with a set of real valued d-vectors, which constitute a real-search space, R. The representation function f is defined such thatf(B) G R. Because we use 64 bits for representing the eight d-components, the size of B is fixed as 264. The size of the real-search space R may be set independently of the size of B, but for smaller sizes of R , the space B represents a finer granular search space as opposed to a coarser granular one with a larger R . With a fine granular bit-search space the chances of landing within a small neighborhood of an optimal transformation are high as compared to a coarse granular search space, in spite of the fact that the bit-search space is a 64-dimensional hypercube in both the cases. The theoretically maximum allowable space for a dvector at a corner of an ROI, satisfying the one-to-one criterion according to (1) and (2), is represented by a rectangle of size ( 2 X w X 2 X h ) , which is symmetric about that corner of the ROI (Fig. 1) .
symmetric about a corner of the ROI, contain the four d-vectors, constituting the optimal transformation. The size of the search space R, bounded by these four rectangles is ( 2 X w , X 2 X !z,)~. This space contains the optimal transformation and may be much smaller than the theoretically maximum allowable space. Thus , the efficiency of the search algorithm would be improved by choosing a search space R such that Ro G R E R,.
Because Tr, is unknown, R, is unknown as well. Thus, it is impossible to enforce the condition Ro r R. Heretofore, w, and h, have been guessed by a human operator before the search starts and the same space is searched throughout the search process. The operator's judgement in choosing these parameters is based solely on the information available from a raw difference image (i.e., without any warping). This sort of manual adjustment has led to good difference images [ 111, but by no means is manual adjustment an acceptable way of choosing the search space. There are basically two disadvantages with manual search space adjustment: 1) the difficulties involved in choosing an appropriate search space; 2) the chances of missing an optimal transformation due to improper selection of the search space. Hence, we have devised an automatic way for adaptive adjustment of the search space while the search is in progress, which we call adaptive search space scaling.
C. Technique for Scaling
Typical implementations for GA's and SA provide mechanisms for saving any number of the best structures that have been encountered by the search in a registration session. For scaling purposes, the best s structures are saved, which constitute the "bestset." The size of the bestset should be such that it can hold enough structures to represent the optimal regions of the search space.
Initially, the search starts with R = R,. The structures in the bestset keep changing while the search algorithm adaptively progresses by collecting information about most of the optimal regions in the search space. At each iteration t of the search, the representation function ff ( B ) determines the relationship between the binary structure and the components of the four d-vectors. That relationship is parameterized by wr and h,, the largest magnitudes of the x and y components represented by f , ( B ) . The bestset is consulted once every g iterations of the search (an iteration is one generation in GA's and is one temperature setting in SA), and the information about the optimal regions obtained from the bestset is used in adapting the search space R toward R,. For each t that is equal to an integral multiple of g , the search space may be scaled down at the end of iteration t by scaling down the values of w, and h, to w, + (Fig. 2) , meaning that a previously shrunk search space always has a possibility for expansion. This selection takes care of premature shrinkings due to improper information about the optimal regions, by the search algorithm. Fig. 2 illustrates the scaling process at three successive scaling intervals with g = 20 and s = 5 . Here " X " and " 0 " represent structures appropriately placed in a bin.
In scaling from the 20th to the 21st iteration [ Fig. 2(a) In our experiments 11 percent of the search points, on the average, have turned out to be unmappable for every scaling procedure in GA's. As a consequence they lose some genetic information. But, the results indicate that the merits of scaling have more than compensated for this loss. In simulated annealing only the current search point determines the next search point. If the current search point is lost during scaling, it is replaced by the best structure in the scaled bestset.
V. EXPERIMENTS
Experiments using GA's and SA both with and without scaling were conducted on clinical images. All the images used in the experiments are calibrated so that they represent approximate projected density images [ 111, [ 141, [ 151. The images are digital subtraction angiography (DSA) studies of the humerus and the elbow (elbow not shown) in one patient. The images are 512 X 512 size with 8 bit pixels. The DSA difference images, without any warping, contain motion artifacts which obscure the arteries. There is no a priori information about the motion artifacts in the images. A series of ROI's covering the full run of an artery is selected for warping.
Each experiment is run for 5 min (time obtained from the tms-time field of the UNIX' system call times) on an ' UNIX is a registered trademark of AT&T Bell Laboratories individual ROI. The search and display processes are run in parallel on two different Ethernet linked SUN 3/260 workstations. The five best structures seen so far by the search algorithm are used in scaling the search space at intervals of 20 iterations. The evaluation parameters are set such that 25 points are sampled from 25 subROI's whose variances fall within the top 10 percent of the variances of the pixels from that subROI. The selection of such a small subset of pixels for evaluation out of 10 000 pixels for a typical ROI results in an inexact evaluation, but we have found that the speedup in the evaluation more than compensates for the evaluation error when a heuristic search technique is employed [20] .
The same sample set is used for all the evaluations in an iteration to minimize the bias caused by approximate evaluation. At the beginning of every iteration a new sample set is generated. At this time the structures in the bestset are reevaluated using the new set because the new structures with which they will compete will be evaluated with the new sample set.
All of the schemes start with the maximum allowable search space as determined by (1) and (2). In the experiments with scaling, the real-space is adapted to a scaled space representing the patient motion, whereas in the experiments without scaling the search algorithm keeps searching the initial real-space until the end. The initial search space size for a 100 X 100 ROI without manual search space reduction would be, for instance, (50 X 50)4.
VI. RESULTS AND DISCUSSION
The results discussed in this section correspond to four different ROI's selected from a region of the humerus. The ROI's (I, 11, 111, and IV) are 100 X 100, 100 X 80, 100 x 100, and 80 x 80 pixel rectangles from left to right, respectively, as shown in Fig. 3 . The results of the experiments conducted on the images included here are representative of results on other DSA images. The registered ROI's obtained with the manual reduction of the search space for GA's [ I l l are shown in Fig. 4 , superposed on the nonregistered image. This image serves as a comparison to the images obtained with adaptive search space scaling. Each registered difference image shown here is either the first satisfactory image obtained in less than 5 min (for an individual ROI) or, if no satisfactory image appears, the one with the best exact performance obtained by the end of 5 min. A satisfactory image is determined subjectively as one in which small arteries, obscured by motion artifacts, are made visible. Fig. 3 shows the motion artifacts caused by patient motion during the acquisition of mask and contrast images. The black-white linear artifacts appearing at the edges of the humerus affect visualization of artery most severely at those places where the artery crosses the bone. Within the four ROI's, when processed by the optimal registration technique with the manual reduction of the search space (Fig. 4) , arteries show up more clearly, and the motion artifacts are to a large extent removed. It should be ob- served that a branch of the main artery (below it) is clearly visible in the processed image (Fig. 4) , whereas the unprocessed image (Fig. 3) does not reveal its existence. Fig. 5 shows that ROI I appears worse after processing without the benefit of either scaling or manual reduction of the search space, and as a whole the quality of this image is poor for diagnostic purposes. Fig. 6 , produced with adaptive scaling, is suitable for diagnostic purposes. Similar image superiority is obtained with scaling over no scaling in case of SA also (Figs. 7 and 8) . The improvements in Fig. 4 over Fig. 5 indicate that the smaller search space selected by the human operator leads to better results than those obtained with the maximum allowable space. The improvement in Fig. 6 over Fig. 5 indicates that scaling has significantly improved the searching power of GA's for the optimal transformation without any human participation in selecting a reduced search space. A comparison of Figs. 7 and 8 reveals a difficulty with the technique of optimal registration. The optimization step requires that an evaluation function be defined to measure the quality of a registration. It is not possible to guarantee that this measure will agree with a subjective assessment of that quality. Because of efficiency considerations, the evaluation function that we use is an estimate of the average absolute pixel difference, as explained in Section 11-B. This estimate can be expected to vary from the exact evaluation of the average, but the exact evaluation itself should, ideally, vary monotonically with the subjective assessment. A comparison of the exact evaluations for Figs. 7 and 8 reveals that these two measures of quality do not always agree. While Fig. 7 appears subjectively to show a worse registration for all four ROI's, the average absolute pixel difference is larger only for ROI 1-3.98 in Fig. 7 versus 3 .95 in Fig. 8 -and then only slightly so. For ROI's 11-IV the averages are 2.52 versus 2.60, 2.06 versus 2.06, and 1.80 versus 2.05. As our experience shows, while there are occasional exceptions such as this, there is a strong correlation between the exact average pixel difference and subjective assessment. Thus, a good performance with respect to the exact evaluation will rarely produce a (subjectively) bad registration.
On the basis of this hypothesis, we can compare search schemes (e.g., with and without scaling) with respect to the (exact) average absolute pixel difference. However, since this evaluation function can occasionally give a false impression of the quality of a registration, the comparison of two search methods on this basis must be done with care. While a subjective comparison of Figs. 7 and 8 suggests, for example, that scaling is clearly superior to noscaling, the average absolute pixel differences for these images suggest that it is slightly inferior. The registrations shown in these two figures are either the first ones that appeared to be "satisfactory" in 5 min of search or the ones corresponding to the best exact performance obtained if no satisfactory registration was found in 5 min of search; they are included, as are the other registrations, only to give an idea of the improvement that can be expected in 5 min. There is clearly a danger in relying solely on measures of a few images selected in this haphazard way when comparing registration techniques. Recognizing this danger, we have chosen to rely on more of the data acquired during the search process and to make a subjective comparison of the search techniques (as opposed to a subjective comparison of the images) based on that data.
The additional data that we consult are plots of the exact performance of the best structure found so far versus the number of evaluations required to find the best structure. These plots are shown for ROI's I1 and 111 for various search schemes in Figs. 9-12. The results are representative of all the ROI's. In these plots the exact performance, labeled p-exact, is plotted versus the number of evaluations for 5 min. The adjacent points along the abscissa are joined by straight lines. The plots show large fluctuations in the exact performance even though the search might be expected to move progressively toward better transformations. These fluctuations are due to the fact that the search process optimizes only the approximate performance. While the best approximate performance seen so far cannot increase, the exact performance of the corresponding structure can. Fig. 9 shows the comparative convergence behavior of GA's with scaling (solid line) and without scaling (dotted line). (The figure indicates that the scaling scheme evaluated a few more points than the no-scaling scheme. This cannot be true because scaling involves more overhead than no scaling. This anomaly in the graphs is probably due to varying load patterns in the computer system. It was observed that the average overhead time taken for one evaluation by SA is very nearly the same as that for GA's.) It is obvious from Fig. 9 that scaling is converging to smaller perfor- mance values (better registration). A similar convergence behavior is observed in Fig. 10 corresponding to simulated annealing. The best performances (smallest values) obtained by scaling are never achieved in 5 min of run time by the algorithms without scaling. Fig. 11 indicates that both the GA's and SA behave almost equally poorly in the absence of scaling, whereas Fig. 12 indicates that they behave equally well in the presence of scaling. It may be observed from Fig. 12 that the scaling makes the idiosyncrasies of the search algorithms less dominant: both of them display more or less the same convergence patterns when space scaling is employed.
In comparing any two search schemes by means of these graphs it appears that the scheme that more often finds better solutions (its plot line is lower more of the time) also more often finds the best solution (its plot line contains the lowest point). That conjecture is born out in Table I, where the best exact performance, labeled ep-best, found over the 5 min search, is shown for each group. This measure, i.e., best exact solution encountered in 5 min, might thus be considered as a measure of the efficacy of a search scheme that is simpler than the subjective evaluation of a graph and yet is more reliable than measuring the performance for the first acceptable image seen. The value of ep-best is smaller (better) when scaling is employed. In Table I we also give the time, in seconds, labeled t-$g, required to register the ROI's shown in Figs. 4-8. These data from Table I are combined in Table  I1 to show the aggregate values computed over all the four ROI's. The aggregate value for t-$g is the total time consumed by a search scheme for obtaining the images shown in the figures, and for ep-best it is the average, weighted by the ROI sizes, of the best exact performance values obtained during 5 min on each ROI. The values of t-$g in Table I may be compared for scaling versus no scaling.
Scaling shows significant improvement over the no-scaling schemes in all cases except for ROI I with GA's and for ROI I11 with SA. In these two cases, however, the registered ROI's shown in Figs. 5 and 7 were not judged to be acceptable. No acceptable registration was found in either case without using scaling. In this situation we show the registration whose performance was the best among those encountered during the 5 min search. The value of t-$g is small because the best registration, albeit not an acceptable one, occurred early in the search. With reference to the t-$g values in Table I1 scaling schemes can be claimed to produce diagnostically more suitable DSA images than the no-scaling schemes in much less time.
The no-scaling schemes took about 8 to 11 min in producing difference images with inferior quality to the ones produced with scaling. Scaling produced good quality dif- ference images in 4 to 5 min, whereas similar images were obtained by the manual reduction of the search space in about 2.25 min. Although the manual reduction method took less time over the scaling schemes, it is always extremely difficult and time consuming for the human operator to select the reduced search space. The time differences between adaptive scaling and manual reduction are due to the fact that the latter scheme starts the search in a small space which ,contains an approximately optimal transformation, whereas the former scheme starts its search in the maximum allowable space. Table I11 shows w, and h, values for various search schemes at the end of 5 min. The no-scaling techniques start with the maximum allowable search space and com-plete with the same; whereas the scaling schemes start with the maximum allowable space and complete with a reduced search space. The manual reduction technique starts with a reduced space and continues the search until the end in the same space. It may be noted that the reduced space obtained by adaptive scaling is usually much smaller than a human operator adjusted space which indicates that it is difficult for the human operator to select a sufficiently reduced space containing the optimal transformation.
VII. CONCLUSIONS
Based on the image quality in the experiments presented here, GA's with manual search space reduction and GA's with scaling have proven to be superior search schemes over GA's without scaling, and SA with and without scaling. Among the practically viable search schemes, which exclude manual search space reduction, GA's with scaling and SA with scaling seem to demonstrate superior performance statistics. It is hard to judge between these two because SA with scaling performed better than GA's with scaling on another set of images from a clinical study of the elbow (results not included in this paper), while both of them gave satisfactory results from the diagnostic point of view. From the results of this work, however, it appears that GA's and SA when implemented with adaptive search space scaling lead to faster convergence than those implementations without it. It should be noted that the convergence demonstrated by SA (with or without scaling) is not guaranteed to reach a global optimum. Since we use a stochastic optimization function (described in Section 11-B) as opposed to the deterministic energy function required by the Metropolis criterion, the theoretical proofs of convergence to a global optimum which have been developed for the deterministic case may not apply. Another noteworthy point about scaling is that it occupies only about 0.2 percent of the total run time.* It is possible to make the scaling more detailed by employing it independently for the four different d-vector spaces, as opposed to the currently investigated uniform scaling for all the four d-vector spaces. Another level of scaling could be obtained by considering nonrectangular and nonsymmetric d-vector spaces. The effects of the scaling interval and the number of best structures to be considered for scaling should be carefully studied.
Adaptive search space scaling has been shown in this work to be effective in conjunction with two quite different stochastic search techniques: a genetic algorithm which operates on a population of candidate solutions, and simulated annealing, which operates on only a single candidate. It can be expected to work well with other stochastic search methods, when a real space is searched by means of discretization. The application to image registration demonstrates the improvements produced by scal-'Obtained by gprofof the UNIX system ing, but it is not essential to this idea, nor is the use of approximate performance evaluation. Scaling, as described here, requires only that during the search a set of candidates be assembled and ranked according to the optimization criterion. Any combination of stochastic search technique and optimization problem in which a discrete representation of a real space is searched and candidate solutions can at least be ranked by their performance is appropriate for adaptive search space scaling.
