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ABSTRACT 
Investigators have discovered thousands of genetic variants associated with 
various traits using genome-wide association studies (GWAS).  These discoveries have 
substantially improved our understanding of the genetic architecture of many complex 
traits. Despite the striking success, these trait-associated loci collectively explain 
relatively little of disease risk. Many reasons for this unexplained heritability have been 
suggested and two understudied components are hypothesized to have an impact in 
complex disease etiology: rare variants and gene-environment (GE) interactions. 
Advances in next generation sequencing have offered the opportunity to comprehensively 
investigate the genetic contribution of rare variants on complex traits. Such diseases are 
multifactorial, suggesting an interplay of both genetics and environmental factors, but 
most GWAS have focused on the main effects of genetic variants and disregarded GE 
interactions. In this dissertation, we develop statistical methods to detect GE interactions 
for rare variant analysis for various types of outcomes in both independent and related 
samples. We leverage the joint information across a set of rare variants and implement 
 
 vii
variance component score tests to reduce the computational burden. First, we develop a 
GE interaction test for rare variants for binary and continuous traits in related individuals, 
which avoids having to restrict to unrelated individuals and thereby retaining more 
samples. Next, we propose a method to test GE interactions in rare variants for time-to-
event outcomes. Rare variant tests for survival outcomes have been underdeveloped, 
despite their importance in medical studies. We use a shrinkage method to impose a ridge 
penalty on the genetic main effects to deal with potential multicollinearity. Finally, we 
compare different types of penalties, such as least absolute shrinkage selection operator 
and elastic net regularization, to examine the performance of our second method under 
various simulation scenarios. We illustrate applications of the proposed methods to detect 
gene x smoking interaction influencing body mass index and time-to-fracture in the 
Framingham Heart Study. Our proposed methods can be readily applied to a wide range 
of phenotypes and various genetic epidemiologic studies, thereby providing insight into 
biological mechanisms of complex diseases, identifying high-penetrance subgroups, and 
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Chapter 1 Introduction 
1.1 Genetic association studies 
Genome-wide association studies (GWAS) are widely used to scan genetic markers 
across the genome to detect genetic variations, called single nucleotide polymorphisms 
(SNPs), associated with complex human diseases or traits, such as schizophrenia, 
cardiovascular disease, and waist circumference. The underlying assumption in 
performing GWAS is that common diseases and traits are attributable to common 
variants, typically defined as those with minor allele frequency (MAF) greater than 1 or 
5%. Because GWAS examine SNPs across the whole genome, they are promising ways 
to study complex diseases and traits since many genetic variants contribute to a person’s 
risk. GWAS have been strikingly successful at discovering hundreds of trait-associated 
genetic variants, thereby helping to further understand the mechanisms and functions 
underlying complex disease etiology (Artigas et al. 2011; Chasman et al. 2011). Despite 
the success, significant common variants discovered by GWAS collectively explain only 
a small fraction of the estimated heritability of disease risk, thus challenging researchers 
to further identify factors contributing to disease risk unexplained by GWAS findings (de 
los Campos, Sorensen, and Gianola 2015; Manolio et al. 2009). 
 
Unexplained heritability could be due to limited sample size in single cohort or case-
control studies. Sample size is directly related to power to detect an association, so 
increasing sample size will further lead to discovery of variants that were previously 




same trait may combine their study results with meta-analysis to boost power, thus 
leading to discoveries of novel associated variants (Evangelou et al. 2014; Gorski et al. 
2017; Hancock et al. 2010). Meta-analyses can greatly increase sample size and statistical 
power, and thereby reduce the unexplained heritability. 
 
Environmental variables and possible interaction between genetic and environmental 
factors are thought to have a big impact on the etiology of complex diseases, thereby 
offering new insights into unexplained heritability and identifying novel associations 
(Hamza et al. 2011; Matsui and Ehrenreich 2016). It is well-established that the majority 
of complex diseases are multifactorial, suggesting an interplay of both the genetics and 
environmental factors; so examining just the main effects from either genetic or 
environmental variables, cannot provide full insight into the biological mechanisms of 
complex diseases and traits. Including environmental variables in the model may help to 
identify previously undetected loci. This suggests that accounting for environmental 
variables in genetic analyses may facilitate novel gene discovery, highlight novel 
biological functions, and aid in uncovering novel gene-environment (GE) interactions 
that may contribute to explaining variability in the phenotype of interest. Investigating 
GE interactions can elucidate the etiology of complex diseases, identify subgroups that 
are at high risk, and eventually lead to the development of better diagnostics and targeted 
prevention methods because modification of environmental factors, such as diet and 
smoking, is more feasible than modification of our genome (Zhang, Lin, and Biswas 




variants, so variants that interact with environmental variables may be missed. Many GE 
interaction methods have been developed, and including interaction terms in the model 
might help unravel the genetic architecture of complex diseases. (Chen, Meigs, and 
Dupuis 2014; Lim et al. 2019; Lin et al. 2013; Ma, Clark, and Keinan 2013; Moreno-
Macias et al. 2010; Tzeng et al. 2011) 
 
Another potential explanation for unexplained heritability is the presence of low 
frequency variants, defined as those with MAF between 1 and 5%, and rare variants with 
MAF less than 1%. There is increasing empirical evidence that implicates rare variants 
with modest/large effect sizes in various complex diseases, thereby leading to a new 
hypothesis that rare sequence variants with relatively high penetrance are a contributor to 
complex disease susceptibility (Lee et al. 2014). As a result, the focus has shifted from 
investigating common variants in GWAS to association between rare variants and 
complex diseases. Rapid advances and decreasing cost of whole genome sequencing 
technology have facilitated the accessibility and discovery of a plethora of low frequency 
and rare variants, and yet, substantial statistical, analytical, and computational challenges 
remain in uncovering rare variants in association studies. As only a small proportion of 
the sequenced individuals carry any given rare mutation, standard single variant 
association tests typically used to evaluate common variants in GWAS cannot be applied 
to rare variants because they will be severely underpowered unless the sample sizes or 





1.2 Rare variant analysis 
To overcome the low power of rare variant studies, several statistical methods have been 
proposed to boost power, usually involving aggregating variants in a region and jointly 
testing the marginal effect of rare variants (Chen et al. 2011). These region-based tests 
can be broadly categorized into burden tests and non-burden tests. For burden tests, the 
cumulative effects of variants in a region are summarized into a single variable, which is 
then tested for association with the trait of interest. Variants can be collapsed by 
summing the number of risk alleles in a region or by using a dichotomous variable to 
indicate whether an individual carries any risk allele in the region of interest (Asimit et al. 
2012; Li and Leal 2008; Madsen and Browning 2009; Morgenthaler and Thilly 2007; 
Morris and Zeggini 2010; Qi, Allen, and Li 2019). Burden tests are most powerful when 
variants in consideration are causal and the directions of the effect on the risk of the 
alternate/minor alleles are the same, either all positive or all negative. When the 
alternate/minor alleles of causal variants have effects on the phenotype in different 
directions, burden tests suffer from low power since the opposite effects of protective and 
deleterious alleles cancel out (Lee et al. 2014; Wang, Chen, and Yang 2012). To improve 
power in this situation, a data-adaptive sum test called aSum was proposed, where it 
allows for both trait-increasing and trait-decreasing variants in the model and a combined 
score is calculated from signs of the univariate tests (Han and Pan 2010). The downside 
of this method is that it is computationally expensive since p-values cannot be calculated 





To address the aforementioned issue of burden tests, non-burden tests have been 
proposed that focus on aggregating individual test statistics. Variance component tests 
evaluate the distribution of the variants within a region by aggregating the score statistics 
of the individual variants (Lin and Tang 2011; Lee et al. 2012; Svishcheva, Belonogova, 
and Axenovich 2014; Wu et al. 2011). Variance component tests are more powerful than 
burden tests when there are both positively and negatively associated variants in a region, 
but less powerful when the variants are in same direction (Basu and Pan 2011; Jiang and 
Mcpeek 2014; Lee et al. 2012). Among non-burden tests, the sequence kernel association 
test (SKAT) is a popular method that summarizes variant information using a kernel 
function and applies a variance component score test to evaluate the significance. SKAT 
is derived under the assumption that study participants are unrelated and treats the 
genotypes as random effects to reduce the number of parameters to estimate (Wu et al. 
2011). Numerous extensions of SKAT have been proposed, such as famSKAT to allow 
for related individuals (Chen, Meigs, and Dupuis 2013), SKAT-O that combines burden 
and SKAT to maximize power (Lee et al. 2012), MONSTER that extends SKAT-O to 
account for familial correlation (Jiang and McPeek 2014), RC-SKAT that tests the 
cumulative effects of both common and rare variants (Ionita-Laza et al. 2013), and many 
more. 
 
1.3 Gene-environment interaction 
Both genetics and environmental factors play a role in etiology of complex diseases and 




provide insights into genetic and environmental influences on a trait of interest and 
provide better statistical models when both genetic and environmental influences 
correctly accounted for.  
 
A general framework for a GE interaction model is the following: 
)) =  + 
 +  + ,   
 
where g(·) is a link function and y is the trait of interest. The null hypothesis for an 
interaction-only test is :  = 0 vs. the alternative hypothesis: :  ≠ 0. We can also 
perform a joint test of the genetic variants and GE interaction: :  =  = 0 vs. 
:  ≠  0 or  ≠ 0. A joint test evaluates whether the genetic variant is associated 
with the trait, allowing for interaction with an environmental variable. Joint tests are most 
powerful when both the genetic main effect and GE interaction effects are present. Some 
gene-based GE methods have been developed in the context of rare variants to reduce 
multiple testing burden (Chen, Meigs, and Dupuis 2014; Jiao et al. 2013; Tzeng et al. 
2011). 
 
1.4 Family data  
In the early stages of GWAS, analyses focused on comparing cases with controls among 
unrelated individuals. Ignoring familial correlation and using linear regression to analyze 
family data leads to elevated type I error (Chen, Meigs, and Dupuis 2013). One way to 




reduce the sample size, thereby leading to power loss. In the case of rare variants, 
especially for GE interaction test, it is important to retain as many samples as possible to 
have appropriate power. A preferable method is to use a linear mixed model (LMM) to 
account for random polygenic effects that are shared within families and thus, eliminating 
the need to restrict to a subset of unrelated individuals.  
 
1.5 Dichotomous and survival outcomes  
Sometimes the trait of interest is not continuous. It could be binomially distributed, with 
the disease being present or absent, or time-to-event outcomes that are aiming to predict 
patients’ risks for an adverse event during long-term follow up. The best-known method 
to analyze a dichotomous outcome is logistic regression, which is appropriate only when 
the observations are independent. To analyze dichotomous traits with family data in 
genetic studies, generalized linear mixed models (GLMMs) can be used to account for 
relatedness between samples. To analyze time-to-event outcomes, the Cox proportional 
hazards model is widely used (Cox 1972), and this model can be extended to include 
random effects using mixed effects Cox regression. Both GLMMs and mixed effects Cox 
regression have broad utility and are of great practical importance, but they have not been 
extensively used in the context of detecting GE interaction in rare variant analyses. 
 
1.6 Dissertation outline 
In this dissertation, we focus on statistical method development to detect GE interactions 




consist of methodological development, extensive simulation studies, and a real data 
application to the Framingham Heart Study (FHS). We then conclude by highlighting the 
contributions and future work.  
 
In Chapter 2, we propose a rare variant by environment interaction test accounting for 
familial correlation under the GLMM framework (famGE). The framework can 
accommodate both binary and continuous traits with family data; so it is not necessary to 
restrict analyses to unrelated individuals. 
 
In Chapter 3, we develop a GE interaction test for rare variants in studies of time-to-event 
outcomes, assuming the genetic main effects are fixed effects, while the GE interaction 
effects are random. We impose a ridge penalty on the genetic main effects to deal with 
potential multicollinearity between variants (coxGE). Given the importance of time-to-
event outcomes in medical studies, we believe our proposed methods will be significant 
contributions in genetic association studies as well as time-to-event analyses. 
 
In Chapter 4, we extend the coxGE framework to incorporate different types of penalties, 
such as least absolute shrinkage and selection operator (LASSO) and elastic net, and 
compare the performance of the model with coxGE with the ridge penalty proposed in 
Chapter 3 under various simulation settings.   
 




Chapter 2 Methods for Detecting Gene by Environment Interaction in Rare Variant 
Analysis for Binary and Continuous Traits in Family Data 
 
2.1 Introduction 
Although GWAS have been successful in identifying genetic variants with strong 
association with disease and traits, variants evaluated in GWAS have been mostly 
restricted to common variants, typically defined as those with MAF greater than 1 or 5%. 
Additionally, these identified variants explain only a small portion of disease heritability, 
possibly be due to limited sample size and power in GWAS, and thus calls for performing 
meta-analysis (Riancho 2012). Nevertheless, even in large scale GWAS meta-analyses, 
much of the heritability remains unexplained. For example, in GWAS meta-analysis of 
adult height in > 93,000 East Asians, the investigators identified 98 loci at genome-wide 
significance that explain only about 9% of height heritability, which is a small proportion 
considering that human height heritability is approximately 80% (He et al. 2015).  
 
One plausible explanation for unexplained heritability is the presence of low frequency 
and rare variants, which are not analyzed in GWAS due to their low MAF. It is well 
known that rare variants are responsible for many Mendelian disorders, but their roles 
have not been fully investigated in complex diseases (Ionita-Laza et al. 2013; Lee et al. 
2014). With rapid advances and decreasing cost of whole-genome sequencing, attention 
has shifted to investigating the potential role of low frequency variants in complex human 




variants may be in part responsible for complex diseases, thus partially accounting for 
unexplained heritability (Kao et al. 2017; Lee et al. 2014; Yu et al. 2018) For example, 
Igartua et al. identified two novel rare variants associated with low-density lipoprotein 
cholesterol and high-density lipoprotein cholesterol with larger effects than the 
previously discovered variants within the known blood lipid associated loci (Igartua et al. 
2017). In another study by He et al., multiple rare variants were found to be associated 
with lower systolic blood pressure (He et al. 2017). Successes from rare variant 
association studies highlight the importance of rare variants to complex disease 
susceptibility. 
 
Another source of unexplained heritability could be due to GE interactions (Hamza et al. 
2011; Matsui and Ehrenreich 2016). Complex diseases are multifactorial and involve 
both genetics and environmental factors. Therefore, only studying the main effects, either 
genetic or environmental, cannot provide full insights into the biological mechanisms and 
etiology of complex diseases. Methods for GE interactions for common variants have 
been well established (Chen, Meigs, and Dupuis 2014; Lin et al. 2013; Ma, Clark, and 
Keinan 2013; Moreno-Macias et al. 2010; Tzeng et al. 2011). To assess the interaction 
between a genetic variant and an environmental factor, we can test the interaction term 
itself, where we are solely interested in whether GE interaction is present, regardless of 
the significance of the genetic main effect, or jointly test both the main effect and the 
interaction term, in which case we are interested in determining if the genetic variant is 




are correctly accounted for in the model, it will boost power to detect genetic signals. GE 
interaction methods developed for common variants will suffer from power loss if they 
are applied to rare variants. GE interaction analysis for rare variants is underdeveloped 
compared to common variants because it requires larger sample size to achieve 
comparable power.  
 
Several GE interaction of rare variant methods are available but they are only applicable 
to unrelated individuals and cannot correctly account for familial correlation in their 
models (Lin et al. 2013; Su, Di, and Hsu 2017). Tzeng et al. developed the similarity-
based regression method (SimReg) to test GE interaction effects of rare variants for 
continuous traits. It allows for covariate adjustments, models both main and interaction 
effects, and is computationally efficient. (Tzeng et al. 2011). Zhao et al. extended 
SimReg to allow for binary traits for both common and rare variants (Zhao et al. 2015). 
Lin et al. introduced a SNP-set GE interaction method using a variance component test 
under a generalized linear model framework (Lin et al. 2013). This method is developed 
for common variants but it can be easily extended to rare variants by applying weights to 
the variants. Chen et al. proposed two GE interaction tests (rareGE) and a joint test of 
main and interaction effects for rare variants using a variance components score test 
(Chen, Meigs, and Dupuis 2014). In rareGE, genetic variants can be included as fixed or 
random effects for the test of interaction and the method works for both binary and 
continuous traits. Mazo Lopera et al developed SNP-set GE interaction method for family 




de Andrade 2017). Recently, Coombes et al. extended gene-based GE interaction 
methods to account for multiple interactions in family data but they are applicable to 
continuous outcomes only (Coombes 2018).   
 
In this chapter, we develop a framework for testing GE interaction for rare variants called 
famGE to correctly incorporate family correlation. Our proposed approach can 
accommodate both binary and continuous traits in family data; so it is not necessary to 
restrict the analyses to unrelated individuals. We adopt a kernel-based method to leverage 
the joint information across the rare variants. We assume main effects of genetic variants, 
GE interaction term, and family correlation to be random effects in our model and 
implement a variance component score test in the GLMM framework to reduce the 
computational burden. When there are no related individuals, famGE will be equivalent 
to rareGE, a method proposed by Chen et al (Chen, Meigs, and Dupuis 2014). From our 
simulation studies, we show that famGE can control type I error, whereas rareGE has 
inflated type I error when familial correlation is not accounted for in family data.  
 
This chapter is organized as follows. In section 2.2, we briefly introduce the GLMM 
framework, our notations, the GE interaction model (section 2.3), and the test statistic 
(section 2.4). In section 2.5, we conduct simulations under various settings to assess type 
1 error rates and the power of our approach, comparing it to rareGE and the burden test. 




mass index (BMI), using family data from the Framingham Heart Study (FHS) in section 
2.6. We discuss our findings of our approach in section 2.7. 
 
2.2 Generalized linear mixed model  
Proposed by Breslow and Clayton, GLMMs are an extension of generalized linear model 
that can account for random effects (Breslow and Clayton 1993). They can accommodate 
a wide range of response distributions and a covariance matrix for the random effects. 
Assuming a r-dimensional vector b of random effects,  are conditionally independent 
with means |) =  and variances |) = ), where  is the dispersion 
parameter (1 for binary and Poisson data) and ·) is the variance function. Denoting 
 = 
, … , ")#and the design matrices with rows $# and %# by & and ', the GLMM 
model is given by 
()) = &* + ',         (1) 
where  is assumed to have a multivariate normal distribution with mean 0 and 
covariance matrix + = +,-) depending on an unknown vector ,- of variance 
components.  
 
2.3 Interaction test in generalized linear mixed model for family data 
Assuming a sample of size n, let . be n × 1 vector of phenotype (binary or continuous) 
with .) = ) and .) = )), where ) = 0
 … "12 is the mean vector,  is the 
dispersion parameter (1 for binary), and ·) is the variance function. We consider the 




)) = &* + 3456 + 734-8 + 9,             (2) 
 
where ·) is the link function, & is an n × p covariate matrix including the intercept and 
the environmental variable E, * is a p × 1 vector associated with the fixed covariate 
effects, G is an n × q genotype matrix, 6 is a q × 1 vector of random effects for the 
genetic variants, EG is an n × q GE interaction matrix, 8 is a q × 1 vector of random 
effects for GE interaction, and d is an n × 1 vector for the random effects of familial 
correlation. 45 and  4- are q × q diagonal matrices with pre-specified weights for 
genetic main effects and GE interaction effects, respectively. They measure genetic 
similarity between subjects via the genetic markers.  Typically for rare variant analyses, 
we put higher weights to those variants that are rarer so the standard choice is to use a 
function of the inverse of the MAF of the genotypes as the weights. In famGE 
framework, user-defined weights can be flexibly included, such as weights calculated 
based on MAF or functional annotation scores. Good choices of weights can boost power 
(Wu et al. 2011). For the three random effects (genetic variants, GE interactions, and 
relatedness in families respectively), we assume that 
> ~ NA, σC DE) 
F ~ NA, σGDE) 
H ~ NA, σI J) 
 
where J is twice the n × n kinship matrix from family relationships obtained from a 




relatedness. The kinship coefficient summarizes the genetic similarity between pairs of 
individuals. The random effects 6, 8, and 9 are assumed to be independent. If F is treated 
as a fixed effect, we would perform a q degrees of freedom score test, but this approach 
can suffer from power loss when q is moderate or large (Lin et al. 2013). By assuming F 
follows a normal distribution with mean 0 and variance σGDE, the null hypothesis for the 
interaction test: H0: 8 = 0 is equivalent to testing H0: MG = 0 using a variance 
component score test (Lin et al. 2013). Score tests only require fitting the model under 
the null hypothesis, so they are more computationally efficient (Lin et al. 2016; Wu et al. 
2011).  
 
2.4 Estimation and hypothesis testing 
To fit the null model for binary traits, we use the penalized quasi-likelihood method 
(Refer to Appendix A for complete derivation of the test statistic). This involves 
integrating over the random effects but this high dimensional integral is intractable, so we 
use Laplace approximation to estimate this integral. After the Laplace’s method, we end 
up with the marginal likelihood that we can maximize with respect to our parameters. 
We define the linear working vector under the null hypothesis .A = &* + 3456 + 9 +
N. − )), where N = PQ{S)}, and let U = PQ V 
WXYZ)0[SYZ)1\]. We iteratively fit 
the working vector to estimate the parameters until convergence to obtain our restricted 
maximum likelihood (REML) or maximum likelihood (ML) estimates (Breslow and 





Let *̂, M_C , and M_I be the REML (or ML) estimates under the null hypothesis. We can then 
calculate `̂, Na and Ua  using the aforementioned REML or ML estimates. REML estimates 
the variance components independent of the fixed effects. ML produces unbiased 
estimation for the fixed effects but biased estimation of the variance components. In large 
samples, their results are usually close to each other. The restricted maximum quasi-
likelihood function is defined as: 
 
 bcd = − 
 ce|U| − 
 cef&ghi5&f −  
 .A − &*)ghi5.A − &*)             (3) 
where h =  Ui5 + MC 345453g) + MIJ + MG734-4-3g7).  
 
To derive the score test for H0: MG = 0, we take the first derivative of equation 3 with 
respect to MG, 
jklmjno\ = − 
 phi5734-4-3g7) + 
 .A − &*)ghi5734-4-3g7hi5.A − &*)  (4) 
 
The first term in equation 4 is fixed and independent of the phenotype. We follow the same 
rationale used in the derivation of the SKAT score statistic and take twice the second term 
to be our test statistic (Chen, Meigs, and Dupuis 2013; Wu et al. 2011) 
 
    q = r.aA − &*̂sghai5734-4-3g7hai5.aA − &*̂)             (5) 





Under the null hypothesis H0: MG = 0, q ~∑ uvw
,vkvx
 , where uv’s are eigenvalues from the 
matrix 4-3g7hai5 − hai5&r&ghai5&si5&ghai5)734- (Wu et al. 2011; Zhang and Lin 
2003).  
 
2.5 Simulation Studies 
2.5.1 Type I Error 
2.5.1.1 Type I Error Simulation Settings  
We performed simulation studies to evaluate the performance of our method for both 
continuous and binary phenotypes. For the null simulation study, we first considered the 
scenario where there is genotype main effect but no GE interaction effect in simulating our 
phenotypes. To simulate the genotypes, we used the SeqSIMLA software, which can 
simulate sequence data in families with user-specified pedigree structures. We used the 
reference sequence based on 1000 Genomes Project for European populations (Chung and 
Shih 2013). We picked 7 families from FHS with family membership ranging from 120 to 
640 (2030 individuals in total). In the simulated genotypes, we chose a region that spans 
from 1,100 base pairs to 1,140 base pairs on chromosome 1. To simulate our phenotype, 
we varied the proportion of low frequency (MAF < 5%) causal SNPs included in our model 
from 20% to 40% to 60% and 80% for each of 20,000 replicates. We considered both 
continuous and binary phenotypes. For each of the 20,000 replicates, we simulated 
phenotype datasets from 





where age was generated from a normal distribution with mean of 50 and standard 
deviation equal to 5, sex was generated from a Bernoulli distribution with probability 0.5, 
smoke was generated from a Bernoulli distribution with probability 0.5, and   was 
generated from a standard normal distribution. Family correlation, d, is from a multivariate 
normal distribution with means 0 and covariance M3J, where M3 is set to 1 and J is twice 
the kinship matrix. 8 consist of effect sizes for the causal SNPs. For binary traits, we first 
simulated the continuous traits and set the lower 80% as controls (0’s) and the upper 20% 
as cases (1’s). We simulated variants where the directions of the genetic main effect 
(represented by 8) on the risk of the minor allele are either all positive or mixed with 50% 
positive and 50% negative and the effect sizes were determined by 
 = ℎ21 − ) 
where MAF is the minor allele frequency of SNP i and h is a constant calculated as 
ℎ =  # 
and , the proportion of variance explained by the causal SNPs, is fixed at 1% for causal 
SNPs with effect sizes in same direction and 5% for causal SNPs with effect sizes in 
opposite directions. The correlations between the SNPs are in matrix L, and  is a vector 
that indicates the direction of the SNP effects. 
 
We performed three tests for the type I error comparison: our proposed method that 




effects are treated as random and family correlation is ignored (rareGE), and the burden 
test using GLMMs to account for familial correlation (BT). For the burden test, we used 
an indicator of whether or not at least one rare allele was present in the testing region. We 
simulated 20,000 replicates and used Wu weights, which are the beta density function 
with parameters 1 and 25 evaluated at the MAF of the variants, for famGE and rareGE 
tests (Wu et al. 2011).  
 
2.5.1.2. Simulation Results for Type I error 
Table 1 includes the results for type 1 error results for the test of interaction only for 
famGE, rareGE, and BT at significance levels, α of 0.05, 0.01, and 0.001 from 20,000 
simulation replicates. Both famGE and BT have correct type 1 error rates at all three α 
levels for both continuous and binary traits. When familial correlation is not 
appropriately taken into account in the model, rareGE test suffers from type 1 error 
inflation, which is more pronounced in binary traits. famGE has valid type 1 error rates 
under various scenarios, such as differing the direction of main genotype effects and 
increasing the proportion of causal variants in the model for both continuous and binary 
traits, although it is slightly conservative. This is similar to the result observed using 
SKAT to test the main genetic effects for dichotomous traits (Wu et al. 2011). Because 
rareGE does not have correct type 1 error rate when familial correlation is not taken into 





Table 1: Comparison of famGE, rareGE, and BT type 1 errors based on 20,000 
replications (in %) 
  Continuous Binary 
Scenarios (+/-/0) α famGEa rareGEb BTc famGEa rareGEb BTc 
4/0/16 5 4.96 5.30 5.01 5.03 5.51 5.07 
 1 1.00 1.10 1.02 1.02 1.25 1.05 
 0.1 0.12 0.17 0.10 0.12 0.18 0.13 
8/0/12 5 4.88 5.21 4.99 4.84 5.57 4.92 
 1 1.02 1.08 1.03 0.97 1.34 0.95 
 0.1 0.11 0.17 0.12 0.11 0.19 0.09 
12/0/8 5 4.95 5.20 4.99 4.82 5.54 4.98 
 1 0.94 1.20 0.96 1.06 1.22 0.90 
 0.1 0.12 0.15 0.11 0.08 0.15 0.105 
16/0/4 5 5.04 5.38 5.00 4.84 5.70 5.00 
 1 1.01 1.16 0.99 1.04 1.41 0.94 
 0.1 0.11 0.16 0.098 0.12 0.20 0.10 
2/2/16 5 4.80 5.25 5.00 4.97 5.56 5.06 
 1 0.95 1.20 1.01 0.94 1.16 0.97 
 0.1 0.10 0.15 0.11 0.11 0.16 0.11 
4/4/12 5 4.99 5.33 5.02 4.84 5.52 4.89 
 1 0.93 1.05 1.00 0.97 1.16 0.96 
 0.1 0.099 0.19 0.10 0.10 0.14 0.09 
6/6/8 5 4.93 5.41 4.94 4.88 5.61 4.88 
 1 1.03 1.10 1.04 0.92 1.37 1.00 
 0.1 0.097 0.14 0.103 0.104 0.17 0.11 
8/8/4 5 5.02 5.31 4.93 4.89 5.55 4.79 
 1 0.90 1.11 0.99 0.97 1.27 0.94 
 0.1 0.10 0.17 0.12 0.105 0.16 0.10 
 
+/-/0: number of variants whose main genotype effects are positive/ negative/ neutral 
α is expressed in percentage 
famGEa: our proposed method accounting for family correlation 
rareGEb: interaction test ignoring family correlation 








2.5.2.1 Power Simulation Settings  
To assess power, we simulated data under the alternative hypothesis, where we include a 
gene by smoking interaction effect, in addition to the genotype main effects. Similar to the 
type I error simulation, genotypes were simulated using the SeqSIMLA software and we 
selected SNPs with MAF less than 5% and varied the directions of genetic main effect and 
the proportions of causal SNPs included in the model. We simulated 10,000 phenotype 
datasets from 
 = 0.1 + 0.1z({ + 0.5}{$ + 0.3}{ + 9 + 38 + }{ − A. )3 + , 
 
where age, sex, and smoke, family correlation, and error terms were generated from the 
same distribution described in the type I error simulation study and the genotype effects 8 
were determined the same way as in our null simulation study. Interaction effects  were 
generated from a normal distribution with mean 2 and standard deviation of 0.3. We 
considered the scenarios where the directions of the interaction of a causal variant 
(represented by ) is either the same or opposite to the directions of the corresponding main 
effect (represented by 8). Negative interaction effects were simulated the same way as 
above except we multiplied the effects by -1. To test binary outcomes, we set the lower 80% 
of the simulated continuous outcome to be the controls and the upper 20% to be the cases. 
For power comparison, we also performed a burden test, where the summary variable for 
each individual was created using an indicator of whether or not at least one rare allele was 





2.5.2.2 Simulation Results for Power of the test of interaction only 
Figure 1 shows the power comparison for famGE and BT for continuous traits at α = 0.001 
from 10,000 replicates. When the proportion of causal variants is low, BT has lower power 
compared with famGE (1A). This is expected because burden tests are powerful when a 
large proportion of causal variants are included in the region. When the proportion of causal 
variants increases, we see that powers for both BT and famGE increase but we see a larger 
power increase in BT compared to famGE. However, when variants have interaction 
effects in different directions, we observe a power drop, with power close to 0 for BT, 
whereas famGE shows increasing power as the proportion of causal variants increases (1B). 
FamGE maintains fairly consistent power across different scenarios, regardless of the 
direction of the main effects. 
 
Figure 2 shows power comparisons of famGE and BT for binary traits at α = 0.001 from 
10,000 replicates. We come to the same conclusion as the results seen from continuous 
traits. Even though burden tests have higher power than famGE in the case where 
interaction effects are in the same direction, with the exception where there are 4 causal 
variants and 16 neutral variants in the model, famGE is able to maintain high power 
regardless of the direction or the proportion of variants (2A). The burden test significantly 
loses power in the presence of both trait-increasing and decreasing alleles, whereas 






Figure 1: Power comparison of famGE and BT for continuous trait 
 
 
(A) All positive interaction effects   
(B) Minor alleles with both positive and negative interaction effects  
+/- indicates the number of SNPs with positive and negative effects. θ denotes SNP main 














2.6 Application to the Framingham Heart Study 
In the real data application, we illustrate our method to test gene-based interaction with 
smoking on a quantitative trait, BMI, and a dichotomous trait, overweight status (BMI ≥ 
25), using participants from the FHS. 
 
Obesity is a world-wide problem that can lead to serious health problems, such as high 
blood pressure, type 2 diabetes, heart disease, and more. Conventionally, BMI has been 
used as a way of measuring obesity. GWAS have identified numerous loci that are 
associated with BMI, but whether these genetic effects are modulated by environmental 
factors have not been extensively investigated (Liao et al. 2016; Rask-Andersen et al. 2017). 
Recently, Justice et al. investigated the effect of smoking on genetic susceptibility to 
obesity in a large consortium meta-analysis of 241,258 individuals and reported two 
common variants reaching genome-wide significant threshold, rs12902602 and rs336396 
near CHRNB4 and INPP4B genes respectively (Justice et al. 2017). Here we evaluate 
whether there are modification effects of smoking status on genetic risk from these two 
loci for obesity with rare or less frequent variants. 
 
We analyze genotype data from the Illumina V1.0 Exome Chip and select variants with 
MAF less than 5%. We adjust for age, sex, cohort (four category variable), first two 
principal components, and smoking main effect in our model and pedigree-based kinship 
matrix to account for familial correlation. Our data consists of 596 individuals from the 




3 Cohort (Exam 1), and 177 from the Omni Cohort (Exam 1). There are 3264 males (45.4% 
males), 6063 non-smokers (84.4% non-smokers), and their ages range from 19 to 85 
(median = 49). We test for gene x smoking interaction by treating BMI as a continuous 
trait or as a binary trait by dichotomizing BMI at 25, which classified 4502 individuals as 
overweight and 2686 individuals in the normal range. A total of 7188 individuals are 
included in the gene x smoking interaction analysis. 
 
We consider two genes, Cholinergic Receptor Nicotinic Beta 4 (CHRNB4) and Inositol 
Polyphosphate-4-Phosphatase (INPP4B). Table 2 summarizes the analysis results for these 
two genes using our proposed method and the burden test. In order to minimize the 
inclusion of potential noise in our testing region, we only include variants with MAF < 5% 
that are annotated as either stop-gain/loss, splice, or missense. We can achieve higher 
statistical power by utilizing functional annotation to prioritize variants predicted to have 
potential biological significance. With the burden test, we find a significant CHRNB4 x 
smoking interaction for overweight status (p-value = 0.0184) at α = 0.025. Using famGE, 
we find CHRNB4 to be statistically significant at α = 0.025 for both continuous (p-value = 
0.0063) and dichotomized (p-value = 0.0023) BMI, but no gene x smoking interaction was 
identified for gene INPP4B. (See Appendix C for quantile-quantile plot of famGE applied 
genome-wide.) For CHRNB4, we notice that the signal is stronger in the binary model, 





From the two genes we test in the real data application, CHRNB4 shows statistical 
significance in interacting with smoking on BMI. The CHRNB4 gene has been reported to 
be associated with higher BMI in never smokers and lower BMI in current smokers, 
implying that genetic variants may influence BMI via the weight-reducing effects of 
smoking in opposite directions (Taylor et al. 2014). The INPP4B gene is a novel locus 
identified in the meta-analysis by Justice et al. (Justice et al. 2017) but to our knowledge, 
this finding has not yet been replicated in other studies. We cannot exclude the possibility 
that there are no rare variants interacting with smoking in INPP4B gene (Justice et al. 2017). 
However, it is also possible that reduced power due to limited sample size in our study 
compared to that in the meta-analysis restrict us from finding a significant association. 
 
 
Table 2: Association results of gene by smoking interaction on continuous trait: BMI and 
binary trait: overweight status (BMI ≥ 25) 
 
# of variants included refer to functionally relevant variants (stop-gain/loss, splice, or 




Gene Chromosome # of variants 
included 
famGE p-value Burden test 
 p-value 
Continuous: BMI 
CHRNB4 15 8 0.0063 0.3787 
INPP4B 4 5 0.5504 0.7797 
Binary: BMI ≥ 25 
CHRNB4 15 8 0.0023 0.0184 






In this chapter, we develop a method called famGE in detecting GE interactions of a set 
of rare variants using GLMM. This proposed approach can accommodate both binary and 
continuous traits in family data or samples with cryptic relatedness. Additionally, famGE 
allows weighting variants differently based on prior information such as allele frequency. 
Under this model, we treat the genetic variants, familial correlation, and GE interaction 
effects as random effects and implement a variance component score test, which only 
requires fitting the null model, and thus, reduces computational burden. Our simulation 
studies show that famGE maintains correct type 1 error and high power under various 
scenarios. Another attractive feature of famGE is that it can calculate p-values without 
the need for permutation. 
 
Ignoring familial correlation when using linear or logistic regression to analyze family 
data lead to inflated type I error (Chen, Meigs, and Dupuis 2013). One way to resolve this 
issue is to select a subset of unrelated individuals, but this may substantially reduce the 
sample size and lead to power loss. In the case of rare variants, especially for GE 
interaction test, it is important to retain as many samples as possible to have appropriate 
power. A preferable method is to use GLMMs that account for familial correlation as a 
random effect and thus, eliminates the need to restrict to unrelated individuals. In famGE, 
kinship coefficients can be obtained either from a pedigree or an empirical kinship 




advantageous to use the empirical kinship to estimate the level of relatedness among 
individuals (Wu et al. 2011) 
 
The proposed famGE method models the genotype main effects as random effects in order 
to reduce the number of parameters that need to be estimated. If one wishes to model the 
genotypes main effects as fixed effects, the derivations of the new test statistic follows the 
same framework as the test statistic for famGE with genotype main effects as random 
(Refer to Appendix B for the derivation of famGE with genotype main effects as fixed). 
When the number of variants included in the model is large, however, there is a potential 
for multicollinearity with the covariates and/or among the variants when fitting the model. 
It is also shown that modeling the genetic main effects as fixed leads to slightly inflated 
type 1 error rate at less stringent α levels when the number of variants included in the 
testing region is large (Chen, Meigs, and Dupuis 2014). Therefore, modelling genetic main 
effects as random effects is preferable. 
 
Advanced development and decreasing cost of sequencing technology have facilitated the 
discovery and accessibility to low frequency variants and there is growing evidence that 
they are implicated in complex diseases. Therefore, more attention has been brought to 
analyzing and developing rare variants methods. GE interaction may explain part of the 
unexplained heritability, provide insight into etiology of disease, identify subgroups in 




proposed approach is flexible in that it can accommodate either binary or continuous 























Chapter 3 Methods for Detecting Gene by Environment Interaction in Rare Variant 
Analysis for Time-to-Event Outcomes 
 
3.1 Introduction 
Many medical investigations are interested in predicting patients’ risks for an adverse 
outcome during long-term follow up, and time-to-event data are informative because they 
contain more information than whether an event occurred or not. As a result, there has 
been an increased interest to identify genetic markers that are predictive of patient’s 
prognosis. Such markers can help identify those patients who may benefit from receiving 
earlier and/or more aggressive treatments to hopefully improve their survival. 
Additionally, discovery of these prognostic markers can help elucidate the underlying 
biological mechanisms involved in disease progression and eventually lead to developing 
personalized treatments. To identify markers associated with a patient’s prognosis, 
investigators will usually employ a prospective cohort design to follow subjects and 
collect covariates from baseline to the time when the event, such as death or recurrence of 
disease, occurs.  
 
Time-to-event data are unique because the outcome is not just whether or not an event 
occurred but also how much time is between the start of follow-up and the 
event/censoring (survival time). In survival analysis, linear regression is not suitable to 
model the survival times as a function of covariates for two main reasons. First, linear 




survival time is incomplete. Second, survival times most often have a skewed 
distribution, so linear regression is not appropriate unless the survival times are 
transformed such that they are normally distributed. 
 
To date, numerous methods for assessing rare variant association exist for binary and 
continuous outcomes, but limited work has been done for analyzing time-to-event 
outcomes for rare variants (Chen et al. 2015; Leclerc et al. 2015; Lin et al. 2011). Cai et 
al. developed a kernel machine method to test for pathway effects based on gene 
expression data on survival outcomes (Cai, Tonini, and Lin 2011). Lin et al. extended this 
method to test a set of common genetic variants on time-to-event outcomes (Lin et al. 
2011). Chen et al. proposed a likelihood ratio test statistic to analyze survival outcomes 
using the Cox proportional hazard model (Chen et al. 2015). These three methods were 
developed for unrelated individuals and cannot appropriately model familial correlation. 
Leclerc et al. proposed a SNP-set association test for censored traits, with adjustment for 
familial relatedness (Leclerc et al. 2015). Recently, Qi et al. proposed a family-based 
burden and kernel test for analyzing censored traits (Qi, Allen, and Li 2019). All of these 
aforementioned methods were developed to test the genotype main effects only without 
accounting for GE interactions. To the best of our knowledge, there are no existing 
methods available in the literature to date for testing the association between GE 





To address this gap in the literature, in this chapter, we propose a test for the association 
between GE interaction of rare variants and censored time-to-event outcomes (coxGE). 
We use the kernel machine Cox regression framework to assess the joint effects of the 
rare variants on the survival outcome and implement a variance component score test 
within the Cox proportional hazards model. Under this model, the genotype main effects 
are treated as fixed effects, while the GE interactions are modeled as random effects. As 
some variants may be highly correlated due to high linkage disequilibrium (LD), we 
impose a ridge penalty to shrink the size of the coefficients for the genetic main effects in 
the null model.  
 
This chapter is organized as follows. In sections 3.2 - 3.4, we briefly introduce survival 
analysis, the Cox proportional hazards model, penalized regressions and the ridge penalty 
that will be used in our model. In section 3.5, we describe our GE interaction model and 
the test statistic. In section 3.6, we conduct extensive simulations under various settings to 
assess type 1 error rates and power of our approach. We illustrate our approach in testing 
gene by smoking interaction on time-to-fracture with samples from the Framingham 
Osteoporosis Study in section 3.7. We summarize our main findings and discuss future 
work in section 3.8. 
 
3.2 Survival analysis 
Survival analysis, also known as time-to-event analysis, refers to the analysis of data 




relapse, or disease occurrence. Survival analysis is not only used in biomedical sciences, 
but in various fields such as engineering, finance, and sociology to evaluate time until 
equipment failure, time until market crash, and event history analysis, etc. The goal of 
survival analysis is to understand the underlying distribution of time elapsed from a 
starting point to the occurrence of an event, known as survival time, and to assess the 
relationship between survival time and the independent variables (covariates) (Clark et al. 
2003; Stel et al. 2011). By the end of the study, not all subjects will have experienced the 
event, and therefore survival times for that subset of the study group are unknown. For 
these individuals, where their time-to-event information is unknown and incomplete, they 
are said to be censored, which is a unique characteristic that distinguishes survival 
analysis from other areas in statistics.  
 
As mentioned before, one challenge for survival analysis is that only a subset of the 
individuals will experience the event, while the rest are censored. The most common 
form of censoring is right-censoring, which happens due to either the participants 
dropping out of the study and therefore lost to follow up or they have not yet experienced 
the event before the end of study observation time. When an individual is censored, we 
do not know the true survival time for that participant. Therefore, censoring represents a 
type of missing data that is assumed to be random and non-informative, which implies 
that censoring is unrelated to the probability of an event occurring. Simply excluding 
censored observations from the data could bias the results. Unlike linear or logistic 




censored individuals in the model to estimate the parameters of interest (George, Seals, 
and Aban 2014; Clark et al. 2003; Stel et al. 2011). 
 
3.3 Cox proportional hazards model 
A model that is commonly used to evaluate the association between several clinical/risk 
factors and survival time of independent study participants is the Cox proportional 
hazards model (Cox 1972). The Cox model assumes a semi-parametric form for the 
hazard, and the parameter estimates can be obtained by maximizing a partial likelihood. 
The Cox model assumes that the covariates have a multiplicative effect on the hazard and 
can be written as the following:  
ℎp) = ℎp)&,   
where t represents time, ℎp) is the hazard function determined by a set of covariates &, 
 are the effect sizes of the covariates, and ℎp) is the baseline hazard if all the 
covariates & are 0. We make a parametric assumption for the effect of & on the hazard 
functions, while no assumption is made for  ℎp), thus resulting in a semi-parametric 
property for the Cox proportional hazards model. The only requirement for the baseline 
hazard is that ℎp) > 0 (Chen, Ibrahim, and Shao 2018; Flynn 2012; George, Seals, and 
Aban 2014; Stel et al. 2011). 
 
Inference can be made via the partial likelihood instead of the full likelihood to remove 









where Ri contains those who are at risk at time ti (i.e. people who are still alive up to time 
ti) and Δ is the event indicator (1 for those who experience the event and 0 for those who 
are censored). Since the baseline hazard function is left completely unspecified, standard 
maximum likelihood methods cannot be used to estimate  . Using the Cox partial 
likelihood, we are able to estimate   while ignoring the baseline hazard function 
completely. It has been shown that the parameters estimated from the partial likelihood 
have the same properties as ones derived from the full likelihood (Chen, Ibrahim, and Shao 
2018; Simon et al. 2011). 
 
The Cox partial likelihood defined above is determined by the order in which events occur 
and not the actual times at which they occur. Therefore, it assumes that there are no tied 
events among the observations, and thus the event times can be uniquely sorted. Even 
though time is measured on a continuous scale, event times are usually reported to the 
nearest day or week, so ties can be present in many data sets, which is problematic. For 
example, if two subjects A and B have the same event time, it is unclear whether subject 
A should be in the risk set while subject B is experiencing the event and vice versa. Since 
the Cox regression model uses the ranks of event times to fit the model, tied events create 
problems and the above partial likelihood function will need to be adjusted in order to take 




proposed, such as the Exact method (Allison 2011; DeLong, Guirguis, So 1994), the 
Breslow method (Breslow 1974), the Efron approximation (Efron 1977), and the Discrete 
method (Cox 1972) for handling tied event times.  
 
3.4 Regularized regression 
In the classic case where the sample size is greater than the number of covariates, the Cox 
model performs well. When the number of covariates, such as genetic variants, exceeds 
the sample size, however, it leads to degenerate behavior. To address the high-
dimensionality and potential multicollinearity issues among the predictors and avoid 
overfitting, one can use regularized regression to add a constraint/penalty to the residual 
sum of squares. The consequence of imposing this penalty is to shrink the coefficient 
estimates towards 0 to discourage fitting a complex model. This penalty term, referred to 
as shrinkage, has a tuning parameter λ that controls the amount of penalization. As λ 
increases, the coefficient estimates shrink towards 0. Most often, λ is determined by K-
fold cross validation, and usually the value of λ that gives the minimum cross-validated 
error is selected. 
 
Many different types of penalization methods have been proposed to handle the case with 
p > n. In our model, we will use the ridge penalty to prevent the coefficients from 
becoming too large. Ridge regression adds a penalty term on the squared L2 norm of the 




computationally efficient and a good default regularization method in the presence of 
correlated variables (Hoerl and Kennard 1970). 
 
3.5 Gene-environment interaction test for survival outcomes 
Let & = 0&5 … &12 be a n × p matrix of covariates including the environmental variable 
of interest 7, 3 = 035 … 31#  be a n × q genotype matrix, and 73 = 0735 … 731# be 
an n × q GE interaction matrix. Let  denote the survival time and  be the censoring 
time. Due to censoring,  is observable up to a bivariate vector (U, Δ), where U = 
Q, ) is the observed time and Δ =  ≤ ) is the event indicator (1 for those who 
experience the event and 0 for those who are censored). We assume  is independent of 
, conditional on &, 3, 73. We can relate  to &, 3, 73 using Cox proportional hazards 
model defined as: 
ℎp) = ℎp)&3456734-F, 
 
where  is a p × 1 vector associated with the fixed covariate effects, 6 is a q × 1 vector 
associated with fixed genetic main effects, F is a q × 1 vector of random effects for GE 
interaction and 45 and  4- are q × q diagonal matrices with pre-specified weights for 
genetic main effects and GE interaction effects respectively. In the coxGE framework, 
user-defined weights can be flexibly included, such as weights calculated based on MAF 
or functional annotation scores. For the GE random effect, we assume that 





We are interested in testing GE interaction of rare variants. This corresponds to testing 
H0: 8 = 0 which is equivalent to testing H0: MI = 0 using a variance component score 
test (Lin et al. 2013; Wu et al. 2011). Score tests only require fitting the model under the 
null hypothesis, so they are more computationally efficient. We can write the Cox partial 
likelihood of the hazard function as the following: 
 
, 6, 8) =    ∏  ¡&Z¢3Z456¢£Z3Z4-8∑ ¡&¢3456¢£34-8∈mZ 
Z"x
    
where Ri contains the set of independent individuals who are at risk at time ti (people who 
are still alive and free of event up to time ti) 
 
The log partial likelihood with respect to , 6, 8 is: 





When the number of genetic variants, 3, included in the model is large, there is potential 
for multicollinearity among the variants due to possible high LD, which will lead to 
unstable parameter estimates and difficulty in interpretation. Therefore, we impose a 
penalty on 6 to shrink the estimated coefficients towards 0. We implement ridge 
regression to add a L2-norm penalty term to the loss function, which is the squared 




contribution to the model to be close to 0 but not exactly equal to 0, no matter how big 
we set the u to be. 
 
We can write the log partial likelihood with the ridge penalty as the following: 
cª, 6, 8) =  c, 6, 8) − u ¤ «vkvx
  
We can see that u controls the strength of shrinkage. If  u = 0, we are left with regular 
Cox partial likelihood and no penalty will be imposed on the variables and as u ⟶  ∞, 
all coefficient estimates will be very close to 0 but never actually equal to 0 since ridge 
regression does not perform variable selection. 
 
Similar to the calculations in Chen et al (2015), we can write our partial derivatives as: 
®cª® = &g¯ 
®cª®6 = 43g¯ + 2ur«vs 
®cª®8 = 43g7¯ 
 
where we define °± to be Martingale’s residual under the null as the following: 




Here, Λa¹) = ∑ ZGºZ»¼)½Z¾¿∑ ZGºZÀÁ)¡&¶a¢3¶456a½Z¾¿  is Breslow’s estimator of Λ¹) (baseline hazard 
function) under the null hypothesis of no GE interaction.  
 
Then, we integrate out the random effect to obtain the log integrated partial likelihood 
with respect to , 6, and MI: 
cªÂ = ce ³ lÃÄ,Å,Æ)Pγ; MI) 
cªÂ = ce É ÊlÃËx) + lÃËx) ÌlÃËx)ÌËÍ γ + 
 lÃÆx)γ# ÎÌlÃÆx)ÌË ÌlÃÆx)ÌËÍ + Ì\lÃÆx)ÌËÏËÍ Ð γPγ; MI)Ñ  
= cª = 0) + ce Ò1 + ³ 12 γ# ÊPcª = 0)Pγ Pcª = 0)Pγ2 + Pcª = 0)Pγdγ2 Ñ γPγ; MI)Ó 
= cª = 0) + ce Î1 + 
 p ÎÌlÃÆx)ÌË ÌlÃÆx)ÌËÍ + Ì\lÃÆx)ÌËÏËÍ Ð MIÐ  
= cª = 0) + ce Î1 + 
 p4-3g7N − Ô)N − )#734- − 4-3g7Õ734-)MIÐ  
where we define V = PQ ¥É Ö ́ ≥ p)&¶a3¶456aPΛap) −  × ¡&¶a¢3¶456a∑ GºZÀÁ)¡&¶a¢3¶456a½Z¾¿ Ø
©   
 





Under the null, 
jlÃÙjÚÛ\ = 
 p4-3g7N − )N − )#734- − 4-3g7Õ734-) 
Using tr(A - B) = tr(A) – tr(B), we can rewrite the partial derivative as the following: 
®cªÂ®σI = 12 Ýpr4-3g7N − )N − )#734-s − p4-3g7Õ734-)Þ 
Using tr(AC) = tr(CA), the first term becomes  





The first term of the partial derivative is scalar, and since the trace of a scalar is equal to 
itself, 
jlÃÙjÚÛ\ =  
 ÎN − )g734-4-3g7N − ) − p4-3g7Õ734-)Ð  
Taking twice the first term, we have the test statistic, 
q =  N − )734-4-3g7 N − ) 
where q ~∑ ßvw
,vkvx
 , where ßv’s are eigenvalues of the matrix  
4-3g7Õ − Õ&&gÕ&)i5&gÕ)734- 
 
3.6 Simulation Studies 
3.6.1 Type I Error 
3.6.1.1 Type I Error Simulation Settings  
To evaluate type 1 error of the proposed approach, we performed several simulation studies 
where there is genotype main effect but no GE interaction effect in the model. To simulate 
the genotypes, we used SeqSIMLA software, which can simulate sequence data for 
unrelated individuals or families with user-specified pedigree structures. We simulated 
3000 unrelated individuals and used reference sequence based on 1000 Genomes Project 
for European populations (Chung and Shih 2013). For each of 10,000 replicates, assuming 
proportional hazards, we simulated the survival time from a Weibull distribution (Bender, 





g¶{ = à− 4log Õ)exp 0.005z({ − 50) + 0.05}{$ + 0.3}{ + 36) 
 
where V was randomly sampled from standard uniform distribution (0,1), age was 
generated from a normal distribution with mean of 50 and standard deviation equal to 5, 
sex was generated from a Bernoulli distribution with probability 0.5, and smoke was 
generated from a Bernoulli distribution with probability 0.5. We simulated variants where 
the directions of the main effect (represented by 6) on risk of the minor allele are either 
all positive or mixed with 50% positive and 50% negative. 6 consists of effect sizes for 
the causal SNPs and they are determined by 
« = ℎ21 − ) 
where MAF is the minor allele frequency of SNP i and h is a constant calculated as 
ℎ =  # 
and , the proportion of variance explained by the causal SNPs, is fixed at 1%. The 
correlations between the SNPs are in matrix L, and  is a vector that indicates the 
direction of the SNP effects. 
 
We simulated four different censoring schemes for censoring time C:   1) C ~ Unif (0, 
2.5);    2) C ~ Unif (0, 4);    3) C ~ Unif (0, 8);    4) No censoring. In order, these 
correspond to approximately 60%, 40%, 20%, and 0% censoring, respectively. From the 




indicator Δ =  ≤ ). We also varied the proportion of causal variants with MAF less 
than 5% in the model from 20, 50, to 80%.  
 
To compare the performance of coxGE, we used the rareGE method that can test the 
association of the GE interaction for rare variants with binary or continuous traits under 
GLMM framework (Chen, Meigs, and Dupuis 2014). Since logistic regression cannot 
take into account of censoring, we utilized the event indicator only to apply rareGE 
without taking into account of the survival time. Specifically, we set the censored 
observations as controls and those who experienced the event as cases. For the scenario 
when there is no censoring, we cannot apply rareGE since all the individuals in our 
dataset will be set to cases.  
 
Under the null hypothesis, we evaluated type I error for coxGE and rareGE at varying 
asymptotic thresholds, α = 0.01 and 0.001. Furthermore, for the observed anti-
conservative scenarios with 40% and 60% censoring for coxGE, we then calibrated the 
observed p-values to obtain relevant empirical thresholds by generating an empirical 
distribution of p-value under the null hypothesis by pooling all the asymptotic p-values 
from the 10,000 replicates. Then we assessed the significance in the power analysis with 
the empirical thresholds that yield 0.1% in type I error. For the 20% and 0% censoring 
scenarios where we do not observe type 1 error inflation, we used the asymptotic 





3.6.1.2 Type I Error Results 
Tables 3 and 4 include type 1 error results and empirical thresholds for causal variants 
where the directions of the effects of the risk alleles are all positive and mixed with 50% 
positive and 50% negative, respectively. In general, we observe very similar patterns in 
Tables 3 and 4. For coxGE, we observe inflation in type 1 error evaluated at 1% and 
0.1% for the 40% and 60% censoring scenarios. Empirical thresholds to meet type 1 error 
of 1% decreases slightly as the percent of causal variants in the model increases. When 
the percent of censoring decreases from 60% to 40%, empirical thresholds to meet type 1 
error at 1% increase, meaning the inflation is less severe. When the percent of censoring 
decreases to even lower levels, inflation becomes less severe and coxGE seems to meet 
correct type 1 error. From these simulation results, the performance of coxGE seems to 
stay consistent whether the directions of the risk alleles of the genetic main effects are all 
positive or mixed.  
 
When rareGE is applied to analyze time-to-event data, we observe that type 1 error is 
deflated in most censoring scenarios. This is because logistic regression is not capable of 
properly handling censored observations and take into account of the survival time, 
which results in loss of information. Therefore, we recommend not to use logistic 
regression methods to analyze time-to-event outcomes.  
 
The score test in the Cox model can sometimes be anti-conservative when sample size is 




performance of coxGE with smaller samples, we ran simulations with sample size of 
1000 (Refer to Appendices D and E for simulation results with sample size of 1000). We 






















Table 3: Type 1 error results for rareGE and coxGE and empirical significance threshold 
for coxGE with genotype main effects where the directions of the risk alleles are all 
positive (n=3000) 
 










4/0/16 60 1.00 0.79 1.15 0.81 0.98 
  0.10 0.082 0.121 0.09 0.10 
 40 1.00 0.72 1.12 0.93 1.00 
  0.10 0.088 0.10 0.10 0.10 
 20 1.00 0.70 0.99 1.00 0.99 
  0.10 0.091 0.094 0.10 0.094 
 0 1.00 NA 1.00 1.00 1.00 
  0.10 NA 0.102 0.10 0.101 
10/0/10 60 1.00 0.83 1.17 0.80 1.00 
  0.10 0.076 0.117 0.09 0.10 
 40 1.00 0.82 1.14 0.84 1.00 
  0.10 0.082 0.112 0.092 0.10 
 20 1.00 0.80 1.01 1.00 1.01 
  0.10 0.08 0.10 0.10 0.10 
 0 1.00 NA 0.97 1.00 0.97 
  0.10 NA 0.097 0.10 0.097 
16/0/4 60 1.00  0.86 1.21 0.77 0.99 
  0.10 0.074 0.12 0.092 0.10 
 40 1.00 0.84 1.12 0.98 1.00 
  0.10 0.08 0.115 0.088 0.10 
 20 1.00 0.64 1.02 1.00 1.02 
  0.10 0.072 0.102 0.10 0.102 
 0 1.00 NA 1.03 1.00 1.01 
  0.10 NA 0.10 0.10 0.10 
 
+/-/0: number of variants whose main genotype effects are positive/ negative/ neutral 
α is the type 1 error level  
NA in rareGE: unable to apply rareGE since all the individuals are set as cases 
coxGE_new_threshold is the empirical threshold for 40% and 60% censoring 





Table 4: Type 1 error results for rareGE and coxGE and empirical significance threshold 
for coxGE with genotype main effects where the directions of the risk alleles are 50% 
positive and 50% negative (n=3000) 
 










2/2/16 60 1.00 0.79 1.16 0.84 1.00 
  0.10 0.086 0.119 0.091 0.10 
 40 1.00 0.74 1.10 0.96 0.99 
  0.10 0.084 0.102 0.096 0.10 
 20 1.00 0.72 1.03 1.00 1.03 
  0.10 0.10 0.101 0.10 0.101 
 0 1.00 NA 1.02 1.00 1.02 
  0.10 NA 0.102 0.10 0.10 
5/5/10 60 1.00 0.81 1.18 0.81 0.98 
  0.10 0.079 0.122 0.094 0.10 
 40 1.00 0.81 1.12 0.90 1.00 
  0.10 0.08 0.114 0.09 0.10 
 20 1.00 0.75 1.01 1.00 1.01 
  0.10 0.081 0.102 0.10 0.102 
 0 1.00 NA 1.00 1.00 1.01 
  0.10 NA 0.098 0.10 0.10 
8/8/4 60 1.00 0.81 1.22 0.80 1.00 
  0.10 0.077 0.116 0.093 0.10 
 40 1.00 0.77 1.14 0.92 0.99 
  0.10 0.081 0.113 0.094 0.10 
 20 1.00 0.67 1.02 1.00 1.02 
  0.10 0.068 0.097 0.10 0.097 
 0 1.00 NA 1.00 1.00 1.00 
  0.10 NA 0.101 0.10 0.102 
 
+/-/0: number of variants whose main genotype effects are positive/ negative/ neutral 
α is the type 1 error level  
NA in rareGE: unable to apply rareGE since all the individuals are set as cases 
coxGE_new_threshold is the empirical threshold for 40% and 60% censoring 







3.6.2.1 Power Simulation Settings  
To assess power, we simulated data under the alternative hypothesis, where we include a 
gene by smoking interaction effect in addition to the genotype main effects. Similar to the 
type I error simulation, genotypes were simulated in the same manner using the SeqSIMLA 
software. For each scenario, we simulated 10,000 phenotype datasets from 
 
g¶{ = à− 4log Õ)exp 0.005z({ − 50) + 0.05}{$ + 0.3}{ + 36 + }{ ∗ 38) 
 
where Õ, age, sex, and smoke were generated from the same distribution described in the 
type I error simulation study and the genotype effects 6 were determined the same way as 
in our null simulation study. We varied the censoring schemes and proportion of causal 
variants included in the model in the same way we defined them in type 1 error settings. 
We considered the scenarios where the directions of the interaction effect of a causal 
variant (represented by 8) are either the same or opposite to the directions of the 
corresponding genetic main effect (represented by 6). The magnitude of interaction effect 
8 were determined by 




where MAFi is the minor allele frequency of SNP i and h is a constant for all causal SNPs 
calculated as 
ℎ =  # 
 
and , the proportion of variance explained by gene by smoking interaction, is fixed at 
1%. The correlations between the SNPs are in matrix L, and  is a vector that indicates 
the direction of the interaction effects. For coxGE, we evaluated power under the 
empirical thresholds that meet 0.1% in type 1 error rates shown in Tables 3 and 4. For 
rareGE, we evaluated power under asymptotic significance level of α = 0.001. 
 
3.6.2.2 Power Results 
Power simulation results, where the directions of the risk alleles for genetic main effects 
and GE interactions are all positive, are presented in Figure 3 For coxGE, when the % of 
censoring is higher, especially for the 60% scenario, we see a dramatic loss in power. Not 
surprisingly, we achieve fairly moderate power when there is no censoring at all. When 
the proportion of causal variants in the model increases, we see that power generally 
increases. For rareGE, we observe that power increases slightly as the % of censoring 
(proportion of controls) increases, but in general, power for the rareGE is extremely low 
across all censoring scenarios compared to that for the coxGE. (Refer to Appendix F for 
the results where the directions of the risk alleles for genetic main effects and GE 





Figure 3: Power for coxGE and rareGE with 20%, 50%, and 80% causal variants where 
the directions of the risk alleles for genetic main effects and GE interactions are all 
positive  
 
coxGE is evaluated at the empirical threshold that yield 0.1% in type 1 error 
rareGE is evaluated at the asymptotic threshold α = 0.001 
 
 
3.7 Application to the Framingham Heart Osteoporosis Data 
We apply our method to the Framingham Osteoporosis Study bone fracture data to test 




variable, which has been shown to be associated with higher risk of bone fracture (Al-
Bashaireh et al. 2018; Ward 2016; Law and Hackshaw 1997; Lorentzon et al. 2007). 
 
Bone tissue changes throughout life. After age 20-30 years, when peak bone mass is 
achieved, the skeleton undergoes “remodeling” to replace older bone with newly formed 
bone. This continuous remodeling process can result in bone loss because of age related 
imbalance in the resorption of old bone and the formation of new bone. The loss of bone 
can become severe enough to be called “osteoporosis” with an increase in the risk of 
fractures (Dimitriou and Giannoudis 2013). Bone fractures can lead to pain, long-term 
disability, death, and considerable economic costs. As there is evidence for genetic 
contribution to bone mineral density (BMD), it would be useful to determine the genetic 
and environmental factors associated with osteoporosis to design the best combination of 
treatments to prevent fractures (Sosa et al. 2014).   
 
There is now increasing evidence that cigarette smoking is a risk factor for osteoporotic 
fracture, BMD, and loss of bone mass (Al-Bashaireh et al. 2018; Ward 2016; Law and 
Hackshaw 1997; Lorentzon et al. 2007). Therefore, it is important to investigate and 
uncover potential gene x smoking interactions to better understand the interplay of our 
genes and the detrimental effects of smoking on the skeletal system. We evaluate whether 
there are modification effects of smoking status on genetic risk for time-to-fracture 
outcomes. We consider genes that are nearest to the loci previously found to be 




femoral neck BMD to test their interaction with smoking in our analysis (Estrada et al. 
2012). 
 
We analyzed the genotype data from the Illumina V1.0 Exome Chip and select variants 
with MAF less than 5% and those that are annotated as either stop-gain/loss, splice, or 
missense to minimize noise. We started with 56 genes previously reported to be 
significantly associated with BMD, but only 15 genes were considered in our analysis since 
the rest were filtered due to MAF and/or annotation (Estrada et al. 2012). We set the 
baseline to clinical examination 6 (spanning from 1995-1998), where the participants were 
under the dual energy X-ray absorptiometry scan to measure their BMD. The participants 
were then followed until February 15th 2019. We excluded the following fractures from the 
analysis: toes, fingers, skull, or facial fractures. We selected unrelated individuals from the 
Offspring Cohort using PC-Air, which results in 618 independent samples that are included 
in the gene x smoking interaction analysis (Conomos, Miller, and Thornton 2016). In our 
model, we adjusted for age, sex, BMI, and smoking main effect. There are 280 males (45.3% 
males), 503 non-smokers (81.4% non-smokers), and their age ranges from 41 to 85 (median 
= 65). The mean observed survival time is 9.45 years with standard deviation of 5.53 years.  
 
Table 5 summarizes the analysis results for the 15 genes we considered in our analysis. 
With our proposed method, we found two genes, SPTBN1 (p-value = 1.62E-3) and 
CDKAL1 (p-value = 1.82E-3), that are significantly interacting with smoking on time-to-





Table 5: Association results of gene by smoking interaction on time-to-fracture in the 
Framingham Osteoporosis Study 
Gene Chromosome # of variants  coxGE p-value 
ZBTB40 1 8 0.794 
SPTBN1 2 6 1.62E-3 
KIAA2018 3 9 0.096 
MEPE 4 4 0.565 
CDKAL1 6 2 1.82E-3 
SUPT3H 6 2 0.629 
XKR9 8 4 0.064 
CPN1 10 8 0.295 
DCDC5 11 6 0.613 
ERC1 12 5 0.300 
AKAP11 13 13 0.136 
AXIN1 16 6 0.073 
SMG6 17 9 0.364 
C17orf53 17 10 0.335 




In this chapter, we propose an approach called coxGE to detect GE interaction for time-
to-event outcomes. Under this model, we treat the main effects of the genetic variants as 
fixed effects and use ridge regression to shrink the parameters to prevent potential 
multicollinearity. We set the GE interaction effects as random and implement a variance 
component score test. Our simulation studies show that when the percent of censoring is 
high, we see an inflation in type 1 error and loss of power. When there is an increase in 




censoring is low or when there is no censoring, coxGE maintains correct type 1 error and 
moderate power. Two genes, SPTBN1 and CDKAL1, show statistical significance in 
interacting with smoking on time-to-fracture in the analysis of data from the Framingham 
Heart Study. 
 
Our real data illustration for the proposed approach identify SPTBN1 and CDKAL1 to be 
significantly modified the association between smoking and time-to-fracture although a 
larger, independent set of subjects is needed to confirm these findings. The SPTBN1 gene 
is predicted to be a causal gene associated with BMD in a bone co-expression network 
analysis (Riaz et al. 2016). In gene expression analysis by Hu et al., SPTBN1 gene is found 
to be differentially expressed in the biological network implicated in lung carcinogenesis 
from never-smoker and current smoker patients (Hu and Chen 2015). To our knowledge, 
this gene has not been assessed in a gene x smoking interaction study in BMD, but the 
findings from the two aforementioned studies and the evidence from coxGE potentially 
suggest rare variants in SPTBN1 gene interacting with smoking may affect time-to-fracture. 
CDKAL1 is another gene that came up significant in our analysis. This gene is previously 
reported to be associated with BMI and type 2 diabetes (Tian et al. 2019; Uma Jyothi and 
Reddy 2015; Okada et al. 2012). Even though no direct association with smoking has been 
reported with this gene, there is some evidence that cigarette smoking is a risk factor for 
type 2 diabetes (Maddatu, Anderson-Baucum, and Evans-Molina 2017; Spijkerman et al. 
2014). The relationship between BMI and fracture risk is somewhat controversial. Higher 




(Johansson et al. 2014; Nielson et al. 2011). Although this gene is not directly associated 
with BMD, the relationship between BMD, osteoporosis, and type 2 diabetes has been 
examined in several studies. It was shown that type 2 diabetics have higher risk of fracture 
compared to non-diabetics, but paradoxically, they also have higher BMD (Ma et al. 2012; 
Valderrábano and Linares 2018). This may suggest that there may be alterations to the bone 
for the diabetic patients.    
 
We note that when the sample size is small, the score test in the Cox model is anti-
conservative, as shown in Appendix D and E, so it must be used with caution when the 
effective sample size is too small. Chen et al. showed that using the likelihood ratio test 
statistic in the Cox model performs better than the score test when the sample size is 
small (Chen et al. 2015). For future work, we propose to use the likelihood ratio test as an 
alternative test statistic to improve the performance of coxGE with small sample size.  
 
As mentioned earlier, one downside of using a ridge penalty is that it cannot force some 
of the regression coefficients to be exactly 0, leaving all the predictors in the model. 
Consequently, it is incapable of performing variable selection. This property can 
potentially be problematic if the number of variants included in the model is large. 
Variable selection is especially important and desirable in high dimensional setting in 
order to reduce overfitting and remove redundant variables that do not add any 
information. For future work, we will explore different penalizations to achieve variable 





Currently, there are no existing methods in the literature to test GE interaction for rare 
variants for survival outcomes. Our proposed method, coxGE, aims to address this gap. 
Given the importance of time-to-event outcomes in medical studies, we believe our 
proposed method can be a significant contribution in genetic association studies as well 



























Chapter 4 Exploring Regularization Methods in Detecting Gene by Environment 
Interaction in Rare Variant Analysis for Time-to-Event Outcomes 
 
4.1 Introduction 
Rapid evolution of next generation sequencing has significantly increased throughput, but 
this benefit also comes with a number of methodological challenges with the analysis of 
large data sets. Penalized regression has received much attention in genetic and genomic 
analyses due to its ability to handle high dimensional data, deal with problems of 
collinearity, conduct simultaneous variable selection and parameter estimation (Austin, 
Pan, and Shen 2013; Zhou et al. 2011). Methods such as ridge (Hoerl and Kennard 1970), 
least absolute shrinkage and selection operator (LASSO) (Tibshirani 1996), and elastic 
net (Zou and Hastie 2005), are deemed promising in these settings. Generally, these 
methods are able to encourage fitting a parsimonious model comprising of a small 
number of covariates that are most important.  
 
As mentioned in the previous chapter, ridge regression has one main disadvantage: it 
cannot reduce the number of explanatory variables in the model. Although it shrinks 
some of the regression coefficients very close to 0, none of them are dropped from the 
model. Therefore, we want to explore different regularization methods that will perform 
variable selection to see if we can resolve the inflation in type 1 error and higher power 





In this chapter, we will implement and compare the model performance of two additional 
penalties, LASSO and elastic net, to the ridge penalty we imposed in coxGE in Chapter 3. 
LASSO and elastic net are both capable of shrinking some parameters to exactly 0 and 
thereby permits feature selection. Each of these methods has different strengths and 
weaknesses so it is important to examine their performance under various simulation 
scenarios.  
 
This chapter is organized as follows. In sections 4.2 and 4.3, we will introduce LASSO and 
elastic net penalties and define the coxGE statistics respectively. In section 4.4, we conduct 
simulations under various settings and compare the results to the coxGE with ridge penalty 
from Chapter 3. Finally, we illustrate both approaches in testing gene by smoking 
interaction on time-to-fractures in section 4.5 and conclude with summary and future work 
in section 4.6.  
 
4.2 LASSO  
LASSO regression adds a L1-norm penalty term, which is the absolute value of the 
magnitude of the coefficients, to the loss function (Tibshirani 1996). Unlike ridge 
regression, this regularization forces the variables with minor contribution to the model to 
be exactly 0, effectively selecting a subset of variables to remain in the model. The loss 
function with LASSO penalty is defined as: 
lééêë) = ¤ − ì#ë)"x








The parameter u controls the strength of shrinkage. If u = 0, all variables will be retained 
in the model and it will be reduced to standard ordinary least squares and as u ⟶  ∞, all 
coefficient estimates will move towards 0. Therefore, LASSO has an advantage over 
ridge penalty since LASSO is capable of removing some features and performing 
variable selection and thereby reducing the complexity of the model to prevent 
overfitting. In genetics, only a modest number of variants out of the total number of 
variants is suspected to be causal. Applying the LASSO penalty seems like an ideal way 
to exclude variants with minimal effects and to keep only those that are relevant in the 
model.   
 
In the case when the number of predictors is greater than the number of samples (p > n), 
LASSO is only able to select at most n variables before the model saturates. In this case, 
LASSO is not a favorable variable selection method. Another disadvantage of LASSO is 
that when there are highly correlated variables, LASSO tends to arbitrarily select only 
one variable from the group. For example, in SNP or gene expression data, we would like 
to automatically include a highly correlated group of variables all together, while 
discarding the trivial variants. However, LASSO is not able to retain a group of highly 
correlated variables in the model, a property that is not ideal. To date, various extensions 
of LASSO have been proposed, such as elastic net (Zou and Hastie 2005), adaptive 
LASSO (Zou 2006), fused LASSO (Tibshirani et al. 2005), and group LASSO (Yuan and 





4.2.1 LASSO in coxGE 
Using the notations defined in Chapter 3, we can write the log partial likelihood with the 
LASSO penalty as the following: 
cí, 6, 8) =  c, 6, 8) − u ¤ |«v|ªvx
  
 
Calculations will show that the partial derivatives are: 
®cí® = &g¯ 
®cí®6 = 43g¯ + uæQr«vs,   where  æQr«vs =  ð
  1,    «v > 0  0,    «v = 0−1,   «v < 0 
®cí®8 = 43g7¯ 
 
Due to the change in the likelihood, LASSO regularization will affect the Martingale 
residual calculation and therefore the Q statistic. Following the derivations of coxGE 
presented in Chapter 3, we can obtain the Q statistic as 
qóz}} =  N − )734-4-3g7 N − ) 
where qóz}} ~∑ ßvw
,vkvx
 , and ßv’s are eigenvalues of the matrix  





4.3 Elastic Net   
Elastic net was introduced to address the potential issue of unstable variable selection and 
the limitation on the number of selected variables in LASSO (Zou and Hastie 2005). 
Elastic net combines the ridge and LASSO penalties to obtain a hybrid behavior of L1 
and L2 regularizations to encourage groups of highly correlated variables to be selected 
together in the model and to perform variable selection. The loss function with elastic net 
penalty is defined as: 
¡léÁô "¡Áë) = ¤ − ì#ë)"x
 +  u õ
1 − ö)2 ¤ ë
ª
vx




where ö is a mixing parameter, which is restricted between 0 and 1, balancing ridge and 
LASSO penalties. ö is selected to match the desired balance of variable selection and 
coefficient shrinkage. When ö = 0, the penalty function will reduce to ridge term and if 
ö = 1, we are left with just the LASSO term. Therefore, by choosing the appropriate ö 
between 0 and 1, we can achieve the benefits of both ridge and LASSO. Because we have 
two tuning parameters to approximate, elastic net will be more computationally intensive 
than ridge and LASSO. 
 
4.3.1 Elastic Net in coxGE 
Using the same notations defined in Chapter 3, we can write the log partial likelihood 




c¡", 6, 8) =  c, 6, 8) − u õ1 − ö)2 ¤ «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Calculations will show that the partial derivatives are: 
®c¡"® = &g¯ 
®c¡"®6 = 43g¯ + u1 − ö)«v + uöæQr«vs,   where  æQr«vs =  ð
  1,    «v > 0  0,    «v = 0−1,   «v < 0 
®c¡"®8 = 43g7¯ 
 
Elastic net regularization will affect the Martingale residual calculation due to the change 
in the likelihood and therefore the Q statistic. Following the derivations of coxGE 
presented in Chapter 3, we can obtain the Q statistic as 
q{{ø =  N − )734-4-3g7 N − ) 
where q{{ø ~∑ ßvw
,vkvx
 , where ßv’s are eigenvalues of the matrix  






4.4.1 Type I Error 
4.4.1.1 Type I Error Simulation Settings  
To evaluate type 1 error, we performed several simulation studies where there are genotype 
main effect but no GE interaction effect. We used the same set of genotypes that we 
simulated in Chapter 3 and chose a region that spans from 1,100 base pairs to 1,900 base 
pairs in chromosome 1. For each of 10,000 replicates, assuming proportional hazards, we 
simulated the survival time from a Weibull distribution (Bender, Augustin, and Blettner 
2005) with covariates age, sex, and smoking as the environmental variable from: 
g¶{ = à− 4log Õ)exp 0.005z({ − 50) + 0.05}{$ + 0.3}{ + 36) 
 
where V was randomly sampled from uniform distribution with mean 0 and standard 
deviation of 1, age was generated from a normal distribution with mean of 50 and 
standard deviation equal to 5, sex was generated from a Bernoulli distribution with 
probability 0.5, and smoke was generated from a Bernoulli distribution with probability 
0.5. 6 consist of effect sizes for the causal SNPs and they are determined by: 
« = ℎ21 − ) 
where MAFi is the minor allele frequency of SNP i and h is a constant calculated as 




where , the proportion of variance explained by the causal SNPs, is fixed at 1%. The 
correlations between the SNPs are in matrix L, and  is a vector that indicates the 
direction of the SNP effects. 
 
We simulated four different censoring schemes for censoring time C:   1) C ~ Unif (0, 
2.5);     2) C ~ Unif (0, 4);     3) C ~ Unif (0, 8);    4) No censoring. From this, we can 
calculate the event time as U = Q, ) with the event indicator Δ =  ≤ ). We also 
varied the proportion of causal variants with MAF less than 5% in the model from 20 to 
50 to 80%. In previous simulations shown in Chapter 3, the correlation between the 
variants was overall very low, where the majority of pair-wise correlation range from -
0.005 to 0.05. For the observed anti-conservative scenarios with 40% and 60% censoring 
for all three methods, we calibrated the observed p-values to obtain the relevant empirical 
thresholds by generating an empirical distribution of p-value under the null hypothesis by 
pooling all the asymptotic p-values from the 10,000 replicates.    
          
In addition to this low LD setting, we also performed simulation study where we selected 
causal variants in the model with high LD structure, generally with pair-wise correlation 
greater than 0.5 (See Appendix I and J for the correlation structures for 20% and 50% 
causal variant setting). Since ridge, LASSO, and elastic net penalties are known to 
behave differently in the presence of highly correlated variables, it would be relevant to 
know if there is one method that outperforms in certain scenarios. Similar to the low LD 




1% and 0.1% in type 1 error since there was an inflation in type 1 error for 40% and 60% 
censoring scenarios. We also observed an inflation in type 1 error for 60% censoring 
scenario for both α levels for the elastic net penalty, so we also used the empirical 
thresholds. LASSO only showed inflation in the 60% censoring setting when evaluated at 
α = 0.01, so we used the empirical threshold for this setting only for evaluating type 1 
error. 
 
4.4.1.2 Type I Error Results for Interaction Test 
Tables 6 includes the results for type 1 error from 10,000 simulation replicates for low 
LD setting evaluated at asymptotic thresholds α = 0.01 and 0.001 (refer to Appendix G 
for type 1 error results evaluated at the empirical thresholds). In the 20% causal variant 
scenario, the performance of ridge, LASSO, and elastic net do not differ very much in the 
40% and 60% censoring scenarios. When the % of censoring decreases, we see that 
LASSO and elastic net are deflated at α = 0.001, while ridge regression meets the correct 
type 1 error level. We see more deflation for LASSO and ridge as the percent of 
censoring decreases in both 50% and 80% causal variant scenarios. Between the two 
methods, LASSO is a bit more conservative than elastic net when the percent of 
censoring is low at α = 0.001. Generally, when the LD between the variants is low, 
LASSO and elastic net penalties are conservative at low alpha levels, while ridge meets 





We refer to Table 7 for high LD setting results evaluated at asymptotic thresholds α = 
0.01 and 0.001 (refer to Appendix H for type 1 error results evaluated at the empirical 
thresholds). In the 20% causal variant scenario, we see that both LASSO and elastic net 
show deflation, while ridge regression meets correct type 1 error when the percent of 
censoring is low. In general, we observe more severe deflation of type 1 error in LASSO 
than in elastic net. Ridge regression shows similar patterns to the low LD setting in the 
presence of highly correlated causal variants in the model, but LASSO and elastic net 










Table 6: Type 1 error results for interaction using coxGE with ridge, LASSO, and elastic 
net penalties for low LD setting at asymptotic thresholds α = 0.01 and 0.001 
 
 
+/-/0: number of variants with main genotype effect sizes that are positive, negative, and 
neutral 
α is the asymptotic threshold  
Ridge is the type 1 error evaluated under α 
LASSO is the type 1 error evaluated under α 
Elastic net is the type 1 evaluated under α 
  
+/-/0 % Censored α (%) Ridge (%) LASSO (%) Elastic net (%) 
4/0/16 60 1 1.15 1.23 1.20 
  0.1 0.121 0.124 0.126 
 40 1 1.12 1.08 1.16 
  0.1 0.10 0.112 0.116 
 20 1 0.99 0.95 0.89 
  0.1 0.094 0.09 0.098 
 0 1 1.00 0.92 0.95 
  0.1 0.102 0.089 0.092 
10/0/10 60 1 1.17 1.27 1.28 
  0.1 0.117 0.121 0.124 
 40 1 1.14 1.05 0.98 
  0.1 0.112 0.10 0.099 
 20 1 1.01 1.00 0.82 
  0.1 0.10 0.095 0.097 
 0 1 0.97 0.96 0.89 
  0.1 0.097 0.082 0.089 
16/0/4 60 1 1.21 1.30 1.30 
  0.1 0.12 0.124 0.125 
 40 1 1.12 0.82 0.81 
  0.1 0.115 0.112 0.113 
 20 1 1.02 0.97 0.98 
  0.1 0.102 0.091 0.095 
 0 1 1.03 0.94 0.86 




Table 7: Type 1 error results for interaction using coxGE with ridge, LASSO, and elastic 
net penalties for high LD setting at asymptotic thresholds α = 0.01 and 0.001 
 
 
+/-/0: number of variants with main genotype effect sizes that are positive, negative, and 
neutral 
α is the asymptotic threshold  
Ridge is the type 1 error evaluated under α 
LASSO is the type 1 error evaluated under α 




+/-/0 % Censored α (%) Ridge (%) LASSO (%) Elastic net (%) 
4/0/16 60 1 1.26 1.33 1.27 
  0.1 0.118 0.083 0.123 
 40 1 1.20 0.71 0.92 
  0.1 0.112 0.077 0.09 
 20 1 1.04 0.72 0.80 
  0.1 0.103 0.08 0.086 
 0 1 0.98 0.72 0.78 
  0.1 0.094 0.065 0.08 
10/0/10 60 1 1.21 1.23 1.12 
  0.1 0.116 0.10 0.112 
 40 1 1.12 0.90 0.94 
  0.1 0.11 0.082 0.09 
 20 1 1.05 0.71 0.91 
  0.1 0.103 0.062 0.08 
 0 1 1.02 0.78 0.84 
  0.1 0.096 0.065 0.082 
16/0/4 60 1 1.29 1.21 1.38 
  0.1 0.117 0.08 0.13 
 40 1 1.08 0.89 0.95 
  0.1 0.11 0.075 0.096 
 20 1 1.03 0.80 0.91 
  0.1 0.10 0.071 0.09 
 0 1 0.99 0.76 0.83 





4.4.2.1 Power Simulation Settings  
To assess power, we simulated data under the alternative hypothesis, where we included a 
gene by smoking interaction effect in addition to the genotype main effects. Similar to the 
type I error simulation, genotypes were simulated in the same manner using the SeqSIMLA 
software. We simulated 10,000 phenotype datasets from 
 
g¶{ = à− 4log Õ)exp 0.005z({ − 50) + 0.05}{$ + 0.3}{ + 36 + }{ ∗ 38) 
 
where Õ, age, sex, and smoke were generated from the same distribution described in the 
type I error simulation study and the genotype effects 6 were determined the same way as 
in our null simulation study. We varied the censoring schemes and proportion of causal 
variants included in the model in the same way as we defined them in type 1 error 
settings. We considered the scenarios where the directions of the interaction effect of a 
causal variant (represented by 8) are either in the same or opposite to the directions of the 
corresponding genetic main effect (represented by 6). The magnitude of the interaction 
effect 8 were determined by 
 = à ℎ21 − )åæeç) 





ℎ =  # 
 
and , the proportion of variance explained by gene by smoking interaction, is fixed at 
1%. The correlations between the SNPs are in matrix L, and  is a vector that indicates 
the direction of the interaction effects.  
 
 
4.4.2.2 Power Results 
Figures 4 and 5 show power simulation results that are evaluated at the empirical 
thresholds to achieve 0.1% in type 1 error for low LD and high LD settings, where 
coxGE with ridge, LASSO, and elastic net penalties are represented in black, red, and 
green respectively. In the low LD setting, when the percent of censoring increases, 
especially for 60%, we see a dramatic loss in power in all three approaches because our 
effective sample size is smaller. Not surprisingly, we achieve fairly moderate power 
when there is no censoring at all. For the scenario with 20% causal variants, ridge penalty 
has the lowest power compared to the other two penalties, while LASSO has slightly 
higher power than elastic net, but this difference is very minimal. When the proportion of 
causal variants is 50%, all three penalties show very similar power. When the proportion 
of causal variants is 80%, ridge regression has the highest power, while LASSO has the 
lowest power. In general, as the proportion of causal variants in the model increases, 
power for LASSO and elastic net decrease, whereas power for ridge increases except for 




If we refer to Figure 5 for the high LD settings, in the 20% causal variant scenario, the 
ridge penalty shows much lower power compared to LASSO and elastic net, which has 
the highest power, regardless of the percent of censoring. In the 50% causal variant 
scenario, we come to the same conclusion as the 20% causal variant scenario. We notice 
that power for LASSO and elastic net decrease, whereas power for ridge regression 
increases. In the 80% causal variant scenario, we see that ridge regression gains 
substantial power and has the highest power of all censoring scenarios. In the high LD 


















Figure 4: Power comparison of coxGE with ridge, LASSO, and elastic net penalties with 











Figure 5: Power comparison of coxGE with ridge, LASSO, and elastic net penalties with 









4.4.3 Comparison of Number of Variants  
In this section, we examine the performance of LASSO and elastic net by comparing the 
percentage of causal variants that were correctly kept in the model in high LD settings. 
We exclude ridge for comparison since it will retain all the variables in the model. Table 
8 shows the percentage of causal variants that were correctly kept in the model in high 
LD setting using LASSO and elastic net from type 1 error and power simulations 
presented in Tables 6 and 7. As percentage of censoring decreases, the percentage of 
causal variants that are kept in the model increases. As the proportion of causal variants 
in the model increases, we see a dramatic decrease in percentage of causal variants 




model than LASSO does. This is expected since we know that LASSO shows 
inconsistent variable selection in the presence of highly correlated data, while elastic net 
aims to address the erratic behavior of LASSO. 
 
Table 8: Percentage of causal variants that were kept in the model in high LD setting 
 
 Results from type 1 error 
simulation 




% censored LASSO Elastic net LASSO Elastic net 
4/0/16 60 38.2 61.0 33.1 79.1 
 40 42.9 73.0 37.3 90.8 
 20 50.0 79.2 44.9 92.4 
 0 54.1 84.5 52.2 96.9 
10/0/10 60 4.95 30.6 2.71 60.3 
 40 9.50 43.8 3.10 70.3 
 20 12.6 50.6 4.74 74.3 
 0 19.6 59.2 6.52 76.5 
16/0/4 60 1.31 9.73 1.18 40.4 
 40 1.82 18.8 0.50 57.5 
 20 2.61 27.1 1.22 64.3 
 0 5.20 32.4 1.48 69.2 
 
 
4.5 Application to the Framingham Heart Osteoporosis Data 
Using the same dataset as in Chapter 3, we apply coxGE with LASSO and elastic net 
penalties to analyze gene x smoking interactions for time-to-fracture. As shown in Table 
9, many genes do not have results because all the variants in the gene region were 
dropped from the model. In Table 10, we show the number of variants that were included 




retain the same number of variants in the model, and p-values for both approaches are 
very similar for CDKAL1, DCDC5, SMG6, and AXIN1 genes. With the LASSO and 
elastic net approaches, we find CDKAL1 (LASSO p-value = 8.57E-8, elastic net p-value 
= 2.58E-7) and SPTBN1 (p-value = 0.001) to be significant only with the elastic net 





Table 9: Association results of gene by smoking interaction on time-to-fracture with 
ridge, LASSO, and elastic net approaches 
 
Gene Chromosome Ridge p-value LASSO  
p-value 
Elastic net  
p-value 
ZBTB40 1 0.794 NA NA 
SPTBN1 2 1.62E-3 NA 0.001 
KIAA2018 3 0.096 0.572 NA 
MEPE 4 0.565 NA 0.711 
CDKAL1 6 1.82E-3 8.57E-8 2.58E-7 
SUPT3H 6 0.629 0.756 0.816 
XKR9 8 0.064 NA NA 
CPN1 10 0.295 0.206 NA 
DCDC5 11 0.613 0.832 0.892 
ERC1 12 0.300 NA NA 
AKAP11 13 0.136 0.087 0.109 
AXIN1 16 0.073 0.299 0.304 
SMG6 17 0.364 0.082 0.091 
C17orf53 17 0.335 NA NA 







Table 10: Number of variants included in each gene for the association of gene by 
smoking interaction on time-to-fracture with ridge, LASSO, and elastic net penalties 
 
 # of variants included 
Gene Ridge  LASSO Elastic net 
ZBTB40 8 0 0 
SPTBN1 6 0 3 
KIAA2018 9 4 0 
MEPE 4 0 3 
CDKAL1 2 2 2 
SUPT3H 2 2 2 
XKR9 4 0 0 
CPN1 8 2 0 
DCDC5 6 3 3 
ERC1 5 0 0 
AKAP11 13 12 10 
AXIN1 6 6 6 
SMG6 9 7 7 
C17orf53 10 0 0 






In this chapter, we investigate two additional penalties, LASSO and elastic net, and 
compare their performance using coxGE with ridge penalty for detecting gene by 
environment interaction for time-to-event outcomes. Type 1 error simulations show that 
LASSO and elastic net methods are conservative at lower alpha levels when the percent 
of censoring is low in the low LD setting and we observe even more severe deflation in 




elastic net penalty results, the performance of the ridge penalty does not change 
dramatically between low LD and high LD settings.  
 
As we saw from the real data application, another disadvantage of using LASSO and elastic 
net is that it can potentially drop all the variants from the model, thus not producing any 
result. Usually, the tuning parameter λ will be determined by cross validation to choose an 
optimal λ, as is the case in coxGE, but it is possible to handpick this value if we want to 
purposely retain or drop more variables from the model. However, this approach is not 
advised since the goal of cross validation is to select a good value of λ by utilizing the 
observed data. 
 
For using LASSO and elastic net penalties in coxGE, our underlying hypothesis is different 
from coxGE with the ridge penalty. With the ridge penalty, we test for GE interaction for 
all the variants included in the model, regardless of whether the genotype main effects are 
significant or not. However, with the LASSO and elastic net penalties, we are choosing 
only those variants that are retained in the model to test their GE interaction effects. Due 
to their abilities to perform variable selection, this approach assumes that only those 
variants with significant genetic main effects will be considered for testing their interaction 
effects. Thus, these two approaches are built on different assumptions.  
 
Initially, we hypothesized that LASSO and elastic net might outperform ridge since they 




LD setting, the performance of the three methods did not show a large difference when 
the percent of censoring was high. We saw higher inflation for LASSO and elastic net 
compared to ridge in the 60% censoring scenario. As the percent of censoring decreases, 
we saw that LASSO and elastic net were conservative compared to ridge. In the high LD 
setting, LASSO and elastic net were very conservative while ridge was still able to meet 
correct type 1 error when the percent of censoring was low or when there was no 
censoring. As suspected, LASSO showed worse performance than elastic net in the 
presence of highly correlated variables. Since elastic net combines the best features of 
ridge and LASSO, we expected this method to outperform the other two, but when we are 
dealing with sparse data, i.e. rare variants, these two variable selection methods do not 
seem to perform well. Even though ridge can only shrink the coefficients towards 0 and 
not perform variable selection, it consistently showed decent performance, regardless of 
the LD between variants. However, we note that power for LASSO and elastic net are 
generally higher than the ridge regression when the percentage of causal variants in the 
model is low, but when the genetic main effects are not strong enough in the model, the 
variants will be discarded and therefore cannot be tested for GE interactions. This could 
be potentially problematic since the variants we include in the model could all be 
dropped, as we saw from the real data application using LASSO and elastic net. While it 
is unlikely that rare variants are highly correlated, the performance of LASSO and elastic 
net seem to fluctuate depending on the pair-wise correlation of the variants, whereas 




recommend using the ridge penalty over LASSO and elastic net to test GE interaction of 






































Chapter 5 Summary and Future Work 
 
5.1 Summary 
Over the last decade, GWAS have substantially improved our understanding of the 
genetic architecture of many complex traits. Although GWAS using common variants 
have made strides in identifying hundreds of loci contributing to complex diseases, these 
studies are inherently limited and their results only confer relatively small increments of 
disease risk. In recent years, rapid advances in whole genome sequencing technology 
have enabled more complete assessment of low frequency and rare variants, and thus, 
sparked great interest in assessing the roles of rare genetic variants in various complex 
diseases. Thus, there is a strong need to develop statistical methods to better understand 
the mechanisms of complex diseases.  
 
In this dissertation, we aim to address both statistical and computational challenges in 
detecting GE interaction in rare variant analysis. In Chapter 2, we focus on a GE 
interaction test for rare variants that can accommodate binary or continuous outcomes 
and correctly incorporate sample relatedness (famGE). The model allows user-defined 
kernels to be included as weights for genetic main effects and GE interaction effects, and 
also allows for a pedigree or empirical kinship matrix to account for relatedness. In 
Chapter 3, we develop GE interaction test of rare variants for time-to-event outcomes 
using mixed effects Cox regression with ridge penalization on the genetic main effects to 




method to explore LASSO and elastic net penalties and compare the performance of 
these approaches with the ridge penalty. These proposed methods can be applied to a 
wide range of phenotypes and various epidemiological studies, which will aid in 
elucidating the etiology of complex diseases and eventually lead to developing better 
diagnostics and targeted prevention methods. 
 
5.2 Future Work 
5.2.1 Extension of famGE 
Further efforts are warranted along the lines of this work. For example, developing a joint 
test of both genetic main effects and GE interaction effects in the presence of related 
individuals may enhance the statistical power for identifying genetic associations. Chen et 
al. proposed a joint test of main and interaction effects for rare variants, and we may follow 
a similar framework to develop a joint test in the context of famGE (Chen, Meigs, and 
Dupuis 2014). Considering both the main and interaction effects can potentially identify 
important genes that were originally missed.  
 
5.2.2 Extension of coxGE 
Unlike famGE framework, where we assume genetic main effects to be random, the 
genetic main effects in coxGE are fixed. Instead, to avoid potential multicollinearity, we 
impose a penalty term on the genetic main effects to discourage fitting a complex model. 
However, it was shown in the simulation studies of rareGE by Chen et al that there is 




when assessing power, GE interaction with fixed genotype main effects show slightly 
lower power compared to that of random genotype main effects (Chen, Meigs, and 
Dupuis 2014). Therefore, it would be preferable to fit the genetic main effects as random 
since the number of variants in the testing region can be large. We would expect to see an 
improved type 1 error and power in coxGE if the genetic main effects are random instead.  
 
As shown from rareGE simulation studies in Chapter 2, when familial correlation is 
ignored, it leads to inflated type 1 error. When we apply coxGE to correlated data, it will 
most likely also show inflated type 1 error. This is why we select a subset of unrelated 
individuals from the whole sample. However, we have shown in our type 1 error 
simulations (Appendix D and E) that when we decrease our sample size, coxGE suffers 
from higher type 1 error inflation. It is thus important to retain as many samples as 
possible, especially for a GE interaction test for rare variants. Our current approach is 
only applicable to unrelated individuals. Therefore, another future effort is to extend 














Appendix A: Derivation of the famGE statistic to test interaction 
The derivation for chapter 2 is based on the GLMM framework. We consider the 
following GE interaction model: 
ù)) = ) = &¶g* + 3¶g456 + 3¶g4-8 + P ,   
 
where ·) is the link function, * is a p x 1 vector associated with the fixed covariate 
effects, 6 is a q x 1 vector of random effects for the genetic variants, 8 is a q x 1 vector of 
random effects for GE interaction, P is a n x 1 vector of family correlation, and 45 and  
4- are q x q diagonal matrices with weights for genetic main effects and GE interaction 
effects, respectively. We can rewrite this model in matrix notation as: 
7.)) = )) = &* + 5 + - + ú,  
 
where  5 = ûü5>, - = ýûü-F, and ú = H  and  = r5g, -g, úgsg~ þA, +), where 
+,-) = PQ{MC 345453g), MG734-4-3g7), MIJ} 
 
For subject i, the quasi-likelihood given random effects b is defined by: 
bc*; ) =  ³  − ))YZZ P 
The integrated quasi-likelihood function used to estimate (*, ,-) is 
, M) = kl,n\) ∝ |+|i
 ³ exp ¤ bc*, ) − 12
"
x





High dimensional integration is required to obtain the likelihood function but it is 
difficult to calculate and maximize, so we use Laplace’s method for integral 
approximation [Breslow & Clayton]. After applying Laplacian transformation, the log of 
equation (A1) becomes: 
bc, M) = − 12 ce|+| − 12 cefSSrÂsf + SrÂs,          A2) 
where Â is the solution to 
SrÂs = jklZj = − ZiYZ)%¶WXYZ)[SYZ) + +i5 = 0      (A3) 
For canonical link functions, the second partial derivative with respect to b is equal to 
 
SSrÂs = j\klZjjg = %¶%¶gWXYZ)0[SYZ)1\ + +i5 ≈  'gU' + +i5,     (A4) 




Combining (A3) – (A4), equation (A2) becomes  
 
bc, M) = − 12 ce|D + 'gU'+| − ¤ bcr*, Âs − 12
"
x
 Âg+i5Â,        A5) 
where Â = Â*, ,-) is the solution to 
 ®® ¤ bcr*, Âs − 12
"
x
 Âg+i5Â = 0 
 
Defining N = diag{′)} and assuming that weight matrix D varies slowly as a 
function of the mean (following Breslow and Clayton), we maximize the penalized quasi-
likelihood by differentiating with respect to 




®bc®* = ¤  − )&¶g)′)
"
x
 = &gUN − ))        A6) 
®bc® = ¤  − )'¶g)′) − +i5
"
x
 = 'gUN − )) − +i5        A7) 
Defining the working vector .A = &* + ' + N. − )) and by substituting N − )) 
with .A − &* − ', the solution to (A6) and (A7)  
¥ &gUN − )) = &gU.A − &gU&* − &gU' = A'gUN − )) − +i5 = 'gU.A − 'gU&* − 'gU& − +i5 = A© 
can be expressed using the Fisher scoring method as an iterative solution to the system of 
equations 
&gU& &gU''gU& 'gU' + +i5) *   = &gU.A'gU.A 
*̂ = &ghi5&)i5&ghi5.A 
a = +'ghi5.A − &*̂) 
 
where h = å.A) = Ui5 + '+'g 
 
Following Breslow & Clayton, we ignore the dependence between? D and ,- and replace 
∑ bcr*; Âs"x
  by the Pearson chi-square statistic − 
 ∑ ZiYZ)-WXYZ)"x
 . After substituting the 
maximized values, equation (A5) becomes: 




12 ag+i5a           B1) 





To adjust for loss of degrees of freedom from estimating *, the restricted maximum 
likelihood version is  
bcd_, M) =  −  12 ce|h| − 12 cef&ghi5&f − 12 .A − &*̂)ghi5.A − &*̂) 
 
To derive the score test for H0: ,D- = A, the variance component test uses the score 
statistic derived by taking the derivative of the PQL with respect to ,D- 
 ®bc®MG = − 12 phi5734-4-3g7) + 12 .A − &*̂)ghi5734-4-3g7hi5.A − &*̂) 
 
where h = Ui5 + MC 345453g) + MIJ + MG734-4-3g7)   
 
Replacing * and the covariance matrix hi5 by their ML/REML estimates under the null 
and treating the GE interaction matrix 734- as fixed, the first term in the score function 
is fixed and independent of the phenotype. Taking twice the second term, we have the 
test statistic 
q = .A − &*̂)ghai5734-4-3g7hai5.A − &*̂) 
where Q ~∑ uvw
,vkvx
 , where uv’s are eigenvalues of the matrix  






Appendix B: Testing interaction with genotypes as fixed effects 
 
We can treat the main genotype effects as fixed and derive the variance component test 
for interaction. We assume the same model and same distributions for F and d, but > is 
now fixed. We define the working vector under the null hypothesis .Â¶$ = &* + 3Â6 +
9 + N − )), with r.Â¶$s = h = MIJ + Ui5. The test statistic for H0: MG = 0 is  
q¶$ = r.Â − &*̂ − 3Â6asghai5734-4-3g7hai5.Â − &*̂ − 3Â6a) 
where ha¶$ = M_IJ + Ua i5 
 
Under the null hypothesis,  q¶$ ~ ∑ uvw
,vkvx
 , where uv’s are eigenvalues of the matrix 























Appendix C: QQ plot of famGE applied genome-wide to detect gene x smoking 
















Appendix D: Simulation for type 1 errors of coxGE with sample size of 1000 and causal 
























Scenarios (+/-/0) % censored α level (%) coxGE (%) 
4/0/16 60 1 1.84 
  0.1 0.17 
 40 1 1.50 
  0.1 0.20 
 20 1 1.40 
  0.1 0.20 
 0 1 1.17 
  0.1 0.12 
10/0/10 60 1 1.72 
  0.1 0.24 
 40 1 1.44 
  0.1 0.24 
 20 1 1.33 
  0.1 0.17 
 0 1 1.28 
  0.1 0.12 
16/0/4 60 1 1.64 
  0.1 0.29 
 40 1 1.79 
  0.1 0.19 
 20 1 1.36 
  0.1 0.14 
 0 1 1.17 




Appendix E: Simulation for type 1 errors for coxGE with sample size of 1000 and causal 























Scenarios (+/-/0) % censored α level (%) coxGE (%) 
2/2/16 60 1 1.82 
  0.1 0.24 
 40 1 1.58 
  0.1 0.18 
 20 1 1.44 
  0.1 0.14 
 0 1 1.08 
  0.1 0.12 
5/5/10 60 1 1.68 
  0.1 0.20 
 40 1 1.52 
  0.1 0.18 
 20 1 1.44 
  0.1 0.16 
 0 1 1.26 
  0.1 0.13 
8/8/4 60 1 1.68 
  0.1 0.32 
 40 1 1.71 
  0.1 0.14 
 20 1 1.42 
  0.1 0.24 
 0 1 1.16 




Appendix F: Power for coxGE and rareGE with 20%, 50%, and 80% causal variants 
where the directions of the risk alleles for genetic main effects and GE interactions are 
opposite 
 
coxGE is evaluated at the empirical threshold that yield α = 0.001 in type 1 error 








Appendix G: Type 1 error results for coxGE with ridge, LASSO, and elastic net 
penalties and empirical significance threshold for low LD setting 
 
α is the type 1 error level  
Ridge is the type 1 error evaluated under empirical threshold, αridge   
LASSO is the type 1 error evaluated under empirical threshold, αlasso  
Elastic net is the type 1 error evaluated under empirical threshold, αenet  














20% causal variant 
60 1.00 0.81 0.98 0.79 1.00 0.90 1.00 
 0.10 0.09 0.10 0.094 0.10 0.098 0.10 
40 1.00 0.93 1.00 0.95 0.98 0.86 1.00 
 0.10 0.10 0.10 0.09 0.10 0.089 0.10 
20 1.00 1.00 0.99 1.00 0.95 1.00 0.89 
 0.10 0.10 0.094 0.10 0.09 0.10 0.098 
0 1.00 1.00 1.00 1.00 0.92 1.00 0.95 
 0.10 0.10 0.102 0.10 0.089 0.10 0.092 
50% causal variant 
60 1.00 0.80 1.00 0.77 1.00 0.79 0.99 
 0.10 0.09 0.10 0.08 0.10 0.096 0.10 
40 1.00 0.84 1.00 0.96 1.00 1.14 1.00 
 0.10 0.092 0.10 0.10 0.10 0.10 0.10 
20 1.00 1.00 1.01 1.00 1.00 1.00 0.82 
 0.10 0.10 0.10 0.10 0.095 0.10 0.097 
0 1.00 1.00 0.97 1.00 0.96 1.00 0.89 
 0.10 0.10 0.097 0.10 0.082 0.10 0.089 
80% causal variant 
60 0.99 0.77 0.99 0.75 1.00 0.73 1.00 
 0.10 0.092 0.10 0.075 0.10 0.081 0.10 
40 1.00 0.98 1.00 1.23 1.00 1.13 1.00 
 0.10 0.088 0.10 0.09 0.10 0.092 0.10 
20 1.00 1.00 1.02 1.00 0.97 1.00 0.98 
 0.10 0.10 0.102 0.10 0.091 0.10 0.095 
0 1.00 1.00 1.03 1.00 0.94 1.00 0.86 




Appendix H: Type 1 error results for coxGE with ridge, LASSO, and elastic net 
penalties and empirical significance threshold for high LD setting 
 
 
α is the type 1 error level  
Ridge is the type 1 error evaluated under empirical threshold, αridge   
LASSO is the type 1 error evaluated under empirical threshold, αlasso  
Elastic net is the type 1 error evaluated under empirical threshold, αenet  














20% causal variant 
60 1.00 0.83 1.00 0.78 1.00 0.87 1.00 
 0.10 0.09 0.10 0.10 0.083 0.092 0.10 
40 1.00 0.89 1.00 1.00 0.71 1.00 0.92 
 0.10 0.095 0.10 0.10 0.077 0.10 0.09 
20 1.00 1.00 1.04 1.00 0.72 1.00 0.80 
 0.10 0.10 0.103 0.10 0.08 0.10 0.086 
0 1.00 1.00 0.98 1.00 0.72 1.00 0.78 
 0.10 0.10 0.094 0.10 0.065 0.10 0.08 
50% causal variant 
60 1.00 0.79 1.00 0.70 0.99 0.79 0.99 
 0.10 0.09 0.10 0.10 0.10 0.092 0.10 
40 1.00 0.86 1.00 1.00 0.90 1.00 0.94 
 0.10 0.091 0.10 0.10 0.082 0.10 0.09 
20 1.00 1.00 1.05 1.00 0.71 1.00 0.91 
 0.10 0.10 0.103 0.10 0.062 0.10 0.08 
0 1.00 1.00 1.02 1.00 0.78 1.00 0.84 
 0.10 0.10 0.096 0.10 0.065 0.10 0.082 
80% causal variant 
60 1.00 0.77 1.00 0.74 1.00 0.73 1.00 
 0.10 0.09 0.10 0.10 0.08 0.081 0.10 
40 1.00 0.85 1.00 1.00 0.89 1.00 0.95 
 0.10 0.10 0.10 0.10 0.075 0.10 0.096 
20 1.00 1.00 1.03 1.00 0.80 1.00 0.91 
 0.10 0.10 0.10 0.10 0.071 0.10 0.09 
0 1.00 1.00 0.99 1.00 0.76 1.00 0.83 
 0.10 0.10 0.098 0.10 0.068 0.10 0.08 
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Appendix I: Correlation structure for 20% causal variants in the model 
Snp1 Snp2 Snp3 Snp4 
Snp1 
Snp2 0.702 
Snp3 0.922 0.759 
Snp4 0.922 0.759 1.00 
*Only lower triangle of the correlation matrix is displayed
Appendix J: Correlation structure for 50% causal variants in the model 
Snp1 Snp2 Snp3 Snp4 Snp5 Snp6 Snp7 Snp8 Snp9 Snp10 
Snp1 
Snp2 0.702 
Snp3 0.922 0.759 
Snp4 0.922 0.759 1.000 
Snp5 -0.033 -0.033 -0.026 -0.026
Snp6 0.033 0.009 0.036 0.036 -0.037
Snp7 -0.027 -0.033 -0.024 -0.024 0.678 -0.026
Snp8 0.053 0.029 0.054 0.054 -0.032 0.844 -0.021
Snp9 -0.027 -0.033 -0.024 -0.024 0.677 -0.025 1.000 -0.021
Snp10 -0.027 -0.031 -0.024 -0.023 0.653 -0.024 0.963 -0.021 0.963
*Only lower triangle of the correlation matrix is displayed
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