With h-derivative which generalizes the conventional Newton-Leibniz calculus, a general twoparameter non-extensive entropy S h,h ′ is introduced. It is found that S h,h ′ recovers, as particular cases, several types of non-extensive entropy expressions such as Tsallis entropy, Abe entropy, Shafee entropy, Kaniadakis entropy as well as the Boltzmann-Gibbs one. The corresponding properties of S h,h ′ are also analyzed.
I. INTRODUCTION
The conventional Boltzmann-Gibbs (BG) statistics, which was established more than a hundred years ago, has been a delicate and very successful theory with wide applications in many discplines. However, as times go by, people notice a lot of systems which is difficult to be described by the BG distributions, such as long range interactions systems [1] , gravitational systems [2] , Lévy flights and fractals [3] , etc [4] . In order to cope with this challenge, some attempts to generalize the BG statistics have been made. Among them arguably the most intensively investigated formalism is the nonextensive entropy, which was inspired by the geometrical theory of multifractals and its systematic use of powers of probabilities by C. Tsallis [5] 
where k B is Boltzmann constant (hereafter we assume k B = 1 for simplicity) and q the Tsallis nonextensive parameter. It goes back to the usual BG entropy when q → 1. With more than two decades of researches and developments, this Tsallis formalism has been applied to a variety of domains, such as physics, chemistry, economics, computer science, biosciences, linguistics and so on [6] [7] [8] [9] [10] [11] . Actually, the Tsallis entropy is not unique. Up to now, several different expressions of the nonextensive entropy have been proposed, such as Kaniadakis entropy [12] , Shafee entropy [13] , q ↔ q −1 symmetric modification of Tsallis's entropy [14] , and two-parameter (q, q ′ )entropy [15] (more details of the definitions of these entropies are given in Appendix). These expressions have usually been obtained with quite different ways and from distinct motivations, and thus it will of great interest to * Electronic address: bwzhang@mail.ccnu.edu.cn find the relationship between these formulae, or to find a simple formula to connect all of them.
In this note we will introduce a two-parameter nonextensive entropy S h,h ′ based on h-derivative, a mathematical generalization of Newton-Leibniz calculus. We demonstrate that S h,h ′ can unify different types of expressions of nonextensive entropy, i.e. it can connect a family of nonextensive entropies naturally. We may also discuss the properties of S h,h ′ .
II. h-DERIVATIVE
In conventional mathematical theory, the Newton-Leibniz derivative is defined as:
For the classic physics, physical quantity is continuous, and it is natural to apply Newton-Leibniz derivative. In quantum physics, on the other hand, physical quantity is quantized; people then try to develope quantum calculus, which utilizes the discrete forms of derivatives instead and presents a generalization of Newton-Leibniz derivative.
One formalism of quantum calculus is h-derivative [16] . For an arbitrary function f (x), its h-differential is defined as follows:
Obviously, we can easily verify
and
From them we can get the form of the h-derivative of f (x):
which is nothing but the definition of the conventional Newton-Leibniz derivative. Note that for the Newton-Leibniz derivative, we need the function f (x) is continuous, but for h-derivative this requirement is not needed. We then list some basic rules of h-derivative: a. Sum and difference Consider the sum and difference rules for h-derivative, we have
b. Product and quotient rules Consider the product and quotient rules for h-derivative, we can check that
c. h-derivative of elementary functions
In Fig. 1 we illustrate the behavior of D h e x at different values of h.
Beginning with definition of h-derivative, V. Kac and P. Cheung have developed a type of quantum calculus, known as h-calculus [16] . As a matter of fact, the operator like h-derivative is called the forward difference quotient operator. Analogously, it also has its backward difference quotient operator ∇ h and central difference quotient operator δ h , defined as that [17] 
Hereby the symbol ∇ isn't the normal vector differential operator. Next we will explore the connection between entropy with h-derivative and its modified forms. 
III. H -DERIVATIVE AND NONEXTENSIVE ENTROPY
We then show there is a remarkable relation between h-derivative and nonextensive entropy. Using the Eq. (6), we can consider the following equation,
with the normalization condition W i=1 p i = 1. When h → 0 it will return to the BG entropy. Note that it also recovers the Tsallis entropy S q under the transformation of h = q − 1.
Following the ways of central difference quotient operator of Eq. (19), we define a new form of two-parameter (h, h ′ )-derivative,
The corresponding (h, h ′ )-entropy is
Similarly, when h = h ′ → 0, the entropy S h,h ′ returns to the BG one. It is shown that,
In deriving the last equation but one, the L'Hospital's rule has been applied with the formula de αx /dx = αe αx . It is constructive to explore the connections with the already known statistical distributions. For example, the Tsallis entropy is obtained by h = q − 1, h ′ = 0. While taking h = q − 1, h ′ = 1 − q −1 we can obtain the Abe's symmetry entropy Eq. (43) (see the discussion in the Appendix) [14] . The nonextensive entropy given in Eq. (45) proposed by Borges and Roditi [15] (also see the Appendix) can then be recovered with the relationship of
Moreover, by assuming h ′ = h, we can derive a new form of entropy, S h,h ,
which is invariance under the interchange h ↔ −h. As a matter of fact, this is the non-extensive κ-entropy [12] , firstly proposed by G. Kaniadakis,
where
Last but not the least, we set h ′ → −h and h ′ = −h + δ, and consider the limit of δ → 0, h ′ → −h,
The exact Shafee's entropy formalism [13, 18] is thus given out with respect to the transformation q = 1 + h.
In Table. I, we summarize the different entropy functions that can be represented by the two-parameter S h,h ′ entropy by taking different values of h and h ′ . In addition, we point out that by choosing h ′ = −1/h, the function S h,h ′ becomes
This entropy function looks very similar to Abe's entropy, but in fact it is completely different. Here we name it the modified-Abe entropy function.
IV. PROPERTIES
Now we discuss some properties of this h-derivative inspired entropy S h,h ′ . [13, 18, 20] h ′ → −h modified Abe
First of all, we consider a thermal system with any possible states. The probability distribution with regards to each microstate i is p i . If we assume p 1+h i p 1−h ′ i , namely, 1 + h 1 − h ′ , because 0 p i 1, thus can we get h + h ′ 0 and this two-parameter entropy S h,h ′ 0.
B. Extermal at equal probabilities
With the form of Tsallis entropy,
, our two-parameter entropy S h,h ′ can be expressed by Tsallis's entropy S T q as,
In this case, we can set f (x) = S T 1+h (x), g(x) = S T 1−h ′ (x). The corresponding extreme value is placed at the point of x = 1/W . In details, firstly we calculate the derivative of S h,h ′ ,
thus we need hf ′ (x) + h ′ g ′ (x) = 0, which means f ′ (x) = 0 = g ′ (x), i.e. x = 1/W . This proves that S h,h ′ obtains the extreme value at the state with the equal probability.
C. Expansibility
Obviously S h,h ′ is expansible,
It means when we add some events with zero probabilities, S h,h ′ keeps invariant.
D. Non-additivity
When we consider a system that can be decomposed into two independent sub-system A and B (p A+B
for h and h ′ not both equals zero at same time (or not satisfy h = −1, h ′ = 1 at same time), S h,h ′ is said to be non-additive similar to the non-extensive Tsallis entropy.
E. Lesche-stability
In general, if there is a slight change in the state of the system, and only a small change in the quantity describing the system, then we can claim that this quantity is stable and can be used to describe the system. For any function of probabilities, if and only if it satisfies the following property, we can say this function is Leschestable [21, 22] :
Following the way of Lesche and Abe [21, 22] , we set
Then we have
so we can get
For h > 0, h ′ > 0, when the state W → ∞, F → δ 2 1−h ′ , i.e., if δ is taken to be δ < 2ǫ 1/(1−h ′ ) , the entropy S h,h ′ is Lesche-stable. For h < 0, h ′ < 0, the entropy S h,h ′ is also Lesche-stable, just take δ < 2ǫ 1/(1+h) . For h > 0, h ′ < 0, when W → ∞, F → ∞, so is not Lesche-stable. And for h < 0, h ′ > 0, the entropy S h,h ′ is alse Lesche-stable, when h+h ′ < 0, we need to take δ < 2ǫ 1/(1+h) , and when h + h ′ > 0, take δ < 2ǫ 1/(1−h ′ ) .
V. SUMMARY AND OUTLOOK
In this work with h-derivative we firstly propose a twoparameter non-extensive entropy S h,h ′ to connect several non-extensive entropy functions. The h-derivative motivated non-extensive entropy S h,h ′ is demonstrated to recover different kinds of non-extensive entropy for-malisms, like the Tsallis entropy (h = q − 1, h ′ = 0), Abe one (h = q − 1, h ′ = 1 − q −1 ), Borges and Roditi (h = q − 1, h ′ = 1 − q ′ ), kappa (h ′ = h = κ) and Shafee (h ′ → −h or h ′ = −h + δ, here δ → 0) by varying the value of h, h ′ . On the other hand, the present two-parameter entropy exhibits all the relative properties as a generalized non-extensive entropy. Furthermore the remarkable relationship betwenn S h,h ′ and other nonextensive entropies may cast a light on the connection of nonextensive entropy and some mathematical structure such as quantum calculus. It may in turn lead to a deep understanding of mathematical and physical foundations of the nonextensive statistics.
