Abstract-For testing independence it is very popular to use either the χ 2 -statistic or G 2 -statistics (mutual information). Asymptotically both are χ 2 -distributed so an obvious question is which of the two statistics that has a distribution that is closest to the χ 2 -distribution. Surprisingly the distribution of mutual information is much better approximated by a χ 2 -distribution than the χ 2 -statistic. For technical reasons we shall focus on the simplest case with one degree of freedom. We introduce the signed log-likelihood and demonstrate that its distribution function can be related to the distribution function of a standard Gaussian by inequalities. For the hypergeometric distribution we formulate a general conjecture about how close the signed loglikelihood is to a standard Gaussian, and this conjecture gives much more accurate estimates of the tail probabilities of this type of distribution than previously published results. The conjecture has been proved numerically in all cases relevant for testing independence and further evidence of its validity is given.
I. CHOICE OF STATISTIC
We consider the problem of testing independence in a discrete setting. Here we shall follow the classic approach to this problem as developed by Pearson, Neuman and Fisher. The question is whether a sample with observation counts (X ij ) has been generated by the distribution Q = (q ij ) where q ij = s i ·t j for some probability vectors (s i ) and (t j ) reflecting independence. We introduce the marginal counts R i = j X ij and S j = i X ij and the sample size N = ij X ij . The maximum likelihood estimates of probability vectors (s i ) and (t j ) are given by s i = Ri N and t j = Sj N leading to q ij = Ri·Sj N 2 . We also introduce the empirical distributionP = Xij N . Often one uses one of the Csiszár [1] f -divergences
The null hypothesis is accepted if the test statistic D f P , Q is small and rejected if D f P , Q is large. Whether D f P , Q is considered to be small or large depends on the significance level [2] . The most important cases are obtained for the convex functions f (t) = n(t − 1) 2 and f (t) = 2nt ln t leading to the Pearson χ 2 -statistic and the likelihood ratio statistic
We note that G 2 equals the mutual information between the indices i and j times 2n when the empirical distributionP is used as joint distribution over i and j. See [3] for a short introduction to contingency tables and further references on the subject.
One way of choosing between various statistics is by computing their asymptotic efficiency [4] , [5] but for finite sample size such results are difficult to use. Therefore we will turn our attention to another property that is of importance in choosing a statistic.
For the practical use of a statistic it is important to calculate or estimate the distribution of the statistic. This can be done by exact calculation, by approximations and by simulations. Exact calculations may be both time consuming and difficult. Simulation often requires statistical insight and programming skills. Therefore most statistical tests use approximations to calculate the distribution of the statistic. The distribution of the χ 2 -statistic becomes closer and closer to the χ 2 -distributions as the sample size tends to infinity. For a large sample size the empirical distribution will with high probability be close to the generating distribution and any Csiszár f -divergence D f can be approximated by a scaled version of the χ 2 -statistic Therefore the distribution of any f -divergence may be approximated by a scaled χ 2 -distribution, i.e. a Gamma distribution. From this argument one might get the impression that the distribution of the χ 2 -statistic is closer to the χ 2 -distribution. Figure 1 and Figure 2 show that this is far from the the case. Figure 1 shows that the distribution of theG 2 -statistic (i.e. mutual information) is almost as close to a χ 2 -distribution as it could be taking into account that mutual information has a discrete distribution. Each step is intersected very close to its mid point. Figure 2 shows that the distribution of the Pearson statistic (χ 2 -statistic) is very different when the observed counts deviates from the expected distribution and the intersection property only holds when each cell in the contingency table contains at least 10 observations. These two plots show that at least in some cases the distribution of mutual information is much closer to a (scaled) χ 2 -distribution than the Pearson χ 2 -statistic is. The next question is whether there are situations where mutual information is not approximately χ 2 -distributed. For contingency tables that are much less symmetric the intersection property of Figure 1 is not satisfied when the G-statistic is plotted against the χ 2 -distrbution so in the rest of this paper a different type of plots will be used.
The use of the G 2 -statistic rather than the χ 2 -statistic has become more and more popular since this was recommended in the 1981 edition of the popular textbook of Sokal and Rohlf [6] . A summery of what the typical recommended about whether one should use the χ 2 -statistic or the G 2 -Statistic was given by T. Dunning [7] . The short version is that the statistic is approximately χ 2 -distributed when each bin contains at least 5 observations or the calculated variance for each bin is at least 5, and if any bin contains more than twice the expected number observations then the G 2 -statistic is preferable to the χ 2 -statistic. If the test has only one degree of freedom one often recommend each bin contain at least 10 observations. In this paper we will let τ denote the circle constant 2π and let φ denote the standard Gaussian density
We let Φ denote the distribution function of the standard
The rest of the paper is organized as follows. In Section II we formulate a general inequality for point probabilities in general contingency tables in terms of mutual information. In Section III we intrroduce special notation for 2×2 contingency tables, and we introduce the signed log-likelihood of a 2 × 2 contingency table. In Section IV we introduce the signed loglikelihood for exponential families. In Section V we formulate some sharp inequalities for waiting times and as corollaries we obtain intersection inequalies for binomial distributions and Poisson distributions. In Section VI we explain how the intersection property has been checked numerically for all cases relevant for testing independence. We end with a short discussion. Most of the proofs, detailed descriptions of the numerical algorithms, and further plots are given in an appendix. The appendix also contains some material on larger contingency tables. The appendix can be found in the arXivversion of this paper.
II. CONTINGENCY TABLES
We consider a contingeny table
We fix the row counts R i and the coloum counts S j and we are interseted in the distribution of the counts X ij under the null hypothesis that the counted features are independent. These probabilities are given by
The (empirical) mutual information I of the contingency table is calculated as
Theorem 1. For a contingency table without empty cells the following inequality holds
Although Inequality 4 is quite tigth for most values of x it cannot be used to provide bounds on the tail probabilities because it is not valid when one of the cells is empty. Inequalities
where C < 1 is a positive constant can also be proved, but the optimal constant will depend on the sample size and on the size of the contingency table.
III. CONTINGENCY TABLES WITH ONE DEGREE OF

FREEDOM
In this paper our theoretical results will focus on contingency tables with one degree of freedom and there are several reasons for this. The distribution of the statistic is closely related to the hypergeometric distribution that is well studied in the literature. It is know that the use of the χ 2 -distributions is most problematic when the number of degrees of freedom is small. Results of testing independency can be compared with similar results for testing goodness of fit that are only available for one degree of freedom.
First we will introduce some special notation. We consider a contingency table
If the marginal counts are kept fixed and independence is assumed then the distribution of X is a hypergeometric distribution with parameters (N, r, n) and point probabilities
This hypergeometric disribution has mean value nr N and variance
. For 2×2 contingency tables we introduce a random variable G that is related to mutual information in the same way as χ is related to χ 2 .
Definition 2. The signed log-likelihood of a 2×2 contingency table is defined as = φ (G (x)) . A QQ-plot of G (X) against a standard Gaussian is given in Figure 3 . This plot and other similar plots support the following intersection conjecture for hypergeometric distributions.
Conjecture 3. For a 2×2 contingency table let G (X) denote the signed log-likelihod. Then the quantile transform between G (X) and a standard Gaussian Z is a step function and the identity function intersects each step, i.e. Pr (
If n is much smaller than N then the distribution of X can be approximated by binomial distribution bin (n, p) where p = r /N. If n is much smaller than N we can approximate the mutual information by the information divergence
. Therefore it is of interest to see if the intersection conjecture holds in the limiting case of a binomial distribution.
IV. THE SIGNED LOG-LIKELIHOOD FOR EXPONENTIAL
FAMILIES
Consider the 1-dimensional exponential family P β where
and Z denotes the moment generating function given by Z(β) =´exp (β · x) dP 0 x. Let P µ denote the element in the exponential family with mean value µ, and letβ (µ) denote the corresponding maximum likelihood estimate of β. Let µ 0 denote the mean value of P 0 . Then
Definition 4. Let X be a random variable with distribution P 0 . Then the G-transform g (X) of X is the random variable given by
Theorem 5. Let X denote a binomial distributed or Poisson distributed random variable and let G (X) denote the Gtransform of X. The quantile transform between g (X) and a standard Gaussian Z is a step function and the identity function intersects each step, i.e.
For Poisson distributions this result was proved in [4] where the result for binomial distributions was also conjectured. A proof of this conjecture was recently given by Serov and Zubkov [8] . Were we will prove that the intersection results for binomial distributions and Poisson distributions follows from more general results for waiting times. We will need the following general lemma.
Lemma 6. In an exponential family with
G = ± (2D ( P µ P µ0 )) 1 /2 one has ∂ ∂µ 0 Φ (G) = φ (G) V (µ 0 ) · µ 0 − µ G .
V. INEQUALITIES FOR WAITING TIMES
Next we will formulate some inequalities for waiting times. Let nb (p, ) denote distribution of the number of failures before the 'th succes in a Bernoulli process with success probability p. The mean value is given by µ =
then the partial derivative of the point probaiblity equals
where W 2 is nb (p, + 1) .
where G nb(p, )denotes the signed log-likelihood of the negative binomial distribution.
Proof: For any k, l one has to prove that Pr (W 2 ≤ k) − Φ G nb(p, ) (k) is non-negative. If p = 0 or p = 1 this is obvious. The result is obtained by differentiating several times with respect to the mean value. See Appendix for details.
A Gamma distribution can be considered as a limit of negative binomial distributions, which leads to the following corollary.
A similar inequality is satisfied by inverse Gaussian distributions that are waiting times for browning motions.
where G IG(µ,λ) denotes the signed log-likelihood of the inverse Gaussian.
Proof: The proof uses the same technique as in [4] . See Appendix.
Assume that M is binomial bin (n, p) and W is negative binomial nb (p, ) . Then
The divergence can be calcuated as
If G bin is the signed likelihood log-likelihood of bin (n, p) and G nb is the signed log-likelihood of nb (p, ) then G bin ( ) = −G nb (n) . This shows that if the log-likelihood of a the negative binomial distributions are close to Gaussian then the same is true for the signed log-likelihood of binomial distribtions. Our inequality for the negative binomial distribution can be translated into an inequality for the binomial distribution.
Theorem 11. Binomial distributions satisfy the intersection property.
Proof: We have to prove that
We will only prove the left inequality since the right inequality follows from the left inequality by replacing p by 1 − p and replacing by n − . We have
Note that Theorem 8 cannot be proved from Theorem 11 because the number parameter for a binomial distribution has to be an integer while the number parameter of a negative binomial distribution may assume any positive value.Since a Poisson distribution is a limit of binomial distributions we get the following corollary.
Corollary 12. Poisson distributions have the intersection property.
These results allow us to sharpen a bound for the tail probabilities of a hypergeometric distribution proved by Chvátal [9] .
Corollary 13. Let the distribution of X be hypergeometric with parameters (N, n, r) and assume that x ≤ nr/N. Then
If we assume that mutual information has (scaled) χ 2 -distribution then we get an estimate of Pr (X < ) that is less than Φ − 2nD but if we assume that the χ 2 -statistic is χ 2 -distributed we often get an estimate of Pr (X < ) that violates Inequality 5 and in this sense mutual information has a distribution that is closer to the χ 2 -distribution than the distribution of the χ 2 -statistic is.
VI. NUMERICAL RESULTS
We have not yet been able to prove the intersection conjecture 3 for all hypergeometric distributions, but we have numerical calculations that confirm the conjecture for all cases that are relevant for testing independence.
Due to a symmetry of the problem we only have to check that Pr (X < x) < Pr (Z ≤
If all bins contain at least 10 observations then the rule of thumb states that the χ 2 -statistic and the G 2 -statistic will both follow a χ 2 -distribution, so it should be sufficient to test the hypothesis for x < 10.
As a rule of thumb the approximation by a binomial distribution is applicable when n ≤ 0.1·N and the intersection property holds for binomial distributions. Therefore we are only interested in the cases where n > 0.1 · N . By symmetry in the parameters it is also possible to approximate the distribution of X by the binomial distribution bin (r, n /N) if r ≤ 0.1 · N .
For testing independence one will normally choose a significance level α ∈ [0.001, 0.1]. If the p-value can easily be bounded away from this interval there is no need to make a refined estimate of the p-value via the intersection conjecture for the hypergeometric distribution. For x ≤ 9 the probability Pr (X ≤ x) is bounded by Pr (X ≤ 9) . Let λ denote the mean of X. Then Pr (X ≤ 9) ≤ Pr (T ≤ 9) where T is Poisson distributed with mean λ. Now Pr (T ≤ 9) ≤ 0.000974 which is less that a significance level of 0.001 for λ ≥ 22.7 so we are most interested in the cases where λ ≤ 22.7. If we combine this with the condition n ≥ 0.1 · N and r ≥ 0.1 · N and that the mean of X is nr N we see that we only have to check cases where N ≤ 100 · 22.7 = 2270. If we impose all these conditions we are left with a high but finite number of cases that can be checked numerically one by one. Further details are given in the appendix. The result is that the intersection conjecture holds for hypergeometric distributions for all cases that are of interest in relation to testing independence.
VII. DISCUSSION
The distribution of the signed log-likelihood is close a standard Gaussian for a variety of distributions. As an asymptotic result for large sample sizes this is not new [10] , but for the most important distributions like the binomial distributions, the Poisson distributions, the negative binomial distributions, the inverse Gaussian distributions and the Gamma distributions we can formulate sharp inequalities that hold for any sample size. All these distributions have variance functions that are polynomials of order 2 and 3. Natural exponential families with polynomial variance functions of order at most 3 have been classified [11] , [12] and there is a chance that one can formulate and prove a sharp inequality for each of these exponential families.
As we have seen there is strong numerical evidence that an intersection conjecture holds for all hypergeometric distributions, but a proof will be more difficult because the hypergeometric distributions do not form an exponential family and no variance function is available. In order to prove the conjecture it may prove useful to note that any hypergeometric distribution is a Poisson binomial distribution [13] , i.e. the distribution of a sum of independent Bernoulli random variables with different success probabilities. Exploration of intersection conjectures for Poisson binomial distributions is work in progress and seems to be the most promising method direction in order to verify the intersection conjecture for the hypergeometric distributions.
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APPENDIX
This appendix contain proofs and further material that supports the conclusion of the paper.
PROOF OF THEOREM 1
For the proof of our next theorem we need the following lemma.
Lemma 14. The function
is minimal under the constraint n i=1 x i = λ and x i > 0 all x i are equal. Proof: We use the method of Lagrange multipliers. The matrix of partial derivatives is
This matrix is singular if 
.
We have
The first factor equals exp (−N · I) so it is sufficient to prove that the last factor is less than 1. We have
We now have to prove that
for ≥2. For = 2 the inequality is obviously satisfied because we have assumed that none of the cells were empty. It is sufficient to prove that
12R+ is a product of two positive increasing functions and therefore it is increasing. Table I and the
If we define χ = ± χ 2 1/2 then we see that
This hypergeometric distribution has mean value nr N and variance
. Hence
Since X is approximately Gaussian the distribution of the first factor tends to a standard Gaussian and the second factor tends to 1, so the χ 2 -statistic is approximately χ 2 -distributed.
PROOF OF LEMMA 6
From G 2 = 2D follows that G · G = D and that
We write the divergence as D = β µ0 · µ − ln Z (β µ0 ) . Hence
and the result follows.
PROOF OF LEMMA 7
dµ dp
As a consequence
and note that δ (0) = lim µ0→∞ δ (µ) = 0. It is sufficient to prove that δ is first increasing and then decreasing in [0, ∞[ . According to Lemma 7 the derivative of Pr (W ≤ k) with respect to µ 0 is
Lemma 6 implies that
Combining these results we get , 1 −p) ) .
Remark that the first factor is φ (G) p 0 is positive and that
is a positive number that does not depend on µ 0 . Further we have
Therefore it is sufficient to prove that
µ0·G is a decreasing function of µ 0 . We will use that µ−µ0 µ0G = p0−p p(1−p0)G , and prove that it is an increasing function of p 0 . The derivative of
The first factor changes sign from -to + at p 0 =p and the difference in the parenthesis equals 0 for p 0 =p. The derivative of the parenthesis is
(1−p0) changes sign from -to + at p 0 =p.
PROOF OF THEOREM 10
A inverse Gaussian has density
with mean µ and shape parameter λ. The variance function is V (µ) = µ 3 /λ. The divergence of an inverse Gaussian with mean µ 1 from an inverse Gaussian with mean µ 2 is
Therefore the saddle-point approximation is exact for the family of inverse Gaussian distributions, i.e.
We have to prove that if X is inverse Gaussian then g (X) is majorize by a standard Gaussian. Equivalently we can prove that if Z is a standard Gaussian then g −1 (Z) majorizes the the inverse Gaussian. The density of g
According to [4, Lemma 5] we can prove majorization by proving thatf (x) /f (x)is increasing. We havẽ
which is clearly an increasing function of x.
POISSON BINOMIAL DISTRIBUTIONS
A Bernoulli sum is a sum of independent Bernoulli random variables. The distribution of a Bernoulli sum is called a Poisson binomial distribution. If the Bernoulli random variable X i has success probability p i then the Bernoulli sum S = n i=1 X i has point probabilities
where e j denote the symmetric polynomials e 0 (x 1 , x 2 , . . . , x n ) = 1
The probability generating function can be written as
We see that t is a root of the probability generating function if and only if t = − pi 1−pi for some value of i. Hence the probability generating function of a Bernoulli sum has n real roots counted with multiplicity. All roots of a probability generating function are necessarily non-positive so if a probability generating function has n real roots then they are automatically non-positive and the function must be the probability generating function for a Bernoulli sum with success probabilities that can be calculated as p i = − t 1−t . Using this type of properties it has been shown [13] that all hypergeometric distributions are Poisson binomial distributions.
Proposition 15. If P is a Poisson binomial distribution then all distributions in the exponential family generated by P are Poisson binomial distributions.
Proof: Assume that the random variable S has distribution P . Then the probability generating function of P β is
so t is root of the probability generating function of S if and only exp (β) t is root of the probability generating function of P β .
The new success probabilities can be calculated from the old ones bỹ
The following result is well-known, but we give the proof for completeness.
Theorem 16. Let S denote a Bernoulli sum with E [S] = m ∈ N 0 . Then the median is m, i.e. P (S < m) < 1 /2 < P (X ≤ m).
Proof: By symmetry it is sufficient to prove that P (S < m) < 1 /2. Let S = X 1 + X 2 +S. Then
If we fix p 1 + p 2 then we see that P (S < m) is maximal when p 1 = p 2 because P S = m − 1 ≥ P S = m − 2 . Using this type of argument we see that P (S < m) is maximal when all success probabilities are equal, i.e. the distribution of S is binomial.
NUMERICAL CALCULATIONS
In this section all computations are performed in in R programming language. First we will prove the conjecture in some special cases. These special cases are of independent interest but by avoiding them we are also able to simplify the program for numerical checking of the conjecture and these simplifications will decrease the execution time of the program. First we prove the conjecture i the case when one of the cells are empty. Without loss of generality we may assume that x = 0.
Theorem 17. For a 2 × 2 contingency table let G (X) denote the signed log-likelihood. Then Pr (X < 0) < Pr (Z ≤ G (0)) < Pr (X ≤ 0) where Z is a standard Gaussian.
Proof: The left part of the double inequality is trivially fulfilled so we just have to prove that Pr (Z ≤ G (0)) < Pr (X = 0) .
A large deviation bound of the standard Gaussian leads to
and
Hence we have to prove that
To prove this define k = n + r so that we have to prove that
For n = 0and n = k this is obvious so we just have to prove that the function
is first increasing and then decreasing. We have
x is a decreasing function.
Theorem 18. The intersection conjecture for hypergeometricd distributions is true if x = nr/N.
Proof: In this case G (x) = 0and Φ (G (x)) = 1 /2. In this case the intersection conjecture states that Fig. 4 . A QQ-plot of a sample of the G 2 -statistic from the contingency table IIIversus a sample from a χ 2 -distribution with two degrees of freedom. the sample size in this simulation is 100 000.
To deminish such fluctuations we can make an asymmetric continuity correction as proposed by Gyërfi, Harremoës and Tusnády [14] . Such continuity correction will lead to a much closer fit to a χ 2 -distribution, but it implies that the plugin estimate of mutual information has to be replaced by another expression and is thus not within the scope of this paper. Therefore the following examples will focus on symmetric contingency tables.
One may wonder if our observations are also true if there is more than one degree of freedom. It turns out out to be a more complicated question with no definite answer. We will illustrate this by two examples.
Example 20. In this example we consider the contingency table III.   18 18  18  54  18 18  18  54  36 36  36 108   TABLE III  CONTINGENCY TABLE WITH TABLE IV  CONTINGENCY TABLE WITH EXPECTED VALUES AND MARGINAL COUNTS. Due to the symmetry we do not get signicant interference between fluctuations in different direction. Both the distribution of the χ 2 -statistic, the distribution of mutual information, and the theoretical χ 2 -distribution have been simulated with a sample size equal to one million. In Figure 5 we see that the intersection property holds for mutual information , and in Figure 6that the χ 2 -statistic systematically gives values that are too small for large deviation levels.
Example 21. For the contingency table IV the sample size is relatively small compared with the number of degrees of freedom. In Figure 7 we see that the χ 2 -statistic has a sligthly smaller vaue than the theoretical distribution while the mutual information is systematically too large for large deviations in Figure 8 .
The tendency is that mutual information is better for large deviations and χ 2 is better if the sample size is large compared with the degrees of freedom. The last problem can be corrected by 'smoothing' by a rate distortion test as suggested in [15] , but both continuity corrections and rate distortion tests just tell that there are good alternative to χ 2 and mutual information. Looking at the behavior of such alternatives is not relevant if the question how to choose between χ 2 and mutual information. We see that if there are more than one degree of freedom several effects point in opposite directions, so it might be more important to reash a better understanding of the situation where there is one degree of freedom before trying to generalize the results about one degree of freedom. Fig. 6 . A QQ-plot of a sample of the χ 2 -statistic from the contingency table IIIversus a sample from a χ 2 -distribution with two degrees of freedom. the sample size in this simulation is 100 000. Fig. 7 . A QQ-plot of a sample of the χ 2 -statistic from the contingency table IV versus a sample from a χ 2 -distribution with two degrees of freedom. the sample size in this simulation is 100 000. Fig. 8 . A QQ-plot of a sample of the χ 2 -statistic from the contingency table IVversus a sample from a χ 2 -distribution with two degrees of freedom. the sample size in this simulation is 100 000.
