Abstract. In resource-constrained devices, adaptation of data stream processing to variations of data rates and availability of resources is crucial for consistency and continuity of running applications. However, to enhance and maximize the benefits of adaptation, there is a need to go beyond mere computational and device capabilities to encompass the full spectrum of contextawareness. This paper presents a general approach for context-aware adaptive mining of data streams that aims to dynamically and autonomously adjust data stream mining parameters according to changes in context and situations. We perform intelligent and real-time analysis of data streams generated from sensors that is under-pinned using context-aware adaptation. A prototype of the proposed architecture is implemented and evaluated in the paper through a realworld scenario in the area of healthcare monitoring.
Introduction
There is a range of emerging applications that use mobile devices for data analysis and processing of data streams in ubiquitous computing environments such as mobile healthcare, supporting field workforce and Intelligent Transportation Systems (ITS). A very significant challenge for these applications is to process and analyze the vast amounts of data streams that are generated at very high rates with mobile devices such as a PDA in real-time and in a smart and cost-efficient way. Ubiquitous Data Stream Mining (UDM) [8] is the process of analyzing data originated from heterogeneous sources and sensors with mobile devices and has the potential to perform real-time analysis of sensory data onboard resource-constrained devices. However, to perform intelligent and costefficient analysis of data, there is a need to go beyond mere computational and device capabilities to encompass the full spectrum of context-awareness.
The review of the current state-of-the-art of data stream mining in resource-constrained environments indicates that there are data stream mining algorithms [12, 15, 16] that are able to function on devices such as PDAs but they have limited ability to cope with a multitude of changing contextual factors. A context-aware adaptation approach leverages the full potential of UDM and can provide continuity and consistency of the running application by adapting parameters of mining algorithms according to context changes.
In this paper we introduce a novel approach for context-aware adaptive data stream mining that provides real-time adaptation of data stream mining parameters according to current context/situation and performs intelligent analysis of data streams. The first contribution of this project is that it provides a general technique for modeling and reasoning about context at a higher level of abstraction called situations. We define the notion of a situation as a meta-level concept over context that is inferred from contextual information [18] . Situation-awareness provides applications with a more abstract and wider view of their environment rather than focusing on individual pieces of context [1] . - 
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We have based our context modeling and reasoning on the CS (Context Spaces) model [18] [19] [20] but extended this model using fuzzy logic, called the Fuzzy Situation Inference (FSI) Model. The FSI technique incorporates the CS model's underlying theoretical basis and reasoning formulas for supporting context-aware and pervasive computing environments while using fuzzy logic principles to address uncertainty associated with vague situations. Fuzzy logic has been applied to achieve context-awareness in [3, 4, 6, 17, 22] but without a supporting context model for sensory originated information.
The second contribution of this work is to integrate context-awareness into data stream mining and provide real-time gradual adaptation of data stream mining parameters according to context changes. Light weight algorithms such as LWC and RA-Cluster [9] [10] [11] 21 ] enable resource-aware data stream mining by adjusting certain parameters of the data stream mining algorithms according to resource availability. In our project we use these parameters that control the input, output and process of the mining operations for context-aware adaptation. This approach maximizes the benefits of adaptation and improves mining operations in an intelligent and proactive manner. This paper is structured as follows: Section 2 reviews related works in the area of ubiquitous data mining. Section 3 provides a general view of our proposed architecture for context-aware adaptive data stream mining. Section 4 discusses our preliminary approach based on the Context Spaces model and its formula for finding similar situations. Section 5 describes our extended work that integrates fuzzy logic into the CS model and uses the results of fuzzy inference for adaptation of data stream mining parameters. Section 6 discusses the implementation and evaluation of the prototype system we have built.
Finally section 7 concludes the paper and discusses the future work.
Related Work
Data streams generated in wireless sensor networks can be processed on sensor nodes called as in-network processing [5] , on a high performance computing facility at a central -4-stationary site [13] or on mobile devices such as a PDA. Data stream mining algorithms and systems developed for mobile users/applications predominantly target devices such as handheld computers/PDAs. Kargupta et al. [15] have developed a client/server data stream mining system called MobiMine which focuses on data stream mining applications for stock market data but the mining component is located at the server side rather than the PDA. In the Vehicle Data Stream Mining System (VEDAS) [16] the mining component is located at the PDA onboard the moving vehicle. A clustering technique has been used for analyzing and detecting the driver behavior. In [12] , real-time mining of information from in-vehicle sensors to minimize driver distraction is proposed through adaptation of the instanceselection process based on changes to the data distribution. While this research recognizes the implicit need for adaptation, it is focused on intelligent sampling with little consideration for resource availability. In [24] , context factors are used to filter datasets used for mining (rather than awareness of the application environment) and prune the user query to produce more accurate results. The final results are sent to a PDA but all the processing is performed on the server side.
Data streams are generated at very high rates that challenge computational resources at both the networked servers and on resource-constrained devices such as mobile phones.
Adapting to data rates is an important factor in continuity and consistency of data streaming tasks. It has been experimentally demonstrated in [23] that even efficient data stream mining algorithms such as Very Fast K-Means (VFKM) can cause applications to fail when executed on devices such as PDAs without awareness to context such as variations in data rates and computational resource availability.
One of the innovative generic adaptation strategies developed for data stream mining on resource-constrained devices is Algorithm Output Granularity (AOG) [7] that adapts the output size of algorithms based on available memory. While UDM techniques (such as AOG) can provide adaptation of data stream mining operations based on resource availability, it is of paramount significance to the success of performing real-time -5-processing of data streams to factor in contextual/situational information. A context-aware adaptive approach that could adjust input, output and processing parameters of data stream mining algorithms on mobile devices has not been introduced in the current stateof-the-art and is still an open issue.
An Architecture for Context-Aware Adaptive Data Stream Mining
The architecture for context-aware adaptive data stream mining consists of two main components as illustrated in Fig. 1 . The first component is a situation manager that provides context-awareness and includes subcomponents for context/situation modeling and inference. The second component is the adaptation manager that is responsible for adjusting mining parameters based on current situations.
In our project, situation-awareness can be achieved by two different approaches. These two approaches are both based on the Context Spaces (CS) model [18] that is a formal and general context modeling and reasoning approach for pervasive environments. The first technique uses the CS model's basic concepts for context modeling and reasoning and applies the distance measure formula [20] for finding similar situations. The second approach is called the Fuzzy Situation Inference (FSI) model that complements the CS model using fuzzy logic to provide more flexibility for modeling vague situations.
First we discuss the situation and adaptation manager components using our initial approach based on the CS model. Then we describe these components applying fuzzy inference mechanisms.
Distance Measure-based Approach
This section describes the situation and adaptation manager components based on the CS model. In this approach, the situation manager applies the distance measure formula of the CS model for finding similar situations and the adaptation manager uses the results of distance measure for adaptation of data stream mining parameters.
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1 Situation Manager
In this approach, the situation manager consists of three subcomponents: Situation Modeling, Situation repository and Situation Inference Engine.
Situation Modeling
The core of the Context Spaces (CS) Model is the concept of situations. The CS model represents contextual information as geometrical objects in multidimensional space called situations [18] . Weights are values from 0 to 1 assigned to every context attribute and they represent the importance of each context attribute in a situation [19] . 
Situation Inference Engine
Situation inference is here referred to as discovering which pre-defined situation -8-
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After computing the state-space difference for all the pre-defined situations, the situation with the least difference value is selected as the most similar situation. The distance difference between the current context state and the closest situation is used for adjusting data stream parameters. The next subsection discusses adaptation of data stream mining parameters based on the context changes.
2 Adaptation manager
Adaptation manager is responsible for gradual tuning of data stream processing parameters according to the occurring situation/s in real time. Light weight algorithms such as LWC and RA-Cluster [9] [10] 21] are the data stream mining algorithms that their certain parameters can be adjusted according to memory availability, battery charge or CPU utilization. These parameters control output, input or the process of the algorithm.
The LWC (LightWeight Clustering) algorithm is based on the AOG (Algorithm Output Granularity) [7] approach that controls the output of the data stream mining according to the available memory.
AOG is a three-stage, resource-aware distance-based mining data streams approach.
The process of mining data streams using AOG starts with a mining phase. In this step, a value of threshold distance measure is determined. This threshold has the ability to control the output rate of the running mining algorithm
The second stage in AOG-mining approach is the adaptation phase. In this phase, the threshold value is adjusted to cope with the data rate of the incoming stream, available memory, and time constraints to fill the memory with generated knowledge (the output).
The last stage in AOG approach is the knowledge integration phase. This stage represents the merging of generated results when the memory is full. This integration allows the continuity of the mining process on resource-constrained devices.
LWC considers a threshold distance measure for clustering of data. Increasing this threshold discourages forming of new clusters and in turn reduces resource consumption.
We have borrowed the concepts of AOG for situation-aware adaptation but rather than -9-adjusting data stream mining parameters according to resource availability we tune them based on occurring situations and changes of context.
Since we have certain number of pre-defined situations, the values of parameters need to be provided for each situation as the starting point. At run-time, if the current situation is a 'known' situation, the pre-set values are used. However, if the inferred situation is 'unknown', the adaptation manager uses results of the state-space difference measure (i.e.
the least distance value) to adjust the threshold value. The adaptation function used to adjust the threshold is as follows.
Adjusted value= set value for the most similar situation -(distance value * constant (e.g. 10))
Adaptation of data stream parameters based on the distance measure results provides real-time and context-aware adaptation; however, it only considers the closest pre-defined situation disregarding the results of situation inference for other situations. For example, if the results show that the distance of the current context state is 0.04 from situation S1 and 0.03 from S2 and 0.12 from S3, the adaptation process will only use the state-space difference of S2 to adjust the parameter of interest and overlooks other situations. This limitation has been addressed in our extended work that is discussed in the following section. In our extended work, we have integrated fuzzy logic into the CS model and used the fuzzy inference results for adaptation of data stream mining parameters.
Fuzzy Approach
Fuzziness is defined in [26] as uncertainty and vagueness related to description of the semantic meaning of events and phenomena. Using fuzzy inference mechanisms addresses uncertainty in reasoning about situations as situation inference is not a dualvalued concept that it always returns precisely true or false. For example, fuzzy situation reasoning about the situations of 'normal' and 'hypertension' could also address uncertain and real-world situations such as 'very normal' or 'more or less hypertension'.
Fuzzy Situation Inference (FSI) integrates fuzzy logic principles into the main concepts and reasoning formulas of the CS model [18] . Fuzzy logic has the benefit of representing -10-multi-value logic and can deal with uncertain context [14, 26] . Although the CS model addresses the uncertainty associated with sensors' inaccuracies and characteristics of context, it does not focus on dealing with the concept of vague situations. Next subsection discusses the situation and adaptation managers using a fuzzy approach.
3.1Situation Manager
With a fuzzy approach, the situation manager consists of three subcomponents of fuzzifier, rules and situation inference engine.
Fuzzifier
In Prior to fuzzification, we need to define linguistic variables and their terms and then select appropriate membership functions for mapping crisp inputs into fuzzy sets.
Linguistic variables [25] are defined for each context attribute that is used in the situation reasoning process (e.g. heart rate and systolic and diastolic blood pressure). Then linguistic variables are divided into terms or fuzzy variables. For example, the terms of the linguistic variable 'heart rate' could be {'slow', 'normal' and 'fast'}. Each term of a linguistic variable is characterized by a fuzzy set. An input x is related to a fuzzy set A by a membership function µ and the relation is denoted as ) (x A µ . A membership function maps the input x to a membership grade between 0 and 1 [14, 26] .
Rules
In fuzzy logic, rules represent situations of interest and each rule consists of multiple conditions/antecedents joined with the AND operator but a condition can itself be a disjunction of conditions [2] . An example of a FSI rule for a health-related situation can be expressed as follows: - 
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Rule1: if SBP is 'high' and DBP is 'high' and HR is 'fast' then situation is 'hypertension'
In many cases, there are some fuzzy variables that are more important than others in describing a situation. For example, low blood pressure is a strong indication of 'hypotension' in a person while heart rate may not be equally important. To model the importance of fuzzy variables and conditions, we assign a pre-defined weight w to each condition with a value ranging between 0 and 1. The sum of weights is 1 per rule. A weight represents the importance of its assigned condition relative to other conditions in defining a situation.
Situation Inference Engine
To interpret a rule we need to evaluate its antecedents and produce a single output that determines the membership degree of the consequent. In FSI, we use the function maximum for the conditions joined with the OR operator; however, we apply the weighted sum function [21] to evaluate the conditions joined with the AND operator as follows. the level of confidence in the occurrence of the situation. The level of confidence can be compared to a confidence threshold ε between 0 and 1 (i.e. predefined by the application's designers) to determine whether a situation is occurring [20] [21] as follows.
Results of situation inference are fuzzy situations are used as an input to the adaptation manager for adjustments of data stream processing parameters. The following section describes the adaptation manager.
Adaptation manager
The adaptation manager is responsible for adjusting data stream processing parameters according to the occurring situation/s. Situation-aware adaptation is performed based on the results of situation inference from the situation manager. These results are multiple situations with different level of certainty.
To provide a fine-grained adaptation and reflecting the level of confidence of each situation in the adaptation process, we use a weighted average function for adjusting the parameter value. This function is similar to the weighted average function used in the Sugeno's fuzzy inference model [14, 26] 
Implementation and Evaluation
A prototype based on our proposed architecture is implemented in J2ME and tested on the Nokia N95 mobile phone to represent a real-world scenario in the area of mobile healthcare for monitoring patients suffering from blood pressure fluctuations (as shown in -14-
We have generated our test data such that the values of SBP, DBP and HR increase and decrease similar to a real life scenario. The scenario is described in Table 2 .
We analyze the results of situation inference by mapping to context changes to find out their accuracy in reflecting the changes and vagueness of the situation. These results are presented in Fig. 3 . The top graph shows the changes of context attribute values for each day and the bottom graph illustrates the corresponding fuzzy situations. Fig. 3 shows as the values of SBP, DBP and HR decrease (i.e. day 2), the membership degrees of 'hypotension' and 'pre-hypotension' situations increase and as these values increase (i.e. day 4), the membership degrees of 'hypertension' and pre-hypertension' increase.
Furthermore, the results of situation inference for day 2 and 4 also reflect vague situations when the patient is recovering or moving towards a situation (e.g. 'more or less normal'
and 'slightly pre-hypertension').
The bottom graph in Fig. 3 . also shows how the results of situation inference are used for tuning the values of the distance threshold. The value of the threshold is dynamically adjusted according to the fuzziness (i.e. membership degree) of each situation at run-time.
Decreasing the threshold value increases the number and accuracy of the output (clusters) that is required for closer monitoring of more critical situations such as hypertension.
Alternatively, increasing the threshold value for normal situations decreases the mining output and also provides cost-efficiency of resources.
Conclusion and Future Work
Ubiquitous applications such as healthcare monitoring applications need to analyze and process data streams that are generated at very high rates in real-time with mobile devices.
Therefore it is of great importance for data stream mining techniques to be equipped with adapting strategies to promote the continuity and consistency of the running application.
In this paper we proposed a general approach for context-aware adaptive data mining that incorporates context-awareness into ubiquitous data stream mining and enables real--15-time analysis of data onboard mobile devices in a smart and cost-efficient manner.
Context-awareness is achieved using Fuzzy Situation Inference (FSI) that integrates fuzzy logic into the CS model [18] , a formal context modeling and reasoning approach for supporting pervasive computing environments. The results of situation inference are used for gradual tuning of parameters of data stream mining algorithms. We implemented and tested the architecture with a 5-day scenario to validate the adaptation process.
For future work, we are including a resource-monitor in our architecture and extending the adaptation manager to compute the parameter value according to the occurring situations as well as availability of resources. We also intend to provide strategies of migration of the data and/or process to the nearby devices when availability of resources and occurring situation are both critical. 
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