Let G(n, d) be the random d-regular graph on n vertices. For any integer k exceeding a certain constant k0 we identify a number
Introduction
Let G(n, d) be the random d-regular graph on the vertex set V = {1, . . . , n}. Unless specified otherwise, we let d and k ≥ 3 be n-independent integers. In addition, we let G ER (n, m) denote the uniformly random graph on V with precisely m edges (the "Erdős-Rényi model"). We say that a property E holds with high probability ('w.h.p.') if lim n→∞ P [E] = 1.
Results
Determining the chromatic number of random graphs is one of the longest-standing challenges in probabilistic combinatorics. For the Erdős-Rényi model, the single most intensely studied model in the random graphs literature, the question dates back to the seminal 1960 that started the theory of random graphs [28] . 1 Apart from G ER (n, m), the model that has received the most attention certainly is the random regular graph G(n, d). In the present paper, we provide an almost complete solution to the chromatic number problem on G(n, d), at least in the case that d remains fixed as n → ∞ (which we regard as the most interesting regime).
The strongest previous result on the chromatic number of G(n, d) is due to Kemkes, Pérez-Giménez and Wormald [36] . They proved that w.h.p. for k ≥ 3 χ(G(n, d)) = k if d ∈ ((2k − 3) ln(k − 1), (2k − 2) ln(k − 1)), and (1.1) χ(G(n, d)) ∈ {k, k + 1} if d ∈ [(2k − 2) ln(k − 1), (2k − 1) ln k].
(
1.2)
This result yields the chromatic number precisely for the about ln k integers d in the interval specified in (1.1), and up to ±1 for the about ln k integers in the subsequent interval (1.2). Thus, (1.1)-(1.2) determine χ(G(n, d)) exactly for "about half" of all degrees d. The main result of the present paper is Theorem 1.1 There is a sequence (ε k ) k≥3 with lim k→∞ ε k = 0 such that the following is true. (We have not attempted to explicitly extract or even optimize the explicit error term ε k .) Theorem 1.1 implies the following "threshold result". * The research leading to these results has received funding from the European Research Council under the European Union's Seventh Framework Programme (FP/2007 (FP/ -2013 ) / ERC Grant Agreement n. 278857-PTCC. 1 The chromatic number problems on G ER (n, m) and on the binomial random graph (where each pair of vertices is connected with probability p = m/ n 2 independently) turn out to be equivalent [34, Chapter 1] .
Corollary 1.2
There is a constant k 0 > 0 such that for any integer k ≥ k 0 there exists a number d k−col with the following two properties.
• If d < d k−col , then G(n, d) is k-colorable w.h.p.
• If d > d k−col , then G(n, d) fails to be k-colorable w.h.p.
To obtain Corollary 1.2, let ε k as in Theorem 1.1 and consider the interval I k = ((2k − 1) ln k − 2 ln 2 − ε k , (2k − 1) ln k − 1 + ε k ).
Then I k has length 2 ln 2 − 1 + 2ε k ≈ 0.386 + 2ε k . Since ε k → 0, for sufficiently large k the interval I k contains at most one integer. If it does, let d k−col be equal to this integer. Otherwise, pick d k−col to be any number in I k .
Phrased differently, Theorem 1.1 allows us to pin down the chromatic number χ(G(n, d)) exactly for "almost all" d. To obtain Corollary 1.3, let (d k−col ) k≥k0 be the sequence from Corollary 1.2 and define F (d) to be the largest integer k such that d < d k−col . Then Corollary 1.2 directly implies ii., and i. follows from elementary calculations.
Coloring random graphs: techniques and outline
The best current results on coloring G ER (n, m) as well as the best prior result on χ(G(n, d)) are obtained via the second moment method [7, 22, 36] . So are the present results. Generally, suppose that Z ≥ 0 is a random variable such that Z(G) > 0 only if G is k-colorable. If there is a number C = C(k, d) > 0 such that
then the Paley-Zygmund inequality
the random regular graph. More precisely, in G(n, d) any bounded-depth neighborhood of a fixed vertex v is just a d-regular tree w.h.p. However, in the entire graph G(n, d) there will likely be a few cycles of bounded length. In fact, it is well-known that for any length j the number of short cycles is asymptotically a Poisson variable with mean (d − 1) j /(2j). As shown in [36] , accounting carefully for the impact of short cycles allows to boost the probability of k-colorability to 1 − o(1) without spending an extra color.
Recently, Coja-Oghlan and Vilenchik [22] improved the result from [7] on the chromatic number of G ER (n, m). More precisely, they proved that G ER (n, m) is k-colorable w.h.p. if
Further related work
The chromatic number problem on G ER (n, m) has attracted a big deal of attention. A straight first moment argument yields a lower bound on χ(G ER (n, m)) that is within a factor two of the number of colors that a simple greedy coloring algorithm needs [3, 33] . Closing this gap was a long-standing challenge until Bollobás [13] managed to determine the asymptotic value of the chromatic number in the "dense" case d = 2m/n ≫ n 2/3 . His work improved Matula's result [43] published only shortly before. Subsequently, Łuczak [41] built upon Matula's argument [43] to determine χ(G ER (n, m)) within a factor of 1 + o(1) in the entire regime d ≫ 1.
In the case that d remains bounded as n → ∞, Łuczak's result [41] only yields χ(G ER (n, m)) up to a multiplicative 1 ± ε d , where ε d → 0 slowly in the limit of large d. The aforementioned result of Achlioptas and Naor [7] marked a significant improvement by computing χ(G ER (n, m)) for d fixed as n → ∞ up to an additive error of 1 for all d, and precisely for "about half" of all d. Coja-Oghlan, Panagiotou and Steger [20] combined the techniques from [7] with concentration arguments from Alon and Krivelevich [9] to obtain improved bounds on χ(G ER (n, m)) in the case d ≪ n 1/4 . With respect to random regular graphs G(n, d), Frieze and Łuczak [29] proved a result akin to Łuczak's [41] for d ≪ n 1/3 . In fact, Cooper, Frieze, Reed and Riordan [23] extended this result to the regime d ≤ n 1−ε for any fixed ε > 0, and Krivelevich, Sudakov, Vu and Wormald [38] further still to d ≤ 0.9n. For d fixed as n → ∞, the bounds from [29] were improved by the aforementioned contributions [5, 36] .
In addition, several papers deal with the k-colorability of random regular graphs for k = 3, 4. This problem is not solved completely by [36] (nor by the present work). Achlioptas and Moore [4] and Shi and Wormald [49] proved that χ(G(n, 4)) = 3 w.h.p., while Shi and Wormald [50] showed that χ(G(n, 6)) = 4 w.h.p. Moreover, Diaz, Kaporis, Kemkes, Kirousis, Pérez and Wormald [25] proved that if a certain four-dimensional opti-mization problem (which mirrors a second moment calculation) attains its maximum at a particular point, then χ(G(n, 5)) = 3 w.h.p. Thus, determining χ(G(n, 5)) remains an open problem.
Precise conjectures as to the chromatic number of both G ER (n, m) and G(n, d) have been put forward on the basis of sophisticated but non-rigorous physics considerations [16, 40, 45, 47, 52] . These conjectures result from the application of generic (non-rigorous) methods, namely the replica method and the cavity method [44] . Theorem 1.1 largely confirms the physics conjecture on χ(G(n, d)) in the case of sufficiently large d. More precisely, in physics terms the upper bound on χ(G(n, d)) provided by the first part of Theorem 1.1 corresponds to the "replica symmetric ansatz", while the upper bound (asymptotically) matches the prediction of the "1-step replica symmetry breaking ansatz". Indeed, the concept of "good" colorings, which is the basis of [22] as well as the current work, is directly inspired by physics ideas.
Preliminaries
In this section we collect a few elementary definitions and facts that will be refered to repeatedly throughout the paper.
Basics
Since Theorem 1.1 is a "with high probability" statement, we are generally going to assume that the number n of vertices is sufficiently large. Furthermore, Theorem 1.1 is an asymptotic statement in terms of k due to the presence of the ε k "error term". Therefore, we are going to assume implicitly throughout that k ≥ k 0 for a sufficiently large constant k 0 > 0.
We are going to use asymptotic notation with respect to both n and k. More precisely, we use O(·), Ω(·), etc. to denote asymptotics with respect to n. For instance, f (n) = O(g(n)) means that there exists a number C > 0 such that for n > C we have |f (n)| ≤ C|g(n)|. This number C may or may not depend on k, the number of colors. By contrast, we denote asymptotics with respect to k by the symbols O k (·), Ω k (·), etc.; these asymptotics are understood to hold uniformly in n. Thus, f (k) = O k (g(k)) means that there is a number C > 0 that is independent of both n and k such that for k > C we have |f (k)| ≤ C|g(k)|. Furthermore, we use the notation f (k) =Õ k (g(k)) to indicate that for some C > 0 independent of n and k and for k > C we have
If ξ = (ξ 1 , . . . , ξ l ) is a vector and 1 ≤ p ≤ ∞, then ξ p denotes the p-norm of ξ. For a matrix A = (a ij ) i∈ [M] ,j∈ [N ] we let A p signify the p-norm of A viewed as the N · M -dimensional vector (a 11 , . . . , a MN ).
We also need some basic facts from the theory of large deviations. Let X be a finite set and let µ, ν : X → [0, 1] be two maps such that x∈X µ(x), x∈X ν(x) ≤ 1 and such that µ(x) = 0 if ν(x) = 0 for all x ∈ X . Let
denote the entropy of µ. In addition, we denote the Kullback-Leibler divergence of µ, ν by
Throughout the paper, we use the convention that 0 ln 0 = 0, 0 ln(0/0) = 0. It is easy to compute the first two differentials of the function µ → D KL (µ, ν):
Furthermore, we need the following well-known Fact 2.1 Assume that µ, ν are probability distributions on X such that that µ(x) = 0 if ν(x) = 0.
We always have
D KL (µ, ν) ≥ 0 while D KL (µ, ν) = 0 iff µ = ν.
The function
3. There is a number ξ = ξ(ν) > 0 such that for any µ we have
In the case that X = {0, 1} has only two elements, a probability distribution µ on X can be encoded by a single number, say, µ(1). It is well known that with this convention, we have the following large deviations principle for the binomial distribution: for any p, q ∈ (0, 1),
Additionally, we have the following Chernoff bound [34, p. 21] .
Let X be a binomial random variable with mean µ > 0. Then for any t > 0 we have
In particular, for any t > 1 we have
For a real a and an integer j ≥ 0 let us denote by
the jth falling factorial of a. We need the following well-known result on convergence to the Poisson distribution (e.g., [14, p. 26] ). 
as n → ∞.
Then for any q 1 , . . . , q l we have
If (2.4) holds for any q 1 , . . . , q l , then X 1 (n), . . . , X l (n) are asymptotically independent Po(λ j ) variables. In many places throughout the paper we are going to encounter the hypergeometric distribution. The following well-known relationship between the hypergeometric distribution and the binomial distribution will simplify many estimates. 
Lemma 2.4 For any integer
Finally, the following version of the chain rule will come in handy.
Lemma 2.5 Suppose that g : R a → R b and f : R b → R are functions with two continuous second derivatives. Then for any x 0 ∈ R a and with y 0 = g(x 0 ) we have for any i, j ∈ [a]
.
The configuration model
As our goal is to study random d-regular graphs on n vertices, we will always assume that dn is even. To get a handle on the random regular graph G(n, d), we work with the configuration model [15] . More precisely, an
. Thus, the total number of (n, d)-configurations is equal to
We call the pairs (v, j), j ∈ [d] the clones of v. Any (n, d)-configuration Γ induces a multi-graph with vertex set V by contracting the d clones of each v ∈ V into a single vertex. Throughout, we are going to denote a uniformly random (n, d)-configuration by Γ. Furthermore, G(n, d) denotes the multi-graph obtained from Γ. The relationship between G(n, d) and the simple random d-regular graph G(n, d) is as follows.
Lemma 2.6 ([15])
Thus, if we want to show that some "bad" event B does not occur in G(n, d) w.h.p., then it suffices to prove that this event does not occur in the random multi-graph G(n, d) w.h.p.
For two sets A, B ⊂ V of vertices we let
, which is nothing but the number v-B edges. (Of course, as G(n, d) is a multi-graph, this is not necessarily the same as the number of neighbors of v in B.) If A = B, we let
Partitions of random regular graphs
The graph coloring problem is basically just a particular kind of graph partitioning problem. Therefore, the following (as we believe, elegant) estimate of the probability that the random regular graph admits a particular partition will be quite useful; it seems to have gone unnoticed so far. Let K ≥ 2 be an integer and let ρ = (ρ i ) i∈[K] be a probability distribution on
In other words, ρ is the marginal distribution of µ (in both dimensions). Let ρ ⊗ ρ denote the product distribution
Before we prove Lemma 2.7, let us try to elucidate the statement a little. If we fix the partition V 1 , . . . , V K and generate a random multi-graph G(n, d), then the expected number of edges between any two classes is just
Thus, the "expected edge density" of the partition V 1 , . . . , V K is given by the product distribution ρ ⊗ ρ. The point of Lemma 2.7 is that it provides an estimate of the probability that the fraction of edges that run between any two partition classes V i , V j (or within one class if i = j) follows some other the distribution µ. Unless µ is very close to ρ ⊗ ρ, the probability of this event is exponentially small, and Lemma 2.7 yields an accurate estimate in terms of the Kullback-Leibler divergence of µ and the "expected" distribution ρ ⊗ ρ.
Interestingly, a simple calculation shows that (2.6) holds true if we replace G(n, d) by the Erdős-Rényi random graph G ER (n, m) (with m = dn/2). In other words, on a logarithmic scale the probability of observing a particular edge distribution µ is the same in both models. This observation will be crucial for us to extend the second moment calculation that was performed in [22] for G ER (n, m) to the random regular graph G(n, d).
Proof of Lemma 2.7 . Let E be the event that e G(n,d) (
Clearly, the total number of µ-shadings is just
Conversely, for a given µ-shading σ, how many configurations Γ are there such that σ = σ Γ ? To obtain such a configuration, we need to match the clones
Clearly, the total number of such matchings is
Hence,
Using Stirling's formula and (2.5), we find that
Plugging these estimates into (2.7), we obtain
as claimed. ✷ Corollary 2.8 Let (ρ, µ) be (d, n)-admissible and let Z µ denote the number of partitions V 1 , . . . , V K of V such that
(2.9)
Proof. Lemma 2.7 provides the probability that for any fixed partition
Furthermore, by Stirling's formula the total number of partitions V 1 , . . . , V K with
Thus, the assertion follows from (2.6), (2.11) and the linearity of expectation. ✷ Finally, the expression (2.10) can be restated in a slightly more handy form if we assume that µ ii = 0 for all i ∈ [K]. More precisely, we have
. Let Z µ denote the number of partitions V 1 , . . . , V K that satisfy (2.8) and (2.9) . Moreover, letρ = (ρ ij ) i,j∈ [K] be the probability distribution defined byρ
Proof. Corollary 2.8 yields
as claimed. ✷ For a given collection ρ of class sizes, Corollary 2.9 identifies the edge distribution µ for which E [Z µ ] is maximized subject to the condition that µ ii = 0 for all i. Indeed, the maximizer is just µ =ρ. This is because D KL (µ,ρ) ≥ 0 for all µ, and D KL (µ,ρ) = 0 iff µ =ρ (by Fact 2.1). Furthermore, the term D KL (µ,ρ) captures precisely just how "unlikely" it is to see some other edge distribution µ =ρ.
Small subgraph conditioning
To show that G(n, d) is k-colorable w.h.p. we are going to use the second moment method. This is facilitated by the following statement, which is an immediate consequence of [35, Theorem 1] (which, in turn, generalizes [48] ). Theorem 2.10 Let d, k ≥ 3 and assume that k divides n and that dn is even. Let
and let Ξ l be the number of cycles of length l in G(n, d) for l ≥ 1 (with 1-cycles being self-loops and 2-cycles being multiple edges). Suppose that Y = Y (G(n, d)) ≥ 0 is a random variable with the following properties.
ii. For any sequence q 1 , . . . , q l of non-negative integers (that remains fixed as n → ∞) we have
The very same statement is also the basis of the second moment argument in [36] . The use of Theorem 2.10 is referred to as small subgraph conditioning because verifying the assumptions of the theorem amounts to studying the random variable Y given the number of short cycles in G(n, d).
Upper-bounding the chromatic number: outline
Throughout this section, we assume that k divides n and that
for a sequence ε k that tends to 0 sufficiently slowly in the limit of large k.
In this section we introduce the random variable upon which the proof of the first part of Theorem 1.1 is based. The first random variable that springs to mind certainly is the total number Z k−col of k-colorings. However, the corresponding formulas for the first and the second moment turn out to be somewhat unwieldy. Therefore, following [7, 36] , we confine ourselves to colorings that have the following property.
The number Z k,bal = Z k,bal (G(n, d)) of balanced k-colorings is the random variable used in [36] . Unfortunately, it is not possible to base the proof of Theorem 1.1 on Z k,bal . Indeed, there exist infinitely many k such that for d = ⌊(2k − 1) ln k − 2 ln 2⌋ we have
Thus, Z k,bal does not satisfy the second moment condition (1.3).
To cope with this issue, we use a different random variable from [22] . Its definition is inspired by statistical mechanics predictions on the geometry of the set of k-colorings of the random graph. According to these, for
V , decomposes into an exponential number of well-separated 'clusters'. To formalize this notion, let σ, τ : V → [k] be two balanced maps. Their overlap matrix is the k × k matrix ρ(σ, τ ) with entries
This matrix ρ(σ, τ ) is doubly-stochastic. Following [22] , we define the cluster of a k-coloring σ of a graph G to be the set
Thus, C(σ) consists of all balanced k-colorings τ that leave the color of at least 51% of the vertices in each color class of σ unchanged. In addition, also following [22] , we have
These definitions ensure that the clusters of two separable k-colorings σ, τ are either disjoint or identical. In addition, we would like to formalize the notion that there are many disjoint clusters. To this end, we simply put an explicit upper bound on the size of each cluster; this is going to entail that many clusters are necessary to exhaust the entire set of k-colorings. We thus arrive at 
be the number of good k-colorings. We need to estimate E [Z k,good ]. The first step is to compute the expected number of balanced k-colorings. Fortunately, we do not need to perform this computation from scratch since it has already been performed in [36] .
Proposition 3.4 ([36])
We have
Moreover, Z k,bal satisfies condition ii. in Theorem 2.10.
In addition to the size of the color classes, we also need to control the edge densities between them. Let us call a balanced k-coloring σ of
Proof. The proof is based on Corollary 2.9. Let ρ = k −1 1 be the uniform distribution on [k]. Moreover, let µ = (µ ij ) i,j∈[k] be a probability distribution such that (ρ, µ) is an admissible pair, and such that µ ii = 0 for all i ∈ [k]. As in Corollary 2.9, let Z µ be the number of balanced k-colorings σ such that the edge densities between the color classes are given by µ, i.e.,
. Then Corollary 2.9 and Proposition 3.4 yield
Furthermore, by Fact 2.1 there is an n-independent number ξ = ξ(k) > 0 such that
To complete the proof, let M be the set of all µ such that (ρ, µ) is an admissible pair and such that
Because dnµ ij has to be an integer for all i, j ∈ [k], we can estimate |M| ≤ (dn) k 2 (with room to spare), i.e., |M| is bounded by a polynomial in n. Hence, (3.5) yields
as desired. ✷ In Section 4 we use Corollary 3.5 to compare Z k,good and Z k,bal ; the result is Proposition 3. 6 We have
Combining Proposition 3.4 and 3.6, we obtain the following. Proof. Condition i. follows directly from Propositions 3.4 and 3.6. Indeed, using the expansion
, we find that
It is easily verified that the last expression is strictly positive if d ≤ (2k − 1) ln k − 2 ln 2.
To establish condition ii., fix a sequence q 1 , . . . , q l of non-negative integers. Recall from Theorem 2.10 that Ξ j denotes the number of cycles of length j in G(n, d), with 1-cycles being self-loops and 2-cycles being multiple edges. With δ j , λ j as in (2.13), we aim to show that
There are two cases to consider. 
Finally, combining (3.7) and (3.10), we find
Thus, (3.6) holds in either case. ✷ After proving Proposition 3.6 in Section 4, we are going to carry out the second moment argument in Section 5. This implies that the random variable Z k,good also satisfies condition iii. in Theorem 2.10. Finally, in Section 5.4, we are going to apply Theorem 2.10 to complete the proof of the upper bound on χ(G(n, d)) claimed in Theorem 1.1.
The expected number of good colorings
Throughout this section we assume that k ≥ k 0 and n ≥ n 0 are sufficiently big. We also continue to assume that d satisfies (3.1).
Outline
The aim in this section is to prove Proposition 3.6. The proof is guided by the corresponding analysis for the G ER (n, m) model performed in [22] . Indeed, several of the formulas that we arrive at ultimately are quite similar to the ones in [22] . However, arguing that these ideas/formulas carry over to the random regular graph turns out to be a technically rather non-trivial task.
The proof is by way of a d-regular version of the "planted coloring" model. To define this model, fix a balanced
We let Γ σ,µ denote a configuration chosen uniformly at random subject to the condition that
In addition, we denote by G(σ, µ) the multi-graph obtained from Γ σ,µ by contracting the clones. Then by construction, σ is a "planted" k-coloring of G(σ, µ), and
We prove Proposition 3.6 in two steps: the first step consist in establishing
balanced and assume that µ satisfies (4.1). Then
We defer the proof of Proposition 4.1 to Section 4.2. Furthermore, in Section 4.3 we are going to prove
Proposition 4.2 Let σ : V → [k] be balanced and assume that µ satisfies (4.1). With probability
1 − O(1/n) the random multi-graph G(σ, µ) is such that 1 n ln |C(σ)| ≤ 1 k +Õ k (k −2 ) ln 2.
Proof of Proposition 3.6 (assuming Propositions 4.1 and 4.2).
Let σ : V → [k] be balanced and let M σ be the set of all probability distributions µ that satisfy (4.1) such that dnµ ij is integral for all i, j. For any balanced σ and for any µ we let Λ σ,µ be the set of all (n, d)-configurations Γ that satisfy (4.2). In addition, let Λ g,σ,µ be the set of all (n, d)-configurations Γ ∈ Λ σ,µ such that σ is a good k-coloring of the multi-graph induced by Γ. By Propositions 4.1 and 4.2, for any balanced σ and for any µ ∈ M σ we have
Because the "planted" configuration Γ σ,µ is nothing but a uniformly random element of Λ σ,µ , (4.3) implies that
for any balanced σ and any µ ∈ M σ . Now, let
Summing over all balanced σ, we obtain from (4.5) and the linearity of expectation
To relate (4.6) to E[Z k,bal ], let Λ ′ σ be the set of all configurations Γ such that σ is a skewed k-coloring of the multi-graph induced by Γ. Then
Letting Z ′ k,bal denote the number of skewed balanced k-colorings of G(n, d), we obtain from Corollary 3.5
Separability: proof of Proposition 4.1
Throughout this section, we let σ :
Moreover, µ denotes a probability distribution that satisfies (4.1) such that dnµ ij is integral for all i, j.
The proof of Proposition 4.1 proceeds in several steps, all of which depend on the binomial approximation to the hypergeometric distribution from Lemma 2.4. We start by proving that w.h.p. in the multi-graph G(σ, µ) with planted coloring σ there is no other coloring τ such that the overlap matrix has an entry ρ ii (σ, τ ) ∈ (0.509, 1 − k −0.499 ) w.h.p.
Lemma 4.3 Let
Proof. Without loss of generality we may assume i = 1. Thus, let S ⊂ V 1 be a set of size |S| = αn/k. Let
be the number of edges from S to V j in G(σ, µ) for j = 2, . . . , k. Since we are fixing the numbers (µ 1j dn) j=2,...,k of edges between V 1 and the other color classes, we can think of e j,S as follows: choose a subset of
of size dnµ 1j uniformly at random; then e j,S is the number of chosen elements that belong to S × [d]. Thus, we are in the situation of Lemma 2.4, which we are going to use to estimate e j,S . Hence, let p j = kµ 1j ; then p j ∼ (k − 1) −1 by our assumption (4.1) on µ. Further, letê j,S be a random variable with distribution Bin(|S|d, p j ). Let δ = ln −1/3 k. Then Lemma 2.4 yields
Further, by Lemma 2.2 (to which we are going to refer as "the Chernoff bound" from now on),
Since the total number of possible sets S is bounded by 2 n/k , (4.10) and (4.11) yield
Thus, let E S be the event that e j,S ≥
for all j = 2, . . . , k. Due to (4.12), we may condition on the event E S from now on.
Given the numbers e j,S , the actual clones in
are uniformly distributed. Thus, we can use Lemma 2.4 to estimate the number X j,S of vertices in v ∈ V j that Γ fails to join to S. To this end, let
Then Lemma 2.4 yields
Furthermore, since we are assuming that e j,S ≥ (1 − δ)d|S|/(k − 1), we find
, and let X S = k j=2 X j,S . Then (4.13) and (4.14) imply
Thus, we are left to estimate the binomial random variableX S with mean E[X S ] = |V \ V 1 |q ≤ qn. By the Chernoff bound,
Combining (4.15) and (4.16), we see that
Furthermore, the number of ways to choose a S ⊂ V 1 of size αn/k is
Using (4.17), (4.18) and the union bound, we obtain
We need to verify that the last term is exp(−Ω(n)). Thus, we need to estimate
This is negative iff
By the convexity the exponential function, the l.h.s. and the linear function on the r.h.s. intersect at most twice. Between these intersections the linear function is greater. Moreover, it is easily verified that the r.h.s. of (4.21) is larger than the l.h.s. at both α = 0.509 and α = 1 − k −0.499 . Thus, (4.21) is true in the entire range 0.509 < α < 1 − k −0.499 . Consequently, for such α the term (4.20) is strictly negative, whence the r.h.s. of (4.19) is exp(−Ω(n)). Thus, the assertion follows from (4.12).
✷ To complete the proof of Proposition 4.1, we also need to rule out the possibility that G(σ, µ) has a coloring τ such that
To this end, we are going to use an expansion argument. This argument is based on establishing that in G(σ, µ) "most" vertices outside color class V i have a good number of neighbors in V i w.h.p. More precisely, we have Lemma 4.4 With probability 1 − exp(−Ω(n)) the random graph G(σ, µ) has the following property.
Proof. Assume without loss of generality that i = 1. We are going to use Lemma 2.4 once more. Our assumption (4.1) ensures that for each j ∈ {2, . . . , k} the number of
Furthermore, let X j be the number of v ∈ V j with fewer than 15 neighbors in V 1 , and letX j = |{v ∈ V j : b v < 15}|. Then by Lemma 2.4 we have
Furthermore, because the random variables b v , v ∈ V j , are independent,X j has a distribution Bin(n/k, q j ), with
. Now, let X = k j=2 X j and letX be a random variable with distribution Bin((1 − 1/k)n, q), with q = max j≥2 q j . Then (4.23) implies
Furthermore, our assumption (3.1) on d ensures that
by the Chernoff bound. Thus, the assertion follows from (4.24). ✷ Given Lemma 4.4, how do we argue that w.h.p. there is no τ such that ρ ii (σ, τ ) ∈ (1 − k −0.499 , 1 − κ)? Such a coloring τ would have to give color i to a good number of vertices from V \ V i with at least 15 neighbors in V i (because there is no sufficient supply of vertices that have less than 15 neighbors in V i ). However, we are going to show that assigning color i to many such vertices "displaces" a very large number of vertices from V i due to expansion properties, and that it is therefore not possible that
To put this expansion argument together, we need the following upper bound on the probability that a specific set of edges occurs in the random configuration Γ σ,µ .
Lemma 4.5 Let E be a set of edges of the complete graph on
be the number of edges in e ∈ E that join a V i -clone with a V j -clone and assume that e ii = 0 for all i. Then
. We claim that
Indeed, the numerator is obtained by (fixing the edges in E and) counting the number of ways to match the remaining clones, given µ. More precisely, for any fixed i ∈ [k] the corresponding factor in the first product counts the number of ways to choose the m ij − e ij clones that are going to be matched with clones from color class j. Moreover, for fixed i, j the corresponding factor in the second product counts the number of matchings between the clones thus designated. The denominator simply is the number of configurations respecting σ, µ.
Because m ij = m ji by assumption and e ij = e ji by definition, (4.25) yields
Furthermore, because of the assumption |E| ≤ n 2k we have
and using Stirlings formula, we get
, as claimed. ✷
Remark 4.6 Even though in this section we are assuming that
Moreover, the same proof also goes through if we merely assume that, say, |σ
rather than that σ is balanced. This observation will be needed in Section 7.
Using Lemma 4.5, we can now prove that w.h.p. the random graph G(σ, µ) does not feature a "small dense set" of vertices (i.e., a small set of vertices that spans a much larger number of edges than expected). This will be the key ingredient to our expansion argument. We are going to use the union bound to estimate Y (S). Let E be a set of |E| = 5s unordered pairs of clones
By the union bound and (4.27),
Using the union bound and (4.28), we find
Finally, summing (4.29) up, we find
Proof of Proposition 4.1. We need to show that the following holds w.h.p.
. By Lemmas 4.3, 4.4 and 4.7, we may assume that (4.9), (4.22) and (4.26) hold. Moreover, without loss of generality we may assume that i = 1.
Let τ be a balanced k-coloring and let
is an independent set. In particular, none of the vertices in T has a neighbor in S. Moreover, |T | ≥ n/k − |S| because τ is a balanced coloring. But then (4.30) contradicts (4.9). Thus, we know that |S| > (1 − k −0.49 )n/k. Let Q be the set of all vertices v ∈ τ −1 (1)\V 1 with at least 15 neighbors in V 1 . Moreover, let R = V 1 \τ −1 (1). Because both σ and τ are balanced, we have
The set R contains all the neighbors that the vertices in Q have in V 1 (because τ −1 (1) is an independent set). Hence, by the definition of Q, the number E of edges spanned by R ∪ Q in G(σ, µ) is at least E ≥ 15|Q|. Hence, (4.26) and (4.31) yield
be the set of all vertices with color 1 under τ and another color under σ that have fewer than 15 neighbors in V 1 . Once more because σ and τ are balanced, we get
Hence, (4.22) implies that |R| ≤ 2|W | ≤ 2nk −2 ln 17 k ≤ nκ/k. Finally, because τ is balanced this entails that
Upper-bounding the cluster size: proof of Proposition 4.2
The goal in this section is to establish the bound on the cluster size |C(σ)| in the random graph G(σ, µ), where we continue to assume that σ is balanced and that µ satisfies (4.1). The following definition provides the key concepts.
Definition 4.8 Let ℓ > 0 be an integer.
A vertex that fails to be 1-free is complete.
In words, the (σ, ℓ)-core of G(σ, µ) is the largest subgraph V ′ such that every vertex v ∈ V ′ has at least ℓ edges into every other color class except its own. Furthermore, a vertex v is a-free if there are a color classes in addition to its own such that v fails to have a neighbor in that color class that belongs to the (σ, ℓ)-core. Finally, a vertex is complete if in every other color class but its own it has a neighbor that belongs to the core. For the sake of concreteness, we let ℓ = 100 in the following.
The proof strategy is as follows. As a first step, we show that w.h.p. the random multi-graph G(σ, µ) has a huge (σ, ℓ)-core. More precisely, in Section 4.4 we will establish Proposition 4.9 With probability
Based on this estimate, we can bound the number of 1-free and 2-free vertices. Indeed, in Section 4.5 we are going to prove Proposition 4.10 With probability 1 − O(1/n) the random graph G(σ, µ) has the following properties.
At most
As a next step, we observe that, due to the expansion properties of G(σ, µ), the colors of all the complete vertices are "frozen" in C(σ). More specifically, w.h.p. there does not exist a coloring τ in the cluster C(σ) that assigns a complete vertex a different color than σ does. Proof. By Proposition 4.1 we may assume that σ is separable in G(σ, µ) and by Lemma 4.7 we may assume that G(σ, µ) has the property (4.26). Let V ′ be the (σ, ℓ)-core. Moreover, let τ ∈ C(σ) and let
In words, ∆ + i are the vertices that take color i under τ and a different color under σ, and ∆ − i are the vertices that receive color i under σ and a different color under τ . Clearly,
Moreover, because σ is separable and as both σ, τ are balanced, we have
We are going to show that
This implies that indeed σ(v) = τ (v) for all complete vertices v, because in order to change the color of a complete vertex it is necessary to change the color of a vertex in the core V ′ as well. To establish (4.36) let (4.26) implies that none of the set S i spans more than 5|S i | edges. Because τ is a k-coloring, all the neighbors of v ∈ ∆
Consequently, |∆ . By Lemma 4.11 we may assume that (4.33) holds. Let F a be the set of all a-free vertices. If a vertex v is 1-free but not 2-free, then (4.33) implies that there is a set
Thus, the assertion follows by comparing the bounds on |F 1 |, |F 2 | provided by Proposition 4.10 with the estimate of E [Z k,bal ] from Proposition 3.4. Indeed, Proposition 4.10 and (4.37) imply that with probability
By comparison, Proposition 3.4 yields 
Proof of Proposition 4.9
The "canonical" way of constructing the core is by iteratively evicting vertices that violate the core condition from Definition 4.8, i.e., that have too small a number of neighbors in some color class other than their own inside the core. In principle, this process could be studied accurately via, e.g., the differential equations method. However, there is a technically far simpler way to obtain the estimate promised in Proposition 4.9. Roughly speaking, the simpler argument is based on the observation that, due to the expansion properties of G(σ, µ), the core "almost" contains the set of vertices that have at least 3ℓ neighbors in each color class other than their own in the entire graph G(σ, µ). The size of this set of vertices can be estimated fairly easily. More precisely, to estimate the size of the core we introduce a few vertex sets. Ultimately, the idea is to define a big subset of the core whose size can be estimated (relatively) easily. Recall that we set ℓ = 100 and let
First, we consider the sets
In words, W ij contains all vertices v of color i that have "only" 3ℓ edges towards color class j, while there is no color class h where v has more than 2ℓ ln k neighbors. This definition is motivated by the observation that, because σ is balanced and d = (2 + o k (1))k ln k, the expected number of neighbors that a vertex v ∈ V i has in some other color class V j is about 2 ln k. Hence, we expect that for k sufficiently large only very few vertices either satisfy e G(σ,µ) (v, V j ) < 3ℓ or e G(σ,µ) (v, V h ) ≥ 2ℓ ln k for i = j, h. Thus, we expect W ij to be "small". In addition, we let
Thus, U ij contains those vertices v ∈ V i that have "a lot" of neighbors in the "bad" set W j . Because the sets W j are small, the expansion properties of G(σ, µ) will imply that the set U is tiny. Moreover, U ′ consists of vertices that have much more neighbors than the expected 2 ln k in one of the color classes. The set U ′ will turn out to be tiny as well, because the numbers e G(σ,µ) (v, V j ) will emerge to be somewhat concentrated about their expectations.
Finally, we define a sequence of sets
If there exists a vertex v ∈ V \ Y (t) that has more than ℓ neighbors in Y (t−1) , then let v t be the smallest such vertex and let
With this construction in place, we have
To show that V ′′ is contained in the ℓ-core of G(σ, µ), it suffices to verify that every vertex v ∈ V ′′ has at least ℓ edges into
as desired. ✷ Thus, to complete the proof of Proposition 4.9, we are left to estimate the sizes of the sets W , U , U ′ , Y . These estimates are based on the approximation to the hypergeometric distribution from Lemma 2.4.
Lemma 4.13
With probability 1 − exp(−Ω(n)), we have
Proof. Fix two indices i, j ∈ [k], i = j, and let
Since we are fixing the number dnµ ij of V i -V j edges, the set of clones in
is a uniformly random set of size dnµ ij . Hence, Lemma 2.4 applies. Thus, let
Furthermore, because the random variables b v are mutually independent,Ŵ ij has distribution Bin(n/k, q), with
To estimate the size of this set, we considerW ij = |{v ∈ V i : b v > 2ℓ ln k}|. Applying Lemma 2.4 once more, we see that
Due to the independence of the b v ,W ij has distribution Bin(n i ,q),
, we have dp ≤ 3 ln k. Hence, by the Chernoff bound
Consequently, invoking the Chernoff bound once more, we find
Finally,
Hence, combining (4.42)-(4.45), we see that with probability 1 − exp(−Ω(n)) we have
Hence, (4.44)-(4.45) show that |U ′ | ≤ k −100 n (with room to spare) with probability 1 − exp(−Ω(n)). ✷ Lemma 4.14 With probability at least
Proof.
We are going to bound |U * ij |. By construction, for all v ∈ W j we have e G(σ,µ) (v, V i ) ≤ 2ℓ ln k. Moreover, by Lemma 4.13 we may assume that
is a uniformly random set. This is because the definition of the set W j is just in terms of the numbers e(v, V h ) of edges from v ∈ V j to V h for h = j in the contracted multi-graph G(σ, µ).
Thus, we are in the situation described in Lemma 2.4. Hence, consider a family (b v ) v∈Vi of mutually independent random variables with distribution Bin(d, p) with p = ηji dn/k . LetÛ ij be the number of vertices v ∈ V i such that b v ≥ l/2. Then Lemma 2.4 yields
. Consequently, the Chernoff bound yields
Hence, using the Chernoff bound once more, we find that Proof. By Lemmas 4.13 and 4.14 we may assume that |U ∪ U ′ | ≤ 2nk −30 . Now, let t 0 = 2nk
for some t < t 0 , then clearly |Y | = |Y (t) | ≤ 2nk −30 , because only one vertex is added at a time. Thus, we need to show that the probability that Y = Y (t) is O(1/n). Indeed, after completing step t 0 , the subgraph of G(σ) induced on Y (t0) spans at least ℓ · t 0 edges, while the number of vertices is |Y 
Proof of Proposition 4.10
In order to estimate the number of complete vertices, we need to get a handle on two events. First, the event that a vertex v ∈ V i fails to have a neighbor in some color class V j with j = i. Second, the event that, given that v has at least one neighbor in color class V j , it indeed has a neighbor inside the core. More precisely, with W, Y the sets defined in (4.40) and (4.41), it suffices to bound the probability that all neighbors of v in V j lie in W ∪ Y . This is because V \ (W ∪ Y ) is contained in the core by Proposition 4.12.
Thus, S 0 be the set of vertices that fail to have a neighbor in at least one color class other than their own in G(σ, µ). Moreover, let S 1 be the set of vertices v ∈ S 0 such that for some color i = σ(v) all neighbors of v in V i belong to W i .
Proposition 4.16
If v is a 1-free vertex, then one of the following three statements is true.
Proof. Let v be a vertex that satisfies none of (P1)-(P3).
✷ Thus, in order to prove Proposition 4.10 it suffices to estimate |S 0 |, |S 1 | and the number of vertices that satisfy (P3). These estimates employ the binomial approximation to the hypergeometric distribution provided by Lemma 2.4.
Lemma 4.17 With probability at least
Proof. Let us fix i, j ∈ [k], i = j, and v ∈ V j . Let S 0ij be the set of all v ∈ V i that do not have a neighbor in V j in G(σ, µ). Given the number dnµ ij of V i -V j -edges, the actual set of clones in
is uniformly distributed. Hence, Lemma 2.4 applies: let (b v ) v∈Vi be a family of independent Bin(d, p ij ) random variables with p ij = kµ ij ∼ (k − 1) −1 . Moreover, let
Then withŜ 0ij a random variable with distribution Bin(n/k, q ij ) we have
Since by our assumption (3.1) on d we have
) for all i = j. Hence, by the Chernoff bound we have
Summing over all i = j and using (4.49), we thus obtain
✷ To bound the size of S 1 , consider first for every vertex v ∈ V i and every set of colors J ⊂ [k] \ {i} the event B v,J = {e(v, j∈J V j ) ≤ 5}. Let B i,J be the number of vertices v ∈ V i for which the event B v,J occurs.
Lemma 4.18 For any set J of size |J| ≤ 2 we have
Proof. Let j ∈ J. Given µ ij , the set of clones in 
The events ({e v,j ≤ 5}) j∈J are negatively correlated (namely, the fact that v has a small number of neighbors in some color class j makes it less likely that the same occurs for another color class j ′ ). Therefore, Lemma 2.4 yields
Furthermore, because the random variables (b v,j ) are independent and E [b v,j ] = dp ij ≥ 2 ln k, the Chernoff bound yields
Thus, (4.50) follows from (4.51) and (4.52). ✷
Corollary 4.19 With probability at least
Proof. Let i, j ∈ [k], i = j. By Lemma 4.13 we may assume that |W j | ≤Õ k (k −2 )n. Hence,
Now, condition on the event that e G(σ,µ) (V i , W j ) = w ij for some specific number w ij =Õ k (k −2 )n. In addition, let (e vj ) v∈Vi be a sequence of non-negative integers such that v∈Vi e vj = dnµ ij , and condition on the event that e G(σ,µ) (v, V j ) = e vj for all v ∈ V i . Given this event F = F (w ij , {e vj }), we are interested in the random variables f v = e G(σ,µ) (v, W j ), v ∈ V i . Let (g v ) v∈Vi be a family of independent random variables such that g v has distribution Bin(e vj , w ij /(dnµ ij )). Given F , the set of clones among
is simply a random subset of size w ij of the set of clones that get matched to V j × [d]. Therefore, by Lemma 2.4, for any sequence (t v ) v∈Vi of integers we have 
Furthermore,Ŝ ′ 1ij is a binomial random variable. Therefore, the Chernoff bound yields
Combining (4.53) and (4.54), we obtain
Further, because (4.55) holds for all w ij , {e vj }, we obtain the unconditional bound
In addition, let S ′′ 1ij be the number of vertices v ∈ V i such that all neighbors of v in V j belong to W j and 1 ≤ e(v, V j ) < 5. Because we are conditioning on the numbers e vj , the event F determines the number B i,{j} of vertices v ∈ V i with e vj = e(v, V j ) < 5. Now, consider the numberŜ ′′ 1ij of vertices v ∈ V i with 1 ≤ e vj < 5 such that g v = e vj . ThenŜ ′′ 1ij is a binomial random variable with
Hence, by the Chernoff bound
Combining (4.53) and (4.57), we find
Thus, Lemma 4.18 yields the unconditional bound
Combining (4.56) and (4.58) and using the union bound, we obtain 
). This establishes the first assertion. To bound the number of 2-free vertices, let i ∈ [k], let J ⊂ [k] \ {i} be a set of size |J| = 2 and let T i,J be the number of vertices v ∈ V i that fail to have a neighbor in j∈J V j . Then |T i,J | ≤ B i,J . Therefore, Lemma 4.18 implies that
Furthermore, the total number T of 2-free vertices satisfies
Combining (4.60) and (4.61) and using the union bound, we thus obtain the desired bound. ✷
The second moment
Throughout this section, we assume that k divides n and that d satisfies (3.1).
Outline
In this section we complete the proof of the first part of Theorem 1.1 (the upper bound on the chromatic number of G(n, d)). The key step is to carry out a second moment argument for the number Z k,good of good k-colorings. Let B be the set of all balanced maps σ : V → [k] and let R = {ρ(σ, τ ) : σ, τ ∈ B} be the set of all possible overlap matrices (as defined in (3.2)). For each ρ ∈ R we consider Z ρ,good = |{(σ, τ ) : σ, τ are good k-colorings ρ(σ, τ ) = ρ}| and Z ρ,bal = |{(σ, τ ) : σ, τ are balanced k-colorings with ρ(σ, τ ) = ρ}| ≥ Z ρ,good .
Because the second moment E[Z 2 k,good ] of the number of good k-colorings of G(n, d) is nothing but the expected number of pairs of good k-colorings, we have the expansion
The second moment argument for the number Z ρ,bal of balanced k-colorings of G(n, d) carried out in [36] does not work for the (entire) range of d in Theorem 1.1. However, an important part of that argument does carry over to this entire range of d. More precisely, we can salvage the following estimate of the contribution of ρ "close" to the flat matrixρ = 1 k 1 with all entries equal to 1/k.
Proposition 5.1 ([36]) LetR
Then with δ j , λ j as in (2.13) we have
Of course, to estimate the right-hand side of (5.1), we also need to estimate the contribution of overlaps ρ ∈R. To this end, we are going to establish an explicit connection between (5.1) and the second moment argument for G ER (n, m) performed in [22] . As in [7, 22] , we define for a doubly-stochastic k × k matrix ρ = (ρ ij ) i,j∈ [k] the functions
where
ρ ij ln ρ ij is the entropy of the distribution ρ/k = (ρ ij /k) i,j∈ [k] , and
In Section 5.2 we are going to establish the following bound.
Proposition 5.2 For any ρ ∈ R we have
Similar bounds as Proposition 5.2 were derived, somewhat implicitly, in [5, 36] . We include the proof here because the present argument is substantially simpler than those in [5, 36] and because we are going to need some details of the calculation later to finish the proof of Theorem 1.1.
Thus, we need to bound f (ρ) for ρ ∈ R \R. This is precisely the task that was solved in [22] and that does, indeed, form the technical core of that paper. Hence, let us recap some of the notation from [22] . We start by observing that the definition of "good" entails that a priori Z ρ,good = 0 for quite a few ρ ∈ R \R. More precisely, call a doubly-stochastic matrix ρ separable if for any i, j ∈ [k] such that ρ ij > 0.51 we have ρ ij ≥ 1 − κ (with κ as in Definition 3.2).
The definition of "good k-coloring" ensures that Z ρ,good = 0 unless ρ is separable. Indeed, assume that there exist balanced k-colorings σ, τ such that ρ(σ, τ ) fails to be separable. Then there is a permutation π of the colors [k] such that 0.51 < ρ 11 (σ, τ ) < 1 − κ. Hence, neither σ nor τ is a separable k-coloring, and thus none of them is good.
The set of separable matrices can be split canonically into subsets determined by the number of entries that are greater than 0.51. Let us say that ρ is s-stable if there are precisely s pairs
ρ is separable and s-stable for some 0 ≤ s ≤ k − 1} and
Let us turn the problem of estimating f (ρ) over ρ in the discrete set R good into a continuous optimization problem. As n → ∞ the set R of overlap matrices lies dense in the set D of all doubly-stochastic k × k matrices, the Birkhoff polytope. Furthermore, the sets R s,good and R good are dense in D s,good = {ρ ∈ D : ρ is separable and s-stable for some 0 ≤ s ≤ k − 1} ,
Proposition 5.3 ([22]) For any fixed
Based on this estimate, we will prove the following bound in Section 5.3.
Proposition 5.4 We have
2 ). 
Proof. Corollary 3.7 already establishes conditions i.-ii. Recall that condition iii. reads
Propositions 3.6 readily yields
Additionally, we need to bound the contribution of ρ ∈ R \R. We start with ρ ∈ R good \ R 0,good . Any such ρ has an entry ρ ij ≥ 0.51, whence ρ −ρ ∞ ≥ 1 2 . Therefore, Proposition 5.3 implies that there is an n-independent number δ > 0 such that f (ρ) < f (ρ) − δ. (This δ exists because Proposition 5.3 is not an asymptotic statement but just a result concerning the maximum of the n-independent function f over the equally n-independent compact set D good .) Consequently, by Proposition 5.2
Moreover, a direct calculation yields
Combining (5.6) and (5.7), we obtain
Because the entire set R of overlap matrices has size |R| ≤ n k 2 (with room to spare), we thus obtain
Further, if Z ρ,good > 0 for some ρ ∈ R good , then ρ must be k-stable (because R good contains all separable overlap matrices that are s-stable for some s < k). Thus, let R k be the set of all k-stable ρ ∈ R. If σ, τ are balanced k-colorings such that ρ(σ, τ ) is k-stable, then there is a permutation λ of [k] such that λ • τ ∈ C(σ). Therefore, letting σ range over good k-colorings of G(n, d), we obtain from the upper bound on |C(σ)| imposed in Definition 3.3
Finally, combining (5.5), (5.8), (5.9) and Proposition 5.4, we see that
Recalling the values of λ j , δ j from (2.13), we see that the sum ∞ j=1 λ j δ 2 j converges. Therefore, (5.11) implies (5.4). ✷ Together with Theorem 2.10, Corollary 5.5 implies that G(n, d) is k-colorable w.h.p. in the case that k divides n. In Section 5.4 we are going to provide a supplementary argument that allows us to extend this result also to the case that the number of vertices is not divisible by k, thereby completing the proof of the first part of Theorem 1.1. But before we come to that, let us prove Propositions 5.2 and 5.4 (under the assumption that k divides n).
Proof of Proposition 5.2
Let ρ be a doubly-stochastic k × k matrix. Moreover, let µ = (µ ijst ) i,j,s,t∈ [k] have entries in [0, 1]. We call (ρ, µ) a compatible pair if the following conditions are satisfied.
• n k ρ ij is an integer for all i, j ∈ [k].
• dnµ ijst is an integer for all i, j, s, t ∈ [k].
• We have
If (ρ, µ) is a compatible pair, then (5.13) ensures that (
Let us also say that a pair (σ, τ ) of k-colorings of a multi-graph G has type (ρ, µ) if ρ(σ, τ ) = ρ and
Let Z ρ,µ be the number of pairs of k-colorings of G(n, d) of type (ρ, µ). Recall that H (·) denotes the entropy.
Applied to the notion of compatible pairs, Corollary 2.8 directly yields Fact 5.6 Let (ρ, µ) be a compatible pair. Then
To proceed, we need to rephrase the bound provided by Fact 5.6 in terms of the function f (ρ).
Corollary 5.7 Let
(5.14)
Thenρ is a probability distribution on [k] 4 and
Proof. Because ρ is doubly-stochastic, we have
Thus,ρ is a probability distribution. Moreover,
The assertion thus follows from Fact 5.6. ✷ Proof of Proposition 5.2. Let ρ ∈ R and let M(ρ) be the set of all probability distributions µ on [k] 4 such that (ρ, µ) is a compatible pair. Then
because of the requirement that µ ijst dn be integral for all i, j, s, t ∈ [k]. Hence,
Since D KL (µ,ρ) ≥ 0 for any µ, Corollary 5.7 yields
The assertion is immediate from (5.15) and (5.16). ✷
Proof of Proposition 5.4
We begin by estimating f (ρ) for ρ close toρ. The proof of the following lemma is based on considering the first two differentials of f at the pointρ; a very similar calculation appears in [22] .
Lemma 5.8
There is a number η > 0 (independent of n) such that for all
Proof. By construction, we have k i,j=1 ρ ij = k for all ρ ∈ R. Therefore, we can parametrize the set R as follows. Let
The result is that the first differential D(f • L) equals zero atρ. Furthermore, forρ ∈R 0 the second differential is given by
Thus, for η > 0 sufficiently small the Hessian D 2 (f • L) is negative-definite with all eigenvalues smaller than −1/2. Hence, the assertion follows from Taylor's theorem. ✷
Proof of Proposition 5.4.
Assume that ρ ∈ R 0,good \R. We claim that
To see this, let η > 0 be the (n-independent) number promised by Lemma 5.8. We consider two cases. 
as desired. 
as claimed. ✷
Proof of Theorem 1.1 (part 1)
Corollary 5.5 shows that Z k,good (G(n, d)) satisfies the assumptions of Theorem 2.10, which therefore implies that G(n, d) is k-colorable w.h.p. for n divisible by k. To also deal with the case that the number of vertices is not divisible by k, we need a few definitions. Recall from Section 3 that a balanced k-coloring σ of G(n, d) skewed if
In addition, a skewed pair is a pair (σ, τ ) of good k-colorings such that either
The following lemma paraphrases the argument from [36, Section 4].
Lemma 5.9
Assume that for n divisible by k the following is true.
The random variable Z k,good satisfies the conditions i.-iii. of Theorem 2.10.

The expected number of skewed k-colorings is o(E [Z k,good ]).
The expected number of skewed pairs is o(E
Proof of Theorem 1.1, part 1. Due to Lemma 2.6 we just need to verify the assumptions of Lemma 5.9. Corollary 5.5 readily implies the first assumption. Furthermore, the second assertion follows from Corollary 3.5 and Proposition 3.6. With respect to the third assertion, we call from (5.3) that
is a compatible pair. Let Z ρ,µ be as in Section 5.2 and letρ be as in (5.14). Then Corollary 5.7 yields
Therefore, Fact 2.1 implies that D KL (μ,ρ) = Ω(ln 2 n/n). Hence, (5.19) yields
Since the number of possible matrices µ is bounded by n 
Outline
The goal in this section is to establish the second part of Theorem 1.1, i.e., the lower bound on the chromatic number of χ(G (n, d) ). More precisely, we are going to show that with
the random multi-graph G(n, d) fails to be k-colorable w.h.p. for d > d + ; then Lemma 2.6 implies that the same is true of G(n, d). To get started, we recall the upper bound on the expected number of k-colorings of G(n, d). This bound has been attributed to Molloy and Reed [46] . We include the simple calculation here for the sake of completeness.
Lemma 6.1 Let
Proof. Let M be the set of all probability distributions µ on
. Then Fact 2.1 and Corollary 2.9 yield
Since |M | ≤ n k 2 (due to the condition that dnµ ij must be an integer for all i, j), (6.2) implies together with
Corollary 6.2 We have
Proof. Let ρ be a probability distribution on [k] and let Z ρ be as in Lemma 6.1. Clearly, the entropy H(ρ) is maximized if ρ = 1 k 1 is the uniform distribution. The uniform distribution ρ = 1 k 1 also happens to minimize ρ 2 2 . Therefore, (6.1) implies that for any probability distribution ρ we have
with equality in the case that ρ −
Since the number of possible distributions ρ such that ρ i n is an integer for all i ∈ [k] is bounded by n k , (6.3) implies that
✷ Due to Corollary 6.2, we may assume in the following that d is the unique integer satisfying
Corollary 6.2 shows that for this d, the first moment is
The fact that the right-hand side is positive is not an "accident": indeed the first moment E[Z k−col ] is generally exponentially large in n for this d. Therefore, the standard first moment argument does not suffice to prove that χ(G(n, d)) > k w.h.p. Instead, we develop an argument that takes the geometry of the set of k-colorings into account: we already saw that the k-colorings of G(n, d) come in clusters that of exponential size. Roughly speaking, the volume of these clusters is what drives up the first moment, even though G(n, d) does not have a single k-coloring w.h.p. To overcome this issue, we are going to perform a first-moment argument over the number of clusters rather than individual k-colorings. To implement this idea, we need the following Definition 6.3 Let σ be a k-coloring of a multi-graph G and let p ∈ [0, 1].
A vertex v is rainbow if for any color
i ∈ [k] \ {σ(v)} there is a neighbor w of v with σ(w) = i.
We call σ p-rainbow if precisely pn vertices are rainbow.
For two (not necessarily balanced) k-colorings σ, τ of G(n, d) we define the overlap ρ(σ, τ ) just as in (3.2) . Similarly, we define the cluster
(The difference between C(σ) as defined in (3.3) and C * (σ) is that the former only contains balanced k-colorings.)
In words, Σ p is the number of clusters of p-rainbow k-colorings of G(n, d). (Of course, the cluster C * (σ) may contain colorings τ = σ that are not p-rainbow.)
A priori, the definition of the cluster C * (σ) does not ensure that the clusters of two colorings σ, τ are either disjoint or identical. In order to enforce that this is indeed the case, we are going to show that we may confine ourselves to "nice" k-colorings with certain additional properties. σ be a k-coloring of G(n, d) . We call σ nice if the following three conditions are satisfied.
Definition 6.4 Let
Let ρ = (ρ i ) i∈[k] be the vector with entries
Hence, in a nice coloring all the color classes have size about n/k, and the edge densities between different color classes are approximately uniform. Furthermore, the third condition ensures that for two nice colorings σ, τ , the clusters C * (σ), C * (τ ) are either disjoint or identical. Let Z ′ be the number of k-colorings of G(n, d) that fail to be nice. In Section 6.2 we are going to derive the following bound.
Proposition 6.5 We have
Furthermore, in Section 7 we are going to establish the following proposition, which effectively puts a lower bound on the cluster size of a nice p-rainbow k-coloring.
Moreover, let A p,σ be the event that σ is p-rainbow.
1. If p ∈ ∆, then there exist numbers p ′ , q satisfying
Based on Proposition 6.6, we obtain the following bound on Σ p .
Corollary 6.7 For any p ∈ ∆ then there exist p ′ , q satisfying (6.8) such that
Proof. Let C p,σ and A p,σ be as in Proposition 6.6. Moreover, let Λ p = Λ ∩ A p denote the set of nice p-rainbow k-colorings of G n,d and let Σ p * = |{C * (σ) : σ ∈ Λ p }| . Since the clusters of two colorings σ, τ ∈ Λ p are either disjoint or identical, by double-counting we have
Together with Proposition 6.6, (6.9) yields
otherwise, as claimed. ✷
Proof of Theorem 1.1, part 2 (assuming Propositions 6.5 and 6.6).
We start by deriving an explicit estimate of the bound provided by Corollary 6.7. Assume that p ∈ ∆ and let p ′ , q be the numbers promised by Corollary 6.7. Let c > 0 be such that
, we see that
To proceed, consider the function h(p ′′ , q
Hence, for a fixed value of q the function h(p ′′ , q) attains its maximum at p ′′ = p 0 = 2q 1+q . Consequently, for any fixed q satisfying (6.8) we have
[as ln(1 − z) ≤ −z and due to (6.8)].
Combining this last estimate with (6.10) and using Corollary 6.7, we see that for
Further, Corollary 6.7 readily states that
for all p ∈ ∆. Hence, (6.12) does in fact hold for all p ∈ [0, 1].
To complete the proof, consider the random variable
) is k-colorable, then Z ≥ 1, because either there is a k-coloring that is not nice (in which case Z ′ ≥ 1), or Σ s/n ≥ 1 for some s. Since Proposition 6.5 and (6.12) imply that E [Z] = exp(−Ω(n)), Markov's inequality entails that χ(G(n, d)) > k w.h.p. ✷
Proof of Proposition 6.5
For a probability distribution
Proof. Letρ be a probability distribution such that ρ − 1 k 1 ∞ = O(n −1 ) and such thatρ i n is an integer for all i ∈ [k]. Because the entropy function attains its global maximum at 1 k 1, Lemma 6.1 yields
To bound this expression, we compute the first two derivatives of the function ρ →
Because the rank one matrix
is positive semidefinite, all eigenvalues of the Hessian (
Therefore, together with Taylor's formula, (6.13) yields
whence the assertion is immediate. ✷ Let ρ be a probability distribution on [k] and let µ be a probability distribution on
Lemma 6.9 With
be the probability distribution withρ ij =
. Then by Corollaries 2.9 and 6.2 we have
By Fact 2.1 the function µ → D KL (µ,ρ) takes its minimum value (namely, zero) at µ =ρ. Recalling its differentials from (2.1), (2.2), we see that the Hessian ( Because
Consequently, our assumption µ −μ 2 > ε k implies that µ −ρ 2 > ε k /2. In fact, let a ∈ [0, 1] be such thatμ = aµ + (1 − a)ρ is at ℓ 2 -distance exactly ε k /2 fromρ. Then due to the convexity of the Kullback-Leibler divergence (Fact 2.1), we have
Therefore, Taylor's formula implies together with the above analysis of the Hessian of D KL (·,ρ) that
Plugging (6.15) into (6.14), we see that for any µ such that µ −ρ 2 > ε k ,
thereby completing the proof. ✷ Lemmas 6.8 and 6.9 put a bound on the expected number of k-colorings of G(n, d) that violate the first two conditions in Definition 6.4. To estimate the number of colorings for which the third condition is violated, we need to establish a similar statement as Lemma 4.3, albeit under significantly weaker assumptions. In particular, we need to work with the "planted coloring model" G(σ, µ) from Section 4. The following statement is reminiscent of Lemma 4.3; the difference is that here we make weaker assumptions as to the "balancedness" of the coloring, while also aiming at a weaker conclusion. Lemma 6.10 Let (ρ, µ) be (d, n)-admissible and assume that for all i, j ∈ [k], i = j we have
Proof. As in the proof of Lemma 4.3, we assume i = 1, fix a set S ⊂ V 1 of size |S| = αn/k, and let
Let p j = µ 1j /ρ j . Then (6.16) ensures that p j = (1 − o k (1))/k. Letê j,S be a Bin(|S|d, p j ) random variable. Setting δ = 10 −4 , we obtain from Lemma 2.4 and the Chernoff bound (Lemma 2.2)
Let E S be the event that e j,S ≥
for all j = 2, . . . , k. Taking a union bound over all ≤ 2 n/k possible sets S and all k − 1 colors j, we obtain from (6.18)
Conditioning on E S , let X j,S be the number of vertices in v ∈ V j that do not have a neighbor in S. Using Lemma 2.4 (the binomial approximation to the hypergeometric distribution), we can approximate X j,S by a binomial random variableX j,S = Bin(ρ j n, q j ), where
More precisely, Lemma 2.4 yields
, and X S = k j=2 X j,S , we obtain from (6.20) and (6.21)
Let α ′ = α + ln −1/4 k. By (6.22) and the Chernoff bound,
Further, we take the union bound over all ρ1n
(1−α)ρ1n ≤ exp(ρ 1 n(1 − α)(1 − ln(1 − α))) ways to choose the set S: from (6.23) we obtain
Because the function z ∈ [0, 1] → −z ln z is bounded, (6.24) yields
Finally, because 0.509 ≤ α ≤ 0.99 and δ = 10 −4 , we see that 2α(1 − 2δ) ≥ 1.001. Hence, (6.25) implies
The assertion follows from (6.19) and (6.26) . ✷ Proof of Proposition 6.5. Lemmas 6.8 and 6.9 readily imply the desired bound on the expected number of colorings that violate the first or the second conditions in Definition 6.4. With respect to the third condition, let (ρ, µ) be an admissible pair that satisfies (6.16) and let Z ′′ ρ,µ be the number of k-colorings σ such that σ −1 (i) = ρ i n and
that violate (6.17) for some 0.509 ≤ α ≤ 0.99. We claim that
Indeed, by (6.5) the total number Z ρ,µ of k-colorings such that σ −1 (i) = ρ i n and e G(n,d
Thus, Lemma 6.10 shows that for any such σ,
Combining (6.28) and (6.29) and using the linearity of expectation, we obtain (6.27). Finally, assume that σ : V → [k] has the property (6.17). Let τ : V → [k] be another coloring that satisfies conditions 1. and 2. in Definition 6.4 and assume that τ ∈ C * (σ). Let i ∈ [k] and consider the sets
Because both σ, τ satisfy condition 1. in Definition 6.4, we have |S| ≥ 0.509 n k . For the same reason, the set T satisfies
Hence, (6.17) implies that n k ρ ii (σ, τ ) = |S| > 0.99 n k . Thus, σ satisfies the third condition in Definition 6.4. Therefore, the assertion follows from (6.27) . ✷
Lower-bounding the cluster size
Throughout this section we keep the notation and the assumptions from Section 6.1.
Outline
The aim in this section is to prove Proposition 6.6. Essentially this means that we need to establish a lower bound on the size of the cluster C(σ) of the nice p-rainbow k-coloring σ (because the cluster size occurs in the denominator of the sums that we are interested in). Roughly speaking, we are going to show that almost all the vertices that fail to be rainbow have precisely two colors to choose from, and that these color choices can be made nearly independently. In effect, it is going to emerge that for a p-rainbow coloring the cluster size is about (1 − p) ln 2. The proof of Proposition 6.6 is going to be more or less immediate from this estimate. Technically, the implementation of this strategy requires a bit of work because we need to get a rather precise handle on the probability of certain "rare events". That is, we need to perform some large deviations analysis relatively accurately. More precisely, let us fix a probability distribution ρ on [k] that satisfies the first condition (6.6) in the definition of "nice" along with a map σ :
(Recall from Proposition 6.6 that C p,σ is the number of nice p-rainbow k-colorings in the cluster C * (σ), that A p,σ is the event that σ is p-rainbow, that Λ is the event that σ is a nice k-coloring of G(n, d), and that Z ′ is the number of k-colorings that fail to be nice.) Set
To estimate the two probabilities on the right hand side, we need to get a handle on the number of rainbow vertices and on the cluster size. To this end, we say that a vertex v is i-vacant in G(n, d) with respect to σ if σ(v) = i and if v does not have a neighbor in σ −1 (i). Furthermore, in order to deal with the conditioning on the event that σ ∈ Λ, we are going to work with the random multi-graph G(σ, µ) with µ a probability distribution on
in which σ is a "planted" k-coloring.
Proposition 7.1 Let µ is a probability distribution on
Then in the random multi-graph G(σ, µ) the following statements are true.
1. There exist p ′ , q satisfying (6.8) such that
2. Let V * be the set of vertices v such that there exist 1 ≤ j < j ′ ≤ k such that v is both j-vacant and j ′ -vacant. Then
We defer the proof of Proposition 7.1 to Section 7.2. In addition, in Section 7.3 we are going to prove that the j-vacant vertices do not span a lot of edges w.h.p. More precisely, we have
Proposition 7.2 With the notation and assumptions of Proposition 7.1, let V
Proof of Proposition 6.6. Given ρ, σ, let M be the set of all probability distributions µ on
Then Bayes' formula shows that
To get an intuitive picture, observe that V ′ contains all the sets V ij which are not "exceedingly" large. Let B p,σ be the event that either |V ′ | < (1 − p)(1 − ln −2/3 k)n or E > nk −1 ln −4/5 k. Then Propositions 7.1 and 7.2 and (7.3) imply
Suppose that σ ∈ Λ and that the event A p,σ occurs but B p,σ does not. Let V ′′ be the set of vertices v ∈ V ′ that are j-vacant and that are not adjacent to any other j-vacant vertex in V ′ for some j ∈ [k]. Because B p,σ does not occur, we have |V ′′ | ≥ (1 − p)(1 − 2 ln −2/3 k)n. Furthermore, for any subset S ⊂ V ′′ there exists a k-coloring τ such that τ (v) = σ(v) for all v ∈ S and τ (v) = σ(v) for all v ∈ V \ S. More precisely, since every vertex v ∈ S is j-vacant for some j = σ(v), we can set τ (v) = j. This yields a k-coloring because, by the construction of V ′′ , no two vertices in S that receive color j under τ are adjacent. Let C * (σ) denote the set of colorings τ that can be obtained in this way.
Because |V
In addition, any coloring τ ∈ C * (σ) has the exact same rainbow vertices as σ does, and thus their number is pn. Hence, if all the colorings in C * (σ) are nice, we have C p,σ ≥ |C * (σ)| ≥ 2 yp . Therefore, (7.4) yields
Together with (7.1) and (7.2), (7.5) implies
Summing (7.6) over all σ and using the bound (6.5) on the expected number yields the first part of Proposition 6.6. Finally, if p ∈ ∆, then for any p ′ , q satisfying (6.8) we have D KL (p ′ , q) ≥ 0.94/k. Therefore, the first part of Proposition 7.1 implies together with (6.5) and (7.3) that
Proof of Proposition 7.1
Clearly, whether a vertex is i-vacant or not only depends on the colors of its neighbors. Recall from Section 4 that for a given map σ and a probability distribution
configuration that respects σ and µ. Furthermore, because we are only interested in the colors of the neighbors of the vertices, we let Γ *
To describe the distribution of the random map Γ * σ,µ in simpler terms, let g σ,µ = (g(v, j)) j∈[k],v∈Vj be a family of independent [k]-valued random variables such that
Let B µ be the event that |{v ∈ V j : g(v, j) = i}| = µ ij dn for all i, j ∈ [k] . Then we have the following multivariate analogue of Lemma 2.4 (the binomial approximation to the hypergeometric distribution).
Fact 7.3 For any event E we have
Armed with Fact 7.3, we can analyze the number of j-vacant vertices fairly easily.
Lemma 7.4 Let U
* be the number of vertices v ∈ V such that for two distinct colors j, j
Proof. For a vertex v and colors j, j
. Because the (g(v, l)) l∈ [d] are mutually independent, we have
Our assumptions (6.6) and (6.7) on ρ and µ ensure that
Because this estimate holds for all v, j, j ′ and since the (g(v, l)) v∈V,l∈ [d] are mutually independent, we conclude that U * is stochastically dominated by a binomial random variable Bin(n, k −1.9 ). Therefore, the Chernoff bound (Lemma 2.2) yields
Proof. Let I be the set of pairs (i, j) such that
Our assumptions (6.6) and (6.7) on ρ, µ ensure that |I| ≥ k 2 − 2 ln 9 k. Let U I be the number of vertices v ∈ V i that are j-vacant for a pair (i, j) ∈ I, and let UĪ be the number j-vacant v ∈ V i with (i, j) ∈ I. Then U I ≤ U ≤ U I + UĪ. We are going to estimate U I , UĪ separately.
Assume that (i, j) ∈ I. The probability that a vertex v ∈ V i is j-vacant in g σ,µ is
Furthermore, if j ′ ∈ {i, j} is another index such that (i, j ′ ) ∈ I, then the probability that v ∈ V i is both j-vacant and j ′ -vacant in g σ,µ is
Hence, by inclusion/exclusion the probability that v is j-vacant in g σ,µ for some j with (i, j) ∈ I is
Because the events {v is j-vacant in g σ,µ } are mutually independent for all v by the definition of g σ,µ , (7.7) implies that U I is stochastically dominated by a random variable with distribution Bin(n, q * ) with parameter q * = k −1 (1 + O k (ln −4 k))). On the other hand, (7.7) also implies that U I stochastically dominates a random variable with distribution Bin(n, q * ) with another q * = k To estimate UĪ, we observe that our assumption on µ, ρ ensures that for any i ∈ [k], j ∈ [k] \ {i} and any v ∈ V i we have
Letn be the number of vertices v that belong to a class V i such that (i, j) ∈ I for some j ∈ [k]. Thenn ≤ 1.01n ln 9 k/k because | [k] 2 \I| ≤ ln 9 k and because (6.6) ensures that |V i | = ρ i n ≤ 1.01/k for all i. Hence, (7.9) implies that UĪ is stochastically dominated by a random variable with distribution Bin(⌈1.01n ln 9 k/k⌉, ln 9 k/k 1.9 ), i.e., for any ν ≥ 0 we have P [UĪ ≥ ν] ≤ P Bin(⌈1.01n ln 9 k/k⌉, ln 9 k/k 1.9 ) ≥ ν . Suppose that ν = (1 − p)n is an integer. Since U I ≤ U ≤ U I + UĪ, (7.11) yields
Hence, consider a number p ′ = p + O k (k −1 ln −7/8 k). Then (7.8) shows that there exists q The assertion follows from (7.12) and (7.13). ✷ Due to Lemma 7.4 it suffices to prove that P Û ′ > n k ln 3/4 k ≤ exp −nΩ k (ln 1/9 k/k) . (7.14)
To establish (7.14) we use a first moment argument. Let I ⊂ [k] 2 be a set of pairs (i, j) such that i = j.
Moreover, let s = (s ij ) i,j∈I be a family of non-negative integers such that s ij > n/k 2.9 for all (i, j) ∈ I and Let E(S) be the event that for all (i, j) ∈ I the vertices v ∈ S ij are j-vacant in g σ,µ , and let E(s) be the event that there exists S satisfying (7.16) such that E(S) occurs. Clearly, ifÛ > nk −1 ln −3/4 k, then E(s) occurs for some I and some s satisfying (7.15) . Thus, we need to bound P [E(s)].
We begin by estimating P [E(S)]. Consider a vertex v ∈ S ij for some (i, j) ∈ I. Our assumptions (6.6) and (6.7) on µ and ρ ensure that
Since these events occur independently for all v ∈ S ij and because the sets S ij are pairwise disjoint, we obtain Since the total number of sets I and vectors s satisfying (7.15) is bounded by a polynomial in n, the assertion follows from (7.19) . ✷ Finally, Proposition 7.1 follows by combining Fact 7.3 with Lemmas 7.4, 7.5 and 7.6.
Proof of Proposition 7.2
The proof is based on a first moment argument. Let V i = σ −1 (i) for all i ∈ [k]. Let I ⊂ [k] 2 be a set of pairs (i, j) such that i = j. Moreover, let s = (s ij ) (i,j)∈I be a non-negative integer vector such that 0 < s ij ≤ k −2.9 n for all (i, j) ∈ I and 0.01 Further, let S = (S ij ) (i,j)∈I be a family of pairwise disjoint sets such that S ij ⊂ V i and |S ij | = s ij for all (i, j) ∈ I. (7.21)
In addition, let Q be a set of edges of the complete graph on V × [d] such that the following is true.
We have |Q| = ⌈nk −1 ln −4/5 k⌉. Moreover, for any edge {(v, l), (v ′ , l ′ )} ∈ Q there exist indices i, i ′ , j such that i = i ′ , (i, j) ∈ I, (i ′ , j) ∈ I, v ∈ S ij , v ′ ∈ S i ′ j . (7.22) In words, any edge in Q connects clones of vertices in sets S ij , S i ′ j with i = i ′ . Now, let E(S, Q) be the event that the vertices in S ij are j-vacant for all (i, j) ∈ I and that the matching Γ σ,µ contains Q. Furthermore, let E(S) be the event that E(S, Q) occurs for some Q satisfying (7.22) , let E(s) be the event that E(S) occurs for some S satisfying (7.21), and let E be the event that E(s) occurs for some s that satisfies (7.20) . If E > nk −1 ln −4/5 k, then the event E occurs. Hence, our task is to prove that P [E] ≤ exp(−Ω k (ln 1/9 k/k)n). To establish (7.23), we are going to work our way from bounding P[E(S, Q)] to bounding P[E]. Let us begin with the following simple bound on the probability that the edges Q occur in Γ σ,µ .
Lemma 7.7
Suppose that s, S and Q satisfy (7.20) - (7.22) . Then P [Q ⊂ Γ σ,µ ] ≤ Since (7.22) provides that |Q|/n ∼ k −1 ln −4/5 k, we see that
Now, let I ′ be the set of all (i, j) ∈ I such that
Then (7.25) implies together with our assumption on ρ, µ that
Furthermore, for (i, j) ∈ I ′ we let
In other words, S ′ ij contains all v ∈ S ij that occur in no more than k 7/8 edges in Q. The bound (7.24) Furthermore, as |S ij | ≤ k −2.9 n for all (i, j) ∈ I, we have (i,j)∈I\I ′ |S ij | ≤ |I \ I ′ |k −2.9 n ≤ k −2.8 n [due to (7.26) ].
Combining these two bounds, we see that s ′ ≥ s − k −15/8 n. Thus, (7.27 ) and (7.28) yield
as desired. ✷ Corollary 7.9 Suppose that s and S satisfy (7.20) and (7.21) . Let s = (i,j)∈I s ij . Then P [E(S)] ≤ exp −2s ln k − Ω k (ln 1/9 k/k)n .
Proof. Given s and S, let H = H(s, S) be the number of set Q that satisfy (7.22) . Any such set Q decomposes into sets Q j of edges joining two clones in i:(i,j)∈I S ij . Since |S ij | ≤ k and thus the assertion follows from (7.30) . ✷ Corollary 7.10 Suppose that s satisfies (7.20) . Then P [E(s)] ≤ exp −Ω k (ln 1/9 k/k)n .
Proof. For a given s let H = H(s) be the number of S satisfying (7.21). Let s = (i,j)∈I s ij . Because the uniform distribution maximizes the entropy, we have H ≤ n s k s ≤ exp s 1 + ln kn s = exp 2s ln k + O k (k −1 )n ; (7.31) the last inequality follows because (7.20) provides that s = Θ k (k −1 )n. The assertion follows from (7.31), Corollary 7.9 and the union bound. ✷ Finally, as there is only a polynomial number n O(1) of vectors s that satisfy (7.20), Corollary 7.10 implies (7.23), whence the proof of Proposition 7.2 is complete.
