The kinematics of a hovering wing are optimized by combining the 2-d unsteady vortex lattice method with a hybrid of global and local optimization algorithms. The objective is to minimize the required aerodynamic power under a lift constraint. The hybrid optimization is used to efficiently navigate the complex design space due to wing-wake interference present in hovering aerodynamics. The flapping wing is chosen so that its chord length and flapping frequency match the morphological and flight properties of two insects with different masses. The results suggest that imposing a delay between the different oscillatory motions defining the flapping kinematics, and controlling the way through which the wing rotates at the end of each half stroke can improve aerodynamic power under a lift constraint. Furthermore, our optimization analysis identified optimal kinematics that agree fairly well with observed insect kinematics, as well as previously published numerical results.
INTRODUCTION
Micro air vehicles (MAVs) are small flying vehicles that are expected to operate in urban environments where they could be subjected to harsh conditions (varying turbulence and gusts). MAVs must be also properly designed to meet performance requirements including high manoeuvrability at low speeds, high lift to sustain flight, hovering capabilities, and mission endurance. Furthermore, enhancing aerodynamic performance of flapping MAVs by minimizing the power consumption is of critical importance, as the on-board energy budget is very limited and needs to be carefully managed. This energy is directly related to the size of the vehicle and strongly influences other parameters in the constraints imposed by the mission. The aforementioned capabilities can be achieved through two propulsion mechanisms: rotating helicopter blades or flapping wings [1] . It is widely believed in the MAV community that flapping wings offer greater efficiency, especially at small scales [2] [3] [4] ; an observation based on efficiency of flights of insects and birds. These flyers exploit unsteady aerodynamics effects to enhance the flight efficiency [2, [4] [5] [6] [7] .
Simulating the complicated physical aspects associated with flapping and hovering flights is often attempted with high-fidelity numerical models (e.g., Navier-Stokes solvers), but the extensive computational resources and time associated with the use of these tools limit their ability to conduct optimization, perform sensitivity analysis or combine the kinematics with control strategies. As such, there is a need to develop computationally-efficient simulation tools for modeling, analysis, and design of flapping wings. Different flow models have been used to predict the aerodynamic behavior of flapping wings within the required accuracy and computational cost [3, 5, [8] [9] [10] [11] . For instance, several research efforts have considered the use of the unsteady vortex lattice method for the analysis of flapping wings in forward and hovering flights [9, 10, [12] [13] [14] [15] [16] [17] [18] . In a review paper, Shyy et al. [2] presented a literature survey on the main progress in flapping-wing aerodynamics and aeroelasticity. They noted the fundamental elements that need to be included in an aerodynamic model to capture the physics of flapping wings within the required accuracy. With the exception of leading-edge vortex, these elements are included in the aerodynamic model considered in the present study.
For optimization, generic simulations that are based on sweeping through a large parameter space would require excessive computational costs. This is especially true for high fidelity simulations that are already computationally expensive for a single run. Consequently, an optimization approach that enables an efficient way to identify the optimal set of parameters yielding good performance (sufficient lift, minimum power consumption) would be useful. Soueid et al. [19] carried out the optimization of the kinematics of a flapping airfoil by controlling the parameters of the analytical expressions governing the heave and pitch motions. Their approach is based on numerical simulations for low Reynolds number configurations to compute the gradient of a cost functional related to a measure of flapping wing performance. Milano and Gharib [20] coupled a genetic algorithm to an experimental apparatus with a two degree of freedom flapping rectangular plate to maximize average lift force. Culbreth et al. [21] combined high-fidelity 2D and 3D Navier-Stokes solvers with a gradient-based optimization algorithm to optimize the aerodynamic performance of flapping wings in terms of propulsive efficiency. Of interest, they found that including pitching and twisting in the flapping motion can significantly improve the attainable propulsive efficiency through delaying the onset of leading edge separation. Berman and Wang [11] used a quasi-steady representation to model hovering insect flights. This model was initially formulated to study the motion of a free-falling plate and based on a blade-element theory. They combined the aerodynamic model with a hybrid optimization algorithm using a genetic algorithm and a gradient-based optimizer to identify the optimal wing kinematics which minimize power consumption under a lift constraint to hold the weight of the insect. Their optimization study yielded kinematics which are qualitatively and quantitatively similar to data measured on flying insects. Later, Kurdi et al. [22] performed a similar analysis to that of Berman and Wang [11] , but used a spline-based kinematic parametrization rather than trigonometric functions. In a recent paper, Ghommem et al. [10] performed a design optimization of a flapping wing in forward flight with a global approach. The goal of their study was to maximize the propulsive efficiency under lift and thrust constraints by changing the shape of the wing. They found that providing more flexibility for wing morphing improves the design and leads to higher efficiencies.
In this effort, an efficient search for optimal kinematics of a flapping wing that minimize the aerodynamic power under a lift constraint in a hovering flight is performed. The optimization is performed using a hybrid of global and gradient-based optimization algorithms. The hybrid optimization approach is observed to efficiently navigate the complex design space, resulting from the wing-wake interference inherent in hovering aerodynamics, in an economical manner. The aerodynamic model is based on the unsteady vortex lattice method (UVLM). Unlike direct numerical simulation (DNS) methods that are very expensive in terms of computational resources, UVLM presents a good compromise between computational cost and fidelity. The flapping wing is chosen so that its chord length and flapping frequency match the morphological and flight properties of two insects with different masses. The optimized kinematics are compared to experimentally measured and previous optimized kinematics obtained with the quasi-steady approximation.
AERODYNAMIC MODELING OF HOVERING FLIGHTS 2.1. Unsteady vortex lattice method
The unsteady flow around the flat-plate airfoil is modeled using an inviscid, potential flow model, based on the unsteady vortex lattice method (UVLM). This method has been used extensively to determine aerodynamic loads and aeroelastic responses [9, 10, [12] [13] [14] [15] [16] [17] [18] [23] [24] [25] . Fitzgerald et al. [12] implemented two computational approaches with different fidelity levels to examine flexible hovering wings. In one approach, the fluid model was based on the full Navier-Stokes equations for viscous incompressible flow. In a second approach, a UVLM-based approach was used to quantify the aerodynamic quantities. In most of the cases considered in their study, the UVLM showed a good predictive capability. As such, they concluded that UVLM is suitable to perform preliminary design studies of hovering wings.
In UVLM, it is assumed that the flow field is inviscid everywhere except in the boundary layers and the wake. A set of discrete vortices is placed on the plate to represent a viscous shear (boundary) layer in the limit of infinite Reynolds number. The position of, and circulation around, the vortices in the wake, and the circulations around the vortices on the plate are unknowns. The velocity field associated with these vortices is calculated using the Biot-Savart law. The plate is divided into a number of piecewise straight line segments or panels. In each panel, a point vortex is placed at the one-quarter chord position, and the no-penetration condition is imposed at the three quarter chord position, called the control point. Figure 1 shows a schematic of the flat plate with the panels, each of them having a concentrated vortex located at xv(i), and a control point located at xc(i). As shown in Figure 1 two coordinate systems are introduced to describe the motion of the plate: an inertial reference frame (X, Y) and a body-fixed frame (x, y). The body is assumed to translate along two directions and rotate about a pitch point E.
The vorticity is introduced into the wake by shedding point vortices from the trailing edge. To render the wake force-free, these vortices travel with the fluid particle velocity and their individual circulations remain constant. These vortices influence the flowfield around the flat plate. Because they were generated previously in the motion, the flow around, and hence the aerodynamic loads on the plate, depend on the history of the motion, unlike the blade-element model which makes use of the quasisteady aerodynamics. The aerodynamic loads are computed by integrating the pressure difference, determined from the unsteady Bernoulli equation, over the whole plate surface. More details on the implementation of UVLM can be found in [26] [27] [28] . To test the capability of our aerodynamic tool, we consider the cases of unsteady flows past plunging and pitching airfoils in uniform stream and compare our results with those obtained from previous works based on UVLM and two-dimensional Navier-Stokes simulations. Similar to Liang et al. [29] , we prescribe the airfoil plunge motion as Y (t) = h · c sin(2πf ) where c is the chord length, h is the nondimensional plunge amplitude, and f is the frequency. The Strouhal number Sr = 2πf hc/U ∞ , where U ∞ is the freestream velocity, determines the degree of unsteadiness of the plunging motion. We set h and Sr equal to 0.12 and 1.5, respectively, and show in Figure 2 (a) a comparison of the lift coefficient predicted from the current model, numerical simulations based on UVLM by Nuhait and Zedan [28] , and that obtained by Liang et al. [29] using a high-order spectral difference method. Note that the numerical computations by Liang et al. [29] are performed on an airfoil at Re=1850. Both results agree fairly well. There is a small difference in the lift coefficient. The discrepancy between the two sets of data is most likely due to viscous effects [29] and airfoil thickness which have not been accounted for in this formulation of the UVLM model.
In Figure 3 (a), we plot the position of the shed vorticity behind the plunging airfoil as obtained from the current UVLM and from Navier-Stokes simulations by Liang et al. [29] . Similar vortical structures can be observed. Both plots show a deflected wake where counterrotating vortices (the vortex strength is represented by different colors) are convected at an angle with respect to the freestream direction. In Figure 3 (b), we plot the position of the shed vorticity behind a pitching airfoil with an amplitude of 2å nd a reduced frequency of k = πfc/U ∞ = 6.68. The airfoil pitches about the quarter chord. Clearly, UVLM has acceptable predictive capability concerning the main flow features behind the pitching airfoil. 
Flapping wing kinematics
Over one cycle, the motion of the flapping wing can be defined by a combination of translations and angular oscillations. In this work, the flapping motion is based on trigonometric functions given by [30] : (1) This form of the trigonometric functions was obtained by fitting kinematic data determined from empirical studies performed on insects [31, 32] . The translation motion consists of two halfstrokes: the downstroke and the upstroke. At the end of each half-stroke, the rotational motion causes the plate to change its direction for the subsequent half-stroke. The stroke pattern involves seven control parameters: three amplitudes, one frequency, two phase angles, and one sharpness parameter. In the present study, the frequency will be assigned values of 26.1 Hz (hawkmoth) and 116Hz (bumblebee) as given by [11] . The angle ψ η specifies the timing of the rotation relative to the xtranslation. For synchronized rotation (i.e. ψ η = 0°), the rotation occurs at the end of the x-translation cycle while setting ψ η equal to a nonzero value causes the rotation to initiate either before or after the translation changes direction. The parameter κ represents the flipping of the plate between positive and negative inclinations at the ends of the flapping cycle. Larger values of κ provide a more sudden snap-like rotation (see Figure 4 ).
We show in Figure 5 the vorticity contours that develop with a flapping wing. This plot was generated by computing the velocity components at each of the grid points in the green shaded rectangular region. Along the two phases of the stroke, strong vortical structures of opposite signs form and drift vertically downward. This entrains the fluid between them which produces a downward jet flow that is responsible for lift. 
KINEMATICS OPTIMIZATION
One important issue to be addressed is the identification of the optimal flapping wing kinematics to meet some aerodynamic performance specifications. In this study, we consider a flapping airfoil in hover flight and select its chord length and flapping frequency to match the morphological and flight properties of the hawkmoth and bumblebee as shown in Table 1 . The two flying animals, whose masses and flapping frequencies vary by approximately two orders of magnitude, are chosen to analyze the effect of unsteady flow on the flapping kinematics. Next, we combine our aerodynamic tool (UVLM) with global and local optimization algorithms to determine an optimal configuration that minimizes the required power while satisfying the lift constraint. 
Problem formulation
One goal of MAV design is to trim the vehicle (i.e., generate enough aerodynamic lift to offset the weight) under a minimum amount of required power. To this end, we solve the kinematic optimization problem subject to bound constraints that can be formulated as Here, P(v) is the aerodynamic power defined by the product of the pressure difference and the normal component of the velocity integrated over the wing surface and L(v) is the lift force. M is the body's mass and g is the gravitational constant. The overline denotes a time-averaged quantity and v is the vector of control parameters consisting of amplitudes, phase angles, and sharpness parameter of the flapping motion, D = {v ∈ R n  l ≤ v ≤ u} is an n-dimensional bounding box as will be defined next. For the sake of simplicity, the lift and aerodynamic power predicted from the 2-D UVLM are multiplied by the span length corresponding to the wing of each of the mentioned insects. The global search optimization tool, which will be defined below, uses a penalty function approach to enforce the lift constraint. The optimization problem is then rewritten as where α is a penalty parameter and set to 1000, and An alternative approach that avoids the use of penalty parameters is to simply set the aerodynamic power P equal to a higjl value whenever the constraint is violated.
The optimization procedure is based on a hybrid of two optimization algorithms: DIRECT and GCMMA. DIRECT [33] [34] [35] is a deterministic direct search global algorithm that does not require any knowledge of the objective function gradient. It uses information obtained from sampled points in the domain to decide where to search. In one iteration, DIRECT selects and subdivides subregions (boxes) of the feasible design space that are most likely to contain the global optimum point. Figure 6 shows the boxes produced and points sampled by DIRECT (as implemented in the Fortran 95 package VTDIRECT95) for a generic two-parameter problem over a square design space. DIRECT does not conduct a naive exhaustive search, but nevertheless finding a globally optimum point requires exploring every portion of D, and in high dimensions which can be very expensive. Comparisons of the direct search method with nondeterministic methods (e.g., genetic optimization algorithms) as reported in [33] [34] [35] [36] [37] showed the superiority of the former approach in finding the true global optimum point. This justifies our choice for the direct search method as the global optimizer in our present study. GCMMA [38, 39] is a globally convergent (to a stationary point, not necessarily a global solution) method of moving asymptotes. It is a gradient-based method and employs conservative convex separable approximations for solving inequality constrained nonlinear programming problems (minimization problems with less than or equal to constraints). It searches by generating approximate subproblems at each iteration, in which both the objective and constraint functions are replaced by convex functions. The construction of these approximating functions is based mainly on gradient information at the current iteration point in the design space. GCMMA is a variant of the well-known sequential approximate optimization and the standard sequential quadratic programming using in mathematical programming.
To carry out the optimization, a global search is first performed by VTDIRECT95 until one of the stopping conditions is reached. These conditions are a limit on the number of iterations and function evaluations and a minimum value for the change in the objective function. Then, a local search with GCMMA, using the best point found by VTDIRECT95 as a starting point, is carried out to accelerate the convergence to the optimal points.
Results and discussion
We consider the variations of six parameters for the flapping-wing kinematics, namely A x , A y , A η , ψ y , ψ η , and κ (the frequency f was assigned values as given in [11] ). The upper and lower bounds are presented in Table 2 . Results for the kinematics, dimensionless lift force L -* , and aerodynamic power for wings simulating the hawkmoth and bumblebee are given in Table 3 . For both cases, the required power is strongly influenced by the selection of the parameters, especially, the phases and sharpness. Imposing a delay between the different oscillatory motions by appropriately specifying their phase angles and controlling the way through which the wing rotates at the end of each half stroke by varying the sharpness parameter κ minimize the required power to produce the desired aerodynamic forces. As expected, for all optimal cases the needed lift force to support the mass of the insect is produced exactly. In fact, additional lift generation would require an increase in aerodynamic power, and so the lift constraint is always expected to be active. The orders of aerodynamic power in relation to the hover frequency as determined from the current optimizations are consistent with those predicted by Berman and Wang [11] . In comparison to the 37.56 mW and 5.45 mW optimal aerodynamic powers for the hawkmoth and bumblebee, respectively, obtained in this work, Berman and Wang [11] found respective powers of 25.04 mW and 2.37 mW. The differences in the results can be partly explained by the fact that they considered an elliptical, instead of a rectangular, planform. Furthermore, viscous effects that have been ignored in our present aerodynamic model can be responsible for the discrepancy observed in our optimal results when compared to those obtained by Berman and Wang [11] . To examine the eventual effect of the wing shape on the generation of aerodynamic power, the following analysis is conducted. The normal force applied on an infinitesimal slice of the wing is written as: (2) where ρ is the fluid density, c(r) is the chord length of the slice located at a distance r of away from the wing root, α is the angle of attack, V is the velocity of the wing, and C n is the normal force coefficient. The aerodynamic power is given by (3) In hover flight, the velocity V is equal to V = rφ˙. Here, φ is the stroke angle as will be defined in terms the x-translation below. Thus, the aerodynamic power can be expressed by (4) Clearly,
We assume that the chord length varies like half-ellipse along the wing radius; that is [11] 
where cis the average chord length and R is the wing root to tip radius. Figure 7 shows the wing shapes used in the present analysis and that performed by Berman and Wang [11] . For c(r) = c -, the corresponding location along the spanwise direction is .
Assuming a rigid wing, that is φ and α are constant along the wing span, letting P be the power per unit length computed at rand for a chord length c -(the power obtained from UVLM), and using Equation (5), we write (7) Considering a half-ellipse wing; that is (8) and using Equation (6), one obtains (9) The power used in the present analysis (when assuming a rectangular wing) is P rect = 2RP -. Thus,
From the above analysis, we conclude that considering a half-ellipse wing yields lower aerodynamic power. As such, the aerodynamic powers will be equal to 26.86 mW and 3.9 mW for the hawkmoth and bumblebee, respectively instead of 37.56 mW and 5.45 mW obtained for the rectangular wing. Having an acceptable agreement (≈ 7% error) with results obtained by Berman and Wang [11] when simulating hovering flight of the hawkmoth while accounting for the geometric effects implies that the LEV effects in this case may not be very significant when it comes to performance optimization. As such, the UVLM can be used as a first step to determine an optimal configuration for this range of frequencies.
Nevertheless, in a design process, this configuration should be checked at a later stage with a higher fidelity model. On the other hand, the larger difference between the aerodynamic power obtained in the present study and that of Berman and Wang [11] (≈ 64% error) for the higher frequency regime (the bumblebee case) implies that, over this regime, UVLM has limitations in simulating accurately hovering flights. Moreover, the higher aerodynamic powers obtained in the optimized configurations in comparison to those obtained by Berman and Wang [11] indicates that LEV presents an important favorable mechanism in hovering flights (i.e., it might be helpful in saving the required power). This observation is further verified by the fact that Berman and Wang [11] got a much lower aerodynamic power for the high-frequency case where the LEV effect is expected to be more significant.
The flapping motions that correspond to the obtained optimal kinematics are shown in Figure 8 . We note that the curves plotted in Figure 8 represent the trajectory of the wing's leading edge during one flapping cycle. For both cases, we observe a figure-8 motion. Smoother transitions between the two midstrokes and a symmetric path are obtained for the Hawkmoth case. This is due to the absence of the translational motion along the y-direction in the current optimal configuration. This aspect would be of benefit when designing the actuation mechanism of a flapping wing. Larger x-translation amplitude A x and higher pitching angle η are obtained for the bumblebee as shown in Table 3 . Furthermore, the motion in the y-direction is more heavily utilized when considering problems with higher frequency and smaller size (bumblebee case). This difference in the kinematics can also be associated with the interaction between the flapping wing and its wake. In fact, insects with smaller size may move in the vertical direction (y-direction) to entrain some previously shed wake vortices and recapture energy in order to improve its flight performance in terms of power consumption [6, 7, 40] . Clearly, based on the level of the unsteadiness associated with the flapping motion, specific kinematics need to be employed to control the flight performance and make it as efficient as possible. Next, we compare our optimized kinematics for the hawkmoth against those obtained numeri-cally by Berman and Wang [11] and experimentally by Willmott and Ellington [41] . To this end, we first express the translations used in our 2-d configuration in terms of the azimuthal (or stroke) angle φ and the elevation or deviation angle (the angle related to vertical displacement) θ. As shown in Table 3 , the optimal value of the amplitude of the vertical translation A y was found equal to zero. In this case, we have θ = 0°and δ x = rφ where r is the location of the cross section of the wing under study. We consider r = c and show in Figure 9 a comparison between the optimized hawkmoth hovering kinematics as determined by our present analysis, those obtained by Berman and Wang [11] , and the observed data from Willmott and Ellington [41] . It is interesting to note that the current optimized kinematics of the angles φ and η match better with the observed kinematics than those of Berman and Wang [11] . This result indicates that the leading-edge vortex (unaccounted for in the UVLM model) may not be critical for the hawkmoth flight. As for the θ motion, our analysis did not yield a translation in they-direction which translates to a zero value for θ. We should note here that adding a small ytranslation to our optimized results did not improve the performance in terms of aerodynamic power. Furthermore, the elevation angle θ observed in the experiments by Willmott and Ellington [41] can be attributed to the flexibility of wing. As for the bumblebee, the optimized kinematics obtained here did not match the optimized kinematics of Berman and Wang [11] . We note that Berman and Wang [11] account for LEV to some degree by introducing some empirical corrections for the translational and rotational lift coefficients. The fact that the level of agreement of optimized kinematics that are obtained from UVLM and quasisteady approaches (that account for LEV) depends on the hovering frequency implies that the impact of LEV depends on the hovering frequency. Furthermore, the LEV is a three-dimensional phenomenon and then the two-dimensional assumption made in modeling hovering flight adopted in our analysis can be responsible for the discrepancy observed in the bumblebee case study.
To assess the effectiveness of the different global, local and hybrid optimization approaches for this problem, we show in Figures 10 (a) and (b) the progress that the local optimizer GCMMA makes in minimizing the aerodynamic power when started from different points. In previous stud-ies [42] which aimed at identifying the optimal kinematics that maximize the propulsive efficiency of a flapping wing in forward flights, we found that the final optimal result was independent of the starting point, but this is not the case here. This indicates that the design space associated with the flapping kinematics in hovering flights is complex and contains many local minimum points. It is interesting to note that these minimum points are more separated for the bumblebee case. Fur-thermore, convergence for the bumblebee case is not as rapid as that of the hawkmoth, indicating a more complicated design space. In Figures 10 (c) and (d) , the lift convergence histories show that the lift constraint is active for all 120
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International Journal of Micro Air Vehicles Figure 10 : The aerodynamic power (upper plots) and normalized lift (lower plots) values at the best point found versus the number of evaluations for GCMMA using different initial conditions. cases and emphasizes the fact that GCMMA may converge to a lift-feasible power local minimum point, which in general may be quite inefficient compared to other optimum points. For both optimization cases, initiating the local search using the design points predicted from the global optimizer VTDIRECT95 leads to points with the lowest required aerodynamic power and in addition uses far fewer function evaluations (the optimizer found a solution in approximately ten iterations for the hawkmoth case and forty iterations for the bumblebee case). The hybrid of the two optimization algorithms speeds up and improves the search for the optimal point. In fact, VTDIRECT95 can accurately home in on the global optimum point if small enough boxes are used, however, this typically requires a relatively long time. On the other hand, there is no guarantee that GCMMA will home in on the global optimum, but the present hybrid procedure efficiently finds the global optimum point in a relatively short time.
Although the optimal results (especially, those obtained by Berman and Wang [11] based on a quasisteady model) compare fairly well with observed insect kinematics, these natural creatures may have other constraints (e.g., morphological details, flight control, power limitation ) which are not considered in the computational studies (present work and paper by Berman and Wang [11] ) which force them to adopt specific aerodynamically-efficient kinematics that satisfy these constraints. On the other hand, designing an artificial air vehicle would provide more flexibility in terms of material and geometry selection and actuation mechanism, and then their optimal motion may surpass the natural flapping motion. Thus, the aim of our optimization analysis is to furnish guidance for implementing efficient air vehicles rather than mimicking exactly insect flights.
SENSITIVITY ANALYSIS
To gain a better understanding of the reasons for which the obtained optimized kinematics minimize the required power of the hovering flight, the effects of perturbing the design parameters around the optimized kinematics are investigated. Figure 11 aerodynamic power P with each of the kinematics parameters (A x , A η , φ η , and κ) while keeping all others constant and equal to their optimized values (Hawkmoth case). The goal is to explain how the obtained kinematics enable the ability to produce power-efficient lift through looking at the impact of each parameter. Increasing the amplitude of x-translation A x (i.e., augmenting the stroke angle φ) yields higher lift and aerodynamic power. Thus, given the optimization's constraint (L * ≥ 1), the optimizer identifies a design point with the amplitude that enables to produce exactly of the amount of lift needed to support the mass (i.e., hits the lower bound of the lift constraint). The lift increases slightly with the amplitude of the pitch angle A η until a value around 41˚ and then decreases sharply. On the other hand, increasing A η along the range about the optimal value decreases monotonically the aerodynamic power. Hence, the optimal value is found to be the largest value of A η to get the minimum required lift. The phase angle ψ η seems to play an important role in the lift generation. The lift is maximized at 98˚ (at a value greater than required). Furthermore, larger values of ψ η yields higher aerodynamic powers. Thus, the smallest phase angle ψ η that meets the lift constraint is picked by the optimizer. For the sharpness parameter κ, increasing its amplitude results in more lift production, but also yields more sudden rotation which is accompanied with more aerodynamic power.
To gain insight into the physics associated with the impact of the sharpness parameter κ, the flow field around the flapping wing is generated and plotted in Figure 12 for varying values of κ.
We note that the flow field is obtained after three flapping cycles and only the sharpness parameter κ is varied while keeping all others kinematic parameters constant and equal to their optimized values given in Table 3 (Hawkmoth case). Setting κ equal to 1 (lower than κ = κ opt = 2) gives much lower lift than required without significant enhancement in terms of aerodynamic power. This can be explained by the deflected jet as shown in Figure 12 (a) while the flow is drifted more or less vertically downward in the optimal configuration (see Figure 12 (b) ). On the other hand, for κ = 3, higher aerodynamic power is obtained without significant increase in the lift. As such, similar features in the flow field are observed (see Figure 12 (c)). Figure 13 shows the velocity of x-translation (upper frame), angular velocity (second frame), dimensionless lift (third frame), and aerodynamic power (lower frame) for one flapping cycle. Results are presented for two different values of the sharpness parameter κ = 2, and 3. Two peaks are observed in both of the transient variations of lift and power. A major peak corresponds to the translational effects (reached when the magnitude of the translation velocity is maximum) and a secondary peak is associated with the rotational effects (reached near the maximum of the magnitude of the angular velocity). The secondary power peak is drastically affected by κ. As such, increasing the value of κ yields higher power peak as shown in Figure 13 (b) and then resulting in an increase in the aerodynamic power as can be seen in Figure 11 (d) . This is expected since increasing κ leads to higher angular acceleration for the wing and consequently for the surrounding fluid (non-circulatory or added mass effects) which would require additional amount of power to accelerate the surrounding fluid. This observation is consistent with results obtained by Berman and Wang [11] who allowed the sharpness parameter to vary from 0 to ∞ in their optimization analysis and found low value for the optimized kinematics.
CONCLUSION
In this work, the kinematics of a flapping wing in hovering flight are optimized by combining the the two-dimensional version of the unsteady vortex lattice method (UVLM) with a hybrid of global (direct search method) and local (gradient-based method) optimization algorithms that accelerates the convergence to the global optimum point. UVLM presents a great capability to capture unsteadiness aspects associated with hovering flights and remains computationally-tractable for conducting optimization analysis that requires many function evaluations. The objective is to minimize the required aerodynamic power to produce enough lift to sustain a hovering flight. The hybrid optimization method considered here is found to sweep the complex design space associated with hovering kinematics in an economical manner. The flapping wing is chosen so that its chord length and flapping frequency match the morphological and flight properties of insects with different masses. The choice aimed at simulating two flapping flights with different flow unsteadiness levels. Our analysis identified optimal kinematics that were compared with the observed data, as well as previously published numerical results. A fairly good agreement was found for the case of a wing having the geometric and flapping parameters of the hawkmoth. Some discrepancy was observed for the M. Ghommem bumblebee case implying that, over this regime, UVLM is not suitable for the simulation of highfrequency hovering flight. In fact, the leading-edge vortex (LEV) and viscous effects that are unaccounted for in the current UVLM model may have significant effect when hovering at high frequency. Furthermore, higher aerodynamic powers were obtained in our current optimized configurations in comparison to those obtained from a previous study that is based on an aerodynamic model which accounts to some extent for LEV. These results indicate that LEV has an important favorable effect in terms of saving the power.
