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Table 1 The example of occurrence frequencies.
?? a k1 k2 n1 n2 LRMLE(a)
?? 100 3,000 1,000 100,000 3.33
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Table 2 The tabulation table of binary outcomes trials.
Outcome
Trial Success Failure Total
1 k1 n1 − k1 n1
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Table 3 Bigrams contained in each dataset.
?? ?????
?? ????????
??? ??? ??? ???
91
Training 223,538 4,728,204 13,805 88,594
Validation 71,474 435,371 3,227 8,403
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?? ???? MLE EAP MMUE CI Proposed
?? 127 121 90 90 ???? 4 83 ?
?? 3,941 104 6,623 ???? ???? 1,657 113 ?
?? 2 2 1 62 19 1,370 4,226 ?
?? 1 1 1 1 28 3,391 5,912 ×


























?????????? [13]???????? [14], [15]?














































??????????? 2019/4 Vol. J102–D No. 4
? 2 ???????
















p(θ | Oj) ? θ ????????????p(θ) ? θ
????????????????????????


















????? 6 ?????????7. 1????? 5?
??????? (3)??????? 1,000?????



















































Fig. 3 Precisions for each iteration. For pattern learning, we only used journal
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Fig. 4 Precisions for each iteration. For pattern learning, we used top 1,000
instances which have high scores.
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