Abstract. Long-range corrected time-dependent density functional theory has been used to study the solvent effect on excited state properties of PCPDTBT:PCBM (Poly [2,6-(4,4-dimethyl-4H-cyclopenta[2,1-b:3,4-b′]-dithiophene)-alt-4,7-(2,1,3-benzothiadiazole)]:[6,6]-Phenyl-C61-butyric acid methyl ester) molecular system. A polarizable continuum model has been applied within the linear response (LR) and state-specific (SS) approaches to account for the dielectric environment. The results show that the influence of the solvent depends on the nature of the excitations. For neutral excitonic states that are essentially localized on a single molecule, the solvent has little or no effects on the excitation energies according to both solvent schemes. On the other hand, for states with a significant amount of charge transfer (CT), the SS approach predicts a sufficient decline in the excitation energy as the dielectric constant increases so that the CT state can be stabilized to the lowest excited state, whereas the LR counterpart shows almost no change. The comparison of two solvent approaches is discussed.
Solvent effects and charge transfer states in organic photovoltaics: a time-dependent density functional theory study on the PCPDTBT:PCBM low band gap system
Kangmin Liu, a Hao Li, b Sergei Tretiak, c and Vladimir Chernyak a, *
Introduction
Charge transfer (CT) is one of the most important processes in a variety of photochemical, photophysical, and biological phenomena. 1 In the process of light-to-electricity conversion occurring in organic solar cells, such as bulk heterojunction (BHJ) devices, excitons are created by absorbing photons in the electron donor domain and diffuse to the heterojunction interface to dissociate into free charges. Although intensive research effort has been made, the mechanism of free charge generation in BHJs is still unclear. More research suggests that interfacial charge transfer states (CTSs) play a significant role in the generation of free photocarriers. These states are also involved in singlet fission processes, thus providing a possible way to increase the conversion efficiency. 2 It has been proposed that high-lying singlet states, i.e., hot excitons, could directly convert to hot interfacial CTSs that immediately yield free charge carriers 3, 4 due to the excessive energy. On the other hand, there are experimental results 5, 6 suggesting that vibrationally equilibrated or cold CTSs could also serve as precursors of free polarons. In addition, the results of transient absorption spectroscopy reveal that the electric field generated by interfacial CTSs may affect the optical transitions in the surrounding molecules and cause ultrafast free charge generation. 7 We also notice other works such as the observation of polaronic signature within 100 fs but no further relaxation in the resonance Raman spectroscopy, which suggests direct exciton dissociation into free charges. 8 The mechanism of the resonant tunneling for delocalized excitons in the presence of strong vibronic coupling may also facilitate the ultrafast long-range charge separation. [9] [10] [11] Nevertheless, the CTS is a crucial factor in ultrafast charge separation processes in BHJ materials and deserves substantial research attention.
Electronic excitations in a multichromophoric system such as conjugated polymers are usually tightly bound excitons that are numerically difficult to characterize due to their many body nature. Compared with silicon semiconductors, the low dimensionality (quasione-dimensional or two-dimensional) and low relative permittivity of organic conjugated molecules strengthen the electron-hole interaction and result in relatively small exciton size and large exciton binding energy that cannot be perturbatively treated. Such a fact further complicates the theoretical simulation on the corresponding excited-state processes. Another difficulty in excited-state simulations comes from the interaction between the reacting molecular system and its surrounding polarizable media such as a solvent or solid-state matrix. Due to the difference in electrostatic dipole between excitations such as intermolecular CTSs and intramolecular excitations, quantitative modeling of the excited-state energetic alignment is a nontrivial computational task that requires methods not only to account for the aforementioned strong excitonic effect, but also to correctly model the polarizable environment with respect to the excitation.
Among all the OPV materials, BHJ devices composed of polymeric electron donors and fullerene-based electron acceptors have gained enormous attention due to their high-power conversion efficiency, low cost, and many technological advantages. 12, 13 The PCPDTBT:PCBM pair shown in Fig. 1 represents a promising BHJ family of a low band gap copolymer system because of the high charge mobility, good processability, optimal band gap of the PCPDTBT molecule, and the outstanding solubility of PCBM. [14] [15] [16] Although the excited-state properties of these materials have been studied by a variety of theoretical methods, 3, 17, 18 detailed investigation into solvent effects on electronic transitions is still lacking. The potentially strong dipole-dipole interaction between the BHJ matter and its surrounding medium may considerably affect excited-state properties and likewise the generation of free charges. Therefore, we performed quantum-chemical simulations to illustrate how the nearby dielectric environment affects electronic excitations, in particular CTSs, in BHJ complexes.
In this article, we conducted a computational investigation into the relation between the solvent polarity and the excited-state energetic alignment in an organic BHJ complex commonly used in photovoltaic devices within a range-corrected time-dependent density functional theory (TDDFT) framework. We begin with a brief overview of computational techniques for the prototype molecular complex in Sec. 2 and the computational details are specified in Sec. 3. The results are discussed in Sec. 4 regarding the calculation in vacuo and in solvent with varying dielectric constant. Our conclusions are summarized in Sec. 5.
Overview of Computational Methods
Generally in organic photovoltaics, the exciton binding energy and electron-hole separation lie between those of Frenkel excitons 19 and Wannier-Mott excitons. 20 Therefore, both excitonic and CT characters may exist simultaneously in the photoexcitations of conjugated compounds and such a fact further complicates the description of the corresponding electronic structures. [21] [22] [23] [24] [25] An intermolecular CT state is formed with prominent charge displacement between neighboring molecules and often followed by strong Stark effect due to its large electric dipole moment. In contrast, an excitonic (EX) state is associated with limited charge movement and the electron and hole are relatively tightly bounded. Therefore, one can formally distinguish a CT state from EX states by examining the static dipole moments. However, the EX and CT characters often coexist in one excitation with varying degrees of mixing. Examination of the corresponding transition density matrix (to be specified in Sec. 3) provides a more accurate estimate of the CT characters for a given excited state.
In the past two decades, TDDFT has become a routine technique for excited-state computation because of its favorable accuracy-to-cost ratio. In the Kohn-Sham (KS) formalism, the Schrödinger equation in terms of noninteracting electron density can be solved by the self-consistent field method with the approximate exchange-correlation (XC) functional representing molecular Hamiltonian. The linear response TDDFT based on Casida's formulation has been widely used to compute electronic excitations and is programmed in a variety of electronic structure codes. 26 However, in case of the strong excitonic effect in conjugated structures, the TDDFT method often fails to predict excitonic effects, [27] [28] [29] the energies of CT excitations, 30, 31 as well as material band gaps and chemical reaction barriers. 32 Improvements can be achieved by introducing the charge/spin constraints on the electronic density obeying chemical intuition such as the constrained DFT method. [33] [34] [35] An alternative way to eliminate the delocalization error in XC functionals is to adopt hybrid functionals that involve nonlocal exchange potential with range separation. 36, 37 CAM-B3LYP, 38 ω97X, 39 and screened range-separated hybrid (SRSH) 40 are examples of long-range-corrected models, where the exchange potentials at short and long ranges are separately approximated.
The other concern in the simulation of CTS comes from the interaction between the reacting molecular system and its surrounding polarizable media such as a solvent or solid state. The environmental polarization can alter the excited-state electronic structure of the solute and vice versa. 41 In organic semiconductors, the CTSs are notably sensitive to the nearby solvent polarization because of their large electrostatic dipoles. 42, 43 The CT excitations in solution may be computed by adopting basic continuum models, where the solvent is a continuum dielectric hosting the solute in a cavity. 35 An example of such an approach is the LR-TDDFT method, which, however, often underestimates the CT energy correction because the solvent polarization is evaluated from the transition density rather than the excited-state density. [44] [45] [46] One way to address this deficiency is the so-called state-specific (SS) solvation approach, in which the correction on the transition energy is computed by making the excited-state density self-consistent with the corresponding solvent polarization. As shown in previous studies, [46] [47] [48] [49] [50] the SS approach is generally reliable to determine energy correction associated with the charge redistribution of the solute upon the electronic transition.
The van der Waals interactions between molecules are essential in determining molecular structures and conformations for large molecules and aggregates. 51, 52 A prevalent way to account for these interactions is to add empirical dispersion corrections to the underlying functional. Popular models include Petersson-Frisch 53 and Grimme's 54-56 models, which are reliable to use together with a variety of XC functionals when computing large molecular systems.
Considering all aforementioned factors, a lot of studies on the CT transitions in organic semiconductors have been conducted using different techniques. For example, the energetics of CT excitations at organic interfaces has been calculated based on SRSH functional. 57 This study demonstrated agreement with the experimental values for the CTS energies of the donor/acceptor complexes of pentacene with C60 and poly-3-hexylthiophene (P3HT) with PCBM. Zheng and coworkers 35 have developed several protocols to compute CT state energies for conjugated molecules in polar solvent. By employing the Baer-Neuhauser-Livshits (BNL) functional and polarizable continuum model (PCM) for solvent effect in the constrained DFT method, they showed that solvation can considerably affect the CTS energies. This observation successfully explained the enhanced red-shift between the absorption and emission spectra of stilbene-functionalized octahedral silsesquioxanes. 58 A similar protocol reproduces also the solvated CTS energies for a series of functionalized anthracene and tetracyanoethylene dimers. 35 Nieman et al. 59 employed TDDFT with range-corrected CAM-B3LYP functional to simulate the CTSs in fullerenes:P3HT complex separated by aligned oligothiophenes. Combined with experimental studies, their work revealed that the CT process can be facilitated by the dielectric environment. In this article, we investigated the CTS properties in another widely used BHJ family PCPDTBT:PCBM complex with respect to solvent polarity, for the first time to the best of our knowledge, under the range-corrected DFT framework.
Computational Details
Here we focus on the low-lying electronic singlet states in the BHJ complex of PCPDTBT: PCBM. Detailed ab initio simulations on dynamical processes in real BHJ aggregates are currently numerically forbidden due to the large dimension of the system and the complexity arising from the configuration of the mixture. Therefore, in this work, we simplify the donor-acceptor interface as a molecular model that consists of a tetramer of the donor oligomer and a single buckyball. Such a simplified model allows extensive numerical simulations by probing the effects of several density functionals, geometries, and a broad range of dielectric constants, thus delivering detailed information on the solvent effect on the energylevel alignment. Because the optical band gap in PCPDTBT tends to saturate for oligomers with four repeat units, 15, 17 PCPDTBT tetramer is selected to minimize the numerical cost and retain the essential physics of interest. Our computational model is an approximation to the experimental polymer: fullerene blend: it neglects the effects of intramolecular delocalizations beyond the oligomer length, geometrical conformations due to solid-state packing, and the effects of intermolecular interactions with neighboring polymers and fullerenes that may also perturb the excited state alignment. The lowest 20 vertical excitations for the oligomer, the buckyball, and their complex have been calculated both in vacuo and in solvent environment with varying static dielectric constant using the DFT/TDDFT method. The density of states of the excitonic states in the individual PCPDTBT and PCBM have been calculated, respectively, whereas the CT character for the intermolecular CT excitations has been evaluated from the calculation of the dimers.
LC hybrid functionals CAM-B3LYP 38 and ωB97XD 60 have been employed together with 6-31G(d) basis set for both ground-state structure optimizations and excited-state calculations. The 6-31G(d) basis was shown to be sufficient in the simulations of BHJ systems in the comparison with larger cc-pVTZ basis. 35 The Coulomb-attenuating method is used in CAM-B3LYP functional to modulate the fraction orbital exchange in the XC functional within the range of 19% to 65%. To describe intermolecular dispersion interactions binding the dimer, Grimme's dispersion correction has been applied together with CAM-B3LYP functional to the DFT-D2 and DFT-D3 levels, 55, 56 hereafter referred to as GD2 and GD3. Compared with CAM-B3LYP, the ωB97XD functional includes more orbital exchange varying from 22% to 100%. In addition, the empirical dispersion correction is already built in ωB97XD functional.
We optimized the ground-state geometries of both PCPDTBT and PCBM monomers in vacuo using the three functional models. Then, the optimized monomer structures were combined together by placing the fullerene above the center of the PCPDTBT molecule. Being specific, the initial complex is oriented such that the center of PCBM is aligned with the second benzothiadiazole segment with the closest interatomic distance of 3.1 Å, whereas the side group of PCBM is placed away from PCPDTBT to minimize the steric hindrance. The complex of PCPDTBT:PCBM was subject to further ground-state optimization in vacuo with the respective functionals. Different initial dimer configurations have been approached with the consideration of maximizing the π − π stacking and minimizing the steric hindrance, so that we could find the global optimal structures. The simulation in solution was performed using PCM 44 with varying dielectric constant. First, we have evaluated the solvent effect on excited states at the LR TDDFT level. 61 Here the calculations do not require the excited-state density explicitly, thus avoiding significant numerical cost. 47 We further performed the excited-state computation based on the SS approach, 50 in which the effective solvent potential directly depends on the excited state density.
In case of vertical excitation, the nonequilibrium solvation procedure associated with fast solvent response requires optical dielectric constants in addition to the static counterpart. Both factors are involved in nonequilibrium solvation, but only the latter one is responsible for equilibrium states. Solvent permittivity including optical dielectric constant (ε ∞ ) and static dielectric constant (ε r ) can be specified for different solvents and solvation scenarios. As the dominant solvent effect comes from the static dielectric constant of the solvent, in this work, we focus on the solvent effect of static dielectric constant and leave the frequencydependent optical one for future study. Specifically, in all simulations the optical dielectric constant was fixed to ε ∞ ¼ 2.0 close to that of dichloromethane, whereas ε r was allowed to vary in the range of 3 < ε r < 30. All calculations were conducted with Gaussian 09 computational package. 62 We distinguish the intermolecular CT states from ordinary excitonic states by employing the so-called CT factor, which can be obtained by averaging over the respective matrix elements of the transition density matrix. 51, 63 The CT factor ranging from 0 to 1 represents completely localized excitation on a single molecule and CT transition, respectively. In the present work, we define excitations with CT factors >0.9 as intermolecular CT states, <0.1 as EX states, and the transitions with 0.1 < CT < 0.9 are referred to as hybrid states. 52 We focus on the energetics of the lowest CT state denoted by CT-1 and the lowest two EX states (EX-1 and EX-2), track how the solvent dielectric environment affects the CT character, and visualize the electronic excitations using the natural transition orbitals (NTOs) 64 and contour plots of the transition density matrices. 65 
Results and Discussion
Using optimal ground-state geometries for PCPDTBT, PCBM, and their complex, we computed 20 excited states in vacuo and in solvent with varied ε r . Obtained excitation energies, oscillator strengths, transition density matrices, and NTO analysis are detailed in Appendix A. We particularly focus on the lowest two excitonic states (EX-1,2) and the lowest CT state (CT-1).
Electronic Excitations in Vacuo
The simulated stick absorption spectra for 15 lowest states of PCPDTBT, PCBM, and the complex of PCPDTBT:PCBM computed in vacuo are shown in Fig. 2 . Detailed excited-state data including evaluated CT factors are tabulated in Tables 1-3 in Appendix A.
The spectra for the monomers calculated at the three TDDFT levels agree very well with each other in terms of both excitation energy and oscillator strength. As expected, the multiple excited states in PCPDTBT oligomer are optically allowed such as the lowest energy band-gap transition, which corresponds to the peak at 725 nm in its UV-Vis absorption spectrum associated with the S 0 → S 1 transition. 15 In contrast, almost all excitations in the PCBM are optically forbidden due to the high symmetry of the molecule.
To analyze and compare the EX/CT character in the complex, we visualized the excitations of interest using the respective NTOs and contour plots of the transition density matrices as shown in Figs. 3, 4 , and 6-8 in Appendix A. First, we notice that the lowest two excited states EX-1 and EX-2 in the complex are associated with the oligomer with their transition energies only slightly perturbed by the presence of the fullerene. Indeed, the lowest excitation is limited within the PCPDTBT moiety but delocalized over the entire oligomer, whereas the second excitation can be represented by the NTOs pairs, each involving half of the oligomer chain (Fig. 6 ).
This observation may be interpreted by the symmetry of the exciton wave function. 66 The CT transitions in a complex appear at much larger energies. Namely, the lowest observed CT state from the ωB97XD calculation has slightly higher transition energy and a stronger CT character than those obtained from CAM-B3LYP levels. Specifically, the lowest CT state in ωB97XD calculation corresponds to the eighth excited state with CT ¼ 0.95, whereas CT-1 obtained from CAM-B3LYP is attributed to the third excitation and CT ¼ 0.63 and 0.75 for GD2 and GD3 levels, respectively. The NTO representation in Fig. 3 qualitatively agrees with the Fig. 2 Stick absorption spectra of PCPDTBT, PCBM, and PCPDTBT:PCBM complex (from left to right) in vacuo computed at CAM-B3LYP/GD3 (top row), CAM-B3LYP/GD2 (middle row), and ωB97XD (bottom row). The x -axis denotes transition energies Ω, whereas the y -axis denotes Log 10 ðf Þ, f being unitless oscillator strength of a given transition. States are color-coded according to the CT factor, i.e., blue for EX states with CT ≤ 0.1, green for hybrid states with 0.1 < CT < 0.9, and red for CT states with CT ≥ 0.9. CT factors evaluated from the transition densities, e.g., CT-1 in ωB97XD carries more CT character, whereas the one determined from CAM-B3LYP/GD2 has the least. The two-dimensional contour plots (Fig. 4) of the transition density matrix for dimer states can be roughly interpreted as a 2 × 2 block matrix, in which the diagonal elements represent the excitation happening within each monomer, whereas the off-diagonal blocks indicate that the excitation transfers a charge from one moiety to the other. This representation already suggests a weak hybridization of the excitonic and CT character for all states in question. Thus, both the visualized NTOs and the contour plots of the transition density matrices confirm that excited states EX-1,2 occur in the oligomer moiety, whereas in the CT-1 state electrons are driven from PCPDTBT to the fullerene moiety.
Electronic Excitations in Solvent
We have singled out the states of our interest, EX-1,2 and CT-1, from the simulation in vacuo by examining the excitation nature and evaluating the CT factor. Here, we expose the PCPDTBT: PCBM dimer to the polarizable solvent environment with varied static dielectric constant, so that the solvent effect on electronic transitions may be illustrated. Both LR and SS solvations have been performed for all the simulations.
The dependence of transition energies for the states of interest of PCPDTBT:PCBM complex on the solvent polarity is shown in Fig. 5 . Note that in the panels of the upper row, the calculations use the ground-state geometries optimized in vacuo, whereas the lower panels show the results obtained with the ground-state geometries optimized in the presence of solvent with different dielectric constants. Detailed numerical results including excitation energy, oscillator strength, and CT factor can be found in Tables 4-9 in Appendices B and C. Comparison of these results indicates that further geometrical optimization is not necessary because the molecular configuration is essentially determined by the dispersive interactions and only weakly depends on the solvent. In the low-cost LR simulations, the solvatochromic shift (i.e., excitation energy difference between gas phase and solution) is small, and the solvent polarity has a little or no effect on all excitations. Overall, we observe variations in energies due to solvent within 0.01 eV for both excitonic and CT states in all three levels of simulations. Such weak solvent effect can be attributed to the LR approach in which the solvatochromic shift is computed from transition density, which tends to be small. More importantly, the CT factor of CT-1 state considerably diminishes with respect to the dielectric constant in CAM-B3LYP simulations, whereas the CT factors of EX-1,2 states are relatively stable (Fig. 9 in Appendix D). Such observation being opposed to physical intuition encourages us to adopt the more reliable SS approach. Here, a very significant decrease in the CT-1 energy (up to 0.4 eV) has been observed in all simulations using the SS solvation approach. In cases of CAM-B3LYP computation, the CT energy saturates when ε r ≥ 13, which can be easily found in common polar solvent. In addition, the CT factor of CT-1 state increases (0.95 in CAM-B3LYP) compared with the gas phase results (0.6 to 0.7). As expected, the solvent effects simulated by the SS approach are much less pronounced for the excitonic states EX-1,2 either in excitation energy or in the CT factor. Because the polar solvent affects the CT and EX states in different ways, we observed the different alignments of energetics. In CAM-B3LYP/GD3 calculation, the CT state, being the third excitation in gas phase, becomes the second excited state in low polarity case and becomes the lowest one when ε r ≥ 8. In other words, strong polar solvent can stabilize polarizable excitations by much larger solvatochromic shift and induce more polarized feature to the states. In the case of ωB97XD computations, a similar trend of energy change due to ε r is observed, although the decrease in CT-1 energy (<0.3 eV) is not as significant as those in CAM-B3LYP calculations. The CT factors of both excitonic and CT states are insensitive to the change in ε r for both LR and SS approaches.
The noticeable difference in the CTS stabilization between the three computational levels is essentially attributed to the different range-corrected properties taken into account in the functionals. As mentioned in Sec. 3, more fraction of orbital exchange included in ωB97XD functional indicates less delocalized electron effect. Therefore, we observed less CTS (a) (b) (c) stabilization due to the solvent effect as a direct result of weaker CT character in ωB97XD simulation compared with CAM-B3LYP counterparts. In addition, the difference in the dispersion correction results in different dimer configurations, in particular, the distance between the two molecules. We noticed that the separation between PCPDTBT and PCBM in ωB97XD simulation (≈3.12 Å) is slightly further than those in CAM-B3LYP calculations (≈3.09 Å), whereas the difference of distance between CAM-B3LYP simulations at GD2 and GD3 levels is >0.01 Å. Such observation follows an obvious fact that the intermolecular CTSs are very sensitive to the molecular distance and less likely to form in case of larger separation. The high internal quantum efficiency of charge separation is routinely achieved in the devices with PCPDTBT:PCBM mixture. This suggests that CT states are generally energetically favorable compared with the excitonic counterparts. In our simulations, we observe that CT-1 becomes lower than EX-1 only for a single modeling approach (CAM-B3LYP/GD3) for larger than the experimental value of the dielectric constant. Such observed under-stabilization of CT states is due to multiple effects. We have already discussed above sensitivity of CT state on the dispersion corrections and long-range-corrected model implementation in the DFT functional. It has been studied that neighboring chromophores also play an important role in the CTS stabilization. The enhanced red-shift of emissive CTS in silsesquioxane derivatives can be interpreted as the strong CT character between chromophores as well as the solvent effect. 58 Such enhanced CTS stabilization has also been illustrated in the TDDFT simulation of P3HT∶C 60 complex with oligothiophene spacer. Significant energy drop in CTS has been obtained in the BHJ complex spaced by three π-stacking oligomers compared with the counterpart with a single oligomer spacer. 59 Generally, more chromophores result in a higher degree of π-electron delocalization and hence possibly stronger CT character, which makes the state more stable in the concern of solvent effect. Considering the heterogeneous distribution of donor and acceptor in real BHJ materials, the CTS stabilization due to the solvent effect observed in the simplified molecular dimer will be enhanced taking into account the nearby chromophores. In addition, the electric field generated by interfacial charges in BHJ mixture may act similar as polar solvent does to further facilitate the formation of CT state by lowering its energy and optimize the overall power conversion efficiency. 7 Finally, vibrational stabilization of polar CT state is larger than neutral EX state, which may further facilitate energetic stabilization and formation of spatially separated polarons.
Conclusion
In this work, we have conducted a TDDFT investigation on how the solvent polarity affects the electronic excitations in the representative organic BHJ PCPDTBT:PCBM simplified as a molecular dimer. Range-corrected hybrid functionals CAM-B3LYP and ωB97XD have been used along with the dispersion correction within the empirical Grimme's models to account for weak intermolecular interactions. Two prevalent solvation approaches, the LR and SS approaches, have been applied and compared. Little-to-no solvent effect on the solute energetics and CT character has been observed from the result in the LR scheme, whereas the solvent effect is pronounced in the SS simulation in line with experimental observations and common physical sense. Being specific, the intermolecular CT state with large polarization is more sensitive to polar solvent than the homogeneous excitations, and such an effect is well simulated within the SS scheme. Based on the analysis of the NTOs and CT factors, we conclude that solvent with larger dielectric constant can lower the CT energy and aggravate the CT character but has little effect on the excitations with less charge redistribution.
In summary, the TDDFT method that combines long-range-corrected hybrid functional, dispersion correction, and a state-specific solvation model provides an efficient and correct approach to simulate the excited-state electronic structure in organic BHJ systems. We demonstrated the detailed characterization of CTS stabilization due to the polar solvent environment within the TDDFT framework for the first time for the representative PCPDTBT: PCBM system. We performed excited electronic structure calculations with three functional models. In Appendix A, we provide the results of the calculations in vacuo. The NTOs for EX-1, 2 are shown in Figs. 6-8, and the excitation energies and oscillator strength for the first 15 excited states of PCPDTBT, PCBM, and PCPDTBT:PCBM are included in Tables 1-3 , which correspond to the results calculated with the functional CAM-B3LYP/GD3/6-31G(d), CAM-B3LYP/ GD2/6-31G(d), and ωB97XD/6-31G(d), respectively. Fig. 7 NTOs of (a) EX-1 and (b) EX-2 states, both have two major contributing pairs, λ is the associated eigenvalue which represents the weights of the particle-hole pair contributes to the excitation. The HOTO and the LUTO are labeled. Computed by CAM-B3LYP/GD2/6-31G(d) in vacuo. 
Appendix B: Excited State Calculations in Solvent Based on Vacuum Geometries
In Appendix B, we provide the results of the calculations in solvent based on the geometries optimized in vacuo. Tables 4-6 correspond to functional CAM-B3LYP/6-31G(d) + GD3, CAM-B3LYP/6-31G(d) + GD2, and ωB97XD/6-31G(d), respectively. In each table, the excitation energy, oscillator strength, CT factor of EX-1, 2 and CT-1 in solvent with different polarity are shown with two solvent approaches, LR and SS. Table 4 Excitation energies, Ω, oscillator strength, f , and CT factors of the molecular pair of PCPDTBT:PCBM in solvent with varying static dielectric constant, ε. Three modes are of the main concern, the first two excitonic states (EX-1,2) and the charge transfer state (CT-1).
Computed by CAM-B3LYP/6-31G(d) using the LR and the SS approaches on the geometry optimized by the same functional with the empirical dispersion correction GD3. Table 5 Excitation energies, Ω, oscillator strength, f , and CT factors of the molecular pair of PCPDTBT:PCBM in solvent with varying static dielectric constant, ε. Three modes are of the main concern, the first two excitonic states (EX-1,2) and the charge transfer state (CT-1).
Computed by CAM-B3LYP/6-31G(d) using the LR and the SS approaches on the geometry optimized by the same functional with the empirical dispersion correction GD2.
CAM-B3LYP-GD2/6-31G(d) PCPDTBT:PCBM in solvent with vacuum geometry Table 6 Excitation energies, Ω, Oscillator strength, f , and CT factors of the molecular pair of PCPDTBT:PCBM in solvent with varying static dielectric constant, ε. Three modes are of the main concern, the first two excitonic states (EX-1,2) and the charge transfer state (CT-1).
Computed by ωB97XD/6-31G(d) using the LR and the SS approaches on the geometry optimized by the same functional. 
Appendix C: Excited State Calculations in Solvent Based on Solvated Geometries
The previous section examines the electronic properties based on vacuum geometries. In Appendix C, we provide the results of the calculations in solvent based on solvated geometries. Tables 7-9 correspond to functional CAM-B3LYP/6-31G(d) + GD3, CAM-B3LYP/6-31G(d) + GD2, and ωB97XD/6-31G(d), respectively. In each table, the excitation energy, oscillator strength, CT factor of EX-1, 2 and CT-1 in solvent with different polarity are shown with two solvent approaches, LR and SS. Table 7 Excitation energies, Ω, oscillator strength, f , and CT factors of the molecular pair of PCPDTBT:PCBM in solvent with varying static dielectric constant, ε. Three modes are of the main concern, the first two excitonic states (EX-1,2) and the charge transfer state (CT-1).
Computed by CAM-B3LYP/6-31G(d) using the LR and the SS approaches on the geometry optimized by the same functional with the empirical dispersion correction GD3.
CAM-B3LYP-GD3/6-31G(d) PCPDTBT:PCBM in solvent with solvated geometry Table 8 Excitation energies, Ω, oscillator strength, f , and CT factors of the molecular pair of PCPDTBT:PCBM in solvent with varying static dielectric constant, ε. Three modes are of the main concern, the first two excitonic states (EX-1,2) and the charge transfer state (CT-1).
Computed by CAM-B3LYP/6-31G(d) using the LR and the SS approaches on the geometry optimized by the same functional with the empirical dispersion correction GD2. Table 9 Excitation energies, Ω, oscillator strength, f , and CT factors of the molecular pair of PCPDTBT:PCBM in solvent with varying static dielectric constant, ε. Three modes are of the main concern, the first two excitonic states (EX-1,2) and the charge transfer state (CT-1).
Computed by ωB97XD/6-31G(d) using the LR and the SS approaches on the geometry optimized by the same functional. To further examine the solvent effect on the excited electronic properties, we obtained the optimized geometries both in vacuo and in solvent, and then we calculated the CT factor for three excited states EX-1, 2 and CT-1 in solvent environment with varying dielectric constant.
In Fig. 9 , the first row represents the results based on the vacuum geometries, and the second 
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