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Abstract- The optimization versions of the k-PARTITIONING problems are considered in this 
paper. For the objective to maximize the minimum load of m subsets, we first show that the FOLD- 
ING algorithm has a tight worst case ratio of max{2/k, l/m}. Th en, we present an algorithm called 
HARMONIC1 with a worst case ratio at least max{l/k, l/( TX;1 l/i] + 1)). It concludes the HAR- 
MONICl is better than FOLDING for k > 2( [C~“=l l/i1 + 1). We further show that HARMONIC1 
is asymptotically optimal ordinal algorithm. We also present an algorithm HARMONIC2 for solving 
the general /Q-PARTITIONING problem. @ 2003 Elsevier Ltd. All rights reserved. 
Keywords- Partitioning, Scheduling, Analysis of algorithm, Worst case ratio. 
1. INTRODUCTION 
Set partitioning problems generally ask for a partition of a given set of positive real numbers 
into a given number of subsets such that the sums of elements in the subsets are as nearly equal 
as possible. In this paper, we consider the following generalized version of this large class of 
problems. 
Given a set A of n nonnegative numbers, i.e., A = {pl,pa, . . . ,p,}, where n = km, k 1 3 
and pl 2 p2 2 . . L pn, we look for a partition of A into m subsets S1,S2,. . , S, such 
that each subset can contain up to k elements and the sums of elements in the subsets 
(called loads) are “nearly” equal. 
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To achieve the ne.ar-equality, one may in one way minimize the maximum load of the m subsets 
(i.e., makespan), or in another way maximize the minimum load of the m subsets. It is well known 
that the problems are strongly NP-hard [l]. For the first objective, and for k = 3 case, Kellerer 
and Woeginger [2] showed MODIFIED LPT algorithm has a tight worst case ratio of 4/3 - 1/3m. 
Kellerer and Kotov [3] devised a better approximation algorithm with a worst case ratio of 7/6. 
For the general k 2 4 case, Babel, Kellerer .and Kotov [4] presented a FOLDING algorithm which 
has a tight worst case ratio of 2 - l/m. They further presented a PD algorithm with a worst 
case ratio at most 4/3. Dell’Amico and Martello [5] showed the ratio is tight and the worst 
case ratio of LPT is less than 2. For the second objective, Chen, He and Lin [6] showed that 
MODIFIED LPT has a tight worst case ratio of (3m - 1)/(4m - 2) for k = 3. To the authors’ 
knowledge, it is still open whether there exists polynomial time approximation scheme (PTAS) 
for these strongly NP-hard problems. In this paper, we investigate general k 2 4 case under the 
second objective. We will show that the FOLDING algorithm has a tight worst case ratio of 
max{2/k, l/m}. We will present a new algorithm called HARMONIC1 with a worst case ratio at 
least max{l/k, l/( [EL, l/i] + 1)). It concludes that HARMONIC1 is better than FOLDING 
for k > 2([CKn=, l/i] + 1). W e will further extend the idea of the new algorithm to the general 
ki-PARTITIONING problem, where we look for a partition of A into m subsets such that the ith 
subset contains up to ki elements, i = 1,2,. . . , m, and CT=“=, ki = n. Suppose ICI < k2 5 ’ 5 k,. 
We will devise an algorithm HARMONIC2 with a worst case ratio at least 
In this paper, we will further discuss ordinal property of our algorithms. Recently, many 
published papers studied the design and analysis of ordinal algorithms for scheduling problems, 
binpacklng problem, etc. [7-131. Algorithms are called ordinal if they utilize only ordinal (rank) 
data rather than actual magnitudes. It will be easy to see that the algorithms presented in this 
paper are all ordinal. Ordinal algorithms have applications when the actual value of items are 
hard to get or flexible, while the relative orders of them can be obtained easily and fixed [7,11]. 
They can also be considered as semi-on-line algorithms for solving the on-line problems with 
partial additional information [10,12,14]. To evaluate the performance guarantee of an ordinal 
algorithm for a maximization optimization problem, we compare its worst-case ratio with the 
ordinal upper bound of the problem. Here, a problem has an ordinal upper bound c if no ordinal 
algorithm can have a worst case ratio greater than c. We will present the ordinal upper bounds. 
for k-PARTITIONING problem and show that HARMONIC1 has good ordinal performance 
guarantee. 
Strongly related to k-PARTITIONING and ki-PARTITIONING is the following fundamental 
problem in scheduling theory: schedule n independent tasks nonpreemptively on a multiprocessor 
system, where the tasks and machines are all available at time zero. The goal is to look for a 
schedule to minimize the makespan or maximize the minimum machine completion time. These 
problems were initially proposed in [15,16], and denoted by P]]C,,, and P]]Cmrn, respectively, 
in the literature. For more details on parallel machine scheduling and a review on scheduling 
theory, see, e.g., [17]. The constraint that only k (ki) jobs can be assigned to a machine can 
be interpreted as follows. Each machine is provided with k (ki) units of a specific resource and 
for processing a job on a machine one unit of the resource is necessary. k-PARTITIONING and 
ki-PARTITIONING are not only of theoretical interest. Tsai [18] presented specific examples 
both in flexible manufacturing systems and in VLSI chip design where it is necessary to balance 
the number of jobs assigned to the different production units. In 131, an application of the ap- 
proximation algorithms for 3-PARTITIONING to the corresponding scheduling problem PI/C,,, 
was given. In [19], an application of 3-PARTITIONING in aircraft maintenance scheduling was 
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given. In [20], approximation algorithms for 3-PARTITIONING are used to design heuristic for 
multiple subset sum problems. 
This paper is organized as follows. In Section 2, we will show the worst case ratios of FOLDING 
algorithm and HARMONIC1 algorithm. In Section 3, we will consider to generalize the idea of 
HARMONIC1 for solving ki-PARTITIONING. In Section 4, we will show that HARMONIC1 is 
an asymptotically optimal ordinal algorithm. 
In the rest of the paper, let w(S) be the load of a subset S. Let (5’1,. . , Sm) and (S;, , SL) 
denote the partitions yielded by an approximation algorithm and optimal algorithm, respectively. 
Let C’, CA denote the optimum solution value and the solution value yielded by algorithm A! 
respectively. Let [CJ] be the largest integer less than or equal to a, and [uj be the smallest integer 
greater than or equal to a. 
2. ALGORITHMS FOR k-PARTITIONING 
In this section, we study the k-PARTITIONING problem for maximizing the minimum load. 
We prove the tight worst case ratio of FOLDING [4] is max{2/k, l/m}. We further present the 
algorithm HARMONIC1 and prove its worst case ratio is at least max{l/k, l/( [cz”=, l/i1 + 1)). 
First, we give an upper bound of optimum solution value C’. 
LEMMA 1. The optimum solution value C* of k-PARTITIONING problem for maximizing thr 
minimum load satisfies 
i+(m-ifl)k-1 
c Pj 
C’ 5 
j=l 
m-i+1 ’ 
i = 1,2 ,...,m. 
PROOF. For any i, i = 1,2,. . . , m, it is clear that in the optimum solution there exist at least 
m - i + 1 subsets which do not contain any item in {pi, p2, . . . , pi-i}. Since every subset contains 
exactly k items, the largest total load of all these m-i+1 subsets is C~~\~-Z+lJ’-l pj. Obviously, 
C* is less than or equal to the minimum load of the m - i + 1 subsets. Hence, C* cannot be 
greater than Cg{m-i+lJk-l pj/(m - i + 1). I 
ALGORITHM. FOLDING [4] 
si = {Pi,P2m-i+l,P2n+i,P4m-i+l,. rPkm-i+l}, if k is even, 
si = {Pi, PZm-z+li P2m+i, P4m-z+lr . 3 P(k-l)m+i}~ if k is odd, 
i= 1,2 ,....m. 
THEOREM 2.1. For k 2 4, CFolding/C+ 2 max{2/k, l/m} holds. The bound is tight. 
PROOF. We only prove the case that k is even, the case that k is odd can be done similarly, 
From pi L p2 2 . > p,, we know that 
i-l 
Pj 2 + CPt+j> for any i 2 1, j 2 1. 
t=o 
By using this inequality repeatedly, we have 
k/2-1 
4SJ = c (Pi+27d + P2m-i+1+2nl) 
l=O 
j=kn-t+l 
i = 1,2, , m. 
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For i 5 (m + 1)/2, we have 2m + 1 - 2i > 2i - 1 and 2m + 1 - 2i > i. Combining these two 
inequalities and Lemma 2.1, we obtain 
For i > (m + 1)/2, we have 2i - 1 > 2m + 1 - 2i and 2i - 1 > i. Since 
2m-i 2m + 1 2i 2m+i-1 c - Pj+2ml 2 
2m c Pj+2mZ 1 
j=$ j=i 
forI=O,l,..., f-l, 
we obtain 
= gpj 2 ;*+(myk-lpj 2 m-;+1c* 2 kc*. 
j=t j=i 
Therefore, we have CFordins/C* 2 l/m. 
Next, we prove that CFo’dins/C* 1 2/k. k 2 4 implies 2m - i + 1 5 i + k(m - i + 1)/2, 
i = 1,2,. . .) m. Wehave,fori=1,2 ,..., m, 
2 
i+(m-i+l)k/2-1 
pi ’ k(m - i + 1) c Pj j=i 
and 
2 
i+(m-i+l)k-1 
p2m-i+l 2 Pi+k(m-i+l)/2 2 
k(m - i + ‘1 j=~+(m-~+l)k,2p’7 
c 
which follow that 
i+(m-i+l)k-1 
W(Si) 
2 
1 Pi +P2m-i+1 2 
k(m - i 
m. 
+ 1) 
c Pj 1 fC*> i=1,2 ,..., 
j=i 
The following instances show that the bound is tight. For k < 2m, let pr, = . . = pmml = 1, 
pm = . . . = pm+&1 = l/k, p,+k = . . . = pk,,, = 0. An optimal solution is given by the partition 
s,r = {l,O ,...) O}, w(S,t) = 1, lsi<m-1, 
Sk={;,; ,.‘., ;>, w(Sk)=l. 
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The FOLDING algorithm provides 
lLi<m-k+l, 
w(Sz) = 1+ ;, m-k+2L:iLm-1. 
w(S,) = f 
The worst case ratio is 2/k. For k > 2m, let p1 = ... =p,-1 = 1, p, = ... = psrn-l = 1/(2mj. 
p3m = . = pkm = 0. An optimal solution is given by the partition 
Sf = {I,0 )...) O}, w(q) = 1, l<iFm-1. 
Sk= 
{ 
&,& ,.‘.) $0 ,...) 0 ) 
1 
w(SL) = 1. 
The FOLDING algorithm provides 
Sj,= l,&,&,O ,..., 0 , 
1 > 
w(sJ=l+;. llilm-l! 
s,= &&O ,..‘) 0 ) 
1 > 
w(S,) = ;. 
The worst case ratio is l/m. I 
In the remainder of this section, we present the algorithm HARMONIC1 and prove its worst 
case ratio is at least max{l/k, l/( [ET=“=, l/i1 + l)}, which significantly improves the performance 
of algorithm FOLDING for k > 2( [EL”=, l/i] + 1). 
In the following, let a = [cc, l/i]. In our algorithm HARMONICl, we first assign the items 
in {pi} U {pj 1 j = m + (m - i + l)al, 1 5 1 5 k - 1) to subset Si such that the load of every 
subset is greater than or equal to a constant factor l/( [cy=“=, l/i] + 1) of optimum value and 
ISi1 = k. Note that there may exist some items shared by at least two different subsets and some 
items pj with j > n = km. For the former case, we modify such subsets except one by using 
bigger items to replace each of them. For the latter case, we use arbitrary unassigned items tc~ 
replace them (note that there exist some items which do not belong to any subset in t,he first, 
assignment step). Thus, the loads of the subsets will not decrease, and we get a partition with 
the desired performance ratio. 
Algorithm HARMONIC1 
0 p= {Pl,P2r...rPkm); 
1 St := {pt}; 
2 P:=P-{pl,...,p,}; 
3 j:=m; 
4 ~~:=~~:={i~i=m+(m-j+l)al,l~l~k-l}~{~l,... ,ik-l}, il 5 iz < “’ 5 ik-1; 
5 Forl<l<k-lDo{ 
6 If pi, E P then P:= P - {pil}; 
7 Else { 
8 ii := max{io ( io < il and pi, E P}; 
9 I; := Ij u {ii} - {il}; 
10 P:=P- {pi;}; 
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11 1 
12 1 
13 sj:=sju{p~~iEI;}; 
14 j:=j--1; 
15 If j = 0 Stop Else goto Step 4. 
EXAMPLE. Let m = 4 and k = 5, then n = km = 20, & l/i = 12125 and a = 3. By applying 
HARMONICl, we have 
I4 = {7,10,13,16} = I;, 
I3 = {10,16,22,28}, 1; = {9,15,19,20}, 
I2 = {13,22,$1,40}, I; = {12,14,17,18}, 
I1 = {16,28,40,52}, I; = {5,6,8, ll}, 
and Si = {pi} U {pj 1 j E Ii}, i = 1,2,3,4. 
THEOREM 2.2. The worst caSe ratio of HARMONIC1 is at least max{l/k, l/( [EZ, l/i] + 1)). 
The bound is tight for k 5 [EL, l/i]. 
PROOF. The algorithm is well defined. In fact, there are two types of replacement in the algo- 
rithm. The first one is to use bigger items to replace the items shared by at least two different 
subsets. To show the existence of such bigger items, note that for any n’, m < n’ 5 km, 
I1jn{m+l,...,n’}l=min (1 12’ - m (m-j+l)a “-l ’ J I l<jL:m. 
Hence, 
2 IIj f-7 {m + 1,. . . , n’}l I g [(m” j+ml),] I $ (mE ,+ml)a = + 2 i < n’ - m. 
j=l j=l 
The second one is to use an arbitrary unassigned item to replace one nonexisting item. In our 
algorithm, we use the smallest unassigned one. Because n = km, such an item can always be 
found. Above discussion implies that ii in Step 8 can always be found. 
For simplicity, definepj = 0 if j > n and t = (m-i+l)a. By Lemma 2.1 and pl 2 p2 > . . . 2 p,, 
we have, for any i = 1,2, . . . , m, 
1 
i+k(m-i+l)-I 
W(S) 1 Pi 2 k(m - i + 1) c 
j=i 
and 
k-l 
w(s~)=P,+CPj~Pi+~Pj=P~+CP,+tr 
jEI; jEIi 1=1 
m+t-1 k-l t-l 
C Pj + C CPm+tl+j 
J=Z 1=1 j=O 
2 1 m+tk- 1 
m-i+t 
c 
Pj 
2 1 
m-i+t 
i+(m--+glW-lpj 
j=i j=i 
> 
m-i+1 
-m-i+(m-i+l)a 
c* > &c*, 
hence, CHarmonicl/C* 1 max{l/k, l/(a + 1)). 
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The following instance shows that the bound is tight for k 5 a. Let pl = = p,,- i = 1. 
P m = “. = pm+&1 = l/k, pm+k = . . = pkm = 0. An optimal solution is given by the partition 
s; = (1,O )..., O}, w(Sf) = 1, l<ilm-1. 
s:={;:; ,‘.., ;}, w(s:)=l. 
The set S, provided by algorithm HARMONIC1 is {l/k: 0,. ,O}, w(S,) = l/k, and ,ul(S,) > 
pi = 1, i = 1 ‘., m - 1. The worst case ratio is l/k. I 
For k > a,’ the worst case ratio of HARMONIC1 cannot be better than l/[cyL1 l/i1 = l/q 
Consider the following instance: pl = = pmF1 = 1, p, = = P,+,-~ = l/a, pm+a = = 
Pkm = 0. An optimal solution is given by partition 
s,* = {l,O ,...) O}, w(s,*) = 1, l<i<m-1, 
Sk= 
{ 
i:; )‘.‘) $0 ,...) 0 
1 
, w(qJ = 1 
The set S, provided by algorithm HARMONIC1 is {l/a, 0,. . ,O}, w(&) = l/a, and w(S,) > 
pi = 1, i = 1 , . , m - 1. The worst case ratio is l/u. 
3. ALGORITHM FOR GENERAL ki-PARTITIONING 
k,-PARTITIONING is a generalization of the k-PARTITIONING problem [4]. To the authors’ 
best knowledge, little is kndwn about its approximation algorithm even for the makespan ob- 
jective. It is interesting that algorithm HARMONIC1 given in Section 2 can be generalized to 
solve the ki-PARTITIONING problem. The following lemma can be proved in the same way as 
Lemma 2.1. 
LEMMA 3.1. The optimum solution value C* of kiTPARTITIONING problem for maximizing the 
minimum load satisfies C* 5 Ci.?\m-i+l)km-l pj/(m - i + l), i = 1,2, , m. 
Algorithm HARMONIC2 
1 Si := {pi}; 
2 P:=P-{p1,...,p,}; 
3 j:=m; 
4 ~~:=~~:={i~i=m+(m-j+l)a~,1~~~k~-l}~{i~,...,i~~~l},~~~i~<~~~~ilr,~l; 
5 Forl<I<kj--lDo{ 
6 Ifpi, E PthenP:=P-{pil}; 
7 Else { 
8 ii := max{io 1 io < il and p,, E P}; 
9 1; := Ij u {ii} - {$}; 
10 P:= P - {pi;}; 
11 > 
12 > 
13 S.j:=S~U{pzIiEI~}; 
14 j:=j-1; 
15 If j = 0 Else goto Step 4. 
THEOREM 3.1. The worst caseratioofHARMONIC2isat least max{l/k,, kI/(km( [cz”=, l/i] + 
1))). The bound is tight for k, < [EL”=, l/i]. 
PROOF. Similar to Theorem 2.2, define pj = 0 if j > n and t = (m - i + 1)a. We have, for any 
i=O,l,..., m, 
i+k,(m-o+l)-1 
W(Si) 2 p, 2 
1 
k,(m-i+l) c j=i 
1678 
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ki-1 
w(si) =Pi + CPj 2 Pi + CpJ- =pi + Cp,+tl 
jEI! jEI; l=l 
1 m -li + t mfJ1 pj + '2 gpm+tl+j L m -li + t m+cplPj 
J=” 1~1 j=O j=i 
1 m+tkl-1 
1 
m-i+t 
c kl 1 m+z-lpj 
j=i 
Pj>k,m-i+t 
j=i 
kl 1 
i+(m-i+l)k,-1 
2k. m m-i+t’ C Pj j=i 
m-i+1 
m-i+(m-i+1)a 
Hence, CHarmonic2/C* 2 m=4llk,, kll(k,(~ + 1))). 
The following instance shows that the bound is tight for k, < a. Let pl = ‘. . = p,,+.l = 1, 
P m = “. = Pm+k,-I = l/km, pm+k, = * .. = p, = 0. An optimal solution is given by the 
partition 
S,r={l,O )..‘, O}, w(q) = 1, lli<m--1, 
s;= $$- ,...,; , 
{ 1 
w(Sk) = 1. 
n ln m 
The set S, provided by algorithm HARMONIC2 is {l/km, 0,. . . ,O}, w(&) = l/k,, and w(Si) 1 
pi = 1, i = 1 , . . . , m - 1. The worst case ratio is l/km. I 
4. ORDINAL UPPER BOUNDS FOR k-PARTITIONING 
In this section, we present ordinal upper bounds for the k-PARTITIONING problem for max- 
imizing the minimum load. Suppose that we know nothing about the values of the processing 
times but we know the order of the jobs by their processing times. Hence, without loss of gener- 
ality, we suppose pl 2 p2 1 . ‘. 1 p,. We are asked to decide the assignment of all jobs at time 
zero by utilizing only ordinal (rank) data rather than the actual magnitudes. It is clear that both 
FOLDING and HARMONIC1 given in Section 2 are ordinal algorithms. 
We show upper bounds by adversary method. Hence, we consider an adversary who presents 
the ordinal algorithm with several different instances. An upper bound obtained in this restricted 
situation is an upper bound on the competitive ratio in general [10,13,14]. 
THEOREM 4.1. For large m and k, any ordinal algorithm for k-PARTITIONING problem for 
maximizing the minimum load has a worst case ratio at most 0( l/ In m). 
PROOF. First, we claim that no ordinal algorithm A can achieve a positive worst-case ratio if it 
does not assign the first m items to different subsets. In fact, consider the instance pl = = 
p, = 1, pm+1 = . . . = pk,,, = 0. An optimal solution is given by the partition 
s,t = {l,O 1”‘) O}, w(q) = 1, llilm, 
while there exists at least one subset in the partitioning yielded by algorithm A consisting of zero 
items. Therefore, in the rest of the proof, denote Sj the subset containing pj, 1 5 j 5 m. 
Letk=m!+landn=m!+m. ForanyO<i<m-l,considertheinstancepl=...=pi=l, 
pi+l = . . . = pn = l/l(n - i)/(m - i)], pn+l = ’ ’ ’ = pkm = 0. In an optimal partitioning, 
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pi!. . ,pi are assigned to i different subsets S,*, . . . , S,t, respectively, and n - i items, with value 
l/l(n-9l(m-91 are assigned to SJ, i + 1 5 j 5 m, averagely as possible as we can. Zero items 
are assigned arbitrarily to the subset with cardinality no greater than k. As L(n - i)l(m - i)] < k, 
Sj* contains at least [(n - i)/(m - i)] t i ems of l/L(n - i)/(m - i)J, i + 1 5 j < m. Thus, we have 
tu(S;) 2 1, 15 j 5 m. 
On the other hand, in order to achieve a worst-case ratio greater than or equal to 2, algorithm A 
must assign at least [L(n-i)/(m-i)jx] +l items withvalue l/[(n-i)/(m-i)J to Sz+i. Otherwise. 
we have ur(Si+i) 5 [[(n - i)/(m - i)Jsj . l/[(n - i)/(m - i)J 5 z 5 XC*. Therefore, total number 
of nonzero items assigned to m subsets is at least 
Contradiction will be derived if the right hand of the above equation equals n + 1, which implies 
that the worst-case ratio of A cannot be greater than or equal to x. In other words, the ordinal 
upper bound is the smallest root of equation CLi’[l(n - i)/(m - i)JrcJ = n - m + 1, i.e., m-l a m!+m-i JJ 2 m-i =m!+l. i=o 
To estimate the value of x, define 
fo(X) = E I(& + 1) xJ - (m! + l), 
i=O 
fi(X) = 5 (2 + 1) x - (m! + l), 
i=o 
fz(X) = 2 (2 + 1) x - (m! + m + 1). 
i=O 
Let the smallest positive root of the equation ii(z) = 0 be zi, i = 0, 1,2. Obviously, fi(x) 5 
fo(x) L f2(x). It f 11 o ows that xi < xc 2 x2. Because jr(x) and fz(x) are linear functions, x1 
and x2 can be obtained easily, i.e., 
m! + 1 m!+m+l 
Xl = m-1 
m! iIo (l/Cm - i)) + m’ 
x2 = m-l 
m! %Fo (l/Cm- 9) + m’ 
Since x1 N Czi’ l/(m - i) = l/CL1 l/i and 22 N l/CL1 l/i (m -+ co), we have x = xc = 
Q(l/lnm) (m -+ oo). I 
Theorem 4.1 indicates that HARMONIC1 is asymptotically optimal, while FOLDING does 
not have such a property. Next, we further give an ordinal upper bound for fixed k. 
LEMMA 4.1. No ordinal algorithm for the k-PARTITIONING problem for maximizing the min- 
imum load can have a worst case ratio greater than c(m, k), where c(m, k) is the smallest root of 
equation 
PROOF. Consider the instance sequence pr = ... = pi = 1, pi+1 = ... = pk+,,+l = l/[(k + 
m-i-l)/(m-l)],pk+rn=.“=pkrn= 0, 1 5 i < m, the same arguments as in the proof of 
Theorem 4.1 can show the result. I 
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Define 
,,m,k,x)=q~k+;-lJxJ -k, ZE(O,l), 
i=l 
c(m, k) is the smallest root of g(m, k,s) = 0, Obviously, g(m, k, z) 2 g(m - 1, k,z), we have 
c(m, k) 5 c(m - 1, k). Moreover, as [[(k + i - l)/iJzj = 0 when i > k - 1, we have 
k+i-1 
i 
-k, m<k-1, 
dm, k x) = k-t-i-1 
i 
-k, m>k-1. 
It implies that Lemma 4.2 holds. 
LEMMA 4.2. ~(2, k) 2 ~(3, k) 2 . . . 2 c(k - 1, k) = c(k, k) = c(k + 1, k) = . . . , k > 4. 
Finally, we give an asymptotical property of c(m, k). By Lemma 4.2, we only need to study 
c(k - 1, k). As 
, 
we have 
Because 
k-l 
k 
5 c(k - Lk) 2 k-l 
2k - 1 
C [(k + i - l)/iJ ’ ‘;g; l(k + i - l)liJ 
i=l 
we have c(k - 1, k) = 0(1/ cf:: l/i) (k + co). 
THEOREM 4.2. c(k - 1, k) = 0(1/ink) (k + co). 
Theorem 4.2 implies that the ordinal upper bound of the problem is convergent to 0 if k -+ co. 
In other words, no ordinal algorithm can achieve a worst-case ratio greater than 0 when k tends 
to infinity. 
REFERENCES 
1. M.R. Garey and D.S. Johnson, Computers and Intractability: A Guide to the Theory of NP-Completeness, 
Freeman, San Francisco, CA, (1978). 
2. H. Kellerer and G. Woeginger, A tight bound for 3-partitioning, Discrete Applied Mathematics 45, 249-259, 
(1993). 
3. H. Kellerer and V. Kotov, A 7/6-approximation algorithm for 3-partitioning and its application to multipro- 
cessor scheduling, INFOR 37, 48-56, (1999). 
4. L. Babel, H. Kellerer and V. Kotov, The k-partitioning problem, Mathematical Methods of Operations Re- 
search 47, 59-82, (1998). 
5. M. Dell’Amico and S. Martello, Bounds for the cardinality constrained PljC m8x problem, Journal of Schedul- 
ing 4, 123-138, (2001). 
6. S.P. Chen, Y. He and G.H. Lin, bpartitioning for maximizing the minimum load, Journal of Combinatoricd 
Optimization 6, 67-80, (2002). 
7. Y. He and 2. Tan, Ordinal on-line scheduling for maximizing the minimum msxhine completion time, Jountal 
of Combinatorial Optimizaataon 6, 199-206, (2002). 
8. W.P. Liu and J.B. Sidney, Ordinal algorithm for packing with target center of gravity, Order 13, 17-31, 
(1996). 
9. W.P. Liu and J.B. Sidney, Bin packing using semi-ordinal data, Operations Research Letters 19, N-104, 
(1996). 
10. W.P. Liu, J.B. Sidney and A. vanvliet, Ordinal algorithms for parallel machine scheduling, Operations 
Research Letters 18, 223-232, (1996). 
k-Partitioning Problems 1661 
11. N.V.R. Mahadev, A. Pekec and F.S. Roberts, On the meaningfulness of optimal solutions to scheduling 
problems: Can an optimal solution be nonoptimal, Operations Research 46, 120-134, (1998). 
12. Z. Tan and Y. He, Semi-on-line scheduling with ordinal data on two uniform machines, Operutzons I-leseanh 
Letters 28, 221-231, (2001). 
13. 2. Tan and Y. He, Ordinal algorithms for parallel machine scheduling with nonsimultaneous machmr avarlablc~ 
times, Computers Math. Appk 43 (12), 1521-1528, (2002). 
14. H. Kellerer, V. Kotov, M.G. Speranza and Z. Tuna, Semi on-line algorithms for the partition problem. 
Operations Research Letters 21, 235-242, (1997). 
15. R.L. Graham, Bounds on multiprocessing timing anomalies, SIAM Journal on Applied Mathematics 17. 
416-429, (1969). 
16. B.L. Deuermeyer, D.K. Friesen and M.A. Langston, Scheduling to maximize the minimum processor finish 
time in a multiprocessor system, SIAM Journal an Algebraic and Discrete Methods 3, 190-196, (1982). 
17. E.L. Lawler, J.K. Lenstra, A.H.G. Rinnoy Kan and D.B. Shmoys, Sequencing and scheduling: Algorithms 
and complexity, In Handbook of Operations Research, Volume 4, pp. 4455552, North-Holland. Amsterdam. 
(1993). 
18. L.H. Tsai, Asymptotic analysis of an algorithm for balanced parallel processor scheduling, SIAM J. C’ompul- 
ing 21, 59-94, (1992). 
19. J. Bramel, L.M.A. Chan and R.E. Wright, Scheduling workers in a constricted area, Naval Research Logzstrc 
43, 143-149, (1996). 
20. A. Caprara, H. Kellerer and U. Pferschy, The multiple subset sum problem, Technical Report 12/JYYK. 
University of Gras, (1998). 
21. J. Csirik, H. Kellerer and G. Woeginger, The exact LPT-bound for maximizing the minimum completion 
time, Operations Research Letters 11, 281-287, (1992). 
