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Abstract
Automated story generation is the problem of generating
words and sentences with the goal of telling a coherent story.
To date, we have the Event-to-Event model that can generate
more events that give us the building blocks for the sequence
of events in a story. However, the difficulty lies in trying to
translate these building blocks back into coherent sentences
that tell a story. Although we have a baseline implementa-
tion of the Event-to-Sentence model, the results still end up
being incoherent which leaves much room for improvement.
We present a technique that takes advantage of a grammar
correction model in order to fix the errors in the output and
increase the comprehensibility.
Introduction
Automated story generation (Klein et al. 1973) is a field of
study that has continued to be a popular area of research
ever since artificial intelligence became a field. This prob-
lem involves automatically generating words and sentences
with the ultimate goal of telling a coherent story. Most pop-
ular story generation implementations require large amounts
of human authoring. This involves a human providing many
guidelines and restrictions that the target story should fol-
low. Although they perform well in restricted domains, these
models cannot be generalized to other topics that may not be
included in the human authoring stage.
One way such a model can be implemented is to reduce
sentences as events (Martin et al. 2018), which are created
by extracting basic semantic information from sentences.
Currently, work is being done a recurrent encoder-decoder
neural network that generates new events from old events,
being named as the Event-to-Event algorithm. Although this
can generate new events to make up a story, these events
are not human readable or grammatically correct, which de-
feats the purpose of creating a coherent story. To address
this, work is being done on a new neural network architec-
ture, named Event-to-Sentence, which attempts to fill in the
missing details of these incoherent events to make them hu-
man readable. By having these two networks work together,
we can theoretically have the ability to create stories in any
conceivable domain without the need for additional human
authoring.
Although much work has been done on the Event-to-
Sentence implementation, the results are still very incoher-
ent and requires lot of improvements. One way we can ad-
dress the incoherence and plethora of errors of the network’s
output is to add a layer of grammar correction at the end of
the pipeline. Upon further analysis of the output, the most
common grammatical errors include incorrect verb conjuga-
tion or missing a direct object. By implementing a model
that can fix these types of errors, we can make the output
of the overall model much more understandable and more
closely resemble that of a coherent story.
Background
Grammar correction has been a long standing research topic
that people have been trying to solve. However, the previous
research in this field is more focused on correcting the errors
that humans make, rather than the machine-translation out-
put at hand. The National University of Singapore (NUS)
Corpus of Learner English (NUCLE) corpus (Dahlmeier,
Ng, and Wu 2013) was created to combat the fact that there
was no previously created large data set for grammar cor-
rection. This is comprised of 1,414 essays written by people
who were learning English as a second language. Then, the
mistakes in these essays were annotated with a specific er-
ror type and a corrected version of the sentence. Similarly,
there exists the publicly available Lang-8 dataset (Tajiri, Ko-
machi, and Matsumoto 2012), that contains a large number
of crowd-sourced annotations. Although these are good re-
sources for producing generic grammar correction models,
the task at hand is a bit more complex because the sen-
tences are machine generated. Because of this high complex-
ity, these models may produce some questionable output.
Methods
In this section we describe the details of the model that we
use to train Event-to-Sentence. After collecting and clean-
ing the training corpus, and running the inputs through the
Event-to-Event model, we can determine how to optimize
the Event-to-Sentence in order to generate the best output.
Experimental Setup
The data we use is scraped from science fiction wiki sum-
maries. After clustering and cleaning this dataset, we were
able to ”eventify” the stories — turning each sentence into
events. To construct events, we extract the verb, subject, ob-
ject, and modifier from a sentence. A level of abstraction
is added on top of this in order to help the models train
faster and decrease sparsity. More specifically, the events
and sentences are generalized. Essentially, each identified
named entity (Finkel, Grenager, and Manning 2005) is re-
placed with its named entity category. Also, each noun that
was not identified as a named entity is replaced by the Word-
Net (Miller 1995) Synset two levels up in the inherited hy-
pernym hierarchy, giving us a general category.
Then, we can feed in the generalized events as inputs to
the neural network, and have the original sentences as the
output. By training a LSTM RNN with these parameters, we
are able to have a model that attempts to take in events and
fill out the missing pieces to create a fully coherent sentence.
We use PyTorch to implement these models, which allowed
us to implement a beam search algorithm instead of a greedy
search to aid finding a more optimal solution while decod-
ing.
Unfortunately, the output from this model sometimes
gives us some nonsensical output, which leads us to attempt
to fix up these sentences using some sort of a grammar cor-
rection model.
Experiments
We experiment with two different grammar correction mod-
els that we found and deemed worthy of experimentation.
The first technique is a phrase-based machine translation ap-
proach (Junczys-Dowmunt and Grundkiewicz 2016), which
was submitted as the state of the art for automatic gram-
mar error correction to EMNLP 2016. The other one was a
sequence-to-sequence based approach (Schmaltz et al. 2017)
that was trained off of the NUCLE and Lang-8 dataset.
Since the models were pre-trained off of data that rep-
resented plain English, and not generalized sentences, for
the sake of demonstrating only grammar functionality, we
mocked a pseudo slot-filling algorithm, where we converted
each Synset into a leaf node in its hypernym hierarchy, and
each named entity category into a random noun that exists
within said category.
Results and Discussion
In Table 1, we show the BLEU and Perplexity evaluation
metrics comparing the original Event-to-Sentence baseline
with the improved pipeline with our proposed grammar cor-
rection model. For clarity’s sake, we have also attached mul-
tiple examples of its performance in Appendix A.
From the results in the table, it does not seem like adding
any form of grammar correction to the pipeline yields bet-
ter results. It is to our belief that BLEU is not a very good
metric for evaluating this type of task. BLEU emphasizes
recreating the input by measuring overlapping n-grams, but
this is not the focus of our task. Thus, it makes sense that all
of our experiments yield relatively low BLEU scores. Fur-
thermore, perplexity is also a weak measure for this task,
as it measures how ”surprised” a model is, and it is hard to
see how that helps understanding when generating sentences
from Events. However, by doing some human evaluation,
Table 1: Results of the Grammar Correction (GC) experi-
ments.
Model BLEU score Average Perplexity
Event-to-Sentence 11.81% 494.62
E2S + 7.59% 1531.19
Phrase-based GC
E2S + 8.28% 1323.61
Sequence-based GC
we can see that the provided examples show that the sen-
tences that went through the grammar corrector make more
sense than those that did not (shown in Appendix A). The
model performs very well when it is given a sentence that
can be easily fixed (for example, with just a change of tense
or conjugation). However, when it takes in an input that is
extremely far from a correct or coherent sentence, it just
does some random guessing or doesn’t do anything at all.
With some manual evaluation, the sequence-based approach
seems to perform better, where it attempts to correct more
errors than the phrase-based model. Also, because all con-
cepts of punctuation are stripped when training the Event-
to-Sentence model, the grammar correction models have the
beneficial side effect of inserting punctuation and capitaliza-
tion where necessary.
Conclusion
We introduce a way of improving the original Event-to-
Sentence model. Originally, the model had trouble gener-
ating coherent and readable sentences. However, by imple-
menting and incorporating a grammar correction model to
help the sentences make more sense, we are able to have
more coherent sentences that will eventually work towards
building up a story. Although the incorporation of grammar
correction models did not increase performance based on the
performance metrics used, we still believe this is a right step
forward into making sense of what was previously nonsen-
sical output.
Future Work
Automated story generation still proves to be a tough prob-
lem that we have to pick apart and solve step by step.
With the introduction of a grammar correction model to
the pipeline, we show that create more coherent results that
could lead to constructing complete stories. However, as a
whole, there are many more ways we can work on improving
Event-to-Sentence. Wwe can improve the underlying model
of Event-to-Sentence itself by doing smarter beam search-
ing or using a different kind of dataset. Or, we could replace
the entirety of the current Event-to-Sentence model and use
some sort of template approach to take in Events and con-
struct sentences that we already know are coherent.
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