This paper presents some chain ratio-type estimators for estimating finite population variance using two auxiliary variables in two phase sampling set up. The expressions for biases and mean squared errors of the suggested classes of estimators are given. Asymptotic optimum estimators(AOE's) in each class are identified with their approximate mean squared error formulae. The theoretical and empirical properties of the suggested classes of estimators are investigated. In the simulation study, we took a real dataset related to pulmonary disease available on the CD with the book by Rosner, (2005).
Introduction
Consider a finite population U = (U 1 , U 2 , . . . , U N ). Let y and x 1 denote the study variable and auxiliary variable, taking values y i and x 1i respectively on U i , i = 1, 2, . . . , N. Let (Ȳ, σ 2 0 , C 0 ) and (X, σ 2 1 , C 1 ) denote the population mean, variance and coefficient of variation of y and x 1 respectively. Das and Tripathi (1978) have considered the problem of estimating the population variance of y using information on auxiliary variable x 1 and suggested six estimators in three different situations, wherē X 1 or σ 2 1 or C 2 1 is known and studied their properties. The studies relating to estimation of finite population variance are also made by, among others, Srivastava and Jhajj (1980) , Isaki (1983) and Searls and Intarapanich (1990) .
Sometimes even if population meanX 1 of x 1 is not known, the population meanX 2 of another auxiliary variable x 2 closely related to x 1 but compared to x 1 remotely related to y (i.e. ρ 01 > ρ 02 ) is available. Employing two phase sampling procedure and motivated by Chand (1975) , several authors including Kiregyera (1980) , Mukerjee et al. (1987) , Srivastava et al. (1989) , Upadhyaya et al. (1990) and Singh et al. (1994) have suggested some chain ratio-type estimators for estimating population meanȲ of y. Suppose a preliminary large sample of size n units is drawn by simple random sampling without replacement(SRSWOR) and the auxiliary variables x 1 and x 2 are measured. In the second phase, a sub sample of size m(< n) units is drawn using SRSWOR and the two variables y and x 1 are observed. Adopting the same procedure as adopted by Chand (1975) and Srivastava (1967) , Gupta, Singh, and Mangat (Gupta et al., 1992-1993) suggested the following classes estimators in two different situations and studied their properties up to the first order of approximation. The forms of the estimators proposed by them are given below: Assuming that population size N is large enough as compared to sample sizes m and n so that the finite population correction terms can be ignored, to the first degree of approximation, the minimum mean squared errors(MSEs) of d 1 and d 2 are respectively given by 
(p, q, r) being non-negative integers and λ = 1/m − 1/n. Recently several researchers have paid attention to two-phase sampling, and a few of them as listed as: Farrell and Singh (2010) , Rueda et al. (2007) and Singh et al. (2006) . In particular, the objective of this paper is to propose some improved chain ratio-type estimators for finite population variance σ 2 0 of y supposing that information on another auxiliary variable x 2 is available on all units of the population, for instance, see Mukerjee et al. (1987) . In Section 2, several special cases of the class of estimators defined in Section 3 are investigated theoretically. The simulation study results are given in Section 4.
The Suggested Class of Estimators
In Section 2.1, we consider a situation when the population meanX 2 of the second auxiliary variable is known where as the population meanX 1 of the first auxiliary variable remains unknown. In Section 2.2, we consider a situation when the population variance S 2 2 of the second auxiliary variable is known, but the population variance S 2 1 of the first auxiliary variable remains unknown. In Section 2.3, we consider a situation when the coefficient of variation C 2 of x 2 may be known.
When population meanX 2 is known
Utilising prior knowledge on population meanX 2 ofx 2 , we define a chain ratio-type estimator for σ 2 0 as To the first degree of approximation, the bias and MSE of Σ 1 are, respectively, given by
where ρ 12 is the correlation coefficient between variables x 1 and x 2 and C i (i = 0, 1, 2) is the coefficient of variation of y, x 1 and x 2 . The MSE(Σ 1 ) at (2.3) is minimized for:
(2.4)
(2.5) and p 3 = (ρ 12 δ 210 − δ 201 )
On substituting (2.4)-(2.6) in (2.3, the minimum MSE of Σ 1 is, therefore, given by is the squared of the coefficient of multiple correlation of (y − Y) 2 with (x 1 −X 1 ) and (x 2 −X 2 ), and ρ 2 = δ 2 201 /δ * 400 is the squared of the correlation coefficient between (y − Y) 2 and (x 2 −X 2 ). It can be further easily be seen that the minimum MSE of the difference type estimator: 
To the first degree of approximation, the bias and MSE of Σ 2 are respectively given by The MSE(Σ 2 ) is minimized for
(2.13)
(2.14)
and
Thus the minimum MSE of Σ 2 is given by is the squared of the coefficient of multiple correlation of (y −Ȳ) 2 with (x 1 −X 1 ) 2 and (x 2 −X 2 ) 2 and
) is the squared of the correlation coefficient between (y −Ȳ) 2 and (x 2 −X 2 ) 2 . It is to be noted that the difference-type estimator:
attains the same minimum MSE as that of Σ 2 given in (2.16).
From (1.4) and(2.16), we have
, whence it follows that the proposed estimator Σ 2 (or Σ d2 ) is better than the estimator d 2 .
When population coefficient of variation C 2 is known
In many situations of practical importance information regarding population meanX 2 or mean squared S 2 2 of the auxiliary variable x 2 may not be available, but the coefficient of variation C 2 of x 2 may be available as it is a very stable quantity, for instance, see Searls (1964) , Murthy (1967, pp. 96-99) , Gleser and Healy (1976) and Lee (1981) . The survey statistician may utilize this information in obtaining estimators for σ 2 0 , better than the usual sample mean squared s 2 0 . Thus using the knowledge of C 2 , we define the following class of estimators for σ 2 0 as
where
2 . To the first degree of approximation, it can easily be seen that
23)
On substituting (2.4)-(2.6) in (2.3, the minimum MSE of Σ 3 is, therefore, given by
Results in trivariate normal population
Let (y, x 1 , x 2 ) have a trivariate normal distribution with mean (Ȳ,X 1 ,X 2 ) and covariance matrix Σ in which the variances are denoted by σ III. The reduction in variance of s 2 0 is seen by using the estimator Σ 3 which requires the additional knowledge on well known parameters C 1 , C 2 and ρ i j (i j = 0, 1, 2) of the auxiliary characters x 1 and x 2 .
Thus it is worth noting that one should pick up estimators Σ 2 and Σ 3 in case of trivariate normal population.
A General Class of Estimators
When both population meanX 2 and population mean squared S 2 2 of auxiliary variate x 2 are known, we first suggest a class of estimators for estimating the population variance σ 2 0 as:
which may be further generalized as:
(α, β, τ, φ, γ, ψ) are suitably chosen constants. For γ = ψ = 0 in (3.2), Σ 4 reduces to d 3 .
Keeping the form of d 3 one can define a class of estimators for σ 2 0 a
2 ) such that (i) (s 2 0 , u ∼ ) assume the value in a closed convex subspace, Q, of the six dimensional space containing the point
(ii) The function h(s It is to noted that the estimator Σ h includes the estimators d 1 and d 2 , but it fails to include the estimators Σ i , i = 1, 2, 3, 4. We, therefore, define a more general class of estimators of σ 2 0 as
where ∼ ) by (h 0 , h 1 , h 2 , h 3 , h 4 , h 5 , h 6 ) respectively and noting that h 1 = −h 2 , h 3 = −h 4 , we see that the MSE of Σ h to the first degree of approximation is given by
which is minimized for
where and Σ ∼ is assumed to be positive definite. Substituting for h * from (3.6) in (3.5), the minimum value of MSE of Σ h is given by
Since Σ ∼ is positive definite, the term b
To obtain the bias and MSE of the general class Σ g in (3.4), we denote the first order partial derivatives of g(s and 
assumed to be positive definite.
0 , P ∼ ) in a second order Taylor's series and taking expectations , it is found that the bias of Σ g is of order n −1 . Noting that g 1 = −g 2 , g 3 = −g 4 , g 0 (σ 2 0 , P ∼ ) = 1, we find the MSE of Σ g to the first degree of approximation, as
Thus the minimum MSE of Σ g is given by
As Σ * is positive definite, the term b ∼ * T Σ ∼ * −1 b ∼ * is non-negative. We have from (3.7) and (3.10) that
It follows that Σ g is more efficient than Σ h . Thus the estimators Σ g and Σ 4 are better than Σ 3 . In case of trivariate normal populations the minimu MSE's of Σ h and Σ g are same as that of d 2 and Σ 2 respectively given in (2.22) and (2.24).
Remark 1. If n = N and x 2 is considered to be a non zero constant, the estimator Σ h and Σ g reduce to the class of estimators:
reported by Srivastava and Jhajj (1980) . Figure 1: 3D scatter plot of the real population used in the study Remark 2. If x 2 is to be considered to be non-zero constant, the estimator Σ h and Σ g reduce to the estimator
of which the estimator Σ * *
1 ) suggested by Singh (1990) is a particular case. Remark 3. As it is assumed that x 2 -values are known for all the units in the population, the estimators d 1 , d 2 , Σ 1 , Σ 2 , Σ 3 , Σ 4 and the classes of estimators Σ h and Σ g require the same data, namely, the y-values over a sample, say s m of size m and the x 1 -values over a sample, say s n of size n, therefore all these estimators are equally costly. Hence variance/MSE will be the only criterion for a meaningful comparison so that Σ g will be best of these estimators.
Empirical Example
In the simulation study, we took a real dataset related to pulmonary disease available on the CD with the book by Rosner (2005) . In this dataset, FEV(forced expiratory volume) is an index of pul- monary function that measures the volume of air expelled after 1 second of constant effort. Data Set FEV.DAT(on the CD-ROM given at the back of the book) contains determinations of FEV in 1980 on 654 children ages 3-19 who were in the Childhood Respiratory Disease Study(CRD Study) in East Boston, Massachusetts. These data are part of a longitudinal study to follow the change in pulmonary function over time in children. The format and variables in the file FEV.DAT are listed in Table 1 .
In this population there are only three quantitative variables: FEV, Age and Height. The descriptive parameters of these three variables in the population are given in Table 2 .
We consider the problem of estimation of variance of the study variable y = FEV and two auxiliary variables x 1 = Age and x 2 = Height. The population correlation coefficient between the three variables are noted as: ρ yx 1 = ρ 01 = 0.756, ρ yx 2 = ρ 02 = 0.868 and ρ x 1 x 2 = ρ 12 = 0.792. A three dimensional pictorial representation of the population is shown in Figure 1 .
The FORTRAN code used in evaluating the proposed new methodology are given in the Appendix which in fact are used to study the relative efficiency of the five estimators d 1 , d 2 , Σ 1 , Σ 2 and Σ 3 over the usual estimator s 2 0 . Let e 0 = s 2 0 , e 1 = d 1 , e 2 = d 2 , e 3 = Σ 1 , e 4 = Σ 2 and e 5 = Σ 3 The percent relative efficiency(RE) of the j th estimator e j with respect the estimator e 0 is given by the formula:
We consider the values of the sampling fraction f = n/N in the range 0.02 to 0.1 with a step of 0.02, which means we select first phase samples of sizes 2% , 4%, 6%, 8% and 10% of the population size. From the given fist-phase sample of n units, we select second phase sample 30% to 90% with a step of 10%. The relative efficiency values obtained from such a simulation study are presented in Table 3 .
Discussion of results: It is interesting to note that if the percentage (m/n) * 100% remains constant irrespective of the increase in sizes of the first phase and the second phase samples, the relative efficiency of the proposed estimators with respect to the usual estimator remains almost same. These findings are similar to those as reported in Singh et al. (2009) in case of non-response while estimating the ratio of two population means. The relative efficiency(RE) of the estimators d 1 and Σ 1 remains approximately 103% over the estimator s 2 0 , and in this situation both the estimators d 1 and Σ 1 are found to be almost equally efficient. The relative efficiency of the estimator d 2 increases from approximately 126% to 152% as the size of the second phase sample increases from 30% to 90% of the size of first phase sample. In the same way the relative efficiency of the estimator Σ 2 increases from 152% to 157% and in contrast that of the estimator Σ 3 decreases increase from 136% to 134% in all cases as the second phase sample size increases from 30% to 90% of the size of the first phase sample. Thus, we conclude that in case of the populations similar to the considered in the present investigation, the use of the estimator Σ 2 is expected to perform better than the rest of the other estimators. AM = M ANS = NS LAMBDA=(1/AM-1/ANS) VARS2 = D400S/AM MSED1 = D400S/AM-LAMBDA*D210**2-D201**2/ANS MSED2 = D400S/AM-LAMBDA*(D220S**2/D040S)-(D202S**2/D004S)/ANS RHO2 = D201**2/D400S RHO12 = MU011/SQRT(MU020*MU002) G0122=(D201**2+D210**2-2*RHO12*D210*D201)/(D400S*(1-RHO12**2)) MSESIGM1 = D400S*(1-(ANS-AM)*G0122/ANS-AM*RHO2/ANS)/AM RHO2S=D202S**2/(D400S*D004S) G0122S = (D004S*D220S**2-2*D220S*D022S*D202S+D040S*D202S)/ 1 (D400S*(D040S*D004S-D022S**2)) MSESIGM2 = D400S*(1-(ANS-AM)*G0122S/ANS-AM*RHO2S/ANS)/AM C1 = SQRT(MU020)/XM C2 = SQRT(MU002)/ZM HX1 = 4*C1**2-4*D030*C1+D040S HX2 = 4*C2**2-4*D003*C2+D004S HYX1 = 3*C1**2-2*C1*(D030+D210)+D220S HYX2=3*C2**2-3*C2*(D003+D201)+D202S HX1X2=4*RHO12*C1*C2-2*D012*C1-2*D021+D022S GYX1 = D220S-2*D210*C1 GYX2 = D202S-2*D201*C2 G012SS =(HX1*GYX2**2-2*HX1X2*GYX1*GYX2+HX2*GYX1**2)/ 1 (D400S*(HX1*HX2-HX1X2**2)) RHO2SS = GYX2**2/(HX2*D400S) MSESIGM3 = D400S*(1-(ANS-AM)*G012SS/ANS-AM*RHO2SS/ANS)/AM RES02 = VARS2*100/VARS2 RED1 = VARS2*100/MSED1 RED2 = VARS2*100/MSED2 RESIGM1 = VARS2*100/MSESIGM1 RESIGM2 = VARS2*100/MSESIGM2 RESIGM3 = VARS2*100/MSESIGM3 WRITE(42,110)NS,M,RES02,RED1,RED2,RESIGM1,RESIGM2, RESIGM3 110 FORMAT(2X,'n=',I4,1X,'m=',I4,1X,'RES02=',F9.3,1X,'RED1=',F9.3,/ 1 1X,'RED2=',F9.3,1X,'RESIGM1=',F9.3,1X,'RESIGM2=',F9.3,/ 1 1X,'RESIGM3=',F9.3) 22 CONTINUE 21 CONTINUE STOP END
