Unsupervised Keyword Extraction for Full-sentence VQA by Uehara, Kohei & Harada, Tatsuya
Unsupervised Keyword Extraction for Full-sentence VQA
Kohei Uehara1 and Tatsuya Harada1,2
1The University of Tokyo, 2RIKEN
{uehara,harada}@mi.t.u-tokyo.ac.jp
Abstract
In existing studies on Visual Question Answering (VQA),
which aims to train an intelligent system to be able to an-
swer questions about images, the answers corresponding to
the questions consists of short, almost single words. How-
ever, considering the natural conversation with humans, the
answers would more likely to be sentences, rather than sin-
gle words. In such a situation, the system needs to focus on
a keyword, i.e., the most important word in the sentence,
to answer the question. Therefore, we have proposed a
novel keyword extraction method for VQA. Because collect-
ing keywords and full-sentence annotations for VQA can be
highly costly, we perform the keyword extraction in an un-
supervised manner. Our key insight is that the full-sentence
answer can be decomposed into two parts: the part contains
new information for the question and the part only contains
information already included in the question. Since the key-
word is considered as the part which contains new informa-
tion as the answer, we need to identify which words in the
full-sentence answer are the part of new information and
which words are not. To ensure such decomposition, we
extracted two features from the full-sentence answers, and
designed discriminative decoders to make each feature to
include the information of the question and answers respec-
tively. We conducted experiments on existing VQA datasets,
which contains full-sentence annotations, and show that our
proposed model can correctly extract the keyword without
any keyword annotations.
1. Introduction
Visual recognition systems are one of the most active re-
search fields, and it is expected to apply that research to
systems running in the real world, for example robots. In
the typical setting, the visual recognition system is trained
in a fully supervised way. That is, all object classes to be
recognized are already included in the training data, and the
classes that are not included in the training data are out of
the scope of recognition. However, there is an innumerable
number of object classes in the real world; training all of
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Figure 1. Example of our task – Keyword extraction from full-
sentence VQA. Given an image, the question, and the full-sentence
answer, our keyword extraction model extracts the keyword from
the full-sentence answer. In this example, the word “candles” is
the most important word for the question “What is in front of the
animal that looks white?”. Therefore, “candles” is considered to
be the keyword of the answer.
them is impossible. The one of the promising way to solve
this problem is learning by asking, i.e., generating ques-
tions to humans about unknown objects, and learning new
knowledge from the human response [26, 22, 18].
Regarding learning from questions about an image, Vi-
sual Question Answering (VQA) [2, 9] is a well-known vi-
sion and language task, which aims to develop a system that
can answer a question about an image. A typical dataset
used in VQA is the VQA v2 dataset [9]. The VQA v2
dataset is used in VQA challenge competition, and vari-
ous models [8, 35, 25, 34, 13] have been proposed to im-
prove the performance of VQA. The answers in the VQA
v2 dataset are basically a single word. Therefore, the di-
versity of the answers is limited. The typical VQA model is
built as a multi-class classification model, using about 3,000
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Figure 2. Illustration of our key concept. In this example, the word “candles” is the keyword for the full-sentence answer, “The candles are
in front of the bear.” We consider the keyword extraction task as the disentanglement of the full-sentence answer to the answer information
and the question information. Therefore, if we can correctly extract the keyword, the most informative word for the full-sentence answer,
we can reconstruct the original full-sentence answer from the keyword. At the same time, we can reconstruct the question, from the
decomposed question information in the full-sentence answer.
most frequent answers in the dataset.
However, considering the actual conversation with hu-
mans, the answers are rarely expressed by a single word,
and instead are often expressed as sentences. In fact, the
average length of answers is 6.5 words in the VisDial v1.0
dataset [6], which is a dataset of natural conversations about
an images. This is much longer than the average length of
the answers in the VQA v2 dataset – 1.2 words.
This suggests that human answers are likely to be ob-
tained in the form of sentences when asking humans ques-
tions in a natural scenario. However, to use the obtained
answers for various tasks, such as object class recognition
and relationship detection, it is desirable that the answer be
represented by a single word, like a class label. Therefore,
it is necessary to extract the word that is most relevant, to
the question and the image from the answer, from the full-
sentence answer. In this paper, we tackle the task of extract-
ing keywords when the answers from VQA are obtained in
the form of sentences (Full-sentence VQA). To extract a
keyword from a full-sentence VQA, the simplest method is
to construct a dataset with full-sentence answers and key-
word annotations, and train the model in a supervised man-
ner. However, the cost of constructing such a dataset and an-
notating the keywords in the answer is very high. If we can
train a keyword extraction model in an unsupervised man-
ner, using a dataset with only full-sentence answers (w/o
keyword annotations), we can save the high cost of collect-
ing keyword annotations.
In this paper, we propose an unsupervised keyword ex-
traction model using a full-sentence VQA dataset, which
contains no keyword annotations.
Here, our main idea is based on an intuition that the key-
word is the most informative word in the full-sentence an-
swer, and contains the information not included in the ques-
tion. That is to say, the full-sentence answer can be decom-
posed into the keyword information that is not included in
the question, and the information that is already included in
the question. For example, in the answer “The candles are in
front of the bear.” to the question “What is in front of the an-
imal that looks white?”, the word “candles” is the keyword,
while the last part “The something is in front of the bear” is
information already included in the question, that is, there
is no new information besides the question. We intend to
extract two features from the full-sentence answer, which
represent the information of the keyword and the informa-
tion derived from the question, respectively. To ensure these
two features to discriminatively contain the keyword infor-
mation and the question information, we intend to recon-
struct the original answers from the keyword features, and
the original questions from the question features.
Given an image, its corresponding question, and full-
sentence answer, our proposed model extracts the keyword
of the answer by decomposing the keyword information and
the question information in the answer. Our model consists
of the three modules: the encoder module E, the attention
scoring module S, and the decoder moduleD.
The encoder E encode the image and question features
into joint features. The attention scoring module S weights
each words, according to its importance, and calculates its
weighted sum to generate two features, that represent the
keyword and the question information, respectively. This
module is inspired by the researches on the attention mech-
anisms, particularly by the Transformer [27]. Finally, the
decoder moduleD reconstructs the original sentences from
the output of S.
We conducted experiment on two datasets, GQA [11]
and FSVQA [23], which contain both full-sentence and
single-word answers. Note that annotation in both datasets
is not provided by humans. The questions and answers in
the GQA dataset are automatically generated from scene
graphs, and the full-sentence answers in the FSVQA dataset
are generated from single-word answers, in the VQA v1
2
dataset [2], by applying linguistic rules.
To the best of our knowledge, our work is the first at-
tempt at extracting a keyword from full-sentence VQA in
an unsupervised manner.
Overall, the main contributions of our work are
1. We proposed a novel task of extracting keywords from
the full-sentence VQA without any keyword annota-
tions.
2. We designed a novel, unsupervised keyword extrac-
tion model, based on the disentanglement of the full-
sentence answer, and the reconstruction of the original
answer and the question.
3. We conducted experiments on two VQA datasets, and
provided both qualitative and quantitative results that
shows the effectiveness of our model.
2. Related works
2.1. Unsupervised Keyword Extraction for Text
There is much research on keyword extraction from text,
both in a supervised and unsupervised manner. Our work is
one of the unsupervised methods, so we focus on unsuper-
vised methods here.
Unsupervised keyword extraction methods are roughly
categorized into two approaches: graph-based methods and
statistical methods.
In graph-based methods [17], the target document is re-
garded as a graph, with each word as a node, and the re-
lationship between words (e.g., co-occurrence [17, 28]) is
applied as an edge weight. However, these methods need to
construct a graph from the target document, and use a re-
lationship such as co-occurrence between words as edges.
Therefore, the document is required to have a certain length.
Here, we try to extract keywords from full-sentence VQA
dataset, in which the average word length of the answers is
about 10 words. Therefore, graph-based methods are not
suitable for our target dataset.
The statistical methods rely on statistics obtained from a
document, such as the term frequency and the position of
a word. The most basic method of the statistical method
is TF-IDF [20], which calculates the term frequency from
the target document, and the inverse document frequency
from the large corpus, and scores each word in the target
document. Other statistical methods consider different fea-
tures, like the co-occurrence of the candidate phrases [21],
which is obtained by splitting the document by delimiters
and stopwords, but this is not suitable for short text because
of the usage of the co-occurence.
2.2. Attention
The attention mechanism is a technique originally pro-
posed in machine translation [4], which aims to focus
on the most important part of the input sequences for a
task. The attention mechanism has been applied to var-
ious tasks, such as document classification [33], ques-
tion answering [29, 24], image captioning [32, 16], and
VQA [12, 1, 31, 35].
In the following part, we describe the research on the at-
tention mechanism, in natural language processing, related
to this work. In general, the attention mechanism is de-
scribed as learning the mapping between a query and key-
value pairs. In machine translation, the decoder’s hidden
state is treated as a query, and the key and value vectors are
generated from the encoder’s hidden state, and the atten-
tion is computed as the weighted sum of the value vector,
dependent on the query and the key vectors.
Transformer [27] is one of the most popular attention
mechanisms for machine translation, which enables ma-
chine translation without using recurrent neural networks,
but using a self-attention mechanism and feed-forward net-
works.
Another line of research uses attention for supervised
keyword extraction [30]. Its model was trained for doc-
ument classification, and extracted the word, that seemed
to be important for the task, as the keyword. This system
requires additional annotations of document class labels, to
train the model, whereas our study aims to extract keywords
without any additional annotations, a significant difference.
2.3. Visual Question Answering
VQA is a well-known task of learning from questions
and answers about images. In VQA, the most representative
dataset is VQA v2 [9], and much research uses this dataset
for performance evaluations. In general, VQA is regarded
as a classification task, with target classes of k frequent an-
swers [12, 25]. In the VQA v2 dataset, the average number
of words in an answer is only 1.2 words, and the variety of
the answers is relatively limited. Therefore, by setting the
number of target classes k to about 3,000, about 93% of the
questions can be covered [25].
However, in natural question answering by humans, the
answers will be expressed as a sentence rather than a single
word. For example, in the Visual Dialog dataset [6], which
collects natural dialogue about images, human answers to
the questions are often sentences, and the average number
of the words in the answer is 6.5 words, which is larger than
VQA v2 dataset average.
The FSVQA [23] is a VQA dataset with answers in the
form of full sentences. In this dataset, the full-sentence an-
swers are automatically generated, by applying the rule-
based natural language processing to the questions and
single-word answers, in the VQA v1 dataset [2].
The GQA dataset [11] is recently proposed and is a
dataset also with automatically generated full-sentence an-
swers. The questions and answers (both single-word and
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Figure 3. Overall pipeline of the model. First, the Encoder module extracts the image features fI and the question features fQ, and
integrates them into a joint feature fj . Then, the Attention Scoring Modules Sa and Sq compute the attention weight of each word in the
full-sentence answer, and calculate the weighted sum of the word-embedding vectors of the full-sentence answer. The output of Sa i.e.,
fk, is the keyword-aware feature of the full-sentence answer, and the output of Sq i.e., fk, is the question-aware feature. These features
are used as inputs to the Decoder modules. Dall reconstructs the full-sentence answer from both fk and fq . Da estimates the Bag-of-
Words(BoW) feature of the full-sentence answer, from fk and fQ, and additionally, Dq estimates the BoW feature of the question from
fq and fI .
full-sentence) are created from scene graph annotations of
the images.
The full-sentence answers in both datasets described
above are annotated automatically, i.e., not by humans.
Therefore, neither dataset has both full-sentence answers
and manually annotated keywords. This is why we cannot
simply train a supervised keyword extraction model from
the full-sentence VQA.
3. Model
First, we present the overview of our proposed model.
Then, we describe the details of each module of the model
and their objective functions.
3.1. Overview
The overview of the model is show in Figure 3. This
model consists of the encoder E, the attention scoring mod-
ules Sa and Sq , and the decoder modules Dall, Da, and
Dq .
As the input to the model, we use an image I and
the corresponding question Q and the full-sentence answer
A = {wa1 , wa2 , . . . , wan}. Here, wai represents the i-th
word in the full-sentence answer.
Given I and Q, E extracts image and question features,
and integrates them into joint features fj , i.e., E(I,Q) =
fj .
Next, Sa and Sq use fj and A as input, and out-
put the weight vectors, ak and aq . Here, ak =
{ak1, ak2 . . . akn} and aq = {aq1, aq2 . . . aqn} for
each word in A. We denote ai ∈ (0, 1) as the weight score
of the i-th word in A.
Then, we consider the keyword vector fk as the embed-
ding vector of the word with the highest weight score in ak,
and the question information vector fq as the weighted sum
of the embedding vectors of A corresponding to the weight
score aq .
Next, Dall reconstructs the original full-sentence an-
swer, using fk and fq using LSTM. We intends fk to be the
keyword vector in the full-sentence answer, i.e., the most in-
formative word in the full-sentence answer, and fk to repre-
sent the question information. However, Dall only ensures
both features to have the information of the full-sentence
answer. To separate them, we designed the additional de-
coders, Da and Dq . Da reconstructs the BoW features of
the answer from fk, andDq reconstructs the BoW features
of the question, from fq with auxiliary vectors. Our inten-
tion in this operation is to make fk and fq representative
features for the full-sentence answer and the question, re-
spectively.
The entire model is trained to minimize the error be-
tween the reconstructed sentences Arecon and the original
full-sentence answers, and the error between the BoW fea-
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tures of the full-sentence answers and the questions.
3.2. Encoder
This module E encodes the image I and the question Q
and obtains the image feature fI , the question feature fQ,
and the joint feature fj . To generate fI , we use the image
feature extracted from a deep CNN, which is pre-trained
on a large scale image recognition dataset. For fQ, we con-
verted each word token into a word embeddings and average
them. Then, we perform l2 normalization to both features.
Finally, those features are concatenated to the joint feature
fj ∈ Rdj , i.e., E(I, Q) = fj = [fI ; fQ], where dj is the
dimension of the joint feature, and [; ] indicates concatena-
tion. Note that we did not update the model parameters of
E during training.
3.3. Attention Scoring Module
This module takes fj as input, and weights each words
in the full-sentence answer. We used two of these modules,
Sa and Sq . Sa computes the weights, depending on which
word is important for the full-sentence answer, and Sq com-
putes the weights based on importance to the question. Sa
and Sq have almost the same structure. Therefore, we show
the details of Sa first, and then describe the difference be-
tween Sa and Sq .
The weight scoring in these modules is based on the
attention mechanism used in Transformer [27]. First, we
encode each word in the full-sentence and create the full-
sentence answer vector fA = {wa1 , wa2 , . . . wan} ∈
Rn×de , where wai denotes the embedding vector of the i-
th word, n is the length of the full-sentence answer, and de
is the dimension of the word embedding vector. To rep-
resent the order of the words in the full-sentence answer,
we applied positional encoding to fA. Specifically, before
feeding fA into scoring modules, we add positional embed-
ding vectors to fA, same as introduced in BERT [7].
We describe our attention mechanism as a mapping be-
tween Query and Key-Value pairs. First, we calculate Query
vector Q ∈ Rh, Key vector K ∈ Rh×n, and Value vector
V ∈ Rh×n.
Q =Wqfj (1)
K =WkfA (2)
V =WvfA (3)
where Wq ∈ Rh×dj ,Wk ∈ Rh×de ,Wv ∈ Rh×de are
learned weights. Then, the attention weight vector ak =
{a1, a2, . . . an} ∈ Rn, where ai is the weighted score of
the i-th word, is computed as the product of Q and K, as
shown below.
ak =K
TQ (4)
Then, we choose the word that has the highest weighted
score as the keyword of the full-sentence answer:
fk = argmax
ak
(fA) (5)
However, the argmax operation is non-differentiable.
Therefore, we use an approximation of this operation by
softmax with temperature.
fk = fA softmax(
ak
τ
) (6)
where τ is a temperature parameter and, as τ approaches 0,
the output of the softmax function becomes one-hot distri-
bution.
Sq has the same structure as Sa up to the point of com-
puting the attention weight vector aq . For the keyword vec-
tor, we have the intention to focus on the specific word in
the full-sentence answer. Therefore, we use the softmax
with temperature. However, for the question vector, we do
not need to concentrate on a word. Therefore, we calcu-
late the question vector as the weighted sum of the attention
score:
fq = fA softmax(aq) (7)
Then, we applied one layer feed-forward neural network
followed by layer normalization [3] to the output of this
module fk,fq .
3.4. Decoder
3.4.1 Entire Decoder
In the entire decoderDall, we reconstruct the full-sentence
from the output of the attention scoring modules fk and
fq , i.e., Arecon = Dall(fk,fq), where Arecon denote the
reconstructed full-sentence answer. We use an LSTM as the
sentence generator. As the input to the LSTM at each step
(xt), we concatenate fk and fq to the output of the previous
step:
x0 =Wx0 [fk; fq] (8)
xt =Wx [fk; fq; st−1] (9)
where st−1 is the output of the LSTM at the t− 1 step, and
Wx0 and Wx are the learned parameters.
The objective for Dall is defined by the cross- entropy
loss:
Lall = −
n∑
t=1
log(p(st = sˆ
ans
t | sˆans1:t−1)) (10)
where sˆans is the ground-truth full-sentence answer.
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Word dropout We applied word dropout [5], which is a
method of masking words of input sentences to LSTM with
a specific probability. This forces the decoder to generate
sentences relying not on the previous word, but on the fk
and fq .
3.4.2 Discriminative Decoders
Dall tries to reconstruct the full-sentence answer from fk
and fq . Therefore, Dall enables the feature vectors to con-
tain the information of the answer. However, we intend to
represent the information of the answer’s keyword in fk,
and the information of the question in fq . Therefore, we
design the discriminative decoders,Da andDq , to generate
fk and fq , respectively, thus capturing the desired informa-
tion separately.
Da reconstructs the full-sentence answer, andDq recon-
structs the question. This reconstruction is performed, not
with the sentence as the target, but with the BoW features of
the sentence as the target. This is because we intend to focus
on the content of the sentence, not the sequential informa-
tion of the sentence. As an alternative, we also considered
the reconstruction of the sentence, but that by LSTM is dif-
ficult to train. Therefore, we chose BoW features as the
target of the reconstruction. BoW feature b ∈ Rns is rep-
resented as a vector whose i-th elements is Ni/Ls, where
ns is the size of the vocabulary, Ni is the number of occur-
rences of the i-th word, and Ls is the number of the words
in the sentence.
The input to these discriminative decoders is not only
feature vectors, but also auxiliary vectors, which is the ad-
ditional features that helps the reconstruction. Specifically,
the auxiliary vector for Da is the average of the word em-
bedding vectors in the question, fQ, and, forDq , the auxil-
iary vector is the image feature fI .
We build the decoder as the fully-connected layers:
ya =WA[fk; fQ] +BA (11)
yq =WQ[fk; fI ] +BQ (12)
The loss function for the discriminative decoder is the
cross entropy loss between the ground-truth BoW features
and the predicted BoW features:
La = −
na∑
i=1
ba[i] log ya[i] (13)
Lq = −
nq∑
i=1
bq[i] log yq[i] (14)
where b denotes the ground-truth of the BoW features, na
and nq are the size of the vocabulary for the answer and the
question, respectively.
Dataset
number of
QA
avg. len.
answer
dataset
annotation
GQA
train 943,000 6.69
automaticallyval 132,062 6.70
all 1,075,062 6.70
FSVQA
train 139,038 6.11
automaticallyval 68,265 6.07
all 207,303 6.10
VQA v2
train 443,757 1.16
manuallyval 214,354 1.16
all 658,111 1.16
Table 1. Basic statistics of the dataset we used. For reference, the
statistics of VQA v2 dataset are also provided. Note that the value
of FSVQA dataset are after pre-processing.
3.5. Full Objectives
Finally, the overall objective function for our model is
written as
L = λallLall + λaLa + λqLq (15)
where λall, λa and λq are hyper-parameters that balance
each loss function.
3.6. Implementation Details
In the encoderE, we extract image features with a size of
2048×14×14, from the pool-5 layer of the ResNet152 [10],
pre-trained on ImageNet, and apply global pooling to ob-
tain 2048-dimensional features. For the question word en-
coding, we used 300-dimensional GloVe embeddings [19],
which are pre-trained on the Wikipedia/Gigaword corpus1.
In the attention scoring module, the embedding matrix,
to convert each word in the full-sentence answer into fA,
is initialized with the pre-trained GloVe embeddings. The
temperature parameter τ is gradually annealed using the
schedule τi = max(τ0 e−ri, τmin), where i is the over-
all training iteration, and other parameters are set as τ0 =
0.5, r = 3.0 × 10−5, τmin = 0.1. The LSTM in the Dall
has a hidden state of 1024 dimensions. The word dropout
rate is set to 0.25.
We used Adam [14] optimizers to train the model, which
has an initial learning rate of 1.0× 10−3. The loss parame-
ters λall, λa and λq are set to 1.0, 1,000, 1,000, respectively.
4. Experimental Setup
4.1. Dataset
We conducted experiments on two datasets: GQA [11]
and FSVQA [23]. In Table 1, we present the basic statis-
tics of both datasets, and those of the VQA v2 dataset for
reference.
1http://nlp.stanford.edu/projects/glove/
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GQA FSVQA
Model Accuracy Mean rank Accuracy Mean rank
TF-IDF 0.275 2.86 0.278 3.22
Ours 0.429 ± 0.03 2.04 ± 0.10 0.351 ± 0.04 2.38 ± 0.14
Ours w/oDq 0.318 ± 0.02 2.44 ± 0.04 0.298 ± 0.03 2.67 ± 0.05
Ours w/oDa, Dq 0.350 ± 0.06 3.01 ± 0.49 0.347 ± 0.05 2.49 ± 0.21
Ours with LSTMDa, Dq 0.329 ± 0.01 2.36 ± 0.04 0.347 ± 0.01 3.35 ± 0.11
Table 2. Performance of the keyword extraction on GQA and FSVQA. Higher is better for Accuracy and lower is better for Mean Rank.
We conducted experiments three times for our methods. Note that TF-IDF is a deterministic algorithm, so we conducted experiments only
one time.
GQA
Ours TF-IDF
num. Acc.
Mean
Rank
Acc.
Mean
Rank
Is the 22,507 0.437 1.898 0.058 3.819
What is 20,435 0.544 1.444 0.581 1.295
Are there 13,004 0.276 3.217 0.000 4.859
Who is 6,452 0.366 1.773 0.184 2.158
Is there 5,270 0.269 2.971 0.000 4.792
Does the 5,236 0.393 2.108 0.031 3.812
On which 5,121 0.369 1.701 0.001 2.074
Do you 4,976 0.291 2.936 0.005 4.770
Which kind 4,410 0.744 1.129 0.719 1.143
What kind 4,148 0.719 1.171 0.704 1.175
FSVQA
Ours TF-IDF
num. Acc.
Mean
Rank
Acc.
Mean
Rank
How many 11,589 0.271 2.579 0.075 2.926
What is 10,391 0.343 2.565 0.539 1.724
What color 10,232 0.678 1.393 0.073 2.385
Is the 5,576 0.336 2.312 0.087 4.790
Is this 4,456 0.345 2.175 0.075 5.664
What are 2,045 0.273 2.568 0.601 1.577
What kind 1,694 0.246 2.389 0.887 1.161
Are the 1,473 0.291 2.367 0.075 5.720
What type 1,113 0.232 2.431 0.863 1.190
Where is 1,106 0.500 2.042 0.564 1.626
Table 3. The performance per question types. We consider the first two words of each question as the question types, and we show the
experimental results for top 10 frequent question types. The left table shows the results of GQA, and the right table shows the results oF
FSVQA.
GQA The GQA dataset [11] contains 22M questions and
answers, which are generated from the image scene graph.
The questions and answers are automatically generated
from the scene graphs, and the answers contain both the
single word answers and the full-sentence answers. The
22M questions and answers in GQA have unbalanced an-
swer distributions. Therefore, we use the balanced version
of this dataset, which is down-sampled from the original
dataset and contains 1.7M questions. As pre-processing, we
removed the periods, commas, and question marks.
FSVQA The FSVQA dataset [23] contains 370K ques-
tions and full-sentence answers. This dataset is built by ap-
plying rule-based processing to the VQA v1 dataset [2], and
captions in the MSCOCO dataset [15], to obtain the full-
sentence answers. There are 10 annotations per question in
the VQA v1 dataset. Therefore, one of those annotations
is chosen to create full-sentence answers. Specifically, the
one annotation that has the highest frequency of the 10 an-
notations is chosen. If the frequencies are all equal, one
annotation is chosen randomly. To obtain the single word
answer corresponding to the full-sentence answer, we fil-
ter the questions for which we cannot determine the high-
est frequency annotation. After this process, we obtained
139,038 questions for a train split, and 68,265 questions for
a validation split.
4.2. Settings
We measure the performance of our model by the accu-
racy of the keyword and the Mean Rank. Mean Rank is
the average rank of the correct keyword when sorting each
word in order of the importance score. In addition, we re-
port the accuracy per question types. Here, we categorize
all questions according to the first two words, and we show
the top 10 frequent question types for this categorization.
We report the keyword extraction result by TF-IDF base-
line as a comparison method. We conduct an ablation study
to show the importance of Da and Dq . In addition, we
change the reconstruction method, from BoW estimation to
the original sentence generation, using LSTM.
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Figure 4. Examples of the results of keyword extraction in the GQA dataset and the FSVQA dataset. The top three rows are, in order, the
questions, the full-sentence answers, and ground truth keywords from the dataset. The last row shows the heatmap of the attention score
generated by our model. The darker the red color, the greater the value of the attention score.
5. Experimental Results
5.1. Results and Discussions
The experimental results are shown in Table 2. Com-
pared with TF-IDF method, our model achieves the better
performance for all metrics and datasets. As can be seen
in the results of the ablation study, even without Da and
Dq , our model has much better performance than TF-IDF.
When using LSTM in Da and Dq , the accuracy and mean
rank becomes worse than in our proposed model, which re-
constructs the BoW in those modules. We believe this is be-
cause the reconstruction of the sentence with LSTM needs
to manage the sequential information in the sentence, and
that is more difficult than BoW estimation. We intended to
focus on the contents of the sentence. Therefore, the BoW
is more suitable for these modules.
The results for the accuracy per question types are shown
in Table 3. For most question types, our method shows
higher accuracy and lower mean rank than the compared
methods. The TF-IDF method tends to choose unusual
words as keywords. Therefore, the accuracy drops to al-
most zero in some question types. However, even in such
cases, our method can extract keywords correctly.
5.2. Qualitative Results
We show some examples in Figure 4. The upper side
is the result for GQA, and the lower side is the result
for FSVQA. And we provide the heatmap of the attention
weight score from our attention scoring module, Sa. Note
that the attention score is normalized to improve visibility.
The left two samples are the successful cases and the right
two samples are the failure cases. As can be seen even in
failure cases, our model gives high scores to the keywords,
although not the highest.
6. Conclusion
In this paper, we proposed the novel task of unsuper-
vised keyword extraction from full-sentence VQA, and we
designed the novel model to tackle this task, based on
the information decomposition of the full-sentence answer
and the reconstruction of the answer and the question.
Both qualitative and quantitative experiments show that our
model successfully extract the keyword of the full-sentence
answer without any keyword supervision.
Our future work includes utilizing extracted keywords
to other tasks, such as VQA or object classification. Also,
our work could be combined with recent works on VQG.
With our work, an intelligent system can ask humans about
unseen objects in the image, obtain the answer and learn
new knowledge from it, even if the answer consists of more
than a single word.
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