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Despite current interest in the causes and consequences of plant size hierarchies, there are different opinions about the best way to evaluate a size distribution. Weiner and Solbrig (1984) have argued that size hierarchy means size inequality, and that the Gini coefficient of inequality (Sen 1973 ) is more relevant than skewness or variance of plant size (e.g., Turner and Rabinowitz 1983) for most ecological questions. Weiner (1985) presents a formula to estimate the population Gini coefficient (G) from a sample and states that reasonable confidence intervals for the population Gini coefficient can be obtained by a bootstrapping procedure (Efron 1982) . This note evaluates the accuracy of these bootstrap confidence intervals. We find that they are reasonably accurate when calculated from samples of 50 or more individuals, but that they are too narrow when calculated from smaller samples.
The bootstrap procedure uses the observed data to estimate the theoretical and usually unknown distribution from which the data came (Efron 1982 , Meyer et al. 1986 ). Bootstrap samples of the same size as the original sample are repeatedly drawn by sampling with replacement from the observed data. The test statistic, e.g., the Gini coefficient, is calculated for each bootstrap sample. The distribution of G's obtained from bootstrap sampling can be used to estimate the standard deviation and set confidence limits on the observed statistic (Efron 1982 If many samples of data from the known distribution are generated and a confidence interval calculated from each, the number of confidence intervals that include the parameter can be determined. An accurate confidence interval includes the known parameter the stated percentage of the time; for example, a 95% confidence interval should include the true value in 95% of the random samples of data. Although in some situations bootstrap confidence intervals are relatively accurate (Efron 1982:79) , in other situations they are too narrow (Schenker 1985 , Meyer et al. 1986 ).
Methods
The accuracy of the bootstrap procedure can be evaluated by repeatedly generating random samples from a distribution with a known Gini coefficient. From each sample, the bootstrap procedure is used to calculate a confidence interval. Then, one can ask the question: how many of those confidence intervals include the known G for the population. The coverage probability is the observed percent of times the confidence interval includes the parameter.
We performed two simulation studies. In the first study, large simulated populations were generated from three statistical distributions chosen to be representative of observed plant size distributions: normal, lognormal, and bimodal (see Table 1 ). Normal random numbers were generated by transforming uniform random numbers from the VAX/VMS pseudo-random number generator RAN with an approximate inverse normal cumulative distribution function (Hastings 1955) . The bimodal distribution was the sum of two normal distributions with means of 6.0 and 10.0 and variance of 1.0. Given those means, the probability of generating a negative value was less than 1 in 100 000.
The size of each large population was arbitrarily set at 10 000.
The "true" Gini coefficient was calculated from each large population, then five hundred random samples of size N were taken from the population; bootstrap 95% confidence intervals were calculated from each sample as in Weiner (1985) . In this study, we used sample sizes (N) of 20, 50, 100, and 500. Computations were done using a VAX 11/750 computer at the Smithsonian Environmental Research Center.
In the second simulation study, samples of sizes 20, 100, and 250 were generated from uniform, truncatednormal, and lognormal distributions. Since plant size must be positive, the data generated from the normal distribution were truncated by replacing any nonpositive values. The true value of the Gini coefficient can be calculated analytically when the size data follow one of these three statistical distributions (Appendix).
Computations for the one-sample bootstrap were done on an IBM 3081D computer using IMSL (1982) random number generators and VS FORTRAN programs.
Computations for the two-sample bootstrap were done in PASCAL on a microcomputer. A randomized shuffler was used to improve the uniform distribution from october 197 NO ITES AND COMMENTS 1549 RAN, the PASCAL pseudo-random number generator, and the Box-Muller method was used to generate normal deviates (Press et al. 1986 ).
In this study, bootstrap confidence intervals were computed using the percentile method (Efron 1982 The sample Gini coefficient (Weiner and Solbrig 1984) was calculated using the formula (Glasser 1962):
where XA are the sizes sorted from smallest to largest, Xl' ? X2 ? ... Xn. When an efficient sort routine is used, this formula is computationally faster than the usual formula given in Weiner (1985) .
Results and Discussion
The results of the two studies are similar. The bootstrap confidence intervals (ci's) are too narrow in almost all cases. In the first study, bootstrap ci's are unacceptably inaccurate for small samples (N < 50) for all three distributions, and for all except the largest sample size (N = 500) for the lognormal distribution (Table 1) (Table 1) . With 100 individuals, 95% ci's include the parameter 88-95% of the time, and they are relatively accurate when N = 250 plants (Table 1) . As the number of observations increases, the frequency distribution of bootstrap values approaches the frequency distribution of the original data (Nash 1981), so it is not surprising that bootstrap ci's are more accurate with larger data sets. What is noticeable is their poor small-sample performance.
Comparison of the location of the upper and lower bounds to the confidence intervals suggests why the bootstrap confidence intervals are poorly behaved. The true lower and upper bounds on G for a size distribution can be estimated by Monte Carlo methods by calculating G from many independent samples of data.
Generally, the lower bound of the bootstrap ci was close to the true lower bound, but the upper bound was too low by as much as 0.10 units. Using an unequal-tailed ci (from the 3rd to the 98th percentiles, instead of the 2.5th to 97.5th percentiles) brings the A confidence interval around a sample Gini value can be used to test a null hypothesis of the form: the population G equals some constant. These confidence intervals have been used (e.g., Weiner 1985 Weiner , 1986 (Table 2) . We applied this method to Weiner's (1986) results on the differences in inequality in Ipomoea tricolor populations grown in different competitive regimes. When the difference between two Gini coefficients is bootstrapped with the method suggested here, the significance level of his results increases, although the present study indicates that his sample sizes are too small to produce accurate single-sample bootstrap confidence intervals.
We should not be surprised that bootstrapping yields "overconfident" single-sample confidence intervals, since the bootstrap samples, which are repeatedly drawn from one sample of raw data, are treated as if they were truly independent samples taken from some population. Reasonably good confidence intervals can be obtained by bootstrapping when sample sizes are > 100.
When the distribution includes a few very large individuals (leading to large G's), the bootstrap frequency distribution is a poor approximation to the true, but unknown, frequency distribution, and the confidence intervals generated are unacceptably narrow unless the sample size is very large. In her article about the palynology of the Lake Valencia sediments, Leyden (1985) incorrectly stated that I concluded that the Late Glacial was extremely arid in the Valencia region and that the early Holocene was arid. She then concluded that the "arid early Holocene for the Valencia region (Salgado-Labouriau 1980) cannot be supported." I have never used the words arid or extremely arid in articles that I have written on the subject (Salgado-Labouriau 1979 , 1980 , 1982 , 1984 , 
