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We numerically investigate the onset of multi-chimera states in a linear array of coupled oscillators.
As the phase delay α is increased, they exhibit a continuous transition from the globally synchronized
state to the multichimera state consisting of asynchronous and synchronous domains. Large-scale
simulations show that the fraction of asynchronous sites ρa obeys the power law ρa ∼ (α − αc)βa ,
and that the spatio-temporal gaps between asynchronous sites show power-law distributions at the
critical point. The critical exponents are distinct from those of the (1+1)-dimensional directed
percolation and other absorbing-state phase transitions, indicating that this transition belongs to a
new class of non-equilibrium critical phenomena. Crucial roles are played by traveling waves that
rejuvenate asynchronous clusters by mediating non-local interactions between them.
Synchronization is a ubiquitous phenomenon in Na-
ture and also is of vital importance for our life, as seen
in the coordinated contraction of cardiac cells and firing
of neurons. The mode of synchronization crucially de-
pends on the range of interation between oscillators. Col-
lective synchronization is realized by global and power-
law couplings, while finite-range coupling lead to local
and partial coherence. A surprising phenomenon in the
latter is the spatial coexistence of coherent and inco-
herent clusters, called chimera states [1]. Since its dis-
covery by Kuramoto and Battogtokh [2], chimera states
have been a target of intense research activities [1, 3–39].
What makes them mysterious is the emergence of hetero-
geneity from identical oscillators with uniform network
topology, while they are also obtained in heterogeneous
networks [13–19]. An essential ingredient in generating
chimera states is the frustrated coupling with phase de-
lay. The onset of chimera states and bifurcation scenar-
ios have been studied using a variety of models [4–11].
Chimera states are experimentally reproduced by electro-
chemical [20–22], mechanical [23, 24], electronic [25, 26]
and optical [27] oscillators. When the number of oscilla-
tors N is large compared to the coupling range L, mul-
tiple clusters of coherent and incoherent domains appear
(multichimera states) [29–36]. In a fully developed mul-
tichimera state, the number of clusters roughly scales as
m ∼ N/L, and phase diagrams have been obtained for
transition between different numbers of clusters. A con-
tinuum limit approach was taken to analyze the stability
of traveling wave solutions and their transition to turbu-
lence [37–39]. However, the onset and statistical proper-
ties of multichimera states with m  1 are still largely
unexplored, which are the subject of the present paper.
Near the onset, we find branching and self-proliferating
patterns of clusters similar to those found in directed
percolation (DP) [40] and observed at the onset of var-
ious turbulence phases [41–43]. Meanwhile, the fraction
of asynchronous sites as well as the gap between clusters
show critical behaviors that are distinct from those of
DP and other absorbing-state phase transitions, indicat-
ing that the onset of multichimera states belongs to a new
class of non-equilibrium critical phenomena. We demon-
strate that the characteristic spatio-temporal properties
are caused by traveling waves that mediate non-local in-
teraction between asynchronous clusters.
The chimera states are obtained for a variety of cou-
pling functions. We employ a step function with the
coupling range L. Assuming that the intrinsic frequen-
cies are the same for all oscillators, which are set to zero
without losing generality, we use the model equation
φ˙x = − 1
2L
∑
0<|s|<L
sin (φx − φx+s + αpi) , (1)
where φx = φx(t) is the phase at the integer coordinate x
and time t, and α(> 0) gives the phase delay. Each pair
of oscillators tend to synchronize in-phase for α < 12 ,
and anti-phase for 12 < α < 1. Frustration due to the
non-local coupling destroys uniform synchronization and
gives rise to the chimera states for α near 12 . We numer-
ically solved (1) with a periodic boundary condition for
the system size N up to 224 = 16777216. The coupling
range L = 5 is used unless otherwise stated. By choosing
L  N , we can study the statistical behavior of a large
number of asynchronous clusters. A uniformly random
and spatially uncorrelated distributions of φx in [0, 2pi]
is used for the initial condition. In order to quantify the
degree of local synchronization, we define the reduced
phase difference
|∆φx| =
∣∣∣∣[φx+1 − φxpi
]∣∣∣∣ ∈ [0, 1], (2)
where [p] ≡ p− 2bp+12 c means truncation into [−1, 1].
In Fig. 1, we show the spatio-temporal map of the
phase difference for different values of α. For α = 0.43,
the system reaches a uniform synchronized state with
|∆φx|  1 at large t. For α = 0.45, we observe a multi-
chimera state with densely packed asynchronous clusters
and a small fraction of synchronized domains. For the
intermediate value α = 0.44, we find a branching and
self-proliferating structure of asynchronous clusters that
emit a number of traveling waves with |∆φx| ' 0.1. The
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2number fraction of asynchronous clusters slowly decays
in time and the traveling waves become dominant in the
late stage. Spatial profiles of |∆φx| in Fig.1 (d)(e) show
a marked contrast between the traveling waves, multi-
chimera and synchronized states. While traveling wave
states have a smooth profile with a characteristic wave-
length λ L, the multichimera states have a fluctuating
noisy profile with a typical size ∼ L.
The branching structure of asynchronous clusters re-
minds us of the similar structure in DP. In (1+1)-
dimensional DP, each bond is created at probability p
between an active site (x, t) and its neighbors (x± 12 , t+1).
A site becomes active if it is bonded from one or more
neighbors, and inactive otherwise. As p is varied, the
fraction ρ of the active site at time t→∞ shows the crit-
ical behavior ρ ∼ (p− pc)β . At the critical point p = pc,
the active fraction decays in time as ρ ∼ t−α, and the
distribution of spatial (temporal) gap ξ⊥ (ξ‖) between
active sites shows the power-law decay n(ξi) ∼ ξ−µii
(i =‖,⊥). We analyze the transition from the synchro-
nized to multi-chimera states in light of the critical be-
haviors of DP.
To this end, it is necessary to define the asynchronous
and synchronous sites, which correspond to the active
and inactive sites in DP, respectively. The traveling wave
states are characteristic to our system, and they pro-
duce a crucial difference from DP, as we shall see below.
Therefore, we classify the sites into the three types: (s)
synchronized, (w) traveling waves, and (a) asynchronous.
We find that the phase difference |∆φx| is a particularly
good measure to distinguish them, when compared to
other measures such as the phase velocity φ˙x and the or-
der parameter defined by Rx =
1
2L+1
∣∣∣∑|s|<=L eiφx+s∣∣∣ .
We use the criteria
(s) |∆φx| ∈ [0,∆1], (3)
(w) |∆φx| ∈ [∆1,∆2], (4)
(a) |∆φx| ∈ [∆2, 1] (5)
with the thresholds ∆1 = 0.1 and ∆2 = 0.3. With
this choice of ∆1 and ∆2, we can distinguish the peaks
and valleys of the traveling waves, which belong to (w)
and (s), respectively. A spatio-temporal map of the
ternarized phase difference is shown in Fig.1 (f). It
clearly differentiates the branching asynchronous clus-
ters and the traveling waves. Using the state variable
σx,t = s, w, a, we define the spatio-temporal correlation
function Qi(x, t) as the average of the conditional prob-
ability that σx+x′,t+t′ = i under the condition σx′,t′ = i:
Qi(x, t) = 〈Prob(σx+x′,t+t′ = i|σx′,t′ = i) 〉x′,t′ , (6)
where i = s, w, a. In Fig.2, we show the correlation func-
tions Qw(x, t) and Qa(x, t) for α = 0.44. As a function of
the distance, the former has a moving peak with velocity
vw ' 2, indicating wave propagation. On the other hand,
the asynchronous sites have only a short-range correla-
tion with a peak at x = 0 and a shoulder in the coupling
range L. The choice of ∆1 and ∆2 is made to maximize
the difference between the two correlation patterns; see
Supplementary Material (SM) for details.
Now we analyze the transition behavior in terms of the
fraction of the asynchronous sites ρa(t), which is plotted
in Fig.3. Using the system size N = 131072, we find that
ρa decays to zero after a long time for α ≤ αc = 0.4390,
while it remains non-zero for α > αc. At the critical point
αc, the initial decay is fitted by ρa(t) ∼ − ln(t/t1) with
the characteristic time t1 = 1.1 × 103. The logarithmic
decay crossovers to a slower decay at t ' t1. At t = t1,
the asynchronous fraction is already as small as 0.025,
but it vanishes only after t = t0 ' 5× 105 ' 5× 102× t1.
During this late stage, ρa(t) shows a noisy profile with
many peaks due to traveling waves, as discussed later and
in SM.
The asynchronous fraction ρa in the dynamical steady
state t → ∞ is estimated by averaging over the time
window 105 < t < 106 except for a few data points near
the critical point, for which the time window is shifted to
minimize the statistical error. We plot the steady state
fraction versus α − αc in Fig. 3 (b). It is fitted by the
power law
ρa ∼ (α− αc)βa , βa = 2.21± 0.09. (7)
The exponent is much larger than that of the fraction of
active sites in (1+1)-dimensional DP, βDP ' 0.277.
Next, we consider the spatial gap ξ⊥a and the temporal
gap ξ‖a between asynchronous sites, illustrated by the
arrows in Fig. 1 (f). They are measured over the time
window 0 < t < 3000 in an N = 16777216 system. The
histograms of the spatio-temporal gaps at α = αc are
shown in Fig. 4. We fitted them by the power law
n(ξ⊥a) ∼ ξ−µ⊥a , n(ξ‖a) ∼ ξ−µ‖a (8)
and estimated the exponents as
µ⊥a = 1.71± 0.01, µ‖a = 1.73± 0.01. (9)
These exponents are smaller than those of the active sites
in (1+1)-dimensional DP, µ⊥DP ' 1.748 and µ‖DP '
1.841.
We seek the origin of the novel critical behaviors in
the traveling waves that are absent in DP. We find that
the asynchronous states are rejuvenated by collision of
traveling waves propagating in the opposite directions,
as shown in the dotted circles in Fig. 1 (f). Time evolu-
tion of the fraction of traveling wave sites ρw at α = αc is
shown in Fig. 5(a). After an initial growth up to t ' 200,
it decays rapidly until t ' 5000. In the late stage, ρw
slowly decays to zero exhibiting many spikes that are
in correlation with those of the asynchronous sites (see
the inset). These spikes are caused by a positive feed-
back loop consisting of wave emission by asynchronous
3sites and rejuvenation of asynchronous sites by colliding
waves. We plot the fraction of traveling wave sites ρw in
the dynamical steady states versus α in Fig. 5(b). It is
fitted by the power law
ρw ∼ (α− αc)βw , βw = 1.46± 0.06. (10)
The exponent is smaller than that of the asynchronous
fraction, which means that more traveling waves are
needed to rejuvenate an asynchronous site as we ap-
proach the critical point.
The critical properties of the asynchronous fraction
are not explained by DP and related models with lo-
cal interactions, such as compact DP [44] and the Ziff-
Gulari-Barshad model [45] which allows rejuvenation by
catalytic reactions. The anomalous DP with non-local
spreading rules [40, 46] is not applicable to our case, ei-
ther. Therefore, we conclude that the onset of multi-
chimera states belongs to a new class of non-equilibrium
critical phenomena. The traveling waves mediate non-
local interactions between asynchronous clusters and re-
juvenate them, leading to the slow decay of the asyn-
chronous fraction. The precise mechanism of the non-
local interactions and its relation to the critical behavior
are important questions to be addressed in future work.
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4FIG. 1. Spatio-temporal patterns of the phase difference for (a) α = 0.43, (b) α = 0.44, and (c) α = 0.45 in an N = 512
system. They are dominated by synchronized, traveling waves and multichimera states in the late stage, respectively. The
spatial profiles of |∆φx| in (d) and (e) are taken at the time indicated by the white bars in (b) and (c), respectively. The smooth
wavy profile with |∆φx| ' 0.1 in (d) is characteristic to the traveling wave states. In (e), we see coexistence of multichimera
and synchronized domains. A multichimera domain consists of asynchronous sites (|∆φx| > ∆2) and synchronized sites
(|∆φx| < ∆1). (f) spatio-temporal plot of the ternarized phase difference for α = 0.44. The asynchronous sites are shown
in black, the traveling-wave sites in grey, and the synchronous sites in white. The spatial (temporal) gap ξ⊥a (ξ‖a) between
asynchronous sites are illustrated by arrows. Collision of traveling waves generate new asynchronous clusters in the regions
enclosed by dotted circles.
5FIG. 2. Spatial profiles of the correlation functions (a)
Qw(x, t) and (b) Qa(x, t) for different time delay t. The av-
erage is taken over the time interval 250 < t′ < 1000 for an
N = 131072 system. The correlation function of traveling
wave sites has a peak that moves with a speed vw ' 2, while
that of asynchronous sites has a peak at x = 0 and a shoulder
in the region x <∼ L = 5.
6FIG. 3. (a) The fraction of asynchronous sites ρa(t) for an
N = 131072 system. It decays to zero for α ≤ αc = 0.4390.
(b) The steady state fraction ρa(t→∞) versus α−αc. Inset:
logarithmic plot. Solid lines show the power-law fitting with
the exponent βa = 2.21.
7FIG. 4. Histograms of (a) the spatial gap ξ⊥a and (b) tempo-
ral gap ξ‖a between asynchronous sites for α = αc. Solid lines
show the power-law fitting with the exponents µ⊥a = 1.71 and
µ‖a = 1.73, respectively.
8FIG. 5. (a) Time evolution of the fraction of traveling wave
sites ρw(t) and asynchronous sites ρa(t) for α = αc. Inset:
enlarged view of the time window 2 × 105 < t < 6 × 105.
(b) Steady state fraction of traveling wave sites ρw(t → ∞).
Inset: logarithmic plot. Solid lines show the power-law fitting
with the exponent βw = 1.46.
