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The estimation of metal nanoparticle diameter by analysis of extended x-ray absorption fine structure (EXAFS)
data from coordination numbers is nontrivial, particularly for particles <5 nm in diameter, for which the
undercoordination of surface atoms becomes an increasingly significant contribution to the average coordination
number. These undercoordinated atoms have increased degrees of freedom over those within the core of the
particle, which results in an increase in the degree of structural disorder with decreasing particle size. This
increase in disorder, however, is not accounted for by the standard means of EXAFS analysis, where each
coordination shell is fitted with a single bond length and disorder term. In addition, the surface atoms of
nanoparticles have been observed to undergo a greater contraction than those in the core, further increasing
the range of bond distances. Failure to account for this structural change results in an increased disorder being
measured, and therefore, a lower apparent coordination number and corresponding particle size are found. Here,
we employ molecular dynamics (MD) simulations for a range of nanoparticle sizes to determine each of the
nearest neighbor bond lengths, which were then binned into a histogram to construct a radial distribution function
(RDF). Each bin from the histogram was considered to be a single scattering path and subsequently used in
fitting the EXAFS data obtained for a series of carbon-supported platinum nanoparticles. These MD-based fits
are compared with those obtained using a standard fitting model using Artemis and the standard model with the
inclusion of higher cumulants, which has previously been used to account for the non-Gaussian distribution of
neighboring atoms around the absorber. The results from all three fitting methods were converted to particle sizes
and compared with those obtained from transmission electron microscopy (TEM) and x-ray diffraction (XRD)
measurements. We find that the use of molecular dynamics simulations resulted in an improved fit over both the
standard and cumulant models, in terms of both quality of fit and correlation with the known average particle size.
DOI: 10.1103/PhysRevB.85.075439 PACS number(s): 61.05.cj, 61.46.Df, 82.65.+r, 61.43.Bn
I. INTRODUCTION
It has been shown that for highly disordered systems,
extended x-ray absorption fine structure (EXAFS) underes-
timates coordination number and thus particle size when com-
pared with the theoretical coordination number based on size
determination from other experimental techniques.1–4 Simi-
larly, when cross-correlating EXAFS with other techniques,
such as transmission electron microscopy (TEM) and x-ray
diffraction (XRD),5,6 EXAFS gives smaller sizes. The failure
to accurately measure the coordination number is due to a fail-
ure to account for the high degree of disorder present. The most
common approach to analyzing the EXAFS involves quantify-
ing the atom-atom pair distribution extracted from the data by
approximating it to a Gaussian or near-Gaussian distribution.
This allows for the determination of an average coordination
number, relative position from the absorber, and the mean
square relative disorder (MSRD, also called σ 2 or the EXAFS
Debye–Waller term) of the absorbing atoms at that distance
to be measured. If the Gaussian distribution becomes skewed,
sharpened, or flattened, additional terms (known as higher
cumulants) can be added to the fitting parameters to account
for this disorder,7–9 although the use of these has limitations.
A. Anharmonicity
In an ideal crystalline monometallic system, at 0 K, there
would be only one bond length throughout. Zero-point motion,
however, causes a slight variation in the bond length. Defects
within a bulk system give rise to structural (static) disorder,
as does decreasing the size down to the nanometer scale.
Increasing the temperature increases the amount of thermal
(dynamic) disorder within the system. The Debye temperature
is the temperature above which the material behaves classically
and where thermal vibrations are more important than quantum
effects. Below this temperature, an increase in disorder
produces a variation in the nearest neighbor bond length
measured, that is modeled as a Gaussian distribution, and is
known as the pair or radial distribution function (RDF).10 This
is done traditionally to help reduce the number of variables
in the EXAFS fitting process. When analyzing particles by
EXAFS, near-neighbor interactions can be parameterized as
a 1D anharmonic potential based on the interatomic distance
[Eq. (1)], where a, b, and c are the coefficients of ψ(r).
ψ(r) = 12ar2 + br3 + cr4. (1)
Many parameters in the EXAFS equation, such as the disorder
and coordination number, are highly correlated. As all of
the individual interatomic distances cannot be measured
independently of each other, this distribution is assumed, the
width of which is equivalent to the MSRD factor in a traditional
k space calculation of the EXAFS spectrum.11 Above the
Debye temperature, thermal effects increase in importance
and can skew the pair distribution function from harmonic
(Gaussian) to anharmonic (log-normal distribution) as a result
of dynamic disorder. Structural defects or distortions will also
have an effect on the bond length distribution and can split
075439-11098-0121/2012/85(7)/075439(14) ©2012 American Physical Society
PRICE, ZONIAS, SKYLARIS, HYDE, RAVEL, AND RUSSELL PHYSICAL REVIEW B 85, 075439 (2012)
the single distribution into a bi- or even trimodal distribution.
One significant example of this for nanoparticles is the case
of surface atoms. Surface atoms behave differently from core
atoms as they are only partially coordinated and so are not
constrained to stay close to their nominal lattice positions.
This can result in a contraction of surface atoms towards
the core to minimize the surface energy, which is true both
for bulk materials12 and nanoparticles.13 These termination
effects are present in both the bond length distribution and the
disorder,13 as surface atoms rearrange to reduce the surface
energy, whether by smoothing electron density14 or a change in
the metal-metal bond,15 and can be likened to surface tension.
For bulk materials, this surface effect is negligible as the bulk
contribution dominates.
With nanoparticles below 5 nm, the proportion of surface
atoms is approximately 25%, rising to over 75% below 2 nm,
and therefore they contribute significantly to the average bond
length as well as being increasingly dominant in the EXAFS
signal. With many of the atoms shifted towards shorter bond
distances (surface), but the core atoms remaining (more or less)
as they were, the radial distribution function will move away
from a Gaussian distribution towards a multimodal distribution
as a result of structural disorder. The assumption of a Gaussian
distribution in the standard EXAFS model breaks down in
systems with high disorder, whether through thermal effects or
size effects. This results in errors in bond lengths, coordination
numbers, and disorder terms.1,11,16,17 This is a limitation of the
technique, as in disordered systems these errors tend to be
exaggerated, resulting in particles appearing smaller than they
are in reality, manifest by lower average coordination numbers
than would be predicted by the true particle size.
B. Cumulant expansions
An early approach to compensate for anharmonicity in
EXAFS was to introduce higher-order cumulants into the
analysis. Initially developed in 1983 by Bunker18 and imple-
mented as the log ratio method, the introduction of higher
cumulants provided a means to address this problem of a
non-Gaussian distribution. Cumulant expansions are written in
terms of moments of the anharmonic potential ψ(r) [Eq. (1)]
and evaluated in terms of a, b, and c; these being the parameters
used to determine the fit. The cumulants are written as:
R = C1 ≈ −3bkBT
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The first cumulant C1 [Eq. (2)] relates to the mean value of the
interatomic distance (R), and the second cumulant C2 [Eq. (3)]
to its variance (that is the Debye–Waller term σ 2). Normally
only the first two cumulants are used, as they are significant
for small degrees of disorder,10 and if none of the higher-order
cumulants values are nonzero, the distribution is Gaussian. In
FIG. 1. (Color online) Schematic of effect of (a) third cumulants,
(C3, red/dark gray) and (b) fourth cumulants (C4, red/dark gray) on a
Gaussian distribution (blue/gray) with variance C2.
highly disordered systems, like the nanoparticles studied in this
work, the disorder is non-Gaussian, and so higher-order cumu-
lants are nonzero. The third cumulant C3 [Eq. (4)] measures
the asymmetry of the radial distribution function with respect
to a Gaussian distribution [Fig. 1(a)], giving rise to a change
in the average interatomic distance measured. If a positive
C3 is measured, the distance measured without its inclusion
was an underestimate and vice versa. The fourth cumulant C4
[Eq. (5)] measures the symmetric sharpening and flattening of
the radial distribution peak [Fig. 1(b)], which is related to the
coordination number and Debye–Waller term. The inclusion
of a positive C4 will give a larger coordination number than
without and reduce the error associated with it by up to 40%.7
Low-temperature measurements, in particular below the
Debye temperature of a material, reduce the dynamic dis-
order in the system, reducing the effect of the anharmonic
contribution,10 notably from the undercoordinated surface
atoms. For bulk systems, this can be enough to give an accurate
value of the coordination number and disorder. Complications
arise due to the fact that the Debye temperature of very
small particles can differ from the known bulk values.1
Consequently, measurements must be taken at as low a
temperature as possible to ensure the system is below its Debye
temperature. With the dynamic disorder greatly reduced, that
which is left is structural disorder due to any termination effects
brought about by the size of the particles.
C. Molecular dynamic studies of EXAFS
The inputs for both standard and cumulant EXAFS fitting of
metallic particles are based on a bulk crystalline lattice where
anharmonic thermal motion and surface termination effects
are negligible. In nano-sized systems, there is a need for the
correct treatment of the distribution of neighbors to account
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for the effects of the increasingly high proportion of disordered
surface atoms with decreasing particle size.19
The standard and cumulant models fit a single distribution
for each coordination shell. If the contributions from surface
bonds are different enough from the core, the distribution
will become bimodal, and any attempt to fit a single peak
over the split distribution will result in the introduction of
systematic errors. A cumulant expansion which stops at either
the second or fourth term introduces substantial systematic
error into the fitting results due to the fact that the second
or fourth term expansion is an inadequate approximation of
the true distribution function. Molecular dynamics offers a
mechanism for better approximating this distribution in the
EXAFS analysis.
Much prior work has addressed the accurate determina-
tion of coordination number from EXAFS, looking at the
relationship between surface atom anharmonicity and particle
geometry.20–23 These theoretical studies clearly demonstrate
the difference in radial position and intensity of each nearest
neighbor shell as a function of the particle geometries modeled,
yet still focused on an even distribution of bond lengths from
the core to the surface with no contraction or other termination
effects being accounted for.
Work has been reported where MD has been used to
simulate the EXAFS, and the results compared to real
structural data such as that by Okamoto20 and Gilbert et al.,24,25
although only a few previous studies have attempted to
use MD to more accurately determine average coordination
number from EXAFS.2,3 The disorder modeled in these
systems, however, still remained a single pseudo-Gaussian
distribution, unlike that reported here. Studies by Clausen
et al. on nanoparticles below 5 nm in diameter have been
largely theoretical, although work has been done on larger
particles.2,3,17 Of the previous studies combining MD with
EXAFS, all have been for data collected at high temperature,
and so dynamic disorder dominates any fine structural disorder.
As such, the disorder is pseudo-Gaussian and can be modeled
using higher cumulants to account for small degrees of
asymmetry within the distribution, an approach that also works
well for disordered radial distributions in liquids.9,18,26 Below
3 nm, the disorder is significantly non-Gaussian, and so the use
of higher cumulants will fail to accurately address the problem.
Applying the structural information obtained from MD to
real EXAFS data is needed to determine if the non-Gaussian
nature of the disorder has a significant effect on the EXAFS fit
and to assess the validity of the assumption of a symmetrical
distribution of bond lengths.
Most recently Yevick and Frenkel27 have simulated increas-
ing the degree of surface disorder on a small metallic cluster
and how this affects the RDF. As in this work, they investigated
the assumption of bulklike disorder and a symmetric bond
length distribution, although as with the majority of previous
studies, their work was purely theoretical. One other important
difference is that their work is based on a radial distortion
model, multiplying the distance of each atom from the center
of the cluster by a distortion function rather than the molecular
dynamic modeling performed in this work.
The amount of information in the MD output used as the
EXAFS fitting input is far larger than that in the standard anal-
ysis. The total number of atom-atom pair distances measured
throughout the simulation makes direct fitting unmanageable
due to the number of potential scattering paths. Previously, a
histogram approach has been used effectively by Ravel et al.
to model the bond length distribution in highly disordered bulk
materials.28,29 In this approach all atom-atom pair distributions
within a small range are binned into a histogram to reduce the
information content of the input to a manageable size.
The work reported here compares the standard, cumulant,
and molecular dynamics methods for EXAFS analysis and
identifies the current limitations for each approach. Cross
correlation with XRD and TEM is used as a means to evaluate
the effectiveness of each approach in determining coordination
number and, therefore, an estimate of particle size.
II. EXPERIMENTAL
A series of supported platinum nanoparticles (10, 20, 40,
and 60 wt% on a commercially available high surface area
graphitic support) were supplied by the Johnson Matthey
Technology Centre (Sonning Common) and characterized
there using XRD and TEM-energy dispersive x-ray (TEM-
EDX) techniques.
Pt LIII edge (11 564 eV) EXAFS data were acquired at beam
line X23A2 of the National Synchrotron Light Source, USA,
using a Si(311) monochromator. The samples were prepared
as boron nitride pellets and reduced under flowing H2 for
30 min. Spectra were acquired in transmission mode using
20% Ar/80% N2-filled ion chambers at temperatures from 20 to
300 K.
The XRD analysis used a Bruker AXS D8 Advance
diffractometer with an Ni-filtered Cu Kα x-ray source. X-ray
diffration patterns were collected over a scan range of 10 to
140◦ 2 with a 0.022◦ step size at a scan rate of 0.264◦ 2
per minute.
Powder samples for TEM-EDX were crushed between two
glass slides and samples positioned onto a lacey carbon-coated
copper finder grid with the aid of a micromanipulator. The
samples were examined for particle size analysis in a Tecnai
F20 transmission electron microscope. Both bright field and
high-resolution electron microscopy modes were used.
Classical molecular dynamics (MD) simulations have been
performed on several Pt cluster sizes using the DL POLY
2.0 software package.30 The starting configurations consisted
of 55, 177, 381, and 767 atoms, representing sizes of 1.39,
1.94, 2.50, and 3.05 nm, respectively (Fig. 2). The starting
configurations of the clusters were based on approximately
spherical geometries, assuming a complete outer shell of
atoms, and were generated using the ATOMS program,31 with
FIG. 2. Starting configurations of nanoparticles used for MD
simulations.
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Pt face-centered cubic structure and a unit cell primitive vector
of 3.92 A˚ (1 A˚ = 100 pm) magnitude, corresponding to the
structural properties of bulk Pt.
For describing the atomic interactions, both the Gupta
potential32 and a Sutton–Chen potential33 were used in our
simulations. Each simulation was carried out within the
microcanonical (NVE) ensemble, with a time step of 1 fs
between every MD frame. The atomic forces and velocities
were equilibrated for a period of 50 ps, after which a production
calculation of 2 ns followed. Atom pair distribution data in the
form of a radial distribution function (RDF) were collected
over the production stage, after confirming that both the energy
and temperature were stabilized. A very fine grid spacing (bins)
between the collected RDF data for the generated histogram
was used to provide a more representative interpretation of the
bond length distribution, by taking surface termination effects
into account.
Although the MD results reported in this work mainly
refer to the simulations conducted with the Sutton–Chen
force field, sample simulations using the Gupta potential were
performed to allow comparison and validation of the reliability
of the calculated results. Despite some discrepancies observed
regarding the predicted MD oscillations, the structural features
of any simulated system using both force fields are considered
to be in good agreement with experimental data.34 Within
this framework, RDF results were obtained from simulations
conducted at 20 K.
The MD output sums up all atom pair distributions
throughout the nanoparticle over the duration of the simulation.
The histogram generated provides a more representative
interpretation of the bond length distribution, taking surface
termination effects into account.
III. DATA ANALYSIS
The acquired data was processed and analyzed using the
programs Athena and Artemis,35 which implement the FEFF6
and IFEFFIT codes.36,37 The AUTOBK method38 was used to
isolate the k-space EXAFS data from the raw data, and a
theoretical EXAFS signal was constructed using FEFF6. Data
were collected for a Pt foil prior to the nanoparticle mea-
surements to enable determination of the amplitude reduction
factor, without which the coordination number cannot be
accurately determined.39 This was found to be 0.85 ± 0.03; all
coordination numbers and subsequent results were corrected
accordingly.
The EXAFS was fit up to the first coordination shell by
standard means. In this work, standard analysis refers to using
a bulk fcc structure to generate the theoretical scattering paths
that FEFF calculates and that are used to fit the experimental
data to theory. None of the surface termination effects or
anharmonic behavior present in the nanoparticles is accounted
for in this approach. Data were fit from 2 to 3.2 A˚ in R,
3 to 18 A˚−1 in k (cryostat data) and 3 to 17 A˚−1 (300 K
data), with multiple k weighting. The path degeneracy was
also used as a fitting parameter due to the termination effects
present in nanoparticles. The other fitting parameters were an
isotropic expansion coefficient α, energy correction E0, and
disorder σ 2. The EXAFS signal contained some noise with
a low R component that could not be removed during data
processing without affecting the amplitude of the data. This
resulted in a slight misfit around 2 A˚ in R space. Extended-x-
ray-absorption-fine-structure-determined average particle size
was based on the methods of Jentys40 and Benfield.41
To apply the MD approach, the raw EXAFS data were
processed and fit to theory as with the standard approach,
but instead of using fcc Pt as the structural model for the
fit to the data, the output of the MD output was used. At
each time step of the MD simulation, the atomic coordinates
of the atoms in the cluster were analyzed, and each Pt-Pt
contact distance present in the cluster was extracted. This was
repeated at each time step, resulting in an ensemble consisting
of the tens of thousands of Pt-Pt distances observed during
the simulation. This ensemble of distances was then binned by
distance into a histogram. The population of each histogram
bin, then, represents the number of Pt-Pt pairs with a distance
falling within that bin. The amplitudes of all histogram bins
for the first coordination shell were normalized to unity. The
sum of the contributions from each histogram bin, therefore,
represents a single scattering atom distributed over the RDF
from the MD simulation.
To compute the contribution to the EXAFS from that
distribution, we began with an FEFF6 calculation on bulk
Pt. This bulk Pt calculation was used to obtain a reasonable
approximation of the scattering potential of the Pt atom. This
computed atomic potential was used along with the distance
of each bin to calculate the contribution to the EXAFS from a
scatterer found at that distance. Each such contribution was
weighted by the bin population. The EXAFS contribution
from each histogram bin was then parameterized using the
same four variables as in the standard approach; amplitude N ,
isotropic expansion coefficient α, energy correction E0, and
disorder σ 2. A disorder term was still needed for the fits, as
the simulations did not fully account for the thermal vibrations
within the molecule.34 An energy correction parameter was
retained in this model as well as in the conventional and
cumulant models. Although using the same value forE0 in all
fitting models might result in more precise determinations of α,
fixing a parameter like E0 has the undesirable consequence
of removing an important correlation with α from the fitting
problem. Without reliable prior knowledge of E0, we cannot
impose this constraint without sacrificing the accuracy of the
determination of α. The sum of the weighted contributions
from each bin represents the EXAFS signal from the entire
distribution. All data were fit over a range in R between 2 and
3.2 A˚ and between 3 and 18 A˚ −1 in k.
The scatterers at the different distances within the histogram
give rise to a much more complex phase relationship than that
of a much simpler Gaussian distribution (Fig. 3). Whilst the
MD simulations do not perfectly model the nanoparticles,34
they provide an improvement over the standard model, and by
fitting the EXAFS data with different MD simulation outputs,
a means by which to evaluate the simulations ability to model
real nanoparticles also becomes available.
IV. MD EXAFS
The histogram generated by the molecular dynamics (MD)
output provides a simple representation of how the standard
and cumulant approaches can fail (Fig. 4). Basing the analysis
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FIG. 3. (Color online) Fourier transform of the phase relationship
between scattering paths generated from RDF output from a Sutton–
Chen simulation of a 381-atom Pt cluster for the first coordination
shell. Black line is 40 wt% Pt/C at 20 K data, red/dark gray line is the
fit using the sum of the RDF scattering path; RDF scattering paths are
lower-amplitude multicolored lines with a close-up of the first shell
scattering paths in inset. The fit was performed as detailed in the Data
Analysis section.
on a Gaussian distribution for the case shown would introduce
a significant systematic error into the analysis. In the standard
model, the MSRD (σ 2) is used to describe the variance of the
atomic displacement from the absorbing atom at distance R.
This variance can be due to both structural disorder and thermal
vibrations—averaged out over the whole structure—and is
modeled by a Gaussian or near-Gaussian distribution. In
nanoparticles, such as those under study here, there is no large
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FIG. 4. (Color online) Sample histogram generated from Sutton–
Chen MD output of a 381-atom Pt cluster at 20 K, with Gaussian fit
over first shell (red/dark gray line, inset). Vertical lines represent the
total bin population over a range of nearest neighbor bond distances,
thereby forming a radial distribution function.
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FIG. 5. Origin of nearest neighbor pair contributions to histogram
in 20 K simulations; Gupta potential (—) and Sutton–Chen potential
(···).
structure over which to average out, and so termination effects
(surface contraction) are significant and result in a low R
tail. Assuming the nanoparticles are nominally fcc in packing
(as in the standard analysis model), on a very local scale,
an atom pair will occasionally have an interatomic distance
far larger than the standard value, i.e. 2.772 A˚ for Pt, giving
rise to a high R tail. For particles 100 nm in diameter,
these tails in the distribution are insignificant, and a Gaussian
approximation for the MSRD is sufficient. For nanoparticles
<10 nm in diameter, the lack of long-range order and large
surface-area-to-volume ratio become significant, especially
with regard to termination effects. This is seen in all the
MD simulations run where the largest contraction in nearest
neighbor distances comes from the surface shell.13,27
The Gaussian fit across the first shell in Fig. 4 cannot
encompass all the scattering paths, as the distribution is
clearly bimodal, with a large contribution to the signal at
shorter-than-average bond lengths. These contributions are
from nearest neighbor pairs that involve at least one edge or
vertex atom (Fig. 5), and to a lesser extent, atoms on the faces
of the nanoparticle surface.
As the cluster size increases, the core atom-pair contribu-
tions begin to dominate the RDF. As the number of core atoms
decrease with decreasing size, the relative contributions of face
and edge atoms increase. The contribution of the surface atoms
to the first shell RDF is such that a single Gaussian distribution
will no longer be able to accurately model the bond-length
distribution in nanoparticles, highlighting the shortcomings
of using a standard approach regarding EXAFS analysis of
small nanoparticles. Thus, the attempts to fit a single peak
over a bimodal distribution would require a larger σ 2 term to
fit across the bond length distribution and result in a smaller
path degeneracy (amplitude) than is actually the case. The
average of the contracted surface bond length and the core
bond length throughout the nanoparticle is measureable using
the standard model, although due to the possible scale of
surface contraction previously reported13,27 is unlikely to be
representative of either.
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FIG. 6. (Color online) X-ray diffration patterns of (a) 10 wt% Pt/C, (b) 20 wt% Pt/C, (c) 40 wt% Pt/C, and (d) 60 wt% Pt/C. Data is the
black line, blue/medium gray line refers to cubic Pt (PDF No. 00-04-0802, a = 3.92 A˚), green/light gray line refers to tetragonal PtO (PDF
No. 01-085-0714, a = 3.04 A˚, c = 5.34 A˚). Red/dark gray line refers to the high surface area graphitic support.
V. RESULTS AND DISCUSSION
A. XRD
X-ray diffraction was used to identify which phases were
present in the samples and to determine crystallite size,
although due to the size of the nanoparticles, the latter
was for cross-correlation purposes rather than absolute size
determination. X-ray diffraction patterns of the 10–60 wt%
Pt/C samples are presented in Fig. 6.
The broad diffraction peak at approximately 25◦ due to
the carbon support is observed in all patterns. The lowest-
loaded sample, 10 wt% [Fig. 6(a)], exhibits a small amount
of fcc crystalline Pt, although this is overlaid with some
poorly crystalline tetragonal platinum oxide, most probably
TABLE I. Cross correlation of average particle sizes determined by XRD, TEM, and EXAFS analyses (XRD is Rietveld determined average
crystallite size). The XRD size determination was not possible for the 10-wt% sample due to very poor crystallinity. The TEM results are
volume weighted, and the error reported is the standard deviation of the particle size distribution. The EXAFS particle size was determined
based on the formulae of Jentys40 and are the average of fits at 20, 150, and 300 K; the reported error is the variance.
Average particle size / nm
XRD TEM EXAFS
Sample wt% Pt/C DVol Particles observed DVol Standard Cumulant Gupta Sutton–Chen
10 — 354 1.6 ± 0.5 1.5 ± 0.1 1.8 ± 0.4 2.1 ± 0.1 1.6 ± 0.1
20 1.5 445 2.4 ± 0.7 1.9 ± 0.3 2.1 ± 0.4 2.4 ± 0.6 2.0 ± 0.4
40 1.8 600 2.6 ± 0.7 2.3 ± 0.3 1.9 ± 0.3 3.0 ± 0.4 2.5 ± 0.3
60 2.3 433 3.0 ± 0.8 2.7 ± 0.3 2.0 ± 0.4 3.7 ± 0.5 2.9 ± 0.3
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FIG. 7. Transmission electron microscopy micrographs of (a) 10
wt% Pt/C, (b) 20 wt% Pt/C, (c) 40 wt% Pt/C, and (d) 60 wt% Pt/C.
Scale bar is 20 nm; bright field (BF) micrographs at 10 and 20 nm scale
were used for the particle size analysis (Fig. 8), with between 350
and 600 particles being sampled. The samples all show the catalyst is
well dispersed over the support; the distributions are all narrow, with
small numbers of particles measured at either end of the distribution
(Table I). The narrow distribution and even dispersion suggest that
the whole of each sample is uniform, which is useful for applying the
MD-EXAFS method.
PtO, which remains in these as-prepared, i.e. not H2-treated
samples. The amount of crystalline Pt is too small to be
resolved, and the convolution of the broad diffraction peaks
makes crystallite size determination unfeasible, highlighting a
limitation of using XRD to characterize very small particles.
As the sample loading is increased to 20 wt% [Fig. 6(b)],
the corresponding slight increase in size is enough to make
the poorly crystalline Pt detectable by XRD, with more
appreciable amounts detectable for the 40 and 60 wt% samples
[Figs. 6(c) and 6(d), respectively]. The crystallite sizes were
determined by a Rietveld analysis using TOPAS V3 software42
and presented in Table I. In all samples, there is still some
poorly defined PtO present.
The presence of the poorly defined oxide phases hinders
the calculation of crystallite size, as does the relatively high
contribution from the carbon support for the lower-loaded
samples. Consequently, all crystallite sizes can only be
regarded as approximations rather than absolute values.
B. TEM
Transmission electron microscopy was used to give an
indication of the average nanoparticle size and distribution in
each sample. Micrographs were taken between 5- and 200-nm
resolution; an example micrograph for each sample is given in
Fig. 7 below.
In all cases, the error (calculated as standard deviation)
is less than a third of the average particle size, a result of
the narrow size distribution. Analysis of the distribution from
bright field (BF) images is complicated by distinguishing
the particles from the carbon support43 as well as contrast
between adjacent particles and overlap between particles in
projection.44
C. EXAFS
1. Standard and cumulant approaches
In the analysis reported here, only the first coordination
shell is analyzed. Work is in progress to include higher
TABLE II. Structural parameters for 10–60 wt% Pt/C nanoparticles fit using the standard method at 20, 150, and 300 K, acquired in a
reduced H2 environment at the Pt LIII edge.
Temperature N R σ 2/A˚−2 (×104) E0/eV Rf
10 wt% Pt/C
20 K 7.89 ± 0.60 2.74 ± 0.01 50 ± 3 8.11 ± 0.70 0.009
150 K 7.91 ± 0.52 2.74 ± 0.01 61 ± 3 7.62 ± 0.63 0.009
300 K 8.23 ± 0.62 2.76 ± 0.01 71 ± 1 5.63 ± 0.69 0.017
20 wt% Pt/C
20 K 8.24 ± 0.56 2.74 ± 0.01 55 ± 3 7.71 ± 0.59 0.009
150 K 8.41 ± 0.66 2.74 ± 0.01 62 ± 4 7.23 ± 0.72 0.014
300 K 8.88 ± 0.59 2.76 ± 0.01 68 ± 4 5.60 ± 0.62 0.015
40 wt% Pt/C
20 K 9.37 ± 0.43 2.75 ± 0.01 35 ± 1 8.72 ± 0.50 0.004
150 K 8.96 ± 0.30 2.75± 0.01 46 ± 1 8.14 ± 0.29 0.002
300 K 8.70 ± 0.45 2.76 ± 0.01 62 ± 3 5.46 ± 0.52 0.010
60 wt% Pt/C
20 K 9.64 ± 0.31 2.75 ± 0.01 42 ± 1 7.92 ± 0.29 0.002
150 K 9.40 ± 0.31 2.75 ± 0.01 46 ± 1 8.43 ± 0.34 0.002
300 K 9.04 ± 0.54 2.76 ± 0.01 59 ± 3 5.79 ± 0.62 0.010
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TABLE III. Structural parameters for 10–60 wt% Pt/C nanoparticles fit using higher cumulants at 20, 150, and 300 K, acquired in a reduced
H2 environment at the Pt LIII edge.
Temperature N R/A˚ σ 2 × 104/A˚2 C3/A˚3 (×105) C4/A˚4 (×106) E0/eV Rf
10 wt% Pt/C
20 K 8.70 ± 0.83 2.73 ± 0.01 61 ± 9 −9.5 ± 5.0 12.7 ± 9.9 6.92 ± 0.82 0.004
150 K 8.76 ± 0.76 2.73 ± 0.01 73 ± 9 −8.1 ± 5.4 15.1 ± 10.7 6.74 ± 0.72 0.004
300 K 7.61 ± 0.93 2.76 ± 0.01 60 ± 14 115.8 ± 9.3 − 13.8 ± 19.1 6.62 ± 0.99 0.009
20 wt% Pt/C
20 K 8.84 ± 1.10 2.74 ± 0.01 64 ± 13 −2.1 ± 7.2 10.3 ± 14.4 7.40 ± 1.03 0.008
150 K 9.12 ± 1.28 2.73 ± 0.01 73 ± 15 −0.6 ± 9.1 13.4 ± 18.1 7.12 ± 1.16 0.012
300 K 8.22 ± 0.89 2.77 ± 0.01 58 ± 12 9.4 ± 8.0 − 13.2 ± 16.3 6.40 ± 0.89 0.007
40 wt% Pt/C
20 K 8.92 ± 0.69 2.75 ± 0.01 31 ± 6 −3.9 ± 3.2 − 4.7 ± 6.1 8.05 ± 0.70 0.002
150 K 8.68 ± 0.57 2.75 ± 0.01 43 ± 6 −0.1 ± 0.3 − 4.0 ± 6.5 8.10 ± 0.57 0.002
300 K 8.02 ± 0.68 2.77 ± 0.01 51 ± 9 8.7 ± 5.5 − 14.0 ± 11.1 6.48 ± 0.70 0.004
60 wt% Pt/C
20 K 9.13 ± 0.52 2.75 ± 0.01 36 ± 5 −0.1 ± 2.0 − 6.1 ± 5.3 7.88 ± 0.50 0.001
150 K 8.82 ± 0.42 2.75 ± 0.01 39 ± 4 1.6 ± 2.4 − 1.1 ± 0.6 8.64 ± 0.42 0.001
300 K 8.05 ± 0.58 2.77 ± 0.01 44 ± 8 7.6 ± 4.6 − 18.0 ± 10.4 6.62 ± 0.61 0.003
coordination shells and multiple scattering paths in the
MD-based EXAFS analysis. The fitted parameters using the
standard method are reported in Table II, and those using the
higher cumulant approach in Table III. The cumulant approach
uses the standard approach as the basis for the fit, with the
third and fourth cumulants as additional parameters. The Rf
reported in the Tables II and III is defined in Eq. (6).
Rf =
∑
i (datai − fiti)2∑
i
(
data2i
) . (6)
The Rf is the sum of the square of the difference between the
data and the fit at each data point divided by the sum of the
square of the data at each data point, representing the mean
square misfit between the data and the fit in both the imaginary
and real parts of the Fourier transform.45
Initially, looking at the quality of fit, the cumulant method
appears to improve on the standard method as the Rf values
are lower in most cases; however, this would be expected on
the addition of more variables to the fit. Of more importance
is whether the values are physically reasonable and how they
compare with what is already known about the sample through
other characterization techniques.
The trends in coordination number and disorder for the
cumulant analysis (Table III) are less clear than those for
standard analysis of the first coordination shell (Table II). One
cause of this is the inclusion of the fourth cumulant C4. In the
majority of fits,C4 is negative and resulting in a flattening of the
EXAFS signal [Eq. (5), Fig. 1(b)], a corresponding decrease
in the apparent coordination number for all the samples, and
an irregular temperature dependence of the disorder for the
smaller two. Consequently, the particle size determined by the
cumulant method differs from the standard method (Table I).
The third cumulant C3 increases with increasing measurement
temperature as expected, although the increase is not linear and
has large errors associated with it. Here, C3 is correlated with
bond length, such that including a large positive C3 results in
a longer measured bond length, while a negative C3 results in
a shorter bond length.7 While the bond distances reported in
Table III are reasonable, the consistency of the bond lengths
obtained are not in good agreement with the large variation of
C3. Overall, the addition of C3 and C4 terms to the fit provide
inconsistent results (Table III) in that the results no longer
follow the trends in particle size observed by XRD, TEM, and
the standard EXAFS analysis (Table I).
In addition to a worse cross correlation with the TEM
and XRD data, the cumulant approach has several limitations.
Cumulant expansions are only accurate at low k values, as they
diverge with increasing k values.11 However, the lowest k data
is inherently missing in EXAFS.46 This creates a particular
problem for cumulant expansion analysis of heavier metal
nanoparticles, such as the Pt series in this work, where the
quality of structural information increases with useable k
range. Cumulant expansions can work very well for the first
coordination shell, but are limited as they break down when
applied to higher coordination shells, as they cannot easily be
applied to multiple scattering effects nor to systems with mixed
coordination shells.10,11 Thus, for systems with high structural
disorder, when more structural information is needed beyond
the first shell and when more than one element is present in the
nearest coordination shell, another means is needed to account
for the disorder.
2. Application of MD to EXAFS
The RDF data was extracted from the Pt simulations run
at 20, 150, and 300 K (simulation temperatures corresponding
to the EXAFS experimental conditions), and that for the first
shell is plotted in Fig. 9.
Each permutation of experimental temperature, MD simu-
lation size, and MD temperature was tried during the EXAFS
analysis; the best fit results are in Table IV below. The 300 K
simulations could not be fit to the data at all. As previously
reported,34 the higher-temperature simulations overestimate
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FIG. 8. (Color online) Particle size distribution determined by TEM of (a) 10 wt% Pt/C, (b) 20 wt% Pt/C, (c) 40 wt% Pt/C, and
(d) 60 wt% Pt/C.
the disorder, requiring a negative σ 2 term to fit the data. Given
this excessive disorder in the simulation, these results were
discounted. Simulations run at 150 K were fit to data at 150 and
300 K within the same error as the 20 K simulation (data not
reported here). The smallest (55 atom) and largest (767 atom)
simulated clusters had disorder that was too high and too low,
respectively, and these too failed to give physically realistic fits
to the data. All best-reported fits are to the 381-atom cluster
unless otherwise stated. Example fits for the 40 wt% Pt/C to the
standard and MD models are included in Fig. 10. The fits for
the 10, 20, and 60 wt% Pt/C are included in the supplementary
material (Figs. S1–S3).47
The Sutton–Chen potential gave the best quality of fit
and the Gupta potential an inferior quality of fit (Fig. 11)
when compared with the standard fitting approach. This is
attributed to the narrower distribution of bond lengths modeled
by the Sutton–Chen potential; although the distribution still
included a significant low-R shoulder in the RDF due to
surface contraction. The use of molecular dynamic simulations
to fit real experimental data provides an improved fitting
model as well as a measureable metric for evaluating the
quality of a particular MD simulation or potential at replicating
nanoparticle behavior, bearing in mind the empirical potentials
used in this work were designed to model bulk metal
behavior.
As shown in the plots in both k and R space (supplementary
material Fig. S4),47 there are no great differences between the
fits using the two MD potentials. However, we conclude that
the Sutton–Chen potential is superior to the Gupta potential
in this case because of the consistently smaller R factors and
the generally smaller error bars. Thus, all the further results
reported below will employ the Sutton–Chen potential.
Although the MD simulations provide an improved input
for EXAFS analysis, resulting in a better-fitting model, they
do not completely account for all the structural and thermal
(dynamic) disorder present in the measurements. The failure to
accurately account for the disorder in an EXAFS measurement
can lead to a reduction in the coordination number measured
compared with its true value. The disorder required to fit
the EXAFS using the standard approach is equivalent to the
disorder required using the MD approach added to the disorder
contained in the MD simulation. The additional disorder term
was required for the MD fit, as it is unlikely that any of
the nanoparticles are the perfect spheres modeled, nor are
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FIG. 9. First shell RDFs at 20 K for 55-atom (····), 177-atom
(- - - -), 381-atom (—), and 767-atom (- · - ·) spherical Pt nanoparticles
taken from MD simulations run using the Sutton–Chen potential.
they all of uniform size; and therefore the disorder contained
in the simulations is not representative of the real sample.
Accounting for this by including an additional σ 2 parameter
resulted in a further improvement to the fit results, producing
consistently larger coordination numbers from the MD method
than fits using the standard method at all the temperatures
considered.
The magnitude of the increase in the coordination number
was small and within the generally accepted error limits16
for coordination number determination. The coordination
numbers determined from the MD fits were converted into
estimated average particle sizes, and these are reported in
Table I alongside those from the standard fit for comparison.
The MD method provides a more accurate fitting model than
the standard method; while the coordination numbers and the
derived particle sizes overlap within their error bars (Table I),
the MD method consistently gives larger coordination numbers
over all the fits, with proportionately smaller errors and im-
proved qualities (Rf ) of fits over all samples and temperatures
measured. When compared with TEM measurements, the MD
TABLE IV. Structural parameters for 10–60 wt% Pt/C nanoparticles fit using the MD method at 20, 150, and 300 K, acquired in a reduced
H2 environment at the Pt LIII edge.
Temperature Fitting method N αb σ 2/A˚−2 (×104) E0/eV Rf
10 wt% Pt/C
20 K Guptaa 8.98 ± 0.39 − 0.002 ± 0.001 31 ± 2 7.39 ± 0.28 0.004
Sutton–Chena 8.08 ± 0.44 0.002 ± 0.001 35 ± 2 7.58 ± 0.46 0.005
150 K Guptaa 8.85 ± 0.39 − 0.003 ± 0.001 41 ± 2 6.20 ± 0.40 0.004
Sutton–Chena 8.02 ± 0.29 0.001 ± 0.001 44 ± 2 7.23 ± 0.51 0.004
300 K Gupta 8.67 ± 0.85 0.002 ± 0.002 54 ± 6 5.01 ± 0.80 0.023
Sutton–Chen 8.31 ± 0.75 0.005 ± 0.001 60 ± 5 5.41 ± 0.66 0.015
20 wt% Pt/C
20 K Gupta 8.64 ± 0.56 − 0.004 ± 0.001 38 ± 3 6.90 ± 0.62 0.010
Sutton–Chen 8.35 ± 0.54 − 0.001 ± 0.001 45 ± 3 7.51 ± 0.56 0.008
150 K Gupta 8.88 ± 0.67 − 0.006 ± 0.001 45 ± 4 6.62 ± 0.74 0.015
Sutton–Chen 8.53 ± 0.65 − 0.003 ± 0.001 52 ± 4 7.05 ± 0.68 0.010
300 K Gupta 9.67 ± 1.25 0.004 ± 0.002 52 ± 6 4.51 ± 1.01 0.016
Sutton–Chen 9.15 ± 0.63 0.007 ± 0.001 58 ± 3 4.96 ± 0.63 0.010
40 wt% Pt/C
20 K Gupta 10.02 ± 0.58 0.000 ± 0.000 19 ± 2 7.41 ± 0.62 0.005
Sutton–Chen 9.52 ± 0.39 0.003 ± 0.001 25 ± 1 8.33 ± 0.37 0.003
150 K Gupta 9.45 ± 0.55 − 0.001 ± 0.001 29 ± 2 7.14 ± 0.53 0.003
Sutton–Chen 9.08 ± 0.34 0.002 ± 0.001 36 ± 1 7.88 ± 0.35 0.002
300 K Gupta 9.56 ± 1.27 0.002 ± 0.002 46 ± 6 4.66 ± 1.20 0.014
Sutton–Chen 9.02 ± 0.65 0.005 ± 0.001 52 ± 3 5.34 ± 0.63 0.009
60 wt% Pt/C
20 K Gupta 10.46 ± 0.79 − 0.001 ± 0.001 26 ± 3 6.72 ± 0.73 0.003
Sutton–Chen 9.85 ± 0.40 0.003 ± 0.001 31 ± 1 7.49 ± 0.44 0.001
150 K Gupta 9.91 ± 0.68 − 0.001 ± 0.001 29 ± 3 7.36 ± 0.67 0.009
Sutton–Chen 9.60 ± 0.44 0.003 ± 0.001 36 ± 2 8.10 ± 0.41 0.002
300 K Gupta 9.96 ± 1.31 0.003 ± 0.002 43 ± 6 4.81 ± 1.23 0.015
Sutton–Chen 9.36 ± 0.68 0.007 ± 0.001 49 ± 3 5.39 ± 0.62 0.009
a177-atom cluster provided best fit.
bA path length correction term (linear expansion coefficient α) was used as a fitting parameter for the MD input as well as the standard input.
The very large number of paths contained in the MD input would make tabulated results of fitted bond lengths unwieldy, and as such, the linear
expansion coefficient is reported instead of the fitted bond length. For example, an α of 0.003 moves the peak of the first shell distribution from
2.753 to 2.761 A˚ for the 381-atom cluster and from 2.746 to 2.754 A˚ for the 177-atom cluster (using the Sutton–Chen potential).
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FIG. 10. (Color online) Here, k2-weighted experimental data (black) and fit to standard (red/dark gray) and Sutton–Chen (blue/gray dashed)
potentials, along with k2-weighted magnitude and real Fourier transform for 40 wt% Pt/C at (a) 20 K, (b) 150 K, and (c) 300 K. The similarities
in the visual fit are such that the two lines overlay.
approach gives a better agreement with regards to particle
size, further illustrating the benefits of the MD approach
compared to using theoretical models based on bulk samples
when analyzing the EXAFS of nanoparticles.
One interesting observation for the 10 wt% Pt/C sample
at 20 and 150 K was that the smaller 177-atom simulation
provided a better fit than the 381-atom simulation. This
simulation output (177 atoms) contained a greater degree of
disorder than the larger simulation outputs. The difference
between the fitted disorder using the MD simulation (vs the
standard method) was larger for these two measurements than
all the others, yet the sum of the disorder within the MD
simulation and the σ 2 required for the fit was equivalent to
that of the standard fit. This is a validation of the MD method,
with the smaller more disordered particles being fit best by
10wt% 20wt% 40wt% 60wt%
0.000
0.002
0.004
0.006
0.008
0.010
R
f
Sample
FIG. 11. (Color online) Comparison of quality of fit (Rf ) to the
first coordination shell between the standard fitting approach (black)
and the applied molecular dynamic approaches; Gupta (red/dark
gray) and Sutton–Chen (blue/gray). Fit is of simulation at 20 K to
experimental data measured at 20 K.
smaller, more disordered simulations and larger particles fit
best by equivalently sized simulations. Also an encouraging
result is that the sizes of MD simulation that provides the best
fit for each particle size are in reasonable agreement with the
TEM-derived average particle sizes.
3. Effect of histogram bin size
To understand whether the improved fit is more dependent
on an increased number of scattering paths to parameterize
the fit (i.e. the number of bins) or the location of the bins (i.e.
the specific shape of the RDF brought about by differently
sized simulated nanoparticles), the MD output histogram was
rebinned. The initial set of simulations consisted of 0.0065 A˚
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FIG. 12. (Color online) Radial distribution functions based on
different histogram bin sizes; standard method (single bin) = black
line; 0.065-A˚ bin size = red/dark gray line, 0.0065-A˚ bin size =
green/light gray line; 0.00065-A˚ bin size = blue/medium gray line.
The similarity of the lines for the two smallest bin sizes is such that
they cannot be distinguished from one another.
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FIG. 13. (Color online) (a) Here, k2-weighted experimental data
and (b) k2-weighted magnitude and real Fourier transform for 40 wt%
Pt/C at 20 K. Experimental data (black) fit to differing histogram bin
sizes generated by Sutton–Chen potential; data = black line; standard
(single bin) = red/dark gray line; 0.065-A˚ bin size = green/light gray
line, 0.0065-A˚ bin size = blue/medium gray line; 0.00065-A˚ bin
size = orange/lightest gray line. The similarity of the lines for each
different fit is such that they cannot be distinguished from one another.
bin widths, giving a total of 1000 bins up to 6.5 A˚, i.e. up to
and including the fourth nearest neighbor. This radial distance
was chosen with the longer-term goal of including multiple
scattering effects in the MD fits. By fitting every permutation
of RDF to experimental temperature, the effect of scattering
path location and intensity was investigated, the results having
already been discussed. To investigate the effect of the number
of bins on the fit, the RDF histogram was rebinned with one
order of magnitude more and less scattering paths, i.e. 100
total bins of 0.065 A˚ width and 10 000 of 0.00065 A˚ width,
respectively. The standard EXAFS fitting procedure, based
on an fcc lattice, defines a single distance and thus only one
scattering path for the first nearest neighbor; it can therefore
be thought of as a histogram consisting of a single bin.
Figure 12 shows how the histogram with the largest bin
size has poorer spatial resolution, jumping roughly from bin
to bin instead of the smooth variations observed for the 0.0065-
and 0.00065-A˚ bin histograms. There is no visible difference
in either plot (k or R) of the fits using different bin widths
(Fig. 13), as with using different potentials, but it is the quality
of fit and evaluated parameters that indicate which model
is best (Table V). The coarse distribution provides the best
first-shell fit to the data. The MD fit converges with a relatively
modest bin size, as the fits using 0.0065- and 0.00065-A˚
histogram bin widths produce numerically identical results
and identical errors. A truer test of the effect of the number of
histogram bins will be when more nearest neighbor shells are
added to the fit and multiple scattering contributions included.
The change in quality of fit is marginal as a function of
bin size, as are the differences in all parameters, bar the
coordination number, which shows a small increase for the
smallest bin sizes. Bearing in mind the cross correlation with
TEM, the simulations resulting in the larger coordination
numbers appear more physically reasonable at this stage,
although the differences are within error values, so no firm
conclusion can be drawn until higher coordination shells are
included in the MD fit.
VI. CONCLUSIONS
The focus of this paper has been to take on some of the more
interesting challenges facing the analysis of EXAFS data for
nanoparticles by combining molecular dynamic simulations
with real experimental data. The contraction of the surface
layer and anisotropic disorder of the surface atoms (brought
about by their reduced coordination) were modeled using semi-
empirical potentials and the results successfully applied.
A full set of characterization data is included in Table I
for cross-correlation purposes. The limitations of the higher-
cumulant approach to fitting nanoparticles have been exposed
for systems with these high levels of structural disorder, as is
exhibited in the lack of trend in average particle diameter.
The use of MD to include anharmonic structural disorder in
the EXAFS fit results in a larger average particle size that is in
better agreement with TEM data than the standard approach.
The new approach detailed in this paper has shown promise.
Extending the analysis to higher coordination shells would
provide much more structural information. Work is in progress
to extend this histogram approach both to higher shells and to
three-body correlations incorporating the contributions from
multiple-scattering paths.
TABLE V. Effect of bin size on structural parameters for 20 wt% Pt/C nanoparticles at 20 K, acquired in a reduced H2 environment at the
Pt LIII edge.
Number of bins N α σ 2/A˚−2 (×104) E0/eV Rf
Standard 9.32 ± 0.42 − 0.0068 ± 0.0006 35 ± 1 8.66 ± 0.45 0.0028
100 bin 9.40 ± 0.37 0.0041 ± 0.0005 22 ± 1 8.39 ± 0.40 0.0023
1000 bin 9.52 ± 0.39 0.0037 ± 0.0005 25 ± 1 8.26 ± 0.41 0.0025
10 000 bin 9.52 ± 0.39 0.0037 ± 0.0005 25 ± 1 8.26 ± 0.41 0.0025
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The assumption of an unsupported spherical geometry
is one limitation of the MD approach in its current form,
as it can impose limitations on the relationship between
coordination numbers in neighboring coordination shells. This
would likely become more apparent when extending the fit
beyond the first nearest neighbor and leads on to the next
stage that could be attempted: modeling nanoparticles of
other possible geometries, such as icosahedral, cuboctahedral,
or hemispherical; including a support in the simulations;
and using the output from these expanded MD simulations
for the EXAFS fit. Different geometries of nanoparticles
have been simulated in many earlier studies48–50 and the
structural properties investigated. Similarly, the different ratios
between coordination shells have been investigated and the
likely consequences this would have on the EXAFS;21,41
however, these studies have still assumed that each shell can
be represented by a single bond length and a disorder term
corresponding to a Gaussian distribution.
Determination of particle morphology from EXAFS would
be indicated by an improved goodness of fit to the MD output
from particular geometry, e.g. cuboctahedral. While there are
means of estimating particle morphology from EXAFS already
from the population of the nearest neighbor coordination
shells,40,51 the errors reported for higher coordination shells
are such that this method would not stand up by itself.
The analysis in this paper has been limited to the signal
from the first coordination shell. The methodology presented
for single scattering analysis is easily extended to higher
coordination shells. However, consideration of higher shells
requires a treatment of multiple scattering paths, particularly
the various collinear contributing spectral weight at the same
distance as the single scattering path from the fourth coordi-
nation shell. Handling such multiple-scattering contributions
within the context of the MD trajectories will be discussed in
a future paper.
Although this paper presents an analysis of the EXAFS
from monoatomic nanoparticles using the results of an MD
calculation, the methodology is readily extensible, both to
other materials and to other theories. The only aspect of the MD
calculations used in this analysis was the listing of Cartesian
coordinates of the atomic cluster at each time step. Any theory
that provides a similar listing of Cartesian coordinates at one
or more time points can be used as the input to this analytic
approach. From the list of Cartesian coordinates, we extracted
all Pt-Pt distances within a specified range of distances. To
extend this approach to polyatomic clusters, we need only
filter by scatterer species as well as by distance to construct
histogram representations of the partial pair distributions about
the absorbing atom. Thus, the analytic approach presented here
is broadly applicable. Any theory with structural output can be
tested for consistency with measured EXAFS data using this
approach.
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