The Perspective-N-Point problem (PNP) is a notable problem in computer vision. It consists in, given N points known in an object coordinate space and their projection onto the image, estimating the distance between the video camera and the set of points. By the use of an unusual formulation, we propose a method to get a strictly analytical solution based on the resolution of linear systems. This solution is quite instant to be computed and then is well adapted to real time computer vision applications. Our approach is general enough to work with a non linear sensor like a catadioptric panoramic sensor. To improve the localization accuracy, we also provide a technique to correct geometrical distortion. This algorithm also corrects little errors on intrinsic and extrinsic parameters. Well implemented, this correction can be performed in real time.
Introduction and Prior Work
The Perspective-N-Point problem (frequently noted P-N-P) is a major pose recovery issue in computer vision and in photogrammetry. It can be the issue of finding the distance between control points and the optical center of the camera (distance based definition) or finding the transformation matrices from the object-center frame to the camera center frame (transformation based definition). These two definitions are not exactly similar. [1] Many solutions have been developed last century and the problem is still open. A good review of this problem is exposed by Carceroni and Brown. [2] The most popular approach is certainly the one presented by Fischler and Bolles. [3] Their formulation is based on the use of the generalized cosines in the perspective polyhedron. Prior to them, this formulation was still used but was solved differently. Haralick sums up the existing previous approach. [4] This formulation is at the starting point of multiple different resolutions like Ameller et al. and Quan and Lan who propose both solutions to linearize the system. [5, 6] Another interesting approach is the one presented by Abidi and Chandra for the case of four coplanar points. The formulation of the solution is radically different and does not rely on the generalized cosines laws in the perspective polyhedron, but on the volume of this polyhedron. [7] The major improvement of this solution is that the pose estimation is performed on an imaging system including a zoom control. Horaud et al. propose an analytical solution to the perspective-4-point problem by replacing points by lines but their solution requires the resolution of a polynomial expression in 4 th degree order. [8] The Perspective-N-Point problem can also be solved by the use of a simplified camera model. Alter solves the Perspective-3-Point problem under a weak perspective. [9] The main constraint is the restriction caused by the camera model which is true only for objects which are not too deep. Motivated by the need of a very fast solution and by the purpose to adapt this solution to a non linear sensor, we propose an uncommon formulation of this problem. By the use of this formulation, we provide not only solutions to the PNP but a way to systematically find an analitycal solution adapted to situations (depending on N and relative position between points). Expressions of solutions are simpler than solutions proposed in past works and do not rely on a center of projection. Solutions are then adapted to real time application and can be use in conjuction with catadioptric sensors. We will start by the description of this solution, then the method is illustrated on examples: analytical solutions of p3p, p4p and p5p are given. In section 4, the influence of different parameters on the accuracy of the solution is analysed. In section 5, we will study the adaptation of the solution to non linear sensors. As the precision of the localization process highly depends on the precision of the location of point in the image, the last section deals with geometrical distortions and reveals a way to remove them. Correction of geometrical distortions ensure an improvement of the accuracy of the localization process. Then comes the conclusion.
Formulation of the Problem and Theoretical Solution
Most of existing methods use the generalized cosines in the perspective polyhedron. We will use a parametric formulation. Despite the fact this formulation is more intuitive and gives, as we will see, simpler solutions, it is surprinsingly not really used in prior works. Our formulation is based on a parametric formulation: denote p i , N points in space well known in an object coordinate space. Let p ′ i be the image of p i on the image plane. Let v i directing vectors of lines (F p ′ i ) with F the focal point of the camera (figure 1). As the sensor is supposed to be calibrated, v i are known. We assume || v i || = 1. We can compute them:
We can then write a set of equations:
The P-N-P in the planar case: N points are projected onto the image plane.
with the constraint:
Finding the position of all p i in space is equivalent to finding all λ i . To find all λ i , we need to find equation in λ i . Note:
As points p i are known in an object coordinate space, it is possible to find expressions that rely on − − → p i p j (Especially the linear combination of vectors and length between points). For a systematic method:
• if all p i are coplanar, three points among all p i are selected: p o , p v and p h . Assuming vectors are not collinear, (
) is a base of the plane and all remaining points can be expressed in this base,
• if all p i are not coplanar, four points are selected:
, is a base of the space, and all remaining points can be expressed in this base).
For all points p i , different from p o , p v , p h and p p , we have:
Points p i are known then, all k are known. By the use of Eq. (5), we get:
As we are in three dimensions, the Eq. (7) This system expresses the position of the points relatively to few of them. It is thus not possible to obtain the absolute position of the object but only its position except for a factor (In fact you get the orientation of the object). To remove this ambiguity and to get the actual distance, it is necessary to provide, at least, the length of one of the vectors. We can add to the previous system the equation:
L ij is the distance between p i and p j . As points are known in an object coordinate space, all L ij are known. Notice that our system is overdetermined, it is a problem dedicated to minimization algorithms. At this point, you can actually apply common standard minimization algorithms to get a precise solution. But you will go further and try to get a strictly analytical solution. The workaround is to select a subset of equations. You have to choose N − 1 equations like Eq. (7) and to choose the last equation to set the length of one vector. By the N − 1 first equations, you get all λ expressed relatively one of them. The last equation will give you an expression of this λ. You can then conclude on an expression for each λ. We will see, in section 4, important criteria to take into account, to get the best accuracy when equations are chosen. The given approach is general. Let us now illustrate this procedure with examples.
Examples of Solutions
We will try to find an analytical solution for the P-3-P when points lie on the same line, for the P-4-P when points are coplanar and for the P-5-P in general position.
The perspective-3-point problem when points lie on the same line
Let us try to find an analytical solution of the P-3-P. The three points are noted p 1 , p 2 et p 3 . Vectors are collinear, we can write:
Then:
This gives:
The solution of this linear system is:
with
We need now to find an expression of λ 1 . By the use of:
We get:
By the combination of equations (14) and (18) we get the polynomial expression:
Then
The solution of λ 1 is introduced in Eq. (14) and Eq. (15):
We then have an analytical solution to the P-3-P when points are aligned. The square root gives two solutions, but the correct one is the positive solution. The negative one is the symmetric behind the sensor. Now we will search an analytical solution of the P-4-P.
The perspective-4-point problem with coplanar points
By the use of our method, we can easily find a solution of the perspective-4-point problem. p 1 is the center of the coordinate space, (
is a base of the plane. We can express − − → p 1 p 3 in this coordinate space:
We can pose:
There remains only to find an expression of λ 1 . It is given by the use of:
which gives:
By the substitution of λ 2 Eq. (28) in Eq. (32) we get:
with:
Then we have λ 1 :
Combined with Eq. (28) to (30) we get:
We then have a analytical solution of the P-4-P when points are coplanar, now we will try to find the analytical solution of the P-5-P in general case.
The perspective-5-point problem for non coplanar points
To find an analytical solution of the perspective-5-point, let p 1 be the center of the coordinate space, and ( 
which gives the system:
One solution of the system Eq. (40) is:
Without loss of generality we can suppose:
and
By the use of:
Combined with Eq. (47)
and with Eq. (51)
From this equation, it is possible to find two different expressions for u with the constraint 1 − 2 v 1 v 2 u + u 2 = 0. This expression gives an expression of λ 1 with Eq. (51) and λ 2 with Eq. (46). At the end, all expressions of all λ can be deducted from Eq. (41) to (43). We have found an easy way to solve the P-N-P problem. The solutions are particularly simple as they result from the resolution of linear systems, contrary to the solutions already presented in the past. Using these expressions we can (with a calibrated camera) locate known objects in a scene (figure 2). 
Accuracy of the Solution
It can be difficult to get good precision in the localization process. A small error in the location of control points brings a tremendous error on the localization of all points in space. It is then important to qualify the influence of every parameters on the accuracy of the solution. To obtain simpler equations and without loss of generality, we consider the case of four coplanar points with K 1 = K 2 = 1 (points are forming a parallelogram):
In this case the solution is drastically simplified:
Ideally the point p 1 is located at λ 1 v 1 in space but when we localize it, we introduce an error λ e v e . We then have:
It is then possible to find an expression of δ λ1 . We pose:
(e near 0). We get:
With the Eq. (57), we can substitute:
We can note:
Eq. (62) becomes:
With this expression, we can easily understand the influence of every parameter in the accuracy of the solution. First we can see that the further the points are, the less accurate the solution is. The choice of L ij is also very important, the longer L ij is, the more the error decreases (as we have 1/L determinant is, the more the error grows. Even if we never get a degenerate solution (determinants are always different from zero because directing vectors v i are never colinear) the numerical solution can be unstable if ∆ too small. The same reasoning can be led for the expressions of all others λ. Notice that all other λ depend on λ 1 . The error is then propagated on the location of other points. Notice that we can show that real solutions are formed:
with e an error near zero. We have developed an uncommon analytical solution for the perspective-N-point problem, but we solved the issue for classical planar cameras. Let us see how to adapt this solution to catadioptric sensors.
The Perspective-N-point Problem Adapted for Catadioptric Sensors
This kind of sensor is a shrewd combination of a classic planar camera and a mirror. An interesting configuration is based on the use of a revolution mirror ( figure 3 ). This special case allows us to get a panoramic field of view with the same frame rate of a classical camera. These sensors are very useful in mobile robot applications and surveillance applications. While many treatments are well mastered on planar cameras, panoramic catadioptric sensors are relatively new. Most known problems in computer vision have to be revisited and adapted in panoramic vision, which is the case of the Perspective-N-Point problem. Panoramic catadioptric sensors can be divided into two groups. The first is sensors that respect the single viewpoint constraint and the second is sensors that do not respect the single viewpoint constraint. We will study the Perspective-N-point problem in both cases.
Mirror with an optical center
The single viewpoint constraint simplifies the computation of light rays reflection and particularly ensure the presence of an optical center to the mirror. [11] Let be p i points in space, p ′ i their projections onto the mirror, and p ′′ i point in the image plan. Denote F the optical center of the mirror and F ′ the optical center of the camera (figure 4). Computing the distance between the center of the camera and points in space is equivalent to computing the distance between the center of the mirror and points in space as the relative placement of the mirror in the camera space can accurately be estimated (by the use of the method proposed by Fabrizio et al., the sensor is calibrated: intrinsic parameters and relative placement of the mirror in respect to the camera are known). [12] It is easy, knowing a point location p ′′ i on the image plan, to find the origin of this point p ′ i on the mirror. [13] It is the intersection of the line (F ′ p ′′ i ) and the mirror. Having all points p ′ i on the mirror, we can apply our method: We can express point p i in space like in the planar case:
with v i directing vector of line (F p ′ i ). This vector can easily be computed:
The problem was brought back to the previous case: finding the localization of points p i is equivalent to finding all λ i . The only difference is that points p was the same because these points were only used to compute vectors v i . We can then follow exactly the same approach and the solution will be exactly identical with the planar case. We can notice that, not only our method can work in this case but, most existing algorithms can be used, particularly the ones based on the formulation explained by Fischler and Bolles because we can express generalized cosines laws on angles p ′ i F p ′ j .
[3] The problem is that not every catadioptric sensor respects the single view point constraint. Limiting our method to this case would be much too restrictive. Moreover, by an unimportant misaligned mirror, a sensor that ideally respect the single viewpoint constraint can be inaccurate. [12] Let us consider the problem in the general case.
Mirror without optical center
Contrarily to the previous case, without optical center, we can not apply any existing algorithm to solve the Perspective-N-Point. We have to adapt our algorithm in this case. As previously, we have p i points in space, p ′ i points on the mirror and p ′′ i points on the image plan. As we still know the relative placement of the mirror in respect to the camera we still compute the origin p ′ i on the mirror of p ′′ i point on the image plan. The problem now is that F , the optical center of the mirror, does not exist (figure 5). We can not write the previous relation (70). To overcome this problem, an idea to adapt our method is to replace F by p 
This equation is now true but, until now, the calculation of the vector v i rested on the use of F . It is thus necessary to find another approach to find all v i . v i is the directing vector of line (p 
We are thus reduced to the preceding case, therefore we can solve the PNP in the panoramic case even without an optical center. Let us take again the example of section 4 of four points forming a parallelogram but considering now through a catadioptric panoramic sensor: Note p 1 , p 2 , p 3 and p 4 the four points in space, p 
Then previous Eq. (56) become:
If we pose:
The solution of the system Eq. (75) is:
Figure 5: The PNP in the panoramic case: N points are projected onto the mirror and reflected (according to the normal vector) to the image plane.
The last thing to do is to find the expression of λ 1 which is done by introducing the constraint over the length of [p 1 p 4 ].
(82) (with − → v i = 1 and L 14 > 0).
By introducing the expression of λ 4 Eq. (79) into the expression Eq. (82), we get
We can then deduct an expression of λ 1 and then get the expression of all λ i by the use of expression Eq. (77) to expression Eq. (79). We have presented a new way to solve the perspective-N-point problem and we have adapted it to catadioptric sensors. Let us see how to increase the precision of the localisation, with a simple pre-processing.
Correction of Optical Aberrations
In the localization process, a small error in the estimation of the location of a control point on the image plane brings a tremendous error on the location of the point in space even if the point is not so far from the camera. It is then essential, before computing the pose estimation, to locate precisely the N control points. Even with a highly accurate algorithm, there is a chance for us to suffer from a lack of precision. It is due to the optical system of the video camera. Many camera models assume the optical system to be ideal. But the truth is different: many aberrations are brought by the combination of lenses of the video camera (chromatic aberration, astigmatism...). Geometrical distortion is an aberration that changes the shape of an image (figure 6). Geometry of objects is then modified in the image. It is then necessary to apply a correction to rectify the image before using it. [14, 15, 16, 17] 
Image formation
Note P (x, y, z) a point in space expressed in the camera coordinate space. This point is projected onto the image plane in P ′ (x ′ , y ′ , z ′ ) and is seen in (u, v) on the image. The optical axis intersects the image plane in (u 0 , v 0 ). The focal length is noted F (figure 7). Evidently we have:
with F the focal length, ∆ x and ∆ y the pixel width and the pixel height respectively. This simplified computation of refracted rays assumes to be under Gauss conditions (sin(θ) = θ) and omits terms in k n θ (2n+1) . Geometrical distortions are mainly brought by this omission. In the ideal case P ′ would be in (x ′ , y ′ , z ′ ) but is in reality in (x ′ + ∆x ′ , y ′ + ∆y ′ , z ′ ). If we note ρ, the ideal distance between the intersection of the optical axis and the image plan (u 0 , v 0 ) and P ′ (x ′ , y ′ ), we can note ∆ρ the radial error (the tangential error is neglected) (figure 8). We can rewrite ∆ρ:
Figure 7: The Pinhole Model
We limit this decomposition to the first term.
• if k 1 is negative then ∆ρ is negative and then we have a barrel deformation,
• if k 1 is positive then ∆ρ is positive and then we have a pincushion deformation.(figure 6)
Correction principle
We will try to find an expression of u and v (coordinate of a real point P ′ in the image) relatively to u id and v id (the ideal undistorded position of the point P ′ ). We will demonstrate this link for u only. The expression of v can be demonstrated exactly in the same way. First we have:
By the use of Eq. (90) we can deduct:
with e(x) the discretization error (− . (e(x) is neglected in the rest of the computation) we can write:
By the use of Eq. (93), we get: Notice that:
By the use of Eq. (87-88)
Notice:
Eq. (100) becomes:
in the same way:
with P u and P v polynomial of 3 th degree order. We then have a relation between ideal undistorded positions of points and real positions of points.
Notes on implementation
The implementation is divided into two steps. The first part is the determination of the two polynomials and the second part is the correction itself. To estimate the polynomial, we use:
with the 2 x 10 parameters of polynomial:
We have:
As we have 2 x 10 parameters to estimate, we have to use at least ten couples of points but in practice, to increase the accuracy, we use more than ten couples of points. By a minimization process, we can compute P u and P v . If you want to increase the precision of the correction, with a color camera, you can compute these two polynomials for each primary color. As the refraction index is not exactly the same for each wavelength, the deformation may vary depending on the wavelength. To perform the correction in real time, the correction for every pixel must have been precomputed: for every pixel in the ideal image (u id , v id ) the location in the real image (u, v) must be in a look up table. To calculate the polynomial of correction, one needs to put in correspondence couples of points ( figure 9 ). The usual technique is to take a picture of a calibration pattern, extract control points and give their ideal positions (Note that the calibration pattern must cover the entirety of the image and particularly the periphery must not be omitted to constraint correctly the image. If not, a part of the image will be distorded). The choice of the calibration pattern is also important: to obtain an acceptable accuracy, we recommend to mark all control points by the gravity center of the discs (not by the intersection of the lines because they are distorted). Projection transforms the discs into ovoid, centers of gravity are then misplaced ; the expression of the error (∆G x , ∆G y ) is:
Notes on calibration pattern
y − t y r x r y + t x r 2 x ) 2t 3 z (2 − r 2 x − r 2 y )
id. for ∆G y ,
with D the diameter of the disc, (t x t y t z ) the translation, (r x r y r z ) the rotation (attenuation of terms of the matrix of rotation in 1st order) and F the focal length of the camera. The error is in
, it is thus negligible. The ideal position of control point is given relatively to a scale factor. The correction will then correct geometrical distortions but also small error on intrinsic and extrinsic parameters (not surprisingly, relatively to a scale factor).
Conclusion
We have presented a new approach to solve the Perspective-N-Point problem and we give a canvas to express the solution. We illustrated this canvas by finding the analytical expressions of solutions for N = 3, N = 4 and N = 5. Solutions are strictly analytical (unlike most existing methods) and result from linear systems. We took advantage of having formal expressions to study formally the accuracy of the method. Besides, the method is general enough to work with non linear sensors such as catadioptric sensors. As expressions of solutions do not need a center of projection, the method can be adapted to various situations. The presentation of this method is the opportunity for us to present another algorithm, complementary and essential in the use of the PNP, devoted to the correction of geometrical distortion. This algorithm can be used in real time and drastically improve the precision of the localization process. We use it in a driving assistance context to localize sensor friendly obstacles. As the solution is strictly analytical, the computation time is always constant and very short, so our real time constraint is fully respected. Jean Devars received the PhD degree in electrical and computer engineering from the Paris 11 University in 1984. He is now professor in "Pierre et Marie Curie" University (Paris 6), and is currently head of the Engineering Department. His research interests are in the areas of omnidirectional and on-board vision systems, they are focused on calibration, 3D reconstruction, and multi-scale image processing.
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