Abstract. The Chekanov-Eliashberg differential graded algebra of a Legendrian knot L is a rich source of Legendrian knot invariants, as is the theory of generating families. The set P (L) of homology groups of augmentations of the Chekanov-Eliashberg algebra is an invariant, as is a count of objects from the theory of generating families called graded normal rulings. This article gives two results demonstrating the usefulness of computing the homology group of an augmentation using a combinatorial interpretation of a generating family called a Morse complex sequence [10] . First, we show that if the projection of L to the xz-plane has exactly 4 cusps, then |P (L)| ≤ 1. Second, we show that two augmentations associated to the same graded normal ruling by the many-to-one map between augmentations and graded normal rulings defined by Ng and Sabloff [16] need not have isomorphic homology groups.
Introduction
The classification of Legendrian knots in the standard contact structure on R 3 has been significantly advanced by invariants derived from the Floertheoretic techniques of symplectic field theory [4, 5] and the classical Morsetheory of generating families [3, 12, 21] . Although these two approaches to Legendrian knot theory have different geometric foundations, many connections have been found between the invariants they define. In this article, we give two results that demonstrate the usefulness of a recently defined object, called a Morse complex sequence, in deepening understanding of these connections.
Chekanov [1] and, independently, Eliashberg [5] assign a differential graded algebra to a Legendrian knot L that is, in the case of [5] , a special case of symplectic field theory. The Chekanov-Eliashberg algebra is a Legendrian invariant, up to an appropriate algebraic equivalence. Ng [15] gives a description of the Chekanov-Eliashberg algebra of L in terms of the xzprojection D, called the front diagram of L. Though easy to define, the Chekanov-Eliashberg algebra is difficult to employ as an invariant. However, more manageable Legendrian invariants are defined from certain maps from the Chekanov-Eliashberg algebra to Z/2Z called augmentations. The set Aug(D) consists of augmentations of the Chekanov-Eliashberg algebra defined on D. Each augmentation ǫ determines a Z/2Z chain complex and the Poincaré polynomial of the resulting homology group is called the Chekanov polynomial of ǫ and written P ǫ (t). Much is known about augmentations and their Chekanov polynomials; for example, Chekanov [2] proves {P ǫ (t)} ǫ∈Aug(D) is a Legendrian invariant, Sabloff [19] proves that the coefficients of P ǫ (t) satisfy a duality relationship, and Melvin and Shrestha [13] prove that, for any natural number n, there exists a Legendrian knot with n Chekanov polynomials. Theorem 3.1 proves that the front diagram of a Legendrian knot with more than one Chekanov polynomial has more than four cusps.
Theorem 3.1. If the front diagram of a Legendrian knot has exactly four cusps, then the Legendrian knot has at most one Chekanov polynomial.
A graded normal ruling on D is a bijection between the left and right cusps of D along with, for each pair of identified cusps, two paths between those cusps that satisfy certain requirements; see Figure 2 for a selection of those requirements and Figure 3 for an example of a graded normal ruling. Chekanov and Pushkar [3] show that a generating family for L defines a graded normal ruling on D and, in a similar spirit, the second author [9] shows that a Morse complex sequence defines a graded normal ruling on D. The set of all graded normal rulings on D is R 0 (D). Fuchs [7] proves that if R 0 (D) is non-empty, then Aug(D) is non-empty as well. Fuchs and Ishkanov [8] and, independently, Sabloff [18] prove the converse. Ng and Sabloff [16] further clarify the relationship between augmentations and graded normal rulings by proving that there exists an algorithmically defined many-to-one map Ψ : Aug(D) → R 0 (D). Josh Sabloff posed the following question to the second author, "Does Ψ(ǫ 1 ) = Ψ(ǫ 2 ) imply P ǫ 1 (t) = P ǫ 2 (t)?" In other words, are the Chekanov polynomials determined by graded normal rulings? Theorem 3.2 answers the question in the negative. (
Recently, the idea of a Morse complex sequence, originally introduced by Petya Pushkar and first appearing in print in [9] , has proven to be useful in further refining connections between the Chekanov-Eliashberg algebra and invariants derived from generating families; see [9, 10, 11] . Informally, a Morse complex sequence, abbreviated MCS and denoted C, of D is a combinatorial/algebraic analogue of a generating family. The set M CS(D) consists of all MCSs of D. In [10] , an MCS C is assigned a differential graded algebra that, conjecturally, extends a homological Legendrian invariant derived from generating families to an algebra Legendrian invariant. The homology of the linear level of the MCS algebra of C defines a Poincaré polynomial called the MCS polynomial of C and written P C (t). By Corollary 7.12 of [10] , {P ǫ (t)} ǫ∈Aug(D) = {P C (t)} C∈M CS(D) holds. Therefore, questions concerning the Chekanov polynomials of a Legendrian knot may be framed in terms of MCS polynomials. Beyond the statements of the two main results, this article is meant to demonstrate the usefulness of such a translation, as the proofs of both Theorem 3.1 and 3.2 take this approach.
1.1. Outline of the article. Section 2 provides the background material in Legendrian knot theory necessary to prove the main results in Section 3. Section 2.2 includes two technical results concerning 2-graded normal rulings, Propositions 2.3 and 2.4, used to prove the smooth knots in Theorem 3.2 are prime. Section 2.3 gives carefully chosen background material on MCSs and the MCS algebra so as to include what is necessary for Section 3, but avoid most of the technical details of MCSs.
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Background
The standard contact structure on R 3 is the 2-plane distribution ξ std defined by the 1-form dz−ydx. A smooth knot L :
, and L(·, t) is a Legendrian knot for all t ∈ S 1 . The projection of L to the xz-plane is the front diagram D of L. Every Legendrian knot is equivalent to a Legendrian knot whose front diagram has transverse double points, called crossings, and semicubical cusps; see Figure 1 . A strand of D is a smooth path in D with one endpoint at a left cusp and the other at a right cups. A front diagram is plat if all left cusps have the same x-coordinate, all right cusps have the same x-coordinate, and no two crossings have the same x-coordinate. A front diagram is nearly plat if all cusps and crossings have distinct x-coordinates and it is equivalent to a plat front diagram by an arbitrarily small Legendrian isotopy; see Figure 1 . All Legendrian knots considered in this article have nearly plat front diagrams.
We define the two "classical" Legendrian knot invariants in terms of the front diagram. Given an oriented Legendrian knot L, the rotation number r(L) is (d − u)/2 where d (resp. u) is the number of cusps in D at which the orientation travels downward (resp. upward). All Legendrian knots considered in this article have rotation number 0. A crossing of the front diagram D is positive (resp. negative) if the two crossing strands are both oriented to the left or both oriented to the right (resp. both oriented down or both oriented up); see Figure 1 [15] provides a description in terms of the front diagram. We will not define the map ∂ as there is no need to work with it in this article.
The Chekanov-Eliashberg algebra is a Legendrian isotopy invariant, up to an algebraic equivalence called stable tame isomorphism. The idea of an augmentation, also first formulated in [1] in the context of Legendrian knots, provides a method for extracting more easily computed Legendrian isotopy invariants from the Chekanov-Eliashberg algebra. An augmentation is an algebra map ǫ : (A(D), ∂) → Z/2Z satisfying ǫ(1) = 1, ǫ•∂ = 0, and ǫ(q) = 1 only if |q| = 0. We say a crossing q is augmented by ǫ if ǫ(q) = 1. The set Aug(D) is the set of all augmentations of (A(D), ∂).
Given ǫ ∈ Aug(D), we define ∂ ǫ to be the differential φ ǫ •∂ •(φ ǫ ) −1 , where
is the algebra homomorphism defined on generators by φ ǫ (q) = q + ǫ(q). This differential has the property that finite-dimensional chain complex called a linearization of the ChekanovEliashberg algebra. We let h ǫ i be the dimension in degree i of the homology of (A(D), ∂ ǫ 1 ) and define the Chekanov polynomial P ǫ (t) to be
. The coefficients of a Chekanov polynomial satisfy a duality relationship. (1) Two paths of ρ intersect only at cusps and crossings; (2) The two paths between the same two cusps are called companions of one another. Companion paths intersect only at the cusps; and (3) Two paths meeting at a crossing may pass through each other; see, for example, the bottom row of Figure 2 . Alternatively, two paths meeting at a crossing and their companion paths may be arranged as in the top row of Figure 2 ; we call such a crossing a switch.
A normal ruling is graded if all of its switched crossings are degree 0. A crossing is a return if the two paths meeting at the crossing and their companion paths are arranged as in one of the figures in the bottom row of Figure 3 . A graded normal ruling with switches at the first and fourth crossings, returns at the sixth, seventh, and eighth crossings, and departures at the second, third, and fifth crossings. 
where j(ρ) = #(switches) − #(right cusps). As is implied by the notation, the 2-graded normal ruling polynomial is a Legendrian isotopy invariant [3] . Given n ∈ N, we define f n L to be the number of graded rulings ρ ∈ R 2 (L)
. We say such a 2-graded normal ruling maximizes the number of switches.
The following two Propositions are used in the proof of Theorem 3.1. Legendrian knots have a well-defined connect sum operation [6] , which, in the case of front diagrams, is described in Figure 4 . Proposition 2.3 follows from the observation that two 2-graded normal rulings that maximize the number of switches for L and L ′ individually form a 2-graded normal ruling that maximizes the number of switches for L#L ′ and this 2-graded normal ruling has a switch at the crossing in Figure 4 .
Proof. By definition, f max (K) is f max (L) for any maximal tb Legendrian representative of K. By [14] , a 2-bridge knot K has a maximal tb Legendrian representative L whose front diagram D has exactly four cusps. Therefore, it suffices to show f max (L) ∈ {0, 1} for such a Legendrian knot. If L admits no more than one 2-graded normal ruling, then the claim obviously holds. Orient L. In a 2-graded normal ruling, a switch may only occur at a positive crossing. Thus, in a 2-graded normal ruling ρ, each path has a well-defined orientation and two paths that are companions of each another are oppositely oriented; see the top row of Figure 5 . Label the crossings of the front diagram D, from left to right, q 1 , . . . , q m . Suppose ρ and ρ ′ are distinct 2-graded normal rulings of L. We will show ρ and ρ ′ cannot both maximize the number of switches. The claim then follows directly. Since ρ = ρ ′ , there must exist a crossing that is a switch for one of ρ or ρ ′ , but not for the other. Choose the left-most crossing q i for which this is the case and, without loss of generality, assume q i is a
2.3. Morse Complex Sequences. We again begin with a fixed Legendrian knot L with rotation number 0 and nearly plat front diagram D with fixed Maslov potential µ. The most general definition of a Morse complex sequence, abbreviated MCS, is given in [11] , however the relevant definition for this article is in [10] . Regardless, we are able to avoid most technical details of MCSs and instead work with two special types of MCSs.
A handleslide on D is a vertical line segment whose endpoints are on strands of D with the same Maslov potential and which does not intersect a crossing or cusp of D; see the vertical line segments in Figure 6 . Loosely speaking, an MCS consists of a collection of handleslides and a finite sequence of Z/2Z chain complexes with consecutive chain complexes related by chain maps that depend on the crossings and cusps of D and the handleslides. The MCSs we consider have a special form that allows the sequence of chain complexes to be recovered from D and the collection of handleslides. Thus, for our purposes, Morse complex sequences will be defined by a collection of handleslides on D.
Definition 2.5. An SR-form Morse complex sequence C of a front diagram D and graded normal ruling ρ consists of a collection of handleslides arranged as follows:
(1) Near each switched crossing q of ρ, handleslides of C are arranged as in the top row of Figure 6 ; (2) Let R be a subset of the graded return crossings of ρ. For each crossing q in R, handleslides of C are arranged near q as in the bottom row of Figure 6 . We say q is a marked graded return. The set M CS SR (D) consists of all SR-form MCSs of D. A front diagram with an SR-form MCS and its associated graded normal ruling is given in Figure 7 . (1) For each 1 ≤ i ≤ n, there exists a handleslide just to the left of p i with endpoints on the two strands of D that cross at p i ; and (2) C has no other handleslides. Figure 7 .
The set M CS A (D) consists of all A-form MCSs of D. A front diagram with an A-form MCS is given in
In [10] , an MCS C is assigned a differential graded algebra (A(D), d C ). Note that A(D) is the same algebra as in the definition of the ChekanovEliashberg algebra given in Section 2.1. Recall A(D) is the Z/2Z vector space freely generated by labels assigned to the crossings and right cusps of D. The restriction of d to monomials of length 1 gives a map d C 1 : A(D) → A(D) and, in [10] , it is shown that d
is a chain complex called the linearization of (A(D), d C ). We let h C i be the dimension in degree i of the homology of (A(D), d C 1 ) and define the MCS polynomial to be Definition 2.7. Suppose C is an SR-form MCS of D with graded normal ruling ρ. Suppose a and b are generators in A(D) with |a| = |b|+1 and the xcoordinate of b is less than the x-coordinate of a. Let x m+1 < x m < . . . < x 1 be the x-coordinates of all crossings, cusps, and handleslides between a and b, inclusive. In particular, x 1 (resp. x m+1 ) is the x-coordinate of a (resp. b). Choose z m < z m−1 < . . . < z 1 so that x i+1 < z i < x i for all 1 ≤ i ≤ m. A chord path from a to b is a finite sequence of chords Λ = (λ 1 , . . . , λ m ), so that:
(1) For all 1 ≤ i ≤ m, the x-coordinate of λ i is z i ; (2) The endpoints of the chord λ 1 are on the two strands that cross at a, in the case that a is a crossing, or on the two strands that terminate at a, in the case that a is a right cusp; see Figure 8 Figure 8 (e). In the case of (ii) or (iii), we say the chord path jumps along the handleslide.
In Figure 11 , a chord path is given that originates at c 3 and terminates at a 3 . The set M C (a; b) consists of all chord paths originating at a and terminating at b.
Given
where #M C (a; b) is the mod 2 count of chord paths in M C (a; b) and the sum is over all generators b of A(D).
Remark 2.8. Fix an SR-form MCS C. Let C k ⊂ A(D) be the Z/2Z vector subspace generated by the set {q j :
The Legendrian knots considered in Theorem 3.2 have the property that n k is 0 if |k| ≥ 2 holds. Therefore, h C k is 0 if |k| ≥ 2. Since n −2 is 0, r C −1 is 0 as well and h −1 = n −1 − r C 0 holds. By Corollary 7.12 of [10] ,
holds, where M CS(D) is the set of MCSs of D as defined in Definition 4.2 of [10] . Thus, the duality result, Theorem 2.1, applies to (A(L), d C 1 ). Consequently, h C 1 = h C −1 + 1 holds. The ThurstonBennequin number tb(L) is computed by P ǫ (−1), for any augmentation ǫ ∈ Aug(D) and so Equation 1 implies tb(L) is P C (−1). Thus, h 0 = tb(L) + 2h C −1 + 1 holds. Therefore,
Note that P C (t) depends only on tb(L), n −1 and r C 0 and only one of these three values, r C 0 , depends on the SR-form MCS C. This observation will simplify the proof of Theorem 3.2.
(2) The Legendrian knots considered in Theorem 3.1 have the property that n k is 0 if |k| ≥ 3. An investigation similar to that above shows that P C (t) depends only on tb(L), n −1 , n −2 , r C 0 and r C −1 and only two of these values, r C 0 and r C −1 , depend on C. This observation will simplify the proof of Theorem 3.1.
The Main Results

Theorem 3.1. If the front diagram of a Legendrian knot has exactly four cusps, then the Legendrian knot has at most one Chekanov polynomial.
Proof. Suppose the front diagram D of the Legendrian knot L has exactly four cusps. If Aug(D) is empty, then L has no Chekanov polynomials. Thus, we may assume Aug(D) is non-empty. We may assume D is nearly plat, since every Legendrian knot is equivalent to a Legendrian knot with such a front diagram by a Legendrian isotopy that does not change the number of cusps. Fix ǫ ∈ Aug(D). We will show P ǫ (t) is independent of ǫ and, thus, the result follows.
First we make two observations that allow us to translate this problem from augmentations to SR-form MCSs. Combining Theorem 1.6 in [9] and Theorem 5.5 of [10] ,
holds. By Corollary 7.12 of [10] ,
holds. Therefore,
holds and so it suffices to show that, given any SR-form MCS C, P C (t) is independent of C.
Since D has exactly two left cusps, the dimension of C k , also denoted n k , is 0 if |k| ≥ 3. Therefore, by Remark 2.8 it suffices to show that r C 0 and r C −1 are independent of C. The differential d C 1,0 (resp. d C 1,−1 ) is determined by chord paths that originate at a crossing of degree 0 (resp. degree −1) and terminate at a crossing of degree −1 (resp. degree −2). Let ρ be the graded normal ruling associated with C and fix a Maslov potential µ so that the smallest value assigned to a strand of D by µ is 0. Since a switch of a graded normal ruling occurs only at degree 0 crossings, every path in a graded normal ruling has a well-defined Maslov potential. Since two companion paths originate at a common left cusp, their Maslov potentials differ by 1 and the path with the larger z-coordinate has the larger Maslov potential. Note that if
is a chord in a chord path originating from a degree 0 (resp. degree −1) crossing, then µ(k) − µ(l) = 0 holds (resp. µ(k) − µ(l) = −1 holds). By looking at the arrangement of handleslide marks of C near switches and marked graded returns of ρ (see Figure 6 ) and the Maslov potentials of the paths of ρ near such handleslides, we see that it is not possible for a chord path originating from either a degree 0 or −1 crossing to jump along a handleslide mark of C. Therefore, r C 0 and r C −1 do not depend on the handleslide marks of C.
We must also check that all graded normal rulings of D look identical near degree -1 and -2 crossings, since, by Definition 2.7 (3), the arrangement of a graded normal ruling near such crossings determines which chord paths can terminate at that crossing. There are two possibilities for the Maslov potential values at the left cusps of D.
(1) The Maslov potential µ assigns the upper strands of both left cusps the number 1. As a consequence, there are no degree -2 crossings, since no two strands of D have Maslov potentials that differ by 2. The conditions satisfied by the Maslov potentials of companion paths imply that, near a degree -1 crossing, the paths of a graded normal ruling must be arranged as in Figure 9 a graded normal ruling must be arranged as in Figure 9 (d) (resp. Figure 9 (b),(c),(e), or (f)).
Note that in both cases, the arrangement of paths in a graded normal ruling near a degree -1 or -2 crossing depends only on µ, which, in turn, depends only on D. We can finally conclude that r C 0 and r C −1 are independent of C and the result follows. (c 3 ; a 3 ) , which determines the coefficient of a 3 in dc 3 . image in Figure 6 . The set of marked graded returns R i of C i is
Place handleslide marks near each crossing in R i as in the bottom left image in Figure 6 .
By Definition 2.6, C i is also an A-form MCS for each 1 ≤ i ≤ m. By Theorem 5.2 of [11], there exists an explicit bijection Φ : M CS A (D) → Aug(D); for a crossing q, the A-form MCS C has a handleslide just to the left of q between the strands crossing at q if and only if Φ(C)(q) = 1. Define ǫ i to be Φ(C i ). From the definition of the map Φ, we see that the set of augmented crossings A i of ǫ i is
From the algorithmic construction of the map Ψ :
Consequently, we may use the chord path approach given in Section 2.3 to compute P ǫ i (t).
As noted in Remark 2.8 (1), P C i (t) depends only on tb(L m ), n −1 , and r Figure 11 includes the only chord path in the set M C (c 3 ; a 3 ) . Therefore, the rank of d C i 1 is i − 1 and so r
Since tb(L m ) = 2m − 3, n −1 = m − 1, and r C i 0 = i − 1 hold, Remark 2.8 (1) and the formula P C i (t) = P ǫ i (t) imply that
Therefore, for any m ≥ 2 and 1 ≤ i < j ≤ m, P ǫ i (t) is not equal to P ǫ j (t), but Ψ(ǫ i ) = ρ for all 1 ≤ i ≤ m. We now show that K m is prime. Suppose, for contradiction, that K m is K#K ′ . As D m has exactly 3 left cusps, the bridge number of K m , denoted br(K m ), is at most 3. A classical result of Schubert [20] states br(K m ) = br(K) + br(K ′ ) + 1 holds. Therefore, br(K) and br(K ′ ) are both 2. By Theorem 3.4 of [6] , there exist Legendrian knots L and L ′ smoothly isotopic to K and K ′ , respectively, so that L m = L#L ′ . If we connect sum L and L ′ as in Figure 4 , then it is clear that L m admits a graded normal ruling if and only if L and L ′ both admit a graded normal ruling. A Legendrian knot admitting a graded normal ruling has maximal tb within its smooth knot class and rotation number 0. Therefore, since L m admits a graded normal ruling, L and L ′ do as well and both have maximal tb within their smooth knot class and rotation number 0. By Proposition 2.4, f max (K) and f max (K ′ ) are either 0 or 1 and, consequently, f max (L) and f max (L ′ ) are either 0 or 1. By Proposition 2.3, f max (L m ) = f max (L) · f max (L ′ ) holds. Therefore, f max (L m ) is either 0 or 1. However, f max (L m ) is 2 m+1 , as we shall now demonstrate. It is easily verified that there are two 2-graded normal rulings of D 2 that maximize the number of switches. The first has switches at crossings 1, 4, 5, and 6 and the second has switches at crossings, 1, 2, 5, and 7, where the crossings of D m are numbered from left to right. Therefore, f max (L 0 ) = 2. The block of crossings ω has exactly 2 possible 2-graded normal rulings and each has 2 switches. The first has switches at crossings 1 and 6 and the second has switches at crossings 3 and 4. Therefore, for m > 2, f max (L m ) = 2f max (L m−1 ) holds. Therefore, f max (L m ) = 2 m+1 holds. We have arrived at a contradiction and, thus, K m must be prime. Since n −1 = m − 1, r −1 is in the set {0, . . . , m − 1} and, thus, h 0 is in the set {4m − 4, 4m − 6, . . . , 2m − 2}. As a consequence of Theorem 2.1, the values tb(L m ) and h 0 determine P ǫ (t). Every value in the set {4m − 4, 4m − 6, . . . , 2m − 2} is achieved as h 0 for some augmentation in the statement of Theorem 2, as can be seen in Equation 2.
