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EINLEITUNG 
Die Bestimmung der zweifach transitiven Kollineationsgruppen endlicher 
projektiver RHume ist ein Problem, welches 1961 von Wagner [lo] gestellt 
und - nach einigen partiellen Ergebnissen verschiedener Autoren (siehe die 
Zusammenstellung in [2]) - 1979 von Cameron/Kantor [2] gel&t wurde. 
Neben den ML,, enthaltenden Gruppen gibt es nur eine Ausnahmelosung, 
namlich A, in PSL,(Z). Zu der analogen Frage fur unendliche projektive 
RIume scheint andererseits nichts bekannt zu sein, bis auf ein Resultat von 
Strambach [9] ,im eindimensionalen Fall und ein Beispiel von Glatthaar [7, 
Kap. III, 3.2.31. Dieses Beispiel einer viereckstransitiven Kollineationsgruppe 
des dreidimensionalen komplexen projektiven Raums, welche mit PGL,(C) 
trivialen Schnitt hat, zeigt, dalj man sich im unendlichen Fall auf 
Untergruppen von PGL, beschranken mul3, urn sinnvolle Ergebnisse 
erwarten zu konnen. 
Nach dem Strambach’schen Resultat sind die im projektiven Raum 
zweifach transitiven Untergruppen von GL,(K) genau diejenigen Gruppen, 
welche in jedem zweidimensionalen Teilraum E von K” ganz SL(E) 
induzieren und transitiv auf der Menge dieser Teilrlume wirken. Da die 
Bestimmung dieser Gruppen, wie vom endlichen Fall her zu erwarten, 
schwierig ist, liegt es nahe, die Bedingungen erst einmal zu verschiirfen und 
diejenigen Untergruppen von GL,(K) herauszufinden, welche in jedem r- 
dimensionalen Teilraum E von K” ganz SL(E) induzieren und transitiv auf 
der Menge dieser Teilr5ume wirken (fiir ein festes r > 2). Dies gelingt in der 
vorliegenden Arbeit im wesentlichen fiir r 2 n/2, und zieht dann allerlei 
Folgerungen nach sich. 
In Teil 1 werden diese Folgerungen abgeleitet, in Teil 2 und 3 erfolgt dann 
der Beweis des Hauptsatzes. In Teil 4 schlieglich ergeben sich einige 
verwandte Resultate fur Untergruppen der orthogonalen und symplektischen 
Gruppen. 
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Ich mochte mich herzlichst bei Herrn Prof. K. Strambach bedanken fur 
die Anregung zu und Unterstiitzung bei dieser Arbeit. 
1. FOLGERUNGEN AUS DEM HAUPTSATZ 
Im folgenden bezeichne stets K einen (kommutativen) Korper; r und n 
sind natiirliche Zahlen. 
SATZ 1. Sei K unendlich, 1 < r < n und G eine Untergruppe von 
GL,(K). Es induziere G in jedem r-dimensionalen Teilraum E von K” ganz 
SL(E), und wirke transitiv auf der Menge dieser Teilrtiume. Dann enthdlt G 
die Gruppe SL,(K), falls eine der folgenden Bedingungen erfiillt ist: 
(a) r> n/2, 
(b) r = 2, n = 5, char(K) 6? {0,2), K hat keine Korpererweiterung vom 
Grad 3. 
Bemerkung 1. Ich vermute, da13 Satz 1 such bei Streichung der 
Bedingungen (a), (b) richtig bleibt; dies zu beweisen, wiirde allerdings eine 
andere Beweismethode erfordern. Auf die Transitivitltsforderung kann man 
fur r = 2 nicht verzichten, wie das Beispiel der symplektischen Gruppe 
Sp,,(K) zeigt, welche in jedem zweidimensicmalen Teilraum E von K*“’ ganz 
SL(E) induziert. 
Bemerkung 2. Die Voraussetzung, da13 K unendlich ist, wird nicht fur 
jedes r gebraucht; die jeweils genau benotigte Eigenschaft von K wird im 
Beweis dann angegeben. Fur endliches K sind die hier behandelten Fragen 
aber sowieso alle gekllirt (durch [2]). 
KOROLLAR 1. Sei K unendlich, 1 < r < n und G eine Untergruppe von 
GL,(K). Ist dann eine der folgenden Bedingungen erftillt, so enthdlt G die 
Gruppe SLJK): 
(1) G wirkt zweifach transitiv im projektiven Raum P*-’ von K”, und 
n < 4. 
(2) G wirkt transitiv auf der Menge der r-Tupel unabhiingiger Punkte 
von P”-‘, und r > min(n/2,2). 
(3) G wirkt transitiv auf der Menge der r-Tupel linear unabhdngiger 
Vektoren des K”, und r > min(n/2, 2). 
(4) G induziert in jedem r-dimensionalen Teilraum E von K” ganz 
SL(E), und r > n/2 + 1. 
(5) G wirkt transitiv auf der Menge der Fahnen A, <A, < .a. <A,, 
dimAi=i,O@Ai(i=O,..., r) aflner Teilrdume des K”, und n > r > n/2 - 1. 
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Bemerkung 3. Zu Punkt (5) von Korollar 1 sei die Arbeit [4] von Higman 
erwlhnt. Darin wird gezeigt, dalj - bis auf wenige Ausnahmen - jede 
Kollineationsgruppe eines endlichen projektiven Raums, welche auf der 
Menge der (maximalen) Fahnen von Teilraumen transitiv wirkt, die Gruppe 
PSL, enthllt. Ein direktes obertragen dieses Resultats auf den unendlichen 
Fall ist nicht moglich, wie das Beispiel der Gruppe SG,(lR) in GL,(iR) zeigt. 
KOROLLAR 2. Sei K ein unendlicher K&per einer Charakteristik 
verschieden von 0 und 2, welcher keine Kiirpererweiterung vom Grad 3 hat; 
sei ferner G eine Untergruppe von GL,(K). Ist dann eine der folgenden 
Bedingungen erjiillt, so enthdlt G die Gruppe SL,(K): 
(1) G wirkt zweifach transitiv im projektiven Raum von KS. 
(2) G induziert in jedem dreidimensionalen Teilraum E von KS ganz 
SL(E). 
Beweis von Korollar 1. Wir behandeln sukzessive die Punkte (1) bis (5). 
(1) 1st ein Spezialfall von (2). 
(2) Es wirke G transitiv auf der Menge der r-Tupel unabhlngiger 
Punkte von Pn-‘. Dann wirkt G such auf der Menge der r-dimensionalen 
Teilrlume von K” transitiv, und aufgrund von Satz 1 ist nur noch zu zeigen, 
daR G in jedem r-dimensionalen Teilraum E von K” ganz SL(E) induziert. 
Dazu kann man r = n annehmen, und schliel3t dann mit Induktion nach n. 
Den Induktionsanfang n = 2 liefert Strambach [9, Satz 1 ] (Man braucht eine 
kleine Zusatziiberlegung, welche die Perfektheit der Gruppe SL,(K) 
verwendet), und der InduktionsschluB folgt wieder aus Satz 1 (denn fiir jede 
Hyperebene H von K” induziert G in H eine Gruppe, welche transitiv auf der 
Menge der (n - I)-Tupel unabhlngiger Punkte des projektiven Raums von H 
wirkt). 
(3) Folgt aus (2). 
(4) Es induziere G in jedem r-dimensionalen Teilraum E von K” ganz 
SL(E). Dann induziert G such in jedem (r - 1)-dimensionalen Teilraum E’ 
ganz SL(E’), und aufgrund von Satz 1 ist nur noch zu zeigen, daB G 
transitiv auf der Menge der (r - 1)-dimensionalen Teilrlume von K” wirkt. 
Dies ist aber leicht zu sehen: Man verbinde je zwei solche Teilrlume E’, E” 
durch eine Kette E,, E, ,..., E, von r-dimensionalen Teilriiumen mit E’ c E,, 
E” c E,, dim(E,n E,-,) = r - 1 (fur i = l,..., k). 
(5) G erfiille die angegebene Bedingung. Wir behandeln zunachst den 
Spezialfall r = n -- 1, und zwar durch Induktion nach n. Der Induktions- 
anfang n = 2 folgt aus (l), da G dann zweifach transitiv auf P’ wirkt. Der 
InduktionsschluB gelingt mit Hilfe von Satz 1, da sich die Voraussetzung auf 
die von G in H induzierte Gruppe iibertrlgt fiir jede Hyperebene H von K”. 
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Der allgemeine Fall folgt nun wiederum aus Satz 1, da G nach dem 
Spezialfall in jedem (r + 1)-dimensionalen Teilraum E von K” ganz X(E) 
induziert. Q.E.D. 
Beweis von Korollar 2. Analog. 
2. EINIGE HILFSS~~TZE 
Im folgenden sei stets G eine Untergruppe von GL,(K), und 1 < r < n. Es 
bezeichne B,.(K”) die Menge der r-dimensionalen Teilriiume von K”; fur 
jedes E aus 8JK”) sei G, die Standgruppe von E in G, sowie 
pE: G, -+ GL(E) und qE: G, + GL(K”/E) die kanonische Wirkung. 
LEMMA 1. Sei K # IF,, 6,; fCr jedes E aus O,(K”) und fCr jedes g, aus 
SL(E) existiere ein g aus G, mit pE(g) = g,, so daJ q8( g) eine skalare 
Transformation ist. Dann enthtilt G die Gruppe SL,(K). 
Beweis. Die Voraussetzung vererbt sich von G auf p,(G,) fur jedes D 
aus O,+,(K”). Per Induktion kann man also 0.B.d.A. annehmen, daB 
r=n- 1. 
Die Voraussetzung im Lemma impliziert, daB fur jedes E aus (Tjn- ,(K”) 
die Gruppe GE := kern(q,) n SL,(K) in E ganz SL(E) induziert; denn 
p,(GE) ist dann ein Normalteiler von SL(E) mit abelschem Faktor, also 
p,(GE) = SL(E). 
Daraus folgt zunlichst, dal3 GE per Konjugation transitiv auf der Menge 
NE derjenigen von 1 verschiedenen Elemente von SL,(K) operiert, welche 
sowohl in E als such in K”/E trivial wirken. Somit gilt NE n G = 0 oder 
N,cG. 
Der von den in G enthaltenen NE erzeugte Normalteiler N von G ist von 
{ 1 } verschieden. Denn es folgt aus NE n G = 0, dalj die Restriktionsab- 
bildung GE -+ SL(E) ein Isomorphismus ist; gem33 Higman [4, Lemma 41 
enthllt dann G eine Transvektion t # 1 (im Fall k = 2 und char(K) = 2 
beachte man die Schluljbemerkung zum Beweis von [4, Lemma 4]), und es 
gilt NE, c G fiir die Fixhyperebene E’ von t. 
Wie man sich leicht iiberlegt, wirkt G primitiv in K”\(O}; somit operiert N 
transitiv auf K”\{O}. Insbesondere wirkt N irreduzibel in K” und kann daher 
keinen nichttrivialen, unipotenten Normalteiler enthalten; daraus und aus der 
Art der Erzeugung von N folgt nach McLaughlin [6], dal3 N = SL,(K) oder 
N = Sp,(K). Der letztere Fall kann aber nicht auftreten (sonst m&e 
SL(E) =p,(G”) fiir jedes E aus B,-,(K”) die Gruppe p,(F) als 
Normalteiler enthalten, F = Kommutatorgruppe der Standgruppe von E in 
Sp,(K)). Q.E.D. 
TRANSITIVITiiTSFRAGEN 345 
Bemerkung. Im Fall char(K) # 2 lal3t sich Lemma 1 auf einfachere Art 
beweisen, ohne Verwendung von [4,6]. Im Fall K = F,, r = n - 1 = 3 
existiert ein Gegenbeispiel, namlich A, in SL,(2) (siehe [4, lo]. 
LEMMA 2. Sei K # F,, F,, und G enthalte nicht die Gruppe SL,(K). 
Ferner induziere G in jedem E aus 8,.(K”) ganz SL(E) und wirke transitiv 
auf B,(K”). Dann gilt fur jedes E aus B,(K”) und g aus G,: 
Ist qE( g) eine skalare Transformation, so such pE( g). Im Fall r > n/2 gilt 
such die Umkehrung. 
Beweis. Sei E aus Or(K”). Die Gruppe N der g, aus GL(E), fur welche 
ein g aus G, existiert mit p,(g) = g, und skalarem qz(g), ist ein 
Normalteiler von p,(G,). Aufgrund der Voraussetzung wird somit N von 
SL(E) normalisiert; also ist N im Zentrum von GL(E) enthalten oder enthalt 
die Gruppe SL(E). Im letzteren Fall ware SL,(K) in G enthalten nach 
Lemma 1, im Widerspruch zur Voraussetzung. Folglich liegt N im Zentrum 
von GL(E); dies zeigt den ersten Teil der Behauptung. 
Zum Beweis der Umkehrung sei nun angenommen, dal3 r 2 n/2 und 
pE( g) = u . id, fur ein g aus G, und u aus K. Fiir E’ := Im( g - u . id,J gilt 
dann dim E’ = n - def( g - u . idK”) < n - dim E = n - r < r. Also existiert 
ein E” aus B,(K”) mit E’ c E”; es ist dann g aus G,,, und qE,,(g) = u . id. 
Folglich ist p&g) = v . id fur ein v ads K, nach dem schon bewiesenen Teil 
der Behauptung. 
Fur u # v ist K” die direkte Summe von E und E”, also qE(g) = v . id. 
Wir kiinnen daher annehmen, da13 u= v, und unterscheiden dann zwei Falle: 
(i) dim E’ = r: Es ist E’ in E”’ := kern( g - u . id,,) enthalten. Wegen 
n-r<r=dimE’<dimE”‘=n-rang(g-ueid,,)=n-r ist weiter 
dim E’ = dim E”’ und damit E’ = E”‘. Somit E c E’ und daher aus Dimen- 
sionsgriinden E = E’. Daraus folgt schlieljlich qE( g) = u . id. 
(ii) dim E’ < r: Es ist pE,,( g) = u . id,,,. Nun war aber E” beliebig mit 
E’ c E” und dim E” = r; also ist g = u . id,, und somit q6(g) = u . id. 
Q.E.D. 
Ein Element von PSL,(K) heil3e Elation bzw. Homologie, falls es durch 
eine Matrix der Form 
beschrieben werden kann (bzgl. einer geeigneten Basis von Km). 
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LEMMA 3. Sei K # iF,, F,. 
(i) Ist M > m > 1, so existiert kein nichttrivialer Homomorphismus 
von SL,(K) in PSL,(K). 
(ii) Jeder Homomorphismus von PSL,(K) in sich bildet Elationen auf 
Elationen und Homologien auf Homologien ab. 
(iii) Jeder nichttriviale Homomorphismus von SL,(K) in sich ist - 
wenn man eine Matrixdarstellung der Elemente von SL,(K) wahlt - von 
der Form 
wobei rp ein Kiirperhomomorphismus volt K in sich und A eine 2 x 2-Matrix 
Cber dem algebraischen AbschluJ von K ist. 
Beweis. Fur endliches K gilt (i) aus Anzahlgriinden, und (ii), (iii) folgt 
aus Schreier/van der Waerden [8], da die in (ii), (iii) auftretenden 
(nichttrivialen) Homomorphismen dann sogar Automorphismen sind. 
Fur unendliches K folgt das Lemma aus Borel/Tits [ 11: Sei zuniichst 
bemerkt, dal3 fur jede Gruppe H und jeden K&per k’ aus der Existenz einer 
reduziblen projektiven Darstellung p: H + PGL,(k’), welche ein nicht- 
aufliisbares Bild p(H) hat, die Existenz einer irreduziblen projektiven 
Darstellung H -+ PGL,(k’) mit 2 < m’ < m folgt. Es ergibt sich dann (i) aus 
[ 1, Theorem 10.31. Beachtet man, da13 aufgrund obiger Bemerkung und 
[ 1, Theorem 10.31 fur jeden nichttrivialen Homomorphismus p: PSL,(K) -V 
PSL,(k’) das Bild von p irreduzibel im (m - 1)-dimensionalen projektiven 
Raum iiber k’ wirkt, so folgt such (ii) aus [ 1, Theorem 10.31. (Man benotigt 
noch die Kenntnis der Automorphismen der algebraischen Gruppe 
PSL,(k’), k’ algebraisch abgeschlossen). 
Beim Beweis von (iii) verwendet man, da13 jeder nichttriviale 
Homomorphismus /3: SL,(K) -+ SL,(K) einen Homomorphismus a: 
PSL,(K) --t PSL,(K) ’ d m uziert (denn /3(-l) ist ein Element von SL,(K), 
welches die nicht-auflosbare Gruppe B(SL,(K)) zentralisiert, und ist daher 
im Zentrum von SL,(K) enthalten). Es ergibt sich dann (iii) aus 
[ 1, Theorem 8.11, sobald man weil3, da13 fur jeden nichttrivialen 
Homomorphismus a: PSL,(K) + PSL,(K) das Bild von a Zariski-dicht in 
PSL,(K) liegt, j? = algebraischer AbschluB von K. Dies folgt aber daraus, 
dal3 der Zariski-Abschlufi von a(PSL,(K)) in PSL,(K) eine zusam- 
menhlngende, nicht-auf&bare algebraische Gruppe ist. Q.E.D. 
Bemerkung. Die Matrix A in Lemma 3(iii) kann sogar tiber K gewlhlt 
werden. SchlieBlich sei noch bemerkt, da13 sich Lemma 3 such ohne die 
Theorie der algebraischen Gruppen beweisen IgOt, mit den elementaren 
Methoden der Arbeit [8] von Schreier/van der Waerden. 
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3. BEWEIS VON SATZ 1 
Zum Beweis von Satz 1 sei nun K # IF,, IF 3, 1 < r < II und G eine 
Untergruppe von GE,(K). Es induziere G in jedem E aus B,.(P) ganz 
SL(E) und wirke transitiv auf 6&T”). Ferner sei vorausgesetzt, da13 G nicht 
die Gruppe SE@) enthllt. 
Fur jedes E aus B,(K”) bezeichne &: G,+PGL(E) und 
&E: G, --) PGL(K”/E) die kanonische Wirkung. Falls r >, 42, existiert dann 
gemHl3 Lemma 2 ein Isomorphismus iE: &(GE) + qE(GE) mit i,& = &. Es 
ist i,(PSL(E)) c PSL(K”/E) (da iE Kommutatoren auf Kommutatoren 
abbildet). 
Unter verschiedenen, zusatzlichen Voraussetzungen an I und K versuchen 
wir nun jeweils einen Widerspruch herzuleiten. 
Full A: r > n/2. Fiir jedes E aus B,(P) ist in diesem Fall dim E > 
dim K”/E; da i, einen nichttrivialen Homomorphismus von P%(E) in 
PSL(K”/E) induziert, ergibt dies einen Widerspruch zu Lemma 3(i). 
Full B: r=n/2>2,K#F,,woq-l)r(r-l)(r-2)ManwiihleeinE 
aus (s,(P) und ein u aus K* mit uPrtr2 # 1 # u-*~+~~. Da 
I-W, n %W) ein Normalteiler von p,(G,) mit abelschem Faktor ist und 
somit Z(E) enthllt, existiert ein g aus G, n SE,(K), so darj pE( g) durch 
die Matrix 
beschrieben werden kann. Dann ist FE(g) eine Homologie, und damit ist 
such &(g) eine Homologie nach Lemma 3(ii), da (TE( g) = i&(g)). Also 
kann q8(g) durch die Matrix 
beschrieben werden fur ein u aus K. Es ist u’# 1, da iE injektiv ist. Wir 
unterscheiden fiinf Ftille. 
(1) u = v: In diesem Fall wiihle man ein E’ aus B,(K”) mit 
E’ c kern[(g - u . id)2] und dim(EnE’)=r- 1. Dann liegt g in G,, und 
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P,,(g) ist eine Elation. Da q,,(g) zwei verschiedene Eigenwerte hat, ist aber 
sE,( g) keine Elation; dies gibt einen Widerspruch zu Lemma 3(ii). 
(2) u -‘+I = v: In diesem Fall hat die Menge {u, v, v -“+I} der 
Eigenwerte von g die Kardinalitat 3. Setzt man E’ := kern[ (g - v . id)2], so 
ist wiederum pE,( g) eine Elation, und S,(g) ist keine Elation. 
(3) U=v-rtl: Analog (2). 
(4) u 
-rt1 =u-rtl. . Dieser Fall wird auf (1) zuriickgefiihrt, indem 
man g durch g’-’ ersetzt. 
(5) card{u, v, u-~“, v -rt ’ ) = 4: Man wiihle einen Eigenvektor x von 
g zum Eigenwert o und setze E’ := Kx + kern(g - u . id). Dann liegt E’ in 
@,(K”) und g in G,,; es ist p,(g) bzw. qE,( g) durch die Matrix 
i’ ’ . . . ..) bzw. it’ n-“‘I v . . . -) 
beschreibbar. Folglich ist das vierte Glied C bzw. C’ der Kommutatorreihe 
des Zentralisators von FEE’(g) in PSL(E’) bzw. von (IE,(g) in PSL(K”/E’) 
isomorph Sk,-,(K) bzw. X-,(K); wegen i,,(C) c C’ ergibt dies einen 
Widerspruch zu Lemma 3(i). 
Fall C: r = n/2 = 2, K # I-b fir q = 2, 22, 3, 32, 5, 52. 
1. Schritt. Wir zeigen zunlchst, da13 ein h aus G existiert, welches durch 
die Matrix 
2.4 
u 
i i 
V 
\ V 
beschrieben werden kann fiir gewisse u, v aus K mit u # u. Dazu nehmen wir 
an, das Gegenteil ware richtig. Mit Lemma 2 folgt dann, darj fur jedes E aus 
0,(K4) ein Isomorphismus j,: pE(GE) + q,(G,) existiert mit j, pE = qE. Sei 
nun ein E aus B,(K4) fest gewahlt. Wegen j,(SL(E)) c SL(K4/E) existiert 
nach Lemma 3(iii) ein Korperhomomorphismus q von K in sich, so da13 fur 
jedes durch die Matrix 
(” u-‘) 
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beschreibbare Element f von X.(E) das Bild j,df) durch die Matrix 
( 
v(u) 
(D(u)-’ 1 
beschrieben werden kann. 
Wir benotigen, darj ‘p2 = id,; dazu geniigt es zu zeigen (wie man sich 
leicht iiberlegt), darj P’(U) E {u, u-l} fur alle u aus K*. Diese Bedingung ist 
aber trivialerweise erfilllt, falls v(u) E {u, u -‘), und folgt im Fall q(u) 65 
(u, u -’ } daraus, dal3 G ein durch die Matrix 
beschreibbares Element enthllt. (Man beachte, da13 G transitiv auf B2(K4) 
operiert). 
Nun hat K hochstens den Grad 2 iiber dem Fixkorper von q, und somit 
existiert ein u aus K* mit o(u) = u und u4 # 1. Dazu wiihle man ein g aus 
GE, so da13 pE( g) durch die Matrix 
(” u-‘) 
beschrieben werden kann. Dann liegt E’ := kern[(g - u . id)2] in B2(K4), 
und (u-i . idE,)pE,( g) liegt in SL(E’); demnach existiert ein g’ aus 
G,, n X,,(K) mit PE,( g’) = (24-l . id,,)p,,( g). SchlieBlich erhalt man fur 
das Element h :=g(g’)-‘, dal3 p,,(h) = u . id,, und det(h) = 1. Nach 
Lemma 2 ist somit q,,(h) = u . id fur ein u aus K, und u2u2 = 1. Wegen 
u4 # 1 folgt u # U, und es kann h durch die Matrix 
U 
U i 1 v V 
beschrieben werden. Dies beendet den 1. Schritt. 
2. Schritt. Sei nun h aus G und u, v aus K, u # v, so dalj E := 
kern(h - u . id) und E’ := kern(h - v . id) die Dimension 2 haben. Fur jedes 
g aus G, liegt dann der Kommutator ghg-‘h-’ in kern&) n kern(q,). 1st 
also kern(p,) n kern(q,) = { 1 }, so liegt h im Zentrum von G, und folglich 
lHl3t G, den Eigenraum E’ von h invariant. WBhlt man dann ein f aus 
GE n ,.X,(K), so da0 p,(f) durch die Matrix (’ :) und damit qE(J) durch 
481/78/2-l 
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die Matrix (e i). e = f 1, beschreibbar ist (mit FE(J) mu13 such &.(f) eine 
Elation sein nach Lemma 3(ii)), und nimmt man 0.B.d.A. an, dal3 e = 1 
(man ersetze evtl. f durchf’), so erhalt man, dal3 f durch die Matrix 
1 1 \ 
1 
i+i 
1 1 
1 
beschrieben werden kann. Diese ist aber i-ihnlich der Matrix 
i 1 1 1 1 
1 ! ’ 
und jedes durch die letztere Matrix beschreibbare Element von G liegt in 
kern (&,,) ~7 kern(q,,,) fur ein E” aus @,(K*). 
Wegen der Transitivitat von G auf (;s#*) existiert also fur jedes D aus 
(S,(K*) ein h, aus kern(p,) n kern(q,) mit h, # 1. Es wird nun zuniichst 
gezeigt, da13 D, , D, aus B,(K*) existieren mit dim(D, n D2) = 1, 
h,,(D,) #D, und h,*(D,) #D,. Dazu wiihle man ein D, aus O,(K*), ein x 
aus K*\D, und zwei verschiedene, indimensionale Teilriiume L, , L, von D, 
mit h,0(x)-x6ZLL,UL,. Man setze D,:=Li+Kx fiir i=l,2. Dann ist 
h,&Di) # D,, und wir kiinnen somit annehmen, daB h,,(D,) = &(D,) = D,. 
Ware zusatzlich hD,(D2) = D,, so hiitte man (h,, - id)(L,) c 
D, ~7 D, n D, = {O}; also def(h,, - id) 2 3, und h,, ware durch die Matrix 
1 
1 11~ 1 1 1 
beschreibbar im Widerspruch zu Lemma 2. Also h,,(D,) #D,; analog folgt 
4#,) # 4. 
Man wahle nun eine Basis (b r ,..., b4) von K*, so da13 b,, !I, den Raum D, 
und b,, b, den Raum D, aufspannen. Bzgl. dieser Basis wird dann h,, bzw. 
IrDq durch die Matrix 
bzw. 
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also g := h,, hD2 durch die Matrix 
beschrieben (fur gewisse x,,, y, aus K). Nach Wahl von D,, D, ist a := 
xi1 y,, von 0 verschieden, und daher hat die Matrix A den Eigenwert 1 genau 
mit Vielfachheit 2 wegen det(A - t . E4) = (1 - t)’ (t2 - t(a + 2) + 1). 
[E, := 4 X 4-Einheitsmatrix.] 1st char(K) # 2, so hat ferner A genau dann 
den Eigenwert -1, wenn a = -4; liegt dieser Fall vor, so ersetze man h,, 
durch (h,,)2 (und damit a durch 2a). Somit kiinnen wir annehmen, da13 A 
nicht den Eigenwert -1 hat, falls char(K) f 2. 
Folglich hat D := kern[(g - id)2] die Dimension 2, und qo( g) hat weder 
den Eigenwert 1 noch -1. Wegen &(g) = i&$,(g)) ergibt dies einen 
Widerspruch zu Lemma 3(ii). 
Bemerkung. Dal3 die Behandlung von Fall C einige Miihe bereitet, 
erkliirt sich aus der Existenz der symplektischen Gruppe Q,(K) in S&(K), 
welche in jedem E aus (lj2(K4) ganz Z(E) induziert und auf B2(K4) mit 
genau zwei Bahnen operiert. 
Fall D: r = 2, n= 5, char(K) =:p 6? {0,2), K hat keine 
Kiirpererweiterung vom Grad 3. Sei E aus B,(K’) und GE := kernp,. Wir 
gehen schrittweise vor: 
(1) 1st qE(GE) n SL(K’/E) endlich, so hat G, eine Untergruppe, 
welche in E ganz S,(E) induziert und in KS/E reduzibel wirkt: Sei A := 
qdGF) n WK5/E) eine endliche Gruppe. Dann ist der Zentralisator C, von 
A in qE(G,) ein Normalteiler von q,(G,) mit endlichem Index, und somit 
induziert C := (qE)-’ (C,,)n &5,(K) in E noch ganz SL(E). Jedes Element 
von GL(K’/E) hat einen Eigenwert in K (da K keine Erweiterung vom 
Grad 3 hat); enthllt also A ein nicht-skalares ElementS, so wirkt C reduzibel 
in KS/E (da C jeden Eigenraum von f invariant la&) und wir sind fertig. 
Man kann also annehmen, dal3 A nur aus Skalaren besteht. 
Sei nun g’ aus C mit p,( g’) = -1; dann liegt qE(( g’)“) in A, und fur 
g := (g’)” gilt somit qE(g)2 = 1. Demnach ist entweder qE(g) = 1, oder es ist 
qE(g) durch die Matrix 
-1 
i i 
-1 
1 
beschreibbar. Der letztere Fall scheidet mit Lemma 2 aus (man potenziere g 
in diesem Fall mit p2, urn eine diagonalisierbare Abbildung g” zu erhalten, 
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und wlhle ein E” aus (tj2(KS) mit g” E G,,, und qEr,(g”) = -l), der erstere 
Fall aufgrund obiger Annahme i.iber A (man wlihle im Fall qE( g) = 1 ein E” 
aus B,(K5) mit g” E GE”; dann ist qE,,(g”) nicht skalar). 
(2) G, hat eine Untergruppe, welche in E ganz SL(E) induziert und in 
KS/E reduzibel wirkt: Sei z ein algebraisch abgeschlossener Oberkorper von 
K, I’ der K-Vektorraum (KS/E) @ K und F die Einskomponente des Zariski- 
Abschlusses von qE(GE) n SL(K’/E) in GL(V). Wir nehmen an, dalj 
N, := F n qE(GE) n SL(K5/E) irreduzibel in KS/E wirkt. Dann ist der 
Zentralisator Z von N, in End,(K’/E) eine Divisionsalgebra iiber K; es ist 
dim,(Z) ein Teiler von dim,(K’/E). Im Fall dim,(Z) = 3 ware Z 
kommutativ, und K hltte eine Korpererweiterung vom Grad 3 im 
Widerspruch zur Voraussetzung; also dim,(Z) = 1, und es folgt aus dem 
Dichtesatz fur irreduzible Moduln (siehe [S], S. 274), darj End,(K’/E) i.iber 
K linear von N, erzeugt wird. Demnach wirkt N, such in V irreduzibel. Also 
wirkt F irreduzibel in V, ist somit reduktiv und dann sogar fast-einfach 
wegen F c SL( V) und dim V = 3. 
Die Einskomponente H des Zariski-Abschlusses von qE(GE) n SL(K5/E) 
in GL(V) ist ein Normalteiler von F, also H = { 1 } oder H = F. Der Fall 
H = { 1 } wurde in (1) behandelt, wir konnen also H = F annehmen. Dann 
existiert ein g, aus GE, so darj qE(g,) zwei verschiedene Eigenwerte (in K) 
hat; es hat ,qE(g,) aber such einen Eigenwert u aus K (da K keine 
Erweiterung vom Grad 3 gestattet). Wir konnen annehmen, dal3 g, (iiber K) 
diagonalisierbar ist (Man ersetze g, durch gf’). Konjugiert man nun g, mit 
einem geeigneten Element von G, so erhllt man ein g, aus G,, derart, dal3 
qE(g2) durch die Matrix 
beschrieben werden kann. Fur jedes g aus GE hat dann der Kommutator 
(g, g2) den Eigenwert 1 mindestens mit Vielfachheit 3. Somit liil3t das 
Element (g, g2)p2 ein E’ aus B,(K’) invariant und wirkt in KS/E’ als Iden- 
tit& nach Lemma 2 wirkt dann (g, g,)p2 in E’ als ein Skalar w. Wegen 
det( g, g2) = 1 ist w = f 1, also schlierjlich (g, g2)2p2 = 1. 
Es gilt df, qE(g2))2p2 = 1 fiir alle f aus qE(GE), also such fi.ir alle f aus H. 
Wegen H = F hat man weiter V; qE(g2))2p2 = 1 fiir alle f aus N,; also 
qE(( g, g2)2pz) = 1 fur alle g aus N := (qE)-’ (N,). Wie eben folgt nun mit 
Lemma 2, da13 PE(( g, g2)4p2) = 1 f” ur alle g aus N. Da N in E ganz SL(E) 
induziert, murk dann PE(g2) ein Skalar u sein (wie man leicht sieht). 
Es hat qE(g,) den Eigenwert v mindestens mit Vielfachheit 2. Demnach 
kiinnen wir annehmen, da13 der oben gewiihlte Eigenwert u von qE(gl) such 
mindestens die Vielfachheit 2 hat. Dann folgt aber u = u und qE( g,) = u - id, 
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im Widerspruch zur Wahl von g,. Damit ist die obige Annahme, da13 N, 
irreduzibel in KS/E wirkt, zum Widerspruch gefiihrt, und N ist eine 
Untergruppe von G, mit den gewiinschten Eigenschaften. 
(3) Sei nun N die in (2) kons~uie~e Untergruppe von G,, und D, ein 
N-invarianter Teilraum von K’/E mit (0) # D, # K’/E. Man setze D, := D, 
und D, := (KS/@/D,, falls dim D, = 1; andernfalls D, := (K”/E)/D,, und 
D, := D,. Wir kijnnen annehmen, da8 N in D, trivial wirkt (da dim D, = I), 
und da13 ferner N c SL,(K) sowie p&V) = SL(E). Es bezeichne pz: N-+ 
SL(D,) und fi2: N+ PSL(D,) die kanonische Wirkung. 
(4) Fur jedesf aus Nn kern(&) istf4PZ = 1: Dies folgt aus Lemma 2 
wie in (2), da fur jedes S aus N n kern(&) das Element f 2 den Eigenwert 1 
mindestens mit Vielfachheit 3 hat. 
(5) kern(&) = Nn kern(&): Wire kern(&) nicht in kern(&) 
enthalten, so mu&e der Normalteiler p,(kern(l);)) von SL(E) gleich SL(E) 
sein; dies ergibt einen Widerspruch zu Lemma 2 (man muf3 evtl. wieder mit 
2p2 potenzieren). Also kern(&) c kern(&); insbesondere hat p*(N) keinen 
aufliisbaren Normalteiler von endlichem Index. Bezeichnet somit W den f- 
Vektorraum D, 0, g, so ist die Einskomponente I des Zariski-Abschtusses 
von p&V) in GL(w) nicht auflosbar; also f = SL(W). Folglich ist der 
Zariski-AbschluD von p2(Nn kern(&)) in GL(B’) ein Normalteiler von 
SL( w), verschieden von SL( w> gemal (4), und ist daher im Zentrum von 
SL(W) enthalten. Also Nn kern(&) c kern(&) und somit Nn kern(&) = 
kern&). 
(6) Fur jedes g aus N mit pE( g) = -1 gilt p2( g) = 1: Nach (5) ist 
nlmlich pz(g) = f 1. Der Fall pz( g) = -1 scheidet wieder mit Lemma 2 aus 
(wie in (1)). 
(7) Nn kern(p,)c kern(p,): Fur jedes k aus (Nn kern&))\ 
kern&) gilt nach (5), darj p,(h) = -1. 1st nun g wie in (6), so ist gh ein 
Element von N mit pE( gh) = -1 und p,(gh) = -1, im Widerspruch zu (6). 
Nach (7) existiert nun ein Homomorphismus i: SL(E) -+ X,(L),) mit 
l’(pEIN) =p2. Der Kern von i ist gem%3 (5) im Zentrum von SL(E) 
enthalten. Dann ist aber i sogar injektiv nach Lemma 3(iii). 1st andererseits g 
wie in (6), so gilt i(-1) = ipE( g) =p2( g) = I. Dieser Widerspruch beendet 
den Beweis von Satz 1. 
4. DER ORTHOGONALE UND SYMPLEKTISCHE FALL 
Die obigen Methoden zur Charakterisierung von SL,(K) unter den 
Untergrup~en von GL,(K) lassen sich auf die anderen klassischen Gruppen 
tibertragen. Die Situation ist hier sogar in vieler Hinsicht einfacher, da die 
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invariante Bilinearform zu jedem nichtdegenerierten Teilraum ein unter der 
Standgruppe invariantes Komplement liefert. Die Uberlegungen in Tei14 
beruhen auf der Kenntnis der Struktur der orthogonalen und symplektischen 
Gruppen (siehe [3]), wie in den vorhergehenden Paragraphen auf der 
Einfachheit der Gruppen P%,(K). 
1st q eine Bilinearform auf einem Vektorraum V, so bezeichne I@) die 
Invarianzgruppe von cp in GL(v). 
SATZ 2. Sei K ein K&per einer Charakteristik 22, 2 < n/2 < r < n und 
G eine Untergruppe volt GLJK); ferner a, eine G-invariante, 
nichtdegenerierte, symmetrische oder schiefsymmetrische Bilinearform auf 
K”. Ist v, schiefsymmetrisch, so sei r gerade. Ist cp symmetrisch, so sei r f 4 
und im Fall K = F, ferner r + 3; weiter sei rp hiichstens im Fall K = R 
anisotrop. 
Es induziere G in jedem r-dimensionalen, nichtdegenerierten Teilraum E 
von K” ganz I@),,,), und wirke transitiv auf jeder maximalen Menge von 
r-dimensionalen, nichtdegenerierten, paarweise isometrischen Teilriiumen von 
K”. Dann enthtilt G die Kommutatorgruppe von I@). 
KOROLLAR 3. Sei char(K) # 2, 2<n/2<r<n und Q eine 
nichtdegenerierte quadratische Form auf K”, anisotrop hiichstens fur K = R; 
sei r # 4 und im Fall K = F, ferner r f 3. SchlieBlich sei G eine Untergruppe 
der orthogonalen Gruppe O(Q). 
Wirkt dann G fur jede Vorgabe von a, ,..., a, E K * transitiv auf der Menge 
der orthogonalen r-Beine (xl ,..., x,) von Vektoren xi aus K” mit Q(xi) = ai 
(i = l,..., r), so enthiilt G die Kommutatorgruppe von O(Q). 
Beweis. Folgt aus Satz 2. 
1st K2” mit einer nichtdegenerierten, schiefsymmetrischen Bilinearform 
versehen, so heiBe ein Zr-Tupel (p,,..., p2r) von Punkten pi des projektiven 
Raums von K2” ein symplektisches System der Lange 2r, falls pi und p,i 
genau dann orthogonal sind, wenn i # j + 1 und j # i + 1 (i, j = l,..., 2r). 
KOROLLAR 4. Sei char(K) # 2, 2 < n < 2r < 2n und G eine Untergruppe 
der symplektischen Gruppe SpZn(K). Wirkt dann G transitiv auf der Menge 
der symplektischen Systeme der Lange 2r, so ist G = Sp2,,(K). 
Beweis. Aufgrund von Satz 2 geniigt es, den Fall r = n zu behandeln. 
Dazu scheibe man K*” = E, + . . . + E, als Summe von paarweise 
orthogonalen, nichtdegenerierten, zweidimensionalen Teilrlumen Ei. Wirkt 
nun G transitiv auf der Menge der symplektischen Systeme der Lange 2n, so 
enthalt G gemiia 19, Satz l] fur jedes i = l,..., n eine Untergruppe Ui, welche 
alle Ej invariant Itit, in E, ganz SL(E,) und in den Ej mit i #j eine zu einer 
Untergruppe von K* isomorphe Gruppe induziert. Bezeichnet U die Gruppe 
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der g aus Sp&) mit g(E,) = E, fur alle i = I,..., n, so ist U im Fall K # F, 
das (direkte) Produkt der Kommutatorgruppen der Gruppen Vi; im Fall 
K = IF, ist U das (direkte) Produkt der von den (Ui)* erzeugten Gruppen. 
Jedenfalls ist U in G enthalten. Da G zudem transitiv auf der Menge der n- 
Tupel (E, ,..., E,) operiert, folgt schlieBlich G = Sp2,,(K). Q.E.D. 
Fur den noch ausstehenden Beweis von Satz 2 sei nun angenommen, da13 
K, r, n, G und a, wie in Satz 2 sind. Es bezeichne @jr(p) die Menge der r- 
dimensionalen, nichtdegenerierten Teilrlume von K”; fur jedes E aus B,(q) 
bezetchne wie oben pE, qE, & bzw. qE die kanonische Wirkung der 
Standgruppe G, in E bzw. in K”/E bzw. in den zugehorigen projektiven 
Raumen. SchlieBlich sei angenommen, daB G nicht die Kommutatorgruppe 
Z(q)’ von Z(p) enthllt. 
LEMMA 4. Fzk jedes E aus (s,(p) ist kern(p,) = kern(q,) und 
kern( &) = kern(&). 
Beweis. Die Gruppe p,(kern(&)) ist ein Normalteiler von pE(GE) = 
Z(qIEXE), und ist somit im Zentrum von I@],,,) enthalten oder enthiilt die 
Kommutatorgruppe C von Z((p IEXE) (siehe [3]). Im letzteren Fall ware die 
Kommutatorgruppe D von Kern(&) gleich der Gruppe der Elemente von 
Z(o), welche E invariant lassen, in E ein Element von C induzieren und im 
orthogonalen Komplement EL von E trivial wirken; somit ware D ein 
Normalteiler der Standgruppe von E in Z(q) und wtirde demnach zusammen 
mit seinen G-Konjugierten einen (nichtzentralen) Normalteiler von Z(p) 
erzeugen (aufgrund der Transitivitiitseigenschaften von G). Nun enthalt aber 
jeder nichtzentrale Normalteiler von Z(q) die Gruppe Z(p)‘. 
Damit ist gezeigt, daB p,(kern(&)) im Zentrum von Z(a,IEXE) enthalten 
ist; also kern(&) c kern@,). Die umgekehrte Inklusion erhPlt man, wenn 
man dies auf ein E’ aus 8,(q) mit EL c E’ anwendet. Somit ist der Beweis 
des Lemmas vollendet, wenn noch gezeigt werden kann, darj kein g aus G, 
existiert mit pE( g) = 1 und q8( g) = -1, oder p,(g) = -1 und qE( g) = 1. Ein 
solches g wiirde aber einen Normalteiler der Standgruppe von E in Z(v)) 
erzeugen, und man kommt wie oben zum Widerspruch. Q.E.D. 
Der Beweis von Satz 2 kann nun rasch zu Ende gebracht werden. Dazu 
wahle man ein E aus 8,(p) und ein g aus G,, so darj pE( g) eine Involution 
ist mit def(p,(g) + idE) = 1, falls (p symmetrisch, und def(p,(g) + idE) = 2, 
falls (D schiefsymmetrisch ist. Dann ist nach Lemma 4 such g eine Involution, 
und qE(g) # -1. Folglich hat der (nichtdegenerierte) Raum kern(g - id,,) 
mindestens die Dimension r, und es existiert ein E’ aus 6,(p) mit E’ c 
kern( g - id,,). Wegen g E G,, und pE,( g) = 1 liefert Lemma 4 nun den 
gewiinschten Widerspruch. 
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