In usual practice, brand-choice models are specified and estimated from purchase data, ignoring those observations where category incidence does not occur, i.e. the no-purchase observations. This practice can be problematic if there are unobservable factors that affect both the no-purchase and brand-choice decisions. Under such a correlation, it is important to simultaneously model the no-purchase and brand-choice decisions. This paper is an effort in this direction. We propose a model suitable for scanner panel data in which the nopurchase decision depends on the price, feature and display of each brand in the category and the household's stock of inventory. This no-purchase model is linked to the brand-choice outcome through marketing-mix covariates and, importantly, through unobservables that affect both outcomes. Model parameters are assumed to be heterogeneous across households with the coefficients in the no-purchase model correlated with those in the brand-choice model in a completely general way. This model formulation is more general than what is possible from either a nested logit model or a translog utility model and from models in which the no-purchase outcome is modeled as an additional outcome with the deterministic component of its utility set equal to zero. Estimation of the proposed model is by Bayesian Markov Chain Monte Carlo methods (Chib and Greenberg 1995, 1998) based on the approach of Albert and Chib (1993) . The estimation methods are applied to scanner panel data on the cola product category and the results are compared with those from the widely used nested logit model. Pricing and managerial implications are also discussed.
Introduction
There is a vast literature in marketing concerned with the estimation of brand-choice models (for example, Massy, Montgomery and Morrison 1970 , Bass 1974 , Guadagni and Little 1983 , Chintagunta, Jain and Vilcassim 1991 , Rossi and Allenby 1993 , Gonul and Srinivasan 1993 .
The attention devoted to these models is a testament both to the complexity of the brand choice problem and to the value that these models have for understanding the impact of marketing-mix variables (such as price, feature and display) on individual choices. In the panel data context, appropriately specified brand-choice models also provide an understanding of heterogeneity in brand-choice across households which aids, for example, the development of differentiated product lines and target-marketing initiatives.
Interestingly, however, there is one issue that has received only marginal attention in the literature: this is the question of the no-purchase outcome and of its proper modeling. To set up this problem, note that almost all the published brand-choice formulations (whether in the multinomial logit or multinomial probit family) deal only with those occasions in which a purchase occurs; the occasions when no-purchase occurs (and consequently no brand-choice is observed) are simply dropped from the analysis. This widely adopted recipe (and the only recipe that is ever discussed in the textbooks) is only justifiable if the unobservable factors driving the no-purchase decision are uncorrelated with those that influence brand-choice, conditioned on the marketing-mix variables. If those unobservables are correlated, then the data on the no-purchase occasions have value for estimating the brand-choice parameters, even though the brand-choice information is missing for those observations. Following the usage in statistics we may refer to this case as one of informative-missingness (Little and Rubin 1987) .
The purpose of this paper is to develop a model of brand-choice in which the no-purchase (binary) outcome is carefully modeled and allowed to be correlated with the unobservables influencing brand-choice. The model is cast in Bayesian terms and estimated by Markov chain Monte Carlo methods (Chib 2001 , Chib and Greenberg 1995 based on the approach of Albert and Chib (1993) . In our model, the household's no-purchase decision is specified to depend on not only the household's stock of inventory in that product category, but also the price, feature and display of each brand in the category in a completely flexible manner (as will be explained later).
The next part of our model provides the link between the no-purchase decision and the brandchoice model. This link is specified directly through the common marketing-mix covariates and also through common unobservables that affect both outcomes. Whether such common unobservables are present is an empirical question. It can only be answered by specifying a model that allows for such dependence and then comparing that model with one that does not. Finally, our model is completed by specifying brand-choice through the usual randomutility formulation. This portion of the model is standard although it should be noted that the coefficients in the brand-choice model (like those in the no-purchase model) are assumed to be heterogenous across households. In addition, the heterogeneity distribution is specified so that the coefficients in the no-purchase model can be correlated in a completely general way with the coefficients in the brand-choice model. We believe that allowing for such correlation is important because any restrictions on the correlations are difficult to support on a priori grounds.
Our model formulation is quite distinct and more general than existing approaches, as summarized below.
1. The nested logit model achieves the link between the household's brand choice and category purchase outcomes through a composite measure of product category attractiveness, i.e. the inclusive value measure. This measure restricts the relative importances of marketing variables, say price versus feature, to remain the same between the household's brand choice and no-purchase decisions. However, it is possible that a newspaper feature advertisement may influence a household's decision to purchase a product category, but may have no role to play in the household's choice of brand within the category. The inclusive value measure also restricts the brand with the highest baseline preference in the brand choice model to have the most influence on the household's no-purchase decision.
However, a household may differentially focus on salient brands to decide whether or not to buy the product, but then evaluate all brands equally in its brand choice decision. The inclusive value measure also ignores unobserved correlations between a household's nopurchase and brand-choice outcomes arising from common unobservables. For example, a household may systematically purchase private label brands while planning for parties or when expecting guests for a weekend. Since such occasions are not observed in scanner panel data, their effects can only be captured using a flexible correlation structure be-tween the household's no-purchase and brand choice utilities, something that the nested logit model does not allow for. For all of these reasons, as will be explained in detail later, our proposed model is more general than the nested logit model. 2. For reasons similar to those discussed in the previous paragraph, our model formulation is more general than the translog utility model of Hanemann (1984) , Chiang (1991) , Chintagunta (1993) and Arora, Allenby and Ginter (1998) . While the translog utility model indeed allows for correlations between no-purchase and brand-choice outcomes, arising from unobservables in the household's translog utility function that simultaneously translate into the first-order conditions for the household's category purchase and brand choice decisions, it imposes a correlation structure that is in line with the translog utility theory.
Such a correlation structure is quite restrictive. Our model, however, allows for unobserved correlations between the two decisions to be as general as possible. Further, our model also captures the effects of brand-specific covariates on the two household decisions in a very flexible manner (as explained in the discussion under the nested logit model above). 3. Our model is also distinct from a specification in which the no-purchase outcome is modeled simply as an additional outcome. This latter approach has been used in a few papers (especially in the emerging literature on new empirical industrial organization, see, for example, Chintagunta 2002) where the deterministic component of utility attached to the no-purchase outcome is set equal to zero. Such a multinomial add-one-outcome approach, on account of being even more parametrically restrictive than the nested logit and translog utility models, is clearly dominated by our proposed model. The rest of the paper is organized as follows. In section 2 we present the proposed model and discuss some of its properties. Section 3 is concerned with the application of the model to the analysis of IRI scanner panel data on the cola product category. Along with the results from the estimation, we show the empirical gains from our model in relation to the nested logit formulation. This section also provides a discussion of managerial implications and the use of the model in the pricing of brands. Concluding remarks are made in Section 4. Section 5 contains an Appendix where we develop our Bayesian fitting procedure.
Model of Brand Choice with No-Purchase Option
To develop our model of brand choice with the no-purchase option, consider the typical household h (h = 1, 2, ..., H) observed over t = 1, 2, ..., n h shopping occasions either buying or not buying one of the J brands in a specified category. On any given shopping occasion, one observes two outcome variables y ht and y * ht , where y ht is a binary outcome variable that takes the value one if a purchase into that category occurs on that shopping occasion and the value zero otherwise; when y ht is one (namely the category purchase occurs), one observes y * ht which takes the value j, j = 1, 2, ..., J. When y ht is zero, the outcome y * ht is missing. As is typical in scanner panel data sets, let us assume that for every shopping visit t, one observes the price (P htj ) , display (D htj ) and feature (F htj ) covariates faced by the household, regardless of whether a purchase into the category occurs. The goal is to model the outcome variables (y ht , y * ht ) given the above information 1 .
The modeling approach that we propose has two distinct components. The first models the binary outcome y ht and the second models the multinomial outcome y * ht . The two components are linked by common unobservable factors that affect both outcomes. More formally, let z ht denote the (indirect) utility of household h at time t at the category level and assume that this utility can marginally be expressed as function of the entire set of category-brand covariates facing the household, and on its composite stock of category inventory (I ht ), in the following manner:
where
are household specific coefficients (weights) on each of the factors and ν ht is a normally distributed random variable with mean zero and variance one. The category level outcome y ht is 1 We ignore the modeling of purchase quantity.
determined according to the sign of z ht as
where I[A] is the indicator function taking the value one when the event A occurs and the value zero otherwise. In words, the household buys into the category if the category utility is sufficiently high, crossing the threshold of zero. One would expect that all else being equal, the effect of the higher prices will be to depress utility (and hence to reduce the probability of purchase into the category); that the effect of display and feature will be to enhance utility (and hence to increase the probability of purchase into the category); and that the effect of an increase in inventory will be to reduce utility. Note that we allow the category utility to depend on each of the category-brand covariates, which is more general than using a share-weighted average of marketing variables across brands (as in Manchanda, Ansari and Gupta 1999, Chib, Seetharaman and Strijnev 2002 etc.) , or an inclusive value term that is constructed from the estimates of a conditional brand choice model (as in Bucklin and Gupta 1992) . Now, let u hjt denote the (indirect) utility of household h for brand j and shopping visit t and assume that this utility can marginally be expressed as a function of the entire set of brand-specific covariates facing the household, in the following way:
where α hj , j = 1, 2, ..., J are brand-specific intercepts (with α h1 = 0 for identification purposes) that are also household-specific and
are household-specific coefficients in the brand model. We assume that the errors η ht = (η ht1 , ..., η htJ ) in this brand-choice model are normally distributed with mean zero and covariance matrix
We avoid introducing correlations between the brand-utilities because those correlations are difficult to identify when J is large, as in our examples below. This fact is not appreciated in the multinomial probit literature primarily because the fitting of high-dimensional multinomial probit models with fully unrestricted covariances has not been attempted. It is not difficult to check that under our assumption that the first diagonal element of Σ is one, the parameters σ = (σ 22 , ..., σ JJ ) are identified.
The brand level outcome y * ht is now determined in the usual way by the principle of maximum utility. We observe the outcome y * ht = j when the utility of the jth brand exceeds that of the remaining brands. Specifically,
One would expect that all else being equal, the effect of higher prices will be to depress utility (and hence to reduce the household's probability of purchase for the brand); that the effect of display and feature will be to enhance utility (and hence to increase the household's probability of purchase for the brand). Note that the price, display and feature coefficients are assumed to be constant across all brands within the product category. This is consistent with the specification of conditional brand choice models in the literature.
For identification purposes, we further rewrite the household's brand-specific indirect utilities in difference form as
are the covariates expressed in difference form, relative to brand 1, and η † htj = η htj − η ht1 is the differenced error term. It follows that the vector of differenced errors η † ht = (η † ht2 , ..., η † htJ ) in this brand-choice model is normally distributed with mean zero and covariance matrix
Correspondingly, we observe the outcome y * ht = j for j > 1 when the transformed utility of the jth brand not only exceeds that of the remaining brands, but also exceeds zero. Specifically,
and we observe the outcome y * ht = 1 when the differenced utilities of all brands j = 2, ...J are less than zero.
The two components of the models are combined by making the following two general and testable assumptions. The first assumption is that the category-specific errors ν ht are correlated with the brand-specific transformed errors η † ht . In particular, we assume that
is the covariance matrix of the combined errors. Of particular interest in Ω are the parameters ρ = (ρ 12 , ..., ρ 1J ) where
is the covariance between the household's category purchase and brand choice decisions caused by common unobserved factors that affect both outcomes. This dependence has not been modeled in previous models of brand-choice with the no-purchase outcome. Second, we make the assumption that the household-specific coefficients in the no-purchase and brand models are jointly normally distributed:
where the matrix D, which is of dimension 4 * (J + 1) × 4 * (J + 1), is completely unrestricted.
If we partition D as
then a key matrix of interest is
a matrix of dimension (3J +2)×(J +2). This matrix gives the covariances between the coefficient heterogeneity in the no-purchase model with the coefficient heterogeneity in the brand-choice model. For example, the elements in the D 12 matrix that give the covariance between the price coefficients in the category purchase and brand choice specifications would help to isolate whether a sensitivity to price in the no-purchase decision is also associated with a similar sensitivity to price in the brand-choice decision. Although some recent research has focused on whether a given household responds similarly to price across product categories Rossi 1998, Seetharaman, Ainslie and Chintagunta 1999) , no previous study has investigated this question in the context of the brand-choice model with a no-purchase outcome.
Previous models
Our proposed model of brand choice with a no-purchase option provides a flexible characterization of households' choice behavior within a product category. Next we compare our model to some previously proposed ways of handling the no-purchase option:
1. The simplest way of accommodating the no-purchase option is to include an additional alternative in the J-alternative Multinomial Logit (MNL) model to obtain a (J + 1)-alternative MNL model, where the (J + 1)-th alternative refers to the household's option of not purchasing any brand in the product category (Chintagunta 2002) . Under this model, the (indirect) utilities of household h for the J brands and the no-purchase option during shopping visit t are respectively represented as follows:
where the errors η ht = (η ht1 , ..., η htJ , η ht0 ) are distributed iid Gumbel with scale parameter 1. In this model, the brand level outcome y * ht and category level outcome y ht are simultaneously determined by the principle of maximum utility, i.e. we observe the outcome y * ht = j when the utility of the jth brand exceeds that of the remaining brands and that of the no-purchase option, and we observe the outcome y ht = 1 when the utility of the no-purchase option exceeds that of all the brands. This model suffers from two key limitations: one, it ignores the separate effects of covariates on the household's decision to purchase the category; two, by assuming brand-specific errors and the no-purchase option error to be iid, it imposes a restrictive pattern of household switching between brands and the no-purchase option (especially since no-purchase outcomes vastly outnumber brand choice outcomes in any scanner panel dataset).
2. A second way of accommodating the no-purchase option is, in addition to including a (J + 1)th alternative in the MNL model, to allow the household's random utility for the (J + 1)th alternative to depend on brand-specific covariates, and to assume a flexible correlation structure of the errors. One model that achieves this is the nested logit model (Bucklin and Gupta 1992) . Under this model, the household's brand choice probability turns out to be a product of two probabilities: the household's category purchase probability, and the household's conditional brand choice probability. Further, the household's category purchase probability depends linearly on the sum of the household's exponentiated deterministic brand-specific utilities (also called the "inclusive value" of the product category). Under this model, z ht , the (indirect) utility of household h at time t at the category level is expressed in the following manner:
is the inclusive value, and depends on the household's brand-specific deterministic utilities z htj that are expressed in the following manner:
where the brand-level errors η ht = (η ht1 , ..., η htJ ) and the category-level error ν ht are all distributed Gumbel with scale parameter 1. As in our proposed model, the category level outcome y ht is determined according to the sign of z ht as
where I[A] is the indicator function taking the value one when the event A occurs and the value zero otherwise. Also, as in our proposed model, the brand level outcome y * ht = j is observed when the utility of the jth brand exceeds that of the remaining brands.
Specifically,
This nested logit model is different from our proposed model in two important ways: first, the error from the category purchase model ν ht and the errors from the brand choice model η ht = (η ht1 , ..., η htJ ) are uncorrelated; second, the household's indirect utility at the category level depends on the brand-specific marketing variables through the single summary inclusive value measure. The former feature rules out unobserved dependencies between the household's category and brand choice decisions, whereas the latter feature implies that conditioned on the parameters δ 2h , δ 3h and δ 4h , the marketing variables have identical effects on the household's no-purchase decision (through the parameter γ 2h ), which is a restrictive assumption in general. Further, the second feature also implies that any asymmetry across brands, in terms of the effect on the household's purchase incidence decision, is captured only through the asymmetric brand-specific intercepts (parameters α hj ) in the brand choice model. This means that the brand that has the highest (lowest) baseline preference for the household must necessarily be the brand that most (least) influences the household's purchase incidence decision in the product category.
3. An alternative to the nested logit model is a brand choice model that is derived from economic primitives of direct utility maximization subject to a budget constraint (Chiang 1991 , Chintagunta 1993 , Arora, Allenby and Ginter 1998 . Assuming a translog bivariate utility function between the product category of interest and the composite good, Chiang (1991) derives a brand choice model in which the no-purchase and brand choice decisions of the household are shown to be related to each other, in terms of sharing common covariates and parameters. This yields a model called the Generalized Extreme Value (GEV) Model, that is identical to the Nested Logit Model discussed above, except that the coefficient of the inclusive value in the category purchase model, γ 2h , is itself related to the parameters of the brand choice model, α hj , δ 2h , δ 3h and δ 4h (see Maddala 1983 for a detailed exposition of the GEV model).
While the attractiveness of the GEV model lies in its utility-theoretic foundations, it suffers from the same limitations as the nested logit model, in terms of the absence of correlation between purchase decisions through unobervables, and the use of a single summary measure as the only relevant covariate in the category incidence model. Further, it places an additional parametric restriction by assuming that the coefficient of the inclusive value variable depends in a specific way on the parameters of the brand choice model.
Our model is more flexible and general than previously proposed models of category purchase and brand choice in three important ways: one, it models the correlation between the household's category purchase and brand choice decisions that may arise from common unobservable influences; two, it allows for a flexible correlation structure in a household's response sensitivities to marketing variables across purchase decisions; three, in the category incidence model it includes a general set of covariates, specifically the marketing variables associated with all brands in the product category, instead of a simple summary measure based on those covariates.
Description of Data
We employ IRI's scanner panel database on household purchases in a metropolitan market in a large U.S. city. For our analysis, we choose the cola product category since the impact of unobserved variables (such as temperature, arrival of guests, planning for a party etc.) on category purchase and brand choice decisions of households may be quite significant. The dataset covers a period of two years from June 1991 to June 1993 and contains shopping visit information on 494 panelists across four different stores in an urban market. The dataset contains information on marketing variables -price, in-store displays and newspaper feature advertisements -at the SKU-level for each store/week.
Choosing households that bought at the two largest stores in the market (that collectively account for 90 percent of all shopping visits in the database) yields 488 households. From these households, we select a random sample of 350 households and then exclude households that never made a purchase in the cola category 2 . This yields a total of 312 households. These households made a total of 20236 shopping visits (at the two largest stores), of which 22.5 percent resulted in the purchase of cola.
There are four brands in the cola category: Coke, Pepsi, RC Cola and a private label. For shopping visits that involve purchase of cola, the marketing variables for the non-purchased brands are computed as share-weighted 3 average values across all SKUs represented by that brand name. For shopping visits that do not involve purchase of any cola brand, the marketing variables of all brands are computed using this share-weighting procedure. Descriptive statistics pertaining to the marketing variables of brands are provided in Table 1 . Among the four brands, Pepsi has the highest market share (53 percent) and is displayed and featured more than other brands. Coke is the highest-priced brand in the category, while the private label is the lowestpriced brand, also with the lowest share (9 percent). the fraction of SKUs of that brand that were on display or feature that week. Inventory is a continuous variable (measured in regular package size), which is computed using the household's product consumption rate which, in turn, is computed by dividing the total product quantity purchased by the household over the study period by the number of weeks in the data. For the first week in the data, each household is assumed to have enough inventory for that week, i.e.
the inventory variable for a household at t=1 is assumed to be the household's weekly product consumption rate. Our operationalization of inventory is consistent with previous research on brand choice models (see, for example, Chintagunta 1993). We ignore the household's purchase quantity decision and treat multi-unit purchase of a household as independent single-unit purchases (as in Gupta et al. 1996) .
Empirical Results
We estimate the proposed model of brand choice with a no-purchase option (called PROPOS henceforth) as well as the nested logit model (called NESTLO henceforth). In order to be consistent with the specification of unobserved heterogeneity across households in the proposed model, we assume that the parameters of the NESTLO are also drawn from a multivariate normal distribution.
To verify the predictive power of the proposed model vis-a-vis the nested logit model, we reserve a holdout sample of 112 households and compute predictive marginal log-likelihoods for the purchases in these holdout data. For the PROPOS and NESTLO models these measures turn out to be -5399 and -5545, respectively, with the corresponding in-sample log likelihoods being -14473 and -14802, respectively. We also compute the mean absolute deviation (MAD) between the predicted choice probabilities and the observed choice outcomes both at the category-level We next report the estimates of the important error covariance matrix Ω. The results, given in Table 4 : Estimated Parameters of the Brand Choice Model of PROPOS.
Next in Table 5 we present a small subset of the significant estimates from the covariance matrix associated with the unobserved heterogeneity distribution (the full covariance matrix involves 210 parameters, out of which 44 are estimated to be significant). There is substantial variation across households in the category intercept (posterior mean of 2.67), which represents category usage, and the coefficient associated with Pepsi's price (posterior mean of 6.47). The covariance between Pepsi's price parameter and the category intercept is negative (posterior mean of -3.46), as also is the covariance between the price parameter in the brand choice model and the category intercept (posterior mean of -1.74). This implies that frequent buyers of cola are both more sensitive to Pepsi's price in their category purchase decision and more sensitive to price in general in their brand choice decision. To the extent that frequent buyers of cola are more likely to be aware of prices in the product category, their heightened responsiveness to prices makes intuitive sense.
The covariance between RC Cola's price parameter and the private label's price parameter is negative (posterior mean of -0.60), which implies that households that are more sensitive to RC Cola's price are less sensitive to the private label's price in their category purchase decision.
It is not surprising that households that use a national brand such as RC Cola as a "category cue" in determining whether or not to purchase the product category on a given week, do not respond to a private label's price for the same purpose. We also find that households with high intrinsic preference for Pepsi also have high intrinsic preference for Coke (posterior mean for the covariance is 0.77).
The covariance between Pepsi's price/feature parameter in the category purchase model and the price/feature parameter in the brand choice model is positive (posterior mean of 3.01 for price and 0.07 for feature), which implies that households that are more sensitive to Pepsi's price/feature in their category purchase decisions are also more sensitive to price/feature in general in their brand choice decisions. Such correlations in a household's marketing mix parameters across purchase decisions have not been estimated in existing models of category purchase and brand choice. These correlations have been either assumed to be absent or arbitrarily imposed from the theoretical primitives of the model.
The estimated covariance between any brand intercept in the brand choice model and the intercept of the category purchase model is positive (for example, its posterior mean is 0.74 for Pepsi), which implies that national brand buyers purchase cola more frequently than private label buyers. This implies that national brands enjoy "double jeopardy" effects in the cola category in that they not only have higher market share compared to the private label but also attract heavier cola drinkers. While not surprising, this finding shows that national brands have a lot to lose from the encroachment efforts being made by store brands in this product category.
We find that households who respond more to Coke's price also tend to respond more to Coke's display in their category purchase decisions (the posterior mean of the correlation between the coefficients for the price of Coke and display of Coke is -0.31). In contrast, we find that households who respond more to the private label's price tend not to respond to the private label's feature advertising in their category purchase decisions (the posterior mean of the correlation between the coefficients for the price and display of the private label is 0.21). Overall, therefore, our study is able to recover a highly flexible correlation structure in a household's responsiveness to different marketing variables not only within a given purchase decision (i.e.
category purchase or brand choice), but also across purchase decisions.
In Table 6 we report the marketing mix elasticities from our fitted model. These are computed as follows: for each household, in the period following the estimation period, we assume a specific change in the marketing environment (for example, a 20 percent price cut for the priceelasticity computation) and assess the impact of such a change on each household's response outcome by sampling the predictive distribution of responses (see, for example, Montgomery and Bradlow 1999). Each row in Table 6 corresponds to a marketing variable of a specific Table 5 : Estimated Covariances of the Unobserved Heterogeneity Distribution.
brand that is varied in order to assess the response of primary demand (i.e. category purchase probability) and secondary demand (i.e. brand choice probabilities) as represented under the columns. Consistent with the parameter estimates in Table 3 , the marketing-mix elasticities of category demand are the highest with respect to Pepsi's marketing-mix variables (for example, the elasticity of category demand in response to Pepsi's price is -2.31 as opposed to -0.83 in response to Coke's price). Among the brand-choice elasticities, while RC Cola has the highest own-price elasticity, the private label has the lowest.
The marketing mix elasticities based on NESTLO are shown in Compared to the findings in Bell, Chiang and Padmanabhan (1999) that category purchase accounts for 7 percent of the combined category and brand components of a brand's price elasticity in the soft drinks category, our finding that category purchase accounts for 21.8 percent appears to be surprising. One reason for the difference could be that Bell, Chiang and Padmanabhan (1999) employ data for all soft drinks (not just colas), while we rely on data for colas only. Therefore, either if category purchase is responsible for a negligible percentage of the total price elasticity for non-cola brands, or if households' brand-switching between colas and non-colas is substantial, that would explain the differences in decomposition-related findings between our study and Bell, Chiang and Padmanabhan (1999) . It is also useful to note here that decomposing a brand's elasticity measure, while mathematically correct, is substantively uninterpretable. Decomposing the brand's unit sales, as shown in a recent paper by Van Heerde, Gupta and Wittink (2003) , is managerially more meaningful. Since we ignore the household's purchase quantity decision, we are unable to perform a decomposition of a brand's unit sales using our model.
Based on the cross-price elasticities obtained under the proposed model and under the nested 
Generalizability of Results
In order to investigate the importance of our proposed modeling framework for other product categories, we re-estimate our proposed model using scanner panel data on coffee and sugar.
Unlike soft drinks, where there are multiple package types (cans, bottles etc.), these categories are homogeneous in terms of package types. Further, multi-unit purchasing is rarely observed.
We comment here on the nature of substantive findings obtained using these additional datasets 9 .
For coffee, for the PROPOS and NESTLO models, the predictive log-likelihood measures turn out to be -14981 and -15465 respectively, with the corresponding in-sample log likelihoods being -36457 and -37519 For sugar, the predictive log-likelihoods are -14012 and -14098, while the in-sample measures are -35717 and -35844. These findings further support the empirical superiority of the proposed model compared to the nested logit model.
The estimated correlation between category purchase and brand choice is positive and sig-9 Detailed results are available from the authors.
nificant for two of the four coffee brands, Maxwell House and Other, and equal to 0.31 and 0.66 respectively. The correlation is negative and significant for one of the four sugar brands, American Crystal, and equal to -0.33. The negative value for the estimated correlation is interesting in that it says that when households buy sugar for unobserved reasons, they systematically tend to avoid American Crystal. Unlike soft drinks, neither in coffee nor sugar does the largest share brand (Hills Brothers and Domino) show up with significant estimates of these correlations.
As in soft drinks, there is considerable asymmetry in terms of how various brands' marketing variables are estimated to influence the household's utility for the no purchase option. As in soft drinks, we again find that ignoring correlations in the unobserved heterogeneity distribution between the parameters of the no purchase model and the brand choice model ends up overstating the estimated brand intercepts in the brand choice model. The nested logit is again found to understate the category purchase effects of promotional activities, when compared to the proposed model.
Conclusions
In this paper we propose a flexible way of jointly modeling the category purchase and brand choice decisions of households. The proposed model is more general than existing models of the two decisions in three important ways: 1) it models correlations in the unobservable drivers of the category purchase and brand choice decisions; 2) it specifies the effects of covariates in the category purchase model in a more flexible manner by freely estimating the coefficients associated with all brands' marketing variables in the category purchase model; and 3) it models correlations in a household's sensitivity to marketing variables between the category purchase and brand choice decisions which allows us to investigate, for example, whether a household that is more responsive to price in its category purchase decision is also more responsive to price in its brand choice decision. We estimate the proposed model using Bayesian Markov Chain Monte Carlo methods. We investigate the empirical consequences of ignoring the three modeling innovations inherent in our proposed model, by comparing the empirical results obtained from the proposed model with those obtained from the widely used nested logit model.
Our key empirical findings are as follows: first, we find that our proposed model fares better, in a predictive sense, than the nested logit model; second, we find unobserved drivers of category purchase and brand choice to be positively correlated for the three national brands in the category, which implies that when households buy cola for reasons unknown to the researcher, they tend to predominantly buy national brands; third, we find that Pepsi serves as a "category cue" in terms of influencing market demand for cola in that the coefficients associated with its marketing mix are much higher than those associated with the other brands in the category purchase model; fourth, we find that frequent buyers of cola are both more sensitive to Pepsi's price in their category purchase decision and more sensitive to price in general in their brand choice decision; fifth, we find that households that are more responsive to Pepsi's price/feature in their category purchase decision are more sensitive to price/feature in general in their brand choice decision; sixth, we find that the nested logit model understates category expansion effects of price cuts, while overstating the effects of a private label price cut on the sales of the national brands; seventh, we find that from an elasticity decomposition standpoint, the nested logit model severely understates the category purchase component of all marketing mix elasticities; eighth, we estimate the clout and vulnerability measures of the various brands and show that those from the nested logit model appear to be distorted. We discuss the managerial implications of all of our empirical findings.
Given the generality and flexibility of our proposed model, and the strength of the empirical findings obtained by calibrating it on scanner panel data, we think that the proposed model will prove useful in marketing. Even though models such as the nested logit and the GEV are simpler to estimate, we feel that given the currently available computational resources and the degrees of freedom inherent in scanner panel data, there is no need to restrict attention to restrictive models unless available datasets warrant such restrictions 10 . It is useful to note that while our application includes the price, display and feature covariates at both stages (i.e.
category purchase and brand choice) of the econometric model, our framework is applicable to cases where the covariates are not identical between the two stages 11 .
Several interesting problems can be taken up in future research. First, it would be of interest to explicitly understand the drivers of the estimated correlations between category purchase and brand choice decisions using supplementary data sources such as national advertising ex-penditures of brands, household surveys on brand attitudes and preferences etc. One way of doing this would be to allow Σ in our model to be a function of observable covariates 12 . Second, given the advent of basket-level data, it would be of interest to also jointly model and estimate cross-category dependence in category purchase and brand choice decisions. This is a problem of significant computational complexity, yet is necessary to fully exploit the scale and scope of available basket data for marketing purposes, especially given the increasing interest in the modeling of cross-category purchase behavior of households. We believe that our modeling and analytical framework will facilitate the construction of a comprehensive cross-category model of purchase incidence and brand choice. For example, allowing household indirect utility for the no-purchase option as well as for specific brands to be related across categories is a way of flexibly capturing cross-category dependence in household purchase decisions due to, for instance, consumption complementarity, budget constraint and umbrella branding effects. Third, given that a recent study by Van Heerde, Leeflang and Wittink (2003) shows, using store-level data, that price promotions have different effects on brand sales depending on whether or not they are accompanied by display and/or feature support, it will be useful to understand whether such interaction effects characterize household-level brand choice data, and if so, whether our estimated unobserved correlations are, in part, due to such interactions. Fourth, we use a household-specific share-weighted average across relevant SKUs to compute the price variable at the brand-level. While this conforms to popular practice in the brand choice literature, it would be useful to investigate the impact of alternative aggregation schemes -such as using the minimum price among relevant SKUs -on the inferences obtained. Fifth, and related to the previous point, it would be of interest to investigate whether different package types and/or sizes must be analyzed separately instead of being aggregated to the brand-level. Finally, it would be of interest to combine a model of purchase quantity with our proposed model of category purchase and brand choice, possibly also modeling inventory-based dynamics in households' purchases (see, for example, Erdem, Imai and Keane 2003) .
12 We thank an anonymous reviewer for this suggestion.
Appendix: Estimation Procedure
The objective of the analysis is to estimate the parameters ψ = (β, D, ω) where ω consists of the 2 × (J − 1) free parameters in the covariance matrix Ω. Let the observed purchase-incidence data on the hth household be denoted by y h = (y h1 , ..., y hn h ) and that on the brand-choices by
), where y * ht is either 1, 2, ..., J if y ht = 1 or not observed, otherwise. Also let y = (y 1 , ..., y n ) and y * = (y * 1 , ..., y * n ) denote the complete set of responses on all n households in the panel. As for the covariates, define X ht as
which is a J ×k matrix where k is the total number of covariates in the model including intercepts (k = 1 + 3 * J + 1 + J − 1 + 3 = 4 × (J + 1)). We also let X h be the matrix (X h1 , X h2 , .., X hn h ) .
Next, let z ht = (z ht , u † ht2 , ..., u † htJ ) denote the latent random utility of category purchase and brand choice of household h at time t, and let z h = (z h1 , ..., z hn h ) denote the latent utilities across the n h shopping occasions. Under our assumptions, it follows that
Conditioned on the random effects β h , it follows that the probability of the outcome (y ht , y * ht ) is given by
where when y ht = 1 and y * ht = j (j > 1),
and when y ht = 1 and y * ht = 1,
When the no purchase outcome occurs, then A ht = (−∞, 0) and B htk is the whole real line. The probability of the sequence of outcomes on the hth household can now be formally defined as
whereas the joint probability across households is given by
Pr(y h , y * h |ψ)
It is readily observed that this joint probability function (the likelihood function of the parameters given the data) is intractable making it difficult to obtain the maximum likelihood estimate even by simulation methods. Therefore, we adopt a simulation-based Bayesian approach to estimate the model parameters that by-passes the computation of this intractable likelihood function. In this approach we enlarge the parameter space to include the latent {z h } and {β h } in the sampling (Tanner and Wong 1987) and apply the methods of Albert and Chib (1993) and Chib and Greenberg (1998) to sample the various unknowns in blocks, conditioned on the most current values of the remaining blocks.
Prior Distributions
Since our approach to estimation is Bayesian, we complete the model formulation by specifying prior distributions for the unknown model parameters. In particular, we assume that
where the parameters are defined as follows: β 0 is a k -dimensional vector of zeros and B 0 is a k × k diagonal matrix, with its diagonal elements set equal to 10; g 0 is a 2 × (J − 1) -dimensional vector with elements corresponding to variances set equal to 1, and elements corresponding to covariances set equal to 0; G 0 is a (2 × (J − 1)) × (2 × (J − 1)) identity matrix; ρ 0 equals k + 4, and R 0 is a k × k-dimensional identity matrix. This prior specification is chosen to allow the data to dominate the results.
Markov Chain Monte Carlo Algorithm
The main idea of the estimation approach is to focus on the posterior distribution of the parameters, the latent data and the random effects and then to summarize this posterior distribution by Markov chain Monte Carlo methods (Tierney 1994 , Chib and Greenberg 1996 , Chib 2001 .
With MCMC methods one designs an ergodic Markov chain with the property that the limiting invariant distribution of the chain is the posterior density of interest. Then, draws furnished by sampling the Markov chain, after an initial transient or burn-in stage, can be taken as approximate correlated draws from the posterior distribution. This output forms the basis for summarizing the posterior distribution and for computing Bayesian point and interval estimates.
Ergodic laws of large numbers for Markov chains on continuous state spaces are used to justify that these estimates are simulation-consistent, converging to the posterior expectations as the simulation sample size becomes large.
One standard method for constructing a Markov chain with the correct limiting distribution, is via a recursive simulation of the so-called full conditional densities, i.e., the density of a set or block of parameters, given the data and the remaining blocks of parameters. Each of the full conditional densities in the simulation is then sampled either directly (if the full conditional density belongs to a known family of distributions) or by utilizing a technique such as the Metropolis-Hastings (M-H) method (Chib and Greenberg 1995) .
In the present case, the posterior distribution of interest is defined as π({β h }, {z ht }, β, D, ω|y, y
where π is used to denote the prior and posterior densities. To sample the posterior distribution we rely primarily on the techniques introduced by Albert and Chib (1993) and Chib and Greenberg (1998) . Our Markov chain is constructed via the full conditional distributions
• β h |z h , ψ, h = 1, 2, ..., H
• z ht |y, y * , {β h } , ψ, {z (−ht) }, t = 1, ..., n h ; h = 1, 2, ..., H
• u † htk |y, y * , {β h } , ψ, {z ht }, {u † (−htk) }, k = 2, ..., J; t = 1, ..., n h ; h = 1, 2, ..., H
• β|{β h }, D
• D|{β h }, β
• ω|{z h }, {β h } where {z (−ht) }, for example, denotes the entire set of z 's excluding z ht . After specifying some realistic but arbitrary starting values the above conditional distributions are simulated a large number of times, with the most current values of the conditioning variables used in each simulation. We iterate this sampling procedure to produce 11,000 draws of which the first 1000 are discarded to remove the effect of the initial conditions. From the theory of MCMC sampling, these draws constitute a sample (albeit correlated) from the joint posterior distribution π({β h }, {z ht }, β, D, ω|y, y * ).
Next, we provide more details on the particular form of each of the full conditional distributions. The first five distributions are tractable and are sampled directly while the last one is sampled by the Metropolis-Hastings algorithm (for details on how this is done is a similar application see Chib and Greenberg 1998 and Chib, Seetharaman and Strijnev 2002) .
It is not difficult to check (by standard Bayesian calculations) that the distribution β h |y, β, z h , ω, D
is N k (β h , B h ), where
Note that I n h is an n h × n h identity matrix. Next, it follows from Albert and Chib (1993) and computing the conditional distribution of the first element (that is z ht ) by the usual multivariate-normal theory. The distribution of u † htk conditioned on the remaining elements is computed in the same way, except that the truncation is a bit more involved. When y ht is one and y * ht = j with j > 1 (ie., the base brand is not chosen), then u † htj is sampled from a univariate truncated normal distribution with support max 0, max k =j u † htk , ∞ while the remaining brands are sampled from a univariate truncated normal with support (−∞, u † htj ), where u † htj is the sampled value for the chosen brand. When y ht is one and y * ht = 1, then each u † htk is sampled from conditional normal distributions with support (−∞, 0). Finally, when y ht is zero, each u † htk is sampled from conditional normal distributions without any restriction on the support.
Next, it is easily confirmed that the distribution β|y, β h , D is N k (β,B), whereB = (B restricted to the region that generates a positive-definite covariance matrix Ω † . This distribution is not of known form and is sampled by the Metropolis-Hastings algorithm. Specifically, the Metropolis-Hastings step is implemented by the method of tailoring that is proposed in Chib and Greenberg (1995) wherein the proposal distribution is taken to be multivariate-t with the parameters found from the mode and Hessian of the log of the density above. Tailoring ensures that the acceptance rates are high and inefficiency factors low. Inefficiency factors are a measure of the serial correlation of the chain and are discussed, for example, by Chib (2001) .
This completes the description of our MCMC scheme.
