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Abstract
Spacecraft may actively modify their environment by the release of particulate
contamination. Particles may also enter the near-spacecraft environment when spacecraft
enter clouds of dust or debris in space. This contamination may seriously hamper the
function of systems on board the craft. Two regimes of particulate contamination will be
examined. The first is that of particulate contamination in the vicinity of a spacecraft.
This may interfere substantially with functions such as electromagnetic observations in
the infrared, visible and ultraviolet regions of the spectrum. Second is the tendency of
some particles to accumulate on surfaces, such as radiators or solar arrays, and degrade
their performance. The background and the problem statement will be discussed in the
first chapter.
A computational model is developed to observe the behavior of particulate
contamination in the spacecraft environment. This model self-consistently monitors the
forces and charge on the particle. Three methods of actively controlling the particles are
introduced to the simulation. These methods are cold gas jets, electric field manipulation
via high voltage wires, and charge adjustment using an electron beam. In the second
chapter, this model will be examined and the behavior of the particles will be discussed.
The effects of the control methods will be examined and evaluated based on their
ability to affect the particles and their effects on the spacecraft system. The third chapter
will analyze the effectiveness of the control methods when used to reduce optical
contamination in the view angle of a sensor. The fourth chapter will analyze the
effectiveness of these active control methods when used to reduce contamination
accumulation on a surface.
The fifth chapter will state conclusions and suggestions for directions of future
work on this subject.
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Chapter 1 : Introduction
Spacecraft environmental interactions is a broad field encompassing many factors
which must be considered when designing a spacecraft. These interactions with the
environment can cause serious problems with spacecraft systems if not anticipated and
accounted for. In his survey of spacecraft environmental interactions, A. C. Tribble
states that the interactions a spacecraft has with its environment may be characterized by
five major categories : vacuum, neutral, plasma, radiation, and micrometeroroid/orbital
debris. 1
Because of the vacuum nature of the orbital environment, there is no natural
protection from the ultraviolet radiation of the sun. This radiation increases the solar
absorbtance characteristics of the surface materials on the spacecraft. This makes the
temperature of the spacecraft much harder to control. An additional problem related to
this UV radiation is that it has a tendency to cause molecules to attach to surfaces and
remain there, forming a coating that can degrade the performance of solar arrays or
thermal control surfaces.2
The low density neutral environment will induce a low drag force, and may be
responsible for the decay of spacecraft orbit over time. This effect is stronger at lower
altitudes where the neutral density is higher. At lower altitudes one may also encounter
the effects of physical sputtering. This is an erosion effect resulting from the impact of
molecules at high speeds with the spacecraft surface. Usually physical sputtering is not a
problem, but may be an issue for certain materials or for long term missions. Another
issue in the neutral environment is that of atomic oxygen. Atomic oxygen is plentiful in
the neutral environment and is a very reactive substance. It will react with many
spacecraft materials, changing their properties or eroding them.
The plasma environment results in manipulation of charge or the potential around
the spacecraft. In low earth orbit, the plasma has a high density but a low energy. The
opposite is true in geosynchronous orbit. The electron current dominates in the LEO
environment, causing a negative potential to develop on the spacecraft. High voltage
solar arrays may interact with the ambient plasma in such a way as to cause an effect
called arcing. This results in an intense discharge current which can cause serious
damage to the array.
Radiation, such as found in the Van Allen belts, may have adverse effects on the
spacecraft. It can damage electronics and solar arrays. Also, the radiation may affect
humans and any other living organisms on the spacecraft. Because of these effects,
shielding must be used to protect sensitive areas.
Micrometeorites, or orbital debris, pose a serious problem to spacecraft. Any
collision with a particulate would take place at a very high speed. The kinetic energy
released could result in catastrophic failure of the vehicle.
Spacecraft modify their own environment in numerous different ways. The
resulting modifications to the near spacecraft environment may also seriously hamper the
function of systems on board. One way in which this may occur is by the release of
material to the environment around the spacecraft. Thruster firings release a great deal of
material. The shuttle periodically performs water dumps. These are examples of large
material releases, but they can be more subtle too. Water molecules from the atmosphere
may accumulate on the surface of the craft while it is in the atmosphere, and then will
slowly diffuse, or outgas, from the spacecraft surface during its lifetime into the
surrounding vaccuum. Spacecraft surfaces may also degrade over time due to
environmental wear or stress due to thermal cycles. This degradation results in small
parts of the skin being released into the environment around the spacecraft.
This material may cause a variety of complications on spacecraft systems.
Particles in the environment around spacecraft may affect the potential field around the
spacecraft if in sufficient numbers. They may interfere with electromagnetic sensors.
Particles also cause problems when they accumulate on spacecraft surfaces. They may
impede temperature control by changing the absorbtivity of the spacecraft surface. They
may accumulate on radiators, causing them to become less effective. Accumulation on
solar arrays also lowers the amount of power they may collect.
These particulate-related problems are discussed in this chapter, and the idea of
active control to mitigate their effects is introduced.
1.1 Particulate Contamination in the Spacecraft Environment
Particulate contamination in the vicinity of spacecraft may interfere substantially
with electromagnetic observations in the ultraviolet, visible and infrared regions of the
spectrum. Particulates have been observed around manned spacecraft3 including a
number of Shuttle missions4 - Most recently contamination problems of this sort have
hampered the Magellan 5 and the Mars Observer6 spacecraft. On both the Magellan and
the Mars Observer spacecraft the optical scattering from the particulates was responsible
for the periodic loss of the star tracker lock. More generally, calculations show that
remote observations will be affected by micron class particles due to solar illumination,
earth radiation and particulate self-emission 7 . If the particulates are moving slowly with
respect to the spacecraft then they will only pass slowly through the field of view. Hence
they will provide a noise background which will be present much of the time. A
constant flux of more rapid particles from the spacecraft can produce a noise background
as well.
There are several sources of these particulates on orbit. Firstly, particulates which
collect on vehicle surfaces on the ground may be carried to orbit and shaken loose during
spacecraft operations. Secondly, on a micron scale many surfaces can be quite rough.
Many composite materials may have fiber fragments which are micron sized at the
surface. Alternatively, under atomic oxygen attack, surfaces may become textured on the
micron scale. In orbit, micron size particulates can break off due to forces associated
with solar illumination, thermal stresses due to terminator crossing or electrostatic
repulsion due to differential charging in the space plasma. Third, particulates are created
by firing of rocket motors, especially solid rocket motors, and effluent dumps. It is well
known on the Shuttle that water dumps sometimes lead to spectacular clouds of ice
crystals. In addition, on vehicles where the placement of thrusters is done without regard
to plume impingement problems, surfaces where the plume impinges may be coated with
large numbers of particulates or volatile exhaust products.
For larger amounts of dust which a spacecraft may encounter in the vicinity of a
comet or around an asteroid, the physical impact of the dust on the spacecraft may be
deleterious to the health of the spacecraft. The relative velocity between the dust and the
spacecraft may be very high, leading to a large amount of energy which must be
dissipated by the particles when they strike the satellite.
The kinetics of dusty plasma clouds is a matter of active research for the
understanding of cometary environments as well as for the ring systems of planets such
as Jupiter and Saturn. Scientific issues that need to be addressed are the potential
formation in the cloud as well as the self-consistent motion of the dust plasma cloud
relative to the release source.
Dusty plasmas or plasmas with particulates have been studied in two major space
related contexts. The first has been in astrophysics where there has been work on dust in
the Jovian ring 8 system and work on the basic physics of dusty plasmas9 ,10,11. The
second area has been in the control of reentry wake radar signatures. The introduction of
a wake quenchent made of fine particles can act as a collection source for charged
particles. Direct attachment of the electrons to the particles will reduce the electron
density and thus reduce the radar cross section of the wake.
The dust cloud potential relative to the ambient plasma is also found to depend on
whether the dust cloud is tenuous or not. In a tenuous cloud, the dust cloud potential is
very low while the potential on each dust particle is close to that for an isolated particle.
In a dense cloud, the dust cloud potential approaches a maximum while the potential on
each dust particle decreases to zero with increasing dust density.
The potential in the cloud and the potential in the background plasma are
important parameters in determining the dynamics and structure of the dust cloud relative
to the spacecraft. The two potentials are obtained from the requirement of charge balance
in the grain. It has been shown that these two equations may have multiple solutions 12 .
These can arise when several different dominant balances can be established among the
currents carried by ions, electrons and particles. The presence of multiple solutions
means that the dust-plasma system may be subject to plasma instabilities and the
formation of double layers in the interior of the system.
The motion of the dust cloud relative to the spacecraft depends very sensitively on
the self consistent potential in the cloud. This is exactly the same as what was found for
the plasma cloud examined in previous workl3. This raises the possibility that the
motion of the dust cloud may be controlled from the spacecraft by the controlled
application of electric fields and charges from the spacecraft. Even for a loose set or
particulates the motion of the particulates will depend sensitively on the local electric
forces 5 . This suggests the ability to actively control of the environment from the
spacecraft. This would allow alleviation of undesirable consequences rather than only
responding passively to the deleterious situation.
1.2 Particulate Contamination of Spacecraft Surfaces
In the design of any space power system which operates subject to the second law
of thermodynamics, one of the major concerns is the disposal of heat. Since the only
mechanism for heat removal in space is by radiative cooling, all space power systems
must have surfaces which emit waste heat and reflect solar radiation. These thermal
control surfaces then determine the operational temperature of the system. The spacecraft
electronics, power, propulsion and payload are designed to work most effectively within a
band centered around the design operational temperature. Contamination of the thermal
control surfaces typically causes an increase in the solar absorptance and therefore
degrades the ability to emit waste heat. This causes an increase in the operational
temperature of the spacecraft which in extreme circumstances may cause immediate
system failure but usually shortens the lifetime of the spacecraft systems below the design
life. For example, lack of control over the system temperature can lead to enhanced boil-
off of cryogens and therefore a reduction in the life of cryogenically cooled spacecraft
sensors. In addition, a rise in the system temperature will modify the IR signature of the
spacecraft making it easier to detect. For solar arrays the accumulation of contaminants
on the solar cell covers can cause a loss of power due to direct obscuration of the solar
cells as well as due to the decrease in conversion efficiency associated with the rise in the
cell temperature. This is now the accepted explanation for the loss of power on the 6
GPS Block I satellites. These satellites had a beginning of life power of 560 W and a
design power after eight years of 460 W with the loss of power being due to radiation
degradation. Instead, after eight years the average power is 380W. This power loss is
well modeled by phenomenological models of contaminant deposition in addition to
radiation loss. 14
The deposition of contaminants on sensitive thermal control surfaces can be
controlled to a significant degree by careful design of the system with potential effluent
sources placed far from thermal control surfaces. This, however, constrains the design of
the spacecraft and may be impractical in some instances. In addition, the contaminant
flux to a surface can never be reduced to zero because of self scattering and contaminant
attraction to sensitive surfaces by local electric fields. Contaminant self scattering and
atmospheric backscattering around a spacecraft will provide a flux of contaminant
molecules with no direct line of sight to other spacecraft surfaces.
These constraints suggest that an active and autonomous system which could
reduce contaminant deposition or remove contaminant deposits would enable significant
gains in spacecraft performance. In addition, it may be possible to use new materials
currently forbidden for contamination reasons on spacecraft. This would expand the
design options available for a spacecraft designer.
1.3 Control of Particulate Contamination
In the current generation of spacecraft, the deleterious spacecraft environmental
interactions are handled either by design (that is, modifying the design to eliminate them)
or by changing the operation of the spacecraft or by redundancy so that failure of critical
parts will not be catastrophic. Methods for passive control of contamination from
particulates have been developed. These methods do not require specific action at the
time of contarmnant presence. For example, a structure may be placed about the sensor
to impede the close approach of particles, or the data processing software can remove or
ignore some spurious signals. This has been the manner in which both the Magellan and
Mars Observer spacecraft have dealt with their particulate contamination problems,
which caused temporary loss of the star tracker lock when software attempted to identify
particles as stars. In the case of the Mars Observer, the amount of allowable uncorrelated
targets in the software was increased, and this allowed the star tracker to ignore
extraneous particles. These methods, however, will not necessarily result in complete
removal of contaminating signals.
In the next generation of spacecraft it will be possible to actively control some of
the interactions. This is because of growth in the capability to sense and compute locally
the environment with very fast microprocessors. One benefit of active control is that it
will be possible to accommodate a changing environment (both spatially and temporally).
However, the major benefit of active control of any design limiting problem is that it
opens up whole new regions of design space for a spacecraft designer to explore. This is
being tried with active control of performance limiting instabilities in gas turbine engines,
with active control of large space structures and active control of fluid flow over aircraft
wings. What makes all of these possible is the ability to very rapidly sense the onset of
the design limiting problem and compute a response to it before it becomes catastrophic.
Hence it allows a designer to operate in previously forbidden space.
This work involves examination of active methods to control particulate and
molecular fragment contamination. There are three methods which are examined in this
research. The first is through use of cold gas jets. Gas jets are fired to move particles
away from a critical region near the spacecraft, such as the view angle of a sensor or the
surface of a radiator. A second technique for affecting the particles is to modify the
electric field that surrounds the spacecraft such that the particles are repelled from the
critical region. The third method for active control of the particulate contamination is to
use electron beams to charge up the particles. The high negative charge induced will
allow the particles to be swept away by the electric field.
Each of these cases will be examined in terms of their benefits weighted against
their potential system effects on the spacecraft. The modification of the field can use a
relatively large amount of power, and it does not reach very far from the spacecraft. The
use of an electron beam will also draw power and have little direct physical effect, though
it can affect the plasma atmosphere about the spacecraft. In addition, at reasonable power
levels this control method is not effective far from the spacecraft. The cold gas jets have
an effect farther away from the spacecraft, but they also cause the most physical
disruption to the spacecraft. Thrusters must be strategically located on the spacecraft to
compensate for any potential orbit alteration. The control jets and the compensation
thrusters will result in an increase in the mass of the spacecraft.
Active control methods are analyzed and compared by including them in a
particle trajectory simulation. This simulation and the active control methods will be
described in more detail in Chapter 2. In addition, the behavior of micron scale particles
in the spacecraft environment is discussed.
These methods will then be inserted into the simulation of two different
contamination problems. In Chapter 3, simulation results are discussed regarding the
effectiveness of the methods in reduction of the particulate contamination in front of a
sensor on a spacecraft in LEO. In Chapter 4, simulation results are discussed regarding
the effectiveness of control methods in deterring particles from landing on a solar array
surface. Chapter 5 will detail conclusions from these results, and suggest directions for
future work.
Chapter 2: Simulation Model
The task of analyzing particulate behavior around a spacecraft, and how the
control methods affect it is accomplished using computer simulation. Both two and three
dimensional simulation models are introduced in this chapter. Particles are tracked from
the point they are released from the spacecraft to the point which they leave the
computational domain. The force and charge on the particle are calculated self
consistently.
In this chapter the domain within which the particles will move is discussed, as
well as the particles that are modeled. The capability of the simulation is reviewed. In
addition, the behavior of the particles is examined in detail.
2.1 Description of Domain
In two dimensions, the spacecraft is modeled as a rectangle. The leading edge of
the spacecraft makes an angle of 90 degrees with the radial vector from the Earth and the
sun angle is taken as a variable. The orbit is taken to be equatorial, and the altitude is
variable. For definiteness, the spacecraft is taken to be two meters in length by one meter
in height. (See Figure 2-1) In three dimensions, the spacecraft is modeled as a cylinder
such that a crossectional cut through the equatorial plane will yield the two dimensional
model. The particles are tracked in a domain five body lengths on either side of the
spacecraft, and in front of the spacecraft the particles are tracked for up to a kilometer.
This is because the strength of the neutral wind will tend to blow particles in this region
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back toward the spacecraft. The particles that are modeled in this domain are taken to
be uniform spheres with a crossectional area of Xr-
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Figure 2-1 : 2D Spacecraft schematic
Once the orbit of the spacecraft is specified, the ambient neutral environment is
calculated using the US Standard Atmosphere model. The plasma environment is
determined using the International Reference Ionosphere model in the three dimensional
case. In the two dimensional simulation, the ambient electron density is taken as 1011/m 3
and the electron temperature is taken to be .1 eV. The potential on the spacecraft is
assumed to be fixed or controlled at some given value. It is assumed that there will be a
grounding surface away from areas of interest which will allow the net current to be zero.
The potential in the vicinity of the spacecraft is calculated from a hybrid-PIC code which
uses fluid electrons and kinetic ions. 15 The solution is two dimensional and is extended
to the three dimensional case by use of rotational symmetry. This model is discussed in
more detail later in this chapter in the section regarding the electric field modification.
2.2 Computational Approach
The computational approach involves the simple forward integration in time of
the equations of motion and the charge balance equation for the particles. All integration
is done using dlsode integration software. The equations of motion are
dx dvx
- v a (2-1)
dt dt
dy dvydy v dv - ay (2-2)
dt " dt
dz dvz-=vz 
) = azdt dt (2-3)
Equations 2-1 and 2-2 are used in the two dimensional code, and equations 2-3 are
included in the three dimensional code. In addition, there is the charge equation for each
particle which is updated each time step:
dq = Ii + ie (2-4)dt
where the currents are the ambient ion and electron currents. For simplicity, the
secondary electron and photoelectric currents are neglected in this simulation.
The forces used to obtain the accelerations for these formulae are elaborated upon
in the next thr-, sections. Then the methods used to obtain the ambient currents are
explained.
2.3 Ambient forces
When a particle is released into the environment it is acted upon by a number of
ambient forces. The ambient forces included in this simulation are solar pressure, neutral
wind drag, Lorentz force due to the Earth's magnetic field. These forces are independent
of the spacecraft and its configuration, but depend on its location in the atmosphere.
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Figure 2-2 : Ambient Forces Acting on a Particle
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2.3.1 Solar Pressure
The intensity of sunlight at the earth's orbit is defined by the solar radiation
constant, Ts = 1370 W/m2 . The momentum flux asociated with the photons is Fs/c,
where c is the speed of light. The formula for the actual force on the particle is
Fs = s ApKS (2-5)
c
where Ap is the crossectional area of the particle, and K is an accommodation coefficient.
If there is total absorption then K = 1, and if there is total reflection, then K = 2. We shall
take K as one, corresponding to particles which absorb the photons striking them,
yielding the formula:
Fs = s A p (2-6)
c
The unit vector s represents the direction of the force, pointing from the sun to the
particle.
2.3.2 Neutral Wind
The neutral wind is the gas dynamic drag force that acts on the particle released
from the spacecraft due to the rapid velocity with which the spacecraft is moving through
the ambient atmosphere. This force depends primarily on the altitude, which determines
the density of the ambient neutral gas. The formula for the neutral drag force is
Fw = p V 2CdAp(-V) (2-7)
The neutral density is p, which goes through significant changes as the altitude is varied.
V is the relative velocity between the particle and the neutral gas. This is equivalent to vs
- vp, where vs is the velocity of the spacecraft and vp is the velocity of the particle in the
spacecraft frame. Since, in general, vs >> vp, this value will usually be equivalent to the
velocity of the spacecraft. The coefficient of drag for a sphere is 2 + (t- a), where t and
a are the tangential and normal momentum accommodation coefficients respectively.
These coefficients are assumed equal, and thus cD is set to 2 for the particles. Ap is the
crossectional area of the particles. The term (-V) represents the unit vector in the
negative V direction. Thus, this force is directed in the opposite direction to the particle
velocity.
The density drops a large amount at high altitudes (Figure 2-3), such that this
force goes from being dominant at 150 km to practically nonexistent at 1000 km (Figure
2-4). The plot in Figure 2-4 uses a spherical particle which is five microns in radius, and
it is clear as the altitude changes, that the neutral drag force is driven down by the
decrease in the neutral density.
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Figure 2-3 : Ambient Density vs. Altitude
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Figure 2-4 : Neutral Wind Drag vs. Altitude
The density is modified in the wake region. A model of the wake behind a
rapidly moving object of circular cross section was obtained from the reference by
Al'pert, Gurevich and Pitaevskii. 16 The wake model is derived in this reference by
integrating the neutral distribution function and using perturbation theory to obtain
8n(x,y,z), the perturbation from no, the ambient neutral density. They transform to polar
coordinates (p,<,z coordinates) and make the assumption that the body is rapidly moving.
The model is a far field model (z2>> r2 ), thus for the spacecraft modeled in this work, it
will not be valid for the first few meters behind the spacecraft. However, our area of
interest is not within this region. This wake model is included for the sake of
completeness.
-T MV ____
-8n (x, y, z) = 2 n.exp[ 21ffT 0jJ rte ( Z -. T t)dt (2-8)
In this formula, n is the neutral density, M is the molecular mass of the neutral particles,
Vo is the velocity of the spacecraft, Ro is the radius of the circular cross section, T is the
temperature of the neutrals, and Io is the Bessel function of zero order having an
imaginary argument. From this they get a chart of values for the ratio of the local neutral
density n(p,z) to the undisturbed neutral density, no.
z 2iT
R o MVo2
p/R o  0 -0.2 -0.4 -0.6 -0.8 -1.0 -1.2 -1.5 -2.0 -4.0 -8.0
0.0 0 0 0 0.06 0.21 0.37 0.50 0.64 0.78 0.94 0.98
0.2 0 0 0.01 0.09 0.24 0.38 0.51 0.65 0.78 0.94 0.98
0.4 0 0 0.06 0.14 0.28 0.42 0.53 0.67 0.78 0.94 0.98
0.6 0 0.04 0.11 0.23 0.36 0.48 0.57 0.69 0.79 0.94 0.98
0.8 0 0.09 0.27 0.39 0.48 0.56 0.63 0.71 0.80 0.94 0.98
1.0 0.50 0.51 0.54 0.58 0.62 0.65 0.68 0.75 0.82 0.94 0.98
1.2 1.00 0.92 0.78 0.76 0.75 0.74 0.75 0.78 0.84 0.94 0.98
1,5 1.00 1.00 0.96 0.88 0.87 0.86 0.84 0.84 0.86 0.94 0.98
2.0 1.00 1.00 1.00 0.97 0.95 0.95 0.93 0.91 0.90 0.94 0.98
4.0 1.00 1.00 1.00 1.00 1.00 1.00 0.99 0.99 0.99 0.97 0.98
8.0 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.99 0.99
Figure 2.5 : Ratio of n(p,z) to no
2.3.3 Lorentz Force
The sum of the electromagnetic forces acting on the particle is known as the
Lorentz force. The Lorentz force is represented by the following formula:
FL = q(E + V x B) (2-9)
The charge is q, E represents any electric fields present, v is the velocity of the particle in
the Earth frame, and B is the Earth's magnetic field. We ignore the ionosphere electric
field, which leaves only the second term in the equation. As the spacecraft travels
through the Earth's magnetic field, there are two components of this velocity vector. The
first is the velocity of the spacecraft. This is a constant, and the vector product of the
spacecraft velocity and the magnetic field results in a constant force. Therefore, it is
referred to as the motional electric field. In the spacecraft's frame, it acts as an electric
field on the particle pointing in the Vs x B direction. The second component of the
velocity vector is the velocity in the frame of the spacecraft. This is usually a much
smaller force, acting in the p x B direction.
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2.4 Spacecraft Forces
2.4.1 Spacecraft Electric Field
The electric field of the spacecraft applies the force Fe= qE, where q is the charge
of the particle, and E is the strength of the electric field generated by the spacecraft at a
given point in space. The force will act in the direction of the electric field. The model
used for the electric field is a modified version of a code written by Wang 1 5 . It is a
hybrid PIC code that uses fluid electrons and kinetic ions.
The governing equations for the code are:
v2 = -e (ni - ne) (2-10)
Eo
ne=noexp( e 1 (2-11)SKTe)
where ni is obtained from the positions of the ion particles. The ion motion is determined
by:
i vi ---i = -qvO (2-12)
dt dt m i
Wang's code was specifically designed to model flat plates. To arrive at the fields
desired for this particulate tracking code, the boundary conditions were changed. In the
figure below is shown a potential contour plot of the two dimensional spacecraft
generated when the flat plate boundary was changed to a rectangle. The spacecraft in this
case was held at a potential of -1 V. Contours are at -.2 V, -.4 V, -.6 V, -.8 V, -1 V. Each
unit of length on the plot represents .04 meters; 25 units are equivalent to one meter. The
potential drops off extremely quickly near the leading edge of the spacecraft.
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Figure 2-7 : Potential Contours around a Rectangle Moving at High Velocity
2.4.2 Outgassing Drag
A spacecraft will have a cloud of gas, such as water, around it at any point in time
due to release of molecules from the spacecraft surface. This is called outgassing. In this
simulation, the effects of the drag due to this cloud around the vehicle were included. In
this model, the same drag formula(2) as in the neutral wind case is used. A point source
model was used to determine the outgas density. Using the continuity equation
(r2pu) = 0 (2-13)
r2 ar
one can obtain the result,
pu = -- (2-14)
r2
where C is a constant. Assuming that the gas is expanding at the thermal velocity, one
can write the density in the form
p=C (2-15)
r
where C1 is simply the constant C/u. Taking the outgas rate to be a constant To and r=ro
at the spacecraft surface, one can obtain the equation
S= f r2 (2-16)
vth r
where vth is the thermal speed of water molecules. Because of the point source, this
model is valid only in the far field. It is extrapolated into the near field of the spacecraft
to get a reasonable approximation of the cloud density near the spacecraft.
Finally, using the drag equation 2-17, we get the resultant drag force. Notice that
this is basically the same equation as 2-7, albeit with a different velocity vector.
Fdrag = PVp2CDAp(-vp) (2-17)
In this case, the velocity used is vp, the particle velocity in the spacecraft frame. The
outgassed water molecules, released from the spacecraft, are assumed to be moving with
the spacecraft, as is the particle, and only the relative velocity is important. In addition,
the direction is different. This force acts in the direction opposite to the unit velocity
vector of the particle in the spacecraft frame, and this direction is represented in the
formula by -,p.
2.4.3 Gravitational Force
This simulation takes into account the gravity force between the particle and the
spacecraft. Since it is a near field model, the force on the particle and the ship due to the
Earth's gravity are taken to be equal and thus it is neglected.
The force between the particle and the spacecraft is
Gmpms
g = 2 s (2-18)
where G is the gravitational constant, 6.67 * 10-11 m3/kg-s, mp and ms are the masses of
the particle and the spacecraft respectively, and r is the distance between the particle and
the center of mass of the spacecraft. The unit vector g represents the direction from the
particle to the center of mass of the spacecraft, which in this case is its geometrical center.
2.5 Control Forces
2.5.1 Gas Jet Plume Model
The analytical model used to determine the density of the gas from these jets is a
far field model obtained from a survey article by Dettleffl 7 .
PE= 1 4 )2 (COSO)4 (2-19)
PE 2 r)
where x4 is the hypersonic parameter:
Ic4 =E(-1)ME2  (2-20)
In these equations, P/pE is the ratio of density to exit density of the thruster, r/rE is
the ratio of the distance from the source point of the thruster model to the exit radius of
the thruster. ME is the mach number at the exit of the thruster, and y is the ratio of
specific heats. The value 0 represents the angle from the plume centerline. The model is
a far field source model, and therefore is not accurate for values of r close to zero, so the
approximation is made in the simulation that when the density value is larger than the exit
density, it is simply set to equal the exit density. The gas in this plume is assumed to
have reached the maximum velocity for a pure isentropic expansion:
Ulim = YIRToY- 1
(2-21)
These jets are assumed to use diatomic nitrogen as fuel. The exit radii are set to
two centimeters. The area ratio, and corresponding exit mach number, decide how
quickly the density will fall off with angle away from the centerline. The two cases that
were run were at ME=5.914 ( which corresponds to an area ratio of 50) and ME=2.
Below are plotted the decrease of the term, (cos0)K4 , in the density equation with angle
from the centerline for a range of exit mach numbers (Figure 2-8). The density fall off is
more accurately displayed by the plot of 4 (cos0)K 4 shown in Figures 2-9 and 2-10. It is
clear from the first of these two that the thrusters with higher exit mach numbers have a
higher density region near 0=0, but these thrusters also drop off far more quickly. The
lower mach numbers produce less thrust near the centerline, but keep their effectiveness
over a greater span of area.
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2.5.2 Modified Electric Field Model
For some of the cases that are examined, the electric field is modified using high
negative voltages. The aim of this modification is to repel the particles from certain
regions of the spacecraft using the force generated by the electric field acting on the
negatively charged particle. The specific electric fields that are used for the cases
examined are described in their respective sections.
2.5.3 Electron Beam Charge Modification
The aim of this modification is to increase the effect of both the motional electric
field and of the spacecraft generated electric field. There is a limiting factor, however, in
the amount of charge that one can deposit on an individual particle. This is a function of
the dielectric strength of the particle. As an initial test for this method, the charge of the
particles in the simulations were simply set to the maximum charge that they could hold
without breaking up (based on the dielectric strength of the particle), in an attempt to
examine whether this was an effective path to take.
First the maximum charge must be derived. We start with the Poisson equation
for potential around a sphere
1 ar2a =0 (2-22)
r2 ar ar
Solving this, we get
-- - c ,  (2-23)
and then,
-= c + c2 . (2-24)r
Next we solve this for conditions inside the sphere and outside the sphere. For 1
to be regular, cl must be zero inside the sphere. This yields the result = 0 inside thedr
sphere. In addition, at an infinite distance from this charged object, the field must have
died away to zero. Therefore, c2 must be zero outside the sphere. Thus at the surface of
the sphere, we get the relation between these two constants,
c2 = - c, (2-25)
rp
where rp is the radius of the spherical particle.
Now, the charge density is defined by the equation
S= q (2-26)
since the charge is distributed over the surface of the sphere. In addition, one can define
the charge density as
o = eE = -e d -E c (2-27)
dr r2
Now we solve for the constant c1 and get
c = -q (2-28)
4xE
Therefore,
E = q (2-29)
So maximum charge that the particle can hold is governed by the equation:
qmax = 47rCorp2Estr (2-30)
where E is now the relative dielectric constant of the material, Fo is the permittivity
constant of free space (8.85 x 10-12 F/m), rp is the radius of the particle and Estr is its
dielectric strength in V/m.
2.6 Charge Equations
The charge on the particles in this simulation is calculated self-consistently using
the electric field that was generated. The field is not recalculated at each time step, since
for a small number of particles, the effect on the overall field is negligible. The charge
calculation is made using the electron and ion ambient currents. The formulae for these
currents are given below for the case in which the particle potential is higher than the
ambient and vice versa, respectively.
Sp > amb:
e4 IT
Ii =Apeni.Vo(1- e(9p - oamb) (2-32)
P 12 iV o
Op < Oamb
e =-Aen e e-e(p-amb)/e (2-33)S= -Apene 4
ii = A-enioV°  (2-34)
2
In these formulae, Ap is the surface area of the spherical particle, e is the unit
charge, ne., and nij are the ambient electron and ion densities, which are taken to be
equal. Ce is the electron velocity, Te is the electron temperature, and Vo is the velocity
of the spacecraft.
These currents enable the calculation of dq/dt over each time step. The value of
fp is obtained for the comparison from the equation
qp = C~p (2-35)
where C is the capacitance of the particle and is obtained using
C = - (2-36)
rp
Recalling that the assumption was made that these particles were spherical, Ap = 4itrp2 ,
and the capacitance becomes
C = 4 xErp (2-37)
2.7 Discussion on Particle Behavior
It is common to have quartz insulating cloth covering the surface of a spacecraft.
However, when the system is under stress, parts of the quartz can break off and enter the
environment around the spacecraft. On the Magellan spacecraft, it was discovered that
when the spacecraft would roll, thus revealing a different area to the sun, quartz
fragments would be released.5 This is likely due to a thermal cycle causing stress on the
quartz and causing some to break free. Such an event might occur with other stresses as
well, such as a sudden vibration to the spacecraft from a thruster firing. In any case, these
quartz particles interfered with the star trackers, acting as false signals. The simulated
particles are taken to be spheres whose radii range from one to ten microns, with a
maximum initial velocity taken to be five meters per second.
When no active control methods are being used, there are two main regions of
particle behavior. The first is at the lower altitudes, where the behavior is dominated by
the gasdynamic drag force imparted by the neutral wind. In this first region, the particles
are blown back and swept behind the spacecraft. The second is the region of higher
altitudes where the drag force dips below other forces such as the solar pressure and the
motional electric field. (Figure 2-11) In the figure below, the forces acting on the
particle are plotted against altitude. A sample particle of 5 micron radius was used, and
simple characteristic locations near the spacecraft were taken when the force was
location dependent. The charge was taken to be the steady state charge, equivalent to
approximately -0.26 volts. This plot portrays the neutral drag as a clearly dominant force
up to 400 km. At that point, the electric field generated by the spacecraft skin generates a
higher force, but only at the wall. This field falls off quickly, however. The solar
pressure is comparable to the neutral wind at approximately 600 km.
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Figure 2-11 : Force (N) vs. Altitude(km) on a 5 micron particle
At this point, when the neutral wind has decreased to the point of being comparable to the
solar pressure, the particle trajectories are ballistic, following their initial velocity vectors.
In reality, it is at even lower altitudes than this point that the transition is seen, closer to
350 km of altitude. (see Figure 2-12) These trajectories are for 5 micron particles with
an initial velocity into the neutral wind of -1 rn/s.
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Figure 2-12 : Particle Trajectories for Variable Altitude
To demonstrate further the difference in particle behavior between these two
regions, figures are shown for each region which display particle locations in front of the
spacecraft leading edge. The only particles plotted in these plots are the ones that are
released from the leading edge of the spacecraft, as these dominate the region in front of
the leading edge. The lower altitude region behavior is characterized by a case at altitude
of 200 km, and the higher altitude region is characterized by a particle behavior at 600
km. The particle sizes are randomly chosen with an even probability distribution
between one and ten microns radius. The initial velocity is taken to be specular with
maximum velocity randomly chosen with an even probability distribution for each
particle varying between zero and five meters per second. The starting location on the
front of the spacecraft is also randomly chosen. Small particles (between 1 and 4 microns
radius) are denoted by an x; the medium sized particles (4-7 microns radius) are denoted
by a circle; the large particles (7-10 microns radius) are denoted by a square. The cloud
of particulates are seen at one , three and ten seconds after initially released. The domain
to be examined in these plots will extend a small distance on either side of the spacecraft
in the y-direction, but in the direction of velocity it will extend from the leading edge of
the spacecraft to the farthest particles from it.
Figures 2-13 a,b,c show the behavior in region 1. A cloud of particles can be seen
in front of the spacecraft after one second. Notice that the particles that have made it the
farthest distance from the spacecraft are the heavier ones. By the time three seconds have
gone by, the particles have spread out considerably. Note, once again, that it is the
heavier particles that have resisted the neutral wind enough to make it farther away from
the spacecraft. The smaller particles have either been blown back behind the leading
edge, or are close to it. In Figure 2-13c, one can see that almost all of the particles have
been swept away by the wind. Only a few large particles remain.
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Figure 2-13c : Scatter plot Display of Particle Locations (200 km, t=10 seconds)
Figures 2-14 a,b,c show typical behavior in the upper altitude regions. In the first
of these three plots, the cloud of particles in front of the sensor looks very similar,
although slightly more extended to the right, to the one for 200 km. By t = 3 seconds, the
particle clouds have taken on slightly different characteristics. Note that in the 600 km
plot, the leading edge of this expanding particle cloud has gotten further than in the 200
km plot. In addition, light particles are among those that have traveled the farthest into
the neutral wind. Another interesting feature is the fact that there are more particles
evident in figure 2-14b. This further demonstrates the fact that the particles aren't being
blown back in the higher altitude case. Plot 2-14c shows the most remarkable contrast
with Figure 2-13. At 200 km, nearly all of the particles have been blown away by the
neutral wind by t = 10 seconds. At 600 km, there is still a considerable cloud. By this
time, however, some of the particles have begun to slow. The lighter particles are not
present in the farthest regions of this expanding cloud. There is a clearly visible region
(approximately 40<x<50) in which there are only heavy particles. There is also another
region (approx. 30<x<40) in which there are primarily medium sized particles. The
region behind this seems to have representation from all sizes of particles. This implies
the lighter particles are being slowed, as these regions aren't clearly noticeable in the
earlier plots.
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It is clear that these particles are significantly less influenced by the lower forces
at higher altitudes. The particle momentum cannot be overcome by forces on this order
of magnitude. The effects of the initial momentum as the initial velocity is varied
between one and five m/s on a five micron particle are displayed in Figure 2-15.
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Figure 2-15: Variable Initial X-Velocity at 250 km
The altitude here is set to 250 km, in the lower altitude region, so that the
reduction in the effect of the neutral drag is clear as the initial velocity, and thus the initial
momentum, increases. There is also a change in the trajectory plots if the initial mass is
varied. (Figure 2-16) This case involves not only the variation in initial momentum, but
also has an effect on the drag force that bleeds off the particle momentum, as it is directly
proportional to the crossectional area of the particle.
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Figure 2-16: Trajectories with Variable Sized Particles at 250 km
One would normally expect charged particles to travel in circular patterns in the
upper atmosphere, but once again the high mass of the particles does not allow it. Where
the gyroradius in LEO of an electron at would be 2cm, and that of a simple hydrogen ion
with unit charge would be 1 m, the gyroradius of even the 1 micron particle at its steady
state charge would be 1.59 x 1010 m. This is exceedingly high, and thus in the near field
region which is examined in this research, the circular motion is simply not evident.
In this section the behavior of spherical quartz particles of radii ranging from one
to ten microns has been examined. The particles act far less dominated by
electromagnetic effects than by neutral wind effects, and this gives some insight into
which control methods will work better.
Chapter 3: Particulate Contamination in the Spacecraft
Environment
The primary type of contaminating effects that is investigated is that of
particulates in the environment of a spacecraft. These particulates may impair the
function of spacecraft systems while in the environment around the spacecraft, and not
simply by accumulating on a surface. This surface contamination case is examined in
Chapter 4. In the case that will be examined here, light is scattered into electromagnetic
sensors, adding a background of noise to the desired readings. First, the conditions under
which the simulation occurs are described, including a discussion of what modifications
are made to the spacecraft in attempts to reduce contamination. Next, there is a
discussion of how the scattered intensity of sunlight from each of these particulates is
determined. Finally simulation results are presented and discussed.
3.1 Description of Sensor Case
In this analysis, a sensor is located in the center of the leading edge of the
spacecraft. For definiteness, the sensor is taken to be circular and .lm in diameter. This
is so that it is much smaller than the body length of the leading edge of the spacecraft.
Its view field is taken to be a cylinder extending out along the velocity vector from the
sensor. A baffle is placed about the sensor for two reasons. First there is the practical
purpose of preventing extraneous scattered light from entering the sensor from areas not
in the view field, off to the side. Secondly, the baffles will prevent large amounts of
scattering from particles getting too close to the sensor. Control mechanisms are located
around the sensor. In the two dimensional case, the gas jet control is implemented by
placing a jet on either side of the thruster, blowing particles out and away before they can
get to the view field of the sensor. (Figure 3-la) In the case of the electric field
modification, high voltage wires are placed on either side of the sensor, to repel the
negatively charged particles. (Figure 3- b)
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Figure 3-1 : Sensor and Control Mechanism Locations
The potential field that results from the high voltage wires (b) can be seen in
Figure 3-2.. Figure 3-2a shows the field around the entire spacecraft, including the wake
and the wire region. The second figure, 3-2b, is a close-up of the high voltage wire
region. The potential decrease radiates from the wires. The resultant electric field is
perpendicular to these lines. The contours are not chosen to demonstrate the magnitude
of the gradient, only its shape. This implies an electric field which pushes negatively
charged particles radially outward, away from the view field. This was the reason for
using the extended wires. The influence of this imposed electric field extends roughly a
body length from the spacecraft. The distance at which one charged particle may affect
another in LEO (the Debye length) is approximately one centimeter. The voltage has to
be extremely high for the influence of the field to extend this distance from the craft. In
the normal case, the potential decayed extremely quickly away from the spacecraft.
These wires, set to -1000 V, enable a significant extention of that influence.
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Figure 3-2a : Electric Field with High Voltage Wires
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Figure 3-2b : Close-up of High Voltage Wire Region
In the extension to three dimensions, the number of gas jets in increased from two
to six, placed symmetrically around the sensor. In the case with the high voltage wires,
the electric field is taken to be axisymmetric, representing a cage of high voltage wires
circling the sensor, in three dimensions.
A burst of particles from the spacecraft is simulated. That is, several thousand
particles are simultaneously released from the surface of the spacecraft. This simulates
the effects of a shock to the spacecraft system such as a sudden vibration from a rocket
firing or thermal cycle. For the sake of simplicity, particles are taken to be released from
all points on the spacecraft (save the sensor location and the area directly around it where
control mechanisms may be found) with equal probability. As noted in the previous
chapter, the particles simulated are be quartz spheres. Particulates are taken to be evenly
distributed one to ten microns in size. The particles exit specularly, with the maximum
velocity varying between zero and five meters per second in an even probability
distribution. The number of particles released in the two dimensional simulation is
10000, and 25000 are released in the three dimensional case. These numbers are chosen
so that statistically significant numbers of particles would cross the field of view.
3.2 Scattered Intensity
The noise, or scattered intensity of sunlight, resulting from the particles is the
parameter by which the various scenarios will be compared. The total contaminating
scattered intensity at any point in time is the sum of the scattered intensity from each of
the particles in the view field.
The intensity for the individual particles is determined by using Mie scattering
theory. The simplifying assumption that the particle radius is large compared to X/(2t),
i.e. rp>>/27t, where X is the wavelength of the incident radiation. Since the smallest
particles that are considered are one micron in radius, the results for the intensity of the
scattered radiation will be valid for visible light and for the short wavelength infrared
region. The following derivation for this intensity was obtained from van de Hulst. 15
10ig
II
I
2
Figure 3.3 : Path of a Light Pencil Scattering Inside a Sphere
In figure 3.3, the path of a ray entering a spherical particle is traced. It bounces
around inside the particle, at each point refracting and reflecting partially. The angle
between the incident light and the sensor can be seen relative to the angle 0, and r
represents the angle between a single ray of light and the surface it strikes. Next, a finite
pencil of light is examined, characterized by do and dt. The sphere is taken to have the
real refractive index m. Therefore the value for r', using Snell's law, comes out to:
1
cost = -cost (3-1)
m
The Fresnel reflection coeffictions are:
sin - m sin ' m sin - sint '
r = and r2 = (3-2)sin + m sin 2' m sin Z + sin z'
and from them we can get the energies for each subsequent reflected ray formed as a
result of the original pencil. (Multiple rays are numbered in the above figure.)
ei = ri
e i = (1- ri2)(-ri)
-
for p = 0
for p=1,2,3
(3-3)
(3-4)
Note that p denotes the subsequent reflections of the pencil of light inside the
sphere. As p increases, it decreases in energy.
The pencil of light emerging in one of these directions is characterized by a small
range dO around the scattering angle 0. We may derive from figure 3-3, that the total
deviation from the original direction is
' = 2t - 2pr
which defines the scattering angle in the interval (O,n) by
6' = k -2 + qO
where k is an integer and q = +1 or -1. Differentiation with use of Snell's law gives
de' tan2 - 2p
dr tan '
which defines
d = ldO
dl
(3-5)
(3-6)
(3-7)
(3-8)
The emergent pencil spreads into a solid angle sinOdOd4, i.e., over an area r2 times this
solid angle at a large distance r from the sphere. Dividing the emergent flux by this area
we obtain the intensity
ei 2o a 2 costsintdrd a 2
Ii(P, )= = IoEiD (3-9)r2 sin OdOd r2
where i is 1 or 2, depending on the polarity, and
sin t cos t
D = (3-10)
sin 0 d0'/dcj
Then this intensity is summed over c, i and p to get the total intensity scattered
into the sensor. The final result, therefore, is an expression which is simply
I=f(0) 2 o, (3-11)
r
and thus the nondimensional intensity I/Io is proportional to . The scattered intoensity
r2
is larger for larger particles and for ones that are closer to the sensor.
3.3 Simulation Results
The purpose of this simulation is to determine the comparative effectiveness of
the different active control methods that are being reviewed. These methods are 1) using
gasdynamic forces to blow the particles away from the view field of the sensor; 2)
modifying the spacecraft electric field; and 3) using electron beams to increase charge on
the particles, and thus to increase the impact of the electromagnetic forces about the
spacecraft (primarily the motional electric field which is the largest ambient
electromagnetic force contribution), to sweep them from the domain. These methods are
first examined for the two dimensional case, and then for the three dimensional case.
Finally, potential system effects are examined.
3.3.1 The 2D Case
For an initial review of this problem, a two dimensional model is used. As
mentioned in chapter 2, a two meter by one meter rectangle is used to model the
spacecraft in two dimensions. These simulations are performed using characteristic LEO
values for electron density and temperature (ne=10 1 1/m 3 ; Te=. eV).
3.3.1.1 No Active Control (2D Case): First examined is the case of particle release using
no active control. The intensity profiles with time (Figures 3-4:abcdefgh) display the
scattered light contamination in the scenario for 150, 200, 250, 300, 350, 450, 600 and
750 km of altitude. These plots display log plots of the normalized intensity with respect
to time. The intensity is normalized by the incident light, i.e. sunlight. The "zero" line at
10-16 represents the edge of the domain. It is the intensity that would be caused by one
10 micron particle at a distance of lkm. This is established as a reference value.
The plots display an increase in the amount of time that the contamination can
appear in the viewfield. At higher altitudes, particles are not swept out of the domain by
the neutral wind as easily, and thus particles stay in the domain for much longer. As a
result, contamination appears in the viewfield much longer after the release time. At 150
km, the particles are all swept back so strongly that particles only cross the view field
within the first two seconds. This time can be seen to gradually increase as the cases get
higher altitudes.
There are a number of common characteristics in these plots. First, there is
always a peak near t--0, when the particle release occurs. This represents the bulk of the
particles moving at the fastest speeds. The peak is slightly higher in the lower altitudes,
as particles are blown back by the neutral wind such that they are closer to the sensor and
the resultant scattering they cause is increased. After the peak, there is a decrease with
time, as particles which cross the viewfield are crossing farther from the sensor, thus the
later time of crossing.
In the plots representative of region 1 (lower altitudes), there are several points at
which the intensity rises to a sharp peak and then is quickly reduced. This is occuring
due to particles approaching the sensor while in the view field. Each of these peaks is
likely due to a single particle. These particles have been turned around by neutral drag
and are heading toward the spacecraft.
A feature that is common to the region 2 plots is that of small isolated peaks of
intensity later in the time domain. These particles which arrive later tend to cross at
farther distances from the sensor, as shown by the shorter intensity peaks. At these
farther distances, the particles are less densely populated, and thus they cross the
viewfield less frequently.
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Figure 3-4a : Time History of Intensity at 150 km; No Active Control
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Figure 3-4b: Time History of Intensity at 200 km; No Active Control
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Figure 3-4c: Time History of Intensity at 250 km; No Active Control
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Figure 3-4d : Time History of Intensity at 300 km; No Active Control
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Figure 3-4e : Time History of Intensity at 350 kin; No Active Control
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Figure 3-4f: Time History of Intensity at 450 km; No Active Control
Time History
600 km. no atctive control
200. 400.
Ti me (seconds)
Figure 3-4g : Time History of Intensity at 600 km; No Active Control
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Figure 3-4h : Time History of Intensity at 750 km; No Active Control
The total intensity at each time was averaged over the first ten seconds for each
plot. This is a region containing the peak, and thus the chief disturbance. This time
average for the cases where no active control was used in the 2D case is shown in Figure
3-5. The time average is lower for the lower altitudes. This is because of the short
duration of contamination at 150 km. Over the range of time from 0 < t < 10 there is a
long period without the presence of contamination. This has the effect of decreasing the
time average intensity over this period. The neutral wind, in the low altitude regions, is
acting as another contamination control method, reducing the average scattered intensity.
Because it is less effective at higher levels, the intensity levels off. The error bars display
the standard deviation of each average.
The values displayed here have no absolute meaning, because the number of
particles released is completely artificial. The contaminant intensity increases with
increased numbers of particles. What is important is the relative values between this and
the values that will be produced by the use of active control methods.
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Figure 3-5: 2D Intensity Plot, No Active Control
3.3.1.2 Gas Jet Control (2D Case): Next, different control methods are added to this
simulation to see what sort of effects they may have. The first that is examined is the gas
dynamic control force imparted by the cold gas jets. The thrusters are located on either
side of the sensor such that they could blow particles away from the view field. Due to
considerations regarding fuel usage which are discussed later, the thrusters are limited to
10mN of force and to a single second firing duration starting immediately after the
particle release event. To determine an optimal firing angle, the jets are fired at 30, 60
64
and 90 degrees with respect to the sensor view vector and the effects at each angle are
compared.
First, a set of intensity time histories for altitudes of 200 km (Figure 3-6 abc) and
600 km (Figure 3-7abcd) are examined. In figure 3-6, the plots from region 1, the
amount of contamination is visibly diminished between the 30 degree and 60 degree runs.
The peak is lower and the final time that contamination appears is sooner. In the 90
degree simulation, another phenomenon can be seen. At approximately t=4 seconds, a
particle can be seen entering the view field and approaching the sensor. This particular
orientation of the thruster has changed the trajectory of the particle such that it produces a
sharp intensity peak. In addition, the initial peak in this scenario is more spread out than
in the 60 degree case.
Time Historg
-6.0 200 km; gas jets Q 30 degrees
-10.0
Iog(I/Isun)
-14.0
-18.0
0.0 2.0 4.0 6.0 8.0
Time (seconds)
Figure 3-6a : Time History of Intensity at 200 km; Gas Jets at 30 degrees
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Figure 3-6b : Time History of Intensity at 200 km; Gas Jets at 60 degrees
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Figure 3-7 shows the effects of varying the thruster angle in region 2. The
specific plots are of intensity time histories at 600 km. The behavior seen in figure 3-7a
is reminiscent of the behavior seen in the case modeling the absence of active control.
They both possess similar "isolated short duration peak" structures. However, there are
far fewer in the case where the thrusters are used, and they stop appearing sooner. In the
60 and 90 degree inclination runs, these effects are mitigated still more. In the 90 degree
case, as is seen in Figure 3-7c, there is still one late particle appearance. It must have
had enough forward momentum to make it through the thruster plume while being blown
on such a course that it crossed much later and much farther away (as is implied by the
small size of the peak.) A closer up view of the main body of contamination for this case
is displayed in Figure 3-7d.
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Figure 3-7a : Time History of Intensity at 600 km; Gas Jets at 30 degrees
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Figure 3-7b : Time History of Intensity at 600 km; Gas Jets at 60 degrees
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Figure 3-7c : Time History of Intensity at 600 km; Gas Jets at 90 degrees
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Figure 3-7d : Close up : Time History of Intensity at 600 km; Gas Jets at 90 degrees
The intensity data is averaged over the first ten seconds as with the case of no
active control (Figure 3-8). Once again, the bars represent standard deviation of the time
averaged data. There are two fairly interesting points about these results to note. First is
the tendency of the 60 and 90 degree cases to decrease with altitude rather than increase
as was seen in Figure 3-5. One way in which gas jets reduce the scattered intensity due to
the particles is to push particles away from the craft, thus increasing their distance from
the center. The strong neutral wind at low altitudes acts against this and the gas jet
effectiveness due to this component at low altitudes is reduced.
Secondly, there is the effect of the 30 degree inclination plot rising up after
approximately 300 km and becoming fairly high. This is due to the fact that some
particles do not reach the region of primary influence of the jet, since the angle points
farther away from the leading edge of the spacecraft, before the one second firing time is
up, and thus are not turned away by t = Is. These are either slower low momentum
particles which haven't yet reached the significant panr of the plume or they are higher
momentum particles which have not yet been turned around by the plume but have now
become lower momentum particles due to the plume's effects. At lower altitudes, the
neutral wind would sweep them away once the thruster switched off. However, at higher
altitudes, the wind is too weak, and the amount of contamination proceeds to increase.
This increase occurs while the wind gets weaker. The value at high altitudes is still lower
than the in the case with no active control, thus representing the decrease that these
thrusters produce alone. This line implies an optimum balance between the positive
effects of the neutral wind in reduction of particulates, and the negative effects of the
neutral wind in reducing the effectiveness of the thrusters by exercising a strong force
opposite to them.
Overall, these cases show a significant improvement over the cases using no
active control whose values as seen in Figure 3-5 are orders of magnitude worse than the
best cases here.
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Figure 3-8 : Intensity Plot (2D) for Gas Jets at Varied Inclinations with Respect to
Viewangle
3.3.1.3 Electric Field Modification (2D Case): The next control method examined is that
of modifying the electric field to attempt to repel the particles from the domain. The field
is set up as described in section 3.1 and it is assumed to be on through the duration of the
simulation.
A few time history plots are shown next in Figures 3-9a, b and c. These plots
correspond to 200, 300 and 600 km of altitude. These can be compared to the plots of the
corresponding altitudes with no active control. It can be seen that using this electric field
does not seem to have a significant effect. The 200 km plots with no active control
(Figure 3-4b) and with the high voltage wires (Figure 3-9a) are remarkably similar. The
most significant difference is the spike (just to the left of t = 4.0) in Figure 3-4b that
cannot be found in Figure 3-9a. There are more differences between the two 300 km
plots (3-4d and 3-9b). The differences between the two 600 km plots are more visible.
There are fewer late-arriving isolated peaks in Figure 3-9c than in Figure 3-4g. In
addition, the initial peak is smaller in the electric field case for this altitude, implying a
greater effect at higher altitudes.
Time History
-6.0 200km, electric field modification
-10.0
log(I/Isun)
-14.0
-18.0
0.0 4.0 8.0 12.0 16.0
Time (seconds)
Figure 3-9a : Time History of Intensity at 200 km; Modified Electric Field
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Figure 3-9b : Time History of Intensity at 300 km; Modified Electric Field
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Figure 3-9c : Time History of Intensity at 600 km; Modified Electric Field
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Time averaging the intensity for each of the runs done with the electric field,
Figure 3-10 is generated. The lower altitude results are very similar, but the differences
become more pronounced between the higher altitude averages. This is due to the neutral
wind. At low altitudes, the neutral wind is strong enough to sweep away all of the
particles that would have been affected by the electric field. As the altitude increases, the
wind becomes weaker, but the electric field does not. The electric field modification
method results in a lower average intensity in the absense of the neutral wind, than with
no control method at all. Even though this is true, the higher altitude averages are still
within a standard deviation of each other, and therefore these results do not display a
significant improvement.
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3.3.1.4 Electron Beam Charge Modification (2D Case) : The addition of charge to the
particles had negligible effects on the motion of the particles. There is a limit based on
their dielectric strength placed on the amount of charge that these particles can hold
(Section 2.5.3) . This limit is not high enough to significantly affect their motion. In
Figure 3-11 below the time averaged intensity of these runs is compared with the runs
using no active control method.
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Figure 3-11 : Intensity Plot (2D) with Electron Beam
The two lines that are shown here display nearly the same behavior, implying that
even when each particle is set to its maximum charge, the change is insignificant.
3.3.1.5 Summary of 2D Case Results Figure 3-12 compares the averaged intensities of
all of the methods. It is clear from the plot which method is the most effective at
o
V
0
reducing the scattered light into the sensor. The gas jets, specifically the gas jets angled
at 60 degrees from the view field, result in an extremely large improvement over the case
with no active control, whereas the electric field modification yields marginal gains at
high altitudes, and the electron beam charge modification shows no gains whatsoever.
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Figure 3-12: Intensity Plot (2D) Comparing All Control Methods
3.3.2 The 3D Case
In three dimensions, the rectangular model of the previous set of simulations is
rotated to form a cylinder. The geometry of the spacecraft allows the electrical field to be
determined by taking the two dimensional electric field and assuming it was
axisymmetric about the centerline of the cylinder. Rather than using characteristic values
for electron density and temperature, as in the two dimensional case, this set of
simulations uses the International Reference Ionosphere model to get values for each
altitude.
The number of particles which are used in these cases is 25000. This resulted in
fewer particles crossing the view field during each simulation than in the two dimensional
cases, which uses a 10000 particle release across the spacecraft. Primarily this is because
there is a much higher chance in the 2D case that any particle released will cross the view
field. Releasing more particles increases the number of particles crossing the viewfield,
and thus results in more computational data to analyze, however, the computational cost
was too great.
Due to the fact that fewer particles cross the sensor viewfield in these cases, there
is a change in appearance in the intensity time history plots. In Figure 3-13a, the peaks
in the initial region are less continuous than in Figure 3-4b, the analagous plot for the two
dimensional case. In addition, the reduction in particles crossing the sensor viewfield
result in a smaller contribution to the scattered intensity, which causes a smaller peak.
This results in lower values for the average intensity in the three dimensional simulations
than the two dimensional simulations, for the cases without active control (Figure 3-14).
A characteristic time history plot for the higher altitude region is displayed in Figure 3-
13b. Due to the fact that there are fewer particles crossing the sensor viewfield, the final
particle appears much sooner than in the analogous two dimensional case (Figure 3-4h).
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Figure 3-14 : Intensity Plots for No Active Control Scenarios
Next, the effects of the active control methods in three dimensions are discussed.
The first method analyzed is gas dynamic control using cold gas jets. The first runs that
are done use thrusters of area ratio 50, and therefore exit Mach numbers of 5.9. Six of
these thrusters are placed symmetrically about the sensor, with 60 degree inclinations
with respect to the view angle. These runs show considerably less effect than was shown
in the corresponding two dimensional runs. (Figure 3-15) This occurs because the
particles are no longer compelled to travel through the centerline of the thruster to get to
the sensor view field. In addition, thrusters with this exit mach number experience rapid
plume density fall-off away from the centerline. (see section 2.5.1) In order to affect
more area with the gas jet plume, the exit Mach number is reduced to 2. This is more
effective than the other jets (see Figure 3-15), however they are still less effective than
the two dimensional scenario. The behavior in this line again implies an optimum neutral
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wind velocity to balance the aid that the wind gives in reducing the contamination and the
negative effects in reduction of the effectiveness of the thrusters.
The electric field modification used in the two dimensional case is extended to
three dimensions as an axisymmetric version of the former. The physical model for this
is a cage of high voltage wires surrounding the sensor. This method, as in the two
dimensional runs, has some effect in the higher altitude region but not at the lower one.
Again, the contamination controlling effects of the wires are small compared to the strong
neutral wind at lower altitudes, but at higher altitudes the effects are visible. The effect
that it had was much smaller than in the two dimensional case, as well. Figure 3-15
shows that the case with the modified electric field is better than the case without active
control, but the two are very close, well within the standard deviation lines.
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Figure 3-15 : Intensity Plot (3D) Comparing Effectiveness of Control Methods
The electron beam modification in this case shows no appreciable difference with
the case without control, just as in the two dimensional case.
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Additionally, despite the fact that the gas jet scenarios do not affect the intensity
as much as they did in the 2D case, they do cause significant reduction of the amount of
particles that were permitted to cross the viewfield. These numbers are not valuable in an
absolute sense but in a relative one. The gas jets with exit Mach number equal to 5.9
reduced the number of particles crossing the sensor view field by half. The second gas jet
case, using an exit Mach number of 2, showed an even greater reduction in the amount of
particles crossing the sensor during the simulation. (Figure 3-16) Therefore, though
these methods do not reduce the scattered light intensity in the three dimensional case,
they do accomplish a significant reduction in particle numbers crossing the viewfield.
--- No Active Control
- Gas Jets (Mexit = 6)
-e--Gas Jets (Mexit = 2)
; I J ; D I ; -I
______________________________ i ii
I I I I I
0 200 400 600 800
Altitude
3-16: Particles Crossing Viewfield in
1000 1200
3D Simulations
3.3.3 System Effects
The other measure of effectiveness for the control methods in these simulations is
that of the effects and demands each one may place on the spacecraft. The goal is to find
the most effective control method while minimizing system effects. This section will
discuss the mass and power penalties of the three active control methods examined in this
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section, in addition to qualitatively addressing the potential problems that might be
incurred by using each of these methods.
The gas jets primarily incur mass penalties. These will be due to fuel and
containment systems. The fuel consumption is simply a function of the mass flow rate of
the thruster and the amount of time that the jet will spray gas. The cold gas thruster used
was taken to be 10 mN. This number was obtained to minimize the mass flow necessary
while still obtaining significant effect. The low thrust does the added benefit of relieving
the system of the need for heavy pressure tanks which would be needed to hold gas at the
high pressures necessary to generate high thrust from cold gas thrusters. The thruster was
previously chosen to be a cold gas thruster of Isp = 70 sec. Using the thrust and the Isp,
the mass flow rate was determined to be .000015 kg/s. The duration of the jet firing,
chosen to balance fuel conservation and effectiveness, had been chosen to be one second
each firing. This results in a mass cost of .000015 kg per thruster per firing. In addition,
these thrusters cause a net force which slows the spacecraft. Therefore, compensation
thrusters must be placed at the rear of the spacecraft to maintain the orbit. The thrusters
which are angled at 60 degrees with respect to the velocity vector, the retarding force per
thruster is half of the force of that thruster. For simplicity, we assume that the
compensation thrusters are of the same type as the contamination control thrusters. This
results in the following mass cost for one firing:
m = 3/2 * ( 6 * .000015 kg/s) * (1 s) = .000135 kg
If the event which caused the particle releases was that of thermal shock, then it
would occur twice per orbit: when entering and leaving eclipse. The number of orbits in
a given year varies for each altitude. The difference is small, however, compared to the
number of orbits. The number of orbits that spacecraft at 200 and 600 km will complete
in a year are 5942 and 5438 respectively. It is thus possible to arrive at values for the
mass cost in fuel per year. The cost per year is 1.60 kg for the lower orbit, and 1.47 kg
for the higher one.
The power cost of the electric field modification was determined using the voltage of
the extended wires, and multiplying it by the ion current to them. The ion current is
determined by the field generating code. This will result in the power necessary to maintain
the wires at the constant voltage. The current was determined to be 3 mA by the field code.
This, combined with the fact that the wires are set to -1 kV, results in a power requirement
of 3 watts per wire. Using the requirement that the wires be within a Childe-Langmuir length
of each other in order for this cage to be effectively modeled by the axisymmetric assumption
used in the 3D scenario, then sixteen wires are required using this set-up. This results in a
total power requirement of 48 watts. For the electron gun, the power requirements are much
less. In order to get at least an electron gyro radius on the order of a body length (1 meter) a
voltage of 220 volts is required. This assumes that the gun will be fired soon after the event,
before the particles are far from the craft. In order for the beam to scan the necessary area on
in an effective amount of time, it will only be on a given particle for .1 ms. This taken with
the maximum charge allowable for a ten micron particle (done to get an upper limit for power
cost) results in a current on the order of nanoamps, which combined with the 220 volts, gives
a power requirement on the order of microwatts. This is negligible. Considering the fact that
the effectiveness was negligible as well, this is not surprising.
Chapter 4 : Particulate Contamination on Spacecraft
Surfaces
A second problem that is examined is that of reducing particulate contamination
on a surface. Solar arrays and radiators have their effectiveness reduced when particles
build up on their surface. In this chapter, the case of particles coming to rest on the
surface of a solar array is examined. These particles block incident sunlight, reducing the
power generated by the array. Due to the negligible effects noted in the previous chapter
of the electromagnetic control methods, only the gas jets are examined here. In the first
section of this chapter, the simulation conditions are described. Then, results are
presented and discussed.
4.1 Description of Surface Case
In this case, the effectiveness of gas jet control in reduction of particle deposition
on a solar array surface is examined. This case is only examined in two dimensions,
because there is no rotational symmetry, and the electric field cannot be extrapolated
accurately into three dimensions. As before, the spacecraft is taken to be one meter by
two meters. The array is taken to be of a length on the same order of the spacecraft: two
meters. The array is located even with the trailing edge of the craft, .2 meters away from
the top edge of the spacecraft. (Figure 4-1) The direction of the sun is oriented such that
the maximum amount possible reaches the solar array. Particles are emitted only from
the lateral surface next to the array. The location of the contamination control jet is
shown in Figure 4-1.
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Figure 4-1 : Surface Case Set-Up
The potential on the spacecraft is set at -1 V, as it was in the sensor case. The
solar array potential varies linearly from -1 V at the end nearest the spacecraft, to -28 V at
the far end of the array. The resultant potential around the spacecraft and the array is
displayed in Figure 4-2. The windward surfaces have very short sheath regions, as there
is no high voltage region, like in the sensor case, to extend the potential sheath into the
incoming flow.
The gas jet that is used in this simulation is the same type that is used in the
sensor case, for consistency. The thrust is taken to be 10 mN, and it fires for one second
after particle release. The fuel requirements due to using thrusters this size are examined
earier, in the analysis of the sensor case, and is taken to be acceptable. Therefore, using a
thruster of this size is taken to be acceptable here, as well.
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Figure 4-2 : Potential Contours about Spacecraft and Solar Array
In this case, fewer particles need to be released in order to get a statistically
significant number of impacts on the solar array surface. This is due to the fact that the
particles are only released from one surface. In addition, the array is fairly large and
many of the particles will tend to impact it after release. This is especially true in the
lower altitude case, where particles will be blown back into it. In this simulation 500
particles are released at time t=0. This is a sufficient number to generate a statistically
significant number of particles impacting the surface. Particles will be quartz spheres
released with the same velocity and size probability distributions as defined in the sensor
case.
4.2 Simulation Results
This simulation is designed to ascertain an initial estimate of the effectiveness of
the gas jet control method in mitigating particle accumulation on a spacecraft surface, in
this case a solar array. The general analysis of micron sized particle behavior in the
second chapter and the control method analysis in the third chapter each imply that the
electromagnetic control methods are ineffective. Therefore, only the gas jet effectiveness
is examined here.
The neutral wind applies a force to the particles at lower altitudes, and sweeps
them back onto the surface. Thus, the number of particles (Figure 4-3) and the area they
obscure (Figure 4-4) decreases as the altitude increases.
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Figure 4-4: Area obscured by particles (for initial 500 particle release)
In addition, at the very low altitudes, many particles are blown back between the
array and the spacecraft, into the gap between them. The significance of this can be seen
in the next plots, where the effects of cold gas jets in this scenario are examined. Notice
that at 150 kin, the-effect of the gas jet is actually to make the contamination worse. It
pushes the particles which would have been blown into the region in between such that
some of them impact the solar array. As the altitude increases, the effectiveness of the
cold gas jet against the neutral wind improves, and in addition, there are fewer particles
that would have been blown into that "safe" intermediate region since the wind is weaker.
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At the highest altitudes, specified as region 2 in Chapter 3, the effectiveness of the
jet reaches a steady state, reducing the amount of particles that impact the surface by 42%
and the area obscured by these particles by 35%. The particles that actually do reach the
surface are those with more initial momentum (and thus larger size) so the reduction in
area obscured is smaller than the reduction in number of impacts.
Chapter 5: Conclusions
Some problems associated with particulate contamination around spacecraft were
addressed in this research. Particles may be jarred from the surface of spacecraft due to
sudden vibration from a solid rocket motor firing. In addition, they could be broken loose
by stresses resulting from thermal cycles. In this research, active control methods were
examined to mitigate the effects of this particulate contamination. The active control
methods that were examined were gasdynamically blowing particles from sensitive areas;
modifying the electric field to electromagnetically repel the particles, which possessed
negative charge; and increasing the charge on the particle to increase the probability that
they would be swept away by the motional electric field.
Simulations were developed and presented which would model the paths of
released particulates in this environment. The simulation tracks the particles while self-
consistently calculating the force and charge on the particle as it moves through the
domain. The control methods that were analyzed were inserted into the simulation, and
the reduction of contamination that resulted with the use of each was noted.
The second chapter details the simulation that was used, and elaborates on the
theory that was used to develop it. In addition, this chapter contains a detailed analysis of
the behavior of released particles in the ambient environment. The particles in the
simulations were taken to be quartz spheres with radii between one and ten microns. The
particles were taken to be released from the spacecraft with velocities ranging from zero
to five meters per second. The particles were found to be primarily influenced by the
force due to the neutral wind. The electromagnetic forces in the spacecraft environment
had a minimal effect. This is likely to be due to the fact that the particles have very low
charge/mass ratios. The fact that the neutral wind was the most influencial ambient force
implied that the gas jets would be the most effective control method.
The problem of particulates scattering sunlight into electromagnetic sensors was
examined in the third chapter. The result showed the gas jets to be the most effective of
the methods. In the two dimensional case, the gas jets were far more effective than either
of the other methods, primarily because of the fact that in this scenario the particles were
forced to travel through the centerline of the thruster, where the resultant force is a
maximum. In three dimensions, the gas jets were still the most effective. The
improvement was less dramatic in this case, however, because the particles were not
forced to travel through the jet centerlines. In this case, six gas jets were used and spaced
symmetrically about the sensor. It was found that reducing the area ratio of the thrusters
increased the angle over which they would be effective, and by reducing the area ratio to
the point where the exit Mach number was two (down from six), the effectiveness of the
jets was significantly increased. However, it was not as effective as in the two
dimensional case.
The electric field and charge modification methods did not show significant
effects. The acceleration due to electromagnetic forces follows the formula : a = qE/m,
where q is the particle charge, E is the electric field and m is the mass of the particle.
These two methods involve increasing either the electric field or the charge. The charge
on the particle, however, was limited to a function of its dielectric strength (Section 2.5.3)
This charge limit was not significantly higher than the initial charge of the particle, and
thus, charge modification had little or no effect. The increase in electric field near the
high voltage wires was not large enough to result in a large acceleration. This is
primarily due to the fact that the q/m ratio was too large. An electron would have a ratio
of q/m= 1.8 x 1011 C/kg, and a water ion with unit charge would have a ratio of q/m =
5.4 x 106. The one micron particle at maximum charge had a q/m ratio of .358. This
shows that the electric field would be much more effective in moving smaller particles
around, but not ones on a size of this scale.
This analysis of these active control methods also included considerations of
system cost. The cost of the gas jets was measured in additional mass due to fuel, and the
cost of the other two methods was measured in power. As noted in Section 3.3.3, the fuel
required by the gas jets would be close to one and a half kilograms per year for the
scenario described.
For this case, optimum control method examined was that of the cold gas jets,
being the most effective and having an affordable mass penalty. They were the most
effective in the two dimensional scenario. This implies that the optimum time to use
them would be when the direction of approach of the particles is known, thus forcing the
particles to approach closer to the centerline of the gas jet before they reach the sensitive
areas of the spacecraft, and allowing the jet to have its maximum effect.
In Chapter 4, this knowledge was used to assess the value of using gas jets to
prevent particles from accumulating on the surface of a solar array. Because of
knowledge gained in the previous two chapters, only the gasdynamic control method was
used in these simulations.
The case presented in Chapter 4 was a more difficult control problem, as the force
due to the neutral wind was directly toward the surface to which the contamination
needed to be reduced. The gas jets were seen to be far more effective at higher altitudes
where the neutral wind is negligible. Additionally, the gas jet was seen to have
detrimental effects on contaminants reaching the surface at the lowest altitude examined,
causing some particles to impact the surface that would not have impacted the surface in
the absense of a control method.
These methods were general, and not optimized. Further optimization may yield
improved results in controlling the particles. A different fuel or a higher Isp might result
in improved control of contamination. In addition, regarding cases with smaller particles,
posessing higher q/m ratios, the electric field modulation may be much more effective.
These should be examined in future research. In addition, control methods unlike the
ones examined here may be examined and found to be more effective.
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