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Abstract
Inland water and freshwater constitute a valuable natural resource in economic, cultural,
scientific and educational terms. Their conservation and management are critical to the
interests of all humans, nations and governments. In many regions these precious heritages
are in crisis. The main focus of this research is to investigate the capability of time variable
ENVISAT ASAR imagery to extract water surface and assess the water surface area variations
of lake Poyang in the basin of Yangtze river, the largest freshwater lake in China. Nevertheless,
the lake has been in a critical situation in recent years due to a decrease of surface water caused
by climate change and human activities.
In order to classify water and land areas and to achieve the temporal changes of water surface
area from ASAR images during the period 2006–2011, the image segmentation technique was
implemented. For this purpose, a thorough analysis of the SAR system and its properties is
first discussed. Indeed, some impairments can affect the SAR imaging signals. These impair-
ments such as different types of scattering, surface roughness, dielectric property of water,
speckle and geometric distortions can reduce SAR image quality. To avoid these distortions
or to reduce their impact, it is therefore important to pre-process SAR images effectively and
accurately. All the images were pre-processed using NEST software provided by ESA.
To calculate the water surface area, each image was tiled into 9 parts and then it is segmented
using two different methods. Firstly histogram for each tile is observed. Using a local adaptive
thresholding technique, two local maxima were determined on the histogram and then in
between these local maxima, a local minimum is determined which can be considered as the
threshold. In the second technique a Gaussian curve was fitted using Levenberg-Marquardt
method (1944 and 1963) to obtain a threshold. These thresholds are used to segment the image
into homogeneous land and water regions. Later, the time series for both methods is derived
from the estimated water surface areas.
The results indicate an intense decreasing trend in Poyang Lake surface area during the
period 2006–2011. Especially between 2010 and 2011, the lake significantly lost its surface
area as compared to the year 2006. Finally, the results are presented for both locally adaptive
thresholding and Levenberg-Marquardt methods. These results illustrate the effectiveness
of the locally adaptive thresholding method to detect water surface change. A continuous
monitoring of water surface change would lead to a long term time series, which is definitely
beneficial for water management purposes.
Keywords: ENVISAT ASAR, water surface area, lake Poyang, bimodal, freshwater
VII

IX
Contents
1 Introduction 1
1.1 Research Context . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Thesis Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.3 Organization of the Thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2 Literature Review 7
3 Study area and Data used 13
3.1 Study Area . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
3.1.1 Poyang Lake . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
3.2 Satellite and Data Used . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
3.2.1 ENVISAT Mission . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
3.2.2 Data Used . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
4 Pre-processing SAR Data 21
4.1 Radar System Distortions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
4.1.1 Geometric Distortions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
4.1.2 Speckle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
4.1.3 Atmospheric Effect due to Troposphere and Ionosphere . . . . . . . . . . 23
4.2 Pre-processing ENVISAT ASAR Images . . . . . . . . . . . . . . . . . . . . . . . . 24
4.2.1 Radiometric Correction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
4.2.2 Speckle Filtering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
4.2.3 Orbit Correction in NEST . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
4.2.4 Geocoding of SAR Images in NEST . . . . . . . . . . . . . . . . . . . . . . 32
5 Methodology and Results 35
5.1 Thresholding . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
5.1.1 Local Adaptive Thresholding . . . . . . . . . . . . . . . . . . . . . . . . . . 36
5.1.2 Bimodal Histogram Thresholding Method . . . . . . . . . . . . . . . . . . 38
5.2 Results : Local Adaptive Thresholding . . . . . . . . . . . . . . . . . . . . . . . . . 40
5.3 Results : Bimodal Histogram Thresholding . . . . . . . . . . . . . . . . . . . . . . 52
5.4 Comparison of Water Surface Area Progression . . . . . . . . . . . . . . . . . . . . 60
6 Conclusion and Scope of future work 63
A Poyang Lake Map XXIII
B NEST Tutorial XXV
B.0.1 Launching NEST . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . XXV
B.0.2 Creating a Project . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . XXVI
B.0.3 Visualizing and Accessing Data . . . . . . . . . . . . . . . . . . . . . . . . . XXVII
XB.1 Pre-processing of SAR Images . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . XXXI
B.1.1 Creating a Subset . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . XXXI
B.1.2 Applying Orbit Correction . . . . . . . . . . . . . . . . . . . . . . . . . . . XXXIII
B.1.3 Absolute Calibration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . XXXV
B.2 Speckle Filtering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . XXXVI
B.2.1 Single Product Speckle Filtering . . . . . . . . . . . . . . . . . . . . . . . . XXXVII
B.3 Orthorectification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . XXXIX
B.3.1 Exporting Image as Google Earth File . . . . . . . . . . . . . . . . . . . . . XLI
B.4 Graph Processing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . XLII
B.5 Batch Processing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . XLIX
B.6 Command Line Batch Processing . . . . . . . . . . . . . . . . . . . . . . . . . . . . LI
XI
List of Figures
1.1 SAR microwave spectrum [adopted from (Ouchi, 2013)] . . . . . . . . . . . . . . . 3
3.1 Study Area . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
3.2 Study Area with Place Name . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
3.3 ENVISAT satellite [source: ESA & Astrium 2002] . . . . . . . . . . . . . . . . . . . 16
3.4 ASAR imaging modes [source: ESA 2002] . . . . . . . . . . . . . . . . . . . . . . . 17
4.1 Foreshortening, a case of elevation displacement . . . . . . . . . . . . . . . . . . . 22
4.2 Geometric distortion caused by side looking of imaging radar [source: NASA] . 22
4.3 interference effect in SAR images [source: ESA] . . . . . . . . . . . . . . . . . . . . 23
4.4 Flowchart for pre-processing of images . . . . . . . . . . . . . . . . . . . . . . . . 24
4.5 Original image . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
4.6 Radiometrically corrected image . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
4.7 Speckle filtering with various filters . . . . . . . . . . . . . . . . . . . . . . . . . . 31
4.8 Layover-shadow mask . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
4.9 top: SAR image without Geocoding, bottom: Geocoded SAR image . . . . . . . . 34
5.1 Bimodal histogram of background and objects [source: (Shochat and Gan-El, 1999)] 35
5.2 Flow chart local adaptive thresholding algorithm . . . . . . . . . . . . . . . . . . . 37
5.3 Poyang lake subset with geographical coordinates . . . . . . . . . . . . . . . . . . 40
5.4 Splitting the whole image in nine parts with 50% forward and sideways overlap 41
5.5 Histogram of nine overlapping parts (Poyang lake subset May 2006) . . . . . . . 42
5.6 Detected threshold (T) for every small region (Poyang lake subset May 2006) . . 43
5.7 Classified Poyang lake subset image from May 2006 . . . . . . . . . . . . . . . . . 44
5.8 Classified images depicting water surface area during different months of 2006
and 2007 for the common area coverage with local adaptive thresholding method 46
5.9 Frequency map derived from all available ENVISAT ASAR WSM data using lo-
cal adaptive thresholding method . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
5.10 Frequency map (with color ramp) derived from all available ENVISAT ASAR
WSM data using local adaptive thresholding method . . . . . . . . . . . . . . . . 48
5.11 top: Classified SAR image (May 2006), bottom: Pixels removed from SAR image
(May 2006) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
5.12 Images showing different water surface area during months of 2006 and 2007
with extra pixels removed LAT method . . . . . . . . . . . . . . . . . . . . . . . . 50
5.13 Water surface area pattern during observed days of the year using the Local
adaptive thresholding method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
5.14 Gaussian curve fitting using Levenberg-Marquardt method for every small re-
gion in Bimodal histogram thresholding method (Poyang lake subset May 2006) 52
5.15 Classified image with BHT method (Poyang lake subset image from May 2006) . 53
5.17 Images showing different water surface area during months of 2006 and 2007
from BHT method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
XII
5.18 Frequency map derived from all available ENVISAT ASAR WSM data using Bi-
modal histogram thresholding method . . . . . . . . . . . . . . . . . . . . . . . . . 56
5.19 Frequency map (with color ramp) derived from all available ENVISAT ASAR
WSM data using Bimodal histogram thresholding method . . . . . . . . . . . . . 57
5.20 Images showing different water surface area, after extra pixels are removed dur-
ing months of year 2006 and 2007 from BHT method . . . . . . . . . . . . . . . . . 58
5.21 Water surface area pattern during observed days of the year using the Bimodal
histogram thresholding method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
5.22 top: Local adaptive thresholding classified SAR image (August 2006), bottom:
Bimodal histogram thresholding classified SAR image (August 2006) . . . . . . . 60
5.23 Comparison of classification results of Local adaptive thresholding method and
Bimodal histogram thresholding method . . . . . . . . . . . . . . . . . . . . . . . 61
5.24 Comparison of estimated water surface area during observed days of the year
for Local adaptive thresholding and Bimodal histogram thresholding method . . 62
B.1 Pictorial view of NEST software . . . . . . . . . . . . . . . . . . . . . . . . . . . . . XXVI
B.2 Creating a project in NEST . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . XXVI
B.3 Arrangement of various folders of a project in NEST . . . . . . . . . . . . . . . . . XXVII
B.4 Information of SAR image . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . XXVII
B.5 Product View in NEST . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . XXVIII
B.6 Visualization of SAR image in amplitude band . . . . . . . . . . . . . . . . . . . . XXIX
B.7 Metadata (information) of Amplitude band . . . . . . . . . . . . . . . . . . . . . . XXIX
B.8 Visualizing the geographical coverage of an image . . . . . . . . . . . . . . . . . . XXX
B.9 image boundary of Area of interest . . . . . . . . . . . . . . . . . . . . . . . . . . . XXX
B.10 Flowchart of preprocessing steps in NEST . . . . . . . . . . . . . . . . . . . . . . . XXXI
B.11 Creating folder Subsets under the Processed products . . . . . . . . . . . . . . . . XXXII
B.12 Creating a subset from view . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . XXXII
B.13 Saving the subset product and visualization of automatic update in project . . . . XXXIII
B.14 Applying orbit correction in NEST . . . . . . . . . . . . . . . . . . . . . . . . . . . XXXIV
B.15 selecting the processing parameter for orbit correction . . . . . . . . . . . . . . . . XXXIV
B.16 Applying radiometric correction in NEST . . . . . . . . . . . . . . . . . . . . . . . XXXV
B.17 selecting the processing parameter for radiometric correction . . . . . . . . . . . . XXXVI
B.18 Example for speckle filtering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . XXXVII
B.19 Creating folder for speckle filtering . . . . . . . . . . . . . . . . . . . . . . . . . . . XXXVII
B.20 Applying speckle filtering in NEST . . . . . . . . . . . . . . . . . . . . . . . . . . XXXVIII
B.21 selecting the processing parameter for speckle filtering . . . . . . . . . . . . . . . XXXVIII
B.22 Creating folder for storing Orthorectified images . . . . . . . . . . . . . . . . . . . XXXIX
B.23 Selecting parameters for Orthorectification of image . . . . . . . . . . . . . . . . . XL
B.24 Selecting parameters and folder for storing orthorectified images . . . . . . . . . XL
B.25 Layout showing Original image and Geo-coded image . . . . . . . . . . . . . . . XLI
B.26 Exporting image as .kmz file . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . XLI
B.27 Image layer in Google earth . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . XLII
B.28 Acessing graph builder . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . XLII
B.29 Inserting read and Apply orbit correction to Graph . . . . . . . . . . . . . . . . . XLIII
B.30 Adding Radiometric correction to Graph . . . . . . . . . . . . . . . . . . . . . . . XLIV
B.31 Adding Speckle filtering to Graph . . . . . . . . . . . . . . . . . . . . . . . . . . . XLV
B.32 Adding SAR simulation to Graph . . . . . . . . . . . . . . . . . . . . . . . . . . . . XLVI
B.33 Adding GCP-selection to Graph . . . . . . . . . . . . . . . . . . . . . . . . . . . . . XLVII
XIII
B.34 Adding SARSim-Terrain-Correction to Graph . . . . . . . . . . . . . . . . . . . . . XLVIII
B.35 Full graph for processing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . XLIX
B.36 Acessing graph builder . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . XLIX
B.37 Adding images for batch processing . . . . . . . . . . . . . . . . . . . . . . . . . . L
B.38 Loading the Graph for batch processing . . . . . . . . . . . . . . . . . . . . . . . . L
B.39 Graph for command line processing . . . . . . . . . . . . . . . . . . . . . . . . . . LI
B.40 Graph in xml view via Wordpad . . . . . . . . . . . . . . . . . . . . . . . . . . . . LII
B.41 Creating a txt document for command line processing . . . . . . . . . . . . . . . . LIII
B.42 Code for searching *.dim files . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . LIV
B.43 Path for the xml file (graph) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . LIV
B.44 Path for storing the output . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . LIV
B.45 Creating batch file . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . LV
B.46 All the files will be processed and stored in the specified folder . . . . . . . . . . LV

XV
List of Tables
1.1 SAR misions for Earth observation . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.1 Classification of Image Segmentation . . . . . . . . . . . . . . . . . . . . . . . . . . 9
3.1 Main ASAR configuration parameters . . . . . . . . . . . . . . . . . . . . . . . . . 15
3.2 Summary of Available SAR Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
5.1 Summary of detected threshold for each small region of the SAR image (Poyang
lake subset May 2006) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
5.2 Summary of detected mean values and standard deviations for each small region
of the SAR image (Poyang lake subset May 2006) . . . . . . . . . . . . . . . . . . . 45
5.3 Summary of detected threshold with BHT method for each small region of the
SAR image (Poyang lake subset May 2006) . . . . . . . . . . . . . . . . . . . . . . 53
5.4 Summary of detected mean values and standard deviations using BHT method
for each small region of the SAR image (Poyang lake subset May 2006) . . . . . . 54

1Chapter 1
Introduction
1.1 Research Context
Planet Earth has been called the Blue Planet (University of Michigan, 2015), as 75% of Earth’s
surface is covered with water. Most of the water is saline. Freshwater is approximately 5% on
its surface (Herdendorf, 1990). Global freshwater is the most valuable natural resource. Most
of it is stored in ice caps, glaciers and ground water. Estimated 68% of the remaining water
is in 189 large lakes (Reid and Beeton, 1992). Lakes have always been focal points for human
settlements. Lake water has been essential for domestic and industrial consumption’s. Water
resources, including lakes are also being used for irrigation, leisure, mode of transport, hydro-
power and recreational fishing (Beeton, 2002).
In recent years, many freshwater lakes around the world are undergoing rapid change by both
long-term climate change and short-term localized human activities (Du et al., 2011). Consider-
ing the importance of freshwater lakes for human beings as well as for regional ecological and
environmental issues (Alsdorf and Lettenmaier, 2003), it is necessary to have the knowledge
of the spatial and temporal variations of the surface freshwater (Alsdorf et al., 2007). Fresh-
water changes in lakes might have influence on the different local factors such as geomorphic
characteristics and hydrological cycling etc.
However, the water cycle proceeds in the absence or presence of human activities, also global
warming is affecting the speed of water cycle (Maidment, 1993). The speeding up of the hy-
drological cycle may lead to more extreme weather conditions on parts of the earth, which
will affect human’s life (Tourian, 2013). Therefore, it is important to monitor the spatial and
temporal changes of available water over time. Understanding relationships and interactions
between human beings and natural phenomena are important for better decision making, and
both come under the branch known as change detection (Lu et al., 2004).
Change detection is important in remote sensing, as it describes the amount and nature of
change over time. The goal of change detection is to detect significant changes while rejecting
unimportant ones. Therefore analyzing the changes in lake water surface area is very important
for the water resource management (Du et al., 2011). Determination of the causes and conse-
quences of the changes of lake water surface area will lead to the solutions for their protection
and restoration (Du et al., 2011).
Freshwater is the basic need for terrestrial life. Furthermore, considering the predicted popula-
tion growth, we need to have better knowledge about the distribution of surface water. There-
fore, hydrological observations of temporal and spatial variations of water are very important.
Methods for these observations are summarized below:
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• Traditionally stream flow is estimated by measuring the water level and converting it
into river discharge (Alsdorf and Lettenmaier, 2003). The height observations have been
collected for river basins using stream gauges in various parts of the world. For defin-
ing the water dynamics of a water body, three-dimensional spatial and temporal domain
information is needed. But in-situ method provides only one-dimensional information
about the water dynamics for a water body (Alsdorf et al., 2007).
In-situ methods have served well, but they cannot be applied globally as they are inten-
sive and expensive. In-situ method is inadequate for non-channelized flow of wetland
and flood plains (e.g. Amazon). Sometimes due to legal and institutional restrictions
stream gauge data is unavailable for scientific purposes (e.g. Potomac River, Washing-
ton, D.C.). Also in non-industrialized countries the gauge network density is less. For
example, surface water across the African continent and parts of the Arctic is either not
measured or is measured sparsely (Alsdorf et al., 2007).
• Water often covers large regions, which are difficult to access from the ground. Recent
development in satellite remote sensing promise more accurate monitoring of freshwater
resources. Remote sensing data is a well-suited information source due to their tempo-
ral resolution and cost effective properties, especially for regions which are inaccessible.
Also, considering the limitations of in-situ methods, spaceborne techniques enable hy-
drologists to move beyond the point-based observations. Three spaceborne remote sens-
ing techniques used for hydrological applications are radar altimetery, optical imagery,
SAR imagery and GRACE.
The first step towards such measurements came from satellite altimetry. Radar (satellite) al-
timetry is a technique of satellite geodesy which measures the height relative to a reference
ellipsoid (Alsdorf and Lettenmaier, 2003). Water height can be obtained by combining precise
satellite location data and obtained height measurements. Satellite altimetry can be applied
to monitor the surface water height (Tourian, 2013). The application of satellite altimetry to
monitor inland waters has several limitations. The satellite potentially misses important hy-
drological events (e.g., flash flood), due to long repeat cycle. For instance, the repeat period for
TOPEX/Poseidon and Jason-1/2 is 10 days, 35 days for ERS-1/2, Envisat and SARAL/Altika,
and 91 days for ICESat. Radar altimeter footprint (about 1.7 to 3 km for calm waters) with low
spatial resolution, has limited measurement only to wide rivers (Sulistioadi et al., 2015). Also,
all altimeters are profiling instruments and do not yield two-dimensional images (Alsdorf et al.,
2007).
The second approach provides the temporal variations in water storage. GRACE and GOCE
satellite missions with different measurement concepts paved path with different approaches
for oceanographic and hydrological application. GRACE observed mass changes, that can be
related to the hydrological events over a large area. It measures basins larger than ∼ 200, 000
km2 (Alsdorf et al., 2007). GOCE with onboard highly sensitive gravity gradiometer detects
the fine density differences in the crust and oceans of the Earth. GOCE gravity data can be
combined with satellite altimetry data to estimate the ocean currents (Tourian, 2013). Radar
altimetry, GRACE and GOCE do not provide the extent of surface water area. Radar altimetry
and GRACE have a poor spatial resolution. Also radar altimetry misses water bodies between
the orbital tracks due to nadir looking behaviour (Alsdorf et al., 2007).
Reliable information about the spatial distribution of open surface water is critically important
in various scientific disciplines such as the assessment of present and future water resources,
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climate models, agriculture suitability, river dynamics, wetland inventory, watershed analysis,
surface water survey and management, flood mapping and environment monitoring. Remote
sensing satellites at different spatial, spectral and temporal resolutions provide an enormous
amount of data that have become primary sources, being extensively used for detecting and
extracting surface water and its changes in recent decades (Rokni et al., 2014).
Mapping and estimation of surface water area using optical satellite imagery has been suc-
cessfully implemented. If available, they are preferred for water mapping. With advancement
in remote sensing technology, spatial resolution of optical imagery has been considerably im-
proved (e.g. IKONOS with 0.8 m panchromatic). Optical systems have not only multi-channel
acquisition capability, but also good temporal resolution (e.g. MODIS with daily acquisition).
The water surface area can be estimated using optical data. However, optical sensors have
three basic shortcomings. The first is that they cannot penetrate through cloud cover. The sec-
ond shortcoming is that they have problem with smoke and forest fires. The third shortcoming
is their failure to image the water beneath the canopy.
During the past several decades, natural and physical features of the landscape have received
attention and are still receiving considerable attention as topics of SAR-based research. Syn-
thetic Aperture Radar (SAR) has advantages over optical systems, summarized as following
• SAR is an active system (see Figure 1.1)
• Capability of all-weather/day-night acquisition and to some extent, acquisition in rain
(Ouchi, 2013)
• Additionally it can penetrate through cloud cover and also can detect water beneath the
canopy
• SAR system can be used in real time for emergency situations for acquisition of Earth’s
surface in repetitive manner, both in descending and ascending orbit
These advantages of SAR makes it more suitable for the water surface area detection (Martinis,
2010).
Figure 1.1: SAR microwave spectrum [adopted from (Ouchi, 2013)]
Over the last years, SAR systems have increasingly been used for mapping water extent.
Past and current medium-resolution SAR satellite and space shuttle radar missions have
successfully accomplished large-scale water mapping in X-(SIR-C/X-SAR, SRTM), C- (ERS-
1/2 AMI, Envisat ASAR, RADARSAT-1/2, SIR-C/XSAR), and L-band domain (SEASAT-1,
JERS-1, ALOS PALSAR, SIR-A/B/C/X-SAR). Small-scale water mapping is very limited at
these particular wavelengths (Martinis, 2010). The successful launch of new generation SAR
systems with improved spatial resolution and different polarization made them more suitable
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Table 1.1: SAR misions for Earth observation
Satellite Agency/Country Year Band
SEASAT-SAR NASA/USA 1978 L
SIR-A* NASA/USA 1981 L
SIR-B* NASA/USA 1984 L
ERS-1 ESA 1991 C
ALMAZ-1 USSR 1991 S
JERS-1 SAR NASDA/Japan 1992 L
NASA/USA C/L
SIR-C/X-SAR* DLR/Germany 1994 X
ASI/Italy
RADARSAT-1 CSA/Canada 1995 C
ERS-2 ESA 1995 C
SRTM* NASA/USA 2000 C
DLR/Germany X
ENIVSAT-ASAR ESA 2002-2012 C
ALOS-PALSAR JAXA/Japan 2006 L
SAR-Lupe(5) Germany 2006-2008 X
RADARSAT-2 CSA/Canada 2007 C
Cosmo-SkyMed(4) ASI/Italy 2007-2010 X
TerraSAR-X DLR/Germany 2007 X
TanDEM-X DLR/Germany 2009 X
RISAT-1 ISRO/India 2012 C
HJ-1-C China 2012 S
Sentinel-1 ESA 2014 C
*Shuttle borne SAR
for water monitoring purposes. Important spaceborne and shuttle borne SAR missions are
summarized in Table 1.1.
However, normal SAR data has only one channel acquisition in single-polarized mode com-
pared to optical imagery (Martinis, 2010). Additionally, side-looking radar has a complex imag-
ing geometry and is also affected by speckle. These problems make data interpretation and
automated information extraction complex. However, these problems are already addressed
by using high-resolution/multi-polarization SAR sensors and optimized image analysis tech-
niques. Multi-temporal SAR data are also considered source of rich information. In this thesis,
two automated methods from digital image processing techniques are applied to identify wa-
ter pixels or water bodies on multi-temporal SAR images. These techniques are then evaluated
as a tool for surface water area mapping.
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1.2 Thesis Objectives
The aim of this study is to use SAR technique for surface water area detection. This work
describes the implementation of automated methods for the detection of surface water area
using multi-temporal SAR data. The optimization focuses on the improvement of the classifi-
cation results. The tasks identified to reach this objective have been divided into the following
research goals :
• Effectively separate water bodies from other land features
• Determining the extent of surface water area and its temporal variation
1.3 Organization of the Thesis
This thesis consists of Six chapters. Chapter 1 outlines the research context and research ob-
jectives. Chapter 2 presents a literature review of techniques and applications in surface water
area mapping. Chapter 3 describes the study area and the data used in this study. Also, a
brief description about the SAR, ENVISAT satellite and summary of SAR advantages are men-
tioned in Chapter 3. Chapter 4 describes the pre-processing of SAR data used in this study.
Distortions affecting SAR data are also discussed, then the methods to remove all these dis-
tortions and result of pre-processing using NEST software are presented. Chapter 5 describes
the methodology adopted in this study, analysis and discusses the outcome of different meth-
ods and classification results. Conclusions are summarized in Chapter 6. A NEST tutorial is
provided as an appendices.
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Literature Review
SAR remote sensing techniques have become promising tools for monitoring the extent of wa-
ter surface in different geographical areas. This section provides an overview of the state of
the art regarding water detection techniques. The goal is not to present a comprehensive large
review of published work, but to give an idea of principal research approaches and applica-
tions. A number of methods for the delineation of water extent in SAR imagery of both fluvial
and tidal environments have been developed (Martinis, 2010). Using single-epoch data, these
algorithms are only able to extract water bodies. The integration of additional information on
normal water level enables the identification of inundation areas.
The most common methods used for detecting different landuse/landcover classes are classi-
fication and visual interpretations. Both techniques are traditionally used for detecting surface
water from images. Image classification and visual interpretation are change detection tech-
niques. Change detection is the process of identifying differences in the state of the object or
phenomenon by observing it at different times (Lu et al., 2004). According to Radke et al. (2005),
the goal is to identify the set of pixels, or to detect regions of change that are "significantly dif-
ferent". Lu et al. (2004) summarized change detection in following six categories:
• Algebraic Method: It tries to find a test variable from image series, and compare this test
variable with a suitable threshold to identify which areas have changed.
• Transformation Method : It tries to deal with each image recorded at different times as
a single layer of a synthetic multi-spectral image. Then transforms this multi-spectral
image into corresponding major and minor components.
• Classification : It also merge all images of different dates into a synthetic multi-spectral
image, and uses a classification method (Bishop and Nasrabadi, 2006) to identify which
area has changed.
• Advanced model : It uses a biophysical model related to the scattering process of vegeta-
tion to find changed areas.
• GIS methods : It has ability to incorporate different types of data with GIS and remote
sensing methods. Mostly application are focused on urban areas.
• Visual analysis : It includes visual interpretation of image from experience analyst.
As mentioned above, analysis of SAR satellite data for detecting water bodies is generally car-
ried out either by visual interpretation or by digital image classification techniques. Texture,
shape, size and patterns of the images are key elements in visual interpretation (Lu et al., 2004),
it gives a reasonably accurate assessment of the water extent (Martinis, 2010). But as this is
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carried out manually by skilled analysts digitizing the land/water boundary, it is very time
consuming; Especially when the area to be mapped is large (Martinis, 2010).
Since the 1980s image classification techniques employed the image pixel as the basic unit of
analysis, with which each pixel is labeled as a single class (Li et al., 2014). Simply, the applied
technique classifies each image element into water and non-water categories. Li et al. (2014)
provided a good review of classification techniques. They divided classification techniques
into three categories:
1. Pixel-wise image classification: This method assumes each pixel is pure and typically
labeled as a single class type. It consists of three groups:
• Unsupervised classification (e.g. k-means, ISODATA, SOM hierarchical clustering)
• Supervised classification (e.g. Maximum likelihood, Minimum distance-to-means,
Mahalanobis distance, Parallelepiped, k-nearest Neighbors)
• Machine learning (e.g. artificial neural network, classification tree, random forests,
support vector machine, genetic algorithms)
2. Sub-pixel-wise image classification: In this method every pixel is considered mixed and
the areal proportion of each class is estimated (e.g. Fuzzy classification, neural networks,
regression modeling, regression tree analysis, spectral mixture analysis, fuzzy-spectral
mixture analysis)
3. Object-based image classification: This method considers geographical objects instead of
individual pixels, as the basic unit for analysis (e.g. Image segmentation and object-based
image analysis techniques)
In (Martinis, 2010), state of art in SAR-based water detection is presented for above discussed
classification techniques. According to Martinis (2010), data from the new generation of high
resolution SAR sensors, objects on the ground are usually larger than the pixel size. Thus,
there is a strong likelihood that adjacent pixels, although characterized by different spectral
properties, belong to the same land-use/land-cover unit (LULC), unless these elements are
located in boundary areas. It also mentions several methods and examples of classification
techniques that separate water from non-water areas :
• ML classifier method trained by unsupervised thresholding of log-mean data. It was pro-
posed in (Ahtonen et al., 2004) for automatic surface water extraction, which integrates
local texture features.
• Supervised approaches, which identify the water using the statistical properties of man-
ually selected training data. For example Maximum Likelihood (ML) is performed on
ERS-1/2 in (Roo et al., 1999), Binary decision classifier used by Townsend (2001, 2002) for
RADARSAT-1 and Clark and Pregibon (1993) on ERS-1 for differentiating flooded and
non-flooded areas.
• Algebraic method of differencing (Peng et al., 2004; McMillan et al., 2006), normalized
difference (Nico et al., 2000), ratio (Rémi and Hervé, 2007), and log ratio data (Bazi et al.,
2005).
9• Interferometric phase correlation between two SAR images can determine water areas
with low interferometric phase correlation and land areas with higher coherence (Weg-
müller et al., 1995; Marinelli et al., 1997; Dellepiane et al., 2000).
• Amplitude approach, determines the flooded areas where backscatter considerably de-
creases in case of calm open water areas or increases in case of double-bouncing vegeta-
tion areas.
• Artificial neural networks (ANN) using Kohonen’s self-organizing maps (SOMs) (Koho-
nen, 1995; Haykin, 1999) for medium resolution SAR e.g. (Kussul, 2008).
• Supervised threshold detection from histogram (Townsend and Walsh, 1998; Chen et al.,
1999; Townsend, 2001; Brivio et al., 2002; Henry et al., 2006; Matgen et al., 2007; Lang
et al., 2008). Automatic thresholding procedure (Sahoo et al., 1988; Pal and Pal, 1993; Bazi
et al., 2007).
• Sophisticated region growing procedures of statistical active contour models (ACMs)
for determining land/water boundaries in single-polarised SAR data (Kass et al., 1988;
Williams and Shah, 1992; Ivins and Porill, 1995; Mason and Davenport, 1996).
• Bayesian segmentation technique to separate land and sea regions in TerraSAR-X data by
Ferreira and Bioucas-Dias (2008).
All the water detection techniques presented above have different complexity, accuracies, time-
consumption and levels of human intervention. None of them is suitable for all kinds of data
and conditions. Image segmentation is an important classical approach, which is easy to imple-
ment. Depending on the application, the foreground can be represented by gray-level 0, black
and the background with the highest 255 in 8-bit images, or vice-versa (Sezgin and Sankur,
2004). According to Kang et al. (2009) image segmentation is divided in three categories and
few subcategories. These categories and subcategories are summarized in Table 2.1.
Table 2.1: Classification of Image Segmentation
Main categories Sub-classes
Edge-based segmentation
Gray-histogram technique
Gradient-based method
Differential coefficient technique
Laplacian of a Gaussian (LoG)
Canny technique
Region-based segmentation
Thresholding
Otsu
Optimal thresholding
Thresholding image
Region operating
Region growing
Region splitting and merging
Image matching
Special theory based segmentation
Fuzzy clustering segmentation
Neural networks based segmentation
Physically-based segmentation
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Edge-based segmentation: If there are intense discontinuity of gray change, color distinctness,
texture variety etc. in boundary pixels lying between different regions. An image can be seg-
mented by detecting those discontinuities. Gray-histogram and Gradient-based method are
two main edge-based segmentation methods.
1. Gray-histogram technique approximately substitutes the curves of object and back-
ground with two Gaussian curves, whose intersection is the valley of histogram.
Threshold T is the gray value of the point at that valley.
2. In the Gradient-based method, first we find the gradient of the image 5 f (x, y). When
the change of gray value near the edge is intense enough and there is little image noise,
Gradient-based method works well, and segmentation result is adaptive to the direction
of gradient. commonly used Gradient-based methods are Differential coefficient tech-
nique, Laplacian of Gaussian (LoG), and Canny technique.
Region-based segmentation: This type of segmentation partitions an image into regions that
are similar according to a set of predefined criteria. Thresholding, region growing, region split-
ting and merging are examples of Region-based segmentation.
1. Thresholding techniques are image segmentations based on image-space regions. The
fundamental principle of thresholding techniques is based on the characteristics of the
image. It chooses proper thresholds Tn to divide image pixels into several classes and
separates the objects from background.
Any point (x, y) for which f (x, y) > T is called an object point; and a point (x, y) is called
a background point if f (x, y) < T.
Threshold T is given by the following equation:
T = M[x, y, p(x, y), f (x, y)] (2.1)
Where f (x, y) is the gray value of point (x, y) and p(x, y) denotes some local property
of the point, such as the average gray value of the neighborhood centred on point (x, y).
Based on equation (1.1) thresholding techniques can be mainly divided into global, local,
and dynamic thresholding techniques.
a) Global thresholding: When T depends only on f (x, y) and the value of T solely re-
lates to the character of pixels, this thresholding technique is called global threshold-
ing technique (e.g. minimum thresholding, Otsu, optimal thresholding, histogram
concave analysis, iterative thresholding, entropy-based thresholding, MoM-keeping
thresholding etc.).
b) Local thresholding: If threshold T depends on both f (x, y) and p(x, y) , this thresh-
olding is called local thresholding. This method divides an original image into sev-
eral sub regions, and chooses various thresholds Ts for each sub region (e.g. simple
statistical thresholding, 2-D entropy-based thresholding, histogram-transformation
thresholding etc.).
c) Dynamic thresholding: If, in an image, there are several objects taking up different
gray level regions, the image should be partitioned with varying dynamic thresholds
(T1, T2, ..... Tn), depending on f (x, y) , p(x, y) and the spatial coordinates x and y (e.g.
Watershed, interpolatory thresholding etc.).
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2. Region operating: this image segmentation segments an image into rational regions.
a) Region growing: it groups pixels or sub regions into larger regions based on prede-
fined criteria. Region growing can be processed in three steps: a) choose the right
"seed" points; b) select a set of similarity criteria (such as gray level or color); c) set
up a stopping rule.
b) Region splitting and merging: instead of choosing seed points, users can divide an
image into a set of arbitrary, unconnected regions and then merge and/or split the
regions in an attempt to satisfy the conditions of reasonable image segmentation.
Region splitting and merging is usually implemented with theory based on quadtree
data.
Special-theory based segmentation: Segmentation algorithms derived from other fields such
as wavelet transformation, morphology, fuzzy mathematics, genetic algorithm, artificial intel-
ligence etc.
1. Fuzzy clustering segmentation
2. Neural Network-based segmentation
Thresholding is an important step in many pattern recognition systems to binarize images by
separating the object and background class according to a suitably selected threshold value
(Martinis, 2010). This method is one of the most widely used image processing techniques to
distinguish between water and non-water areas in SAR image. In SAR images water is rep-
resented by the lower gray values and a suitable threshold value can be detected to separate
water from land areas. Due to its simplicity, this method is computationally very fast and
therefore suitable for rapid mapping purposes (Martinis, 2010). Most of the water bodies can
be detected by this method for moderate roughness conditions, as the contrast between water
and land areas is significant. Therefore, results from this method are reliable and common,
most of the extent of an inundation the area can be derived (Martinis et al., 2009). Threshold
values for separating water bodies depend on factors such as environmental and satellite sys-
tem parameters, which can be highly variable and have to be determined individually for each
satellite scene. These problems can be overcome by Automatic thresholding procedures.
For automatic water surface detection in this thesis we use a method by Liu and Jezek (2004)
with a modification into two sub-methods: Local adaptive thresholding and Bimodal his-
togram thresholding method. According to Martinis et al. (2009) many parametric threshold-
ing algorithms determine semantic classes such as water and non-water areas on the basis of
a priori probability of the class-conditional densities in a histogram. The classes water and
non-water may show quite different a priori probabilities when looking at the entire dataset
compared to looking at a subset of it. Which may reduce the capability of global thresholding
method, as it is unable to detect the local gray changes. So Local adaptive thresholding method
can be used in place of global thresholding, which sets the threshold value dynamically ac-
cording to the local characteristics to achieve a good separation between the water and non-
water areas. Additionally bimodal histogram thresholding method uses Levenberg-Marquardt
method to iteratively fit the Gaussian curve to the original histogram and to determine the
threshold (Liu and Jezek, 2004).
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Chapter 3
Study area and Data used
3.1 Study Area
The study area consists of Lake Poyang in the lower basin of the Yangtze River (see Figure
3.1 and 3.2) between latitudes 28◦0′0.00′′N to −30◦0′0.00′′N and longitudes 115◦0′0.00′′E to
−117◦0′0.00′′E. The study area is located north of Jiangxi province, east of Hubei province and
south of Anhui province. Between the above defined coordinates, it has an area of approx-
imately 42 383 km2 and is located in south-eastern part of China. Du et al. (2011) state that
Yangtze River is the longest river in China and the third largest in the world. It plays an impor-
tant role in the social and economic development of China. Not only does it have a complex
system of lakes, marshes and river channels, but also thousands of different lakes in the plains
of river Yangtze. These lakes support the regional agriculture by irrigation and accumulate wa-
ters during flooding. Formation and evolution of these lakes are tied to the evolution of Yangtze
River. However, human activities have altered the environment in the middle Yangtze region.
Due to excessive drainage and cultivation the lake areas have decreased and their ecosystem
has changed considerably. So it is important to monitor those changes in the regional ecological
environment (Ding and Li, 2011).
3.1.1 Poyang Lake
Lake Poyang, also known as Poyang Hu in Chinese (Pinyin), is the largest freshwater lake in
China. The lake basin is one of China’s most important rice-producing regions (Encyclopaedia
Britannica, Accessed Sep 2014). Poyang Lake drains into the Yangtze River at its northern end
and has streamflow of approximately 143.6 × 109 m3/year. Poyang lake water is used by a
number of cities, it is an important mode of transport, and is used for floodwater storage. It is
home to various rare and endangered species. Poyang lake hydrology depends on the Yangtze
River water level or discharge, as well as on its tributaries. During the wet season from April-
September, the lake water surface area can exceed 3000 km2 (Lai et al., 2014). During the dry
season from October-March, the lake area can shrink to less than 1000 km2 (Han et al., 2014).
Changes in local rainfall and blocking effect of Three-Gorges Dam on the Yangtze River is
related to climate change and human activities (Lai et al., 2014). Here the focus is the water
surface area extraction using multitemporal SAR imagery.
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Figure 3.1: Study Area
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Figure 3.2: Study Area with Place Name
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3.2.1 ENVISAT Mission
Taking into the context the interest in mapping, water surface area, this section explains
history about the ENVISAT satellite. The satellite was launched for environmental resources
monitoring and phenomena analysis. This satellite not only constituted a major challenge, but
also an important enhancement of techniques for the future images acquisition dealing with
Earth observation. It had onboard a SAR sensor which is called ASAR for ENVISAT satellite.
In this framework, its specifications and technical characteristics are given below.
In literature, satellite remote sensing technology showed many advantages, such as coverage of
large geographical areas, repetitive coverage with high resolution and lower time-consuming
than aerial photographic surveys. Optical sensors are able to detect water bodies through high-
resolution imagery. However, clouds and other weather conditions limit their abilities. Radar
systems provide the possibility to deliver data 24 hours per day and provide all-weather cover-
age because the radar pulse is capable of penetrating the cloud cover. The recent SAR systems
offer today a large panel of new possibilities such as water areas mapping. In this study SAR
remote sensing is chosen over the optical and infrared imagery.
The ENVISAT satellite was successfully launched by the European Space Agency (ESA) in
March 2002. ENVISAT mission ended on 08 April 2012 due to loss of contact with the satellite.
ENVISAT had 10 instruments to provide continuous observation and monitoring of Earth’s
land, atmosphere, oceans and ice caps. The biggest instrument of the payload was ASAR
(Advanced Synthetic Aperture Radar) with the antenna length of 10 meters. This ASAR was
enhanced from the previous experiences with ERS1 and ERS2 missions. ENVISAT had a sun-
synchronous polar orbit at an altitude of approximately 800 km. Being wide swath, for most
sensors provided a complete coverage within one to three days and repeat cycle of the reference
orbit is 35 days (European Space Agency, Accessed Feb 2015).
ENVISAT allowed different polarization combinations, incidence angles and imaging modes.
Main characteristics of the sensor are summarized in Table 3.1.
Table 3.1: Main ASAR configuration parameters
Parameter ASAR configuration
Orbit altitude ∼799 km
Orbit inclination angle [ ◦ ] 98.55
Incidence angle range† 14-45◦
Swath width† 50-500 km
Frequency / wavelength 5.331 GHz/5.6224 cm (C-band)
Polarization HH/VV/VH/HV
Calibration accuracy ±0.5 dB
Range sampling rate [MHz] 19.21
Grounding track repeat cycle 35 days
†dependent on the selected configuration
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Figure 3.3: ENVISAT satellite [source: ESA & Astrium 2002]
The ENVISAT ASAR can be operated with five selectable imaging modes with a possibility to
achieve different incidence angles controlling antenna direction.
• Image mode (IM)
Swath width between 56 km and 100 km with spatial resolution 30 m. VV or HH1 polar-
ization images from 7 selectable swaths.
• Alternating Polarization (AP)
Two co-registered images with spatial resolution 30 m. HH/VV, HH/HV2or VV/VH po-
larization images from 7 selectable swaths.
• Wide Swath (WS)
400× 400 km2 wide swath image with spatial resolution 150 m. VV or HH polarization
images
• Global Monitoring Mode (GM)
Same acquisition method like wide swath mode with reduced spatial resolution of 1 km.
VV or HH polarized images.
1like polarization
2cross polarization
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Figure 3.4: ASAR imaging modes [source: ESA 2002]
• Wave mode (WV)
At regular intervals of 100 km along the track a small imagette is acquired. The imagette3
can be positioned anywhere in an image mode swath. HH or VV polarized images. Im-
agettes are converted to wave spectra for ocean monitoring.
Advantages of ENVISAT ASAR imaging capabilities
• Multi-incidence observations
• Frequent observations
• Wide area coverage
3synonym of thumbnail image
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Summary of SAR Advantages:
As it was described in Chapter 1, for surface water extraction the traditional terrain mapping
methods are not well suited. Survey and in-situ gauge data requires observations collected
in the field which is not always possible. This is relatively time-consuming and expensive,
especially when it is needed to update maps for large scale areas. Most widely used are pas-
sive systems for the majority of applications, as they have high spatial resolution. But they
don’t provide information about the underlying water or soil under the forest, as well as the
cloud cover is a problem during imaging. Another example is the tropical forest with cloudy
conditions and humidity. Active remote sensing, especially SAR using different microwave
wavelengths can penetrate through the forest and even soil. Backscattered microwave energy
corresponds to the type of polarization which used to give the information about the struc-
ture of the objects that is being analyzed. Microwave energy can also penetrate through the
clouds and works all times (day or night). New SAR technologies are being used for remote
sensing techniques and can be also used for surface water mapping. These new systems, with
their high accuracy and frequent repeat pass can have wide coverage on the earth’s surface,
but also their automatic processing and multi-temporal acquisition capabilities, are nowadays
completely transformed the classical remote sensing.
3.2.2 Data Used
Initially, a total of 17 ENVISAT ASAR images was provided by Institute of Geodesy at Univer-
sity of Stuttgart, and ENVISAT ASAR images were obtained from ESA. 17 wide swath medium
(WSM) images with the location of the study area, images had seasonal variability suitable for
the time series analysis. Selected images were gathered from June 2006 to June 2011 with a spa-
tial resolution of 75 m, i.e., each pixel covers 75 meters on the ground. The data were measured
in like-polarization HH or VV suitable for detecting smooth water. The ASAR images were
processed to Level 1b (not geocoded) by ESA and obtained in .N1 format. As ENVISAT mis-
sion officially ended on 9 May 2012, the images until 2011 have been chosen. Table 3.2 shows
the information of ENVISAT ASAR WSM images and their ancillary data.
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Table 3.2: Summary of Available SAR Data
Name Acquisition date Pass Track Orbit
ASA_WSM_1PTUPA. . . . . . 3009.N1 21 May 2006 Ascending 483 22080
ASA_WSM_1PTUPA. . . . . . 3002.N1 06 June 2006 Ascending 211 22309
ASA_WSM_1PTUPA. . . . . . 3011.N1 11 July 2006 Ascending 211 22810
ASA_WSM_1PTUPA. . . . . . 1161.N1 19 Oct 2006 Descending 132 24234
ASA_WSM_1PTUPA. . . . . . 1163.N1 21 Jan 2007 Ascending 483 25587
ASA_WSM_1PTUPA. . . . . . 1197.N1 28 Apr 2007 Descending 361 26968
ASA_WSM_1PTUPA. . . . . . 4452.N1 05 June 2007 Descending 404 27512
ASA_WSM_1PTUPA. . . . . . 4448.N1 01 Jan 2008 Descending 404 30518
ASA_WSM_1PTUPA. . . . . . 4457.N1 05 Feb 2008 Descending 404 31019
ASA_WSM_1PTUPA. . . . . . 4481.N1 02 Sep 2008 Descending 404 34025
ASA_WSM_1PTUPA. . . . . . 3029.N1 17 Jan 2008 Descending 132 30747
ASA_WSM_1PTUPA. . . . . . 3084.N1 12 Mar 2009 Descending 132 36759
ASA_WSM_1PTUPA. . . . . . 3039.N1 02 May 2009 Descending 361 37489
ASA_WSM_1PTUPA. . . . . . 4467.N1 09 June 2009 Descending 404 38033
ASA_WSM_1PTUPA. . . . . . 3079.N1 30 July 2009 Descending 132 38763
ASA_WSM_1PTUPA. . . . . . 3077.N1 19 June 2011 Descending 348 48638
ASA_WSM_1PTUPA. . . . . . 1178.N1 18 Aug 2011 Descending 348 49500
ASA_WSM_1PTUPA. . . . . . 1180.N1 17 Oct 2011 Descending 348 50362
ASA_WSM_1PTUPA. . . . . . 1181.N1 16 Nov 2011 Descending 348 50793
ASA_WSM_1PTUPA. . . . . . 3074.N1 27 Aug 2010 Ascending 254 44396
ASA_WSM_1PTUPA. . . . . . 3062.N1 07 Sep 2010 Descending 404 44546
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Chapter 4
Pre-processing SAR Data
The backscatter coefficient of the radar equation is influenced by several terrain and SAR
parameter interactions. To perform application and data analysis in mapping of surface water
area, it is essential to take them into consideration. In this framework, this chapter focuses on
a brief review of the important SAR and terrain parameters for water identification.
4.1 Radar System Distortions
4.1.1 Geometric Distortions
SAR images have geometric distortions due to side-looking geometry of imaging radar systems
and results in three kinds of distortions, namely- Foreshortening, Layover, and Shadowing
respectively. Deformations within mountainous areas, trees and so on. They appear during
the ground- range conversion, it depends on the terrain slope and the incident angle.
Foreshortening is the dominant effect in mountainous areas that can be viewed in SAR
images. In foreshortening the slant range differences between two points located on foreslopes
(slopes leaning towards the radar illumination) of mountains and hills are smaller than they
would be in flat areas (because the slope, base and top are imaged at the same time and will
be superimposed on the image). Foreslopes will appear brighter in the radar image than
other features on the image. It results in a compression of the radiometric information that is
backscattered from foreslopes. During geocoding DTM can compensate for this effect for the
region with foreshortening. When the incident radar beam is perpendicular to foreslope, then
foreshortening is highest. It can be minimized by using larger incidence angle, but then the
shadowing effect will be more. Figure 4.1 represents the foreshortening effect.
Layover effects can also be observed due to presence of relief when incidence angle is smaller
than the slope of the object focusing the sensor. In this case, top of the very steep slope is
imaged before the base of the slope is imaged. "Reversion of the terrain geometry" is used for
correction of layover effect, that the order of surface elements on the radar image is reversed of
the ordering on the ground. This effect is most severe at near range where the incidence angle
is smaller.
The shadowing effect occurs when the beam is not capable of illuminating the surface (slope
away from the incident radiation) with an angle that is steeper than the sensor depression an-
gle. These areas appear darker in the radar image. This phenomenon increases with increasing
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incidence angle and also in range direction. Shadows of objects with the same height appear
longer in the far range of the image (due to smaller depression angle) than the shadows in the
near range. The following Figure 4.2 shows all the three effects.
Figure 4.1: Foreshortening, a case of elevation displacement
Figure 4.2: Geometric distortion caused by side looking of imaging radar [source: NASA]
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4.1.2 Speckle
In a SAR image one image pixel can contain the several backscattered waves from many uni-
form terrain elements or signal scattering object. This result in the effect knows as speckle effect,
which gives a randomly varying image tone in the observed resolution cells (Raney, 1998). The
speckle effect also referred to as "salt-and-pepper effect" in which a granular pattern makes a
highly noisy black and white radar image, which not only hampers the automatic processing
of SAR images, but also reduces the interpreter’s ability to resolve fine details in the image. A
strong signal will be returned due to the constructive interference and result in a bright pixel
in image and low signal due to destructive interference of signals and results in a dark pixel in
the image, as shown in Figure 4.3. This reduces the quality of images as well as their radiomet-
ric resolution. Different filtering methods are commonly applied in the spatial, frequency and
time domain to remove this effect.
Figure 4.3: interference effect in SAR images [source: ESA]
4.1.3 Atmospheric Effect due to Troposphere and Ionosphere
Every imaging system that is observing from outer space is affected by the Earth’s troposphere
and ionosphere. Longer wavelengths are more dispersed by the ionosphere and smaller wave-
lengths are more subjected to water vapor effects (scattering). Water vapor, airborne pollu-
tants, smoke, dust and small particles close in magnitude to the visible and infrared (VIR)
wavelengths will interact in the path between satellite and object. This can cause that VIR
wavelength to be dispersed and/or blocked before they reach the satellite’s sensor. However,
microwaves are longer and are not as affected by these types of small particles; they are more
affected by the ionosphere. So, sensors using microwaves can look better through haze, clouds,
smoke, pollution and snow.
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4.2 Pre-processing ENVISAT ASAR Images
As it was described in section 3.2.2, ENVISAT ASAR has already been processed by ESA Level
1b. At this stage, the given data is not suitable for analysis or any processing. So, it is necessary
to perform the steps to bring data to the highest level and to remove all distortions (refer section
4.1), so that it can be used for further processing. Next ESA SAR toolbox (NEST) was used for
pre-processing of ENVISAT ASAR images. Every ENVISAT ASAR image has a *.N1 format
and a Main Product Header (MPH). Additional information is provided in Specific Header
product (SPH) and Data Set (DS) which contains the instrument’s scientific measurements.
Pre-processing the data in NEST consists of four steps as shown in the following flowchart.
Speckle filtering 
Geocoding: 
Geometric correction 
 
SAR data 
 
Radiometric 
normalization 
DEM 
 
Orbit files 
Geocoded images 
 
Orbit correction 
Figure 4.4: Flowchart for pre-processing of images
As shown in the flowchart 4.4, the first step in pre-processing is Radiometric Normalization
followed by Speckle filtering of SAR images. After speckle filtering Orbit correction is done us-
ing orbits files. Finally Geocoding with Terrain Correction (GTC) process is performed, where
4.2 Pre-processing ENVISAT ASAR Images 25
DEM is supplied and ground control points are selected automatically.
Additionally NEST has specific powerful functions for processing SAR images. Among them
command line execution is one, which enables pre-processing of all images without opening
NEST. Each image is exported in *.dim format accompanied by a folder which contains the
IMG file, an HDR file, and vector data folder with ground control points and pins of the data.
The HDR file contains the descriptions about the number of lines, bands, storage format used
(BSQ, BIP etc.), projection system, and coordinates of the image. The Next ESA SAR Toolbox
(NEST) is an open source (GNU GPL) toolbox. Some more features of NEST are summarized
below (European Space Agency, 2014)
• Display and Analysis Tool (DAT): integrated graphical user-friendly interface
• Graph Processing Framework (GPF): user-defined processing chains
• Tiled memory management for working with very large data products
• Data abstraction models to handle all SAR missions in a common way
• Modular design for easy modifications and upgrades
• Users are able to add their own modules via APIs
• Multithreading and Multi-core processor support
• Integrated WorldWind visualization
For more information on pre-processing of SAR data, please refer to Appendix B (Mahapatra
and Hanssen, 2014; Array Systems Computing Inc, 2014; Veci et al., 2009; Pottier, 2011). In
the next section, a brief discussion of pre-processing principles and results of pre-processing
with NEST for ASAR are presented. Large amount of data is automatically processed with
NEST. A tutorial for pre-processing is given in Appendix B. The tutorial follows the general
pre-processing scheme as introduced previously in the flow chart (refer to Figure 4.4).
Data preparation
The Uncalibrated SAR image can be visually interpreted, but for quantitative use of SAR im-
age, calibration is necessary. SAR level 1 image does not include radiometric correction and
have radiometric bias. It is necessary to apply radiometric correction so that SAR images truly
represent the radar backscatter of the reflecting surface. As discussed in starting of chapter 4,
salt and pepper like appearance also degrade the quality of SAR image. Application of radio-
metric correction gives the comparative values and speckle filtering removes the speckle effect
occurring in the images.
4.2.1 Radiometric Correction
The radiometric correction is also necessary for the comparison of SAR images acquired with
different sensors, or acquired from the same sensor, but at different times, in different modes,
or processed by different processors (source: NEST). Briefly, calibration is explained for the two
kinds of following products.
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• Ground range products
• Slant range complex products
For ground range products, incidence angle and absolute calibration constant are applied. If
the option of latest auxiliary file is selected, then the most recent XCA file is taken. New an-
tenna pattern gain from XCA file will replace the old antenna pattern from the metadata of the
source product. For slant range complex products incidence angle, absolute calibration con-
stant, range spreading loss, and antenna pattern gain are updated from the latest auxiliary file
or the external auxiliary file provided by user.
The default output image is σ0 image. The σ0 image can be derived from level 1 IMS ASAR
products of ESA (NEST) by using the following equation
σ0i,j =
DN2i,j
K
1
G(θi,j)2
(
Ri,j
Rre f
)3
sin(αi,j) γi,j =
σ2i,j
cos(αi,j)
(4.1)
DN2i,j = pixel intensity for pixel i,j K = absolute calibration constant αi,j = incidence angle Ri,j =
slant range distance Rre f = reference slant range distance θi,j = look angle G = antenna pattern
gain
Sigma naught (σ0) images of APS products can be obtained by varying equation 3.2.1 with the
inclusion of Ri,jRre f as a factor
σ0i,j =
DN2i,j
K
1
G(θi,j)2
(
Ri,j
Rre f
)4
sin(αi,j) γi,j =
σ2i,j
cos(αi,j)
(4.2)
f or i = 1.....N and j = 1.....M
For ASAR ground range imageries (IMP, APP, IMM, APM, and WSM) antenna gain is applied
based on ellipsoid approximations, and range spreading loss correction is updated. Finally
from external XCA file of product, antenna pattern applied is removed. The σ0 image can be
derived using the following equation
σ0i,j =
DN2i,j
K
sin(αi,j) γi,j =
σ2i,j
cos(αi,j)
(4.3)
f or i = 1.....N and j = 1.....M
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Radiometric Correction Results:
It can be seen that the original SAR image is darker compared to radiometrically corrected
image and image reflection is evenly spread as seen in the following Figure 4.6.
Figure 4.5: Original image
Figure 4.6: Radiometrically corrected image
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4.2.2 Speckle Filtering
Section 4.1.2 discusses, how the speckle effect arises in the acquisition of SAR images, and it
degrades the quality of the image and makes interpretation of features more difficult. Two
techniques can be used to suppress or remove speckle noise, namely;
• Multiple-look processing
• Smoothing image using digital image processing
In multiple-look processing, several independent images of the same area are averaged at the
expense of resolution (Lillesand et al., 2004). So, speckle reduction and resolution of an image
for the particular application should be taken care of, whereas smoothing is done using digital
image processing after image already has been acquired. There are two approaches used for
speckle reduction. The first approach to digital filtering is achieved in the frequency domain,
including the use of Wiener filter or wavelet transformation (Dong et al., 1998). In the second,
the noise is removed by averaging or statistically manipulating the values of neighboring
pixels by moving a window of 3× 3 or 5× 5 along the rows and columns in the image. There
are many filter techniques in the literature. Out of these filtering techniques, NEST gives the
possibility to use 6 filters for removing speckle noise in spatial domain. Vyjayanthi (2012)
provided a good review for the commonly applied filters to suppress the speckle effect in SAR
images, same filters are present in NEST software.
Mean and Median Filters: The mean filter is the most used low-pass filters (LPF). It
works well in smooth areas; but it blurs edges, fine features and speckle noise in image. The
median filter is better than the mean filter in terms of preserving the edges between two
different features, but it does not preserve single pixel-wide features, which will be altered
if speckle noise is present. Lee et al. (1994) found that the 3× 3 median filter preserves the
texture information very well, but does not retain the mean value at an acceptable level. The
mean and median filters are successful in this regard, but only with limited success (Qiu et al.,
2004).
Frost Filter: (Frost et al., 1982) is an adaptive filtering algorithm that can be applied to any
type of image data. It uses an exponentially damped convolution kernel which adapts itself
to features based on local statistics. The impulse response of the SAR system is obtained by
minimizing the mean square error between the observed image and the scene reflectivity model
which is assumed to be an auto regressive process.
The implementation of this filter consists of defining a circular symmetric filter with a set of
weighting values M for each pixel:
M = exp(−DAMP
(
SD
mean
)2
T) (4.4)
T = the absolute value of the pixel distance from the center pixel to its neighbors in the filter
window
DAMP = exponential damping factor
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The resulting grey-level value R for the smoothed pixel is:
R =
P1M1 + P2M2 + .....+ Pn Mn
M1 + M2 + .....+ Mn
(4.5)
Where P1 + P2 + .....+ Pn are gray values of each pixel in filter window, and M1 +M2 + .....+Mn
are weights for each pixel.
Gamma Map Filter: According to Lopes two thresholds are set using gamma distribution.
A prior knowledge of the probability density function of the scene is required to apply the
MAP (Maximum a posteriori) approach to speckle reduction. With the assumption of a gamma
distributed scene, the Gamma MAP filter is derived using following equations.
R = mean f or
(
SD
mean
)
≤
(√
1
NLOOK
)
(4.6)
R = R f f or
(
SD
mean
)
<
(√
1
NLOOK
)
<
√√ SD
mean
 (4.7)
R = R f f or
(
SD
mean
)
<
(√
1
NLOOK
)
<
√√ SD
mean
 (4.8)
R = Cp f or
(
SD
mean
)
≥
√√ SD
mean
 (4.9)
Where R f =
(B·mean+√D)
2A
mean = mean value of intensity within window
Cp = center pixel in filter window
B =
1+
(√
1
NLOOK
)2
( SD
mean
)2 −(√ 1NLOOK)2
− NLOOK− 1 (4.10)
D = mean2B2 + 4ANLOOKmeanCp (4.11)
The data which are speckle filtered is converted to backscattering coefficient image and then
analyzed.
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Lee Filter: The unspeckled pixel value is a weighted sum of the observed (central) pixel value
and the mean value. The weighting coefficient is a function of local target heterogeneity mea-
sured by the coefficient of variation (Lee et al., 1999). Speckle noise in SAR images is generally
assumed a multiplicative error model. In the Lee filter, the multiplicative model is first approx-
imated by a linear model. Then the minimum mean square error criterion is applied to the
linear model. The resulting gray-level value R for the smoothed pixel is given by the following
equation:
R = Cp
1−
(√
1
NLOOK
)2
( SD
mean
)

1−
1−
(√
1
NLOOK
)2
( SD
mean
)

 (4.12)
Where 1−
(√
1
NLOOK
)2
( SDmean )
is the weighting function;
√
1
NLOOK is the estimated noise variation co-
efficient;
( SD
mean
)
is the image variation co-efficient; Cp is the center pixel of filter window; mean
is the mean value of intensity within the window; and SD is the standard deviation of intensity
within the window
Enhanced Lee Filter: Enhanced Lee filter (Lopes et al., 1990) was modified by Lopes. He
proposed to divide an image into areas of three classes. The first class corresponds to the
homogeneous areas in which the speckle may be eliminated simply by applying a low pass
filter. The second class corresponds to the heterogeneous areas in which the speckles are to be
reduced while preserving the texture and the third class are areas containing isolated, point
targets, which in this case, the filter should preserve the observed value. The resulting gray-
level value R for the smoothed pixel is :
R = mean f or
(
SD
mean
)
≤
(√
1
NLOOK
)
(4.13)
R = mean · exp
−damp

( SD
mean
)−(√ 1NLOOK)(√
1+ 2NLOOK
)
− ( SDmean)


+ Cp
(
1− exp
(
−damp
((
SD
mean
)
−
(√
1
NLOOK
))))
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Speckle filtering Results:
(a) Unfiltered image (b) Frost 7× 7 filtered image
(c) Lee 7× 7 filtered image (d) Gaama 7× 7 filtered image
(e) Refined Lee filtered image
Figure 4.7: Speckle filtering with various filters
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4.2.3 Orbit Correction in NEST
Metadata of SAR image does not have accurate orbit state vectors, which can be refined with
the precise orbit files for ASAR. ASAR DORIS files that can be downloaded from Centre de
Traitement Doris Poseidon (CTDP) and Delft University. NEST takes its zero Doppler time for
every orbit state vector, and new orbit state vectors are calculated by 8th order Lagrange inter-
polation using data for 9 nearest orbital positions around the zero Doppler time.
NEST gives the possibility for the following orbit file types to be used for various SAR im-
ages.
• DORIS_VOR
• DORIS_POR
• DELFT_PRECISE_ENVISAT
• DELFT_PRECISE_ERS_1
• DELFT_PRECISE_ERS_2
• PRARE_PRECISE_ERS_1
• PRARE_PRECISE_ERS_2
Orbit correction was applied to all ASAR files and prepared for the geocoding procedure.
4.2.4 Geocoding of SAR Images in NEST
As it was described above, geometric distortions affect side-looking SAR principle. Although
these phenomena are not influencing images with flat terrain, they will considerably affect the
radar backscattering coefficient on images containing relief regions. Therefore, geocoding pro-
cess reconstructs the correct imaging geometry for each pixel in the image, and corresponding
position on the earth’s surface.
Principle
The Geocoding process is a five step process in NEST software and is explained briefly:
1. First a DEM image is created by the SAR Simulation operator using the geocoding of the
original SAR image. The DEM image has the same dimension as the original SAR image
with each pixel value of the DEM image representing the elevation of the corresponding
pixel in the original SAR image.
2. Then 2-pass method (see section 7.4 in [Schreier et al., 1993]) is applied to each range line
in the DEM image to generate the layover and shadow mask for the DEM image. The
2-pass method compares the slant range for a DEM cell to slant ranges of other cells in
the same range line to determine if the DEM cell will be imaged in layover or shadow
area.
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3. Next the layover-shadow mask for the DEM image is mapped to the simulated image to
create the mask for the simulated image. The map is plotted using SAR simulation.
4. The layover-shadow mask for the simulated SAR image is then mapped to the original
SAR image using the WARP function, which was created during co-registration of the
simulated SAR image and the original SAR image.
5. Finally the mask for the original SAR image is mapped to the orthorectified image domain
to produce the mask for the orthorectified image.
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
SAR Simulation WARP 
ORTHORECTIFICATION 
DEM Image  
Simulated SAR Image  Original SAR Image  
Orthorectified Image  
Layover / Shadow mask 
for DEM Image  
Layover / Shadow mask 
for simulated SAR image  
Layover / Shadow mask 
for original SAR image  
Layover / Shadow mask 
for orthorectified image  
Figure 4.8: Layover-shadow mask
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Geocoding Result :
Figure 4.9: top: SAR image without Geocoding, bottom: Geocoded SAR image
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Chapter 5
Methodology and Results
With global climate change and the growing influence of human activities, the river changes,
shrinkage of wetlands, glacier melting and other spatial and temporal distribution changes in
surface water resources are increasingly highlighted. However, people know little about the
rules of surface water bodies changing with climate, and its season or inter-annual changes
characteristics, due to lack of dynamic change information on water bodies. Remote sensing
has advantages of the macroscopic, real-time, dynamic access to the land surface information.
It is suitable for monitoring changes in surface water bodies (Lu et al., 2011).
Numerous methods have been developed to delineate water bodies from remotely sensed data.
These methods include digitizing through visual investigation, thresholding, edge detection
using a single or a combination of multiple bands and algebraic operations (e.g., band ratio,
spectral water indexes), classification techniques, spectral transformation, and texture analysis
(Verpoorter et al., 2012). The thresholding method is considered popular for delineating wa-
ter bodies because it is easy to use and less computationally time-consuming than alternative
approaches (Ryu et al., 2002). The method is based on threshold values of the band intensity,
which spatially corresponds to the land-water interface. Usually, the threshold values are de-
rived from histogram analysis of the image for one single band (Verpoorter et al., 2012).
5.1 Thresholding
The idea is to determine a gray-level threshold that divides the object’s gray-levels from gray-
level of the background. For example, in the following Figure of a histogram of an image, it
contains light objects on dark background.
Figure 5.1: Bimodal histogram of background and objects [source: (Shochat and Gan-El, 1999)]
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According to Shochat and Gan-El (1999) Histogram shows two groups with different gray-
levels (image intensities). The dark group belongs to the background and the light group to the
objects. Extracting objects from background requires finding the threshold T that separates the
two groups.
For any pixel (x, y), if f (x, y) > T, then it belongs to an object; otherwise it belongs to the
background. The main issue to be resolved is to find the optimal threshold.
Optimal Thresholding
It is assumed that the image contains only two main gray-level ranges, one of the objects and
the other of the background. The histogram of such image has two peaks and the histogram is
called Bimodal.
A simple way for finding the threshold in a bimodal histogram, denoted as p(x), is as follows:
1. Find 2 local maxima on the histogram that are at least some minimum distance apart.
These are referred as X1 and X2.
2. Let Xmin be the point between X1 and X2 at which p(x) has its lowest value.
3. If p(Xmin)/[min(p(X1), p(X2))] is small, then p(Xmin) is much smaller than either
p(X1) or p(X2), so that the histogram has a significant valley between the peaks, and
Xmin can be used as good threshold for segmentation.
Water Area Detection: Out of several available techniques, the Local adaptive thresholding
and Bimodal histogram thresholding method was applied for the detection of water areas.
Geocoded SAR images from NEST software were used for both methods and both methods
were implemented in Matlab. A visual comparison between the extracted water areas and the
original image is also performed. Before that a brief introduction of Local adaptive threshold-
ing and Bimodal histogram thresholding method is given.
5.1.1 Local Adaptive Thresholding
In this section, local adaptive thresholding method is introduced and the purpose of this im-
age segmentation procedure is to separate the image into its constituent homogeneous regions
(water and land). If a single global threshold is used for the entire image to determine the
land/water areas, some local water areas will remain undetected due to the heterogeneity of
the image intensity contrast, causing the discontinuity of edges in low contrast areas in the im-
age. It can be seen when land has the same contrast like water, or sometimes water areas may
be much lighter on one side of the image than on the other side. In order to reliably separate
land and water areas, local adaptive thresholding technique is applied to SAR images (Shochat
and Gan-El, 1999; Liu and Jezek, 2004).
The adaptive thresholding method sets the threshold value dynamically according to the local
characteristics to achieve a good separation between the land and water. To compute the op-
timal threshold, each image was first divided into nine small images with 50% overlap. These
sub-images should also be big enough to ensure reliable statistical analysis of the histogram
of the region. Each small region is examined for bimodality from their histogram and a local
threshold value is determined for separating water pixels from the land pixels. If a small region
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of the image consists only of the land, or of water pixels, then the probability distribution of
the intensity values will be unimodal. In case of unimodal histogram, the threshold is derived
by averaging all other available threshold of bimodal histograms. The algorithm can be sum-
marized as in Figure 5.2. For automatic determination of the threshold value, each bimodal
histogram should be modeled and the computational valley point is derived for each image
region, rather than visually picking the valley point from the shape property of the histogram.
It is assumed that the bimodal distribution is a mixture of two Gaussian distribution functions
(Haverkamp et al., 1995; Sohn and Jezek, 1999).
Compute the histograms of 
all regions 
Unimodal : Compute 
threshold (using all 
bimodal threshold values) 
 
SAR image 
 
Divide image into  regions 
with 50% overlap 
Assigning every pixel a threshold 
 
Binary decision for every pixel 
 
 
 
Compute threshold for 
bimodal histogram using 
Gaussian method 
pixel) d(backgroun    0y)f(x,   else   
pixel)(object     1y)f(x,  then  T y)(x, f  If xy


1 2 
Figure 5.2: Flow chart local adaptive thresholding algorithm
Threshold values calculated for different regions were applied on the respective image, for
separating an image into two classes using this particular threshold. The threshold for a region
that fails the bimodality test (unimodal histogram) is calculated through the averaging of the
thresholds of neighboring regions that have passed the bimodality test. As a result, each image
pixel (x, y) has a locally adaptive threshold value Tx,y. A binary image f (x, y) is created after
the thresholding operation:
f (x, y) =
{
1, if f (x, y) ≤ Tx,y.
0, if f (x, y) > Tx,y.
(5.1)
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Where f (x, y) is the intensity value of the image pixel at (x, y), and Tx,y is the local adaptive
threshold. The pixels with a lower intensity value than the local threshold are coded as 1 (water
pixels), while the pixels with a higher intensity value than the local threshold are coded as 0
(non-water pixels).
5.1.2 Bimodal Histogram Thresholding Method
In this section, bimodal histogram thresholding method is introduced briefly and used for
classifying each image. Bimodal histogram thresholding method uses Levenberg-Marquardt
method (Liu and Jezek, 2004; Gavin, 2013) to iteratively fit a Gaussian curve to each histogram.
For each observed histogram h(i), five parameters µ1, µ2, σ1, σ2 and P1 have been estimated
for each sub-image region. These parameters represent the theoretical fraction of the area oc-
cupied by water and land in an sub-image. A merit function χ2 can be defined to measure the
agreement between the observed histogram and the bimodal Gaussian curve. Mathematically,
it is a problem of nonlinear function minimization, in which the parameters of the model are
adjusted to yield best-fit parameters. χ2 is used as the merit function in the least-squares fit
method. χ2 is the sum of squares errors, it can be given as follows:
χ2(p1, µ1, σ1, µ2, σ2) =
255
∑
i=0
[
p1√
2piσ1
exp
[
− (i− µ1)
2
2σ21
]
+
p2√
2piσ2
exp
[
− (i− µ2)
2
2σ22
]
− h(i)2
]2
(5.2)
The nonlinear minimization problem needs to be approached iteratively. Levenberg-
Marquardt method (Press et al. 1992), is a combination of the inverse Hessian matrix algorithm
and the steepest descent algorithm. When the parameter estimations are far from the min-
imum, the steepest descent algorithm is used. As the minimum is approached, it smoothly
switches to the inverse Hessian matrix algorithm. By exploiting the advantages of both the
steepest descent method and the inverse-Hessian matrix method, the Levenberg-Marquardt
method makes the fitting process rapidly converge to a reliable solution.
First and second partial derivatives of the merit function χ2(p1, µ1, σ1, µ2, σ2) calculated for
forming the Hessian matrix.
The implemented algorithm is following:
1. Compute χ2(p1(0), µ1(0), σ1(0), µ2(0), σ2(0)) using initial estimates of five parameters
2. Gray values of the observed histogram h(i)
3. Set value of λ to 0.001
4. Use Gauss-Jordan elimination method for following equations to solve for∆ p1,∆µ1,∆σ1,∆µ2,∆σ2
(1+ λ) ∂
2χ2
∂p1∂p1
∆ p1 +
∂2χ2
∂µ1∂p1
∆µ1 +
∂2χ2
∂σ1∂p1
∆σ1 +
∂2χ2
∂µ2∂p1
∆µ2 +
∂2χ2
∂σ2∂p1
∆σ2 = − ∂χ2∂p1
∂2χ2
∂p1∂µ1
∆ p1 + (1+ λ)
∂2χ2
∂µ1∂µ1
∆µ1 +
∂2χ2
∂σ1∂µ1
∆σ1 +
∂2χ2
∂µ2∂µ1
∆µ2 +
∂2χ2
∂σ2∂µ1
∆σ2 = − ∂χ2∂µ1
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∂2χ2
∂p1∂σ1
∆ p1 +
∂2χ2
∂µ1∂σ1
∆µ1 + (1+ λ)
∂2χ2
∂σ1∂σ1
∆σ1 +
∂2χ2
∂µ2∂σ1
∆µ2 +
∂2χ2
∂σ2∂σ1
∆σ2 = − ∂χ2∂σ1
∂2χ2
∂p1∂µ2
∆ p1 +
∂2χ2
∂µ1∂µ2
∆µ1 +
∂2χ2
∂σ1∂µ2
∆σ1 + (1+ λ)
∂2χ2
∂µ2∂µ2
∆µ2 +
∂2χ2
∂σ2∂µ2
∆σ2 = − ∂χ2∂µ2
∂2χ2
∂p1∂σ2
∆ p1 +
∂2χ2
∂µ1∂σ2
∆µ1 +
∂2χ2
∂σ1∂σ2
∆σ1 +
∂2χ2
∂µ2∂σ2
∆µ2 + (1+ λ)
∂2χ2
∂σ2∂σ2
∆σ2 = − ∂χ2∂σ2
5. Calculate χ2new(p1(0) + ∆ p1, µ1(0) + ∆µ1, σ1(0) + ∆σ1, µ2(0) + ∆µ2, σ2(0) + ∆σ2)
6. If χ2new ≥ χ2 then λ = λ ∗ 10 and repeat step 3
If χ2new ≤ χ2 then λ = λ/10 and update initial estimates (p1(0), µ1(0), σ1(0), µ2(0), σ2(0))
to (p1(0) + ∆ p1, µ1(0) + ∆µ1, σ1(0) + ∆σ1, µ2(0) + ∆µ2, σ2(0) + ∆σ2) and repeat step 3
Compared to local adaptive thresholding method, this procedure is independent of the relative
size between water and land areas in the image region. Starting with initial estimates from the
previous method, this procedure generates optimal estimates for the five Gaussian parameters
which are shown in Figure 5.14.
For each image region a new mean (µ) and standard deviation (σ) are estimated. Using these
new estimated values, the optimal threshold value T is computed by solving the following
quadratic equation:
AT2 + BT + C = 0 (5.3)
where
A = σ21 − σ22
B = 2(µ1σ22 − µ2σ21 )
C = µ22σ
2
1 − µ21σ22 + 2σ21σ22 ln
σ2 p1
σ1 p2
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5.2 Results : Local Adaptive Thresholding
STEP 1: Poyang lake Subset of SAR image
For each geocoded SAR image, a subset is created. Each subset is extended between North
latitude 30◦, West longitude 115◦, South latitude 28◦and East longitude 117◦. One example
from May 2006 is shown below.
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Figure 5.3: Poyang lake subset with geographical coordinates
Water areas can be seen with darker tone in SAR image, whereas the close to white corresponds
to settlement around the lake and gray tone in image consist of other land features.
STEP 2: Dividing an image with overlapping regions
Every subset image is divided into nine small images with a 50% overlap. It can be observed
that the right portion of sub-image part 1 is common with the left portion of the sub-image
part 2. Similarly sub-image part 1 has a bottom part common with sub-image part 4. Every
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sub-image based on the position has 2, 3 and 4 overlapping parts in common with neighboring
images.
(a) sub-image part 1 (b) sub-image part 2 (c) sub-image part 3
(d) sub-image part 4 (e) sub-image part 5 (f) sub-image part 6
(g) sub-image part 7 (h) sub-image part 8 (i) sub-image part 9
Figure 5.4: Splitting the whole image in nine parts with 50% forward and sideways overlap
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STEP 3: Visualization of histograms and threshold detection for each image
During the 3rd step, histogram of every small image is visualized and it can be seen that some
histograms have two big peaks, which are prominently visible. Whereas in some histograms,
one small peak and one main dominant lobe are visible.
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(a) Histogram part 1
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(b) Histogram part 2
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(c) Histogram part 3
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(d) Histogram part 4
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(e) Histogram part 5
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(f) Histogram part 6
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(g) Histogram part 7
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(h) Histogram part 8
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(i) Histogram part 9
Figure 5.5: Histogram of nine overlapping parts (Poyang lake subset May 2006)
The objective is to detect a threshold T for each histogram automatically. At first each histogram
is smoothened using a predefined window size and minimum peak distance. In the second
step, two local maximum are detected on this smoothened histogram, and then in between
these two local maximum a local minimum is detected. Similarly, for each histogram a local
minimum was detected between two local maximum’s. In special case, if we have more than
one minimum, out of all local minimum, a suitable minimum value is selected. For example,
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in Figure 5.6a, two local minima are detected at T=45 and T=240 for small region part 1. But as
value T=240 is close to 255 (white) and it corresponds to settlement pixel, So T=45 is selected
for the classification. In similar fashion, all the corresponding thresholds are selected. In Figure
5.6g histogram is unimodal and detected local minima is T=255, but this cannot be used as
a thershold value for the separation of the water and land. In case of unimodal histogram
threshold is calculated by averaging the thresholds of the neighboring bimodal region.
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(a) T=45 for part 1
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(b) T=47 for part 2
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(c) T=47 for part 3
50 100 150 200 250
0
0.5
1
1.5
2
2.5
x 104
Pixel Value
N
um
be
r o
f P
ixe
ls
 
 
Local maxima
Local minima
(d) T=39 for part 4
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(e) T=48 for part 5
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(f) T=49 for part 6
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(g) T=255 for part 7
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(h) T=47 for part 8
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(i) T=47 for part 9
Figure 5.6: Detected threshold (T) for every small region (Poyang lake subset May 2006)
For all small regions a threshold is detected. All the detected thresholds are summarized in
Table 5.1.
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Small image region Detected threshold (T)
Part 1 45
Part 2 47
Part 3 47
Part 4 39
Part 5 48
Part 6 49
Part 7 46
Part 8 47
Part 9 47
Table 5.1: Summary of detected threshold for each small region of the SAR image (Poyang lake subset May 2006)
All detected thresholds are then applied to a corresponding image to classify it into two classes
of water and non-water (land) respectively. After applying the thresholds to the images, all the
images are merged together to form the final classified image. In Figure 5.7 below, classified
binary image is shown. The intensity value coded as 1 are water pixel (white) and intensity
value coded as 0 is non-water pixels (land). Reason for limited water detection is the fact
that lake banks are usually vegetated with trees and with ENVISAT ASAR WSM data it is not
possible to detect the water beneath vegetation cover. However, few times not all the pixels
can be declared as water, this can occur due to high sediment load, or strong wind.
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Figure 5.7: Classified Poyang lake subset image from May 2006
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Considering the assumption that each bimodal distribution is a mixture of two Gaussian dis-
tribution functions, each Gaussian distribution can be statistically defined by two parameters:
mean and standard deviation. A mixture of two normal distributions φ1(x) and φ2(x) has a
probability density function p(x) given by the following equations:
φ1(x) =
1√
2piσ1
exp
[
− (x− µ1)
2
2σ21
]
φ2(x) =
1√
2piσ2
exp
[
− (x− µ2)
2
2σ22
]
p(x) = p1φ1(x) + p2φ2(x)
1 = p1 + p2
p(x) =
p1√
2piσ1
exp
[
− (x− µ1)
2
2σ21
]
+
(1− p1)√
2piσ2
exp
[
− (x− µ2)
2
2σ22
]
Where µ1 and µ2 are the mean values of two component normal distributions, σ1 and σ2 are
the standard deviations about the means, and p1 is the coefficient of the mixture, representing
the theoretical fraction of the area occupied by water pixels in the image region. The calculated
mean value and standard deviation of each small part of Poyang lake subset May 2006 are sum-
marized in the Table 5.2. With an objective to classify the same image with Bimodal histogram
thresholding and analyze the results. Calculated mean and standard deviation values are used
as input to the second part of the thesis for fitting non-linear curve with Levenberg-Marquardt
method to obtain new threshold values.
Small image region Mean value (µ) Standard deviation (σ)
Part 1 27.42 6.50
part 2 26.09 5.63
Part 3 25.65 5.49
Part 4 26.68 4.70
Part 5 29.64 5.34
Part 6 29.38 5.99
Part 7 33.96 5.56
Part 8 32.83 5.12
Part 9 32.59 4.99
Table 5.2: Summary of detected mean values and standard deviations for each small region of the SAR image
(Poyang lake subset May 2006)
Similarly, using local adaptive thresholding method, every SAR image is classified. Figure 5.8
presents the classification results of SAR images. In total 17 subsets were classified using local
adaptive thresholding method. But, as listed the time span between 06 July 2006 and 28 April
2007 are only shown here.
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(a) Poyang lake subset July 2006
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(b) Poyang lake subset August 2006
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(c) Poyang lake subset October 2006
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(d) Poyang lake subset January 2007
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(e) Poyang lake subset March 2007
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(f) Poyang lake subset April 2007
Figure 5.8: Classified images depicting water surface area during different months of 2006 and 2007 for the
common area coverage with local adaptive thresholding method
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Later from all classified images, a frequency map is generated (Figure 5.9), with pixel per-
centage values ranging from 0 to 100. Very bright (white) areas are 100% water pixels, while
decreasing values indicate less frequent water pixels. All water pixels are represented by a
percentage value, these values can be used for removing those pixels, which are misclassified
by the local adaptive thresholding algorithm. Part of Yangtze River in North and tributaries
connecting other lakes with Poyang lake are clearly visible in the frequency map. Figure 5.10
represents the same frequency map with color ramp.
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Figure 5.9: Frequency map derived from all available ENVISAT ASAR WSM data using local adaptive thresh-
olding method
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Figure 5.10: Frequency map (with color ramp) derived from all available ENVISAT ASAR WSM data using local
adaptive thresholding method
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Figure 5.11 presents the results of subset with the original classification (above) and subset after
extra pixel removed (below). A criteria of percentage 10% was used, which means that the
pixels with a frequency ≤ 10% were removed. During this process some of the river and small
parts of the lakes are also removed, which affects the accuracy of classification and contributes
for the error. This step is an attempt to estimate the surface water area after the removal of
erroneous pixels. It can be seen that major rivers and parts of lake are still visible and this
figure and which all can be preferred to keep the number of available observations for better
transparency.
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Figure 5.11: top: Classified SAR image (May 2006), bottom: Pixels removed from SAR image (May 2006)
Figure 5.12 presents the SAR images after pixel with frequency ≤ 10% were removed. Again
17 images were classified, but the images only with the time span between 06 July 2006 and 28
April 2007 are shown here.
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(a) Poyang lake subset July 2006
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(b) Poyang lake subset August 2006
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(c) Poyang lake subset October 2006
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(d) Poyang lake subset January 2007
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(e) Poyang lake subset March 2007
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(f) Poyang lake subset April 2007
Figure 5.12: Images showing different water surface area during months of 2006 and 2007 with extra pixels
removed LAT method
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The classified images are generated using local adaptive thresholding (refer section 5.1.1) and
respective water surface areas were estimated. The Figure 5.13 enables an understanding of
water surface area progression and depict how much is the surface area of water during the
respective day of the year. The x-axis represents the acquisition day of the year and the y-
axis display the estimated water surface area in km2. Generally there is a steep decrease in
surface area after August 2006. The general surface area trend followed a fairly similar pattern
over 2007, 2008 and March 2009 all remaining below 3000 km2. In May 2009 surface area starts
increasing and reaches an extreme in August 2010. The time series could have been interpreted
in even greater detail with additional information from hydrologic station, along with dyke
control schemes. However, interpretation would then also exceed the scope of this adopted
method.
2006 2007 2008 2009 2010 2011 20120
1000
2000
3000
4000
5000
6000
Ar
ea
 [k
m2
]
 
 
Local adaptive thresholding method
Figure 5.13: Water surface area pattern during observed days of the year using the Local adaptive thresholding
method
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5.3 Results : Bimodal Histogram Thresholding
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(a) Detected threshold T=41
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(b) Detected threshold T=41
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(c) Detected threshold T=41
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(d) Detected threshold T=39
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(e) Detected threshold T=40
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(f) Detected threshold T=40
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(g) Detected threshold T=43
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(h) Detected threshold T=41
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(i) Detected threshold T=40
Figure 5.14: Gaussian curve fitting using Levenberg-Marquardt method for every small region in Bimodal his-
togram thresholding method (Poyang lake subset May 2006)
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For all small regions, a new threshold is detected. All the detected thresholds are summarized
in Table 5.3. Comparing threshold values from Table 5.1 all the threshold values in table 5.3
have changed.
Small image region Detected threshold (T)
Part 1 35.09
Part 2 36.41
Part 3 34.58
Part 4 41.35
Part 5 51.61
Part 6 43.56
Part 7 46.00
Part 8 57.82
Part 9 55.49
Table 5.3: Summary of detected threshold with BHT method for each small region of the SAR image (Poyang lake
subset May 2006)
All detected thresholds with BHT method are then applied to the corresponding part to classify
it into two classes of water and no water (land) respectively. After applying the thresholds to
all images, all the classified images are merged together to form the final classified image. In
Figure 5.15 below, classified binary image is shown. The intensity value coded as 1 are water
pixel (white) and intensity value coded as 0 is non-water pixels (land).
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Figure 5.15: Classified image with BHT method (Poyang lake subset image from May 2006)
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The new calculated mean values (µ) and standard deviations (σ) of each small region for
Poyang lake subset May 2006 are summarized in the Table 5.4.
Small image region Mean value (µ) Standard deviation (σ)
Part 1 25.54 8.52
part 2 25.73 7.66
Part 3 24.75 7.32
Part 4 26.38 7.53
Part 5 29.65 6.48
Part 6 29.05 7.40
Part 7 22.93 8.32
Part 8 32.12 6.18
Part 9 31.48 5.90
Table 5.4: Summary of detected mean values and standard deviations using BHT method for each small region of
the SAR image (Poyang lake subset May 2006)
Using Bimodal Histogram Thresholding method, each SAR image is classified. Figure 5.13
presents the classification results from the BHT method for SAR images. As listed, the time
span between 06 July 2006 and 28 April 2007 are only shown here.
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(a) Poyang lake subset July 2006
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(b) Poyang lake subset August 2006
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(a) Poyang lake subset October 2006
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(b) Poyang lake subset January 2007
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(c) Poyang lake subset March 2007
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(d) Poyang lake subset April 2007
Figure 5.17: Images showing different water surface area during months of 2006 and 2007 from BHT method
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A frequency map is generated from all the classified images (Figure 5.18). Very bright (white)
areas are 100% water pixels, while decreasing values indicate less frequent classified water
pixels. Figure 5.19 represents the same frequency map with color ramp.
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Figure 5.18: Frequency map derived from all available ENVISAT ASAR WSM data using Bimodal histogram
thresholding method
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Figure 5.19: Frequency map (with color ramp) derived from all available ENVISAT ASAR WSM data using
Bimodal histogram thresholding method
Figure 5.20 (next page) represents the SAR images after pixels with frequency ≤ 10% were
removed. The images with the time span between 06 July 2006 and 28 April 2007 are shown
here.
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(a) Poyang lake subset July 2006
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(b) Poyang lake subset August 2006
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(c) Poyang lake subset October 2006
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(d) Poyang lake subset January 2007
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(e) Poyang lake subset March 2007
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(f) Poyang lake subset April 2007
Figure 5.20: Images showing different water surface area, after extra pixels are removed during months of year
2006 and 2007 from BHT method
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The classified images generated using bimodal histogram thresholding method (refer section
5.1.2) and respective water surface areas were estimated. The Figure 5.21 shows the variations
of water surface area w.r.t day in a year. The x-axis represents the acquisition day of the year
and the y-axis display the estimated water surface area in km2. As is presented in the graph
surface area shows a steady drop from August 2006 until March 2007. Between April 2007 and
March 2009 there is a slight increase. The number plateaus from May 2009 to June 2011 shows
zig-zag pattern with the highest surface area of 5739 km2 in August 2010. There is a decline in
the surface area from October 2010 which is dipping upto 909 km2 in October 2011.
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Figure 5.21:Water surface area pattern during observed days of the year using the Bimodal histogram thresholding
method
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5.4 Comparison of Water Surface Area Progression
The diagrams below (Figure 5.22) compares the extent of water surface area during August
2006 from local adaptive thresholding classification and bimodal histogram thresholding
classification. For August 2006 the classification result from the BHT method is better using
visual interpretation method, when compared to LAT method. However, the Figure 5.23
shows a comparison of both methods in January, March and April 2007. It is observed that
local adaptive thresholding performed better than bimodal histogram thresholding method in
all other classification results, except August 2006.
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Figure 5.22: top: Local adaptive thresholding classified SAR image (August 2006), bottom: Bimodal histogram
thresholding classified SAR image (August 2006)
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(b) Poyang lake subset January 2007 (BHT)
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(c) Poyang lake subset March 2007(LAT)
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(d) Poyang lake subset March 2007(BHT)
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(e) Poyang lake subset April 2007(LAT)
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(f) Poyang lake subset April 2007(BHT)
Figure 5.23: Comparison of classification results of Local adaptive thresholding method and Bimodal histogram
thresholding method
62 Chapter 5 Methodology and Results
The classified images generated using local adaptive thresholding method and bimodal his-
togram thresholding method and respective water surface areas were estimated. The Figure
5.24 shows the variations of water surface area w.r.t particular day in a year. The x-axis rep-
resents the acquisition day of the year and the y-axis display the estimated water surface area
in km2. As it is presented in the graph, the surface area has same trend until January 2007 for
both methods, but in March 2007 estimated area from bimodal histogram thresholding method
(BHT) is less compared to local adaptive thresholding method. Estimated area for both meth-
ods is same from May 2007 till March 2009. Later BHT method shows zig-zag behavior (with
an increase or decrease of area) from May 2009 till August 2011. This might be due to bad
classification/false estimation of threshold values from BHT method. There is a decline in the
surface area from August 2011 for both methods, which is dipping upto 909 km2 in October
2011.
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Figure 5.24: Comparison of estimated water surface area during observed days of the year for Local adaptive
thresholding and Bimodal histogram thresholding method
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Chapter 6
Conclusion and Scope of future work
This research thesis investigates the capability of the multitemporal ENVISAT ASAR data to
separate water from other land cover types of Poyang lake located in South-East China. How-
ever, there is little documentation on the techniques associated with the applications of SAR
remote sensing for mapping water bodies. Because of the importance of water for human and
terrestrial life, which demands a comprehensive monitoring of the watershed’s behavior. The
proposed research project focuses on implementation of methods for assessing the water sur-
face area using SAR remote sensing data products in this regard. This technique will facilitate
the use of the SAR data in the operational applications of water resource management.
Split into several phases, the study gives first of all a review of some introductory elements
to literature review and the concerned test site with the available datasets. Especially ASAR
systems were chosen as a primary basis for mapping the water areas of Poyang Lake, with its
capability of sensing through clouds day and night. From a practical point of view, the pre-
processing consisted of normalization, speckle filtering, calibration and geocoding of the data.
At this stage of the process, the data were prepared for the data analysis. Where available data
are phasing integrated several SAR and terrain parameters, and focus of analysis was estab-
lished on a selected Regions Of Interest (ROI). Two techniques were successfully implemented
for automated extraction of water areas from satellite imagery : Locally Adaptive Thresholding
method and Bimodal Histogram Thresholding method respectively.
The findings of this study emphasized the effectiveness of the SAR imagery to add new in-
formation which is not available from optical systems. Image texture used by local adaptive
thresholding method provides valuable quantitative information that helps to discriminate wa-
ter bodies from other land cover types. Locally adaptive thresholding algorithm applied to a
small image region with the assumption that it contains a water surface, which is characterized
by a mixture of two Gaussian distributions. The accuracy of the image segmentation, depends
on the reliability and correctness of the local threshold (local minimum) detected between two
local maxima on a bimodal Gaussian curve. For all images the thresholds are determined
analytically according to the local characteristics of the observed histograms. This technique
provides an accuracy between 85-90% for water classification. The bimodal histogram thresh-
olding method is introduced for iteratively fitting a nonlinear curve to bimodal histogram to
analytically determine optimal local thresholds. However, the results indicate that applying
bimodal histogram thresholding method for SAR images without texture variables, water ar-
eas are mapped with an accuracy of 65-70%. Therefore, a local adaptive thresholding method
is a more efficient classifier than bimodal histogram thresholding method. It is expected that
the bimodal histogram thresholding method has better classification results, but the results are
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relatively less accurate, which can be mainly due to the fact that the input mean and standard
deviation values are not appropriate. Another reason could be due to the texture of the images
or pixel values within SAR images. More analysis will have to be done in the future in order to
investigate this behavior further with different kind of polarized SAR images.
Despite the successful applications of both methods, it should be noted that the quality of the
image sources remains an important factor for water surface detection. The success of both
methods not only depends on whether considerable contrast exists between water and land
masses, but also on the degree of homogeneity of the water or land mass.
So far only ENVISAT ASAR images with 70 m spatial resolution have been used for the analy-
sis, although satisfactory results have been obtained for mapping water surface area.
This thesis thus provides a lot of possibilities for further research work, which will address the
following considerations:
• Multitemporal SAR images with higher spatial resolution will be considered for accurate
mapping of water surface area, particularly for the detection of small water bodies. Use
of multitemporal polarimetric SAR images with advantages of high spatial resolution
and polarimetric SAR data demands for the development of a suitable change-detection
algorithm.
• Object-based image analysis will be considered. It will segment the images and methods
to separate changed and unchanged classes.
• Monitoring flood events, necessary in flood risk management.
• Possibility of improving the quality of water surface change detection through the fusion
of SAR and optical data.
• Finally, implementation of both methods using Java in NEST software for SAR user com-
munity.
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Appendix B
NEST Tutorial
The Next ESA SAR Toolbox (NEST) is an open source (GNU GPL) toolbox for reading, post-
processing, analyzing and visualizing the large archive of data (from Level 1) from ESA SAR
missions including ERS-1 and 2, ENVISAT and in the future Sentinel-1. NEST has been built
using the BEAM Earth Observation Toolbox and Development Platform.
NEST is a user friendly open source Java application for exploitation of Level 1 and above SAR
data. NEST helps the remote sensing community by handling ESA SAR products and comple-
menting existing commercial packages. In addition, NEST supports handling of products from
third party missions including JERS-1, ALOS PALSAR, TerraSAR-X, RADARSAT 1 and 2 and
Cosmo-Skymed.
It provides both basic and advanced tools for the SAR user community:
• Data conversion and Export, Calibration, Filtering, Resampling
• Coregisteration, Orthorectification, Interferometry
• SAR Ocean Tools
NEST can be downloaded using following link:
https://earth.esa.int/web/nest/downloads/
Register on My Earthnet and NEST can be downloaded free.
B.0.1 Launching NEST
After installation has finished
• Go to C:\Program Files\NEST and double-click on nest-dat.exe to run the software or
double click NEST from desktop. The following window should open.
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Figure B.1: Pictorial view of NEST software
B.0.2 Creating a Project
Creating a project will help organize your data by storing all related work in one folder.
• Click on File→New Project. A dialogue-box will prompt you for a project folder location
and project file name. Call your project SAR_calibration.xml and place it in C:\NestData
or can be stored wherever preferred.
Figure B.2: Creating a project in NEST
• File→ Open Raster Product→open the following files:
ASA_WSM_1PTUPA20071028_141522_000000732062_00483_29595_3049.N1
ASA_WSM_1PTUPA20071028_141522_000000732062_00483_29595_3052.N1
− Whenever you open a new product, a link to that product will show up under Ex-
ternal Product Links.
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− The project folders mirror the file structure of the physical hard disk. Therefore any
change you make to the physical project folders on disk will be reflected in your
project
Figure B.3: Arrangement of various folders of a project in NEST
• Change the view from project to product and then analyze the both images. Check the
coverage area of the images using Beam world map.
Now open the images by clicking on the Bands folders and double clicking on the amplitude
band. (the Intensity band is just a virtual band, created on the fly; it is not part of product)
Inspecting both the images, notice the extensive dark areas in the center of image. This is the
area representing lake and river.
B.0.3 Visualizing and Accessing Data
Envisat Level 1 is used for the tutorial. The following information can be extracted directly
from a given image with .N1 extension.
Figure B.4: Information of SAR image
• Go to File→Open Raster Product and select the given SAR image or another possibility
is File→ Import Raster Data which gives a variety of products to choose from
• In the result dialogue-box, locate following image
ASA_WSM_1PTUPA20071028_141522_000000732062_00483_29595_3049.N1
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UsingC:\NestData\SAR images and look at the Envisat Level 1 Product in that folder.
Take a careful look at the file name.
Figure B.5: Product View in NEST
• In the Products view window, the following folders are visible
− Identification: Basic information on the product (mission, product type, acquisition
time, pass, track and orbit).
− Metadata: view the SPH (Specific Product Header) and MPH (Main Product
Header) files by double clicking on their names and viewing the contents in the
main window. These files contain more metadata. There is also an Abstracted
Metadata section which automatically updates whenever changes occur in the
image file (e.g. pixel spacing, calibration, etc.).
− Tie Point Grids: Raster grids created from interpolating the tie-points information
within the product. The interpolation is done on the fly according to the product.
− Bands: The actual bands inside the product and virtual bands created by NEST from
expressions. Different icons are used to distinguish these bands.
METADATA : A common definition of metadata is "data about data". Metadata is structured
information that describes other information or information services. With well defined meta-
data, users should be able to get basic information about data, without the need to have knowl-
edge about its entire content.
Meta information can be provided in several ways, for example:
• In a product guide
• In a separate file
• In a database
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• In the file header of each dataset
More general, metadata can be stored either internally or externally to the dataset
• The various bands of the SAR image can be visualized by double-clicking on the corre-
sponding band. Look the Amplitude and Intensity band.
Figure B.6: Visualization of SAR image in amplitude band
• Further information (including geocoding) about the SAR image is located Analysis →
Information.
Figure B.7: Metadata (information) of Amplitude band
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• View geographical coverage of both images
Select View→ Tool Windows→ Beam World Map and the following map will appear
showing the footprints of the images calculated from the metadata.
Figure B.8: Visualizing the geographical coverage of an image
To zoom on the interest area click the zooming tab
Figure B.9: image boundary of Area of interest
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B.1 Pre-processing of SAR Images
SAR data could be acquired from different sensors or from the same sensor but at different
times. SAR images are affected by physical properties such as target permittivity; imagine
geometry, and surface topography, which can be removed using pre-processing. In addition
SAR images are disturbed by speckle, a noise-like phenomenon, which complicates analysis
and interpretation. Therefore, image calibration should be applied in general using NEST so
that the pixel value of the images directly represents the radar back-scatter of the reflecting
surface. Terrain correction is also applied to remove the effects due to heights or slopes in the
image.
Figure B.10: Flowchart of preprocessing steps in NEST
B.1.1 Creating a Subset
Sometimes, one may not be interested in the entire image of a product. Using the subset oper-
ator, you may specify an area of the product to be loaded. The area can be selected by entering
the top left corner and the width and height. A sub-sampling in the X or Y directions can also
be specified.
• In the Project view, right-click on Processed Products and click on Create Folder. Call
the new folder Subsets.
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Figure B.11: Creating folder Subsets under the Processed products
• From the Products view, display the amplitude band of ENVISAT WSM
ASA_WSM_1PTUPA20071028_141522_000000732062_00483_29595_3049.N1
• Click on Utilities→ Spatial Subset from View. Select the area to crop by dragging the
edges of the blue box in the quicklook window. Then click OK.
Or using the pixel coordinates set scene start X and Y and scene end X and Y values.
Figure B.12: Creating a subset from view
Although a subset has now been created (and a new entry created in the products view) this is
still a virtual image file, it has not yet been saved to disk. To save the subset,
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• Select the subset in the products view and then click File → Save. The product will be
saved in the NEST / BEAM internal DIMAP format, and save the file to folder Subsets.
After saving the new product, Subset_0....3049.dim is updated automatically in project
and can be seen in looking in Project view
Figure B.13: Saving the subset product and visualization of automatic update in project
• Similarly, create subsets of the other Envisat WSM data file and save them in BEAM
DIMAP format into the Subsets folder.
B.1.2 Applying Orbit Correction
The orbit state vectors provided in the metadata of a SAR product are generally not very accu-
rate, and are acquired at discrete time intervals. For the estimation of the position of each image
pixel on the earth surface, the exact sensor position and velocity vectors have to be known for
each azimuth time t (slow time).
The orbit files which can be used for orbit correction are following
• ERS-1 orbits are based on SLR normal points and were made available with a latency of
about a week
• ERS-2 orbits are based on SLR and OPR-2 altimeter crossovers and normal points. The
orbit files were made available with a latency of about six months
• Envisat orbits are based on SLR and DORIS data. The orbit files are available with a
latency of 1 to 3 months, depending on the availability of DORIS tracking data
The orbit file provides accurate satellite position and velocity information. Based on this infor-
mation, the orbit state vectors in the abstract metadata of the product are updated.
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• We will continue further processing only on these subsets, so right-click individually on
all the other files and Close them.
• In the Project view, create a folder called Orbit_correction within the Subsets folder.
Figure B.14: Applying orbit correction in NEST
• In Processing parameters select DORIS precise VOR (ENVISAT). Click Run.
Figure B.15: selecting the processing parameter for orbit correction
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• Similarly, apply orbit file to the other Subset_1....3052.dim subset. Two new products are
now visible in the Products view; retain these and close all the others.
B.1.3 Absolute Calibration
The objective of SAR calibration is to provide imagery in which the pixel values can be directly
related to the radar backscatter of the scene. Though un-calibrated SAR imagery is sufficient
for qualitative use, calibrated SAR images are essential for quantitative use.
Typical SAR raw data processing, which produces Level 1 images, does not include radiometric
corrections and significant radiometric bias remains. Therefore, it is necessary to apply the
radiometric correction to SAR images so that the pixel values of the SAR images truly represent
the radar backscatter of the reflecting surface. The radiometric correction is also necessary for
the comparison of SAR images acquired with different sensors, or acquired from the same
sensor but at different times, in different modes, or processed by different processors.
• Select the first product in the Products view and click on SAR Tools → Radiometric
Correction→ Calibrate. In I/O parameters window Change the output directory to the
Calibrated Products folder.
Figure B.16: Applying radiometric correction in NEST
• In Processing parameters window select Amplitude. Click Run
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Figure B.17: selecting the processing parameter for radiometric correction
• Similarly, apply the calibration operator to the other subset. Two new Calibrated products
are now visible in the Products view; keep them open and close all the others (old ones).
B.2 Speckle Filtering
SAR images are subjected to an inherent granular noise called speckle, degrading the quality
of the image and making interpretation and classification more difficult. It is formed by the
interference of the signals from multiple distributed targets. Filtering technique used to sup-
press speckle are mostly based on the averaging of the random noise obstructing the features
of interest. The common approach for speckle filtering utilizes spatial averaging techniques.
It consists of a moving window over each pixel in the image and performs the mathematical
calculation using pixel values within the selected window and replaces the central pixels with
the calculated value (Meenakshi and Punitham, 2001).
− Speckle is present in SAR, but not in optical images
− The visual effect is a sort of "salt and pepper" screen superimposed on a uniform ampli-
tude image.
− Speckle has an impact on the quality and usefulness of detected SAR images
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(a) Original SAR image (b) After speckle filtering
Figure B.18: Example for speckle filtering
B.2.1 Single Product Speckle Filtering
• Go to Project view, right click on Processed Products and create a new folder called
Single_speckle_filter.
Figure B.19: Creating folder for speckle filtering
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• Choose subset_0....3049_Orb_Calib. Go to SAR Tools → Speckle Filtering →
Single Product. In I/O parameters window Change the output directory to the
Single_speckle_filter folder.
Figure B.20: Applying speckle filtering in NEST
• In Processing parameters window select Sigma_0_VV. In filter option select Frost change
the values for size X to 5 and size Y to 5. Damping factor 2 as default. Click Run
Figure B.21: selecting the processing parameter for speckle filtering
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• Similarly, apply the speckle filtering to the other subset. Two new filtered products are
now visible in the Products view; keep them open and close all the others (old ones).
The operator supports the following speckle filters for handling speckle noise of different dis-
tributions (Gaussian, multiplicative or Gamma):
• Mean
• Median
• Lee
• Refined Lee
• Gamma-MAP
Try to apply other filters and see the changes and also comparison can be done.
B.3 Orthorectification
Due to topographical variations of a scene and the tilt of the satellite sensor, distances can get
distorted in SAR images. Image data not directly at the sensor’s nadir location will have some
distortion. Terrain corrections are intended to compensate for these distortions so that the geo-
metric representation of the image will be as close as possible to the real world. NEST uses the
available orbit state vector information, the radar timing annotations, the slant to ground range
conversion parameters together with the reference DEM data to derive the precise geolocation
information.
• Go to Project view, right click on Processed Products and create a new folder called
Orthorectified_images.
Figure B.22: Creating folder for storing Orthorectified images
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• Choose subset_0....3049_Orb_Calib_Spk. Go to Geometry → Terrain Correction →
SAR-Simulation Terrain Correction. In Read window we can the current image. In SAR
simulation select Sigma0_VV, select Digital elevation model SRTM 3sec (auto down-
load), select Resampling method Bilinear_interpolation. Leave GCP-selection as it is.
Figure B.23: Selecting parameters for Orthorectification of image
• In SAR-sim-Terrain-Correction select Apply Radiometric Normalization. In write tab
change the name to SarSimTC_3049.dim and Change the output directory to the Or-
thorectified_images folder. Click Process
Figure B.24: Selecting parameters and folder for storing orthorectified images
• Repeat the process for the other subset image.
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(a) Original image (b) Geo-coded image
Figure B.25: Layout showing Original image and Geo-coded image
• The changes could be observed in the images as it geo-coded
B.3.1 Exporting Image as Google Earth File
• Click on File→ Product Writers→ Export View as Google Earth KMZ. Once the file is
saved, double click on the image filename to view it in Google Earth. In Google Earth,
overlay streets and place names onto the image to see location of lake and river as well as
the major roads
Figure B.26: Exporting image as .kmz file
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Figure B.27: Image layer in Google earth
B.4 Graph Processing
Rather than clicking through each applied method in the menu, a production chain can be
implemented with the "Graph Builder". You can save the whole graph as an xml-file for later
use, and this can be used for batch command line processing (without opening NEST).
We will apply the process which was applied above for the pre-processing SAR images.
• Open the Subset images from step 2.2 from folder Subsets
• Go to Graphs→ Graph builder
Figure B.28: Acessing graph builder
B.4 Graph Processing XLIII
• Right-click add→Utilities→Apply-Orbit-file in the dialogue box as shown below. Con-
nect Read and Apply-Orbit-file boxes and set the orbit type to DORIS Precise VOR (EN-
VISAT). (for more information please refer to section 4.2.3)
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Figure B.29: Inserting read and Apply orbit correction to Graph
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• Right-click add→ SAR Tools→ Radiometric Correction→ Calibration in the dialogue
box as shown below. Connect Apply-Orbit-file and Calibration boxes.(for more infor-
mation please refer to section 4.2.1)
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Figure B.30: Adding Radiometric correction to Graph
B.4 Graph Processing XLV
• Right-click add→ SAR Tools→ Speckle Filtering→ Speckle-filter in the dialogue box
as shown below. Connect Calibration and Speckle-filter boxes and set the Speckle filter
to Frost 5x5.(for more information please refer to section 4.2.2)
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Figure B.31: Adding Speckle filtering to Graph
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• Right-click add→ Geometry→ Terrain Correction→ SAR-Simulation in the dialogue
box as shown below. Connect Speckle-filter and SAR-Simulation boxes and set the SAR-
Simulation to SRTM 3 sec and Bilinear_Interpolation.(for more information please refer
to section 4.2.3)
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Figure B.32: Adding SAR simulation to Graph
B.4 Graph Processing XLVII
• Right-click add→ SAR Tools→ Coregistration→GCP-selection in the dialogue box as
shown below. Connect SAR-Simulation and GCP-selection boxes and leave the default
values.(for more information please refer to section 4.2.3)
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Figure B.33: Adding GCP-selection to Graph
• Right-click add→Geometry→ Terrain Correction→ SARSim-Terrain-Correction in the
dialogue box as shown below. Connect GCP-selection and SARSim-Terrain-Correction
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boxes and click on Apply Radiometric Normalization.(for more information please refer
to Chapter 4)
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Figure B.34: Adding SARSim-Terrain-Correction to Graph
• Connect SARSim-Terrain-Correction and write and change the directory where you
want to save the Calibrated product. Also save the graph as "Full_Calibration", it will
be saved as .xml file. Click process
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Figure B.35: Full graph for processing
• Analyze the output of the graph; it will be same as we did manually.
B.5 Batch Processing
Batch processing is used when we want to apply the pre-processing to several images. As we
have already defined the pre-processing for one image using "Graph". Now the same Graph
can be used for more images.
• Go to Graphs→ Batch Processing
Figure B.36: Acessing graph builder
• Click on Add to search the images manually or Add All Open to add all the current
opened Envisat images. Change the output directory to the Calibrated Products.
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Figure B.37: Adding images for batch processing
• Click on Load Graph, then load the "Full_Calibration.xml"
Figure B.38: Loading the Graph for batch processing
• Click on Apply-Orbit-File and change to DORIS precise VOR (ENVISAT), Speckle filter
and select frost 5x5, SAR-Simulation and select Bilinear-Interpolation, SARSim-Terrain-
Correction and select click on Apply Radiometric Normalization
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• Click Run. Check the output of the Batch processing; it will be same as we did manually
and using Graph.
B.6 Command Line Batch Processing
The most convenient way to process large quantities of SAR data is using the methods through
command line. With the "gpt" command as described in the Nest help pages you can process
single scenes from command line, but here is a way to process large quantities of scenes from
command line. With the DOS "for" command you recursively search through your directories
for scenes to be processed and hand these scenes each to the gpt command.
• First we have to create the processing chain with the graph builder as described above
and save it as an XML file.
Figure B.39: Graph for command line processing
• Right click Full_Calibration.xml and open with "WordPad".
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Figure B.40: Graph in xml view via Wordpad
• Read section in xml file looks like following
<node id="1-Read">
<operator>Read</operator>
<sources/>
<parameters class="com.bc.ceres.binding.dom.XppDomElement">
<file>C:\Users\Shakti\Desktop\Thesis\trial\Change\Processed Products\Subset\
subset_0_of_ENVISAT-ASA_WSM_1PTUPA20071028_141522_000000732062_00483_29595_
3049.dim</file>
</parameters>
</node>
Change the filename in the XML file to $file
<node id="1-Read">
<operator>Read</operator>
<sources/>
<parameters class="com.bc.ceres.binding.dom.XppDomElement">
<file>$file</file>
</parameters>
</node>
• write section in xml file looks like following
</node>
<node id="2-Write">
<operator>Write</operator>
B.6 Command Line Batch Processing LIII
<sources>
<sourceProduct refid="8-SARSim-Terrain-Correction"/>
</sources>
<parameters class="com.bc.ceres.binding.dom.XppDomElement">
<formatName>BEAM-DIMAP</formatName>
<file>C:\Users\Shakti\Desktop\Thesis\trial\Change\
Processed Products\chain2\target.dim</file>
</parameters>
</node>
Change the filename in the XML file to $target
</node>
<node id="2-Write">
<operator>Write</operator>
<sources>
<sourceProduct refid="8-SARSim-Terrain-Correction"/>
</sources>
<parameters class="com.bc.ceres.binding.dom.XppDomElement">
<formatName>BEAM-DIMAP</formatName>
<file>$target</file>
</parameters>
</node>
• Save Changes
• Create a empty text document in the same folder , name it as Calibration
Figure B.41: Creating a txt document for command line processing
• Open the text document, and
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Figure B.42: Code for searching *.dim files
The for-command goes through the directory containing your files to find files named "*.dim"
and passes the file name to "%%X".
• Write the path and name of the xml file next to the command we wrote before
Figure B.43: Path for the xml file (graph)
For each of these input files "-Pfile="%%X", the NEST command "gpt" applies the Graph Builder
production chain saved in "Full_Calibration.xml"
• Write the path of the folder where you would like to store your output. next to the com-
mand we wrote for .xml file.
Figure B.44: Path for storing the output
The output is saved in the parameter -Tfile, which here is written "%% nX_calibrated.dim",
taking the filename and between original name and filetype adding "_ calibrated" to indicate
this is having been processed with Full_Calibration. You may choose different naming.
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• File→Save as→Batch.bat
Figure B.45: Creating batch file
• Open Command prompt (Run→cmd) or (type "cmd" at Windows Start→ "search pro-
grams and files" to open it.
• Change cd to directory where Batch .bat is stored
Figure B.46: All the files will be processed and stored in the specified folder
