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Abstract
This note describes sufficient conditions under which total-cost and average-cost Markov decision processes
(MDPs) with general state and action spaces, and with weakly continuous transition probabilities, can be
reduced to discounted MDPs. For undiscounted problems, these reductions imply the validity of optimality
equations and the existence of stationary optimal policies. The reductions also provide methods for com-
puting optimal policies. The results are applied to a capacitated inventory control problem with fixed costs
and lost sales.
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1. Introduction
Undiscounted Markov decision processes (MDPs)
are typically much more difficult to study than dis-
counted MDPs. This is true both for models with
expected total costs and for models with average
costs per unit time. This paper describes conditions
under which undiscounted MDPs with infinite state
spaces and weakly continuous transition kernels can
be transformed into discounted MDPs.
For undiscounted total costs, a classic assump-
tion is that the expected number of visits to each
state in a certain set X′ is finite under every policy
and initial state. Such an assumption is typically
referred to as transience [3, Chapter 7], [18]. When
the expected amount of time spent in X′ (i.e., the
“lifetime” of the system) is finite for every policy
and initial state, the MDP is called absorbing [3,
Chapter 7]. It is well-known that every discounted
MDP can be viewed as an absorbing MDP with
the lifetime of the system being geometrically dis-
tributed [3, p. 137]. We remark that every absorb-
ing MDP is transient, and that the two conditions
are equivalent when the set X′ is finite.
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For average costs per unit time, a classic ap-
proach has been to make use of results about dis-
counted MDPs. The most general results have been
obtained in [10] using the so-called vanishing dis-
count factor approach, where the validity of opti-
mality inequalities and existence of stationary opti-
mal policies are obtained by considering optimality
equations for discounted MDPs and letting the dis-
count factor tend to one. Another approach, which
was used early in the development of the theory
of average-cost MDPs, is to transform the average-
cost problem into a discounted one, and argue that
optimal policies for the latter are also optimal for
the former [6, Chapter 7 §10], [16, 17]. One advan-
tage of this approach is that it can be used to apply
methods and algorithms developed for discounted
MDPs to undiscounted MDPs. [1, 8, 9].
In [9], conditions were given under which undis-
counted MDPs with general state and action spaces
can be reduced to discounted ones. These con-
ditions include the assumption that the transition
probabilities are setwise continuous. However, for
many models of interest, such as those arising in in-
ventory control [7], the transition probabilities are
only weakly continuous. In this paper, we provide
conditions under which the reductions in [9] lead
to optimality results for undiscounted MDPs with
weakly continuous transition kernels. In particu-
lar, under these conditions the discounted MDPs
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to which the undiscounted MDPs are reduced have
weakly continuous transition probabilities. More-
over, while sufficient conditions are provided in
[5, 12, 15] for the validity of the optimality equa-
tions for average-cost MDPs, Assumption HT in
Section 4 ensures that a solution to this optimality
equation can be obtained via the optimality equa-
tion for a discounted MDP. This in turn implies
that such average-cost MDPs can be solved using
methods developed for discounted MDPs.
The rest of the paper is organized as follows. In
Section 2, the MDP model and objective functions
are described. Next, in Section 3 the results for
undiscounted total-cost MDPs are presented. Sec-
tion 4 contains the results for average-cost MDPs.
Finally, in Section 5 we apply the preceding results
to a capacitated inventory control problem with
fixed ordering costs and lost sales.
2. Model description
The state space X and action space A are Borel
subsets of complete separable metric spaces en-
dowed with their respective Borel σ-algebras B(X)
and B(A). When the current state is x ∈ X, the
decision-maker must select an action from the set of
available actions A(x), which is a nonempty Borel
subset of A. The space of all feasible state-action
pairs
Gr(A) := {(x, a)|x ∈ X, a ∈ A(x)}
is assumed to be a Borel subset of X×A, and to con-
tain the graph of a Borel-measurable function from
X to A (these assumptions follow from Assumption
WC(i) below). For each (x, a) ∈ Gr(A) there is an
associated one-step cost c(x, a) ∈ [0,∞) and a finite
measure q(·|x, a) on (X,B(X)). We assume that the
functions (x, a) 7→ c(x, a) and (x, a) 7→ q(B|x, a),
for each B ∈ B(X), are Borel-measurable. More-
over, q is assumed to satisfy
sup {q(X|x, a) : (x, a) ∈ Gr(A)} <∞.
For possible interpretations of the values q(B|x, a)
for B ∈ B(X), which may be greater than one, see
[9, Section 2.1]; in light of these interpretations, we
will refer to q as the transition kernel.
2.1. Objective functions
Let H0 := X, and for n = 1, 2, . . . let Hn :=
X × A × Hn−1 denote the space of all histories of
the process up to decision epoch n, endowed with
the product σ-algebra. A decision rule for epoch
n = 0, 1, . . . is a mapping πn : B(A) × Hn → [0, 1]
such that for every hn = x0a0 · · ·xn the set function
πn(·|hn) is a probability measure on (A,B(A)) sat-
isfying πn(A(xn)|hn) = 1, and for every B ∈ B(A)
the function πn(B|·) on Hn is Borel-measurable.
A policy is a sequence π = {πn}∞n=0 of deci-
sion rules; let Π denote the set of all policies.
Under a policy π, at each decision epoch n =
0, 1, . . . the decision-maker observes the history
hn = x0a0 · · ·xn ∈ Hn of the process up to epoch
n and selects an action a ∈ A(xn) according to the
probability distribution πn(·|hn). A stationary pol-
icy is identified with a Borel-measurable function
φ : X → A satisfying φ(x) ∈ A(x) for all x ∈ X;
under such a policy, the decision-maker selects the
action φ(x) if the current state is x. The set of all
stationary policies is denoted by F.
To define the objective functions under consider-
ation, for B ∈ B(X) and (x, a) ∈ Gr(A) let
p(B|x, a) := q(B|x, a)/q(X|x, a),
and let
α(x, a) := q(X|x, a).
Observe that p(·|x, a) is a probability measure on
(X,B(X)) for every (x, a) ∈ Gr(A), and that p(B|·)
is a Borel function on Gr(A) for every B ∈ B(X).
Therefore, for every policy π ∈ Π and initial state
x ∈ X the Ionescu Tulcea theorem [4, pp. 140-141]
uniquely defines a probability measure Pπx on ((X×
A)∞,B[(X × A)∞]) and its associated expectation
operator Eπx .
When the initial state is x ∈ X, under π ∈ Π the
total cost incurred is
vπ(x) := Eπx
∞∑
n=0
α(xn, an)c(xn, an),
and the average cost incurred is
wπ(x) := lim sup
N→∞
1
N
E
π
x
N−1∑
n=0
α(xn, an)c(xn, an).
A policy π∗ ∈ Π is total-cost optimal if
vπ∗(x) = inf
π∈Π
vπ(x) =: v(x) ∀x ∈ X,
and is average-cost optimal if
wπ∗(x) = inf
π∈Π
wπ(x) =: w(x) ∀x ∈ X.
If there exists a constant β such that α(x, a) = β
for all (x, a) ∈ Gr(A), a total-cost optimal policy is
called β-optimal.
2
3. Total costs
To state Assumption T below for the total-cost
criterion, given φ ∈ F and a Borel function u : X→
R let
Qφu(x) :=
∫
X
u(y)q(dy|x, φ(x)), x ∈ X,
let Q0φu(x) := u(x) for x ∈ X, and for n = 1, 2, . . .
let Qnφu(x) := Qφ(Q
n−1
φ u)(x) for x ∈ X.
Assumption T. There exists a continuous func-
tion V : X→ [1,∞) and a constant K satisfying
∞∑
n=0
QnφV (x) ≤ KV (x) <∞, ∀φ ∈ F, x ∈ X. (1)
The statement of Assumption WC below requires
several definitions. Let S and T be metric spaces en-
dowed with their respective Borel σ-algebras B(S)
and B(T). A set-valued mapping s 7→ Φ(s) ⊆ T on
S is compact-valued if Φ(s) is compact for all s ∈ S,
and is continuous on S if for every open set V ⊆ T
the sets {s ∈ S|Φ(s) ⊆ V } and {s ∈ S|Φ(s)∩V 6= ∅}
are open in S.
Next, a transition kernel from S to T is a map-
ping κ : B(T) × S → [0,∞) such that κ(·|s) is a
finite measure on (T,B(T)) for every s ∈ S, and
κ(T |·) is a Borel function on S for every T ∈ B(T).
A transition kernel κ is weakly continuous if for ev-
ery bounded continuous function f : T → R the
mapping
s 7→
∫
T
f(t)κ(dt|s)
is continuous on S. If κ is a transition kernel such
that κ(·|s) is a probability measure for every s ∈ S,
it is called a transition probability kernel.
Finally, a function f : S → R is lower semicon-
tinuous at s ∈ S if lim infs′→s f(s′) ≥ f(s), and is
lower semicontinuous on S ⊆ S if it is lower semi-
continuous at every s ∈ S.
Assumption WC.
(i) The set-valued mapping x 7→ A(x) is compact-
valued and continuous on X.
(ii) The transition kernel q is weakly continuous.
(iii) The function (x, a) 7→ c(x, a) is lower semi-
continuous on Gr(A).
Proposition 1. Suppose Assumptions T and
WC(i, ii) hold. Then there exists a continuous
function µ : X → [1,∞) satisfying V (x) ≤ µ(x) ≤
KV (x) for all x ∈ X and
µ(x) ≥ V (x) +
∫
X
µ(y)q(dy|x, a) (2)
for all (x, a) ∈ Gr(A).
Proof. Consider the operator U defined for Borel
functions u : X→ R by
Uu(x) := sup
a∈A(x)
[
V (x) +
∫
X
u(y)q(dy|x, a)
]
for x ∈ X. Let u0 ≡ 0, and for n = 1, 2, . . . let
un := Uun−1. According to the Berge maximum
theorem (see e.g., [2, p. 570]), for n = 0, 1, . . . the
function un is continuous. Since un+1 ≥ un ≥ V
pointwise for n = 1, 2, . . . , the sequence of contin-
uous functions {un}∞n=0 converges to a Borel func-
tion µ := limn→∞ un ≥ V . The claim that µ ≤ Kµ
can be verified using the arguments in [9, Proof of
Proposition 1] and the Berge maximum theorem.
Moreover, Lebesgue’s monotone convergence theo-
rem implies that µ = Uµ, which means (2) holds
for all (x, a) ∈ Gr(A).
It remains to be shown that the function µ : X→
R defined above is continuous. First, observe that
for any Borel functions f, g on X,
f(x) ≤ g(x) + µ(x)
(
sup
x∈X
|f(x)− g(x)|
µ(x)
)
, ∀x ∈ X,
which implies that for all x ∈ X,
Uf(x) ≤ Ug(x) + (µ(x) − V (x))
(
sup
x∈X
|f(x)− g(x)|
µ(x)
)
≤ Ug(x) + µ(x)
(
K − 1
K
)(
sup
x∈X
|f(x)− g(x)|
µ(x)
)
.
By reversing the roles of f and g, it follows that
|Uf(x)− Ug(x)|
µ(x)
≤
(
K − 1
K
)
sup
x∈X
|f(x)− g(x)|
µ(x)
, ∀x ∈ X.
Since V ≤ µ ≤ KV , it follows that for the sequence
{un}∞n=0 defined above,
sup
x∈X
|un+1(x)− un(x)|
KV (x)
≤
(
K − 1
K
)n
, n = 0, 1, . . . ,
which implies that for all nonnegative integers m,n
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satisfying m > n,
sup
x∈X
|um(x)− un(x)|
KV (x)
≤
m−n−1∑
k=0
sup
x∈X
|un+k+1(x)− un+k(x)|
KV (x)
≤
m−n−1∑
k=0
(
K − 1
K
)n+k
≤
(
K − 1
K
)n ∞∑
k=0
(
K − 1
K
)k
= K
(
K − 1
K
)n
. (3)
Define the V -norm for functions f : X → R by
‖f‖V := supx∈X |f(x)|/V (x), and let CV (X) de-
note the space of continuous functions on X with
finite V -norm. Then (3) implies that {un}∞n=0 is a
Cauchy sequence in CV (X). Since CV (X) is a Ba-
nach space with respect to ‖ ·‖V , it follows that the
sequence {un}∞n=0 converges to a function in CV .
Since limn→∞ un = µ, it follows that µ ∈ CV ; in
particular, µ is continuous.
3.1. Hoffman-Veinott (HV) transformation
In this section, we present the HV transformation
[9], which is based on ideas due to Alan Hoffman
and A. F. Veinott [18]. A point s is isolated from a
metric space S, if there exists an ǫ > 0 such that the
distance between s and any element of S is larger
than ǫ. The state space of the new MDP is X˜ :=
X ∪ {x˜}, where x˜ 6∈ X is a cost-free absorbing state
that is isolated from X. The action space is A˜ :=
A ∪ {a˜}, where a˜ is the only action available when
the current state is x˜. The set A˜(x) of available
actions is unchanged if the current state x is not x˜,
i.e.,
A˜(x) :=
{
A(x), if x ∈ X,
{a˜}, if x = x˜.
The one-step cost function c˜ is defined by
c˜(x, a) :=
{
µ(x)−1c(x, a), if (x, a) ∈ Gr(A),
0, if (x, a) = (x˜, a˜).
Finally, select a discount factor
β˜ ∈ [(K − 1)/K, 1),
and define the transition probabilities p˜ as follows.
For (x, a) ∈ Gr(A), let
p˜(B|x, a) := 1
β˜µ(x)
∫
B
µ(y)q(dy|x, a), B ∈ B(X),
p˜({x˜}|x, a) := 1− 1
β˜µ(x)
∫
X
µ(y)q(dy|x, a),
and let
p˜({x˜}|x˜, a˜) := 1.
Since only one action is available in state x˜, and the
action sets coincide otherwise, there is a one-to-one
correspondence between policies for the new MDP
and the original MDP.
For x ∈ X˜ and π ∈ Π, let v˜π(x), be the expected
total discounted cost for the new model, and let
v˜(x) := infπ∈Π v˜
π(x). It is well-known (see e.g., [9])
that v˜π(x) = µ(x)−1vπ(x) and v˜(x) = µ(x)−1v(x)
for all x ∈ X.
Theorem 2. Suppose Assumptions T and WC(i,ii)
hold. If the function
(x, a) 7→
∫
X
V (y)q(dy|x, a) (4)
is continuous on Gr(A), then p˜ is a weakly con-
tinuous transition probability kernel. In addition,
if Assumption WC(iii) holds, then there exists a
stationary β˜-optimal policy for the MDP obtained
from the HV transformation, and for this MDP a
stationary policy is β˜-optimal if and only if for all
x ∈ X,
v˜(x) = c˜(x, φ(x)) + β˜
∫
X
v˜(y)p˜(dy|x, φ(x))
= min
a∈A(x)
[
c˜(x, a) + β˜
∫
X
v˜(y)p˜(dy|x, a)
]
.
(5)
Proof. According to Proposition 1, the function µ
used in the HV transformation can be taken to be
continuous. Moreover, Assumption T implies that
the function V is integrable with respect to q(·|x, a),
for all (x, a) ∈ Gr(A). Since µ ≤ KV , the weak
continuity of p˜ then follows from Lemma 11 in the
Appendix.
Next, recalling that x˜ is isolated from X, the
continuity of µ by Proposition 1 implies that the
nonnegative function c˜ is lower semicontinuous on
Gr(A˜). Since the action sets A˜(x) are compact for
all x ∈ X˜, it follows from [10, Theorem 2] that the
value function v˜ for the discounted MDP defined by
the HV transformation satisfies
v˜(x) = min
a∈A˜(x)
[
c˜(x, a) + β˜
∫
X˜
v˜(y)p˜(dy|x, a)
]
for all x ∈ X˜, and there exists a stationary optimal
policy for this discounted problem. Moreover, since
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v˜(x˜) = 0, a stationary policy φ is optimal for the
discounted problem if and only if (5) holds for all
x ∈ X˜. The need to only consider x ∈ X, for which
A(x) = A˜(x), follows from the fact that there is
only one available action at state x˜.
Corollary 3. Suppose Assumptions T and WC
hold and that the mapping (4) on Gr(A) is con-
tinuous. Then
(i) the value function v satisfies the optimality
equation
v(x) = min
a∈A(x)
[
c(x, a) +
∫
X
v(y)q(dy|x, a)
]
for all x ∈ X;
(ii) there exists a stationary policy that is total-
cost optimal;
(iii) a stationary policy φ is total-cost optimal if
and only if
v(x) = cφ(x) +Qφv(x) ∀x ∈ X,
which holds if and only if φ is β˜-optimal for
the MDP defined by the HV transformation.
Proof. This follows from Theorem 2, the definition
of the HV transformation, and the fact that v(x) =
µ(x)v˜(x) for all x ∈ X.
4. Average costs per unit time
To state Assumption HT below, given φ ∈ F, a
Borel function u : X→ R, and a state z ∈ X, let
zQφu(x) :=
∫
X\{z}
u(y)q(dy|x, a), x ∈ X,
define zQ
0
φu(x) ≡ u(x) for x ∈ X, and for x ∈ X
and n = 1, 2, . . . let zQ
n
φu(x) := xQφ(xQ
n−1
φ u)(x).
Also, let e(x) := 1 for x ∈ X.
Assumption HT. There exists a state ℓ ∈ X and
a constant Kℓ satisfying
∞∑
n=0
ℓQ
n
φe(x) ≤ Kℓ <∞, ∀φ ∈ F, x ∈ X. (6)
Proposition 4. Suppose Assumption HT holds
with a state ℓ ∈ X that is isolated from X, and
Assumptions WC(i,ii) hold. Then there exists a
continuous function µℓ : X → [1,∞) satisfying
µℓ(x) ≤ Kℓ for all x ∈ X and
µℓ(x) ≥ 1 +
∫
X\{ℓ}
µℓ(y)q(dy|x, a) (7)
for all (x, a) ∈ Gr(A).
Proof. Consider the transition kernel qℓ from
Grℓ(A) := {(x, a) ∈ Gr(A)|x 6= ℓ} to Xℓ := X \ {ℓ}
where
qℓ(B|x, a) := q(B \ {ℓ}|x, a)
for B ∈ B(Xℓ) and (x, a) ∈ Grℓ(A). Then it follows
from Proposition 1 and Assumption HT that there
exists a continuous function µℓ : Xℓ → [1,∞) that
is bounded above by
K−ℓ := sup
x∈X\{ℓ}
{
∞∑
n=0
ℓQ
n
φe(x)
}
and satisfies (7) for all (x, a) ∈ Grℓ(A). Letting
µℓ(ℓ) := sup
A(ℓ)
[
1 +
∫
X\{ℓ}
µℓ(y)q(dy|x, a)
]
and recalling that ℓ is isolated from X, it follows
that this extension of µℓ to X is continuous and
bounded above byKℓ according to Assumption HT,
and satisfies (7) for all (x, a) ∈ Gr(A).
Remark 5. The function µℓ that is constructed in
the proof of Proposition 4 gives, for each x ∈ X, the
supremum µℓ(x) (over all policies) of the expected
number of epochs before the system hits state ℓ after
epoch 1. If the state ℓ is not isolated, then this
function µℓ may be discontinuous at ℓ despite the
weak continuity of q.
To verify this, let ℓ := (
√
5 − 1)/2 and consider
the following MDP with only one available action a0
for each state and a constant one-step cost function.
The state space is the closed interval X := [0, ℓ],
and the transition probabilities q(·|x, a0) are de-
fined for x ∈ X as follows. Let q({ℓ}|0, a0) := 1,
q({ℓ}|ℓ, a0) := 1 − ℓ, and q({0}|ℓ, a0) := ℓ. In
addition, for x ∈ (0, ℓ) let q({x}|x, a0) := x2,
q({ℓ}|x, a0) := 1− x− x2, and q({0}|x, a0) := x.
Observe that Assumption HT holds because
µℓ(0) = 1, µℓ(ℓ) = (
√
5 + 1)/2, and µℓ(x) =
1/(1 − x) ≤ (√5 + 3)/2 for x ∈ (0, ℓ). Moreover,
it is straightforward to verify that this MDP sat-
isfies Assumptions WC(i,ii). On the other hand,
since limx→ℓ µℓ(x) = 1/(1 − ℓ) = (
√
5 + 3)/2 >
(
√
5+ 1)/2 = µℓ(ℓ), the function µℓ is discountinu-
ous at ℓ.
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4.1. HV-AG transformation
Suppose Assumption HT holds. We now describe
the HV-AG transformation [9], which is based on
the work of Akian & Gaubert [1]. As was the case
with the HV tranformation, the HV-AG transfor-
mation results in a discounted MDP, whose set of
policies corresponds to the set of policies for the
original MDP.
The components of the discounted MDP defined
by the HV-AG transformation will be indicated by
a horizontal bar. The state space is X¯ := X ∪ {x¯},
where x¯ 6∈ X is a cost-free absorbing state that is
isolated from X. The action space is A¯ := A ∪ {a¯},
where a¯ is the only action available when the system
is in state x¯. The set A¯(x) of available actions is
unchanged if the current state x is not x¯, i.e.,
A¯(x) :=
{
A(x), if x ∈ X,
{a¯}, if x = x¯.
The one-step cost function c¯ is defined by
c¯(x, a) :=
{
µℓ(x)
−1c(x, a), if (x, a) ∈ Gr(A),
0, if (x, a) = (x¯, a¯).
Finally, select a discount factor
β¯ ∈ [(Kℓ − 1)/Kℓ, 1),
and define the transition probabilities p¯ as follows.
For (x, a) ∈ Gr(A) and B ∈ B(X \ {ℓ}), let
p¯(B|x, a) := 1
β¯µℓ(x)
∫
B
µℓ(y)q(dy|x, a),
and let
p¯({ℓ}|x, a) :=
µℓ(x)− 1−
∫
X\{ℓ} µℓ(y)q(dy|x, a)
β¯µℓ(x)
,
p¯({x¯}|x, a) := 1− µℓ(x)− 1
β¯µℓ(x)
.
Finally, let
p¯({x¯}|x¯, a¯) := 1.
Since only the action a¯ is available at the state x¯
and the action sets coincide otherwise, there is a
one-to-one correspondence between policies for the
new MDP and the original MDP.
For x ∈ X¯ and π ∈ Π, let v¯π(x), be the expected
total discounted cost for the new model, and let
v¯(x) := infπ∈Π v¯
π(x).
Theorem 6. Suppose Assumption HT holds with
a state ℓ ∈ X that is isolated from X, and Assump-
tions WC(i,ii) hold. Then p¯ is a weakly contin-
uous transition probability kernel. In addition, if
Assumption WC(iii) holds, then there exists a sta-
tionary β¯-optimal policy for the MDP defined by
the HV-AG transformation, and for this MDP a
stationary policy is β¯-optimal if and only if for all
x ∈ X,
v¯(x) = c¯(x, φ(x)) + β¯
∫
X
v¯(y)p¯(dy|x, φ(x))
= min
a∈A(x)
[
c¯(x, a) + β¯
∫
X
v¯(y)p¯(dy|x, a)
]
.
(8)
Proof. Proposition 4 implies that the function µℓ
used in the HV-AG transformation can be taken to
be continuous. Since µℓ ≤ Kℓ <∞, the weak conti-
nuity of p¯ follows from Lemma 11 in the Appendix.
Next, observe that c¯ is lower semicontinuous on
Gr(A¯), and the action sets A¯(x) are compact for
all x ∈ X¯. According to [10, Theorem 2], it follows
that
v¯(x) = min
a∈A¯(x)
[
c¯(x, a) + β¯
∫
X¯
v¯(y)p¯(dy|x, a)
]
for all x ∈ X¯, there exists a stationary optimal pol-
icy for the discounted problem, and a stationary
policy is optimal for this problem if and only if (8)
holds for all x ∈ X.
Corollary 7. Suppose Assumption HT holds with
a state ℓ ∈ X that is isolated from X and Assump-
tion WC holds. Then
(i) the constant w := v¯(ℓ) and the function
h(x) := µ(x)[v¯(x) − v¯(ℓ)], x ∈ X, satisfy
w+h(x) = min
a∈A(x)
[
c(x, a) +
∫
X
h(y)q(dy|x, a)
]
for all x ∈ X, and
(ii) if the one-step cost function c is bounded, and
q is a transition probability kernel, then there
exists a stationary average-cost optimal pol-
icy, and any stationary policy φ satisfying
w + h(x) = cφ(x) +Qφh(x) ∀x ∈ X,
where w are h are defined in (i), is average-
cost optimal;
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(iii) there exists a β¯-optimal stationary policy for
the MDP defined by the HV-AG transforma-
tion, and under the hypotheses of (ii) every
such policy is average-cost optimal for the
original MDP.
Proof. Statement (i) follows from Theorem 6 and
the definition of the HV-AG transformation. More-
over, statement (ii) follows from statement (i) and
[14, Proposition 5.5.5]. Finally, statement (iii) fol-
lows from Theorem 6, statement (ii), the definition
of the HV-AG transformation.
5. Capacitated inventory control with fixed
ordering costs and lost sales
Consider the following single-item capacitated
periodic-review inventory control problem with
fixed ordering costs and lost sales. At each period
n = 0, 1, . . . , the decision-maker observes the cur-
rent inventory level xn and places an order an ≥ 0.
After the order is received in the same period, the
demand Dn+1 ≥ 0 is realized. Any remaining in-
ventory is held to the next period, and all unmet de-
mand is lost. The demandsD1, D2, . . . are assumed
to be independent and identically distributed with
distribution GD(·), where GD(0) < 1. Moreover,
we assume that the system is capacitated, where
the inventory level can be at most C < ∞ and the
maximum order size is M <∞.
Whenever a positive amount is ordered, a fixed
cost K ≥ 0 is incurred in addition to a per-unit
cost of c > 0. The cost to hold x units of inventory
for one period is h(x), where h : [0, C] → [0,∞) is
assumed to be continuous.
The inventory control problem described above
can be formulated as an MDP as follows. The state
space is X := [0, C] ∪ {0L}, where 0L is isolated
from [0, C]. The special state 0L, which indicates
the occurrence of a lost sale, will be used to apply
the results in Section 4. For every x ∈ X, the set of
available actions is A(x) ≡ A := [0,M ].
Letting 0L + y := y for y ∈ R, the state process
can be described by the stochastic equation
xn+1 = F (xn, an,Dn+1)
:=
{
min{xn + an −Dn+1, C}, xn + an ≥ Dn+1,
0L, xn + an < Dn+1.
This equation defines the transition probability ker-
nel q for the corresponding MDP, where
q(B|x, a) :=
∫
B
1{F (x, a, s) ∈ B} dGD(s)
forB ∈ B(X) and (x, a) ∈ X×A, where 1{·} denotes
the indicator function. Since 0L is isolated from X
and F is continuous on X × A × [0,∞), it follows
that q is weakly continuous; see e.g., [13, p. 92].
Recall thatK ≥ 0 is the fixed ordering cost, c ≥ 0
is the per-unit ordering cost, and h : X → [0,∞) is
the per-period holding cost function. It follows that
the associated one-step cost function c : X × A →
[0,∞) is given by c(x, a) := K1{a > 0} + ca +∫∞
0 h[F (x, a, s)] dGD(s). Since h is continuous on
[0, C], c is bounded on X× A. Moreover, for every
λ ∈ R, the set {(x, a) ∈ X × A|c(x, a) ≤ λ} is a
compact subset of X×A; this implies that c is lower
semicontinuous on X×A. Recalling that the action
sets A(x) ≡ A = [0,M ] for all x ∈ X, it follows that
Assumption WC holds.
Assumption D. With positive probability, the per-
period demand D is greater than the maximum or-
der size M , that is, GD(M) < 1.
Proposition 8. Assumption D implies that As-
sumption HT holds with ℓ = 0L.
Proof. Let γ := 1 − GD(M) > 0, and let τL :=
inf{n ≥ 1|xn = 0L} denote the first epoch n when
the demand Dn generated a lost sale. Since the
amount of on-hand inventory is at most C, and at
most M units can be ordered in a single period, it
follows that Pφx{x⌈C/M⌉+1 = 0L} ≥ γ⌈C/M⌉+1 > 0
for all φ ∈ F and x ∈ X. Hence
∞∑
n=0
0LQ
n
φe(x) = E
φ
xτL =
∞∑
n=0
P
φ
x{τL > n}
= 1 +
∞∑
n=1
P
φ
x{xk 6= 0L, k = 1, . . . , n}
≤ 1 +
∞∑
n=1
(1− γ⌈C/M⌉+1)⌊n/(⌈C/M⌉+1)⌋
≤ ⌈C/M⌉+ 1
γ⌈C/M⌉+1
<∞
for all φ ∈ F and x ∈ X.
Theorem 9. Suppose Assumption D holds. Then
there exists a β¯-optimal policy for the MDP defined
by the HV-AG transformation, and every such pol-
icy is average-cost optimal for the original inven-
tory control problem.
Proof. This follows from statements (ii) and (iii) of
Corollary 7.
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Remark 10. Using the HV transformation and
Corollary 3, it can be shown that, when Assump-
tion D holds, the problem of minimizing the total
cost incurred before the first lost sale can also be
reduced to a discounted MDP.
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Appendix
Let S be a metric space endowed with its Borel
σ-algebra B(S). A sequence {νn}∞n=0 of finite mea-
sures on (S,B(S)) converges weakly to a measure ν
if, for every bounded continuous function f : S →
R,
lim
n→∞
∫
S
f(x) νn(dx) =
∫
S
f(x) ν(dx).
Lemma 11 (Dominated Convergence). Let g : S→
[0,∞) be a continuous function, and let {νn}∞n=0 be
a sequence of finite measures on (S,B(S)) that con-
verges weakly to a measure ν. Suppose there exists
a continuous function h on S such that g ≤ h and
lim
n→∞
∫
S
h(x) νn(dx) =
∫
S
h(x) ν(dx) <∞. (9)
Then
lim
n→∞
∫
S
g(x) νn(dx) =
∫
S
g(x) ν(dx). (10)
Proof. According to [11, Theorem 1.1], if f : S →
[0,∞) is continuous, then∫
S
f(x) ν(dx) ≤ lim inf
n→∞
∫
S
f(x) νn(dx). (11)
The equality (10) then follows by applying (9) and
(11) to the nonnegative continuous functions h− g
and h+ g.
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