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Abstract
New oscillation theorems are established for the second order nonlinear damped elliptic differential equation:
N∑
i,j=1
Di
[
aij (x)Djy
]+ N∑
i=1
bi(x)Diy +C(x, y) = 0.
The criteria obtained here involve integral averages of the coefficients of the above equation and improve some known oscillation
results in literature by removing the differentiability of bi(x) for all i.
© 2007 Elsevier Masson SAS. All rights reserved.
Résumé
Nous démontrons de nouveaux théorèmes d’oscillation des solutions d’une équation aux dérivées partielles non linéaire,
elliptique :
N∑
i,j=1
Di
[
aij (x)Djy
]+ N∑
i=1
bi(x)Diy +C(x, y) = 0.
Le critère obtenu est lié à la moyenne des coefficients et il constitue une amélioration des résultats connus dans la littérature,
notamment dans le cas où on ne fait pas d’hypothèse de différentiabilité sur les coefficients bi(x).
© 2007 Elsevier Masson SAS. All rights reserved.
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1. Introduction
In this paper we study the oscillatory properties of the second order nonlinear damped elliptic differential equation:
N∑
i,j=1
Di
[
aij (x)Djy
]+ N∑
i=1
bi(x)Diy +C(x, y) = 0, (1.1)
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‖x‖ r0} for some r0 > 0, ‖ · ‖ is the usual Euclidean norm in RN .
Throughout this paper, we assume that the following conditions hold:
(A1) A = (aij (x))N×N is a real symmetric positive definite matrix with aij ∈ C1+νloc (Ω(r0),R) for all i, j , ν ∈ (0,1);
(A2) bi ∈ Cνloc(Ω(r0),R) for all i;
(A3) C ∈ Cνloc(Ω(r0)×R,R) with C(x,−y) = −C(x, y) for all x ∈ Ω(r0) and y ∈R;
(A4) there exist functions c ∈ Cνloc(Ω(r0),R) and f ∈ C(R,R)∩ C1(R− {0},R) with yf (y) > 0 and f ′(y) k > 0
whenever y = 0 such that
C(x, y) c(x)f (y) for all x ∈ Ω(r0) and y > 0.
As usual, by a solution (classical solution) of (1.1) we mean a function y ∈ C2+νloc (Ω(r0),R) which satisfies (1.1)
on Ω(r0). Regarding the question of existence of solutions of (1.1) we refer the reader to the monograph [2]. The
oscillation is considered in usual sense, i.e., a nontrivial solution y(x) of (1.1) is said to be oscillatory if the set
{x ∈ Ω(r0): y(x) = 0} is unbounded; otherwise it is said to be nonoscillatory. Eq. (1.1) is called oscillatory if all its
solutions are oscillatory.
In the last decades, there has been an increasing interest in establishing sufficient conditions for oscillation of
different classes of second order elliptic partial differential equations. Many results (see, for example, [1,6–9,11–13,
15,16,23]), are obtained for the particular cases of (1.1) such as the semilinear equation:
N∑
i,j=1
Di
[
aij (x)Djy
]+ c(x)f (y) = 0, (1.2)
or, the more general case,
N∑
i,j=1
Di
[
aij (x)Djy
]+C(x, y) = 0. (1.3)
As we know, some of existing results (for instance, [9,11,16]) are, roughly speaking, derived from either the criteria
due to Wintner [14] or Kamenev [3] for the linear ordinary differential equation of second order:
y′′(t)+ p(t)y(t) = 0, p ∈ C([t0,∞),R), (1.4)
which respectively state that (1.4) is oscillatory if
∞∫
t0
p(t)dt = ∞,
or, if there exists some integer m> 2 such that
lim sup
t→∞
1
tm−1
t∫
t0
(t − s)m−1p(s)ds = ∞.
Kamenev’s theorem has been extended by Philos [10] for (1.4) using the general means. Such extensions can also
be found in a recent paper of Xu [16] for (1.2). On the other hand, it follows from the Sturmian separation theorem that
oscillation is only an interval property, i.e., if there exists a sequence of subintervals [ai, bi] of [t0,∞) as ai → ∞,
such that for each i there exists a solutions of (1.4) that at least two zeros in [ai, bi], then every solution of (1.4)
is oscillatory, no matter how “bad” (1.4) is on the remaining parts of [t0,∞). Such type of oscillation criteria are
referred to as the interval oscillation criteria. Using the above thoughts, Kong [4] employed the technique in [10], and
presented several interval oscillation criteria for (1.4). Recently, Zhuang et al. [24] extended Kong’s results to (1.2).
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under the assumption for bi ∈ C1+νloc (Ω(r0),R) for all i. Such extensions can also be found in Marˇík [5] for the second
order linear elliptic equation:

y +
N∑
i=1
bi(x)Diy + c(x)y = 0. (1.5)
Meanwhile, under the same conditions for the functions bi in [17–20], Xu and Xing [22] and Zhuang and Yao [25]
have presented independently several Kong-type oscillation criteria for the equation:
N∑
i,j=1
Di
[
aij (x)Djy
]+ N∑
i=1
bi(x)Diy + c(x)f (y) = 0. (1.6)
In this paper, using integral averaging technique, we show that the results of Philos [10] and Kong [4] can been
extended to (1.1) by dropping the differentiability of bi(x) for all i, thereby improving the main results in [5,16,19,20,
22,24,25]. In particular, two interesting examples that illustrate the importance of our main results are also included.
2. Main results
Before proceeding, we introduce some notations to be used throughout this paper. Let φ ∈ C1(Ω(r0),R+),
ρ ∈ C1([r0,∞),R+), η ∈ C([r0,∞),R) and h1, h2 ∈ Lloc(D,R), define:
λφ(r) =
∫
Sr
φ(x)λmax(x)dσ,
bφ(r) =
∫
Sr
λmax(x)
〈
φ(x)b(x)A−1 − ∇φ(x), ν(x)〉dσ,
cφ(x) = φ(x)c(x)− λmax(x)4kφ(x)
∥∥φ(x)b(x)A−1 − ∇φ(x)∥∥2,
Θ1(r, s) =
∫
Sr
cφ(x)dσ + kη
2(s)
λφ(s)
+ 1
2k
bφ(s)
(
h1(r, s)+ ρ
′(s)
ρ(s)
)
− η′(s),
Θ2(r, s) =
∫
Sr
cφ(x)dσ + kη
2(s)
λφ(s)
− 1
2k
bφ(s)
(
h2(r, s)− ρ
′(s)
ρ(s)
)
− η′(s),
Ψ1(r, s) = h1(r, s)+ ρ
′(s)
ρ(s)
+ 2kη(s)
λφ(s)
,
Ψ2(r, s) = h2(r, s)− ρ
′(s)
ρ(s)
− 2kη(s)
λφ(s)
,
where ν(x) = x/‖x‖, |x| = 0, denotes the outward unit normal to Sr = {x ∈ RN : ‖x‖ = r}, 〈·, ·〉 is the usual scalar
product in RN , λmax(x) and σ represent the largest eigenvalue of the matrix A and the measure on Sr , respectively,
b(x) = (bi(x))Ni=1, ∇φ(x) = (Diφ(x))Ni=1, R+ = (0,∞), and D = {(r, s), −∞ s  r ∞}.
In the sequel we say that a function H ∈ C(D,R) belongs to a class H, denoted by H ∈H, if
(i) H(r, r) = 0 for r  r0 and H(r, s) > 0 for r > s;
(ii) H(r, s) has partial derivatives on D and there exist functions h1, h2 ∈ Lloc(D,R) such that
∂H
∂r
(r, s) = h1(r, s)H(r, s) and ∂H
∂s
(r, s) = −h2(r, s)H(r, s).
For the case H := H(r − s) ∈ H, we have that h1(r − s) = h2(r − s) and denote them by h(r − s). Then the
subclass of H containing such H(r − s) is denoted by H0.
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Lemma 2.1. Let y = y(x) be a nonoscillatory solution of (1.1) and φ ∈ C1(Ω(r0),R+), then the N -dimensional
vector function w(x) defined by:
w(x) = 1
f (y)
(A∇y)(x) (2.1)
satisfies the partial Riccati inequality,
div
(
φ(x)w(x)
)
−φ(x)c(x)− kφ(x)
λmax(x)
∥∥w(x)∥∥2 − 〈φ(x)b(x)A−1 − ∇φ(x),w(x)〉. (2.2)
Proof. A direct computation shows that
divw(x) = −c(x)− f ′(y)(wT A−1w)(x)− 〈b(x)A−1,w(x)〉. (2.3)
Note that (
wT A−1w
)
(x) ‖w(x)‖
2
λmax(x)
.
Then (2.3) implies that
divw(x)−c(x)− k
λmax(x)
∥∥w(x)∥∥2 − 〈b(x)A−1,w(x)〉. (2.4)
Multiplying (2.4) by φ(x), we get that (2.2) holds. This completes the proof. 
We begin by extending Theorem 1 in [10] to (1.1).
Theorem 2.1. Suppose that there exist functions φ ∈ C(Ω(r0),R+), H ∈ H, ρ ∈ C1([r0,∞),R), and η ∈
C1([r0,∞),R) such that for each T  r0,
lim sup
r→∞
1
H(r,T )
r∫
T
H(r, s)ρ(s)
[
Θ2(r, s)− 14k λφ(s)Ψ
2
2 (r, s)
]
ds = ∞. (2.5)
Then (1.1) is oscillatory.
Proof. Let y = y(x) be a nonoscillatory solution of Eq. (1.1). Without loss of generality, we may assume that y(x) > 0
for all ‖x‖ T , T  r0. Put:
W(x) = w(x)+ λmax(x)
2kφ(x)
(
φ(x)b(x)A−1 − ∇φ(x)). (2.6)
An easy calculation, using (2.2), transforms (2.6) into,
div
(
φ(x)w(x)
)
−cφ(x)− kφ(x)
λmax(x)
∥∥W(x)∥∥2. (2.7)
Define:
Z(r) = ρ(r)
[∫
Sr
〈
φ(x)w(x), ν(x)
〉
dσ + η(r)
]
. (2.8)
By means of Green’s formula in (2.8) and noting that (2.7), we obtain:
Z′(r) = ρ(r)
∫
Sr
div
(
φ(x)w(x)
)
dσ + ρ(r)η′(r)+ ρ
′(r)
ρ(r)
Z(r)
−ρ(r)
∫
cφ(x)dσ − kρ(r)
∫ ‖φ(x)W(x)‖2
φ(x)λmax(x)
dσ + ρ(r)η′(r)+ ρ
′(r)
ρ(r)
Z(r). (2.9)
Sr Sr
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Sr
〈
φ(x)W(x), ν(x)
〉
dσ
)2

(∫
Sr
φ(x)λmax(x)dσ
)(∫
Sr
‖φ(x)W(x)‖2
φ(x)λmax(x)
dσ
)
,
equivalently, ∫
Sr
‖φ(x)W(x)‖2
φ(x)λmax(x)
dσ  V
2(r)
λφ(r)
,
where V (r) = ∫
Sr
〈φ(x)W(x), ν(x)〉dσ , which, together with (2.9), implies that
Z′(r)−cφ,ρ(r)− kρ(r)
λφ(r)
V 2(r)+ ρ
′(r)
ρ(r)
Z(r), (2.10)
where
cφ,ρ(r) = ρ(r)
[∫
Sr
cφ(x)dσ − η′(r)
]
.
Replacing r by s, multiplying by H(r, s), integrating from T to r , and noting that
Z(r) = ρ(r)
[
V (r)+ η(r)− 1
2k
bφ(r)
]
,
we have:
r∫
T
H(r, s)cφ,ρ(s)ds H(r,T )Z(T )−
r∫
T
H(r, s)
(
h2(r, s)− ρ
′(s)
ρ(s)
)
Z(s)ds − k
r∫
T
ρ(s)
λφ(s)
H(r, s)V 2(s)ds
= H(r,T )Z(T )−
r∫
T
H(r, s)ρ(s)
(
h2(r, s)− ρ
′(s)
ρ(s)
)(
V (s)+ η(s)− 1
2k
bφ(s)
)
ds
− k
r∫
T
ρ(s)
λφ(s)
H(r, s)V 2(s)ds
= H(r,T )Z(T )+ 1
4k
r∫
T
H(r, s)ρ(s)λφ(s)
(
h2(r, s)− ρ
′(s)
ρ(s)
)2
ds
−
r∫
T
H(r, s)ρ(s)
(
h2(r, s)− ρ
′(s)
ρ(s)
)(
η(s)− 1
2k
bφ(s)
)
ds
− k
r∫
T
ρ(s)
λφ(s)
H(r, s)
[
V (s)+ 1
2k
λφ(s)
(
h2(r, s)− ρ
′(s)
ρ(s)
)]2
ds.
Note that the last term is nonpositive, we have:
r∫
T
H(r, s)cφ,ρ(s)ds H(r,T )Z(T )+ 14k
r∫
T
H(r, s)ρ(s)λφ(s)
(
h2(r, s)− ρ
′(s)
ρ(s)
)2
ds
−
r∫
H(r, s)ρ(s)
(
h2(r, s)− ρ
′(s)
ρ(s)
)(
η(s)− 1
2k
bφ(s)
)
dsT
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4k
r∫
T
H(r, s)ρ(s)λφ(s)
(
h2(r, s)− ρ
′(s)
ρ(s)
− 2kη(s)
λφ(s)
)2
ds
− k
r∫
T
ρ(s)
λφ(s)
H(r, s)η2(s)ds + 1
2k
r∫
T
H(r, s)ρ(s)bφ(s)
(
h2(r, s)− ρ
′(s)
ρ(s)
)
ds.
Thus,
r∫
T
H(r, s)ρ(s)
[
Θ2(r, s)− 14k λφ(s)Ψ
2
2 (r, s)
]
ds H(r,T )Z(T ).
Dividing both sides by H(r,T ) and taking limitsup as r → ∞, we get:
lim sup
r→∞
1
H(r,T )
r∫
T
H(r, s)ρ(s)
[
Θ2(r, s)− 14k λφ(s)Ψ
2
2 (r, s)
]
ds  Z(T ) < ∞,
which contradicts (2.5). This completes the proof. 
Remark 2.1. Let φ(x) = 1, Theorem 2.1 improves Theorem 2.1 in [19] and Theorem 3.1 in [20] for (1.6), Theorem 2.1
in [16] for (1.2), and Theorem 3.10 in [5] for (1.5).
By Theorem 2.1, we can obtain the following corollary:
Corollary 2.1. In Theorem 2.1, if condition (2.5) is replaced by the conditions:
lim sup
r→∞
1
H(r,T )
r∫
T
H(r, s)ρ(s)Θ2(r, s)ds = ∞, (2.11)
and
lim sup
r→∞
1
H(r,T )
r∫
T
H(r, s)ρ(s)λφ(s)Ψ
2
2 (r, s)ds < ∞, (2.12)
then (1.1) is oscillatory.
Let,
ρ(r) = exp
(
−2k
r∫
r0
η(s)
λφ(s)
ds
)
and H(r, s) = (r − s)α,
where α  2 is a constant. We have
Corollary 2.2. Suppose that there exist functions φ ∈ C(Ω(r0),R+), ρ ∈ C1([r0,∞),R+), and η ∈ C1([r0,∞),R)
such that for each T  r0 and α  2,
lim sup
r→∞
1
(r − T )α
r∫
T
(r − s)αQ(s) exp
(
−2k
s∫
r0
η(τ)
λφ(τ )
dτ
)
ds = ∞, (2.13)
lim sup
r→∞
1
(r − T )α
r∫
(r − s)α−1bφ(s) exp
(
−2k
s∫
η(τ)
λφ(τ )
dτ
)
ds < ∞, (2.14)
T r0
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r→∞
1
(r − T )α
r∫
T
(r − s)α−2λφ(s) exp
(
−2k
s∫
r0
η(τ)
λφ(τ )
dτ
)
ds < ∞, (2.15)
where
Q(r) =
∫
Sr
cφ(x)dσ + η(r)
λφ(r)
(
kη(r)− bφ(r)
)− η′(r).
Then (1.1) is oscillatory.
Example 2.1. Consider (1.1) on Ω(r0), with
N = 2, A = I, b1, b2 ∈ Cν
(
Ω(1),R
)
, c(x) = u‖x‖2 , f (y) = y + y
3, (2.16)
where u > 0, b(x) = (b1(x), b2(x)) might be not differentiable, and there exists a M ∈ [0,8πu) such that∫
Sr
∥∥b(x)∥∥2 dσ  M
r
.
For Corollary 2.2, let φ(x) = 1, η(r) = 0, then
ρ(r) = 1, λφ(r) = 2πr, cφ(x) = u‖x‖2 −
1
4
∥∥b(x)A−1∥∥2.
The Cauchy–Schwarz inequality gives:
∣∣bφ(r)∣∣=
∣∣∣∣
∫
Sr
〈
b(x)A−1, ν(x)
〉
dσ
∣∣∣∣√2πr
(∫
Sr
∥∥b(x)∥∥2 dσ
)1/2

√
2πM.
A direct calculation shows that
Q(r) =
∫
Sr
cφ(x)dσ 
8πu−M
4r
.
Note that (2.14) and (2.15) are trivial, and for each T  1,
lim sup
r→∞
1
(r − T )α
r∫
T
(r − s)αQ(s) exp
(
−2k
s∫
r0
η(τ)
λφ(τ )
dτ
)
ds
 8πu−M
4
lim sup
r→∞
1
(r − T )α
r∫
T
(r − s)α
s
ds
 8πu−M
4
lim sup
r→∞
1
(r − T )α
r∫
T
rα − αsrα−1
s
ds
 8πu−M
4
lim sup
r→∞
[log r − logT − α] = ∞.
Hence, all conditions of Corollary 2.2 are satisfied. Therefore (2.16) is oscillatory.
Next, we give Kong’s type oscillation criteria [4] for (1.1).
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T  a < c < b, and
1
H(b, c)
b∫
c
H(b, s)ρ(s)
[
Θ2(b, s)− 14k λφ(s)Ψ
2
2 (b, s)
]
ds
+ 1
H(c, a)
c∫
a
H(s, a)ρ(s)
[
Θ1(s, a)− 14k λφ(s)Ψ
2
1 (s, a)
]
ds > 0, (2.17)
then (1.1) is oscillatory.
Proof. With the proof of Theorem 2.1, we obtain (2.10). Replacing r by s, multiplying by H(r, s), integrating from
c to r , (r  b), we get,
1
H(r, c)
r∫
c
H(r, s)ρ(s)
[
Θ2(r, s)− 14k λφ(s)Ψ
2
2 (r, s)
]
ds Z(c),
let r → b−, then we have:
1
H(b, c)
b∫
c
H(b, s)ρ(s)
[
Θ2(b, s)− 14k λφ(s)Ψ
2
2 (b, s)
]
ds  Z(c). (2.18)
On the other hand, replacing r by s in (2.10), and multiplying by H(s, r), integrating from r (r  a) to c, we
obtain:
c∫
r
H(s, r)cφ,ρ(s)ds −H(c, r)Z(c)+
c∫
r
H(s, r)h1(s, r)Z(s)ds
+
c∫
r
ρ′(s)
ρ(s)
H(s, r)Z(s)ds − k
c∫
r
ρ(s)
λ2φ(s)
H(s, r)V 2(s)ds.
By the same argument as in Theorem 2.1, we can conclude that
1
H(c, r)
c∫
r
H(s, r)ρ(s)
[
Θ1(s, r)− 14k λφ(s)Ψ
2
1 (s, r)
]
ds −Z(c),
let r → a+, then we have:
1
H(c, a)
c∫
a
H(s, a)ρ(s)
[
Θ1(s, a)− 14k λφ(s)Ψ
2
1 (s, a)
]
ds −Z(c). (2.19)
Now, (2.18) and (2.19) imply the desired contradiction, which completes the proof. 
Corollary 2.3. Let the functions φ,H,ρ,η be as in Theorem 2.1. If for each l  r0,
lim sup
r→∞
r∫
l
H(s, l)ρ(s)
[
Θ1(s, l)− 14k λφ(s)Ψ
2
1 (s, l)
]
ds > 0, (2.20)
and
lim sup
r→∞
r∫
l
H(r, s)ρ(s)
[
Θ2(r, s)− 14k λφ(s)Ψ
2
2 (r, s)
]
ds > 0, (2.21)
then (1.1) is oscillatory.
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c∫
a
H(s, a)ρ(s)
[
Θ1(s, a)− 14k λφ(s)Ψ
2
1 (s, a)
]
ds > 0. (2.22)
In (2.21) we choose l = c, then there exists b > c such that
b∫
c
H(b, s)ρ(s)
[
Θ2(b, s)− 14k λφ(s)Ψ
2
2 (b, s)
]
ds > 0. (2.23)
Combining (2.22) and (2.23) we find (2.17) holds. The conclusion thus comes from Theorem 2.2. 
Corollary 2.4. Let φ ∈ C(Ω(r0),R+), H ∈H0, ρ ∈ C1([r0,∞),R), and η ∈ C1([r0,∞),R). If for each l  r0, there
exist a, c such that l  a < c, and
c∫
a
H(s − a)ρ(2c − s)
[
Θ2(2c − s,2c − s)− 14k λφ(2c − s)Ψ
2
2 (2c − s,2c − s)
]
ds
+
c∫
a
H(s − a)ρ(s)
[
Θ1(s, a)− 14k λφ(s)Ψ
2
1 (s, a)
]
ds > 0, (2.24)
then (1.1) is oscillatory.
Proof. Let b = 2c − a then H(b − c) = H(c − a) = H((b − a)/2). Note that
b∫
a
θ(s)ds =
c∫
a
θ(2c − s)ds for any function θ ∈ L[a, b].
Then,
b∫
c
H(b − s)ρ(s)
[
Θ2(b, s)− 14k λφ(s)Ψ
2
2 (b, s)
]
ds
=
c∫
a
H(s − a)ρ(2c − s)
[
Θ2(2c − s,2c − s)− 14k λφ(2c − s)Ψ
2
2 (2c − s,2c − s)
]
ds.
Thus (2.24) implies that (2.17) holds for H ∈H0, and hence (1.1) is oscillatory. 
Remark 2.2. Let φ(x) = 1, for (1.2), Theorem 2.2, Corollaries 2.3, 2.4 improve Theorems 2, 3, 4 in [24], respectively.
Remark 2.3. In Theorem 2.2 and Corollaries 2.3, 2.4, if we choose φ(x) = 1, then we have improved the main results
in [22,25] for (1.6).
Example 2.2. Consider (1.1) on Ω(r0), with
N = 2, A(x) = diag
(
1
‖x‖2 ,
1
‖x‖2
)
, b(x) =
(
x1
‖x‖4 ,
x2
‖x‖4
)
, c(x) = sin‖x‖‖x‖2 , f (y) = y + y
3. (2.25)
Let φ(x) = ‖x‖, η(r) = 0, H(r, s) = (r − s)2, ρ(r) = exp(sin r). A direct calculation gives that
λφ(r) = 2π, bφ(r) = 0, Θ1(r, s) = Θ2(r, s) = 2π sin s,
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Ψ1(r, s) = 2
r − s + cos s, Ψ2(r, s) =
2
r − s − cos s.
From Corollary 2.4, for each T  1, let n be large enough such that a = 2nπ  T and c = 2(n+1)π +π/2. Note that
5π/2∫
0
s2 sin s exp(sin s)ds >
5π/2∫
0
exp(sin s)ds,
and
5π/2∫
0
s2 cos2 s exp(sin s)ds =
5π/2∫
0
s2 sin s exp(sin s)ds + 2
5π/2∫
0
exp(sin s)ds − 5πe.
Thus,
c∫
a
H(s − a)ρ(2c − s)
[
Θ1(2c − s,2c − s)− 14k λφ(2c − s)Ψ
2
1 (2c − s,2c − s)
]
ds
+
c∫
a
H(s − a)ρ(s)
[
Θ2(s, a)− 14k λφ(s)Ψ
2
2 (s, a)
]
ds
=
2(n+1)π+π/2∫
2nπ
(s − 2nπ)2 exp(sin s)
[
4π sin s − π
2
(
4
(s − 2nπ)2 + 2 cos
2 s
)]
ds
=
5π/2∫
0
s2 exp(sin s)
[
4π sin s − π
(
2
s2
+ cos2 s
)]
ds
= π
[
3
5π/2∫
0
s2 sin s exp(sin s)ds − 4
5π/2∫
0
exp(sin s)ds
]
+ 5π2e
> π
[
4πe −
5π/2∫
0
exp(sin s)ds
]
> 0,
hence (2.24) holds. Thus, by Corollary 2.4, (2.25) is oscillatory.
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