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We obtain the phase diagram of the hard core lattice gas with third nearest neighbor exclusion on the
triangular lattice using Monte Carlo simulations that are based on a rejection-free flat histogram algorithm.
In a recent paper [J. Chem. Phys. 151, 104702 (2019)], it was claimed that the lattice gas with third nearest
neighbor exclusion undergoes two phase transitions with increasing density, with the phase at intermediate
densities exhibiting hexatic order with continuously varying exponents. Though a hexatic phase is expected
when the exclusion range is large, it has not been seen earlier in hard core lattice gases with short range
exclusion. In this paper, by numerically determining the entropies for all densities, we show that there is
only a single phase transition in the system between a low-density fluid phase and a high-density ordered
sublattice phase, and that a hexatic phase is absent. The transition is shown to be first order in nature and
the critical parameters are determined accurately.
I. INTRODUCTION
Models of particles interacting through only excluded
volume repulsion have been studied as minimal models
for critical phenomena, self assembly, adsorption, etc.
Well known examples studied on lattices include rods1–4,
dimers5–7, squares8–14, cubes15, rectangles16–19, trian-
gles20, tetrominoes21,22, Y-shaped particles23–25, and
hexagons26. Different shapes studied in the continuum
include spheres27–29, polyhedra30–32, plates33,34, etc. De-
spite having been well studied, it is still not possible to
predict the different phases that exist for a given shape,
and how the order of appearance depends on density.
Of special interest is the hard sphere model which is
a minimal model for the freezing transition from fluid
to solid. In three dimensions it undergoes a single first
order phase transition from a fluid to a solid35. In two
dimensional continuum, the system of hard disks freezes
in a two-step process36–38. As density is increased, the
system first undergoes a transition from fluid to hexatic
phase. The hexatic phase has power law orientational
correlations with an exponent that changes with density.
At higher densities, it undergoes a transition from the
hexatic phase to a solid phase characterized by orien-
tational order and power law correlations in positions.
The liquid-hexatic phase transition is first order while
the hexatic-solid phase transition is continuous39–41.
The lattice model of hard spheres is the k-NN hard
core lattice gas in which a particle excludes all the sites
up to the k-th next-nearest neighbors from being oc-




increases, the discretization effects become insignificant
and the continuum results will be recovered. The k-NN
model has a long history, having been studied from the
1950s9,42–44. We summarize what is known. On the
square lattice (see13,45,46 and references within), models
with k = 1, 2, 3, 5, 6, 7, 8, 9 have been shown to undergo
a single transition while k = 4, 10, 11 undergo multiple
phase transitions with increasing density. The multiple
transitions do not include a hexatic phase and are due to
the presence of a sliding instability at full packing13,46 .
On the honeycomb lattice47,48, 1-NN and 4-NN models
show a single transition while 2-NN and 5-NN models
show two transitions. Surprisingly, there is no transi-
tion found for 3-NN. On the triangular lattice the 1-NN
model, also known as the hard hexagon model, is the
only exclusion model that is exactly solvable26,49. The
1-NN and 2-NN models undergo a single phase transi-
tion26,50–54. Preliminary study of the 4-NN and 5-NN
model suggest a single phase transition and an absence
of a hexatic phase54. However, for the 3-NN model, while
some studies argue for a single first order phase transi-
tion, others claim the existence of a hexatic phase sand-
wiched between fluid and solid phases. This is the only
lattice model in which a hexatic phase has been reported,
making it of particular interest and will be the focus of
this paper. We now summarize the known quantitative
results for the 3-NN model.
The 3-NN model on the triangular lattice was initially
studied by Orban and Bellemans using matrix meth-
ods and series expansion50. It was shown that sys-
tem undergoes a single first order phase transition from
fluid to solid at a critical reduced chemical potential
µc = 4.7 ± 0.2. Recently, in a short note, using the
tensor renormalization group method, it was shown that
the system has a single first order phase transition at
µc = 4.4488
54. Contrary to these results, based on the
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Monte Carlo simulations with adsorption and desorption,
it has been claimed that two phase transitions exist: first
from a low density fluid phase to an intermediate den-
sity hexatic phase and second from a hexatic phase to
a high density solid-like sublattice phase55. Both tran-
sitions were argued to be first order in nature. The liq-
uid and hexatic phases co-exist between packing fraction
0.877 and 0.915 while the hexatic and solid coexistence
starts at surface coverage 0.95255.
To resolve the contradictory results for the 3-NN model
on the triangular lattice, as well as to study further the
hexatic phase, if it exists, we carry out a detailed study
for all packing fractions varying from 0 to 1. The numer-
ical study of hard core lattice gases typically suffers from
equilibration issues either when the excluded volume is
large or when the densities are high. Algorithms that
include cluster moves are able to overcome these issues.
An example is the transfer matrix based strip cluster up-
date algorithm (SCUA) that updates strips that span the
lattice in one attempt2,56. This algorithm has been very
useful to obtain the phase diagram of the k-NN model on
square46 and honeycomb47 lattices as well as many other
shapes2,4,15,25,57. More recently, this algorithm has been
combined with flat histogram methods, enabling the de-
termination of density of states for all densities58. By
applying this strip cluster Wang Landau (SCWL) algo-
rithm to the 3-NN model, we show that there is only one
phase transition between a low density fluid phase and a
high density sublattice phase, and there is no signature
of a hexatic phase. The phase transition is shown to be
first order in nature. Using the non-convexity properties
of the entropy at the transition, we obtain precise esti-
mates for the critical parameters. We show that the tran-
sition occurs at the reduced chemical potential 4.4641(3)
with the fluid and solid phases coexisting between den-
sities 0.8482(1) and 0.9839(2). The critical pressure is
determined to be 0.6397(1).
The remainder of the paper is organized as follows.
In Sec. II, we describe the 3-NN model and the flat his-
togram algorithm that we use to simulate the model. Sec-
tion III contains the results, where we show the existence
of only one phase transition as well as show in multiple
ways the first order nature of the transition. Section IV
contains a summary and discussion.
II. MODEL AND THE MONTE CARLO
ALGORITHM
Consider a two dimensional triangular lattice of linear
size L with periodic boundary conditions. A lattice site
may be empty or occupied by utmost one particle. A par-
ticle excludes sites that are up to the third next-nearest
neighbors (total of 18) from being occupied by another
particle (see Fig. 1). This model is referred to as the
3-NN model. Since the interaction energies are either
infinite or zero, temperature plays no role. We define
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FIG. 1. The first, second and third next-nearest neighbors
of a particle (filled black circle) on the triangular lattice are
denoted by 1, 2 and 3 respectively. In the 3-NN model these
sites are excluded from being occupied by another particle.
The filled red and blue circles denote the fourth next-nearest
neighbor sites.
potential and β = 1/(kBT ), where T is the temperature.
Equivalently, we will work in units where β = 1.
We study this model mainly using SCWL algo-
rithm58 which combines the Wang Landau algorithm
with rejection-free cluster moves. The Wang Landau
sampling algorithm is as follows59,60. Let S(N,L) denote
the entropy of the system when N particles are present.
Then,
S(N,L) = ln g(N,L), (1)
where g(N,L) is the number of configurations with N
particles. The weight of a configuration with N parti-
cles is taken to be proportional to 1/g(N,L). Initially,
S(N,L) = 0 for all N . Implement an evaporation-
deposition algorithm (the details of evaporation and de-
position are given below) that alters the number of parti-
cles consistent with the weights of configurations. A his-
togram H(N) records the number of times configurations
with N particles is visited. Every time a configuration
with N particles is reached, S(N,L)→ S(N,L) + f , and
H(N)→ H(N)+1. At the end of an iteration determined
by the histogram being flat (min[H(N)] ≥ cmax[H(N)])
the factor f is halved: f → f/2, and the histogram is
reset to zero. The initial value of f is chosen to be 1 and
we chose c = 0.80 . The above steps are repeated until f
is smaller than some pre-determined small value. In our
simulation, we do 21 iterations, i.e. the final value of f
is 2−21.
We now describe the evaporation-deposition moves
that we implement. In every move, we will generate
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a new configuration from many possible configurations
based on their weights, so that rejections are avoided and
at the same time low entropy configurations are accessed
efficiently. We describe the steps below.
Consider an allowed configuration of 3-NN particles.
Choose a row at random from the 3L rows (rows could
be in any of the three lattice directions). The row breaks
up into segments that are separated from each other by
sites that are excluded from occupation due to the pres-
ence of particles in nearby rows. From the identified seg-
ments, choose one at random. Evaporate all the particles
from this segment. Let the number of empty sites in the
segment be `. After evaporation, let the number of parti-
cles present be N0. We will now refill this segment with a
new configuration. Note that in this one dimensional seg-
ment, there have to be at least two empty sites between
two particles (see Fig. 1). Given ` sites, it is possible to
put 0, 1, . . . , [(`+ 2)/3] particles. We first determine the
number of particles, n, that should be deposited. Then,
from the many configurations with n particles, choose
one at random. Once all the segments in the row are
updated, we update the histogram and entropy.
We now address two questions: first, how do we decide
the value of n? Second, given n, how do we choose a
random configuration from the many possible configura-
tions?
First consider a segment of length ` with open bound-
ary conditions. Let Co(`, n) be the number of ways of
occupying a segment of length ` with n particles. Then
the probability Probo(`, n) of choosing n particles to de-
posit is
Probo(`, n) =
Co(`, n)/g(N0 + n,L)∑n∗
i=0 Co(`, i)/g(N0 + i, L)
, (2)
where n∗ = [(`+ 2)/3] is the maximum value n can take.
Likewise, if the boundary conditions for the segment is
periodic, then the probability Probp(`, n) of choosing n
particles to deposit is
Probp(`, n) =
Cp(`, n)/g(N0 + n,L)∑n∗
i=0 Cp(`, i)/g(N0 + i, L)
, (3)
where Cp(`, n) is the number of ways of placing n parti-
cles on a ring of ` sites.
Determining Co(`, n) and Cp(`, n) is a straightforward
enumeration problem. Note that there must be at least











Cp(`, n) can be obtained from Co(`, n) through the re-
cursion relation:
Cp(`, n) = 2Co(`− 5, n− 1) + Co(`− 2, n), (5)
where the first term on the right hand side describes
putting a particle in one of the first two sites, and the
second term describes the case when the first two sites










After determining n, we fill the segment iteratively
from one end to other. For open segments, the proba-








If the first site is empty, then ` is reduced by one, keeping
n the same, and the step is repeated. If the first site is
occupied, then ` → ` − 2, n → n − 1, and the step is
repeated. If the segment has periodic boundary condi-
tions, the probability Pp(`, n) that the first two sites are








If the first two sites are empty, then it reduces to an open
segment of length ` − 2 with n particles. Else, if one of
the first two sites is occupied, then it reduces to an open
segment of length `− 5 with n− 1 particles.
Co(`, n) and Cp(`, n) do not change during the simu-
lation and are therefore evaluated once in the beginning
and stored as a look up table. All the readings of the
thermodynamic quantities like order parameter, suscep-
tibility, etc., are computed only in the final iteration.
The error is computed from 16 independent simulations
for each system size L.
To bench mark the implementation of the flat his-
togram algorithm, we compare the results of our sim-
ulations with results from fixed fugacity grand canonical
simulations using SCUA. The SCUA is described in Ap-
pendix A. For L = 35, the variation of the density and
order parameter obtained from both methods of simula-
tions are compared in Appendix B. The data match very
well.
In the paper, we have used three different algorithms to
generate the data for the figures. To improve readability,
we summarize in Table I, the Monte Carlo method used
to generate the data for each figure.
III. RESULTS
We determine the entropy of the 3-NN model for sys-
tem sizes up to L = 175 using the flat histogram algo-
rithm. Let density ρ = η/ηmax, where η is the number
density and ηmax = 1/7 is the maximum number density.
In Fig. 2, the variation of the entropy per site, s = S/L2
with ρ is shown for different L, where the entropy is nor-
malized by setting S(0, L) = 0. We observe that the
algorithm is able to easily access the fully packed state
(ρ = 1). Second, we see that beyond L = 70, there is very
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TABLE I. The Monte Carlo methods used to generate the
data for each figure. F denotes flat histogram simulations,
GC denotes fixed µ grand canonical simulations and C denotes
fixed density canonical simulations.
Fig. Algorithm Ensemble Goal
2 SCWL F Variation of entropy
3 SCWL F Variation of average density and
compressibility
5 SCUA GC Sublattice densities in fluid
phase




C Coexistence of phases
8 SCWL F Absence of second transition.
9 SCWL F First order nature
10 SCWL F First order nature
11 SCWL F Precise estimation of coexisting
densities and chemical poten-
tial.
12 SCWL F Finite size scaling
13 SCWL F Finite size scaling
14 SCUA GC Ability to equilibrate for densi-




GC and F Comparison of algorithms
little finite size effect, and the curves lie on top of each
other. To see the convergence, the difference in entropies
(∆s) between two successive L’s are plotted in the inset
of Fig. 2. The difference were calculated at a density
interval of ∆ρ = 1/35. The difference in the entropies
decreases with increasing L.
Knowing entropy, the grand canonical partition func-





















We first show that the system undergoes only one
phase transition as the density is increased from 0 to
1. A phase transition corresponds to a singular behavior
in both density ρ and compressibility κ. In particular,
























FIG. 2. Variation of the entropy per site s with density ρ
for different system sizes. The entropy is normalized by set-
ting S(0, L) = 0. Inset shows difference in s between two



























FIG. 3. The variation of (a) average density 〈ρ〉 and (b) com-
pressibility κ as a function of with chemical potential µ. The
data are obtained using SCWL algorithm
case (for example when the critical exponent, α < 0).
The variation of 〈ρ〉 and κ with chemical potential µ is
shown in Fig. 3 for different L. The density ρ has a
discontinuity around µc ≈ 4.46 (see Fig. 3(a)) while κ
diverges with system size at the same value of µ (see
Fig. 3(b)). Thus, there is at least one phase transition.
We now argue that this is the only phase transition.
To do so, we show that the phase for µ slightly smaller
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FIG. 4. Panels (a) and (b) show two equivalent ways of di-
viding the triangular lattice in to 7 sublattices. Panels (c)
and (d) show the effective shapes of particles at full packing
corresponding to (a) and (b) respectively.
the phase for µ slightly larger than µc is the solid-like
sublattice phase seen at full packing.
To characterize the two phases, we divide the lattice
into 7 sublattices based on the allowed configurations at
full packing. In Fig. 1, the red and blue sites are the
fourth next-nearest neighbors. At full packing, either
the blue or the red sites are completely filled. This leads
to two possible ways to divide the lattice into 7 sublat-
tices, which we denote as type-A and type-B, as shown in
Fig. 4(a) and 4(b) respectively. The effective space filling
shape of particles for type-A and type-B sublattice divi-
sions are shown in Fig. 4(c) and 4(d) respectively. In the
disordered phase all the other 14 sublattices (7 of type-A
and 7 of type-B) will be on an average occupied equally
and in the sublattice phase, one of the 14 sublattices will
be predominantly occupied.
To confirm there is only one transition, we do fixed
µ grand canonical simulations using SCUA (see Ap-
pendix A for details about this algorithm) for µ =
4.38 <∼ µc and µ = 4.50 >∼ µc. The data for µ = 4.38
(〈ρ〉 ≈ 0.844) are shown in Fig. 5. All the 14 sublattice
densities are on an average equal [see Fig. 5(a) and (b)].
Snapshots of typical equilibrated configurations, where
the different sublattices are colored differently, show all
colors with small domains of each sublattice [see Fig. 5(c)
and (d)]. We conclude that µ = 4.38 corresponds to the
disordered fluid phase.
The data for µ = 4.50 (〈ρ〉 ≈ 0.985) are shown in
Fig. 6. One of the sublattice densities (in this instance a



















































FIG. 5. The variation of sublattice densities with time and
snapshots of typical equilibrated configurations are shown for
µ = 4.38 <∼ µc (〈ρ〉 ≈ 0.844). The data are for L = 70.
ρXi denotes the sublattice density of i-th sublattice of type-
X. In the snapshots, a particle is colored according to the
sublattice it belongs to. Panels (c) and (d) correspond to
type-A and type-B sublattice divisions respectively. The data
are obtained using SCUA algorithm.
and (b)]. The corresponding snapshots show predomi-
nantly one color for type-A sublattices and all colors for
type-B sublattices [see Fig. 6(c) and (d)]. We conclude
that µ = 4.50 corresponds to the solid-like sublattice
phase.
We now check for the phase at intermediate densities
by doing fixed-density Monte Carlo simulations (details
of the algorithm are given in Appendix C) at ρ = 0.92.
The snapshot of a typical equilibrated configuration and
corresponding density map are shown in Fig. 7(a) and
(b) respectively. The coarse-grained density at a site is
obtained by averaging the density over the sites up to
the 7th next-nearest neighbor. From the snapshot we
can clearly see co-existence of both sublattice phase and
disordered state as the system has phase separated into a
sublattice phase dominated by one color and a disordered
phase with all 7 colors. From the density map, we can
see the disordered phase has lower density. The observed
coexistence of two phases rules out any possibility for an
intermediate hexatic phase, and we conclude that there
is only one phase transition.
Further strong evidence for only a single phase tran-
sition is obtained from the locus of the zeros of grand
canonical partition function [see Eq. (9)]61,62. Figure 8
shows the zeros of the partition function for L = 140
and L = 175. The zeros pinch the positive z-axis, where
z = eµ, at only one point and the locus is a circle. Since
any phase transition corresponds to zeros approaching






















































FIG. 6. The variation of sublattice densities with time and
snapshots of typical equilibrated configurations are shown for
µ = 4.50 >∼ µc (〈ρ〉 ≈ 0.985). The data are for L = 70.
ρXi denotes the sublattice density of i-th sublattice of type-
X. In the snapshots, a particle is colored according to the
sublattice it belongs to. Panels (c) and (d) correspond to
type-A and type-B sublattice divisions respectively. The data













FIG. 7. (a) Snapshot of a typical configuration and (b) the
corresponding density map at ρ = 0.920, obtained from fixed-
density simulations. The system size is L = 140. The color
scheme for the snapshot is same as that used in Figs. 5 and 6
.
that there is only one phase transition. Also the locus
being a circle implies a first order transition63,64. In a
continuous transition, locus of zeros approaches the pos-
itive real axis at angle less than π/263–66. Infinite order
transitions like KT transition, if present, will manifest in
the partition function zeros both as a cusp with a well
defined border line that approaches the real axis with
increasing system size as well the opening angle of the
triangular region devoid of zeros decreasing to zero with
increasing system size67.
We now show that the transition is discontinuous and



















FIG. 8. Zeros of the grand canonical partition function in the
complex z-plane (z = eµ) for L = 140 and L = 175. The locus
of the zeros form a circle and pinch the positive real axis only
one point. The data are obtained using SCWL algorithm.



















where ρXk is the k-th sublattice density for X-type sub-
lattice division. Non-zero QA or QB implies that a par-
ticular sublattice is occupied preferentially. The order
parameter Q is defined to be
Q = ||QA| − |QB ||. (15)
In the disordered phase, all 14 sublattice densities are
on an average equal and hence Q = 0. In the sublattice
phase one of QA or QB becomes non-zero, and hence
Q 6= 0. The susceptibility χ and the Binder cumulant U










The variation of Q and U with µ is shown in Fig. 9
for different system sizes. Q increases from 0 to 1 with
increasing µ, with the appearance of a discontinuity that
becomes sharper with increasing system size, a signature
of a first order transition. The Binder cumulant U has a
negative peak that increases with the system size L which
is a clear signature of a first order phase transition68,69.
More evidence for a discontinuous transition can be ob-
tained from pressure. In the grand canonical ensemble,
pressure is constant across a first order transition, while
in the canonical ensemble, if homogeneity is assumed,
pressure shows a non-monotonic behavior with density.
The latter is usually corrected using the Maxwell con-
struction. The grand canonical pressure P is given in







































FIG. 9. Variation of the (a) order parameter 〈Q〉 and (b)
Binder cumulant U with chemical potential µ. The data are
obtained using SCWL algorithm.
where 1− β(ρ) is the mean fraction of sites where a new
particle can be occupied at density ρ55,70. We compute
β(ρ) in the flat histogram simulations, allowing us to de-
termine P̃ from Eq. (18).
Figure 10 shows P and P̃ for three different system
sizes. P is near constant at the transition, while P̃
shows non-monotonic behavior. By identifying the re-
gions where P and P̃ differ, we identify approximately
the co-existence densities ρf and ρs of the fluid and solid
phases to be ρf ≈ 0.846 and ρs ≈ 0.985 for L = 105.
We have also shown the constant pressure lines that are
obtained from the Maxwell equal area construction to P̃ .
As L increases, the constant pressure lines move closer
to the grand canonical P .
The nature of the phase transition having been estab-
lished, we now determine the critical chemical potential
µc, and the coexistence densities ρf and ρs more ac-
curately. To find µc, we use two methods: one based
on convexity properties of entropy and the other based
on susceptibility, χ. The non-monotonicity in canonical
pressure P̃ with µ immediately suggests that, the mea-
sured entropy must be non-convex in a region of density.
An example is shown in Fig. 11 for L = 35. The true
entropy must be convex everywhere. The pressure loop
in the coexistence window of P̃ in Fig. 10 is a finite size
effect caused by the curved interface between a bubble
of minority phase and the surrounding majority phase39.
This leads to the non-convex behavior in entropy curve
in the co-existence regime.


























FIG. 10. Variation of the pressure with density ρ for three
different system sizes. The grand canonical pressure P is
calculated from Eq. (10) and the canonical pressure P̃ from
Eq. (18). The constant pressure lines shown in black solid
lines are obtained from the Maxwell equal area construction
to P̃ with the bottom line corresponding to L = 105 and
top line corresponding to L = 175. As L increases from 105












FIG. 11. The non-convex part of the entropy and the corre-
sponding convex envelope construction. Nf and Ns denote
the endpoints of the envelop in the fluid and solid phases re-
spectively. The data are for L = 35 obtained using SCWL
algorithm.





Nf and Ns are number of particles at the boundaries of
the convex envelope and corresponds to coexistence den-
sities, ρf and ρs respectively. Position of Nf and Ns are
marked on the Fig. 11. The system-size dependent criti-
cal parameters, thus obtained, are tabulated in Table II.
At a first order phase transition, the finite size correc-
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TABLE II. Critical parameters from non convexity in entropy
- 3NN. Extrapolation was performed against 1/L2 using linear
regression. Error in each data point was obtained from 16
independent simulations. Error quoted in last row are from
linear fit error.
L ρf ρs µc
70 0.84580(8) 0.98571(9) 4.43328(6)
77 0.84651(7) 0.98465(7) 4.43829(4)
84 0.84654(11) 0.98511(6) 4.44192(3)
91 0.84694(5) 0.98478(5) 4.44536(3)
98 0.84693(5) 0.98469(5) 4.44832(2)
105 0.84714(7) 0.98472(4) 4.45086(3)
112 0.84723(6) 0.98437(4) 4.45115(2)
119 0.84734(5) 0.98446(6) 4.45344(4)
126 0.84750(3) 0.98448(4) 4.45434(2)
133 0.84759(3) 0.98429(5) 4.45567(2)
140 0.84772(4) 0.98428(2) 4.45648(2)
175 0.84782(5) 0.98418(2) 4.45902(2)
∞ 0.8482(1) 0.9839(2) 4.4641(3)
tions to the critical parameters decrease to zero as L−2,
i.e.,




Extrapolating to infinite L (see Fig. 12), we obtain µc =
4.4641(3). The coexistence densities also obey finite size
scaling as in Eq. (20) and we obtain ρf = 0.8482(1) and
ρs = 0.9839(2).
In the second method, µc(L) is taken to be value of µ at
which the susceptibility, χ is maximum. We then extrap-
olate to infinite L using Eq. (20) (see Fig. 12). We obtain
µc = 4.4641(3). To determine the critical pressure, we
first find P at µc(L) for each L. By extrapolating to in-
finite system size, we obtain the critical pressure to be
Pc = 0.6397(1).
The response functions χ and κ obey the following fi-
nite size scaling relations for a first order phase transition,
in two dimensions:
χ ≈ L2fχ[(µ− µc)L2], (21)
κ ≈ L2fκ[(µ− µc)L2], (22)
where fχ and fκ are scaling functions. As shown in
Fig. 13, the data for different L collapse onto one curve
when scaled as in Eqs. (21) and (22), and hence consis-
tent with a discontinuous transition.
IV. SUMMARY AND DISCUSSION
In this paper, we have studied in detail the phase di-
agram and the nature of the phase transition in the 3-




























FIG. 12. Variation of critical chemical potential, µc(L) with
system size L. The data are obtained from susceptibility, χ
and non convexity (NC) analysis. Error in each data point
was obtained from 16 independent simulations. Solid and































FIG. 13. The data for (a) susceptibility χ and (b) compress-
ibility κ for different L collapse onto a single curve when scaled
as in Eqs. (21) and (22) with µc = 4.4641. The data are ob-
tained using SCWL algorithm.
shown that there is a single discontinuous transition from
a disordered fluid phase to an ordered sublattice phase as
density is increased from zero to one. The critical chem-
ical potential, coexistence densities and critical pressure
are determined to be µc = 4.4641(3), ρf = 0.8482(1),
ρs = 0.9839(2) and Pc = 0.6397(1).
Our results are in contradiction with those of Ref.55,
where the existence of a hexatic phase with continuously
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varying exponents was claimed. The discrepancy is most
likely due to issues with equilibration. In Ref.55, the
Monte Carlo simulations were done using either adsorp-
tion and local diffusion moves or using desorption and
local diffusion moves. When the density is increased to
the coexistence densities, the system should phase sep-
arate into fluid and solid phases. However, the phase
separation usually occurs over time scales that diverge
with system size. For hard core lattice gases, there is an
additional issue of the system being trapped in long lived
metastable states. Local diffusion moves alone make it
difficult to equilibrate the system and can lead to identi-
fication of spurious phases, which we believe is the reason
for a signature of a hexatic phase to be seen. We note
that it is expected that for a much large range of ex-
clusion than the third nearest neighbor, a hexatic phase
should be present like in two dimensional discs, and the
phase with true long-range order shrinks to zero thick-
ness.
The critical chemical potential µc was determined us-
ing the tensor renormalization group method to be µc =
4.448854. It matches up to the first decimal place with
our estimate µc = 4.4641(3). The tensor renormalization
group method appears to be a good candidate, differ-
ent from SCUA and SCWL, for studying hard core lat-
tice gases. It would be interesting to see which method
gives more accurate results. Another problem where they
could be compared is to look at the results for models
with larger exclusion. Preliminary results, using ten-
sor renormalization group method, exist for k = 4 and
k = 554. Obtaining results for these models as well as for
larger k using the flat histogram algorithm used in this
paper is a promising area for future study.
We also find that the flat histogram algorithm with
cluster moves has certain advantages over the corre-
sponding grand canonical algorithm beyond the fact the
density of states allows thermodynamic quantities to be
determined for all chemical potential. Beyond L = 70, we
find that the grand canonical SCUA finds it difficult to
equilibrate the system in the coexistence region leading
to quite large hysteresis loops when the data for increas-
ing and decreasing parameters are compared. This issue
is overcome in the flat histogram algorithm where we find
that the algorithm is able to avoid issues of equilibration
at high densities and is even able to access fully packed
states quite easily. In the co-existence regime, the en-
tropy is non-convex for finite system sizes.This feature
leads to non-convexity in the entropy. We have exploited
non-convexity to obtain accurate estimates for the coex-
istence densities.
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Appendix A: Strip cluster update algorithm
(SCUA)
Lattice gas model algorithms with simple evapora-
tion and deposition has difficulty in equilibrating at
higher densities. To overcome this, SCUA was pro-
posed and were successful in equilibrating up to densi-
ties 0.992,15,16,25,46,56,57. In SCUA, a Monte Carlo move
consists following steps. Consider a row of L sites in
any diagonal along one of the three principal directions.
Remove all the particles that are on this row. Some of
the empty sites on this row are excluded from reoccupa-
tion due to presence of particles in nearby rows. The
re-occupation of the row with a new configuration of
particles, with the correct equilibrium probability in the
grand canonical ensemble, can be done independently for
each of the empty intervals. Thus, the problem of re-
occupation reduces to finding the probability of differ-
ent configurations in a one-dimensional lattice of length
` = 1, 2, . . . L.
Let Ωo(`) denote the partition function on a one dimen-
sional lattice of ` sites with open boundary conditions. It
obeys the recursion relation Ωo(`) = zΩo(`−3)+Ωo(`−1),
for ` ≥ 3, with the boundary conditions Ωo(0) = 1,
Ωo(1) = 1 + z, and Ωo(2) = 1 + 2z. The probabil-
ity that the left most site is occupied by a particle is
p(`) = zΩo(`− 3)/Ωo(`). If left empty (with probability
1 − p(`)), we consider the neighbor to the right and re-
duce the number of lattice sites by one. If the first site
is occupied by a particle (with probability p(`)), then we
skip two more lattice sites and reduce the number of lat-
tice sites by 3, and repeat the procedure. The partition
functions Ωo(`) diverge exponentially with `. Hence, it
is computationally easier to express the recursion rela-
tions in terms of the probabilities. From the recursion
relations for the partition functions, it is straightforward




1 + p(`− 1)− p(`− 3)
, ` = 3, 4, . . . , (A1)
with the boundary conditions p(0) = 0, p(1) = z/(1 + z),
and p(2) = z/(1 + 2z).
For periodic boundary conditions (when ` = L), the
recursion relations have to be modified. Let Ωp(`) be
the partition function of a one dimensional lattice of




























FIG. 14. The time evolution of (a) density, ρ and (b) order
parameter, Q for two different initial conditions, one which
has sublattice order (labeled as Filled) and other which is
obtained from random deposition (labeled as Random). The
data are for µ = 4.50 and L = 70.
to see that Ωp(`) = 2zΩo(` − 5) + Ωo(` − 2). Consider
ppbc(`) = 2zΩo(`− 3)/Ωp(`). ppbc(`) should be identified
as the probability that either the first or second site is
occupied by a particle. Using the recursion relations, it
is straightforward to derive
ppbc(`) =
2p(`− 2)
1 + 2p(`− 2)
. (A2)
The relevant probabilities are stored in a list to reduce
the computation time. We repeat the evaporation and
re-occupation of a row by particles for each of the 3L2
rows. It is straightforward to see that the algorithm is er-
godic, and satisfies the detailed balance condition. Also,
the updating of rows that are separated by five rows are
independent of each other and can be performed simul-
taneously.
We first show that, using the algorithm, we are able to
equilibrate the 3-NN model for densities as large as 0.99.
In Fig. 14, we show the temporal evolution for density,
starting from two different initial conditions: one which
is fully packed and the other at a lower density generated
by depositing particles at random. It is clear that the sys-
tem equilibrates at a density ≈ 0.99, independent of the
initial condition [see Fig. 14 (a)]. In Fig. 14 (b), we show
the corresponding time evolution for the order parame-
ter [see Eq. (15) for definition]. The two initial conditions
correspond to the order parameter being initially 1 and
zero. It can be seen that the system equilibrates to the























FIG. 15. Variation of (a) density, ρ, and (b) order parameter
Q with µ. SCWL and SCUA refer to the data obtained from
the strip cluster Wang Landau and the strip cluster update
(grand canonical) algorithm respectively. The data are for
L = 35.
Appendix B: Benchmarking SCWL algorithm
with SCUA.
To benchmark the flat histogram SCWL algorithm,
we compare the results obtained from the method with
those from the grand canonical Monte Carlo simulations
at fixed µ using SCUA. The data for order parameter
and density for L = 35 are shown in Fig. 15. The results
obtained from both simulations show good agreement.
Note that in the coexistence regime there appears to
be a systematic deviation in the results from the two sim-
ulations. In the grand canonical SCWL simulations, the
results in the co-existence regime depend on how many
transitions from the low density phase to high density
phase are averaged over. When infrequent transitions
are there, systematic errors can set in. Likewise, in the
SCUA simulations, there is the possibility of the system
not fully phase separating in the co-existence region. The
slight discrepancy in data is possibly due to the above
reasons.
Appendix C: Canonical simulations at fixed
density
In this appendix, the algorithm for the fixed-density
Monte Carlo simulations is described. First, we deposit
particles till the desired density (in this case 0.920) is
reached. As the desired density is high, random deposi-
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tion of particles will not be useful to reach that density.
The particles are initially deposited in only one sublat-
tice. Given any valid configuration, the system evolves
as follows. A site is chosen at random. If occupied, then
the particle is removed and placed at another randomly
chosen site provided the hard core constraint is not vio-
lated. If disallowed, the particle is placed on the original
site. One Monte Carlo step consists of L2 such moves.
We have used 106 Monte Carlo steps to equilibrate the
system of L = 140. The results obtained from the simu-
lation is shown in Fig. 7, where we see a clear phase sep-
aration of the disordered phase and the sublattice phase
at ρ = 0.920.
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ing of parallel hard cubes with rounded edges,” J.
Chem. Phys. 136, 144506 (2012).
32R. D. Batten, F. H. Stillinger, and S. Torquato, “Phase
behavior of colloidal superballs: Shape interpolation
from spheres to cubes,” Phys. Rev. E 81, 061105
(2010).
33A. Cuetos, M. Dennison, A. Masters, and A. Patti,
“Phase behaviour of hard board-like particles,” Soft
Matter 13, 4720–4732 (2017).
34E. Mirzad Rafael, D. Corbett, A. Cuetos, and A. Patti,
“Self-assembly of freely-rotating polydisperse cuboids:
unveiling the boundaries of the biaxial nematic phase,”
Soft Matter 16, 5565–5570 (2020).
35W. G. Hoover and F. H. Ree, “Melting transition and
communal entropy for hard spheres,” J. Chem. Phys.
49, 3609–3617 (1968).
36J. M. Kosterlitz and D. J. Thouless, “Ordering,
metastability and phase transitions in two-dimensional
systems,” J. Phys. C 6, 1181 (1973).
37A. P. Young, “Melting and the vector coulomb gas in
two dimensions,” Phys. Rev. B 19, 1855–1866 (1979).
38D. R. Nelson and B. I. Halperin, “Dislocation-mediated
melting in two dimensions,” Phys. Rev. B 19, 2457–
2484 (1979).
39E. P. Bernard and W. Krauth, “Two-step melting in
two dimensions: First-order liquid-hexatic transition,”
Phys. Rev. Lett. 107, 155704 (2011).
40M. Engel, J. A. Anderson, S. C. Glotzer, M. Isobe,
E. P. Bernard, and W. Krauth, “Hard-disk equation
of state: First-order liquid-hexatic transition in two
dimensions with three simulation methods,” Phys. Rev.
E 87, 042134 (2013).
41S. C. Kapfer and W. Krauth, “Two-dimensional melt-
ing: From liquid-hexatic coexistence to continuous
transitions,” Phys. Rev. E 114, 035702 (2015).
42C. Domb, “Some theoretical aspects of melting,” Il
Nuovo Cimento (1955-1965) 9, 9–26 (1958).
43D. M. Burley, “A lattice model of a classical hard
sphere gas,” Proc. Phys. Soc. 75, 262 (1960).
44D. M. Burley, “A lattice model of a classical hard
sphere gas: Ii,” Proc. Phys. Soc. 77, 451 (1961).
45H. C. M. Fernandes, J. J. Arenzon, and Y. Levin,
“Monte carlo simulations of two-dimensional hard core
lattice gases,” J. Chem. Phys. 126, 114508 (2007).
46T. Nath and R. Rajesh, “Multiple phase transitions in
extended hard-core lattice gas models in two dimen-
sions,” Phys. Rev. E 90, 012120 (2014).
47F. C. Thewes and H. C. Fernandes, “Phase transitions
in hard-core lattice gases on the honeycomb lattice,”
Phys. Rev. E 101, 062138 (2020).
48S. Darjani, J. Koplik, V. Pauchard, and S. Banerjee,
“Glassy dynamics and equilibrium state on the honey-
comb lattice: Role of surface diffusion and desorption
on surface crowding,” Phys. Rev. E 103, 022801 (2021).
49R. J. Baxter, Exactly Solved Models in Statistical Me-
chanics (Academic Press, London, 1982).
50J. Orban and A. Bellemans, “Phase transitions in two-
dimensional lattice gases of hard-core molecules. the
triangular lattice,” J. Chem. Phys. 49, 363–370 (1968).
51N. Bartelt and T. Einstein, “Triangular lattice gas with
first-and second-neighbor exclusions: Continuous tran-
sition in the four-state potts universality class,” Phys.
Rev. B 30, 5339 (1984).
52W. Zhang and Y. Deng, “Monte carlo study of the tri-
angular lattice gas with first-and second-neighbor ex-
clusions,” Phys. Rev. E 78, 031103 (2008).
53S. Darjani, J. Koplik, and V. Pauchard, “Extracting
the equation of state of lattice gases from random se-
quential adsorption simulations by means of the gibbs
adsorption isotherm,” Phys. Rev. E 96, 052803 (2017).
54S. S. Akimenko, V. A. Gorbunov, A. V. Myshlyavtsev,
and P. V. Stishenko, “Tensor renormalization group
study of hard-disk models on a triangular lattice,”
Phys. Rev. E 100, 022108 (2019).
55S. Darjani, J. Koplik, S. Banerjee, and V. Pauchard,
“Liquid-hexatic-solid phase transition of a hard-core
lattice gas with third neighbor exclusion,” J. Chem.
Phys. 151, 104702 (2019).
56J. Kundu, R. Rajesh, D. Dhar, and J. F. Stilck, “A
monte carlo algorithm for studying phase transition in
systems of hard rigid rods,” AIP Conf. Proc. 1447,
113–114 (2012).
57K. Ramola, K. Damle, and D. Dhar, “Columnar order
and ashkin-teller criticality in mixtures of hard squares
and dimers,” Phys. Rev. Lett. 114, 190601 (2015).
58A. A. A. Jaleel, J. E. Thomas, D. Mandal, R. Rajesh,
et al., “Rejection-free cluster wang-landau algorithm
for hard-core lattice gases,” Phys. Rev. E 104, 045310
(2021).
59F. Wang and D. P. Landau, “Efficient, multiple-range
random walk algorithm to calculate the density of
states,” Phys. Rev. Lett. 86, 2050–2053 (2001).
60F. Wang and D. P. Landau, “Determining the density
of states for classical statistical models: A random walk
algorithm to produce a flat histogram,” Phys. Rev. E
64, 056101 (2001).
61C.-N. Yang and T.-D. Lee, “Statistical theory of equa-
tions of state and phase transitions. i. theory of con-
densation,” Physical Review 87, 404 (1952).
62T.-D. Lee and C.-N. Yang, “Statistical theory of equa-
tions of state and phase transitions. ii. lattice gas and
ising model,” Physical Review 87, 410 (1952).
63R. J. Creswick and S.-Y. Kim, “Finite-size scaling of
the density of zeros of the partition function in first-
and second-order phase transitions,” Phys. Rev. E 56,
2418 (1997).
64M. P. Taylor, P. P. Aung, and W. Paul, “Partition func-
tion zeros and phase transitions for a square-well poly-
mer chain,” Phys. Rev. E 88, 012604 (2013).
65I. Bena, M. Droz, and A. Lipowski, “Statistical me-
chanics of equilibrium and nonequilibrium phase tran-
sitions: the yang–lee formalism,” Int. J. Mod. Phys. B
19, 4269–4329 (2005).
12
66R. Blythe and M. Evans, “The lee-yang theory of equi-
librium and nonequilibrium phase transitions,” Braz.
J. Phys. 33, 464–475 (2003).
67J. Rocha, L. Mól, and B. Costa, “Using zeros of the
canonical partition function map to detect signatures of
a berezinskii–kosterlitz–thouless transition,” Comput.
Phys. Commun. 209, 88–91 (2016).
68K. Binder and D. Landau, “Finite-size scaling at first-
order phase transitions,” Phys. Rev. B 30, 1477 (1984).
69K. Vollmayr, J. D. Reger, M. Scheucher, and K. Binder,
“Finite size effects at thermally-driven first order phase
transitions: A phenomenological theory of the order
parameter distribution,” Z. Phys., B Condens. matter
91, 113–125 (1993).
70R. Aveyard, R. Aveyard, and D. Haydon, An intro-
duction to the principles of surface chemistry (CUP
Archive, 1973).
13
