Abstract In this paper the chaos control in the discrete logistic map of fractional order is obtained with an impulsive control algorithm. The underlying discrete initial value problem of fractional order is considered in terms of Caputo delta fractional difference. Every ∆ steps, the state variable is instantly modified with the same impulse value, chosen from a bifurcation diagram versus impulse. It is shown that the solution of the impulsive control is bounded. The numerical results are verified via time series, histograms, and the 0-1 test. Several examples are considered.
Introduction
The models which involve abruptly change of variables are called impulsive equations.
The concept of impulsive control has a long history. Many impulsive control methods were successfully developed under the framework of optimal control. In mechanical systems, impulsive phenomena had been studied for different scenarios such as mechanical systems with impacts.
The theory of impulsive differential equations studies systems evolution, when some process is interrupted by abrupt changes (impulses) of state [1] . These systems are modeled by differential equations which describe the period of continuous variation of state and by conditions which describe the discontinuities of first kind of the solution or of its derivatives at the moments of impulses. Many real world problems can experience abrupt external forces which can change completely their dynamics. For instance, an example of a real world problem that can be represented by an impulsive differential equation is a medicine intake, where the user must take regular doses of the medicine, which causes abrupt changes in the amount of medicine in their body, to control the disease or making it disappear (examples of impulsive systems can be found in, e.g. [2, 3, 4, 5] ).
Details concerning existence and uniqueness of solutions, dependence of solutions on initial values, variation of parameters, oscillation and stability can be found in [6, 7] .
There exist different kinds of impulses [1] , for instance, systems with impulses applied at fixed times (presented first in [8, 9] ) and systems with impulses applied at variable times [10, 11] (see also [2, 12] ). Impulses applied at vary time are important due to their applicability in the real world problems. For example, the billiard-type system can be modeled by differential systems with impulses which act on the first derivatives of the solutions. Thus, the positions of the colliding balls do not change at the moments of impact (impulse), but their velocities gain finite increments (the velocity will change according to the position of the ball) [1] .
In the last years, results arising from impulsive effects have been adapted easily to the discrete case.
Difference equations or discrete dynamical systems is a diverse field which impacts almost every branch of pure and applied mathematics. Discrete systems with memory in population, economy price option and signal processing have been considered almost at the same time since the fractional differential models are used. To note that often real systems may encounter abrupt changes at certain time moments and therefore, cannot be considered continuously but discrete-time (see e.g. [13] ).
On the other side, the control of chaos, or control of chaotic systems, is the boundary field between control theory and dynamical systems theory studying when and how it is possible to control systems exhibiting irregular, chaotic behavior (see e.g. [14] ).
For discrete equations of integer order, the impulsive control algorithm utilized in this paper has the following form
where f ∈ C(R, R) is some discrete map which depend on a real bifurcation parameter, ∆ ∈ N * and the impulse γ ∈ R a relative small real number. One assumes that for some parameter ranges, the system evolves chaotic.
The algorithm perturbs x every ∆ steps with the quantity (1 + γ) and acts "instantaneously" in the sense it modifies x n+1 while it is calculated, the system dynamics being subject to abrupt changes, (1 + γ)x n+1 (in nature, these can be shocks, harvesting, natural disasters, etc.). If, without impulses γ, for some parameter value the system behaves chaotically, an adequate design of the chaos control (i.e. adequate values of impulses γ and time-moments ∆) may force the system to become stable evolving along some regular trajectory.
The impulsive moment ∆ is fixed in advance, while the impulse γ is chosen from the bifurcation plot of x versus γ shows the periodic windows where γ generates stable periodic orbits.
The impulsive control (1) has important implications, for example, in ecology. Thus, the phenomenon of a population increasing in response to an increase in its per-capita mortality rate has to be taken into consideration to design strategies in fisheries and pest management. This paradoxical phenomenon is known as the hydra effect [15] . The algorithm can also be applied successfully in chemical systems [16] .
Impulsive equations modeled with continuous or discontinuous differential equations of integer order or fractional order [17, 18, 19, 20] , or by discrete equations [21] have been developed in impulsive problems in physics, orbital transfer of satellite, population dynamics, dosage supply in pharmacokinetics, biotechnology, pharmacokinetics, ecosystems management, industrial robotics, synchronization in chaotic secure communication systems, and so forth (see [7] for a deep background on impulsive differential equations and inclusions and references, or [6] ).
The discrete fractional calculus has been an increased interest due to its importance in real world problems. More generalized chaos does has been found in fractional discrete systems [22, 23, 24, 25] .
The stability of impulsive fractional difference equations is studied in [26] and the first study of the fractional standard map with memory, derived from a differential equation, can be found in [27] (see also [23, 28, 29, 30, 31, 32] ).
In this paper one considers the chaos control of the discrete logistic map of fractional order. It is proved that the impulsive solution of the controlled logistic map of fractional order is bounded. The numerical results are verified with the 0-1 test, time series, histograms and the Lyapunov exponent. Because of the memory history effect, the numerical determination of the Lyapunov exponent requires a special approach.
The paper is organized as follows: Section 2, deals with the discrete logistic map of fractional order, and the applicative Section 3 presents the numerical implementation of the chaos control algorithm (1) in the case of the fractional logistic map of fractional order. The Appendix presents briefly the 0-1 test. The Conclusion section ends the manuscript.
The discrete logistic map of fractional order
Let q ∈ (0, 1),
The difference equations of fractional order (FO) studied in this paper are modeled by the following initial value problem
where q * x(k) is the Caputo delta fractional difference [33, 34] .
Hereafter, the FO equations are considered with initial condition x(0) = x 0 . The equivalent discrete integral form of (2) is (see e.g. [33, 34] )
which with j ↔ j + q becomes
Consider (2) in the case of the discrete logistic map of FO [35] q
Then, the underlying discrete integral (3) becomes (see also [35] )
Because, due the discrete memory effect, the Jacobian matrix necessary for Lyapunov exponent (LE) cannot be obtain directly. Therefore, in [36] is proposed the following natural way of linearization of (5) 
wherefrom, from (6) via (5), the finite-time local LE, λ, is obtained as follows
Due to the discrete memory effect (the present status depends on the all previous information), one of the main impediments to implement (3) , is the instability of
Thus, one has the following Proposition 1
Proof By using Gautchi inequality [37, 38] 1
for any x ≥ 0, one derives
and
Relation (7) means that the terms of (R q (n)) and (n q ) grow similarly. Therefore, small errors in each steps may lead to large final errors. In Fig. 1 is presented the evolution of R q (n) for n ≤ 1500 and q = k0.1, k = 1, 2, ..., 10
1 .
Remark 1 i) Denote by Φ(t, x 0 ), a solution of (2). Because, due to the memory history of solutions, Φ does not verify the relation Φ(t) • Φ(s) = Φ(t + s), one cannot consider (2) as defining a dynamical system. On the other side, motivated by the numerical calculation of the solutions utilized in this paper, the definition of a dynamical system of integer order modeled by a numerical scheme [47, Definition 2.1.2] is adopted. Therefore, because (4) admits the solutions (5), one says the problem defines a dynamical system of FO. ii) Formula (3) is valid also for the following FO discrete equations
where ∇ q * x(k) is the Caputo nabla fractional difference (see [33] ).
Chaos control of the logistic map of FO
The chaos control algorithm (1) can be expressed as follows:
where f (x(n)) is the logistic map.
The sequence (x(n)) is bounded, as proved by the following result 1 A possible way to extend the range of n in the numerical determination of Rq(n) in Matlab, is to use the following relation: Γ(n − j + q)/Γ(n − j + 1) = exp(gammaln(n − j + q) − gammaln(n − j + q)), where gammaln is the logarithm of the gamma function.
Theorem 1 For (8) with
Proof It is clear that f (x) ≤ µ 4 for any x ∈ R. Then we get
To implement the impulsive algorithm (8) The tools utilized to analyze the regularity obtained with the impulsive control are the LE, time series, the '0-1' test (Appendix) with p, q, the mean square displacement M and the median K value, and also histograms. First transients have been removed. For this system, the errors of K are about 1e − 3 for the '0' value, and 1e − 4 for '1'.
Note that if γ > 0, the system suffers a positive variation of internal energy, and the receives energy, because at the moment ∆, when the impulse is applied, the new value of x n+1 , (1 + γ)x n+1 , is bigger than the previous value [18] . The received energy is used to maintain the orbit on a regular motion. Similarly, if γ < 0, the system is forced to dissipates energy to reach the necessary one along the regular orbit. However, these phenomena should be interpreted under the mentioned hystory memory effect.
The bifurcation diagram of the FO logistic map (4) versus µ ∈ [1.8, 2.8] with q = 0.9 is presented in Fig. 2 (a) , while in Fig. 2 (b) is presented the bifurcation plot versus q ∈ [0.01, 1] with µ = 2.5. All bifurcation diagrams in this paper are overplotted with LE exponent (red plot) and K median value (blue plot).
Remark 2 i)
As known, because the memory effect, general differential equations of FO cannot have nonconstant periodic solutions (see e.g. [39] ). Similarly this happens with discrete difference equations of FO [40] . Therefore, these orbits are called "numerically stable periodic" (NSP), in the sense that the trajectory, from numerical point of view, can be an extremely near periodic trajectory [41] . ii) Even the bifurcation scenario versus µ (Fig. 2 (a) ) looks similar to the case of integer-order logistic map, the Feigenbaum parameter sequence is different. Also, over µ > 2.8, depending on q, orbits may diverge (grey zones in Figs. 5 and 6). iii) As the detail in the bifurcation diagram of x versus q in Fig. 2 (b) shows, the system does not present the typical periodic direct and reverse period doubling bifurcations (dotted red lines), as for the integer order counterpart (compare also with [35, and [48, Fig. 1] ). Because at this points the LE is positive and not zero as in the case of the logistic map of integer order, but K is approximately 0 like for regular motion, it is difficult to characterize this kind of dynamics. Similarly, but less visible, it happens in the bifurcation diagram versus µ (Fig. 2 (a) ).
For the next numerical experiments q = 0.9 and µ = 2.5 ( Fig. 2 (a) ), when LE=0.1744 and K = 0.9538 fact which indicates a chaotic behavior. Next, several values of moments ∆ are considered. 1. ∆ = 1. In this case impulses applied every step (Figs. 3) . As can be seen, there are several NSP windows, corresponding to negative but also positive ranges of γ, from which each value γ leads to NSP orbits. Note the points corresponding to γ 1 , γ 2 and γ 3 , where LE> 0 and K ≈ 0 (see Remark 2 (iii)). Two representative values are considered.
-For γ = −0.05 (dotted line in Fig. 3 (a) ), with the impulsive control applied every step, one obtains a NSP orbit of period-4, as revealed by the time series (Fig.  3 (b) ) and histogram (Fig. 3 (c) ). The regularity of this NSP orbit is underlined by the circular plot of p and q (Fig. 3 (d) and the bounded mean square displacement M (Fig. 3 (e) . In this case LE=-0.0061 and K = −0.0055; -For γ = 0.059 (dotted line in Fig. 3 (a) ), the impulsive control leads to a NSP of period-5 (see time series and historgram in Figs. 4 (a) and (b) respectively) . The regularity is underlined by the shape of the plot of p and q (Fig. 4 (c) ) and also by M (Fig. 4 (d) ). LE=0.0471 and K = −0.0076. (Fig. 6 (a) ), one obtains the NSP orbit of period-15 ( Fig. 6 (b) ).
4. For ∆ larger than 16 and γ ∈ [−0.15, 0.15], chaos cannot be controlled. This is illustrated by the bifurcation diagram for ∆ = 17, and the positive LE and values of K close to 1 (Fig. 6 (b) ).
Conclusion
In this paper, the impulsive chaos control of the discrete logistic map of fractional order (8) has been investigated. The discrete logistic map of fractional order has been proposed by Wu and Baleanu in [35] in terms of Caputo delta fractional difference. The impulsive control,previously used in integer order continuous and discrete systems, is obtained by perturbing periodically (every ∆ steps) the state variable with a constant impulse: x n+1 ← (1+γ)x n+1 , where γ is a relatively small real number. If, for a chosen ∆, the control algorithm is applied for a γ value which generates in the bifurcation diagram versus γ a chaotic behavior, regular motions can be obtained. Several numerical cases are considered.
It is proved that the impulsed orbits remain bounded. To verify the obtained results, time series, histograms and the '0-1' test is utilized. Because of the discrete memory effect, the Lyapunov exponent is obtained by linearization of the discrete integral of the initial value problem of fractional order. Note that the numerical implementation of the discrete integral of the underlying initial value of FO requires numerical precaution. Otherwise only few terms of iterations can be calculated.
where n N (in practice, n = N/10 represents a good choice). 3) Next, the asymptotic growth rate K is defined as
If the underlying dynamics is regular (i.e. periodic or quasiperiodic) then K ≈ 0; if the underlying dynamics is chaotic then K ≈ 1.
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