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Abstract
Water at the bed of a glacier can alter the basal stress distribution that governs basal motion and 
is responsible for short-term velocity variations. Accelerated basal motion has lead to increased ice 
discharge on tidewater glaciers, influencing the glacial contribution to sea level rise. The develop­
ment of a temporally high-resolution model requires understanding the dynamic elements of the 
subglacial drainage system that govern short-term velocity variations. Here, we use global posi­
tioning system (GPS) observations to document the relationship between basal motion and widely 
variable water inputs on Yahtse Glacier over three years. Yahtse Glacier is a temperate, grounded, 
tidewater glacier terminating in Icy Bay, southcentral Alaska. We simultaneously measured sur­
face ice velocity along the glacier's centerline using high-resolution GPS stations, weather data 
and glaciohydraulic tremor amplitude from 11 June 2009 through 11 September 2011. Yahtse 
exhibits a repeated summer slowdown facilitated by speed-up events and winter speed-up that 
ends in mid-winter when ice velocities return to pre-melt-season values. We find that the ex­
tent of the summer slowdown is determined by the presence of late-summer heavy rainfall that 
triggers speed-up events coupled with extra slowdowns. The summer minimum speed impacts 
flow speeds until mid-winter, therefore controlling average annual ice velocities. Measurements 
of glaciohydraulic tremor and surface uplift indicate extra slowdowns are the result of the release 
of subglacially stored water and the dynamic response of the isolated cavity system. We apply 
the basal hydrology model developed by Bartholomaus [Journal of Glaciology, 57,206 (2011)] and 
adapted by Brinkerhoff [Annals of Glaciology, 57, 72 (2016)] to the ablation area of Yahtse Glacier. 
The model reproduces a majority of the transient speed-up events observed, but not the associ­
ated extra slowdowns or the season trend of a summer slowdown and winter speed-up. For the 
model to reproduce the short lived extra slowdowns and subsequent seasonal velocity trends, we 
suggest the model may need to account for the isolated subglacial cavity system.
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Chapter 1 
Introduction
Climate change and associated sea level rise are among the biggest issues facing the global 
community. Glaciological models that calculate sea level rise projections need additional improve­
ments to further constrain the upper bounds of the projections. To improve these models a detailed 
understanding of the physics that control glacial behavior on sub-weekly timescales is necessary. 
Accelerated basal motion results in increased ice discharge at the terminus of tidewater glaciers, 
thereby influencing sea level rise (Rignot and Kanagaratnam, 2006; O'Neel et al., 2005). At this 
time, ice sheet models do not consider hydrologic transience or successfully span the range of 
sub-seasonal timescales over which velocity varies dramatically (Bartholomaus et al., 2007; Willis, 
1995). The development of a temporally high-resolution model requires understanding the dy­
namic elements of the subglacial drainage system that govern short-term velocity variations. This 
thesis addresses the following research questions to understand the relationship between water 
input and basal motion from three years of measurements of Yahtse Glacier, a tidewater glacier in 
southcentral Alaska.
1. How much does water input contribute to the velocity variations observed on Yahtse?
2. Does the glacier's response to water input change over time?
3. Does the glacier exhibit the same ice velocities from year to year?
4. Is the winter velocity inversely related to meltwater input (Burgess et al., 2013a)?
5. Can we predict the ice velocities based on the velocity record from the previous year?
The presence of water at the bed of a glacier can affect surface ice velocities by altering the basal 
stress distribution that governs basal motion (Fountain and Walder, 1998). Basal motion involves 
the sliding of ice over the bed and deformation of basal till, both of which are sensitive to water and 
can vary on short timescales (Truffer et al., 2001). A relationship between water input, from surface 
melt or rainfall, and increased ice-flow speed has been established through observations of short- 
duration velocity variations of temperate and polythermal glaciers (Anderson et al., 2004; Iken and 
Bindschalder, 1986; Meier et al., 1994; Sugiyama and Gudmundsson, 2003; Copland et al., 2003), 
ice caps (Wyatt and Sharp, 2015), and the Greenland Ice Sheet (Zwally et al., 2002; Bartholomew 
et al., 2012; Sundal et al., 2011). Transient velocity variations have been attributed to increased 
pressurization of the subglacial drainage system, separation from the bed, loss of basal traction, 
till dilation, variable water storage, the transient evolution of the subglacial drainage system and 
shifts in the glacier's stress field (Howat et al., 2008). Despite the relationship between basal 
motion and the configuration of the subglacial drainage network, neither measured subglacial
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water pressure nor the volume of water in storage can entirely explain observed variations in 
basal motion, illustrating the need for further investigation (Bindschadler, 1983; Bartholomaus et 
al., 2007).
Water is transported to the bed through a dynamic network of conduits that are formed by 
water flowing along the bottom of crevasses and entering preexisting veins or microfractures 
(Fountain and Walder, 1998). These conduits are sustained by melt enlargement from the en­
ergy dissipated by flowing water. If the flux of water decreases, the inward creep of ice will act to 
close the conduits (Fountain and Walder, 1998). Upon reaching the bed, runoff enters a complex 
subglacial drainage network before emerging at the terminus.
Water flows along the bed in one or both of two distinct flow arrangements known as the fast 
and slow drainage systems, a partitioning which describes the water discharge response to input 
variations (Raymond et al., 1995). The slow drainage system covers a large fraction of the bed, 
draining water through linked cavities and canals incised into rock and /o r subglacial sediment 
till. Cavities form on the lee side of bed-rock bumps, increasing in size with increasing basal mo­
tion (Fountain and Walder, 1998). The slow drainage system can be composed of coexisting linked 
and isolated cavities (Weertman, 1964). Isolated cavities increase in size and pressure, as long as 
the pressure is less than overburden pressure, as they collect basal and internal meltwater. The 
isolated cavities can occasionally connect with the subglacial drainage system to varying extents 
(Lliboutry, 1979). As more isolated cavities connect to the subglacial drainage system, a change in 
water pressure has a greater control on sliding velocity (Iken and Truffer, 1997).
The fast drainage system is composed of Rothlisberger channels, or R channels, which have a 
semicircular cross section and are incised into the basal ice (Rothlisberger, 1972). This fast drainage 
system is characterized by a low surface-to-volume ratio covering a small fraction of the bed and 
a higher basal friction coefficient (Kamb and Echelmeyer, 1986). R channels are formed when the 
englacial water flux is great enough to cause a pressure perturbation that will enlarge cavity ori­
fices unstably and spawn the R channel system (Kamb, 1987). The R channels are then sustained 
by a balance between widening of the channel walls through heat dissipation of water flow, and 
narrow by the inward creep of ice (Fountain and Walder, 1998). Water flows through a channel­
ized system at low pressures, therefore water in the high pressure linked-cavity system will drain 
towards the channels.
Glacier flow velocities vary over a wide range of timescales (Meier and Post, 1987). Spring 
speed-up has been observed on many glaciers and is interpreted as a response to the initial dis­
ruption of the winter subglacial drainage system by the influx of meltwater (Hubbard and Nienow, 
1997). While seasonal velocity variations are a common feature, velocity is known to vary on a 
wide range of shorter timescales. Shorter-period velocity variations, on timescales on the order of
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hours to weeks, have been observed on a number of glaciers (e.g. Willis, 1995). Ice velocities can 
respond more to short-term water inputs than to changes in mean water flow (Schoof, 2010).
We use global positioning system (GPS) observations to document the relationship between 
basal motion and widely variable water inputs on Yahtse Glacier from 11 June 2009 through 11 
September 2011. Simultaneous measurements of surface ice velocities in the ablation and accumu­
lation areas, weather data, and glaciohydraulic tremor amplitude were compared through three 
melt-seasons and two winters to infer the basal processes governing basal motion. Yahtse exhibits 
seasonal velocity variations consisting of a summer slowdown from May through early Septem­
ber. This is followed by a winter speed-up beginning in October, ending in mid-winter when 
ice velocities return to pre-melt-season values. These seasonal patterns are governed by water 
inputs. We find that the extent of the summer slowdown is determined by the presence of late- 
summer heavy rainfall that triggers speed-up events coupled with extra slowdowns. The summer 
minimum speed impacts flow speeds until mid-winter, controlling average annual ice velocities. 
Measurements of glaciohydraulic tremor and surface uplift suggest extra slowdowns are the result 
of the release of subglacially stored water and the dynamic response of the isolated cavity system. 
We apply the basal hydrology model developed by Bartholomaus and others (2011) and adapted 
by Brinkerhoff and others (2016) to the lower 15 km of Yahtse Glacier. The model reproduces a 
majority of the transient speed-up events, but not the associated extra slowdowns or the season 
trend of a summer slowdown and winter speed-up. For the model to reproduce the short lived 
extra slowdowns and the seasonal velocity trends, we suggest the model may need to account for 
the isolated subglacial cavity system.
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Chapter 2 
Methods
2.1 Study Area
Yahtse Glacier is a 63 km long temperate, tidewater glacier located in southcentral Alaska cov­
ering an area of 1018 km2 (Figure 2.1). The Barkley Ridge and the Saint Elias Mountains mark 
the northern boundary of Yahtse, separating it from the Bagley Ice Field. Yahtse is the largest of 
four temperate tidewater glaciers that terminate into Icy Bay, Alaska. During the Little Ice Age 
in the 19th century these glaciers reached their most recent maximum extent, completely filling 
what is now Icy Bay and terminating into the Gulf of Alaska. Following the end of the Little Ice 
Age, these glaciers began to retreat with rates as high as 400 meters per year. In 1990, after un­
dergoing 40 km of retreat (Barclay et al., 2009), Yahtse was the first glacier in Icy Bay to complete 
the retreat phase of the tidewater glacier cycle (Post, 1971), and began to re-advance. Yahtse has 
since advanced 2 km as of September 2011 and continues to advance approximately 100 meters 
per year on top of the large seasonal variations. A seasonal pattern of spring advance and fall 
retreat ranging over approximately 300 m  has been observed as a sub-cycle within the multi-year 
advance (Bartholomaus et al., 2012).
The accumulation area is a broad, low gradient upper basin extending 45 km and decreasing in 
elevation from 1400-900 m. The transition from the accumulation area to the ablation area occurs 
within an 8 km long section where the slope steepens and the glacier loses approximately 300 
m elevation. The next 5 km downglacier is low-gradient and is marked by increased crevassing 
as ice flows around Guyot Hill (Figure 2.1). Yahtse then drains through an icefall (1% of glacier 
area) in which the ice surface drops 700 m in elevation over 5 km before terminating into Icy Bay 
(Bartholomaus, 2014). Laser altimetry of the glacier's longitudinal profile together with water 
depth soundings taken 1.5 km from the terminus indicate that Yahtse's centerline ice thickness 
at the calving face is approximately 170 m, with the fjord being no deeper than 110 m. The ice 
thickness is well above the flotation limit for water depths (< 140 m), and therefore the terminus 
is grounded throughout the year (Bartholomaus, 2014).
2.2 M easurements
2.2.1 GPS Data
Several on-ice GPS stations, bedrock seismic stations and a weather station were deployed dur­
ing the first field campaign in June 2009 to investigate the temporal and spatial relationships be­
tween ice motion and basal processes of Yahtse Glacier. Each GPS station was equipped with a 
Trimble 5700 receiver and a Trimble Zephyr antenna that recorded in 15-second intervals. The 
stations were expected to run with autonomous lifespans of approximately 200 days. We returned
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Figure 2.1. Map of Yahtse Glacier, AK. Instrumentation is depicted in the initial position with a 
zoom-in of the main cluster of GPS (permanent and temporary) stations and seismic stations in 
Yathse's ablation area.
to Yahtse at the beginning and end of each melt-season to service the GPS stations. In the ablation 
area 11 km, 12 km, and 14 km from the terminus we initially deployed three GPS stations (CNTR, 
COED, LEFT) along the glacier's center line. In the accumulation area approximately 25 km, 42 
km, and 52 km from the terminus we deployed an additional three GPS stations (HUXL, YAGA, 
LEPR) along the glacier's centerline (Figure 2.1). The names of GPS stations and the dates they 
were actively recording throughout the study are displayed in Table 2.1.
Two of the GPS stations (CNTR and COED) in the ablation area had the antenna poles drilled 
into the ice in order to record positions throughout the melt-season and winter. We attached anten­
nas to platforms supported by three steel poles drilled 10-12 m into the ice. The distance between 
the ice surface and antenna increases as ice ablates (Figure 2.2). Anticipating this separation we 
attached the receiver and power system to a self-lowering anchor so they float on the ice surface. 
The receiver and power system were buried in snow over the winter but the height of the antenna 
allowed for continued recording.
GPS station LEFT in the ablation area, as well as the three stations distributed along the center­
line in the accumulation area were attached to tetrahedra and placed on the snow-covered surface
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Figure 2.2. GPS Station at the End of the 2009 Melt-Season. Station CNTR is located in the ablation 
area where the antenna poles are drilled into ice. This photo was taken on the return trip to Yahtse 
Glacier, AK at the end of the 2009 melt-season.
of Yahtse. Consequently, the data record of these stations was affected by melt and surface low­
ering throughout the season. These stations were retrieved at the end of the melt-season on the 
return trip to Yahtse in September 2009.
Return trips to Yahtse were made twice a year at the beginning and end of the melt-season in 
2010 and 2011. Early season trips involved collecting recorded data, maintenance and deploying 
additional temporary GPS stations. During the second return trip of 2010 the two permanent 
stations (CNTR and COED) were relocated up-glacier to the GPS coordinates recorded when first 
deployed in early 2009. The relocation of GPS stations allows us to more accurately compare GPS 
measurements from different years as the station will traverse the same path along the glacier each 
year.
From this field study, we have obtained three years of GPS data with one period of missing 
data from 20 January 2010 to 21 May 2010. A return trip to Yahtse was made on 21 May 2010 
where two temporary GPS stations on tetrahedra (FUFU and U3) were deployed and stations 
HUXL and LEPR in the accumulation area were serviced. The temporary stations were retrieved 
and stations CNTR and COED serviced on the end of season return trip on 10 September 2011.
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Our main station CNTR recorded throughout the winter. We deployed two additional temporary 
GPS stations (ONE and TWO) and serviced station YAGA in the accumulation area on 12 April 
2011. These two temporary stations (ONE and TWO) recorded until our final return trip to Yahtse 
on 11 September 2011.
10 km
11 km 
11.2 km 
11.5 km
12 km 
12 km 
14 km 
25 km 
42 km 
52 km
Table 2.1. Instrument Activity. Each row represents the months each GPS station was actively 
recording throughout the study. The numbers on the left correspond to each station's distance 
from the terminus. The blue boxes represent the permanent GPS stations drilled into the ice and 
gray boxes represent temporary GPS stations on tetrahedra.
2.2.2 Weather Data
Weather data were collected by deploying a weather station near Yahtse's terminus at the loca­
tion of camp on the east side of the fjord. The weather station was equipped with a HOBO U30 
NRC data logger, a tem perature/RH smart sensor with a solar radiation shield, and a Davis rain 
gauge. The rain gauge measured rainfall using a tipping bucket with a magnetic reed switch that 
pivots on a metal shaft. This instrument has a measurement range of a maximum of 4000 tips 
per logger interval or 10.2 cm per hour, an accuracy of ±4% and a 214 cm2 collection area. The 
weather station was deployed from 14 June 2009 to 11 September 2011, recording measurements 
every five minutes.
We determined the weather data recorded at Yahtse Glacier was accurate through compari­
son of daily air temperatures and precipitation measurements from two simultaneously recording 
weather stations located in Yakutat, AK and near the terminus of Bering Glacier, AK. The National 
Oceanic and Atmospheric Administration (NOAA) operates a continuously recording weather 
station located at the Yakutat Airport, approximately 120 km west of Yahtse (Menne et al., 2012). 
This weather station is equipped with an Automated Surface Observing System (ASOS) Hygro- 
Thermometer that has a maximum error of ±1°C, and an All Weather Precipitation Accumulation
CNTR
COED
LEFT
HUXL
YAGA
LEPR
FUFU
U3
COED
HUXL
LEPR
CNTR
ONE
TWO
YAGA
J J A S O N D J F M A M J J A  
2009 2010
O N D J F M A M J J A S  
2011
S
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Gauge (AWPAG) which uses an automated weighing gauge with an accuracy of ±4%. Weather 
data from Bering Glacier was measured by the Western Regional Climate Center's Remote Auto­
matic Weather Station (2015) located near the terminus of Bering Glacier, approximately 120 km 
west of Yahtse. This weather station was equipped with a similar thermometer and tipping bucket 
rain gauge used on Yahtse.
Figure 2.3. Yahtse, Yakutat and Bering Weather Comparison. A comparison of daily weather be­
tween data collected from our weather staton at the terminus of Yahtse Glacier (Blue), a NOAA 
weather station in Yakutat, AK (Red) and a WRCC weather station located on ice at Bering Glacier, 
AK (Cyan). (a) Maximum daily temperature (b) Mean daily temperature (c) Minimum daily tem­
perature (d) Total daily rainfall
A comparison of daily temperatures (Figure 2.3a-c) revealed a good agreement between air 
temperatures and no large scale errors at our weather station at Yahtse Glacier. There is a good cor­
relation between temperatures at Yahtse and Yakutat, with Yakutat showing consistently higher 
summer temperatures than those recorded at Yahtse. The daily precipitation (Figure 2.3d) record 
shows rain events recorded at each location with Yahtse receiving more precipitation on average 
than Yakutat. We expect to see more precipitation at Yahtse due to the effects of orographic precip-
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itation associated with cooling air and updrafts over the mountains can lead to increased moisture 
(Roe, 2005). We also expect to see cooler temperatures during the summer due to the generation 
of katabatic winds which act to lower temperatures, especially in midsummer when more ice is 
exposed (van den Broeke, 1997). This comparison shows good agreement between the timing of 
the rain events recorded at Yahtse Glacier and shows no evidence of large scale errors in rainfall 
measurements.
The air temperature sensor at the terminus was damaged by a bear on 8 May 2011. To fill in the 
missing temperature data we retrieved complete weather data from the NOAA weather station 
located at Yakutat Airport. Yakutat had consistently higher magnitude which we adjusted for by 
calculating the mean of the three year timeseries of mean daily temperatures for each location. 
This resulted in Yakutat having a mean summer temperature 4.3°C greater than Yahtse, we use 
this value to adjust the Yakutat temperatures from 8 May-11 September 2011.
To calculate the elevation dependent air temperature to extrapolate measurements from the 
terminus we recorded temperatures in the accumulation area in the summer of 2010. On-ice air 
temperatures were recorded from 19 April through 9 September of 2010 at the location of GPS 
station FUFU. We attached a HOBO temperature sensor and recorder to the tetrahedra of station 
FUFU. Air temperatures were measured approximately one meter above the glacier's surface in 
five minute intervals.
2.3 Data Analysis
2.3.1 GPS Data
The GPS data were processed using the online Canadian Spatial Reference System-Precise Point 
Positioning (CSRS-PPP) analysis for Global Navigation Satellite System (GNSS) data post-processing 
(National Resources Canada, 2016). This analysis uses the precise GPS satellite orbit ephemerides 
to yield corrected coordinates with a constant accuracy, independent of station position or distance 
from network stations. Position timeseries were extracted from the output files for each time step 
and imported into MATLAB for analysis. We used the northing and easting GPS timeseries data to 
calculate the angle (a) Eq. (2.1) required to transform the position timeseries to the the along-flow,
Xf, and transverse-flow, xt, directions Eq. (2.2) and Eq. (2.3).
a  = arctan -  (2.1)
x
Where x and y are easting and northing relative to their starting positions.
Xf = x cos a  + y sin a  (2.2)
xt = —x sin a  + y cos a  (2.3)
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The along-flow positions are smoothed using a locally weighted linear regression. For each
span of 1440 data points, equivalent to six hours of data. The regression weights, Wi, associated 
with each data point, xi, are calculated using a tricube function that gives the largest weight to the 
data point to be smoothed and zero weight outside of the span Eq. (2.4).
Where w ; is the regression weight calculated for each of the 1440 data points x; in the span of x 
and d(x) is the distance along-flow between x and the farthest data point in the span x;.
These values are used in calculating the weighted linear least-squares regression utilizing a first- 
degree polynomial. The 1440 regression weights are recalculated and the regression is preformed 
for each of the along-flow positions.
Horizontal Velocity Timeseries
We use these smoothed position timeseries to calculate velocities Eq. (2.5) by taking the first 
derivative of the along-flow position with respect to time (a time step of 15 seconds). It is neces­
sary to filter and smooth velocity timeseries due to the noise in GPS measurements and the ampli­
fication of this noise by calculating velocities. We down-sampled the velocity timeseries (keeping 
every eighth data point, yielding a new sampling rate of two minutes) to reduce noise. We then 
applied a robust local regression Eq. (2.6), that is not influenced by a small fraction of outliers, to 
smooth the timeseries. A robust local regression was used based on its ability to recognize out­
liers. This method calculates the residuals from the locally weighted linear regression smoothing 
procedure described above then goes one step further and computes the robust weights for each 
data point in the prescribed span of 1440 points using the bisquare function Eq. (2.6). The outliers 
in the regression are assigned a lower weight, where a zero weight assigned to data outside the 
sixth absolute deviation from the median (6MAD).
Where T; is the residual of the ith data point produced by the regression smoothing procedure, 
and MAD is the median absolute deviation of the residuals.
This velocity timeseries is smoothed again using both the local regression and robust weights; 
this is repeated for a total of five iterations. This method is similar to that of Podrasky and others
data point to be smoothed we must first compute regression weights for each data point in the set
(2.4)
(2.5)
< 6MAD  
> 6MAD
(2.6)
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(2012) where a spline interpolation method was used to smooth the GPS position timeseries from 
multiple stations located on Jakobshavn Isbr*, Greenland.
We preformed an empirical error analysis of the GPS data and use simple error propagation 
to calculate errors in surface ice velocities. While this method is not robust it produces a more 
realistic error estimate by accounting for temporally correlated noise (i.e. colored or pink noise) 
(Moschas et al., 2013). We selected eleven days with little activity (stable temperatures, rainfall 
and ice velocities) and extracted 24 hours of along-flow positions from all active stations, a total 
of 25 samples, to calculate GPS position errors. The 24-hour along-flow position for each station 
was plotted with respect to time and was then fit with a linear line. The line of best fit was then 
subtracted from the along-flow positions.
Where A is a vector of along-flow positions, S is the standard deviation of A, N  is the number of 
observations, and /u is the mean of A.
mean of the 25 standard deviations calculated, we find a position error of ±0.012 m in the along-
Where 8v is the error associated with velocity, 8x is the error associated with position and dt is the 
timescale.
Vertical Component Timeseries
To account for the GPS stations that are advected downglacier by ice flow, we need to remove
distance along-flow (i.e. distance downglacier). This method was validated by comparing our 
results to a digital elevation model (DEM) from 2012 with a five meter resolution. Using a similar 
method as with the position data we calculate an error associated with the vertical component of 
station CNTR of ±0.034 m. The vertical motion timeseries is used to determine temporary uplift 
that may be associated with water being stored at the glacier's bed during speed-up events.
(2.7)
We then calculated the standard deviation Eq. (2.7) of the residuals for each sample. Taking the
flow direction. Using simple error propagation Eq. (2.8) we found that daily surface ice velocities 
can be resolved to ±0.016 m d -1 and hourly velocities can be resolved to ±0.39 m d -1.
(2.8)
the associated change in surface elevation along the station's flow path to accurately measure local 
uplift. To determine the change in height of the glacier surface with time we remove the natural 
slope of the glacier. A linear fit was removed from the smoothed vertical data with respect to the
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2.3.2 Water Input Model
We use a water input model to extrapolate point measurements of air temperature and rainfall 
to glacier wide values. Due to the lack of mass balance measurements on Yahtse Glacier we use 
a simple degree-day model to estimate the total volume of melt and rain water input on daily 
timescales. The degree-day model is based on an empirical relationship between melt and air 
temperature, which is attributed to the high correlation of temperature with several dominating 
components of the energy balance equation (Ambach, 1988; Sato et al., 1984; Braithwaite and 
Olesen, 1990; Lang and Braun, 1990). Longwave atmospheric radiation and the sensible heat flux 
account for three fourths of the entire energy source for melt and are strongly affected by air 
temperature (Ohmura, 2001; Hock, 2003). The classical degree day model Eq. (2.9) relates melt, M 
(mm), during a period of n time intervals, At (d), to the sum of days with positive air temperatures, 
T+ (°C), during the same period (Braithwaite, 1995; Hock, 2003).
n n
£  M = DDF £  T+At (2.9)
;=1 ;=1
The degree-day model uses a factor of proportionality named the degree day factor, DDF (mm 
d -1 °C-1), that accounts for all terms of the energy budget. The low albedo of ice causes it to melt 
at a higher rate than snow, yielding different degree-day factors for a snow-covered surface and 
exposed ice. We use a mid-range value of 6 mm d -1 °C-1, between ice and snow (Hock, 2003), 
because we do not have ablation rate measurements and our main cluster of GPS stations is in the 
upper ablation area.
Spatial variability in melt rates, related to decreasing melt with increasing elevation, is ac­
counted for by dividing Yahtse into elevation bands and extrapolating air temperatures. Glacier 
hypsometry was found using 2012 GeoSAR digital elevation model (DEM) with a five meter reso­
lution and a vertical uncertainty of ±1 m. The 2012 GeoSAR DEM was produced using a GeoSAR 
Interferometric Synthetic Aperture Radar and validated using LiDAR profiler data. A digital 
thermometer with a ten minute sampling rate was attached to the temporary GPS station FUFU 
from 29 May-9 September 2010 to record on-ice air temperatures (Section 2.2.2). The elevation- 
dependent air temperature is calculated using a locally derived summer lapse rate, P, Eq. (2.10)
which is the ratio between the mean temperature difference, dT, and elevation difference, dz, be­
tween station FUFU and the weather station located near the terminus.
dT oC
P = -  —  = 0.0051 ±  0.0013 — (2.10)
dz m
The daily volume of meltwater input, Vmeit, was calculated using elevation-dependent air tem­
peratures T(z), in conjunction with the mid-range DDF of 6 mm d -1 °C-1, and the area altitude
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distribution p(z), the total area in each elevation band Eq. (2.11). To find the glacier-wide volume 
of meltwater input Imelt, Vmelt is integrated over the entire range of elevations Eq. (2.12).
Vmelt(z) = T(z) ■ DDF ■ p(z), fo rT  > 0oC (2.11)
(2.12)
Where Vmelt is volume of meltwater (m3) for the elevation band z (m). Extrapolated air
temperature T(z) (°C) is found T(z) = T+P, p(z) is the area altitude distribution and Imelt the water 
input to the glacier from melt in cubic meters per day.
input for each elevation band Eq. (2.13) and applying the elevation-dependent air temperature to 
account for the rain/snow  transition, then integrating over the range of elevations Eq. (2.14).
where Vra;n is the volume of rain water input for each elevation band, hra;n the precipitation 
measured at the terminus weather station.
The water input model produced realistic results when compared to daily air temperature and
source of uncertainty in the melt model is the locally derived summer lapse rate used to calculate
The summer lapse rate affects the model output uniformly throughout the season between years. 
Whereas the choice of a mid-range DDF will over estimate melt when the glacier is primarily 
snow covered early in the melt-season and underestimate melt when ice is exposed later in the 
melt-season.
time of day, thereby extending the rain/snow  line further up-glacier. In this case the water input 
model would underestimate the amount of rainwater input. Using 24-hour averaged data does 
not allow us to compare subdaily rates of water input. While melt-water input is a more gradual 
process, a rainstorm can input the same volume of meltwater in a few hours. The assumptions 
used in calculating glacier-wide water input affect the magnitude of rain and meltwater input and
Rainwater input for the entire glacier Irain is found by first calculating the volume of rainwater
Vrain (z) = p(z) hrain, for T > 0°C (2.13)
(2.14)
precipitation measured at the weather station. The water input model calculates daily meltwater 
input with an uncertainty of a  = ±  6.8 ■ 105 m3 (± 0.66 mm w.e.), daily rainwater input a  = ±  2.4 ■ 104 
m3 (± 0.024 mm w.e.), and a total daily water input of a  = ±  7.0 ■ 105 m3 (± 6.9 mm w.e.). The main
the elevation-dependent air temperature and the choice of a mid-range degree day factor (DDF).
A final caveat of the water input model is associated with the use of 24-hour averaged air 
temperatures and rainfall. The 24-hour averaged mean air temperature affects the quantity of 
rainfall calculated by the water input model. The rainfall may have occurred during the hottest
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constrain the rates to daily averages. A specific volume of rainwater could be input within hours 
compared to the same volume of rainwater being input over the entire day. The model would 
equate these two water input events as having the same rate.
2.3.3 Glaciohydraulic Tremor
We use the glaciohydraulic tremor amplitude dataset produced by Bartholomaus and others
(2015) as a proxy for subglacial discharge because of the difficulty of obtaining direct measure­
ments on a tidewater glacier. We use this dataset to identify the timing of increased subglacial 
discharge near the terminus of Yahtse Glacier. Broadband seismometers were buried near the 
terminus of Yahtse Glacier, positioned to record activity on the lower 12 km of Yahtse from 2009 
through 2011 (Larsen and West, 2009). The stations consisted of Guralp CMG-3Ts with Quanterra 
330 digitizers and balers, each sensor having a flat response from 120 s to 50 Hz, and sampling 
rate between 100 and 200 samples per second. We use seismic data recorded by Bartholomaus 
and others (2015) at stations BOOM, 400 m from the western edge of the 2010 terminus; LUPN, in­
stalled on solid earth, east of the terminus; and STEW, west of the central cluster (strain diamond 
configuration) of GPS stations. Data from the vertical channel seismic recordings of ground veloc­
ity were analyzed by Bartholomaus and others (2015) in order to resolve tremor signals produced 
by subglacial discharge.
Bartholomaus and others (2015) statistically characterized seismic tremor by identifying the 
median power spectral density (PSD) within short-duration moving windows subsampled from 
a longer-duration waveform. Short-duration (20 s) waveforms with a 50% overlap were used 
to minimize the likelihood that a PSD samples a discrete event. The short-duration PSDs are 
then combined to determine the probability of the power at a given frequency reaching a specific 
level within the longer-duration time window previously set (McNamara and Buland, 2004). The 
mean power for 50% overlapping one day time windows was visually inspected for seasonal 
shifts in tremor amplitude. These conclusions do not differ when other time windows are used. 
Bartholomaus and others (2015) found glaciohydraulic tremor amplitude by taking the square root 
of the median PSD (with units of (m /s)2 Hz-1) over a range from 1.5 to 10 Hz, and integrating this 
quantity. The tremor amplitude is equal to the median, absolute ground velocity between 1.5 and 
10 Hz as a consequence of Parseval's theorem (Press et al., 1988).
Using the tremor amplitude timeseries as a proxy for subglacial discharge as opposed to in situ 
observations requires careful interpretation of the results. Through simultaneous seismic, GPS and 
discharge measurements at Mendenhall Glacier, Bartholomaus and others (2015) found a relation­
ship between subglacial discharge from Mendenhall Glacier and > 1 Hz tremor. Measurements 
of glaciohydraulic tremor at Yahtse Glacier show a distinct seasonal variation with higher tremor
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amplitudes in the summer and lower tremor amplitude in the winter. A comparison of glaciohy- 
draulic tremor with water input data reveal the coincidence of local maxima of water inputs and 
tremor amplitude. The proposed range of glaciohydraulic tremor (1.5-10 Hz) used by Bartholo­
maus and others (2015) is supported by seismic data recorded at Jakobshavn Isbr*, Greenland, 
and Columbia Glacier, Alaska. This empirical data demonstrates that glaciohydraulic tremor is a 
suitable proxy for subglacial discharge.
We use the peaks in glaciohydraulic tremor amplitude to identify the timing of peak subglacial 
discharge throughout the melt season and do not compare the magnitude of the local maxima of 
tremor with one another. Glaciohydraulic tremor amplitude is dependent upon water pressure 
which is in turn dependent upon the state of the subglacial drainage network. When the subglacial 
drainage network is inefficient a smaller quantity of water will create comparable signals to larger 
water inputs later in the melt-season. Therefore, late season subglacial discharge in an efficient 
drainage network may not be as well represented in the dataset (Gimbert et al., 2016).
2.3.4 Basal Hydrology Model
We investigate mechanisms causing the observed velocity variations on Yahtse Glacier by com­
paring our surface velocity measurements to basal velocities predicted by the coupled subglacial 
hydrology and sliding model developed by Bartholomaus and others (2011) and inverted by 
Brinkerhoff and others (2016). To simplify the relationship between the englacial and subglacial 
drainage systems the model treats both englacial and subglacial storage as an area-averaged quan­
tity over the area of the glacier. This simplification reduces the model into a set of coupled ordinary 
differential equations which are solved for each time step.
The model glacier is a rectangular box with length L = 15 km, width W = 4 km, and depth 
H = 400 m, chosen to approximate the ablation area of Yahtse Glacier. The model assumes the bed 
is evenly distributed with uniform cavities formed on the downglacier side of bedrock bumps and 
that they respond to the evolution of water storage identically. The bedrock bumps are h meters 
tall by wc meters wide, spaced Xx and Xy meters in the along-flow and transverse to flow directions, 
respectively.
The model assumes the glacier slides according to a power-law relationship (e.g. Bindschalder, 
1983).
kTn
“b = (p 0 - p )Y <Z15>
where “b is the basal velocity, k and y are parameters, Tb is the basal shear stress (e.g. 
Bindschadler, 1983; Jansson, 1995), P0 is the ice overburden pressure and n is the flow law 
exponent.
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The model also assumes the glacier is composed of a reservoir that encompasses both the englacial 
and subglacial drainage systems. They define an englacial reservoir with a static macroporosity, 
^, that is well connected to the subglacial system with a varying capacity. Water pressure, P(t), 
is used as a proxy for englacial water storage by assuming that storage in the englacial reservoir 
corresponds directly to subglacial water pressure.
where pw is the densities of water, g the acceleration due to gravity, f  = hwc/XxXy is the 
dimensionless constant describing the cavity-forming capacity of the glacier's bed, and A c the 
average cavity size (a proxy for subglacial storage).
This equation states that the change in water pressure is controlled by the flux into the system 
from the surface (Q;n) minus both the flux out the terminus (Qout) and the change in the subglacial 
drainage system's capacity. The model uses the average cavity cross-sectional area, Ac(t) as a 
parameter of the dynamic quantity of water stored subglacially. Cavity size is controlled by three 
dynamic processes that act to either open or close the cavity. Cavities grow as a result of both basal 
sliding over basal topography that causes the cavities to open on the downglacier side of bedrock 
bumps and turbulent heat generation which melts the cavity walls. Cavity growth is counteracted 
by the creep of ice (Nye, 1976).
where “b is the sliding velocity, h is the height of the bedrock bumps, yr the Rothisberger's 
dimensionless constant (Rothlisberger, 1972), p; is the density of ice, Lf the latent heat of fusion of 
ice, Xx is the along-flow spacing of bedrock bumps, Vzw the hydraulic gradient of the cavity 
system, Cc the effective ice softness, P0  the ice overburden pressure, and n  is the flow law 
exponent.
The parameter Vzw is defined as the glacier surface slope divided by the cavity network sinuosity 
which we assume to be 3 (Kessler and Anderson, 2004). The model of Brinkerhoff and others 
(2016) constrained Ac(t) to be positive to prevent the cavity from having a negative cross-sectional 
area and constrained P(t) to lie between zero and P0  to prevent the subglacial cavity from holding 
a vacuum (e.g. Schoof et al., 2012) and the englacial water table from overfilling the glacier.
The forcing function Q;n(t) is specified by fitting a spline to our timeseries of daily water-input 
values calculated using the above mentioned water-input model. Bartholomaus and others (2011) 
used observations to specify Qout. We do not have direct measurements of subglacial discharge on
(2.16)
(2.17)
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Yahtse, instead we use the inverted model of Brinkerhoff and others (2016). The model of Brinker- 
hoff and others (2016) utilized the generalized Manning relationship to relate water pressure and 
channel size to the output flux Qout(t) (Walder, 1986).
(  P \ P-1Qout(t) = rA«(^ - J  (2.18)
where r is the linear flux coefficient, a  is the cavity flux exponent and P is the pressure flux 
exponent, £ is a gradient length scale which is used to approximate Vzw from P.
To solve for the subglacial water pressure, P(t), and the average cavity cross-sectional area, Ac,
(2.16) and (2.17) are integrated for each time step. The coupled ordinary differential equations 
are integrated using a 5th order backward difference formula (see www.netlib.org/odepack), 
performed using a real-valued variable-coefficient ordinary differential equation solver (Hairer et 
al., 1993). We use this system as a forward model to generate basal velocities and compare the 
predicted velocities to our observations of surface ice velocities. This model is also able to predict 
the output flux which we compare to our measurements of seismic tremor amplitude, our proxy 
for subglacial discharge.
We used the same constants and parameters determined by Bartholomaus and others (2011), 
presented in Table 2.2. The table includes the additional parameters used by including the gener­
alized Manning relationship Eq. (2.18). We use the values determined by Brinkerhoff and others
(2016) for the cavity flux exponent, pressure flux exponent, and cavity flux coefficient which are 
also shown in Table 2.2.
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Param. Value Units Description
pw 1000 kg m-3
Pi 900 kg m-3
g 9.8 m s -2
Lf 3.35-105 J kg-1
L 15 km
W 4 km
H 400 m
h 1 m
Wc 5 m
AX 10 m
Ay 10 m
P o 3.6 MPa
kxnkTb 8 ■ 10-4 m a-1 PaY
Yr 0.303
Y 0.22
k 3 ■ 10-4
n 3
f 0.05
* 0.007
Vzw 0.01
Cc 1.77-10-25
a 5/4
P 3/2
r -0.2 Pa1-P s-1 m^+2(1
£ 45 km
Table 2.2. Basal Hydrology Model Parameters. 
basal hydrology model, their value, units, and a
Water density 
Ice density
Gravitational acceleration
Latent heat of fusion for ice
Glacier length
Glacier width
Glacier thickness
Bedrock bump height
Bedrock bump width
Bedrock bump along-flow spacing
Bedrock bump transverse to flow spacing
Ice overburden pressure
Scaled driving stress
Rothlisberger's dimensionless constant
Pressure sliding exponent
Sliding law parameter
Glen's flow law exponent
Bedrock form factor
Englacial reservoir static macroporosity
Hydraulic gradient of cavity system
Effective ice softness
Cavity flux exponent
Pressure flux exponent
Cavity flux coefficient
Gradient length scale
Symbolic constants and parameters used in the 
description of the parameter.
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Chapter 3 
Results
The combination of weather, seismic and GPS measurements has produced a three year dataset 
beginning 11 June 2009 and ending 11 September 2011. The recording periods of the various GPS 
stations are shown in Table 2.1. This dataset captures the dynamic behavior of Yahtse Glacier 
on daily to seasonal timescales. The weather data was then used as input to a basal velocity 
model where the ice velocity timeseries is compared to modeled basal velocity. The glaciohy- 
draulic tremor amplitude record is used as a proxy for subglacial discharge and is compared to 
the model's predictions of subglacial discharge.
Key features of the velocity timeseries are the continued presence of speed-up events and 
extra slowdowns. We define a speed-up event as a positive velocity variation where surface ice 
velocities increase by a minimum of 10% of the previous stable ice velocity over a maximum of 10 
days. The 10% increase in velocity must be observed by the GPS station furthest down-glacier. We 
define an extra slowdown as a negative velocity variation where the surface ice velocity following 
a speed-up event stabilizes to a minimum of 10% below ice velocities before the speed-up event. 
A 24-hour mean velocity is used to determine stable ice velocity before and after the speed-up 
event.
Three years of simultaneously collected data from Yahtse Glacier are shown in Figure 3.1. 
Mean daily air temperature (a = ±1°C) and daily rainfall (a = ±4%) measured at our weather 
station near the terminus of Yahtse are shown in Figure 3.1a. These data were used in the water 
input model (WIM) to calculate glacier-wide volume of water input (a = ±6.9 mm w.e.). The 
cumulative volume of water input is calculated annually and shown in Figure 3.1b, along with 
the contributions of melt and rainwater input. The daily volume of meltwater, rainwater and 
total water input is shown in Figure 3.1c. The complete surface ice velocity record is presented in 
Figure 3.1d, where data from our permanent GPS stations CNTR and COED are in blue and red 
respectively. Daily surface ice velocities are resolved to ±0.016 m d -1. Glaciohydraulic tremor 
amplitude, our proxy for subglacial discharge, is shown in Figure 3.1e for three seismic stations 
distributed around the terminus of Yahtse Glacier.
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Figure 3.1. 2009-2011 Timeseries dataset. Timeseries data from 14 June 2009 through 11 Sept 2011. (a) Daily mean air temperature (°C) 
in red and daily rainfall (mm) in blue. Water input model (b) cumulative annual water input and (c) daily water input in meters water 
equivalent, with total water input (gray), meltwater input (red), and rainwater input (blue). (d) Along-flow surface ice velocity (meters 
per day) for each GPS station (indicated by color) are displayed. Speed-up events are indicated with their corresponding number printed 
above the local maxima. (e) Glaciohydraulic tremor amplitude in meters per second for seismic stations LUPN (blue), BOOM (red) and 
STEW (magenta).
3.1 Horizontal Ice Motion
3.1.1 Seasonal Flow Characteristics
The GPS velocity record revealed a recurring seasonal pattern of a summer slowdown followed 
by a winter speed-up. This general pattern is superimposed with short duration (on the order 
of days to weeks) speed-up events and extra slowdowns. The 2009 melt-season experienced a 
summer slowdown and a winter speed-up as well as nine speed-up events and two extra slow­
downs. GPS stations were first deployed on Yahtse on 15 June 2009 where our main station CNTR 
(11 km) located in the ablation area recorded a speed of 2.2 m d -1. Station CNTR recorded four 
speed-up events and two extra slowdowns before reaching the minimum velocity of 1.2 m d-1 on 
1 September 2009, a 45% decrease from the beginning of the melt-season. Station YAGA (41 km) 
recorded initial velocities of 0.85 m d -1 on 25 June 2009 and a velocity of 0.45 m d -1, 76 days 
later, on 9 September. Four more speed-up events were recorded before the onset of the winter 
speed-up on 1 October 2009. One additional speed-up event was experienced after the onset of 
the winter speed-up but no extra slowdown was coupled with this speed-up event. The pre-melt- 
season speed of 2.2 m d -1 was reached on 19 January 2010,110 days after the onset of the winter 
speed-up.
The 2010 melt-season is characterized by a summer slowdown and winter speed-up super­
imposed with seven speed-up events and one extra slowdown. Our observations of the 2010 
melt-season began on 21 May 2010 where our station in the ablation area FUFU (10 km) recorded 
an initial speed of 2.2 m d -1. Four speed-up events and one extra slowdown was experienced 
before minimum speed of 1.8 m d -1 was reached following speed-up event 13 (SE13) on 9 August 
2010. Yahtse experienced four more speed-up events before the onset of the winter speed-up on 
10 October 2010. After the onset of the winter speed-up Yahtse experienced two more speed-up 
events, neither coupled with an extra slowdown. The pre-melt-season speed of 2.2 m d -1 was 
restored on 18 December 2010, 69 days after the onset of the winter speed-up.
The 2011 melt-season began with ice velocities of 2.3 m d -1 measured on 15 April by station 
ONE (11.2 km). The 2011 melt-season was marked by three speed-up events and two extra slow­
downs. Ice velocities reached a minimum of 1.4 m d -1 on 9 September, a 39% decrease from the 
beginning of the melt-season following SE21. Our study ended on 11 September 2011 so we do not 
have any measurements of the 2011 winter speed-up. We did record a final velocity of 1.3 m d -1 on 
station ONE on 11 September 2011.
3.1.2 Speed-Up Events
Throughout the three melt-seasons Yahtse experienced a total of 21 speed-up events superim­
posed on seasonal velocity trends. These speed-up events were observed by GPS stations located
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from 11-52 km up-glacier. The 2009 melt-season was marked by a total of nine speed-up events, 
the first beginning on 28 June and the last beginning on 21 October 2009. During the 2009 melt- 
season we observed the three largest speed-up events, SE3-5. SE3 began on 15 August and reached 
a peak velocity of 2.8 m d -1 after two days, a 55% increase. SE4 began seven days after the con­
clusion of SE3, on 27 August, and reached a peak velocity of 2.6 m d-1 after three days, a 77% 
increase. The third successive speed-up event, SE5, began eight days after the conclusion of SE4 
on 9 September, and reached a peak velocity of 2.5 m d -1 after three days, an 84% increase. Station 
YAGA (42 km) located in the middle of the accumulation area was active until 9 September 2009 
and recorded SE3 and SE4. YAGA recorded a peak velocity of 1.3 m d -1, an 127% speed increase 
for SE3 and a peak velocity of 1.0 m d -1, an 108% increase for SE4.
Nine speed-up events were recorded in the 2010 melt-season. SE10, the first speed-up event of 
2010, began on 23 May 2010 and the last speed-up event of the season, SE19 began on 3 November
2010. A peak annual velocity of 2.9 m d -1, a 19% increase from prior to the event, was reached 
during SE12 by station U3 (12 km). The largest magnitude speed-up event of 2010 (measured by 
our main GPS station CNTR) was SE16 which began on 29 September, where a peak velocity of
2.3 m  d-1 was reached, a 25% increase.
We recorded a total of three speed-up events from 1 January-11 September 2011, the end of 
our study. The first speed-up event of 2011, SE20, began on 4 June 2011 with an initial velocity 
of 2.4 m d -1, and reached a peak velocity of 2.7 m d -1 after one day, a 15% increase. SE21, the 
fourth largest magnitude speed-up event observed throughout the study, began on 19 August 
with an initial velocity of 1.9 m d-1 and reached a peak velocity of 2.6 m d-1 after two days, a 
38% increase. The final speed-up event of our timeseries, SE 21, followed SE20 by eight days, had 
an initial velocity of 1.5 m d -1 and reached a peak velocity of 1.8 m d-1 after two days, a 20% 
increase.
3.1.3 Extra Slowdowns
A total of five extra slowdowns were observed throughout the three year study period. The 
first extra slowdown observed was coupled with SE3 in the 2009 melt-season. The ice velocity 
measured by station CNTR prior to SE3 was 1.8 m d -1 on 15 August. By 18 August the ice ve­
locity peaked to 2.8 m d-1 then fell to 1.4 m d -1 on 20 August, a 19% slower velocity than before 
the speed-up event. Ice velocity slightly increased to 1.5 m d-1 by the onset of SE4 on 27 Au­
gust. Following SE4, ice velocities fell to 1.3 m d-1, a 15% decrease from before the event. Both 
extra slowdowns were also observed by station YAGA in the accumulation area 42 km from the 
terminus. YAGA recorded a 10% slowdown following SE3 and a 3% slowdown following SE4.
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One extra slowdown was recorded during the 2010 melt-season. SE11, the second speed-up 
event of 2010, began on 1 June with an initial velocity of 2.4 m d -1 recorded at station FUFU (10 
km). After reaching a peak velocity of 2.8 m d-1 one day later, a 17% increase, the ice velocity fell 
to 2.1 m d-1 three days later on 5 June 2010, an 11% decrease.
Two extra slowdowns were observed during the 2011 melt-season. The first extra slowdown 
of 2011 was coupled with the first speed-up event of the season, SE20. SE20 began on 4 June 2011 
with an initial velocity of 2.4 m d -1 at station ONE (11.2 km). Ice velocities peaked to 2.7 m d -1 the 
next day, a 15% increase. Ice velocities then fell over the next five days, falling to 2.1 m d-1, a 10% 
decrease, by 10 June. The next speed-up event, SE21, began on 19 August, 79 days later. SE21 
began with an initial velocity of 1.9 m d -1 and peaked to 2.6 m d -1 after two days, a 38% increase. 
Ice velocities then fell for another two days until reaching 1.4 m d -1, a 23% decrease, by 25 August
2011.
3.2 Vertical Ice Motion
A comparison between the water input, surface ice velocity, and detrended surface height time- 
series are shown in Figure 3.2. The surface ice velocity timeseries from station CNTR is shown 
in Figure 3.2b. The vertical component of the GPS data recored at station CNTR during the 2009 
melt-season is detrended to see changes in surface elevation over time. The vertical component of 
the GPS position data was detrended with respect to distance traveled downglacier using a linear 
line of best fit. This linear line of best fit was removed from the raw position data and plotted 
against time (Figure 3.2c).
Station CNTR was drilled into the ice and therefore recorded the motion of a point just be­
low the ice surface, independent of ablation. We determined an error of ±3.4 cm associated with 
the vertical component of the GPS position timeseries (Section 2.3.1). Changes in vertical displace­
ment can also be attributed to vertical strain, motion parallel to the bed slope, dilation of subglacial 
sediments and bed separation (Howat et al., 2008).
Periods of rapid surface uplift were temporally coincident with the three largest horizontal 
speed-up events (SE 3-5) and periods of intense rainfall in 2009 (Figure 3.2). Surface uplift associ­
ated with SE3 was recorded by our main GPS station CNTR that recorded a total of 9 cm of uplift 
at a rate of 3 cm d -1. Following the uplift the ice surface fell 22 cm at a rate of 2 cm d -1. During 
SE5 Yahtse experienced 2 cm of uplift at a rate of 1 cm d -1. Once reaching the maximum uplift the 
ice surface began to subside at a rate of 2 cm d -1 lowering a total of 15 cm. CNTR recorded a total 
uplift of 7 cm associated with SE5 at a rate of 2 cm d-1, this was followed by surface lowering of 
11 cm at a rate of 1 cm d -1. While we expect surface uplift to be a common phenomena associated 
with large water input events and cavity formation we were unable to record clear indications of
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surface uplift for the remainder of our study period due to the lack of one consistent GPS station 
recording throughout the entire melt-season in 2010 and 2011.
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Figure 3.2. 2009 Vertical Motion. The 2009 melt-season comparison between (a) water input time­
series (m w.e.), (b) Surface ice velocity (m d -1) from station CNTR is plotted with respect to time 
where numbers refer to the speed-up event name. (c) The vertical component of the GPS data 
from station CNTR detrended with respect to distance downglacier using a linear fit produces a 
detrended surface height record that is plotted here with respect to time. Gray vertical lines mark 
the beginning and end of change in vertical height on the CNTR GPS record.
3.3 Glaciohydraulic Tremor
We observe an increase in tremor amplitude from the mean amplitude of 4.0 • 10-8 m s-1 to 
the melt-season mean amplitude of 7.9 • 10-8 m s-1 from 3 July thorough 3 October 2009. On 3 
October tremor amplitudes dropped to a sustained level of 2.4 • 10-8 m s-1. The initial increase in 
tremor amplitude followed a period of high meltwater generation, lagging the beginning of SE1 by 
five days. Tremor amplitude peaked closely following the first eight speed-up events, following 
maximum water input by an average of two days, and following the peak velocity during the 
speed-up events by one day. There is not a pronounced peak in amplitude that corresponds with 
SE9, the last speed-up event of the 2009 melt-season.
Tremor amplitudes rose above the pre-melt-season level of 2.9 • 10-8 m d -1 on 20 June 2010 with 
a seasonal mean amplitude of 6.8 • 10-8 m s-1. Tremor amplitude dropped below the melt-season 
level on 24 September 2010 and maintained a mean amplitude of 2.6 • 10-8 m s-1 throughout the 
winter. Prior to the increased melt-season amplitude, tremor amplitude briefly peaked on 3 June 
2010, following SE11 by two days. Seismic station LUPN stopped recording on 19 May 2011,
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leaving station BOOM to record throughout the 2011 melt-season. Tremor amplitude on station 
BOOM started increasing above the winter average on 10 May 2011 but produced only one distinct 
peak that coincided with SE21, lagging behind peak water input by 2.5 days and behind peak ice 
velocity by 1.5 days.
The 2009 melt-season produced elevated tremor amplitudes for 92 days, four days shorter 
than the 96 day long 2010 melt-season. We observe local maxima later in the 2010 melt-season 
that are tied with SE14-16, after tremor amplitudes drop to the pre-melt-season level. Peak tremor 
amplitude followed peak rainfall by one day for SE14, matched peak rainfall for SE15 and pre­
ceded peak rainfall by 0.5 days for SE16. Tremor amplitude recorded by station STEW was higher 
than usual at the end of the 2010 melt-season with peaks corresponding with the two late season 
speed-up events.
3.4 Basal Hydrology Model
We applied the basal hydrology model developed by Bartholomaus and others (2011) and 
adapted by Brinkerhoff and others (2016) to Yahtse Glacier and compare the results to our velocity 
and tremor amplitude measurements. This model was developed to describe the basal hydrology 
of Kennicott Glacier, a 43 km long alpine, land-terminating glacier located in the Wrangell Moun­
tains of southcentral Alaska. Bartholomaus and others (2011) applied the model to the lower 15 
km of Kennicott Glacier to represent the ablation area, we similarly apply the model to the lower 
15 km of Yahtse Glacier. We specify the forcing function Qin(t) using the output of the water in­
put model, a similar degree-day model used by Bartholomaus and others (2011) in application 
to Kennicott. Our Qin(t) spans three consecutive melt-seasons beginning 11 June 2009, ending 11 
September 2011.
The basal hydrology model results along with the forcing function and observations for com­
parison are shown in Figure 3.3. We used the daily total water input (Figure 3.3a) from 29 June 
2009 through 10 September 2011 calculated by the water input model to specify the input flux, the 
forcing function Qin(t) of this model. To compare our observations of surface ice velocity with the 
modeled basal velocity we added a constant value of 1.3 m d -1 to uy (t) to account for ice deforma­
tion. This value is the 2009 minimum surface ice velocity which we assume to have occurred at 
zero basal motion. The observed surface ice velocity timeseries is composed of observations from 
GPS stations CNTR, FUFU, and ONE (Figure 2.1) to cover the entire time period. The compari­
son between modeled and observed surface ice velocity is shown in Figure 3.3b. The evolution 
of englacial and subglacial water storage is shown in Figure 3.3c, using our proxy for englacial 
water storage, water pressure (P), and proxy for subglacial water storage, average conduit cross­
sectional area (Ac). Figure 3.3d shows modeled subglacial discharge or output flux, Qoutmodeled,
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compared with our proxy glaciohydraulic tremor amplitude, Qoutproxy. To compare tremor ampli­
tude covering the entire time period we use tremor amplitude recorded on seismic station LUPN 
(Figure 2.1) from 29 June 2009-31 March 2010 and seismic station BOOM from 1 April 2011-10 
September 2011.
The results of the basal hydrology model show the relationship between water input and the 
corresponding variations in velocity and subglacial discharge. While the model was not able to 
reproduce long timescale variability in velocity, it was able to reproduce shorter duration velocity 
variations (speed-up events). The modeled velocity variations parallel the magnitude of water in­
put rather than the magnitude of observed speed-up events. The seven largest velocity variations 
produced by the model correspond to SE1, SE3-5, SE10, SE16, and SE21.
The model was able to reproduce both the duration and peak timing of the speed-up events. 
All durations are replicated to within a day except for SE1 which lasted fourteen days but was 
modeled as lasting seven days. SE3-5 and SE21 were modeled with peak velocities proceeding 
observed peak velocities by 1.0, 0.2, and 0.4 days respectively. The peak velocity produced by the 
model for these three speed-up events lagged behind peak water input by 0.5, 0.9, and 0.7 days 
respectively. The modeled peak velocity for SE21 occurred 0.5 days before the observed peak 
velocity, 0.7 days after peak water input. Peak modeled ice velocity for SE1 occurred 0.7 days after 
the observed peak ice velocity. The peak modeled ice velocity for SE10 and SE16 occurred after 
observed peak velocity by 1.3 days and 0.7 days respectively.
The modeled results for englacial and subglacial water storage covary with the forcing function 
throughout the timeseries. The model produces large short-lived variations of englacial storage 
(Figure 3.3c) while the coincident peaks in subglacial storage do not dissipate as quickly and are 
less pronounced. The average conduit cross-sectional area, Ac, does not ever reach zero, with a 
minimum value in the winter of 2.5 m2, or an average conduit radius of 0.9 m. Ac reached peak 
values during the seven speed-up events reproduced by the model, reaching a maximum cross­
sectional area of 69.2 m2 during SE6, a radius of 4.7 m, after SE6. Ac reached an average area of 
55.9 m2, or average radius of 4.2 m, across the seven speed-up events.
Similar to the melt-season tremor amplitude increase, pressure, P, remains above zero through­
out each melt-season while returning to zero in the winter. The late melt-season drop in ampli­
tude corresponds temporally with the onset of winter speed-up during 2009 and 2010. The winter 
speed-up of 2009 begins on 1 October while P is decreasing (a value 50% lower than the preceding 
local minima) by 3 October 2009. Similarly the 2010 winter speed-up begins on 10 October and P 
is decreasing by 14 October 2010.
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Figure 3.3. Basal Hydrology Model Results. (a) Qin (m w.e.) is the daily total water input determined by the water input model. (b) 
Predicted surface velocity (m d-1) and observed surface ice velocity are plotted in red and blue respectively for comparison. (c) Modeled 
water pressure, P (Pa), our proxy for englacial water storage and average conduit cross-sectional area, Ac (m2), our proxy for subglacial 
water storage are plotted in red and blue respectively. (d) This model calculates the flux out the terminus, Qoutmodeled (m3 s-1), for 
subglacial discharge is plotted in blue. Our proxy for subglacial discharge, Qoutproxy (m s-1), tremor amplitude is plotted in red for 
comparison.
The model was able to reproduce both the seasonal increase in subglacial discharge and shorter 
period peaks observed in our glaciohydraulic tremor amplitude record (Figure 3.3d). The 2009 
and 2011 melt-seasons had the strongest correlation between modeled and proxy water flow out, 
Qout, with closely covarying amplitudes during the beginning and end of the melt-season. The 
model shows the existence of the seasonal increase in Qout for the 2010 melt-season but does not 
reproduce the magnitude or timing as well as it did for the 2009 melt-season. During each melt- 
season the model produced peaks that correspond with peaks in the tremor amplitude record. 
The model produces peaks in Qout an average of 1.5 days before the observed peaks in tremor 
amplitude for the speed-up events coupled with extra slowdowns (SE3, SE4, and SE21). The 
model produces peaks in Qout an overage of 0.3 days after the observed peaks in tremor amplitude 
for the rest of the reproduced speed-up events.
The basal hydrology model was able to reproduce 19 out of 22 speed-up events from 2009-2011. 
The model was not able to reproduce the magnitudes of the speed-up events and modeled an ad­
ditional eight speed-up events that were not observed by our GPS stations. The model was not 
able to reproduce the extra slowdown events the seasonal trend of a summer slowdown and win­
ter speed-up. The use of the Manning relationship to calculate Qout was successful in reproducing 
the elevated discharge throughout the summer. The model showed increased subglacial discharge 
following the speed-up events.
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Chapter 4 
Discussion
Three years of observations of Yahtse Glacier has revealed the control late-summer rainfall has 
on average annual ice velocities. It has been argued that wintertime flow speeds are inversely 
related to the quantity of melt from the preceding summer (Burgess et al., 2013a). Our high res­
olution monitoring of ice velocities and water inputs over three melt-seasons has shown that the 
presence of heavy rainfall over several days will amplify the summer slowdown. The minimum 
ice velocity reached during the melt-season impacts flow speeds until mid-winter. Measurements 
of glaciohydraulic tremor, which we use as a proxy for subglacial discharge, indicate the changing 
volume of water in subglacial storage and the dynamic response of the isolated cavity system is 
the source of the seasonal trends in ice velocity.
4.1 Glacier Flow on Seasonal Timescales
Surface ice velocities from 2009-2011 are compared in Figure 4.1, emphasizing the repeated pat­
tern of a summer slowdown and winter speed-up. Ice velocities measured in our main cluster 
of GPS stations are plotted with respect to the day of year. Each melt-season follows a similar 
trend of decreased ice speeds superimposed with speed-up events from June to mid-August (Fig­
ure 4.1). This decrease in flow velocity is irregular and stepwise, where the glacier speeds up 
before slowing down. Schoof (2010) showed that summer slowdowns are the result of a seasonal 
switch from an unchannelized to channelized drainage system. The stepwise slowdown observed 
indicates that the discrete pulses of increased water input that precede each speed-up event cause 
the subglacial drainage system to increase its efficiency, resulting in decreased basal motion after 
the water is accommodated.
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Figure 4.1. Comparison of Annual Ice Velocities. Surface along-flow ice velocity throughout study period plotted with respect to day of 
year. The ice velocity record from 2009 is plotted in blue and was recorded by station CNTR (11 km). Ice velocities from 2010 are plotted 
in cyan using data from station FUFU (10 km) from May-August 2010 and station CNTR from September through January 2011. The ice 
velocity recorded at station ONE (11 km) from April-11 September 2011 is plotted in red.
4.1.1 Summer Slowdown
The early melt-season, from May through August, is characterized by an overall slowdown 
modulated by speed-up events and extra slowdowns. This slowdown indicates the evolution of 
the subglacial drainage system towards a more channelized and connected configuration.
The beginning of the melt-season exhibits the highest stable ice flow speeds of the year which 
indicates the inefficiency of the subglacial drainage system. Hodge (1974) argued that sliding 
speed is controlled by the amount of basal water stored in subglacial cavities, where maximum 
storage occurs early in the melt-season before an efficient basal drainage system can be developed. 
The stable high flow rates are disrupted when water inputs first reach the bed at the beginning of 
the melt-season (e.g. SE1, SE10, and SE20 (Figure 3.1)) causing water pressures to increase, cavities 
to enlarge, and basal sliding to increase (Fountain and Walder, 1998). Ice velocity will decrease 
when water inputs produce a great enough englacial flux (and resulting pressure perturbation) 
that will enlarge cavity orifices unstably and spawn an R channel system (Kamb, 1987).
Speed-up events have been observed on numerous glaciers (Willis, 1995) and have been used 
to infer basal motion in the context of changing basal conditions and the evolution of the sub­
glacial drainage system (e.g. Kamb et al., 1994). Speed-up events followed by extra slowdowns 
have been observed on Columbia Glacier (Meier et al., 1994; Kamb et al., 1994), Unteraargletscher 
(Gudmundsson et al., 2000), and on Hansbreen (Vieli et al., 2004). These observations indicate the 
speed-up events have a lasting effect on the structure of the subglacial drainage system. Speed-up 
events are produced when the water input to the glacier's bed exceeds the ability of the subglacial 
drainage system to transport the water. This water is accommodated as subglacial conduits grow 
by frictional melting of the walls or the rate of water input drops (Bartholomaus et al., 2011). As the 
subglacial drainage system becomes channelized water will move from the high-pressure linked 
cavity system towards the lower-pressure conduits (Munson et al., 2005). This movement of water 
from the areally extensive linked-cavity system to the newly expanded conduits increases contact 
between the glacier and its bed, reducing basal motion (Iken and Bindschadler 1986; Bindschadler 
1983).
Vieli and others (2004) observed speed-up events on Hansbreen, a 16-km long tidewater glacier 
in Spitabergen, Svalbard. These speed-up events were only observed in the ablation area, indicat­
ing that a significant change in the drainage system only took place on the lower 10 km of the 
glacier (Vieli et al., 2004). Speed-up events are observed on all GPS stations on Yahtse, extending 
52 km from the terminus to station LEPR. Not only did the GPS stations located in the accumu­
lation area observe speed-up events but they also recorded the coupled slowdowns (Figure 3.1). 
This indicates that the subglacial drainage system experiences changes in both the ablation and 
accumulation areas throughout the melt-season.
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The downward velocity trend of the summer slowdown deviates in mid-August (Figure 4.1) 
when heavy rainfall triggered large speed-up events coupled with extra slowdowns in 2009 and 
2011 (Figure 3.1). In 2009 two periods of heavy rainfall triggered (Section 4.2) two speed-up events 
coupled with extra slowdowns, SE3 on 15 August and SE4 on 27 August 2009, resulted in ice ve­
locities dropping 0.5 m d-1 from before SE3. Yahtse experiences four additional speed-up events 
but no other extra slowdowns before the onset of the winter speed-up. In 2011 four days of heavy 
rainfall triggered SE21 on 19 August 2011 that was coupled with an extra slowdown dropping 
velocities by 0.4 m d -1. In August 2010 there were no large storms to trigger similar extra slow­
downs, resulting in Yahtse maintaining this higher early August speed until the onset of the winter 
speed-up in early October.
The periods of heavy rainfall triggered the large magnitude speed-up events coupled with the 
extra slowdowns that amplified the summer slowdown in 2009 and 2011 (Section 4.2). Observa­
tions of simultaneous uplift during these speed-up events as well as the relative timing of peak ice 
velocity indicates the extra slowdowns are a consequence of the isolated cavity system, this will 
be discussed further in Section 4.3.
4.1.2 Winter Speed-Up
While the summer slowdown is caused by the release of water in storage and the channelization 
of the subglacial drainage system, the winter speed-up is caused by the remaining water stored 
in isolated cavities. Isolated and interconnected subglacial cavities can coexist (Weertman, 1964). 
During the late melt-season, the drainage system is efficient and the enlarged subglacial channels 
require a large water flux to sustain them (Fountain and Walder, 1998). As water input decreases 
late in the season the inward creep of ice will remain unchecked and will close the conduits. When 
the R channels collapse additional water input can no longer drain freely, causing both subglacial 
water pressure and storage to rise (Iken and Truffer, 1997). At this point the isolated cavities will 
produce a lubricating effect as subglacial water pressures decrease and the interconnected cavities 
shrink at the end of the melt-season (Iken and Truffer, 1997). These isolated cavities collect basal 
and internal meltwater, increasing in size and pressure throughout the winter, leading to increased 
basal motion (Iken and Truffer, 1997).
The winter speed-up begins in early October and persists until January when pre-melt-season 
speeds are reached. The winter speed-up of 2009 began with an initial speed of 1.2 m d -1 on 
1 October and lasted 110 days, ending on 19 January 2010 when the pre-melt-season speed of
2.2 m d-1 was reached. One speed-up event, SE9, occurred during the 2009 winter speed-up. The 
presence of SE9 did not affect the winter speed-up. The winter speed-up of 2010 began with an 
initial speed of 1.8 m d -1 on 10 October 2010 and lasted 69 days, ending when the pre-melt-season
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speed of 2.2 m d -1 was reached on 18 December 2010. During the winter speed-up of 2010, two 
speed-up events occurred, SE18 and SE19. Neither event affected flow speeds after its conclusion.
The minimum summer speed, reached on 1 September 2009 and 10 August 2010, controls 
ice velocities until early-winter when pre-melt-season speeds are restored. The extra slowdown 
associated with SE4 produced a minimum speed of 1.2 m d -1 in 2009, whereas the minimum speed 
reached in 2010 was 1.8 m d -1 following SE13. As a result the 2009 average annual velocity was 
1.8 m d -1 compared to the 2010 average annual velocity of 2.1 m d -1, a 15% difference between 
years.
4.1.3 Controls on Glacier Flow
Burgess and others (2013a) found an inverse relationship between wintertime glacier velocity 
and the volume of melt from the preceding summer, a relationship we do not observe on Yahtse 
Glacier. This relationship was identified using wintertime ice velocities for 160 Alaskan glaciers 
and compared to total summertime melt-water input (Burgess et al., 2013b). The slowdowns that 
occurred over the summers of 2009 and 2011 were similar to each other in magnitude and tim­
ing. The slowdown over the summer of 2010 was different by not reaching the lower summer 
minimum speeds reached in both 2009 and 2011. In order to determine if there is a correlation be­
tween the lower winter velocity and meltwater input we compare meltwater and rainwater input 
between 2009-2011. A comparison of cumulative annual water input from 2009-2011 is shown in 
Figure 4.2. The cumulative annual meltwater input in meters water equivalent for 2009-2011 is 
shown in Figure 4.2a from May through December of each year. The cumulative annual rainwater 
input, calculated by our water input model, is shown in Figure 4.2b with units of meters water 
equivalent.
Our velocity data shows a correlation between lower summer speeds and lower winter and 
annual speeds. We see an additional correlation between higher cumulative annual rainwater 
input and lower ice velocities. Cumulative meltwater input is compared in Figure 4.2a, while 
the first melt event of 2010 preceeds that of 2009 and 2011 by approximately a month the overall 
seasonal trend is similar. Only 0.08 m w.e. more meltwater was input in 2009 than in 2010, a 6% 
difference. The biggest difference between 2009 and 2010 is seen in Figure 4.2b when comparing 
the cumulative rainwater input. The annual cumulative rainwater input in 2009 exceeds 2010 by
0.48 m w.e., a 59% difference.
A correlation exists between lower wintertime ice velocity and higher rainwater input. Our 
high resolution monitoring of Yahtse Glacier reveals that ice velocity deviates in mid-August when 
short periods of heavy rainfall trigger extra slowdowns. The summer minimum speed impacts
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wintertime flow velocities until mid-winter. Therefore a lower summer minimum speed results in 
lower speeds throughout the winter which reduce the annual flow velocity.
Cumulative Meltwater Incut
Cumulative Rainwater Incut
May Jun Jul Aug Sep Oct Nov Dec
Figure 4.2. Comparison of Annual Cumulative Water Input. Cumulative annual meltwater input 
in meters water equivalent (m w.e.) is shown for 2009 (blue), 2010 (cyan), and 2011 (red) with 
respect to the day of the year. (b) Cumulative annual rainwater input for 2009-2011. (c) Cumula­
tive annual total water input (meltwater input plus rainwater input) for 2009-2011 with the colors 
corresponding to the legend in (a).
4.2 Speed-Up Events
The short timescales (3-14 days) associated with the 22 observed speed-up events suggests that 
the observed velocity variations are mainly caused by changes in basal motion and not internal 
ice deformation. Each speed-up event was preceded by increased water input to the glacier's 
drainage system by an average of one day. This indicates variations in basal motion are a conse­
quence of changing basal conditions triggered by increased water input.
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Figure 4.3. Speed-up Event and Water Input Rate Correlation. The change in velocity from be­
fore the speed-up event to the peak speed reached during the speed-up event, (vpeak -  Vprior), in 
m d -1 is plotted against the peak water input rate in meters water equivalent per day. The color 
corresponds to the day of year of the peak velocity reached during each speed-up event. Day of 
year 150 corresponds to 30 May, 200 with 19 July, 250 with 8 September, and 300 with 27 October. 
The numbers correspond the name of the speed-up events, 1-9 were observed in 2009,10-19 were 
observed in 2010, and 20-22 were observed in 2011
Our observations of the magnitude and timing of speed-up events indicate ice velocity is con­
trolled by the rate and duration of water input as well as the state of the subglacial drainage 
system. Observations of speed-up events on Leverett Glacier in Greenland suggest that both the 
duration and rate of water input rather than the absolute volume were important controls on ice 
velocity (Bartholomew et al., 2012). The correlation between the change in velocity and maximum 
daily water input is shown in Figure 4.3. The velocity increase in reaching the peak velocity of 
the speed-up event is plotted against the peak water input rate, the colors of the points represent 
the day of year the peak velocity was reached during each speed-up event. This figure shows a 
relationship between the magnitude of the speed-up event and rate of water input. We also see 
that the four speed-up events with the highest magnitude are also closely related in time in the 
middle of the melt-season. Each speed-up event is associated with increased water inputs with 
durations ranging from 1-14 days. The speed-up events coupled with extra slowdowns are trig­
gered by increased water input with durations ranging from three to four days with the exception 
of SE20 that was triggered by increased water inputs lasting only one day.
37
In addition to the rate of water inputs being a controlling factor in the magnitude of the speed­
up event produced, we observe an additional correlation with time. Bartholomaus and others 
(2011) observed the sensitivity of sliding to daily melt water input on Kennicott Glacier changed 
throughout the season. They concluded that it was the state of the drainage system that deter­
mined the sensitivity of basal sliding to water inputs. Our observations of speed-up events trig­
gered by enhanced water input also suggest that the efficiency of the drainage system impacts 
basal motion during the speed-up events.
Figure 4.4. Speed-up Event Sensitivity. The sensitivity of the glacier to water inputs is estimated 
by dividing the maximum velocity reached during each speed-up event by the maximum water 
input rate corresponding to that event. This sensitivity estimate is plotted with respect to the day 
of year of each event. The colors correspond to the velocity decrease following the speed-up event 
(i.e. extra slowdown). The numbers correspond to the speed-up event names (e.g. SE1).
We observe a greater sensitivity to water input at the beginning of the melt-season and at the 
end of the melt-season after the onset of the winter speed-up. We compare the sensitivity of the 
glacier to water input to the day of year by approximating sensitivity as the maximum water input 
rate divided by the velocity increase, shown in Figure 4.4. The numbers correspond to the name of 
the speed-up events and the colors correspond to the slowdown following each speed-up event. 
SE4, SE13, and SE21 mark the end of the summer slowdown in 2009-2011. The winter speed-up 
began closely following SE8 in 2009 and SE15 in 2010. A general trend of elevated sensitivity at 
the beginning of the melt-season and the end of the melt-season can be seen in Figure 4.4.
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4.3 Extra Slowdowns
Mid-summer heavy rainfall triggers extra slowdowns that exert the greatest control on annual 
average flow speeds. The peak velocity reached during the speed-up events coupled with extra 
slowdowns is coincident with maximum glacier wide storage and the most rapid cavity growth. 
The extra slowdowns are also associated with the lowering of the ice surface. These observations 
indicate the extra slowdowns are associated with the release of water in storage as previously 
isolated cavities connect and then drain into the subglacial drainage system. The resulting ex­
tra slowdowns are a consequence of increased contact between the glacier and the bed and the 
reduction of water pressure in the newly expanded isolated cavities.
4.3.1 Extra Slowdowns and Storage
Kamb and others (1994) observed speed-up events with extra slowdowns on Columbia Glacier, 
AK and recognized that surface ice velocities peaked halfway between the highest water input 
and discharge rates. The time difference between the water input and water output peaks is an 
expression of the extra storage of water englacially or subglacially during the time of each speed­
up event. Water storage is defined as the time integral of the difference between water input and 
output rates (Kamb et al., 1994) and should peak midway in time between the input and output 
peaks. The timing of the speed-up events coupled with the largest extra slowdowns (SE3, SE4, 
and SE21) are coincident with peak water storage.
The timing of peak water input, ice velocity, and tremor amplitude for SE3-5 are shown in 
Figure 4.5. The first extra slowdown observed is coupled with SE3. During SE3 ice velocities 
increased by 55%, reaching this peak 1.5 days after peak water input. Peak tremor amplitude was 
reached 1.5 days after the peak ice velocity was reached, at this time ice ice velocities continued 
to decrease until reaching a velocity 19% lower than prior to the speed-up event. The second and 
final extra slowdown of 2009 was coupled with SE4. The peak surface ice velocity, a 77% increase, 
was reached 1.2 days after peak water input and the peak tremor amplitude was reached 1.3 days 
after the peak surface ice velocity. Ice velocity stabilized to 15% lower than prior to the speed­
up event. The peak tremor amplitude was reached halfway between peak water input and peak 
tremor amplitude during both speed-up events.
The next successive speed-up event, SE5, was not coupled with an extra slowdown. SE5 did 
not exhibit the same timing as the two previous speed-up events despite being of a similar mag­
nitude and followed SE4 by only eight days. The peak surface ice velocity, an 84% increase, was 
reached 1.1 days after peak water input and the peak tremor amplitude was reached 0.4 days after 
the peak velocity. The peak ice velocity did not occur approximately halfway between peak water 
input and peak tremor amplitude as it did for SE3 and SE4. This illustrates the peak ice velocity
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being reached halfway between peak water input and output (tremor amplitude) is not the case 
for every speed-up event.
08/16 08/23 08/30 09/06 09/13
Figure 4.5. (a) Daily total water input in gray (mm w.e.), the contribution of water input from rain 
is shown in blue and melt is shown in red. (b) Surface ice velocity (m d -1) from station CNTR for 
SE3-5. (c) Tremor amplitude (m s-1) measured on seismic station LUPN. Black vertical lines run 
through peak water input, peak velocity, and peak tremor amplitude for SE3-5, the arrows and 
numbers refer to the time difference between the corresponding vertical lines.
The timing of peak water input, ice velocity, and tremor amplitude for SE21 in 2011, the largest 
extra slowdown observed, a 23% decrease, is shown in Figure 4.6. The peak ice velocity, an in­
crease of 38%, was reached 1.2 days after peak water input. The peak tremor amplitude was 
reached 1.3 days after peak ice velocity. During this speed-up event the peak ice velocity was 
reached approximately halfway between peak water input and peak tremor amplitude.
Each of the five observed speed-up events and extra slowdowns on Yahtse have peak speeds 
between the highest water input rates and highest tremor amplitude, our proxy for water output 
(Figures 4.5 and 4.6). This suggests that ice velocities during the speed-up events coupled with 
extra slowdowns are controlled by the increasing volume of water in storage rater than by water 
input or output. If the volume of water in storage is controlling surface ice velocities during these 
five speed-up events we expect it would likewise control ice velocities during the associated extra 
slowdowns.
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Figure 4.6. SE21 Timing. (a) Daily total water input meters water equivalent (m w.e.) where the 
total water input is in gray and the contribution from rain is in blue and the contribution from 
melt is in red. The dates refer to the 2011 melt-season. (b) Horizontal surface ice velocity (m d -1) 
from station ONE. (c) Tremor amplitude (m s-1) measured on seismic station BOOM. The solid 
black vertical lines are positioned at the time of maximum water input rate, maximum horizontal 
velocity, and maximum tremor amplitude. The double headed arrows and numbers indicate the 
time in days between peak water input and peak velocity and peak velocity and peak tremor 
amplitude.
4.3.2 Extra Slowdowns and the Isolated Cavity System
The vertical component of the GPS position data during the 2009 melt-season shows surface 
uplift corresponding with SE3-5 and surface lowering associated with SE3 and SE4. The surface 
lowering associated with the speed-up events is most easily seen on the vertical GPS data time- 
series detrended with respect to a fourth order polynomial fit. The raw vertical position data from 
station CNTR is plotted against distance along-flow and is shown in Figure 4.7a.
The vertical position data (Figure 4.7c) shows uplift of 13.7 cm associated with SE3. After the 
maximum uplift was reached the surface subsided, reaching a neutral position after seven days. 
At this time the ice surface continued lowering until the onset of SE4 on 29 August 2009, lowering 
a total of 3.8 cm. The surface began to rise, uplifting 5.2 cm on 30 August 2009, during SE4. After 
the maximum uplift was reached the ice surface began lowering, reaching a neutral position after 
six days. The surface continued to lower until the onset of SE5, lowering a total of 6.1 cm from 
before the event. Once the surface reached this height water input corresponding with SE5 caused
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Figure 4.7. 2009 Uplift Timeseries. (a) Smoothed GPS vertical data for station CNTR (blue) plotted 
against the distance along-flow (m), the dashed cyan line is a linear fit and the dashed red line 
is a fourth degree polynomial fit. (b) The smoothed GPS vertical data less the linear line of best 
fit plotted against time. (c) The smoothed GPS vertical data less the 4th order polynomial line of 
best fit plotted against time. The dashed vertical lines correspond to the time peak velocity was 
reached during SE3-5.
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the surface to rise again. SE5 was followed by three short periods of rainfall, ending on 1 October 
2009, also the start of the winter speed-up, where the surface returned to within one centimeter of 
the height achieved after SE4.
The surface lowering associated with SE3 and SE4 indicates the release of water in storage at 
the bed of the glacier. Large volumes of water input, as was observed with SE3-5, have the ability 
to over pressurize the subglacial drainage system and force new pathways that connect and drain 
previously isolated cavities into the subglacial drainage system (Iken et al., 1983). The growth of 
cavities during a speed-up event increases the likelihood that they will connect and drain into the 
subglacial drainage system. Extra slowdowns have been shown to quantitatively correlate with 
significant net loss of stored water (Fahnestock, 1991). The existence of this correlation has been 
supported by observations of numerous glaciers (e.g. Meier et al., 1994; Kamb et al., 1994; Sole et 
al., 2011).
The relationship between horizontal velocity, uplift, and the rate of uplift are shown in Fig­
ure 4.8 for speed-up events 3-5 of 2009. The peak horizontal velocity during each speed-up event 
occurs while the glacier is rising, not when the maximum uplift (i.e. water storage) is reached. 
During SE3-5 the peak horizontal velocity reached is coincident with peak vertical velocity which 
is the time of the most rapid cavity growth (Iken et al., 1981).
The maximum velocity reached during the speed-up events coupled with extra slowdowns is 
coincident with the most rapid cavity growth before maximum storage is achieved. The connec­
tion of previously isolated cavities to the subglacial drainage system results in a drop in water 
pressure and a reduction in basal motion. While cavities that remain isolated grow as a result 
of the increased basal motion water pressure decreases, the volume of water within the cavities 
remains constant. This decreased water pressure within the isolated cavities causes them to act 
like "sticky spots" that impede basal motion (Iken and Truffer, 1997). Observations of Sermeq 
Avannarleq have indicated that the summer minimum ice velocities are controlled by the nega­
tive feedback between ice velocity and decreased water pressure in the isolated regions of the bed 
(Andrews et al., 2014).
Iken and Truffer (1997) proposed that when isolated cavities become interconnected there will 
be an increase in the amplitude of seasonal velocity variations. This is observed in our velocity 
record. Yahtse reached the same winter maximum velocity in 2009 and 2010. The extent of the 
summer slowdowns differed between years with a lower velocity reached in 2009 and 2011. The 
lower summer ice velocities result in a greater range of flow speeds and therefore a higher am­
plitude variation. Higher amplitude seasonal velocity variations were observed in both 2009 and 
2011, suggesting a greater connection of cavities to the drainage system than in 2010.
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Figure 4.8. Comparison Between Uplift and Uplift Rate for SE3-5. (a) Horizontal surface ice 
velocity (m d -1) from station CNTR for speed-up events 3-8 of 2009. (b) Detrended uplift (m) 
using a linear fit to the vertical position data with respect to distance downglacier. (c) Rate of 
uplift (m d -1). The solid black vertical lines correspond to the times of maximum uplift and 
maximum uplift velocity for SE3-5.
4.4 Basal Hydrology Model
The basal hydrology model was able to reproduce the largest speed-up events but did not cap­
ture seasonal velocity variations. Applying this model to Yahtse Glacier has illustrated the need 
for an accurate Qin to reproduce the magnitude of speed-up events and the need to include iso­
lated cavities in the model to reproduce the slowdowns that control seasonal velocity variations.
The model accurately reproduced the timing and duration of the largest speed-up events but 
not the magnitude. This model is forced by Qin, the 24-hour averaged water input rate, the magni­
tude of the velocity variations mirrored the magnitude of Qin. This is realistic however our value 
for Qin has large errors because of the degree day factor and lapse rate used in the water input cal­
culations. These simplifications result in the overestimation of melt early in the melt-season and 
the underestimation late in the season, as well as the underestimation of rainfall as the snow /rain 
transition is set to mean daily values. The impact of the overestimation of meltwater input rates 
is best seen with SE1 (Figure 3.3) where the model produces a 98% increase in velocity but we 
only observe a 16% increase. Therefore the ability of the model to most accurately reproduce the 
magnitude of speed-up events is dependent upon the accuracy of Qin.
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As opposed to the findings of Brinkerhoff and others (2016) who found the model reproduced 
long timescale velocity variations on Kennicott well, Yahtse's long timescale velocity variability is 
controlled by discrete extra-slowdown events that are not reproduced. Our observations indicate 
isolated cavities in the subglacial drainage network are responsible for the amplitude of seasonal 
velocity variations (Iken and Truffer, 1997). The model assumes the connection of the subglacial 
drainage system and does not take into consideration the potential of isolated cavities which have 
been shown to both dampen velocity changes and increase the amplitude of seasonal velocity 
variations (Iken and Truffer, 1997).
The model does produce peaks in surface velocity during times of maximum water pressure 
and the fastest cavity growth which we also observe in our uplift record Figure 4.8. The timing 
of the velocity variations indicate that the release of water in storage as well as cavity growth is 
responsible for the extra slowdowns following SE3, SE4, and SE21. Water pressure within the 
isolated cavities decreases as cavity volume expands or as subglacial sediments deform during 
rapid basal sliding which can act to limit sliding (Iken and Truffer, 1997; Hoffman and Prince, 
2014; Dow et al., 2013; Walter et al., 2014).
With an accurate Qin that will more accurately reproduce the magnitudes of the speed-up 
events and the inclusion of isolated cavities the model should be able to reproduce the observed 
extra-slowdown events that control seasonal velocity variations.
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Chapter 5 
Conclusion
High rates of water input to the bed trigger the speed-up events that modulate melt-season 
behavior. The high water input rates associated with heavy rainfall over several days can lower 
summer ice speeds enough to lower average annual speeds. The summer minimum speed impacts 
ice flow until mid-winter, after which ice flow returns to pre-melt-season levels. Therefore, late- 
summer heavy rainfall exerts the strongest control on annual average ice velocities.
In the introduction we posed a number of research questions that we can now answer:
• How much does water input contribute to the velocity variations observed on Yahtse? 
Water inputs trigger all speed-up events observed on Yahtse Glacier. However, it is the state 
of the subglacial drainage system that governs the magnitude of the speed-up event.
• Does the glacier's response to water input change over time?
Yahtse is most sensitive to water inputs when the englacial and subglacial drainage systems 
are least efficient. We observe higher sensitivity at the beginning of the melt-season and after 
the onset of winter speed-up when the well established drainage systems begins to close.
• Does the glacier exhibit the same ice velocities from year to year?
Yahtse exhibits a seasonal pattern of a summer slowdown superimposed with speed-up 
events and extra slowdowns, the extent of which is determined by discrete periods of heavy 
rainfall. After the minimum speeds are reached speed-up events no longer slowdown the 
glacier. These minimum speeds are maintained until October when a winter speed-up be­
gins. Pre-melt-season speeds are reached in January and maintained until the onset of melt.
• Is the winter velocity inversely related to meltwater input (Burgess et al., 2013a)?
We found a relationship between lower winter ice velocities and heavy rainfall over several 
days in mid-August and early-September. These discrete periods of high water input rates 
trigger extra slowdowns that release water from storage and further develop the channelized 
subglacial drainage system, resulting in lower summer ice velocities. The summer minimum 
ice velocity impacts flow speeds until mid-winter.
• Can we predict the ice velocities based on the velocity record from the previous year? Each 
melt-season begins with similar ice velocities that are reached in mid-winter and maintained 
until the onset of melt. This indicates that the subglacial drainage system is dominated by 
isolated and linked-cavities at the beginning of each melt-season regardless of the extent 
of channelization reached the previous year. Therefore the efficiency reached during one 
year will not impact the state of the subglacial drainage system at the beginning of the next 
melt-season.
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In conclusion, our data suggest that the presence of mid-summer heavy rainfall events lowers 
annual average ice velocities. Our model demonstrates the need for the inclusion of the isolated 
cavity system in the basal hydrology model to reproduce the triggered extra slowdowns that con­
trol the summer slowdown and to model the winter speed-up. While high rates of rainfall produce 
speed-up events, their ability to connect isolated subglacial cavities has a  greater impact on an­
nual ice velocities and therefore the ice discharged at the terminus. Therefore it is short lived 
heavy rainfall rather than meltwater input that exerts the greatest control on annual ice velocities 
and therefore ice discharge at the terminus.
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