Abstract. In this paper we investigate the existence of nontrivial ground state solutions for the following fractional scalar field equation
Introduction
This paper is devoted to the existence of nontrivial solutions for the following fractional scalar field equation
with s ∈ (0, 1), N > 2s, V : R N → R is a continuous function, and f : R → R is a smooth function verifying some suitable growth conditions. The fractional Laplacian (−∆) s is a pseudo-differential operator defined via Fourier transform by see for instance [20] for more details.
The main motivation of the study of (1.1) comes from looking for standing waves ψ(x, t) = u(x)e −ıct for the fractional Schrödinger equation
Such equation has been introduced by Laskin [31, 32] , as a result of expanding the Feynman path integral, from the Brownian like to the Lévy like quantum mechanical paths. When s = 1 in (1.1), we derive the classical nonlinear Schrödinger equation which has been extensively studied in the last twenty years by many authors. Since we cannot review the huge bibliography here, we just mention the works [3, 4, 11, 19, 27, 37, 44, 45] and references therein, where several results on the existence and the multiplicity of solutions are obtained under different assumptions on the potential V and the nonlinearity f .
In these last years, problems involving fractional operators are receiving a lot of attention. Indeed fractional spaces and nonlocal equations play a fundamental role in the investigation of many several sciences such as crystal dislocation, obstacle problem, optimization, finance, phase transition, soft thin films, multiple scattering, quasi-geostrophic flows, water waves, anomalous diffusion, conformal geometry and minimal surfaces and so on. The interested reader may consult [20] and [35] , where a more extensive bibliography and an introduction to the subject are given. In what follows, we recall some known results established in recent years, concerning with the fractional Laplacian equations with critical growth.
Servadei and Valdinoci [40] (see also [25, 36] ) established a Brezis-Nirenberg type result for the following problem (−∆) s u − λu = |u| 2 * s −2 u in Ω u = 0 in R N \ Ω,
where Ω ⊂ R N is a smooth bounded domain and λ > 0 is a parameter. Barrios at al. [9] studied the effect of lower order perturbations in the existence of positive solutions to the following critical elliptic problem involving the spectral Laplacian
in Ω u = 0 on ∂Ω, where q ∈ (0, 2 * s − 1) and λ > 0; see also [10, 14, 42] for related results. Fiscella and Valdinoci [26] dealt with the existence and the asymptotic behavior of non-negative solutions for a class of stationary Kirchhoff problems driven by the fractional Laplacian
|u(x)−u(y)| 2 |x−y| N+2s dxdy (−∆) s u = λf (x, u) + |u| 2 * s −2 u in Ω
where M is a Kirchhoff function and f satisfies the Ambrosetti-Rabinowitz condition. By using variational methods, Shang and Zhang [41] studied the existence and the multiplicity of nonnegative solutions for Teng and He [43] combined the s-harmonic extension method of Caffarelli and Silvestre [15] , the concentration-compactness principle of Lions and methods of Brezis and Nirenberg to prove the existence of ground state solutions for (−∆) s u + u = P (x)|u| p−2 u + Q(x)|u|
where p ∈ (2, 2 * s ) and P (x) and Q(x) are continuous functions verifying appropriate hypotheses. Zhang et al. [46] investigated existence of nontrivial radially symmetric solutions for
where V (x) and k(x) are radially symmetric functions satisfying some extra assumptions, and the nonlinearity f is subcritical. He and Zou [28] obtained, via penalization technique and LjusternikSchnirelmann theory, the existence and concentration results for the problem
under local condition imposed on V , and f is a subcritical nonlinearity.
Further results concerning the fractional Schrödinger equations involving critical and subcritical nonlinearities can be found in [1, 5, 6, 7, 8, 18, 21, 22, 23, 24, 34, 38] . Inspired by the above works, in the present paper we aim to investigate the existence of least energy solutions for the equation (1.1), when f has a critical growth and V is a bounded potential satisfying some suitable assumptions. More precisely, we assume that f : R → R verifies the following hypotheses:
(f 4) There exist D > 0 and max 2, 4s N − 2s < q < 2 * s such that
(f 5) There exists C > 0 such that |f ′ (t)| ≤ C(1 + |t| 2 * s −2 ) for all t ≥ 0. We observe that the assumptions (f 3) and (f 4) on the nonlinearity f enable us to consider the critical growth case. In the case s = 1, the assumption (f 4) was introduced in [47] to study a Berestycki-Lions type problem with critical growth. We point out that (f 4) plays an important role to ensure the existence of solutions for the problem (1.1). In fact, if we take f (t) = (t + ) 2 * s −1 , then f satisfies (f 1)-(f 3), and by using the Pohozaev identity [6, 16] for the fractional Laplacian, we can see that there are no nontrivial solutions to (1.1). Concerning the potential V : R N → R, we suppose that
< 2sS * , where S * is the best constant of the embedding
into L 2 * (R N ) (see [17] ). Now we state our first main result concerning the existence of ground state solutions to (1.1) in the case of constant potentials (which clearly verify the assumptions (V 1)-(V 4)). Theorem 1.1. Let s ∈ (0, 1) and N > 2s. Assume that f verifies (f 1)-(f 4) and V (x) ≡ V > 0 is constant. Then (1.1) possesses a nontrivial ground state solution u ∈ H s (R N ). Now, we give a sketch of the proof of Theorem 1.1. We recall that for a weak solution of problem (1.1), we mean a function u ∈ H s (R N ) such that
Here H s (R N ) is the fractional Sobolev space defined by
In order to obtain the existence of a nontrivial solution to (1.1), we look for critical points of the Euler-Lagrange functional associated to (1.1), that is
By using the assumptions on f , it is clear that I has a mountain pass geometry, but it is hard to verify the boundedness of Palais-Smale sequences of I (such Palais-Smale sequences there exist in view of the Ekeland's principle). To overcome this difficulty, we use the idea in [29] . For λ ∈ [ 
As first step, we prove that for any λ ∈ [ 1 2 , 1], I λ has a mountain pass geometry and that I λ admits a bounded Palais-Smale sequence (u n ) at the mountain-pass level c λ . More precisely, we use the following abstract result due to Jeanjean [29] :
Let (X, · ) be a Banach space and J ⊂ R + be an interval. Let (I λ ) λ∈J be a family of C 1 functionals on X of the form
where B(u) ≥ 0 for all u ∈ X, and either A(u) → ∞ or B(u) → ∞ as u → ∞. We assume that there exist v 1 , v 2 ∈ X such that
Moreover, the map λ → c λ is continuous from the left hand-side.
Since we are dealing with the critical case, we are able to prove that for any λ ∈ [
Secondly, in the spirit of [30] (see also [33, 48] ), we establish a global compactness result in the critical case, which gives a description of the bounded Palais-Smale sequences of I λ . Then, by using the facts that every solution of (1.1) satisfies the Pohozaev Identity and the compactness Lemma, we prove the existence of a bounded Palais-Smale sequence of I which converges to a positive solution to (1.1). Now, we state our second main result of this paper, which deals with the existence of ground state of (1.1) in the case in which V is not a constant. To deal with the non-autonomous case, we resemble some ideas developed in [30] . We consider the previous family of functionals I λ , and, since I λ satisfies the assumptions of Theorem 1.2, we can deduce the existence of a Palais-Smale sequence (u j n ) at the mountain-pass level c λ j , where λ j → 1. Therefore, u j n ⇀ u j in H s (R N ) where u j is a critical point of I λ j . This time, the boundedness of the sequence (u j ) follows by the assumption (V 4). Moreover, we prove that (u j ) is a bounded Palais-Smale sequence of I. To show that the bounded sequence (u j ) converges to a nontrivial weak solution of (1.1), we show that c 1 is strictly less than the least energy level m ∞ of the functional I ∞ associated to the "problem at infinity"
Together with an accurate description of the sequence as a sum of translated critical points, this allows us to infer that u j ⇀ u in H s (R N ), for some nontrivial critical point u of I. Let us recall that when f is an odd function satisfying (f 1)-(f 4), and V is constant, the existence of a radial positive ground state to (1.1) has been proved in [6] (see also [2] ) via a minimization argument and by working in the space of radial functions H s rad (R N ), which is compactly embedded into L p (R N ) for all p ∈ (2, 2 * s ). Here, we present a different proof of this result (see Theorem 1.1) which is based on the global compactness lemma, which will be also useful to prove Theorem 1.3. In fact, we think that the global compactness lemma is not only interesting for the aim of this paper, but it can be also used to deal with other problems similar to (1.1). We also point out that by using the methods developed here, we are able to study (1.1) dealing with radial and non-radial potentials in a unified approach. The plan of the paper is the following: In section 2 we collect some technical results which will be useful along the paper. In section 3 we use the monotonicity trick to prove Theorem 1.1. In section 4 we give the proof of Theorem 1.3.
Preliminaries and functional setting
In this section we give a few results that we are later going to use for the proofs of the main results. For any s ∈ (0, 1) we define D s,2 (R N ) as the completion of C ∞ 0 (R N ) with respect to
Now, let us introduce the fractional Sobolev space
endowed with the natural norm
.
For the convenience of the reader we recall from [20] the following:
Theorem 2.1. Let s ∈ (0, 1) and N > 2s. Then there exists a sharp constant S * = S(N, s) > 0, whose exact value can be found in [17] , such that for any
The exact value of the best constant S * appearing in (2.1), has been calculated explicitly in [17] . Moreover, the authors proved that the equality in (2.1) holds if and only if
where c ∈ R, µ > 0 and x 0 ∈ R N are fixed constants. Now, we give some technical lemmas. The first one is a compactness Lions-type lemma whose proof can be found in [38] .
Lemma 2.1. [38] Let N > 2s and r ∈ [2, 2 * s ). If (u n ) is a bounded sequence in H s (R N ) and if
for all t ∈ (2, 2 * s ). Next, we prove the following useful result:
Proof. Let Ψ(u) = |u| 2 * s −2 u and take w ∈ C ∞ c (R N ). By the mean value theorem, we can see that
Then, the Hölder inequality and the Sobolev embedding yield
As a consequence, for any ε > 0 there exists R > 0 such that
Let us define M = sup B R |u|, so that on B R we get
Now, fix β > 1 such that
and we set α :
We note that α > 1 since β > N − 2s 4s , and α < 2 * s since β < N 2s .
Thus, it follows from the compact embedding H s loc (R N ) ⊂ L α loc (R N ) and the properties of Nemytskii operators [45] that
Hence, by using the Hölder inequality and the Sobolev embedding we can see that
where in the last inequality we have used the fact that
N +2s . Putting together (2.2) and (2.5) we obtain the assert.
Finally we recall the following well-known results: Lemma 2.3.
[11] Let P and Q : R → R be a continuous functions satisfying
{v n } n , v and w be measurable functions from R N to R, with w bounded, such that
Moreover, if we have also
and lim
Remark 2.2. In order to simplify the notation in what follows, with | · | q we will always denote the norm of u ∈ L q (R N ).
Ground state solution when the potential V is constant
In this section we provide the proof of Theorem 1.1. Since we look for positive solution of (1.1), we can suppose that f (t) = 0 for t ≤ 0. For simplicity, we also take
By using the assumptions (V 2) and (V 3), it is easy to prove that · is equivalent to the standard norm in H s (R N ). In order to study weak solutions to (1.1), we look for critical points of the following functional
, 1], we consider the family of functionals
By Theorem 2.1 and assumptions on f , it is clear that I λ is well defined, I λ ∈ C 1 (H, R) and that its differential is given by
for any u, ϕ ∈ H. Now, we prove that I λ satisfies the assumptions of Theorem 1.2.
Proof. We aim to apply Theorem 1.2 with X = H, J = [
and by the assumption (f 4), it follows that B(u) ≥ 0 for any u ∈ H. Now, by using (f 1)-(f 3), we know that for any ε > 0 there exists C ε > 0 such that
Then, by using Theorem 2.1, (V 2) and λ ∈ [ , 1], we get
so there exist α > 0 and r > 0 independent of λ, such that
By using (f 4) and λ ∈ [ , 1], we can note that
so, taking ϕ ∈ H such that ϕ ≥ 0 and ϕ = 0, we can see that I λ (tu) → −∞ as t → ∞. Hence, there exists t 0 > 0 such that t 0 ϕ > r and I λ (t 0 ϕ) < 0 for all λ ∈ [ 1 2 , 1]. Since I λ (0) = 0, we set v 1 = 0 and v 2 = t 0 ϕ. Therefore, I λ satisfies the assumptions of Theorem 1.2, and we can find a bounded Palais-Smale sequence for I λ at the level c λ . Finally, we prove the estimate in (3.1). Let η ∈ C ∞ 0 (R N ) be a cut-off function such that 0 ≤ η ≤ 1, η = 1 on B r and η = 0 on R N \ B 2r , where B r denotes the ball in R N of center at origin and radius r. For ε > 0, let us define u ε (x) = η(x)U ε (x), where
and κ is a suitable positive constant depending only on N and s. Now we set
As proved in [22, 40] , v ε satisfies the following useful estimates:
3)
and
From the definition of c λ , we know that
Now, we consider the following function for t ≥ 0
We observe that k(t) attains its maximum at
Let us note that there exists τ ∈ (0, 1) such that for ε < 1
On the other hand, in view of (f 4), λ ∈ [
3) and (3.7), we get
By using the elementary inequality (a +
Now, we distinguish the following cases: If N > 4s, then q ∈ (2, 2 * s ) and in particular q > N N −2s . Hence, by using (3.4) and (3.5), we can see that
).
Taking into account 2N −(N −2s)q 2 < 2s < N − 2s, there exists ε 0 > 0 such that for any ε ∈ (0, ε 0 )
When N = 4s, then q ∈ (2, 4) and in particular q > N N −2s = 2, so from (3.4) and (3.5) we deduce that
Since lim ε→0 ε 4s−sq ε 2s (1+| log(ε)|) = ∞, for any ε sufficiently small we have
Finally, if 2s < N < 4s, then q ∈ ( < N − 2s, we get
for any ε > 0 small enough. Putting together (3.6), (3.8) and (3.9)-(3.11), we can conclude that (3.1) holds.
Remark 3.1. Let us note that for λ ∈ [
, where u − = min{u, 0}, and the fact that f (t) = 0 if t ≤ 0, we can infer that
On the other hand, we know that
Then, u − n = o n (1), and this allows us to deduce that u + n ≤ C,
Arguing as in [6, 16, 39] we can prove the following fractional Pohozaev identity: , 1] such that any nontrivial critical point u λ of I λ verifies u λ ≥ β > 0. In fact, by using (f 1)-(f 3), we can see that for any ε > 0 there exists C ε > 0 such that
Taking into account I
where C 1 , C 2 > 0 depending only on V 0 and the best constant S * . Choosing ε > 0 sufficiently small and by using u λ = 0, we deduce that there exists β > 0 such that u λ ≥ β > 0. Now, we establish the following compactness lemma which will be useful to prove Theorem 1.1.
Then there exists a subsequence of (u n ), which we denote again by (u n ), and an integer k ∈ N ∪ {0} and w
where we agree that in the case k = 0, the above holds without w j λ . Proof. We divide the proof in several steps.
Step 1 Extracting a subsequence if necessary, we can assume that u n ⇀ u λ in H with u λ critical point of I λ .
Since (u n ) is bounded in H and H is a reflexive Banach space, up to a subsequence, we can suppose that u n ⇀ u λ in H, and, in view of Theorem 2.1,
where
so we obtain that
By using Lemma 2.3, (f 2) and (f 3) we can infer that
Putting together (3.13), (3.14), (3.15), (3.16) and I ′ λ (u n ) → 0, we can see that I ′ λ (u λ ), ϕ = 0 for any ϕ ∈ C ∞ 0 (R N ). By using the density of
Step 2 If lim n→∞ sup z∈R N B 1 (z) |v 1 n | 2 dx = 0, then u n → u λ in H and Lemma 3.3 holds with k = 0.
From Lemma 2.1, we get v
Now, we observe that
and the definition of g, we have
Now, by (f 1)-(f 3), we know that for any ε > 0 there exists C ε > 0 such that
Therefore, taking into account (3.17) and (3.18), we obtain
Since u λ is a weak solution to (1.1) and f satisfies (f 1)-(f 3), we can argue as in [6, 16] to infer that u λ ∈ L ∞ (R N ). Then, by using Lemma 2.2, we can see that
Let us note that Lemma 2.4 yields 21) and
At this point, we aim to prove that
By (3.18) and the mean value theorem, it holds
Fixed R > 0, by using the Hölder's inequality we obtain
On the other hand, by (f 1)-(f 3), we get
Combining (3.24) with (3.25), we deduce that for any ε > 0 there exists R > 0 such that
We recall that lim t→∞ G(t) |t| 2 * s = 0 by (f 3), and |u n | 2 * s ≤ C for all n ∈ N, being (u n ) bounded in H. Then, by using Lemma 2.3, we can see that 
By using (3.17), (3.18) and (3.29) we can infer that
≥ 0. Then, in view of (3.30), we get . This fact and (3.30) yield
which gives a contradiction. Hence, v 1 n → 0 as n → ∞.
Step 3 If there exists (z n ) ⊂ R N such that B 1 (zn) |v 1 n | 2 dx → d > 0, then, up to a subsequence, the following conditions hold
We may assume that there exists (z n ) ⊂ R N such that
. Thenṽ 1 n is bounded in H and we may suppose thatṽ 1 n ⇀ṽ 1 in H. Since
that isṽ 1 = 0. From the fact that v 1 n ⇀ 0 in H, we deduce that (z n ) is unbounded, so we may assume that |z n | → ∞. Now, we setũ n (x) = u n (x + z n ) ⇀ w λ = 0. As in Step 1, we can see that
On the other hand, being |z n | → ∞, we have
Step
one of the following conclusions must hold:
(2) If there exists (z n ) ⊂ R N such that
then up to a subsequence, the following conditions hold Assume that (1) holds. Set ξ n = u n − u 0 − m k=1 w k λ (· − y k n ). Then, by using Lemma 2.1 we can see that
By using the definition of ξ n and the fact that
In view of (3.18) and (3.31), we deduce that
Recalling (3.19), we can observe that
Since |y 1 n | → ∞, and u n (· + y 1 n ) ⇀ w 1 λ in H, we deduce that u n (· + y 1 n ) − u λ (· + y 1 n ) ⇀ w 1 λ in H. As a consequence we have
Iterating this procedure, we obtain that
we can argue as in Step 2 to see that
Continuing this process, we obtain that 33) which together with (3.31), yields
Then, taking into account (3.32) and (3.34), we can argue as in Step 2 to infer that
Now, we assume that (2) holds. The proof of this is standard (see [30] ), so we skip the details here.
Step 5 Conclusion.
By using the Step 1, we can see that Lemma 3.3 (i) holds. If the assumption of Step 2 is verified, then Lemma 3.3 holds with k = 0. Otherwise, the assumption of Step 3 holds. We set (y 1 n ) = (z n ) and w 1 λ = w λ . Now, if (1) of Step 4 holds with m = 1, from (3.34), we obtain the conclusion of Lemma 3.3. If not, (2) of Step 4 must hold, and by setting (y 2 n ) = (z n ), w 2 λ = w 2 λ , we iterate Step 4. Then, to conclude the proof, we have to show that (1) of Step 4 must occur after a finite number of iterations. Let us note that, for all m ≥ 1 we have
In fact, by using (i), (ii) of Step 4 and u n ⇀ u λ in H, we can see that
On the other hand, by Remark 3.2 we know that w k λ ≥ β for some β > 0 independent of λ. Thus, by using (3.35) and the fact that (u n ) is bounded in H, we deduce that (1) in Step 4 must occur after a finite number of iterations. This together with (3.34), allow us to infer that Lemma 3.3 holds.
Before giving the proof of the main result of this section, we prove the following lemma. 
By using Remark 3.1, we may assume that u n ≥ 0 in H. In addition, c λ ∈ 0, . Then, up to a subsequence, we may suppose that u n ⇀ u λ in H. If u λ = 0, then we have finished. Otherwise, we may suppose that u n ⇀ 0 in H. Now, we aim to show that there exists δ > 0 such that
If (3.37) does not occur, by Lemma 2.1, it follows that
By using (3.18) and (3.38), we obtain that R N G(u n ) dx = o(1) and R N g(u n )u n dx = o(1). This and (3.36) yield 1 2
Since c λ > 0, we may assume that u n 2 → L for some L > 0. By using the Sobolev embedding, we can infer that L ≥ , which is a contradiction. Then, (3.37) holds, and we can find (y n ) ⊂ R N such that |y n | → ∞ and
In view of (3.37), we can deduce that v n ⇀ v λ = 0 in H and I ′ λ (v λ ) = 0. It is easy to check that v λ ≥ 0 in R N , and due to the fact that v λ = 0, we get v λ > 0 in R N . In fact, if there exists x 0 ∈ R N such that v λ (x 0 ) = 0, then we can see that
By using the representation formula for the fractional Laplacian [20] , we have
which gives v λ = 0, that is a contradiction. Now, we are ready to prove the existence of positive ground state to (1.1) when V is constant.
Proof of Theorem 1.1. By using Lemma 3.4, for almost every λ ∈ [ 
Moreover, in view of the Sobolev embedding, we have |u λn | 2 * s ≤ C for all n ∈ N. Putting together (f 1)-(f 3) and Lemma 3.2, we can see that for any ε > 0 there exists C ε > 0 such that
Therefore, choosing ε ∈ (0, V 2 ), we can deduce that (u λn ) is bounded in H. Now, we can assume that there exists lim n→∞ I λn (u λn ). Since the map λ → c λ is continuous from the left (see Theorem 1.2), we have
Then, by using the fact that
and u λn ≤ C, we can infer that
In view of Remark 3.2, there exists β > 0 independent of λ n such that u λn ≥ β. Moreover, we know that (u λn ) is bounded in H, so we can use similar arguments to the proof of Lemma 3.4 to obtain the existence of a positive solution u 0 to (1.1). By using Lemma 3.3, we can also see that
Let us define m = inf{I(u) : u ∈ H, u = 0, I ′ (u) = 0}.
Since I ′ (u 0 ) = 0, we get m ≤ I(u 0 ) < s N S N 2s * , and by using Lemma 3.2, we get 0 ≤ m < s N S N 2s * . From the definition of m, we can find (u n ) ⊂ H such that I(u n ) → m and I ′ (u n ) = 0. Taking into account Remark 3.2, we deduce that u n ≥ β > 0 for some β independent of n. Moreover, it is easy to see that (u n ) is bounded in H. In virtue of Remark 3.1, we may assume that u n ≥ 0 in H. Then, taking in mind that u n ≥ β > 0, we can proceed as in the proof of Lemma 3.4, to show that there exists ( 
Ground state solution when V is not constant
In this last section we provide the proof of the existence of ground state to (1.1) under the assumptions that V is a non constant potential. For this reason, we will assume that
, 1], we introduce the following family of functionals defined for u ∈ H
Following [6] , we can prove the following result:
for t = 0. Then we can see
Hence γ λ ∈ C([0, ∞), H). By using Lemma 3.2, we know that
which together with (4.2) and (4.3), yields
Then, after a suitable change of scale, we can obtain the desired path. Proof. From Lemma 3.1 and Remark 3.1, we may assume that for almost every λ ∈ [ ) and I ′ λ (u n ) → 0. Now, our claim is to prove that u λ = 0. We argue by contradiction, and we suppose that u λ = 0. As in the proof of Lemma 3.4, we can find (y n ) ⊂ R N such that |y n | → ∞ and v n = u n (·+ y n ) ⇀ v λ = 0 in H. Furthermore, by using the fact that u n ⇀ 0 in H, we can see that 
Taking into account (V 3), V ≡ V ∞ and 0 / ∈ γ λ ((0, 1]), we can see that I λ (γ λ (t)) < I ∞ λ (γ λ (t)) for all t ∈ (0, 1]. Now, we take v 1 = 0 and v 2 = γ λ (1) in Theorem 1.2. Then, by using the definition of c λ and (4.4) we get c λ ≤ max
which gives a contradiction. As a consequence u λ = 0, and by applying the maximum principle [13] we can deduce that u λ > 0.
At this point we establish the following lemma which will be fundamental to prove Theorem 1.3. and I ′ λ (u n ) → 0. Then there exists a subsequence of (u n ), which we denote again by (u n ), such that (i) u n ⇀ u in H and
Proof. Since (u n ) is bounded in H, up to a subsequence, we may suppose that u n ⇀ u λ in H. Then, proceeding as in the proof of Step 1 in Lemma 3.3, and by using (V 3), we can see that
Similarly to the proof of Lemma 3.3, we can deduce that
At this point, we aim to prove that for any ϕ ∈ H
By using (f 5) and the mean value theorem, we can see that
Fix R > 0 and by applying the Hölder's inequality we obtain
Putting together (4.8) and (4.9), we deduce that for any ε > 0 there exists R > 0 such that
Let us note that 
Then, (4.6) becomes
(4.13) By using (3.19) and (4.7) we have, for any ϕ ∈ H, (1) lim n→∞ sup y∈R N B 1 (y) |w 1 n | 2 dx = 0. By using Lemma 2.1 we have
Putting together (3.18) and (4.16)-(4.18), we can deduce that
and then c λ ≥ I λ (u λ ).
. As a consequence, we can see that
, then we can proceed as in the proof of Lemma 3.3 to obtain the thesis. Otherwise, we set w 2 n = w 1 n (· + y 1 n ) − w 1 λ , and repeating the same arguments of (4.13) and (4.15), we can see 
Let us suppose that (4.23) is true. Then, by the case (1) we deduce that c λ − I λ (u λ ) − H ∞ λ (w 1 λ ) ≥ 0, and by Lemma 3.2 we get H ∞ λ (w 1 λ ) ≥ 0. This two facts give c λ − I λ (u λ ) ≥ 0. Now, we can suppose that (4.24) holds. Repeating this procedure, we can find w i n ∈ H, y i n ∈ R N , |y i n | → ∞, i ∈ N such that w i n (· + y i n ) ⇀ w i λ = 0 in H, (H ∞ λ ) ′ (w i λ ) = 0, 
Choosing ε ∈ (0, V ∞ ), we can infer that The conclusion follows by Lemma 3.3.
We end this section giving the proof of Theorem 1.3.
Proof of Theorem 1.3. Taking into account Lemma 4.2, for almost every λ ∈ [ Choosing ε ∈ (0, V 0 ) and by using [u λn ] H s (R N ) ≤ C, we can see that (4.32) yields |u λn | 2 ≤ C for all n ∈ N. In view of (V 2) and (V 3), we deduce that 0 ≤ R N V (x)u 2 λn dx ≤ V ∞ |u λn | 2 2 ≤ V ∞ C 2 , which completes the proof of (4.29). Now, we can note that I(u λn ) = I λn (u λn ) + (λ n − 1) In view of Remark 3.2, we know that there exists β > 0 independent of λ n such that u λn ≥ β. Since u λn ≤ C for any n ∈ N, we can proceed as in the proof of Lemma 4.2 to show that u λn ⇀ u 0 = 0 in H. Then, by using Lemma 4.3, we can see that 
