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Introduction
Many interesting physical systems can be described by Quantum Field Theory
(QFT), the framework which combines Special Relativity and Quantum Mechanics.
In these theories, when the interactions are absent, the excitations of the ground
state can be associated to particles or quasiparticles (eigenstates of spin and mo-
mentum). This interpretation is still reliable when one considers a nonzero but small
coupling g, namely a dimensionless parameter which measures the departure from
the free theory. In this case one can extract physical results by means of perturba-
tion theory, i.e. an expansion around g = 0 of the observables. When g becomes
of order one, the theory is strongly interacting and unfortunately this approach is
not reliable. Furthermore the effective degrees of freedom cannot be interpreted as
excitations of fundamental fields anymore.
There exist many relevant strongly interacting quantum field theories. In low energy
physics, there are some examples in condensed matter. The standard methods of
condensed matter theory are based on weakly interacting quasiparticles and provide
satisfying descriptions of, among others, conventional superconductors and metals.
However, they are not able to describe regimes in which the quasiparticle interpreta-
tion is not valid. This happens, for instance, near a quantum critical point, where a
system undergoes a phase transition due to quantum fluctuations and is described by
some scale invariant, strongly correlated QFT. Relevant examples where quantum
critical regions can be related to non-standard phases of matter are the so-called
high-Tc superconductors and the strange metals.
Another example, in the realm of high energy physics, is Quantum Chromodynamics
(QCD). It describes the dynamics of quarks (the constituents of hadrons) and gluons
(the mediators of strong interaction) by means of an SU(3) gauge theory (which is
also called, for a generic N , and not only for N = 3, Yang-Mills theory) coupled
with 3 “light” and 3 “heavy” massive fermion matter fields in the fundamental
representation of the gauge group. Such a model, in the chiral limit where the mass
of the quarks is neglected, is classically scale invariant, but this symmetry is broken
by quantum effects and the theory exhibits a peculiar feature called asymptotic
freedom [1, 2]. This implies that at high energy the constituents are weakly coupled,
but the same is not true at low energies, where interesting phenomena occur such
as the confinement of quarks, chiral symmetry breaking, the appearance of a mass
gap. Furthermore, notable effects arise, due to particular configurations of the
fields, called instantons, which are classified in terms of their topology. These effects
depend on the so-called θ angle, the parameter which multiplies the topological term
in the Yang-Mills Lagrangian. This term is of the form µνρσTrFµνFρσ (each of the
spacetime indices µ, ν, ρ, σ runs from 0 to 3,  is the totally antisymmetric tensor, F
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is the non-abelian field strenght), to be compared with the standard Yang-Mills one
TrFµνF
µν . A peculiarity of the topological term is that it breaks charge conjugation
and parity invariances (CP). All the above mentioned low energy features are non-
perturbative in nature and for this reason are very difficult to study analytically.
Other interesting regimes of QCD whose properties cannot be captured by perturba-
tion theory occur at finite temperature and finite baryon density. For instance, in a
particular domain of the temperature-density phase diagram, the model is expected
to undergo a crossover from a confined to a deconfined phase, the latter known as
quark-gluon plasma (QGP). This peculiar state of matter has been actually observed
at the Relativistic Heavy Ion Collider (RHIC) in Brookhaven (USA) and it is cur-
rently under investigation in the ALICE experiment at the Large Hadron Collider
(LHC) at CERN. The observed features of the QGP suggest that it behaves like a
strongly coupled fluid. Thus, in order to study its equilibrium and non-equilibrium
physics from a theoretical viewpoint, one needs non-perturbative tools.
At present the only direct non-perturbative approach to QCD (and pure Yang-
Mills) consists of numerical simulations performed on Euclidean spacetime lattices,
using an algorithm known as Monte Carlo. This method has been able to give new
insights on confinement and other non-perturbative features related to equilibrium
properties, but it has limitations in the study of far from equilibrium physics, as
these investigations rely on a real-time formulation. Furthermore, studying the θ-
dependence of Yang-Mills observables is challenging, because this parameter appears
in the Euclidean Lagrangian with an imaginary factor which renders Monte Carlo
methods not convergent (a similar kind of “sign problem” famously occurs also at
finite baryon chemical potential in Lattice QCD). For this reason lattice results are
limited to small values of θ, mainly to the first few non-trivial orders in the Taylor
expansion around θ = 0, as they are either analytically continued from imaginary
θ values, or obtained by computing certain correlators at θ = 0. For an account of
these issues see e.g. the excellent review [3].
A phenomenological, successfull approach to non-perturbative physics is provided
by effective field theories. In the context of QCD, notable examples are the chiral
Lagrangian for chiral symmetry breaking or the Nambu-Jona-Lasinio four-fermion
model for finite baryon chemical potential phases. These theories contain parameters
which are fixed through comparison with experiments or lattice results. Then, they
can offer notable insights and predictions, though still limited to the peculiar phases
they are built to describe.
A further, complementary approach, due to ’t Hooft [4], consists in replacing the
SU(3) gauge group with SU(N). The theory simplifies when N goes to infinity and
one can try to study it in a 1/N expansion. In this limit the perturbative series of
the gauge theory can be interpreted as a (yet to be determined) theory of relativistic
one-dimensional strings. The hope is that the non-perturbative features of the gauge
theory can be captured by means of a dual description involving such objects.
This idea was first concretely realized, even though for a peculiar case still far from
QCD or Yang-Mills, almost twenty years ago in the realm of string theory and
goes under the name of AdS/CFT, gauge-gravity duality, or holographic correspon-
dence [5, 6, 7]. It is based on a conjectured equivalence between classes of ordinary
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quantum field theories in d spacetime dimensions and quantum theories of gravity
(actually, string theories) in at least one dimension more. Despite a rigorous proof
for this equivalence is lacking, it is widely sustained by many theoretical evidences
in specific calculable examples. The correspondence provides also an explicit real-
ization of the holographic principle [8, 9], a conjectured property of quantum gravity
coming from black hole physics stating that a quantum field theory defined on the
boundary of a spacetime region contains the same amount of information as the
theory of gravity describing the interior.
In its original (and most understood) form, the correspondence relates a strongly
coupled supersymmetric conformal field theory (CFT) to gravity on an Anti de
Sitter (AdS) background. Notably, this map has soon been extended to non-
supersymmetric and non-conformal QFTs, including large N confining Yang-Mills
models [10].
A remarkable feature of the holographic correspondence is that it works as a duality:
suitably defined strongly coupled regimes in a (large N) quantum field theory are
mapped into the low energy, classical limit of the corresponding string description,
which is given by a classical theory of gravity. As a result, it is sometimes possible to
study the non-perturbative regime of a particular quantum field theory by solving
easier classical problems in a gravity setup. The duality maps QFT vacua into
corresponding gravity backgrounds and classes of gauge invariant operators into
gravity fields describing fluctuations around such backgrounds. Deformations of
QFT vacua can thus be accounted for in a precise way on the dual gravity side: for
instance, finite temperature is implemented by means of a black hole solution in the
dual description, and a finite density by giving a charge to such a black hole.
The holographic correspondence is well suited to study not only equilibrium physics,
where no “sign problem” is encountered, but also real-time processes. Unfortunately,
the models for which this approach can be systematically employed are limited to
idealized versions of realistic field theories. Despite this limitation, the correspon-
dence has given remarkable insights, at both the quantitative and the qualitative
level, on properties of strongly correlated systems realized in nature. In the realm of
high-energy physics, a paradigmatic example is provided by the transport properties
of the QGP, (see [11] for a review) while in condensed matter contexts, the corre-
spondence has given a novel perspective on strongly correlated phases of matter,
realizing models of high temperature superconductivity or strange metallic phases,
quantum Hall physics and so on (see e.g. [12] for a review).
With the aim of putting the holographic correspondence at work, in a setup which
is challenging using more conventional methods, in this thesis work we have focused
on the study of the θ-dependence in the large N Yang-Mills model due to Witten
[10]. Despite the fact that experiments suggest that the value of θ in real world QCD
should be very small (|θ| . 10−10), studying the θ-dependence in pure Yang-Mills
is interesting because it allows us to enlarge our knowledge on the ground state
structure of the theory and, from a more phenomenological perspective, because,
when quarks are included, it can provide relevant informations on the mass and the
interactions of the η′ meson. It is in fact known, from the large N resolution of a
particular issue in QCD known as the U(1)A problem, that this meson is sensible
to effects due to instantons in the pure Yang-Mills theory. Furthermore, it has been
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suggested (see e.g. [13, 14]) that a θ parameter can be locally effectively generated
in heavy ion collisions when the QGP is produced, yielding potentially detectable
effects.
In the limit in which its holographic dual description is given by classical gravity,
the QFT in [10] consists of an SU(N) gauge theory coupled to massive fields trans-
forming in the adjoint representation of the gauge group. Despite having different
field content (and different high energy behaviour), this model shares with realistic
SU(3) gauge theory all the main low energy features, such as confinement or mass
gap. Moreover, it displays, as it is expected for pure Yang-Mills for N > 2, a first
order phase transition at finite temperature, between the confined and a deconfined
(QGP-like) phase. Remarkably, all these properties can be studied analytically in
the large N and strong coupling regime using holography. Witten’s holographic
model of gluodynamics can also be extended by adding quarks to the description.
This enlarged version is known as Sakai-Sugimoto model [15] and is, at the moment,
the best attempt in constructing a string dual to large N QCD.
The first investigation of the θ-dependence in Witten’s model of holographic Yang-
Mills was made by the same Witten [16], who treated the gravity dual of the θ
term as a probe, i.e. without considering its backreaction on the original geometry.
This was enough to capture crucial features of the model (such as the expected
multibranched nature of the vacuum energy density [17] and the topological suscep-
tibility), up to the first non trivial order in the Taylor expansion around θ = 0. The
probe approximation, however, renders the analysis of the θ-dependence of various
interesting observables, like the string tension or the mass spectrum, not directly
accessible. Furthermore, by construction, it can only provide informations for small
values of θ.
For this reason, with the aim to go beyond this regime, we have considered the full
backreaction of the field dual to the θ term in the gravity background. After having
found the related gravity solution, we have realized that this already appeared in
the literature [18, 19], though a complete analysis of the physical features of the
model were missing.
With the aim of filling this gap, we decided to consider the θ-backreacted solution
and study, by means of holographic tools, the exact θ-dependence of various relevant
observables, some of which have been investigated for pure Yang-Mills on the lattice,
too. Examples are the fundamental string tension, the light scalar glueball mass and
the critical temperature Tc for deconfinement, which have all been computed to order
θ2 on the lattice [20]. In all these cases, at the same order, the observables in the
holographic model agree qualitatively with the lattice results. In particular, the θ2
corrections to the θ = 0 values are all negative: the θ term reduces the mass scales.
The ground state energy density, whose O(θ2) coefficient gives the topological sus-
ceptibility, has been computed on the lattice to order O(θ4) and qualitatively agrees
with the holographic results. The O(θ6) coefficient also has been considered on the
lattice [21, 22], but in that context it is not possible to determine its sign yet, as the
errors are still large.
Interestingly enough, the holographic results, being exact in θ, provide a benchmark
for higher order corrections in Yang-Mills. In the holographic model the above θ-
corrections are in fact just the first non trivial terms of powers of geometric series
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in (θ/N)2. The holographic model then predicts that the O(θ4) corrections to, for
instance, the string tension and the glueball mass, will be of positive sign. Anal-
ogously, the O(θ6) coefficient in the ground-state energy density is predicted to be
positive. It would be very interesting to improve the lattice precision in order to
check whether these predictions are actually realized in pure Yang-Mills.
As another notable feature, the holographic model precisely accounts for the ex-
pected invariance of the gauge theory observables under θ → θ + 2pi shifts. For
instance, the expected (see e.g. [23]) periodic structure of the (T, θ) phase diagram
with triple points where first-order phase transition lines meet, is explicitely realized.
In this thesis work we have also considered the θ dependence of a quantity for which
there are no lattice results yet, namely the entanglement entropy between certain
spatial regions and their complements. This non-local observable can in fact provide
non-trivial informations on the actual degrees of freedom of the confined phase of
the theory. Despite the actual computation of the entanglement entropy is out of
reach in interacting QFTs in d > 2 dimensions, holography has suggested a tool to
define (and compute) it for strongly coupled QFTs with a gravity dual [24]. For the
model we have focused on, we have considered two different geometries: an infinite
slab and a sphere. Both of them show, as the dimension of the entangling region
grows, a transition from “UV configuration” to a “IR configuration” [25, 26], with
a critical lenght for the transition which grows with θ.
Let us sketch the main structure of this work: in chapter 1 we provide some ba-
sic informations on string theory and focus on the first explicit realization of the
AdS/CFT correspondence: the duality between N = 4 Super Yang-Mills and a
string theory on a AdS5×S5 background. We will discuss how the main features of
the QFT side are mapped on the string side.
In chapter 2 we will describe how, by means of the correspondence, one can compute
some physical observables, implement a finite temperature and break scale invariance
and other symmetries. We will end by introducing Witten’s holographic large N
Yang-Mills model (without the θ term).
In chapter 3 we will first introduce instantons and see how they imply the appearance
of the parameter θ, and then describe the main physical effects of this inclusion in
Yang-Mills and QCD. The large N limit is also considered, and lattice results are
reported.
The original part of this work can be found in chapter 4. We will describe how
to include the θ term in Witten’s holographic Yang-Mills model and present the
dual gravity solution. Then we will focus on the θ-dependence of the ground state
energy density, the string tension, the critical temperature for deconfinement, the
light scalar glueball mass, the entanglement entropy.
The appendix contains our original computations bringing to the θ-backreacted so-
lution. They are performed using a different approach with respect to those adopted
in [18, 19] and thus provide a further check on the validity of the results reported
in those papers.
The results presented in this thesis, together with other interesting analysis, can
also be found in our preprint [27], which has been submitted to JHEP.
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Chapter 1
Strings and gauge-gravity duality
In this chapter we will introduce some basic facts about strings and branes. We
will start by the classical action of a relativistic string, and we will write down the
solution for a string propagating in Minkowski spacetime. Then, we will mention
what happens when one tries to quantize this system, and what happens at low
energies. D-branes and their action are discussed, too. This will lead us to present
the simplest example of gauge-gravity duality: the correspondence between a super-
symmetric 4-dimensional gauge theory and a gravity theory on a five-dimensional
Anti de Sitter spacetime AdS5. Since the gauge theory we are talking about is also
conformally invariant, this particular case is hystorically known as an example of
AdS/CFT correspondence.
The notions of string theory described in the first sections are largely inspired by
[28, 29]. For further details about strings and branes we address to standard books
as [30, 31, 32, 33].
1.1 The relativistic point particle
In order to introduce strings and branes, it is useful to start recalling some basic
facts of relativistic dynamics. Suppose we have a point particle of mass m, moving
in d-dimensional Minkowski spacetime. Its action is proportional to the curve lenght
S = −m
∫
γ
ds = −m
∫ τ2
τ1
dτ
√
ηµν
dxµ(τ)
dτ
dxν(τ)
dτ
, (1.1)
where γ is the trajectory along which the particle moves, ds is the “volume” element
induced on it and xµ(τ), with µ = 0, 1, ..., d−1, is a particular parametrization of the
particle world-line for τ ∈ [τ1, τ2]. The classical motion is obtained by minimizing
this action, i.e. finding the function xµ(τ) that is associated to the shortest curve.
Notice that the integral is manifestly invariant under reparametrization of the curve,
that is a smooth and invertible map τ → τ ′(τ).
One can construct another action which is classically equivalent, but has two ad-
vantages: it does not contain a square root and it can be used for the massless case,
too. It reads
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S =
1
2
∫ τ2
τ1
dτ e(τ)
(
x˙2(τ)
e(τ)2
−m2
)
. (1.2)
As we see it contains a new degree of freedom, the function e(τ), but not its deriva-
tive, because we do not want this new quantity to be dynamical and give other
degrees of freedom to the system. The equations of motion are the following
δS
δe(τ)
= 0 =⇒ x˙2(τ) + e(τ)m2 = 0 (1.3)
δS
δxµ(τ)
= 0 =⇒ d
dτ
(
x˙µ(τ)
e(τ)
)
= 0 . (1.4)
Once we substitute (1.3) into (1.4) we obtain the same equations of motion of the
previous action, so the two formulations are classically equivalent1. The massless
case is suddenly obtained by setting m = 0 in the action.
The reparametrization invariance under a transformation τ → τ ′(τ) is realized if we
assume that e(τ) transforms as a scalar tensor density of weight −1, that is
e(τ)→ e′(τ ′) =
∣∣∣∣∂τ ′∂τ
∣∣∣∣−1 e(τ) . (1.5)
The role of e(τ) is perhaps more understood if we call it e(τ) =
√−gττ (τ), with
gττ (τ) < 0, and rewrite the action using this substitution and the definition g
ττ =
1/gττ
S = −1
2
∫ τ2
τ1
dτ
√
−gττ (τ)
(
gττ (τ)(∂τx)
2 +m2
)
. (1.6)
Formally this looks like a theory of some free scalar fields xµ coupled with one-
dimensional gravity.
1.2 The relativistic string
String theory is built upon one proposal: the elementary constituents are not point-
like, but are small one-dimensional objects with typical lenght ls, called strings,
which can be both open and closed.
If we have at disposal a resolution which is much bigger than the string lenght,
we will not be able to detect the finite extension of the string: it will appear as a
point-like object. Since this corresponds to focusing on energies much lower than
1/ls, the usual point particle physics should be recovered in this limit as an effective
description.
A string propagating in time will sweep a two-dimensional surface Σ, as the point
particle sweeps a one-dimensional curve γ. We will refer to the surface Σ as the
world-sheet. A string can vibrate, and its vibrational modes can be associated at
1Notice that classical equivalence does not imply quantum equivalence, as in the quantum
theory all the configurations contribute, not only the solutions to the equations of motion
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low energies to certain polarizations of a point particle. For this reason string theory
contains, at the effective level, particles with different Lorentz quantum numbers
(different spin). The massless spectrum of open strings always contains a vector Aµ,
associated to a photon or more generally to a gauge boson. That of closed strings
always contains a graviton gµν . These features
2 are at the basis of the gauge-gravity
duality.
The following subsections are meant to provide a brief introduction to the classical
string action and its quantization. The reader interested in the low energy effective
description, the essential ingredient for introducing the duality, can go directly to
section 1.3.
1.2.1 Nambu-Goto action
Inspired by the point-particle case, it is natural to introduce the following action for
a classical relativistic string
SNG = −T
∫
Σ
dA = −T
∫
Σ
d2σ
√
−Γ(Xµ(σ)) =
∫
Σ
d2σ LNG(Xµ(σ)) , (1.7)
where Xµ are coordinates of the background d-dimensional Minkowski spacetime,
σα parameterize the surface Σ and Γ is the determinant of the metric Γαβ induced
on this surface
Γαβ = ηµν
∂Xµ(σ)
∂σα
∂Xν(σ)
∂σβ
. (1.8)
Notice that {α, β} = 1, 2 while {µ, ν} = 0, 1, ..., d− 1.
The signature of Γαβ is required to be {−,+} in every point, in order to preserve
causality. This means that at every point p ∈ Σ there is a basis for the two-
dimensional tangent space such that one vector is time-like and the other one is
space-like.
What we have defined is called Nambu-Goto action. It is simply equal to minus the
area of the world-sheet, multiplied by a factor T that has the dimension of (energy)2
and is called string tension. The latter can be expressed in terms of
α′ =
1
2piT
, (1.9)
that is called Regge slope, or still
ls =
√
α′ (1.10)
Ms =
1√
α′
, (1.11)
where the first quantity is the string lenght and the latter the string mass.
2Together with a so-called open-closed string duality: a closed string tree level (classical) am-
plitude, which has the shape of a cylinder, can also be seen (at quantum level) as an open string
loop.
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The Nambu-Goto action is invariant under world-sheet reparametrizations
σα → ξα(σβ) ,
analogous to the curve reparametrization of the point particle action. If we make
this kind of transformations, the space-time coordinates Xµ transform as a scalar
Xµ(σ)→ Xµ(σ(ξ)) . (1.12)
In addition to this world-sheet (internal) symmetry there is a global symmetry under
the action of the Poincare´ group, acting on the space-time coordinates as
Xµ → ΛµνXν + aµ , (1.13)
where Λ ∈ SO(d− 1, 1) and a is a constant d-dimensional vector.
As a string can be open or closed, the topology of the world-sheet Σ can be that of
a strip, or that of a cylinder. This fact is crucial when one defines the variational
problem, as one must fix some boundary conditions at initial and final time. Suppose
we find two world-sheet coordinates {τ, σ} ∈ [τ1, τ2]× [0, 2pi] such that in each point
∂/∂τ is a time-like vector and ∂/∂σ is a space-like vector. From now on we will
work with this hypothesis. Then, the boundary conditions are the two functions
Xµ(τ1, σ) and X
µ(τ2, σ) which are associated to the initial and final string profile.
In order to fix them, one has to impose
δXµ(τ1, σ) = δX
µ(τ2, σ) = 0 . (1.14)
Calling X˙µ = ∂τX
µ and X ′µ = ∂σXµ, the equation of motion for a string moving in
Minkowski background is the following
δSNG
δXµ
= 0 =⇒ ∂
∂τ
∂LNG
∂X˙µ
+
∂
∂σ
∂LNG
∂X ′µ
= 0 , (1.15)
supported by the condition
Xµ(τ, 0) = Xµ(τ, 2pi) (1.16)
for a closed string, or
∂LNG
∂X ′µ
δXµ
∣∣∣
σ=0,2pi
= 0 (1.17)
for an open string. Since ∂LNG/∂X ′µ can be interpreted as a momentum associated
to the string, we can imagine that this last equation is related to momentum con-
servation at the two ending points. For each direction µ and for each one of the two
points, one can decide to impose
• ∂LNG/∂X ′µ = 0 with arbitrary δXµ. This is called Neumann condition and
means that no momentum flows off the string at this boundary.
• δXµ = 0 with arbitrary ∂LNG/∂X ′µ. This is called Dirichlet condition and
means that the string endpoint cannot move along the direction µ. This con-
dition breaks momentum conservation.
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1.2.2 Polyakov action
As in the point particle case, we can define another classically equivalent action by
introducing a non-dynamical field. It is called Polyakov action and is given by
SP = −T
2
∫
Σ
d2σ
√−h hαβ Γαβ =
∫
Σ
d2σ
√−h LP (hαβ, Xµ(σ)) . (1.18)
The auxiliary field hαβ is a metric tensor with signature {−,+} on the world-sheet,
coupled with the scalar fields Xµ. The indices {α, β} are lowered and raised using
h. Again, this new field is not dynamical, as it appears with no derivatives. Fixing
a particular value of h, solution of the equation δSP/δh = 0, is the same as choosing
a particular world-sheet coordinate patch. The advantage in using SP instead of
SNG is the absence of the square root and the fact that SP is more useful when
one wants to quantize the theory using, for instance, the BRST method. The two
metrics h and Γ, both defined on the world-sheet, are in principle unrelated. In fact
Γ is the induced metric on Σ and thus depends on the shape of this surface and on
the background metric (that is η in our case), while h is an arbitrary field over Σ
that does not need any information about the background space. Only after using
the equation of motion for h these two quantities will be related.
Before discussing the equations of motion, let’s focus on the symmetries of Polyakov
action:
• Poincare´ invariance acting on the fields Xµ as a global symmetry by
Xµ → ΛµνXν + aµ
and leaving the metric h unchanged.
• Reparametrization (or diffeomorphism) invariance: we are able to redefine the
world-sheet coordinates σ → ξ(σ) as we want, leaving the action unchanged.
The Xµ transform as scalars
Xµ(σ)→ Xµ(σ(ξ))
while the metric h transforms as a rank-two tensor
hαβ(σ)→ ∂ξ
γ
∂σα
∂ξρ
∂σβ
hγρ(σ(ξ))
• Weyl (or conformal) invariance. This is a new feature of Polyakov action and
it is peculiar of dimension 2. A Weyl transformation acts on the metric as a
local transformation
hαβ(σ)→ Ω2(σ)hαβ(σ)
but leaves the coordinates {τ, σ} and the fields Xµ untouched. To see that this
is a symmetry, we simply notice that the two factors Ω2(σ) coming from
√−h
and from the inverse metric hαβ simplify. This only happens in two dimension:
in dimension D the quantity
√−h would take a factor ΩD(σ).
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Let us finally turn to the equations of motion:
δSP
δXµ
= 0 =⇒ ∂
∂σα
(√
−h(σ) hαβ(σ) ∂X
µ(σ)
∂σβ
)
= 0 (1.19)
δSP
δhαβ
= 0 =⇒ hαβ(σ) = f(σ)Γαβ(σ) , (1.20)
where the scalar function f(σ) is
f(σ) = 2 (hγρ(σ)Γγρ(σ))
−1 . (1.21)
From (1.20) we see that the two metrics must be conformally equivalent, and we
also notice that the function f(σ) never enters in the equation of motion for Xµ, as
Weyl symmetry would suggest.
1.2.3 Oscillator expansion
Polyakov action has a redundancy of degrees of freedom that we can eliminate by
choosing a particular gauge. Our auxiliary field is a symmetric tensor of rank two,
so it has three independent components. We can use diffeomorphism invariance to
fix two of them. For instance, we could make the choice
hαβ(σ) = e
2φ(σ) ηαβ , (1.22)
that is called conformal gauge. But we still are left with Weyl transformations: we
can use it to put φ(σ) = 0, so that
hαβ(σ) = ηαβ , (1.23)
and we end up with a flat two-dimensional metric on the world-sheet. This choice
completely fixes the gauge freedom we started with, but remember that we still
have at disposal global gauge transformations corresponding in our case to global
diffeomorphisms, or linear transformations
σα → ξα(σβ) =Mαβ σβ , (1.24)
with M a constant matrix.
Polyakov action in conformal gauge reads
SP =
T
2
∫
dτdσ (X˙2 −X ′2) , (1.25)
and varying it we obtain the following equations of motion
(∂2τ − ∂2σ)Xµ(σ) = 0 , (1.26)
supported by the ending points conditions (1.16) or (1.17). But this is not the end
of the story. We still have to check that equation (1.20) is solved.
The variation of the action with respect to the background metric is proportional
to the energy-momentum tensor, defined by
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Tαβ(σ) =
1√−h
δSP
δhαβ(σ)
. (1.27)
In order to satisfy (1.20) we have to impose Tαβ = 0. In conformal gauge we obtain
X˙ ·X ′ = 0
X˙2 +X ′2 = 0 , (1.28)
that can be equivalently expressed by
(X˙ ±X ′)2 = 0 . (1.29)
The canonical momentum is
Πµ =
∂LP
∂X˙µ
= TX˙µ , (1.30)
and we can also compute the Hamiltonian
H =
∫
dσ (X˙ · Π− LP ) = T
2
∫
dσ(X˙2 +X ′2) . (1.31)
Le us now use a global transformation of the same type as (1.24) and define the
light cone coordinates
σ± = τ ± σ , (1.32)
in terms of which
(∂σ+∂σ−)X
µ(σ+, σ−) = 0 =⇒ Xµ(σ+, σ−) = XµL(σ+) +XµR(σ−) , (1.33)
for arbitrary left and right moving perturbations XµL and X
µ
R. This is the most
generic solution to the wave equation.
We must now consider differently the case of closed and open strings.
1.2.4 Closed strings
If we have a closed string, the solution (1.33) must satisfy periodic conditions at the
endpoints
Xµ(τ, σ) = Xµ(τ, σ + 2pi) , (1.34)
and it is convenient to write it in terms of its Fourier expansion
XµL(σ+) =
1
2
(xµ + α′pµσ+) + i
√
α′
2
∑
n6=0
1
n
β˜µne
−inσ+ (1.35)
XµR(σ−) =
1
2
(xµ + α′pµσ−) + i
√
α′
2
∑
n6=0
1
n
βµne
−inσ− . (1.36)
This mode expansion is crucial when one tries to quantize the theory. Let us give a
few comments about it
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• The factors α′, 1/n are just for convention.
• The two functions do not satisfy periodicity individually, because of linear
terms in σ±, but their sum has no linear term in σ, so it is periodic.
• The variables xµ, pµ are associated to position and momentum of the center
of mass, as one can see by studying the Noether charges associated to trans-
lational invariance.
• The reality of the function Xµ(τ, σ) requires that
βµn = (β
µ
−n)
∗
β˜µn = (β˜
µ
−n)
∗
for the coefficients of the Fourier modes.
We notice that there is no relation between the right and left coefficients: their
propagations along a closed string would be independent. However, we still have to
impose (1.29). It provides physical constraints on the solution, that can be rewritten
in terms of the Fourier coefficients as
Ln =
1
2
∑
m
βn−m · βm = 0 , L˜n = 1
2
∑
m
β˜n−m · β˜m = 0 , (1.37)
where we defined βµ0 =
√
α′/2 pµ. The classical Hamiltonian can also be written in
terms of the Fourier coefficients and is the following
H =
1
2
∑
n
(β−n · βn + β˜−n · β˜n) = L0 + L˜0 . (1.38)
Because of (1.37) we require this quantity to be zero, and this gives the following
relation
M2 = −pµpµ = 4
α′
∑
n>1
β−n · βn = 4
α′
∑
n>1
β˜−n · β˜n , (1.39)
which is called mass-shell condition for closed strings. We see that the mass of the
string can be written using both left and right modes, and we have two equivalent
expressions to write it. The equation L0 = L˜0 is known as “level matching” condition
and will play an important role in the quantum theory.
1.2.5 Open strings and D-Branes
For open strings we set σ ∈ [0, pi]. We know that in this case we must satisfy bound-
ary conditions (1.17) at the two endpoints σ = {0, pi}. We can choose Neumann (N)
or Dirichlet (D) conditions, imposing at the endpoints X ′µ = 0 (N) or Xµ = cµ (D),
with cµ a constant vector.
Let us take again the mode expansion, changing only a factor 2 in the definition of
the momentum pµ for later convenience
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XµL(σ+) =
1
2
xµ + α′pµσ+ + i
√
α′
2
∑
n6=0
1
n
β˜µne
−inσ+ (1.40)
XµR(σ−) =
1
2
xµ + α′pµσ− + i
√
α′
2
∑
n6=0
1
n
βµne
−inσ− , (1.41)
Choose a direction µ = µ¯ along which we have (N). Then we find βµ¯n = β˜
µ¯
n and
X µ¯(τ, σ) = xµ¯ + 2α′pµ¯τ + i
√
2α′
∑
n6=0
1
n
βµ¯ne
−inτ cos (nσ) . (1.42)
We see that in this case the left and right moving perturbations cannot be indepen-
dent. This in understood intuitively as a left moving wave becomes a right moving
after bouncing at the edge of the string. If one has (N) in every direction, the
classical Hamiltonian can again be computed in terms of oscillators and, defining
βµ¯0 =
√
2α′pµ¯, it reads
H =
1
2
∑
n
β−n · βn = 1
2
∑
n
β˜−n · β˜n , (1.43)
Now we can turn to the Dirichlet case. Suppose we have (D) along the direction
µ = µˆ. It is straightforward to find that we must require βµˆn = −β˜µˆn . This can be
interpreted as a destructive interference, in order to have a zero at the edges. The
solution reads
X µˆ(τ, σ) = xµˆ1 + (x
µˆ
2 − xµˆ1)
σ
pi
+ i
√
2α′
∑
n6=0
1
n
βµˆne
−inτ sin (nσ) , (1.44)
where xµˆ1 , x
µˆ
2 are the fixed coordinates of the edge points. Along these directions we
define the quantity βµˆ0 = (x
µˆ
2 −xµˆ1)/(pi
√
2α′) and, if all the coordinates µ are subject
to Dirichlet condition, the classical Hamiltonian is given by
H =
1
2
∑
n
β−n · βn = 1
2
∑
n
β˜−n · β˜n , (1.45)
We can, as for closed strings in equation (1.37), define Ln, L˜n. The constraints (1.29)
can again be written as Ln = L˜n = 0, and the Hamiltonian is given by H = L0 = L˜0.
The mass-shell condition for open strings is
M2 =
1
α′
∑
n>1
β−n · βn = 1
α′
∑
n>1
β˜−n · β˜n , (1.46)
where now the mass of the string is composed of two pieces
M2 = −pµ¯pµ¯ + (x
µˆ
2 − xµˆ1)2
(2piα′)2
, (1.47)
the first can be thought as the kinetic term along Neumann direction and the latter
as the potential of a stretched string.
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Figure 1.1: Open strings attached to a D-brane.
Suppose we have (N) for some specific coordinates and (D) for the others, for instance
let us choose, at σ = {0, pi},
X ′µ¯ = 0 for µ¯ = 0, ..., p , δX µˆ = 0 for µˆ = p+ 1, ..., d− 1 .
With this choice we have explicitely broken Poincare´ symmetry with pattern
ISO(d− 1, 1)→ ISO(p, 1)× SO(d− p− 1)
because we are fixing the endpoints of our string to live in a (p + 1) dimensional
surface.
If we want to keep the possibility of choosing Dirichlet conditions, we are obliged to
consider this subspace as a dynamical object where momentum can flow or can be
released. We shall call this object a D-brane (the D here stands for Dirichlet) or Dp-
brane if we want to specify the number of its spatial dimensions. String endpoints
can move along their p spatial directions3 but can never leave the D-brane they
are attached to (Figure 1.1 is a pictorial representation). If we choose Neumann
conditions in all directions, we will say that we have a space filling brane. Open
strings cannot end up in free space, they must always be attached to a D-brane.
Notice also that we have discussed the case of an infinite flat D-brane, but in general
one can suppose them to be curved objects.
1.2.6 Quantization of a string
Having the expressions for the classical Hamiltonian of a string written in terms
of oscillator coefficients, we can proceed to quantization. We just have to promote
the fields Xµ and their momenta Πµ to quantum operators satisfying the equal-time
commutation relations
[Xµ(τ, σ),Πν(τ, σ
′)] = i δ(σ − σ′)δµν
[Xµ(τ, σ), Xν(τ, σ′)] = [Πµ(τ, σ),Πν(τ, σ′)] = 0 (1.48)
and translate these into commutation relations for the fields xµ, pµ, βµn , β˜
µ
n . We find
[xµ, pν ] = i ηµν
[βµn , β
ν
m] = [β˜
µ
n , β˜
ν
m] = nδn,−m η
µν (1.49)
3We are supposing to always choose Neumann condition for the time coordinate, even though
there is an interpretation in string theory also for an object that has a fixed time coordinate.
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with all the other commutators set to zero. The commutator for xµ, pµ is what we
expect from the position and momentum operator of the string center of mass. The
commutators for the β are almost like those of harmonic oscillators, we just have to
do a slight redefinition: if we take
bµn =
βµn√
n
, bµ−n =
βµ−n√
n
(1.50)
we recover the usual oscillators algebra
[bµn, b
ν†
m ] = δnm η
µν
having also recalled the reality condition for the Fourier coefficients. We can do the
same thing for the β˜, and define the operators b˜ in the same way. Notice that we
have two towers of excitations, the left and right moving ones.
We can now start building the Fock space of a single string. In order to do so we
define the vacuum state |Ω〉 by imposing
bµn|Ω〉 = 0 = b˜µn|Ω〉 . (1.51)
Note that the vacuum of a single string should have another degree of freedom,
coming from the operators x, p. If we want to keep translational invariance, we
must admit that the vacuum is an eigenstate of pµ, which is a vector operator with
continuum spectrum, so that the vacuum of a single string actually is a state |Ω, p〉,
where p is a conserved quantity in absence of interactions. The excitations of this
state are obtained acting on it with the creation operators bµ†n , b˜
µ†
n and in this way
we span the Fock space of the theory. A generic state can be written as
(bµ1†1 )
nµ1 (bµ2†2 )
nµ2 ...(b˜ν1†1 )
nν1 (bν2†2 )
nν2 ...|Ω, p〉 , (1.52)
and we note that, since the creation operators carry a Lorentz index, we obtain
states of arbitrary high (integer) spin. If we are not able to detect the string finite
dimension we should interpret such states as point particles, which by definition are
eigenstates of spin and energy. We see that string theory intrinsecally contains an
infinite set of species with arbitrarily high spin.
For closed strings, a state must satisfy the level matching condition, see equation
(1.39). This requires that ∑
n>1
n b†n · bn =
∑
n>1
n b˜†n · b˜n , (1.53)
where the operators Nn = b
†
n · bn and N˜n = b˜†n · b˜n count the number of excitations
for a certain n. If we limit ourselves to the level n, we see that a closed string state
must contain the same number of left and right excitations.
The scheme used up to now is called covariant quantization, we are not choosing a
particular Lorentz frame. But as in QED, when one wants to quantize in Lorentz
gauge, we end up with a Fock space with negative norm states, known as ghosts.
This can be seen by choosing the polarization vector ζµ and, for instance, the open
string state
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(ζ · b†1)|Ω, p〉 = |ζ, p〉 =⇒ 〈p, ζ|ζ, p〉 = ζ2〈p,Ω|Ω, p〉 , (1.54)
which has negative norm if we take ζ to be timelike. To have a well-defined theory,
these states must decouple in some way.
The quantities Ln, L˜n are promoted to quantum operators, too. The usual normal
ordering prescription that all annihilation operators go on the right does not give
problems for Ln and L˜n, n 6= 0. However, since βµn and βµ†n do not commute, the
operators L0 and L˜0 are defined modulo an infinite constant (corresponding to the
vacuum energy of the harmonic oscillators) that can be regulated and give a finite
contribution. Let us call a this quantity, so that L0 → L0−a (and the same for L˜0).
This means that the mass-shell condition, and thus the spectrum of the theory, is
affected by this constant. In particular one finds for open strings
M2 =
1
α′
(∑
n>1
β†nβn − a
)
, (1.55)
and for closed strings
M2 =
4
α′
(∑
n>1
β†nβn − a
)
. (1.56)
Classically, gauge invariance imposes the constraints Ln = L˜n = 0. At quantum
level, as for QED, we require these equations to be valid only on physical states
|phys〉. Remembering also the appearance of the arbitrary constant a we impose
(L0 − a)|phys〉 = (L˜0 − a)|phys〉 = 0
Ln|phys〉 = L˜n|phys〉 = 0 , n > 0 . (1.57)
Let us consider these constraints for the open string states |ζ, p〉 defined in (1.54).
Since the vector ζ rotates under the Poincare´ group, these states belong to the same
Lorentz multiplet. The only nontrivial equations come from L0 and L1, and are
(L0 − a)|ζ, p〉 =⇒M2 = 1− a
α′
L1|ζ, p〉 =⇒ k · ζ = 0 . (1.58)
We choose a = 1, as this implies the decoupling of the ghosts from the physical
states. In fact this particular choice gives M2 = −k2 = 0, and the constraint
ζ · k = 0 removes two possible polarization for the vector ζ, and in particular the
temporal one. Furthermore, since the physical states are those such that k · ζ = 0,
we see that a state with polarization ζµ + λkµ is equivalent to ζµ. This means that
choosing a = 1 we have a massless vector with an associated gauge invariance: the
first excited multiplet of an open string describes a photon.
The above analysis can be extended for closed string. For a = 1 the first excited
level is composed by the massless states
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bµ†1 b˜
ν†
1 |Ω, p〉 , (1.59)
transforming as a rank two tensor. Its irreducible representations are the traceless
symmetric part, the graviton gµν , that we associate to a metric field
4, the antisim-
metric part Bµν which is known as the Kalb-Ramond field, the trace φ. called the
dilaton. The constraints give the appropriate gauge invariance for these fields.
There are also other motivations for choosing a = 1, as the preservation of Weyl
symmetry on the world-sheet (it is a local symmetry and cannot be anomalous) or
avoiding the breaking of Lorentz symmetry. These requests all bring to the same
value. But there is more: one can show that fixing this constant imposes a constraint
on the dimension d of the spacetime. In the context we are discussing, that of a
bosonic string theory, a = 1 implies d = 26. This is the number of spacetime
dimensions in which bosonic strings must live.
Higher excitations (levels with n > 1) are all massive, with mass proportional to
Ms = 1/
√
α′, while the ground state, in both the open and the closed string case,
has a negative squared mass. This means that one of the particles in the spectrum
is a tachyon. This problem can be avoided by adding fermions.
In order to include fermions in our description, one can use supersymmetry: a set of
transformations that rotates bosons into fermions and viceversa. Implementing this
invariance is the subject of superstring theory, of which we only collect some facts,
without discussing further details:
• The critical dimension for superstring theory is d = 10.
• The lowest level states are massless, and higher excitations all have mass pro-
portional to Ms. For this reason, the latter can be decoupled at low energies.
There are no tachyons in the spectrum.
– For closed strings, in the bosonic sector, the excitations are still con-
strained to obey the level matching condition, and for this reason we still
find the graviton gµν , the two form Bµν , the dilaton φ.
– For open strings we must distinguish between modes parallel and orthog-
onal to the D-brane they are attached to. In the first case, for an observer
that lives on the D-brane (and has no access to the other dimensions), the
lowest lying bosonic modes have spin 1, and are associated to a photon
A. In the second case, the same observer will see in the bosonic sector
scalar excitations which form a vector under the SO(d− p− 1) group of
rotations transverse to the brane: this invariance is seen as an internal
global symmetry.
• While bosonic string theory is unique, when one includes fermions there are
some discrete choices that one can make. According to which choice we do, we
can give rise to five classes of string theory: type I, type IIA, type IIB, heterotic
SO(32), heterotic E8×E8. Later developments revealed that actually they all
4There are arguments that any theory of interacting spin two field is equivalent to general
relativity, see for example [34, 35].
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come from one theory, after dimensional reduction (and non-trivial dualities).
This theory is called M -theory and is defined in d = 11 dimensions. We will
focus on type II closed string theory, which contain, in the bosonic sector, also
a certain number of extra fields (p-forms).
1.3 Strings at low energies: effective actions
At energies µ  Ms one can “integrate out” all the massive excitations of strings
and write an effective theory. All the dynamics is played by the massless excitations
coming from both closed and open sectors.
1.3.1 Closed string sector
Let us come back to the Polyakov action. We have introduced it in empty Minkowski
space, but using perturbative string theory it is possible to find out how this ac-
tion should be written in a more general background, containing a superposition of
massless excitations coming from the closed sector.
On a curved background with metric gµν(X
µ), and in presence of the other massless
fields B, φ, the answer is
SP = −T
2
∫
d2σ
√−h
(
hαβ∂αX
µ∂βX
νgµν(X)+
+i Bµν(X)
αβ∂αX
µ∂βX
ν + α′φ(X)R(2)
)
. (1.60)
Here  is the antisymmetric tensor in 2 dimensions and R(2) is the Ricci scalar of
the world-sheet metric. Since the string excitations come from the Xµs, we could
view the fields g,B, φ as a collection of coupling constants. The second term tells us
that a string is “electrically charged” under the form B5, while the last one is much
delicate, as it classically violates conformal invariance, spoiling the consistency of
the theory. This is related to the fact that, in order to have a good quantum theory,
local symmetries must be preserved. The key for preserving Weyl symmetry is the
fact that the dilaton term contains α′. This quantity is also the parameter that
appears in the loop-expansion of the theory (remember that T = 1/2piα′), so a
classical term containing α′ can be compensated by one-loop effects.
The breaking of conformal symmetry is encoded in the beta functions for the cou-
plings of the theory
5As the point particle couples to a gauge one-form connection, a p-brane couples to a (p+ 1)-
form: the term we are discussing is the 2 dimensional analogue (written by means of an auxiliary
metric field) of
∫
γ
dxµAµ, where γ is the world-line of a point particle.
24
β(g) =µ
∂g(µ)
∂µ
β(B) =µ
∂B(µ)
∂µ
β(φ) =µ
∂φ(µ)
∂µ
. (1.61)
A theory is conformally invariant if all these functions are zero, and one says that
the couplings do not run under the renormalization group (RG) flow. Theoretically,
one could compute them at every order in α′. These will become a set of equations
for the fields gµν , Bµν , φ. Suppose we have the answer at one loop level (first order
in α′). The next step would be to write an action that gives them as equations of
motion. This will be the low energy effective action of the theory and reads, for the
bosonic string (d = 26)
1
2k20
∫
ddx
√−g e−2φ
(
R− 1
12
H2 + 4(∂φ)2
)
, (1.62)
where (∂φ)2 = gµν(∂µφ)(∂νφ), and the quantity H = dB is the three-form field
strenght associated to the string gauge potential B. By H2 we mean the product
HµνρH
µνρ. What one obtains is, at this order of approximation, very similar to clas-
sical gravity coupled with other fields. The constant k20 has dimension (lenght)
(d−2)
and is related to Newton’s constant GN in d dimensions.
We introduce the expectation value
gs = 〈eφ〉 , (1.63)
and sometimes, for convenience, we only write the fluctuation around this value
eφ = gs e
φ˜ . (1.64)
The dimensionless quantity gs turns out to be the string coupling, entering in the
scattering amplitudes that one computes in perturbative string theory. It is not
an independent parameter of the theory but the vacuum expectation value of a
field, so it is dynamically determined. String perturbation theory has two expansion
parameters: the string coupling gs and α
′. The first takes into account the quantum
effects, the latter the coupling with massive string modes.
IIA and IIB supergravity actions
We will work with IIA and IIB supergravity effective theories, both coming from
closed superstrings and obtained in the same way we have described above. The
main difference between their field content and that of the bosonic string is the
presence of additional gauge k-forms Ck and field strenghts Fk+1. It is important to
mention that we only have k odd in IIA and k even in IIB.
The bosonic part of type IIA action is given by
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SIIA =
1
2k20
∫
d10x
√−g
[
e−2φ
(
R− 1
12
H2 + 4(∂φ)2
)
+
− 1
4
(F2)
2 − 1
48
(F4)
2
]
− 1
4k20
∫
B ∧ dC3 ∧ dC3 , (1.65)
where F4 = dC3 + H ∧ C1, F2 = dC1 and 2k20 = (2pi)7l8s . A remarkable feature of
this action is that it can be obtained from the unique 11-dimensional supergravity
action after compactification. We will come back to this issue in the next chapter.
The bosonic part of type IIB action is the following
SIIB =
1
2k20
∫
d10x
√−g
[
e−2φ
(
R− 1
12
H2 + 4(∂φ)2
)
+
− 1
12
(F3 + C0 ∧H)2 − 1
2
(F1)
2 − 1
480
(F5)
2
]
+
+
1
4k20
∫ (
C4 +
1
2
B ∧ C2
)
∧ F3 ∧H , (1.66)
where F3 = dC2, F5 = dC4 +H ∧ C2, F1 = dC0.
In both cases, the actions are supplemented by fermionic terms which we always
(consistently) put to zero. Supersymmetry requires the field strenght F5 to be self
dual, a constraint to be imposed on-shell.
Einstein frame and string frame
The first term in (1.62) is something similar to Einstein-Hilbert action, the one we
know from classical gravity, but has a different factor e−2φ. We would like to make
some definition in order to write it the standard way. We will use the following fact:
calling g = e−2ωg˜µν we have for the Ricci scalars
R = e2ω R˜+ 2(d− 1) ω + (d− 2)(d− 1)∂µω ∂µω , (1.67)
and with the choice ω = −2φ/(d− 2) we find
S =
1
2k20
∫
ddx
√
−g˜
(
R˜+ ...
)
, (1.68)
that is Einstein-Hilbert action plus other terms involving other fields. What we
have done is just a redefinition, not really an active transformation: this new action
does not contain new physics. This choice for the metric is referred to as a choice
of frame. If we choose g we talk of string frame, if we choose g˜ we will say that we
are in Einstein’s frame.
1.3.2 Open string sector: D-brane effective actions
We mentioned that open strings are attached to dynamical hyperplanes called D-
branes, and any dynamical object should have its own action. If we have a brane of
dimension p, we could guess that its action is, in Minkowski space
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S = −Tp
∫
dp+1ξ
√−γ , (1.69)
where γαβ is the induced metric on the D-brane
γαβ =
∂Xµ
∂ξα
∂Xν
∂ξβ
ηµν , (1.70)
and Tp is the tension of a Dp-brane, which turns out to be equal to
Tp =
1
(2pi)pα′(p+1)/2
=
1
(2pi)plp+1s
. (1.71)
The quantity in (1.69) is called Dirac action.
As for the closed string sector, we will write down how this action must be written
when one considers a background containing the low energy modes, i.e. the gauge
field A living on the D-brane (coming from excitations of open strings), the metric
field g, the dilaton φ, the form B. The answer is the following
SDBI = −Tp
gs
∫
dp+1ξ e−φ˜
√
− det(γαβ + 2piα′Fαβ +Bαβ) , (1.72)
that is called Dirac-Born-Infeld (DBI) action. In order to obtain it, one has to
impose preservation of Weyl invariance again, general covariance, and preservation
of gauge invariance. γαβ is again the induced metric, but now with the substitution
ηµν → gµν
γαβ =
∂Xµ
∂ξα
∂Xν
∂ξβ
gµν , (1.73)
while Bαβ is the pullback of the B form to the D-brane world-volume
Bαβ =
∂Xµ
∂ξα
∂Xν
∂ξβ
Bµν . (1.74)
We see from (1.72) that the effective tension of a D-brane scales with g−1s : for this
reason it is a non-perturbative object of the theory, like a soliton or a monopole.
A string is a source for a gauge connection two-form B and is also electrically charged
under it. The same happens for a point particle, like an electron, which is a source
for an electromagnetic field one-form and at the same time is charged under it.
The D-branes we are describing do the same: there exist forms Cp+1, sourced by
Dp-branes and coupling to them as
Tp
∫
Dp
Cp+1 . (1.75)
Notice that the fundamental charge of the Dp-brane is equal to its tension. The
low energy action should contain these forms, and it does indeed: it contains a sum
involving the previous and further differential forms, appearing to preserve gauge
invariance. We call these terms SCS and refer to them as Chern-Simons terms
SCS = Tp
∫
Dp
e2piα
′F+B ∧
∑
q
Cq . (1.76)
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This is only a formal sum: not all terms coming from the expansion of the expo-
nential and not all the Cq in the sum will contribute, because the integration must
be done over the (p+ 1)-dimensional worldvolume of the Dp-brane. We recall that
we can integrate only (p+ 1)-forms over (p+ 1)-dimensional domains. The terms in
SCS only involve differential forms, they do not need a metric. Moreover, they are
topologically invariant (not sensible to continuous deformations of the fields, but
only to global properties of their configuration). We will give more details of these
facts when we will talk about instantons in gauge theory. All in all, the effective
action for a Dp-brane is6
SDp = SDBI + SCS. (1.77)
Suppose we have N coincident D-branes. Then, roughly speaking, the excitations of
open strings attached to the D-branes would carry two other indices a, b = 1, 2, ..., N ,
called Chan-Paton factors, telling for each endpoint what D-brane the string is
attached to. The gauge fields in the massless open string sector are then matrices
(Aα)
a
b , that look like gauge connections associated to a U(N) group. This is indeed
the case, the excitations living on N coincident D-branes can be associated to a
non-abelian gauge theory. The extension of the DBI action to non-abelian gauge
symmetry is not really well known, apart from its quadratic term in α′, that reads
(in flat space)
SDBI = −Tp
gs
[ (2piα′)2
4
∫
dp+1ξ e−φ˜ Tr
[
FαβF
αβ + (...)
]
+O(α′4)
]
. (1.78)
Notice that this action contains a Yang-Mills term, and the neglected part involves
the field B, but we are not interested in it. The term SCS can be enhanced to the
non-abelian case, too, and is formally given by
SCS = Tp
∫
Dp
Tr
[
e2piα
′F+B ∧
∑
q
Cq
]
. (1.79)
The traces are taken in the fundamental representation, and we recall that Tp is
defined in (1.71)
We conclude this section saying that when one deals with superstrings and looks for
the low energy effective theory on a set of N coincident D-branes, the gauge theory
one finds is a U(N) supersymmetric theory, called Super Yang-Mills (SYM). This
theory contains, together with F , all its superpartners.
1.4 Supergravity p-brane solutions
The IIA and IIB supergravity actions (1.65) and (1.66) admit solutions which have
nonzero metric gµν , dilaton φ and gauge form Cp+1, while the other gauge forms are
put to zero. These solutions are interpreted as sourced by extended solitonic objects,
carrying energy and charge under a Cp+1 form (see [36, 37, 38, 39] and references
therein) and are known as p-branes, where p denotes the number of spatial dimen-
sions of the source. As we mentioned at the end of section 1.3.1, the dimensionality
6We neglect curvature couplings, see e.g. [29] for an account.
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of the possible gauge forms Cp+1 depends on the type of supergravity we are consid-
ering. For type IIB we only have p odd, and this means that only odd-dimensional
p-branes can exist. Instead, in type IIA we only find even-dimensional p-branes.
General requests from general relativity (GR), in particular the absence of naked
singularities, impose an inequality involving the energy and total charge of a p-brane.
This inequality reads
M ≥ N
(2pi)pgsl
p+1
s
, (1.80)
where M is the mass (total energy) of the system and N ∈ N is the total quantized
charge. When this bound is saturated we talk about an extremal p-brane, an object
whose energy is proportional to the charge. If the mass M is bigger than the bound,
we speak of a non-extremal p-brane.
The gravity solutions obtained from an extremal, flat, infinite p-brane with charge
N is the following
ds2 = Hp(r)
−1/2 ηµνdxµdxν +Hp(r)1/2 (dr2 + r2dΩ29−p−1)
e2φ = g2s Hp(r)
(3−p)/2
Cp+1 = g
−1
s (Hp(r)
−1 − 1) dx0 ∧ ... ∧ dxp , (1.81)
where the function Hp(r) is given by
Hp(r) = 1 +
dp(2pi)
p−2gsNα′(7−p)/2
r7−p
, dp = 2
7−2ppi(9−3p)/2 Γ
[
7− p
2
]
, (1.82)
and the field strenght Fp+2 satisfies the flux quantization condition
1
(2pils)7−p
∫
S9−p−1
∗Fp+2 = N , (1.83)
where ∗F is the Hodge dual field. This condition comes from the equation of motion
for the field Cp+1 coupled with the source and is the higher dimensional extension
of Gauss law.
The xµ directions are those parallel to the brane, r is the distance from them and
dΩ9−p−1 is the metric on the unit radius sphere S9−p−1. This description is ap-
propriate when the curvature is small with respect to the string scale. Moreover,
to suppress quantum corrections, one should keep the dilaton (the effective string
coupling) small. Let us look at the p = 3 case. It possesses a constant dilaton field,
which is small everywhere when gs  1. Computing the curvature radius one can
see that it is bounded from below and that the p = 3 supergravity solution is a valid
approximation when
1 gsN < N . (1.84)
For p 6= 3 the supergravity solution is not reliable everywhere in space, but only in
some localized region.
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The p-branes can be seen as higher dimensional extensions of Schwarzschild or Kerr
solutions: for this reason they are referred to as black p-branes. Like in the black
hole case, Poincare´ invariance of Minkowski vacuum is broken down to a subgroup,
for instance we see that a flat p-brane in d dimensions breaks ISO(d − 1, 1) →
ISO(p, 1)× SO(d− 1− p).
A crucial discovery, due to Polchinski [40], was the realization that Dp-branes pro-
vide the natural microscopic description to the sources of the p-brane background. In
particular, a stack of N parallel coincident Dp-branes in 10-dimensional Minkowski
spacetime has precisely N units of electric charge under the Cp+1 form. The dual
nature of a D-brane, which can be seen as a surface where open strings are attached
to and as a source of closed strings, is at the basis of the holographic correspondence.
1.5 The AdS/CFT correspondence
Suppose we have in type IIB superstring theory a system of N coincident and ex-
tremal D3-branes. The quadratic part of the DBI action for p = 3 is given by
−(2piα
′)2T3
4gs
[ ∫
3+1
d4ξ e−φ˜ Tr[F 2 + (...)] +O(α′2)
]
. (1.85)
The complete Lagrangian describes a supersymmetric theory called N = 4 Super
Yang-Mills (SYM). The field content is, apart from the U(N) gauge connection
(Aµ)
a
b , made of 6 massless real scalars and 4 Weyl fermions transforming in the
adjoint of the gauge group, as F does. The important thing to mention is that this
theory is conformal: the β function for the gauge coupling, which turns out to be
dimensionless, is zero at any order in loop expansion and so there is no running. This
description is valid when string perturbation theory is reliable, i.e. when gsN  1
(the expansion parameter for N coincident D-branes is not gs but gsN) and the
fluctuation of the dilaton φ˜ is everywhere small [5, 41].
If gsN  1 the D-brane backreaction on the geometry cannot be neglected and the
N D3-branes are better described by the 3-brane solution
ds2 = H
−1/2
3 (r) dx
µdxµ +H
1/2
3 (r)
(
dr2 + r2dΩ25
)
H3(r) = 1 +
4pigsα
′2N
r4
eφ(r) = gs , (1.86)
supported by a field strenght C4 whose field strenght satisfies
1
(2pils)4
∫
S5
(∗F5) = N . (1.87)
The coordinates xµ parametrize the 3 + 1-dimensional worldvolume of the brane, r
is the distance from the brane, and dΩ25 is the line element of a sphere S
5.
These two descriptions are both contained in type IIB string theory, and one has to
use one or the other according to the value of gsN . Let us perform the low energy
limit α′ → 0 limit in both cases, and look what kind of modes survive.
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• D-brane picture (gsN  1)
At low energies µ  1/√α′, since the coupling of the gauge theory is dimen-
sionless and does not depend on α′, the open strings on the brane will remain
interacting and their massless excitations will describe a 4-dimensional N = 4
SYM gauge theory. The closed sector instead will decouple from the branes
(gravity is infrared free) and for this reason we also speak of a decoupling limit.
The system is made of free closed strings and a gauge theory on the branes.
• Gravity picture (gsN  1)
We have a description in terms of a curved spacetime with Minkowski bound-
ary conditions and a nonzero curvature in the “throat” (r → 0) region. Let
us operate the same decoupling limit in this case, too. When α′ → 0 there
will be free closed strings in the Minkowski asymptotic region. Closed strings
will however be interacting near the throat. In fact, even though most of the
closed string modes have a mass proportional to 1
√
α′, they do not decou-
ple in the throat due to the energy redshift caused by the warped geometry.
What we mean is that, since the energy µ(r) measured at a fixed r is re-
lated to the energy µ(∞) measured by an observer at infinity by the relation
µ(r)H
−1/4
3 (r) = µ(∞), a certain mode would appear to have lower and lower
energy for an observer at infinity.
These two descriptions are completely equivalent, and since in both cases we have
free closed strings, it is natural to identify the remaining pieces. This brings to the
idea that the closed string theory in the throat geometry must be identified with
the gauge theory on the branes.
According to the above discussion, the low energy limit in the supergravity solution
is performed by considering only the region near the throat. This can be done
by sending r → 0 and implies discarding of Minkowski boundary condition. The
resulting metric is
ds2 =
r2
α′
√
4pigsN
dxµdxµ + α
′√4pigsN(dr2
r2
+ dΩ25
)
, (1.88)
which turns out to be the metric of the product AdS5×S5. The first factor, involving
the coordinates {xµ, r}, is called Anti de Sitter space and is the maximally symmetric
vacuum solution of Einstein’s equations with a negative cosmological constant [42].
It has a constant negative curvature and a Lorentzian signature. The second factor
is a sphere, another space with constant but positive curvature, with Euclidean
signature7. The absolute value of their radius of curvature R is the same, and is
given by the relation
R2
α′
=
√
4pigsN . (1.89)
7In Lorentzian signature, the space with positive constant curvature is called de Sitter space
and is the solution of Einstein’s equations in vacuum with a positive cosmological constant. The
Euclidean space with negative curvature is the hyperboloid.
31
This particular example was studied by Maldacena in [5]. Looking at the result,
he proposed the following conjecture: four-dimensional N = 4 SYM and type IIB
string theory on AdS5×S5 are two equivalent descriptions of the same physics, and
for this reason they must be considered dual.
We now discuss the matching of the parameters. In the field theory side, we need
to specify the coupling constant gYM and the number of “colors” N . Equivalently,
we could use ’t Hooft coupling λ = g2YMN and N . In the gravity side, we need to
specify the background value of the dilaton gs and the radius of the two spaces R.
The standard Lagrangian for a 4-dimensional (Super) Yang-Mills theory is written
as
LYM = 1
2g2YM
∫
d4x TrF 2 + (...) . (1.90)
By means of (1.89), using (1.85) and the definition of T3, we can find the two relations
gs =
g2YM
4pi
,
R2
α′
=
√
g2YMN =
√
λ , (1.91)
The supergravity solution we have written is a good approximation when gravity
is weak, i.e. when the typical radius of curvature is much bigger than the string
lenght, R ls. This implies
λ = g2YMN  1 , (1.92)
and, remarkably, we see that this is a strong coupling condition for the dual gauge
theory. We will also ask the string coupling gs, and thus the dilaton, to be very
small, in this way we avoid quantum corrections coming from string interactions.
This request imposes that
N  1 . (1.93)
For this reason there will be no difference among U(N) and SU(N) gauge groups at
leading order in 1/N . Finally: the classical low energy limit of the string description
corresponds to the large N strong ’t Hooft coupling limit of a field theory.
There is another parameter, a relevant topic for our work, to match. Among the
Chern-Simons terms of the D-brane action, in the decoupling limit, another term
survives and reads
C0
∫
D3
d4x Tr[Fµν(∗F )µν ] . (1.94)
The constant value of the zero-form C0 (again, as in the dilaton case, this field has
no potential) is related to the θ-angle of the gauge theory. For this particular setup
with D3-branes we will from now on forget about the θ term. We will see how to
implement it when we will break conformal invariance and supersymmetry in order
to get a more realistic theory.
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1.5.1 Matching the symmetries
The nontrivial correspondence we have intoduced above passes some first immediate
checks. The first concerns the matching of the symmetries on both sides. The
background where the string theory is defined is AdS5×S5. Let us consider the AdS
factor, first. Using the so-called Poincare´ patch {r, xµ}, its metric is the following
ds2AdS =
r2
R2
dxµdxµ +R
2dr
2
r2
. (1.95)
In these units the radial variable r is a lenght. We shall call the surface r = 0 the
horizon8 and the surface r = ∞ the boundary. It is sometimes useful to use the
energy u = r/R2 or the lenght z = 1/u = R2/r. The metric, using these coordinates,
becomes
ds2AdS =R
2(u2dxµdxµ +
du2
u2
) = (1.96)
=
R2
z2
(dxµdxµ + dz
2) . (1.97)
The horizon is now at u = 0, z =∞, while the boundary is at u =∞, z = 0.
We see that we can think of AdS space as made by a slice of Minkowski space
for each value of the radial coordinate r (or u or z). Every Minkowskian slice is
multiplied by a warp factor depending on the radius: proper times of two local
observers living at different r will be different. With this view it is immediate to see
that AdS5 metric is symmetric under the action of the group ISO(3, 1) × R. The
first factor is Poincare´ symmetry on a slice, that we associate with traslational and
rotational invariance of the dual theory, since the xµ are directions parallel to the
branes, where the theory lives. The R factor is made of elements acting, for instance
in the variable u, in the following way
(xµ, u)→ (λxµ, u
λ
) . (1.98)
It is natural to identify this second factor with the scale invariance of the QFT.
We thus infere that looking at the Minkowski slices at different values of the radial
coordinate is the same as looking at the dual theory at different energy scales,
in particular small scales are associated to large values of the radial coordinate
and large scales to small ones. In other words, the radial coordinate is identified
with the renormalization group (RG) scale in the gauge theory. Since a QFT is
completely defined by an ultraviolet (UV) fixed point and an RG flow, one can
think that N = 4 Super Yang-Mills lies at the boundary of AdS5. The fact that
a transformation u → u/λ can be reabsorbed by a rescaling xµ → λxµ is just the
reflection of the fact that RG flow is trivial for the gauge theory we are considering,
and is peculiar of AdS space.
Actually, for the sake of simplicity, we were not precise: the group ISO(3, 1) × R,
which is manifest in (1.96), is actually only a subset of the full isometry group of
8This definition is chosen because the vector ∂/∂x0 has zero norm at r = 0, but notice that
this surface is not a true horizon, since its area is zero.
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AdS5 which is SO(4, 2). This can be easily seen by means of the extrinsic construc-
tion of AdS5. It is in fact the subspace
x2−1 + x
2
0 −
4∑
i=1
x2i = R
2 , (1.99)
embedded in a 6-dimensional space endowed with the following metric
ds2 = −dx2−1 − dx20 +
4∑
i=1
dx2i . (1.100)
Fortunately, the conformal group of a QFT is not only made by rotations, trasla-
tions and scale trasformations: it also contains other transformations, called special
conformal transformations, that enlarge the full group to SO(4, 2). We will not go
deep into this topic, and refer to [43] for more details. The endpoint of this analysis
is that the conformal group of the gauge theory precisely matches with the isometry
group of AdS5.
What about the S5 factor? The isometry group of this space is SO(6), locally
isomorphic to SU(4), and this symmetry is contained in the dual theory, too. It
corresponds to the group of internal transformations, called R-symmetry, related to
supersymmetry (again, we refer to [43] for more informations or to the standard
books on supersymmetry, such as [46]). It is not surprising that the S5 factor is
associated to internal (not related to space-time) degrees of freedom: an observer
living on the brane cannot see these extra dimensions and will interpret them as
“internal indices”, like flavour or color. This is a crucial fact, for the following
reason: if we are only interested in the trivial representation of this internal sector
(singlets of this group) then we will never meet an explicit dependence on these
extra coordinates. The S5 factor will affect the observables that we compute only
by some constant volume factors that can be absorbed in redefining the constants of
the gravity theory (for instance Newton’s constant) and we can reduce the gravity
theory to live only on the non-compact dimensions. We call this process dimensional
reduction.
1.5.2 Why holography?
We imagine that what we have found for N = 4 SYM is not the peculiarity of just
a single theory, and that it can be generalized. Suppose then to have a CFT in d
dimensions with a gravity dual. Since this theory has a trivial RG flow, the space
in which the gravity lives will be AdSd+1×M9−d for a certain M compact manifold
encoding internal symmetries of the theory, and this suggests the occurrence of
other AdSd+1/CFTd correspondences. We are saying that a CFT in d dimensions
is somehow equal to a gravity theory on a (d + 1)-dimensional space and this is
the reason for calling such duality “holographic”: it is in fact a realization of the
holographic principle.
The holographic principle [8, 9] is a supposed property of quantum gravity, stating
that the quantity of information (entropy) of a gravity system is proportional to the
area of its boundary and not to its volume, as in ordinary QFTs. This idea basically
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comes from black holes physics. Since energy (and thus information) can classically
disappear into a black hole, this object must be equipped with its own entropy. It
turns out that the entropy of a black hole is not proportional to its volume, but to
its horizon spatial area
SBH(γbh) =
A(∂γbh)
4GN
, (1.101)
where we used γbh to express the spatial region where the black hole lives. The
subscript BH stands for Bekenstein-Hawking, the people who derived this relation
[44, 45].
Given a spacelike region B, the maximal entropy that it can contain is equal to
the entropy of the biggest black hole fitting in it. This happens because, in order
to raise entropy, one needs to throw information in such a region and, in general,
information carries also energy: at the end we will form a black hole, and we can
make it grow until it completely fills the region. This brings to
S(B) ≤ S(B)(max) = A(∂B)
4GN
. (1.102)
This quantity is much smaller than the entropy of a local quantum field theory living
on the same domain B, which scales with the volume of the region. A QFT with
an entropy equal to S(B)(max) must be defined on the boundary, ∂B. This idea is
suitably realized in the context of AdS/CFT correspondence.
Let us apply the formula (1.102) to the AdSd+1 case, using the metric in the coor-
dinates u (which has dimension of an energy) and xµ, with µ = 0, 1, ..., d − 1 (see
equation (1.96)). The area of the spatial boundary of AdSd+1 is given by
A
(
∂AdSd+1|spatial
)
=
∫
x0fixed,r→∞
dd−1x
√
gd−1 =
∫
u→∞
dd−1x (uR)d−1 , (1.103)
where gd−1 is the determinant of the induced metric on the (d − 1)-dimensional
surface at fixed time and fixed u. This integral is divergent both because of the limit
u→∞ and because of the integration over the coordinates xi, with i = 1, ..., d− 1.
We introduce a cutoff Λ over the coordinate u and write the integral over the xi
coordinates as the spatial volume Vd−1. We thus find
S(AdSd+1) ∝ Vd−1
GN
(ΛR)d−1 . (1.104)
In the dual CFTd there are both UV and IR divergences, which must be cured
by putting it in a finite volume and by setting a lattice spacing a, which can be
identified in the gravity dual as Vd−1 and Λ−1. We can write the entropy of the CFT
as the number of spatial cells, given by Vd−1/ad−1 = Vd−1Λd−1, times the number of
degrees of freedom per site, which for an U(N) gauge theory is given by N2. We
obtain
S(CFTd) ∝ Vd−1Λd−1N2 , (1.105)
and upon identification S(∂AdSd+1) = S(CFTd) we get, up to numerical factors
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Rd−1
GN
∝ N2 . (1.106)
From this relation, which connects parameters of the two sides, we see that the
classical gravity approximation is reliable when
Rd−1
GN
 1 =⇒ N  1 . (1.107)
We address to [43] for a more detailed analysis.
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Chapter 2
Holography at work
We will give the formal details of the correspondence for the AdS case and tell what
are the prescriptions for computing observables on the CFT side. Then we will
show how to enlarge the correspondence, considering the finite temperature, non-
conformal and non-supersymmetric cases. In particular we will introduce Witten’s
background [10] dual to a non-supersymmetric large N Yang-Mills theory showing
confinement.
For more details and more computations we suggest the reviews [43, 47, 48, 49, 50, 41]
and references therein.
2.1 CFT correlators from AdS fields
Assume to have a CFT in dimension d. According to the AdS/CFT correspondence
its dual gravity description is given in terms of a spacetime whose non-compact part
is AdSd+1 space, with metric
ds2 = gab(x) dx
adxb = R2
(
u2dxµdxµ +
du2
u2
)
=
=
R2
z2
(dxµdxµ + dz
2) =
r2
R2
dxµdxµ +R
2dr
2
r2
(2.1)
We use latin indices for labelling the full set of AdS coordinates, while greek letters
µ, ν = 0, 1, ..., d − 1 will be used for the QFT slice. From the discussion in the
previous chapter, we know that the coordinate u is identified with the RG energy
scale of the dual QFT, and the boundary u→∞ corresponds to the UV region. We
will refer to the domain at finite value of the radial coordinate as the “bulk”.
The quantities one is interested to compute in the field side are connected correlators
between gauge invariant operators
〈O(x1)O(x2)...O(xn)〉c,
where O(x) is formally a function of the fundamental fields, which we call ψ. A
standard approach to compute these quantities is to take the bare Lagrangian and
perturb it with of a source term: a point dependent quantity ϕ(x) coupled to the
operator we are considering. The action will be modified in the following way
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S[ψ]→ S[ψ] +
∫
ddx ϕ(x)O(x) . (2.2)
Next we switch to Euclidean signature: this is obtained by Wick rotating the time
coordinate x0 → −iτ and by calling S(E) = −S. We then define the Euclidean
partition function
Z[ϕ] =
∫
[dψ(x)] e−S[ψ]
(E)
e
∫
ddx ϕ(x)O(x) , (2.3)
and the generating functional for connected correlators W [ϕ]
Z[ϕ] = e−W [ϕ] =⇒ W [ϕ] = − log (Z[ϕ]) . (2.4)
With these definitions
〈O(x1)O(x2)...O(xn)〉c = δW [ϕ]
δϕ(x1)δϕ(x2)...δϕ(xn)
∣∣∣∣∣
ϕ=0
. (2.5)
Going to an Euclidean formalism is useful to study equilibrium physics and to in-
troduce the finite temperature case. Real-time correlators are studied instead by
means of a description with Minkowski signature.
The introduction of sources can be implemented in the holographic correspondence.
We will use the fact that changing the value of a coupling in the field theory is
equivalent to change the boundary value of a gravity field. To motivate this, consider
again the D3-branes case: the coupling g2YM is associated to the value of the dilaton
field eφ when this is put on-shell by the equation of motion. Thus, changing the
value of the dilaton in the gravity side is equivalent to changing the value of the
gauge coupling on the field side: an off-shell dilaton is a source for the operator
TrF 2. Since the source must be included in the bare Lagrangian, the value of the
gravity field must be changed in the boundary. This leads to a natural proposal,
allowing us to define the correspondence quantitatively. Suppose that for a gauge
invariant operator on the CFT side we find the dual gravity field Φ, such that its
boundary value Φ|∂AdS acts as a source. Then, as proposed in [6, 7], the holographic
correspondence states that
Z[ϕ]CFTd = Zstring[Φ|∂AdSd+1 = ϕ] . (2.6)
Notice that the quantity on the right side must be interpreted as a sum over all
the field configurations with a fixed boundary condition, that is thus entering with
a functional dependence. The key fact that makes computations available in the
gravity side is that we can approximate the sum by taking its saddle-point ap-
proximation, sending N , λ to infinity. In this case the string partition function is
approximated by the exponent of the gravity action
Zstring[Φ|∂AdS] ' exp
(
− S(sugra)on−shell[Φ|∂AdS]
)
+O(1/N) +O(1/
√
λ) . (2.7)
Thus we can compute the CFT connected correlators by using
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〈O(x1)O(x2)...O(xn)〉c =
δS
(sugra)
on−shell[Φ|∂AdS]
δΦ|∂AdS(x1)...δΦ|∂AdS(xn) , (2.8)
that is, in this approximation the generator of connected Green’s functions of the
CFT theory is the on-shell supergravity action. This means that if we need a
n point function we must consider a Lagrangian with Φn coupling and solve its
equation of motion in a fixed background: the only technical difficulty becomes
solving differential equations with arbitrary boundary conditions.
Notice that this analysis does not tell how to pick the gravity field dual to a generic
CFT operator. This is possible only when one has enough knowledge of the two
theories. Nevertheless, symmetries could help. For instance, an abelian gauge field
Aa in the gravity theory should source a conserved current j
µ
Sc =
∫
∂AdS
ddx jµ(x)Aµ(x) , (2.9)
in such a way that this coupling term is invariant under gauge transformations on
a slice Aµ → Aµ + ∂µΛ, as ∂µjµ = 0. Another intuitive relation involves the metric
gµν in the gravity theory: it sources the symmetric rank-two tensor which is the
conserved current of the global translational invariance for the field theory. This
object is the energy-momentum tensor T µν and the coupling is the following
Sc =
∫
∂AdS
ddx T µν(x)gµν(x) . (2.10)
In general, every global symmetry in the gauge theory extends to a gauged sym-
metry in the bulk. The operators we will deal with are single-trace gauge invariant
operators. Multitrace operators correspond to multi-particle states in the bulk. No-
tice moreover that gravity fields can be dual to operators with spin up to 2. Higher
spin operators are dual to massive string states.
The scalar massive field
In order to put the fundamental relation (2.8) at work, let us compute the two point
function of a scalar gauge-invariant operator O dual to a scalar field Φ, following
the computation given in [47]. We will only need the quadratic term for Φ which
has, after Wick rotation, the form
S2[Φ] =
1
2k2
∫
AdSd+1
dd+1x
√
g [gab(∂aΦ)(∂bΦ) +m
2Φ2] , (2.11)
where the metric g is positive definite (Wick rotation in our notation brings ηµν to
δµν) and k
2 is some normalization depending on Newton’s constant and on details
of the dimensional reduction. After integrating by parts and using Stokes’ theorem
we find
S2[Φ] =
1
2k2
∫
z→0
ddx
√
ggzz Φ(∂zΦ) +
1
2k2
∫
AdS
dd+1x
√
g Φ(−+m2)Φ , (2.12)
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which is the sum of a boundary and a bulk term. In the first one we will have to
identify in some way Φ(z, x) with the source term Φ(x)|∂AdS in order to operate with
the functional derivative. The operator
 = 1√
g
∂a(
√
ggab∂b)
is the standard Laplacian in curved space, and we decided to use the variable z to
treat the boundary term. The classical equation of motion for the scalar free field
comes from the second term and is the Euclidean wave equation
(−+m2)Φ = 0 . (2.13)
Using this fact, we see that the on-shell action is equal to the boundary term com-
puted by means of a solution to (2.13). To solve this equation o the AdS background
metric (2.1) we will use translational invariance along the xµ coordinates, which sug-
gests the use of a Fourier basis
Φ(z, xµ) =
∑
k
eikµx
µ
Φk(z) . (2.14)
The equation for a single Fourier mode reads(
z2k2 − zd+1∂z(z−d+1∂z) +m2R2
)
Φk(z) = 0 . (2.15)
We remember that in our case the vector kµ has positive definite norm.
The equation above is a second order linear ODE, whose solution is written in terms
of modified Bessel functions
Φk(z) = CK(k)z
d/2Kν(kz) + CI(k)z
d/2Iν(kz) . (2.16)
The parameter ν depends on the mass, and is given by
ν =
√
(d/2)2 +m2R2 ≥ 0 .
The two coefficients must be fixed by imposing some conditions. This is done by
looking at the regions z →∞ and z → 0.
As one approaches the horizon (z →∞), the modified Bessel functions behave as
Kν(kz) ∝ e−kz Iν(kz) ∝ ekz , (2.17)
so it seems natural to require CI(k) = 0 in order to have a regular solution in the
bulk1.
Near the boundary z → 0, the two functions are approximated by
Kν(kz) ∝ z−ν Iν(kz) ∝ zν , (2.18)
but we have imposed CI = 0, so our solution near z = 0 has the form
1In real time for timelike kµ, these two behaviours are described in terms of oscillating exponen-
tials e±ikz. The choice which is suitable for computing retarded correlators is to take the solution
that falls into the horizon.
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Φk(z) = CK(k) z
d/2−ν + o(zd/2−ν) . (2.19)
For m2 > 0 this is a divergent behaviour, but this is something we could expect,
since the metric diverges in the boundary, too.
From our previous discussions, we know that the boundary behaviour of the solution
must be linked with the source term, namely Φ|∂AdS. The fact that this quantity
is divergent must not bother us, the divergence comes from the radial dependence,
that does not enter explicitely in a source field for the dual theory. It is natural to
write then, introducing an UV cutoff at z = 
Φ(z, x)|z= = d/2−ν Φ|∂AdS(x) ,
where Φ|∂AdS(x) is obtained by Fourier transform of the coefficients CK(k) and is
thus completely arbitrary and does not depend on the radial coordinate z. To
understand the meaning of the  dependence let us look at the coupling term
Sc =
∫
z=
ddx
√
γ() Φ(x)O(x) . (2.20)
Here the metric γ is the induced metric on a fixed z slice and its determinant is
equal to
√
γ() =
√
ggzz =
(
R

)d
. (2.21)
Using the leading behaviour (2.19) we find that, in order to make this quantity finite,
we must require
O(x, ) = d/2+ν O(x)(ren) , (2.22)
and we notice that the field O(x, ), near the boundary, has the same scaling of the
second solution, zd/2 Iν(kz). In a CFT, under the scale transformation x → αx,
a gauge invariant operator must transform in the following way in order to have a
symmetry
O(x)→ α∆ O(αx) , (2.23)
where the quantity ∆ is called scaling dimension of the operator O. Under the same
transformation in AdS spacetime, we know that if one scales the coordinate z as
z → αz the metric will remain invariant. This implies for the operator O(x)(ren)
O(x)(ren) → αd/2+ν O(αx)(ren) . (2.24)
It is natural then to state that the exponent d/2 +ν, which is equal to the exponent
in the leading behaviour of the second mode near the boundary, corresponds to
the scale dimension ∆ of the operator O(x). Computing the two point function
〈O(x)O(y)〉 we will find another evidence for this statement.
Let us now do the following “trick”. We fix the coefficients CK(k) in such a way
that Φk(z = ) = 1, namely
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Φk(z) = 
d/2−ν z
d/2Kν(kz)
d/2Kν(k)
. (2.25)
This implies that in coordinate representation, at z = , the boundary source term
will be a δd(x) and every solution with arbitrary boundary condition Φ|∂AdS at z = 
can be written by means of a convolution integral
Φ(z, x) =
∫
ddk
(2pi)d
ddy eikµ(x
µ−yµ)Φk(z) Φ|∂AdS(y) . (2.26)
We are now ready to write the on-shell action, equal to the boundary term in (2.12)
evaluated in terms of the boundary field defined in (2.26). The formal expression,
calling ϕ = Φ|∂AdS for shorthand, reads
S2[ϕ] =
1
2k2
∫
ddx1d
dx2 ϕ(x1)P(x1 − x2)ϕ(x2) , (2.27)
where the operator P is given by
P(x1 − x2) =
= lim
→0
[∫
ddk
(2pi)d
eik·(x1−x2)
(
R
z
)d−1
zd/2Kν(−kz)
νKν(−k) ∂z
(
zd/2Kν(kz)
νKν(k)
)]
z=
(2.28)
but we will be interested in its second functional derivative
δ2S2[ϕ]
δϕ(x)∂ϕ(y)
=
1
k2
P(x− y) . (2.29)
As we can see from its definition, the operator P is obtained by means of the → 0
limit of a Fourier transform. To compute this quantity one has to use the expansion
of the modified Bessel function near zero
Kν(s) ' s−ν(a0(ν) + a1(ν)s2 + ...) + sν log (s) (b0(ν) + b1(ν)s2 + ...) (2.30)
and it is possible to check that there is a finite number of terms that diverge in the
 → 0 limit. Some of these are local: they come from the Fourier transform of a
power of the variable k and thus they are proportional to some derivative of the delta
function δd(x− y) in coordinate space. The non-local contribution of this operator
comes from the non-analytic term, proportional to log (k). We will not enter in the
last details of the computation and we are not giving the exact numerical factors of
the solution. We only care to stress the |x− y| dependence, that is the following
〈O(x)O(y)〉 ∝ 1|x− y|2(d/2+ν) . (2.31)
The behaviour we have found was expected, because it is a consequence of the Ward
identities in the CFT, and confirms the fact that the scaling dimension ∆ of the
field O is related to the mass of the scalar field and is given by
∆ =
d
2
+ ν =
d
2
+
√(
d
2
)2
+m2R2 . (2.32)
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We notice that this quantity becomes complex when m2R2 ≥ −d2/4. The same
bound has also been found by studying stability of AdS space [51] and tells us that
in this background negative masses are allowed, provided they are not too negative.
We also notice that m = 0 gives ∆ = d, that we know is the condition for the
operator O to be marginal under RG flow. If m2 > 0 then O is irrelevant: this is
coherent with the fact that its source indefinitely grows in the UV. An eventual non-
zero source for it would destroy the boundary AdS geometry. Instead, for m2 < 0
(but still bigger than −d2/4R2) the operator is relevant and in fact the source goes
to zero in the boundary. The formula for the scaling dimension can be also found
for a generic massive free field with higher spin, always by looking at the boundary
behaviour of its propagation.
2.2 Wilson loops
Consider an SU(N) gauge theory. Among the relevant observables that one could
compute there is the expectation value of a Wilson loop. It is given in Minkowski
space by the following expression
W (C) = Tr
[
P exp
(
i
∫
C
A
)]
, (2.33)
where A is the gauge field connection, C is a loop (closed curve) and by P we mean
the usual path-ordering operator. The trace is taken over a certain representation,
but we will only discuss the case of the fundamental one.
In quantum mechanics and in the abelian case, if the contour can be associated to
the motion of a particle, it represents the phase shift of the particle wavefunction
responsible for Aharonov-Bohm effect. Let us suppose instead to take a rectangular
loop, with sides of lenght L and T . The side of lenght L extends along one spatial
direction x while the other extends along the Euclidean time direction τ . To fix the
idea, let us call this rectangle S, given by
S = {x ∈ [−L/2,+L/2], τ ∈ [−T/2,+T/2], y, z, ... = fixed} .
In the limit T →∞ the problem enjoys translational invariance along the Euclidean
time coordinate and in this case the expectation value of the Wilson loop assumes
an important meaning: it can be seen associated to the potential between a quark2
at x = −L/2 and an antiquark at +L/2 (or viceversa) both very massive, so that
they are not dynamical and do not backreact on the gauge fields [52]. What we
mean is that, in the T →∞ limit
〈W (S)〉 ∝ e−V (L)T , (2.34)
where V (L) is the quark-antiquark potential. The holographic correspondence
makes it possible to compute this quantity, as well as the the VEVs of more general
Wilson loops, in the limit N  1, λ 1.
As discussed in [53], the prescription is the following: suppose to put a probe (not
backreacting) D-brane at the boundary and compute the minimal Euclidean action
2Remember that we assumed to work in the fundamental representation.
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Figure 2.1: The open string world-sheet ending on a D-brane on the loop C.
for a string attached to this brane and with a world-sheet Σ ending on the loop C,
look at Figure 2.1. Then the Wilson loop VEV is given by
〈W (C)〉 ' exp (−Son−shellNG ) . (2.35)
For the rectangular Wilson loop 〈W (S)〉 this implies
V (L)T ' Son−shellNG , (2.36)
modulo renormalization counterterms that we expect, since the string lies near the
boundary, where the metric diverges.
We give a review of the computation for the N = 4 SYM case. The action of a
classical relativistic string, as we saw in section 1.2, is called Nambu-Goto action and
is equal to the area of the world-sheet, computed using the metric gab of AdS5 × S5
and the relation (1.91) for the curvature radius. It reads, in Euclidean time τ
SNG =
1
2piα′
∫
Σ
d2σ
√
det
(
gab
∂Xa(σ)
∂σα
∂Xb(σ)
∂σβ
)
. (2.37)
Here X stands for the set of all coordinates, including the radius and the S5 angular
variables. We decide to parametrize the string world-sheet using σ1 = τ and σ2 = x.
With all the choices we made, the embedding Xa(σ) of the string in our space is
determined by a single function of the radial coordinate, let us choose for instance
z(x). The boundary conditions are z(−L/2) = z(+L/2) = , where  is a UV cutoff,
with dimension of a lenght. Notice that we are also assuming that the position of
the string on the compact manifold S5 does not change when one varies x. The
action becomes
SNG =
T
2piα′
∫ +L/2
−L/2
dx
√
gττgxx + gττgzz z′(x)2 =
T
√
λ
2pi
∫ +L/2
−L/2
dx
√
1 + z′(x)2
z(x)2
,
(2.38)
and making the substitutions z = Ly, x = Lξ we find
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SNG =
T
√
λ
2piL
∫ +1/2
−1/2
dξ
√
1 + y′(ξ)2
y(ξ)2
. (2.39)
So, only by using dimensional analysis, we see that the quark-antiquark potential is
proportional to L−1. This is what we expected from conformal invariance. To get
the numerical factor we must solve the variational problem. This can be done by
noticing that the integral does not depend on the independent variable ξ, and if we
look at the integrand as a Lagrangian, its Legendre transform is conserved
d
dξ
(
1
y(ξ)2
√
1 + y′(ξ)2
)
= 0 =⇒ y′(ξ)2 =
(
y∗
y
)4
− 1 . (2.40)
Since we expect the profile z(x) to be symmetric under the transformation x→ −x,
we infere that
z′(x)|x=0 = y′(ξ)|ξ=0 = 0 , (2.41)
and so, defining y∗ = y(0), we get
1
y2∗
=
1
y(ξ)2
√
1 + y′(ξ)2
, (2.42)
which can be integrated assuming ξ > 0 to give
ξ = y∗
∫ 1
y(ξ)/y∗
ds s2√
1− s4 , (2.43)
and the variable y∗ = y(0) can be found by setting ξ = 1/2 in the last relation
1
2y∗
=
∫ 1
0
ds s2√
1− s4 =
√
pi Γ(3/4)
Γ(1/4)
. (2.44)
Notice that there is no need to put a cutoff in these equations, since all the integrals
are convergent. We can now turn to the action. We can compute it by inserting
(2.40) into its expression, and we find
SNG =
T
√
λ
piy∗L
∫ 1
/L
ds
s2
1√
1− s4 , (2.45)
which is divergent in the → 0 limit, but can be solved analytically
SNG =
T
√
λ
piy∗L
(L

−
√
pi Γ(3/4)
Γ(1/4)
)
. (2.46)
The divergent part does not depend on the lenght L. This is a crucial fact, because it
means that we can subtract it and get a finite result. The divergence has a physical
meaning: it can be associated to the mass of the static quark-antiquark couple,
which must be very big in order for them to decouple. Finally we get, using the
holographic relation (2.36)
V (L) = − 4pi
2
Γ(1/4)4
√
λ
L
. (2.47)
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This equation is valid for every value of L, assuming that the ’t Hooft coupling is
very large. We see that the potential energy is proportional to
√
λ, instead of λ,
which is the perturbative result.
2.3 Entanglement entropy
Entanglement is one of the most intriguing features of quantum systems, as it states
that a local observation can immediately affect another local measurement far away
[54]. It is then relevant to ask what could be a quantitative measure for it. One of
the proposals is the entanglement entropy. For further details about entanglement
in quantum systems and entanglement entropy we address to [55, 56, 57, 58, 59].
Suppose to have a CFT at T = 0 in d spatial dimensions, with density matrix
ρ = |Ω〉〈Ω| , (2.48)
where |Ω〉 is the ground state, which we suppose to be unique. Take a compact
region B (we denote by B¯ its complement), and suppose that the Hilbert space
describing the system can be decomposed as
H = HB ⊗HB¯ . (2.49)
The reduced density matrix of the region B is the quantity
ρB = TrB¯ρ , (2.50)
where by TrB¯ we mean that we sum over the degrees of freedom contained in the
region B¯. The entanglement entropy between B and its complement is defined as
the corresponding Von Neumann entropy
SB = −TrρB log ρB . (2.51)
The system we are considering is, as a whole, in a pure state, which by definition has
zero Von Neumann entropy. But considering only a subregion B, one finds that the
density matrix ρB does not describe a pure state anymore and for this reason it has
a nonzero entropy SB. Intuitively, SB is the entropy for an observer who has access
only to degrees of freedom contained in B, and appears because of entanglement.
Not only it is nonzero but it is actually infinite in the continuum limit, because of
UV degrees of freedom. We will always be forced to introduce an UV cutoff (for
instance let us call it , defined as a very small lenght) in order to regularize this
quantity.
An interesting property at T = 0 is SB = SB¯: this implies that the entanglement
entropy does not scale with the volume of the region as thermal entropy, it satisfies
an area-law [60, 61]. For a very large region B, the leading behaviour is
SB = ζ
A(∂B)
d−1
. (2.52)
This fact can be intuitively related to the local nature of interactions, and creates
an interesting link with black-hole entropy, for discussions about this topic see [62,
63, 64].
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We mention that at finite temperature SB is not anymore a good measure for entan-
glement: at T > 0 the density matrix is that of a mixed state and SB contains both
quantum (entanglement) and classical (thermal) correlations. This can be obtained
by noticing that at T > 0 the system is in a thermally mixed state and the equality
SB = SB¯ is not true anymore.
In the context of AdS/CFT correspondence, the prescription to compute entangle-
ment entropy has been given in [24] (see also [65] for a later review). Suppose that
the CFTd+1 we introduced at the beginning of this section has a gravity dual on
AdSd+2. Let us rewrite the metric in the radial coordinate z.
ds2 =
R2
z2
(ηµνdx
µdxν + dz2) , (2.53)
with {µ, ν} = 0, 1, ..., d. The coordinates xµ at fixed z span the manifold M where
the CFT lives. We suppose that M = R × Rd. The dual bare theory, as we have
previously discussed, can be thought to live at the boundary of AdS space. Since the
metric diverges in this region, we put a cutoff to the radial coordinate. We choose
z ≥ , where  is identified with the small lenght UV cutoff of the CFT. We take at
this value of the radial coordinate the same fixed time region B that we used above.
The entanglement entropy between B and its complement B¯ is holographically given
by
SB = min{γB}
A(γB)
4GN
, (2.54)
where γB is a d dimensional spacelike surface in AdSd+2 with constraint ∂γB = ∂B.
Since the metric is curved, and in particular grows in the boundary with a conformal
factor 1/z2, we expect this minimal surface to extend in the bulk region and to have
a lower area with respect to the one computed at fixed z.
In this picture we imagine that, according to the dimension of the region B, the
minimal surface explores a different amount of bulk region. We expect that for
small B the surface will lie near the boundary, while for very big regions it will be
convenient for the surface γB to go deep into the bulk. This is coherent with the
general statement affirming that small lenghts are related to UV physics while large
ones are related to IR physics.
At the moment there is no rigorous proof for (2.54), although some intuitive ar-
gument can be found in [65]. This prescription has been able to reproduce all the
results known from the CFT side. We will present the explicit computation for the
most simple case: a two-dimensional CFT.
AdS3/CFT2
Let us consider a 1 + 1-dimensional CFT. In this case the region B is given by the
interval
B = {x ∈ [−l/2,+l/2]} ,
and the CFT computation of the entanglement entropy has been done in [55, 56].
It gives
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SB(l) =
c
3
log
(
l

)
, (2.55)
where c is called central charge.
In the AdS setup, we are looking for a one-dimensional fixed time minimal curve
(geodesic) z(x), with boundary conditions z(−l/2) = z(+l/2) = . Let us write the
functional
SB(l) =
1
4GN
min
{z(x)}
∫ +l/2
−l/2
dx
√
gxx + gzz z′(x)2 =
=
R
4GN
min
{z(x)}
∫ +l/2
−l/2
dx
√
1 + z′(x)2
z(x)
. (2.56)
To solve the variational problem we can address to the same procedure we employed
in the Wilson loop section: we read the lenght integral as an action, and the inte-
grand as a Lagrangian. Assuming z(x) = z(−x), the following relation coming from
“energy conservation” holds for x > 0
z′(x)2 =
(
z∗
z(x)
)2
− 1 =⇒ x = z∗
∫ 1
z(x)/z∗
ds s√
1− s2 , (2.57)
where z∗ = z(0) is defined by
l
2z∗
=
∫ 1
0
ds s√
1− s2 = 1 =⇒ z∗ =
l
2
. (2.58)
We see that the relation z∗(l) is in accordance with our previous statement: a big
lenght l is related to a minimal curve that goes deep into the bulk region. The
entanglement entropy finally reads
SB(l) =
R
2GN
∫ 1
2/l
ds
s
1√
1− s2 =
R
2GN
log
(
l

)
, (2.59)
which is equal to (2.55) upon the holographic identification c = 3R/2GN [66].
2.4 Finite temperature
It is possible to extend the correspondence to the finite temperature case, too. A
non-zero temperature can be interpreted in the brane setup as a raise of energy,
and thus of mass M , without changing the charge: using the language introduced
in section 1.4, it is natural to propose that it corresponds to the decoupling limit of
the non-extremal case. For a generic extremal p-brane, the decoupling limit of the
metric does not give an AdS metric, and is associated with the fact that the dual
theory living on the brane is in general not conformal (for instance it could have
a dimensionful gauge coupling). Only some values of p admit AdS metric in the
decoupling limit. This happens in type IIB for p = 3 and in d = 11 supergravity
(coming from M -theory) for p = 2 and p = 5. Here we will assume that before
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putting the system at finite temperature the dual theory was conformal and this
means, having in mind our previous analysis, that the gravity side contains an AdS
factor in the metric. We will thus write equations for a generic p, having in mind
that they are supported by a consistent string embedding only for some peculiar
values3.
The metric we will use is the following [39]
ds2 =
R2
z2
(
−f(z)dt2 + dxidxi + dz
2
f(z)
)
(2.60)
f(z) = 1−
(
z
zh
)p+1
, (2.61)
where i = 1, 2, ..., p. Equivalently, using the r variable, we can write
ds2 =
r2
R2
(−f(r)dt2 + dxidxi)+ R2
f(r)
dr2
r2
(2.62)
f(r) = 1−
(rh
r
)p+1
, (2.63)
This is known as Schwarzchild-AdS metric and we see that it contains a black
hole, whose horizon is at z = zh (or r = rh). If the extremal case contained a
constant dilaton, then its value will not change upon the raise of the mass M . Let
us describe some features of (2.60). First of all, this solution explicitely breaks
Lorentz invariance, but a temperature does the same in the field theory so we are
not bothered by this fact. Then, we notice that the horizon has moved to a finite
value of the radial coordinate z = zh, meaning that some change in the IR region has
happened. The AdS case is recovered in the limit zh →∞ or if we go near enough
to the boundary z → 0. We can thus infere that temperature is some function of
zh that enters in the geometry by breaking the AdS-ness of the space. The effect of
this function disappears if we put us near the boundary, and this is coherent with
the fact that the effects of a temperature disappear in the deep UV. In order to find
the relation T (zh) we perform a Wick rotation on the time variable t→ −iτ , so that
the metric becomes
ds2 =
R2
z2
(
f(z)dτ 2 + dxidx
i +
dz2
f(z)
)
. (2.64)
In Euclidean signature this metric ends at z = zh. Let us look at the metric near
zh, by means of the expansion
4 z = zh − ξ +O(ξ2). We obtain
ds2 ' R
2
z2h
(
p
zh
ξdτ 2 + dxidxi +
zh
p
dξ2
ξ
)
, (2.65)
3This is the so-called top-down approach, in which one has knowledge of the UV completion of
the gravity theory. In principle one could renounce to this (and this is called bottom-up approach),
and take gravity with no strings at all as a phenomenological model.
4The coordinate z decrease as we move to the boundary, this is the reason for the minus sign
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and we see that the part containing {xi} is finite, while the term involving the
subspace {z, τ} seems singular in these coordinates. But we notice that defining the
variable
ρ(ξ) =
√
4zh/p
√
ξ ,
the part of the metric involving {z, τ} becomes
R2
z2h
(
p2
4z2h
ρ2dτ 2 + dρ2
)
, (2.66)
that is very similar to the metric of a plane, provided that the “angular” variable
has a specific periodicity. Asking regularity of the metric forces us to make the
following identification
p
2zh
τ ' p
2zh
τ + 2pi , (2.67)
which means that the Euclidean time has period 4pizh/p. We thus have a fur-
ther evidence for our claim: non-extremal coincident p-branes setup means finite
temperature on the QFT side. In fact, in the path integral formulation of sta-
tistical mechanics, a finite temperature is implemented precisely by means of a
compactified Euclidean time, whose period is equal to the inverse of the tempera-
ture, and by choosing periodic (resp. antiperiodic) boundary conditions for bosons
(resp.fermions). It is then natural to define
T (zh) =
1
β(zh)
=
p
4pizh
, (2.68)
and we see that zh →∞ means T → 0, in agreement with our expectations. Notice
also that the dual QFT temperature is equal to the black hole temperature on the
gravity side [67].
We have imposed the Euclidean time to live on a circle, and this is a change in
global properties of the setup. In particular we now have a QFT (at equilibrium)
not living on Rp+1 anymore, but on Rp×S1. The metric (2.60) is thus a solution for
the classical equations of motion coming from supergravity, but with topologically
different boundary conditions. We know that classical equations of motion are local,
no global (topological) property appears in them. Nevertheless, it could happen that
a particular solution obtained by local equations is not compatible with some global
properties: for instance a constant solution is not compatible with anti-periodic
boundary conditions on a circle. We say this because we could ask ourselves if AdS
metric with compactified time is still a solution of gravity equations. The answer is
yes and we shall refer to this space as “thermal AdS”. Its metric is still (2.1) but with
compactified Euclidean time coordinate, of arbitrary period. Notice that the space
in which the “Euclideanized” black hole solution lives is topologically Rp×D2 (where
D2 is the two-dimensional disk) since the radial coordinate cannot go through the
horizon5, while the thermal solution lives on a space that topologically is Rp+1×S1.
5This is true only in the Euclidean formulation (equilibrium properties), in Minkowski signature
one can continue the metric inside the black hole.
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Thermodynamical properties
The holographic relations (2.7) and (2.6) naturally extend to the finite temperature
case. In this case we know that the partition function Z of the field theory is related
to the free energy F by Z = e−F/T and the holographic correspondence gives us
F = −T logZ ' T S(E)on−shell . (2.69)
All we need to compute the free energy is thus to compute the on-shell Euclidean
gravity action. In cases like AdS5 × S5 (in type IIB) or AdS4 × S7 and AdS7 × S4
(in 11-dimensional supergravity), after dimensional reduction on the spheres the
gravity action reduces to just an Einstein-Hilbert action with a negative cosmological
constant related to AdS radius by
Λ = −p(p+ 1)
2R2
, (2.70)
The action, in Lorentzian signature, reads
SEH = − 1
2k2
∫
X
dp+2x
√
g (R− 2Λ) , (2.71)
and must be supported [68] by the Gibbons-Hawking boundary term6
SGH = − 1
k2
∫
∂X
dp+1x
√
γ K . (2.72)
Here γab is the induced metric on the boundary (for us it is sufficient to throw away
the radial term gzz, guu or grr) and K is the trace of the extrinsic curvature of the
boundary. If we call nb the outgoing unit vector normal to the boundary, it is defined
by
K = γab∇anb = 1√
g
∂r
(√
g
grr
)
. (2.73)
The last equality is true for a diagonal metric depending from the radial coordinate
only, which is our case of interest. The sign of this expression depends on the choice
of radial coordinate. Here r grows as we approach the boundary.
We have to evaluate SEH +SGH both on the AdS black hole (2.60) and thermal AdS
background, because they are both solutions. Let us work with the radial coordinate
r. The Ricci scalars for the thermal and black hole solutions are the same, since
they are both vacuum solution of gravity equations, and are given by
R(bh) = R(th) = RAdSp+2 = −
(p+ 1)(p+ 2)
R2
. (2.74)
The integration over the Euclidean time variable τ gives a β = 1/T factor, while the
integration over the {xi} subspace gives an infinite volume factor Vp. This kind of
divergence was expected because of spatial traslational invariance on the QFT side
6The piece (2.72) must be added to Einstein-Hilbert action in order to have a well defined
variational problem on manifolds with a boundary: when one varies (2.71) with respect to the
metric, there is a boundary term depending on what particular boundary conditions we want to
use. Since we want to choose our boundary conditions, we must subtract this term.
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and we can overcome it by writing energy densities fp = F/Vp. But still the actions
are divergent because of the behaviour near the boundary, the limit r →∞, dual to
a UV divergence on the field theory side. There is a way of avoiding this divergence,
discovered by Hawking and Page [69] in a completely different framework but then
reinterpreted in this particular context: we can decide to measure the differences of
energy of the black hole on-shell action with respect to the thermal on-shell action.
This implies that we must subtract the contribution of the latter and is equivalent
to multiply the whole partition function by a constant factor eS
(th)
. But before doing
that, the two metrics must be identified on the boundary, where they both are AdS.
If the Euclidean time has periodicity β(th) in the thermal solution, we should impose
that the lenght of a curve covering this circle at r = ρ coincide, namely∫
r=ρ
dτ
√
g
(th)
ττ =
∫
r=ρ
dτ
√
g
(bh)
ττ . (2.75)
This implies the following relation for β(th)
β(th) = β
√
f(ρ) , (2.76)
and finally one can compute the “renormalized” free energy density of the finite
temperature background
fp =
T
Vp
lim
ρ→∞
(
S
(bh)
EH + S
(bh)
GH − S(th)EH − S(th)GH
)
= − (4pi)
p+1Rp
2k2(p+ 1)p+1
T p+1 . (2.77)
Notice that the free energy of the black hole solution is always lower than the thermal
one at nonzero temperature, so it is always the dominant contribution to the saddle
point approximation. At T = 0 we see that the two configurations coincide.
Formula (2.77) has precisely the scaling with T that we expected for a CFT at
finite temperature. The overall factor, rewritten in terms of QFT quantities, gives
the large N , large ’t Hooft coupling behaviour as predicted from holography. In
particular, using formula (1.106) and the relation 2k2 = 16piGN , we see that this
quantity is proportional to N2, the number of degrees of freedom
fp ∝ N2T p+1 . (2.78)
In theN = 4 SYM case (p = 3) one gets f(λ =∞) = −(pi2/8)N2T 4, to be compared
with the perturbative result f(λ = 0) = (4/3)f(λ =∞).
There is another method to cure the previously encountered divergence, bringing to
the same result. It consists in the addition of a covariant (not dependent on the
particular set of coordinates) counterterm. In this case the work is done by
Sct. =
1
2k2
∫
∂X
dp+1x
√
γp+1
2p
R
, (2.79)
which, coherently, turns to be equal to −S(th)EH − S(th)GH . This method of adding co-
variant counterterms has been explored in holography and goes under the name of
holographic renormalization [70], [71]. It is analogue to the process of renormaliza-
tion in quantum field theory.
We can also compute the entropy density, given by
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sp =
S
Vp
= −∂fp
∂T
=
(4pi)p+1Rp
2k2(p+ 1)p
T p . (2.80)
It is straightforward to see that it coincides with the Bekenstein-Hawking black hole
entropy, computed by means of the formula
S(γbh) =
A(∂γbh)
4GN
, (2.81)
in the AdS black hole metric (2.62). The horizon is the p-dimensional surface
∂γbh = {r = rh, τ = fixed} .
Notice that the black hole entropy does not need to be “renormalized”, as the
entropy of the thermal solution is zero.
Let us also write the energy density εp, given by the thermodynamical relation
εp = fp + Tsp =
p(4pi)p+1Rp
2k2(p+ 1)p+1
T p+1 . (2.82)
It is possible to verify that this quantity is equal to the (renormalized) ADM energy
[72] of the black-hole solution
EADM = εVp = − 1
k2
√
gττ
∫
r→∞, τ=fixed
dpx
√
γp (Kp −K(th)p ) , (2.83)
where γp is the determinant of the induced metric at fixed r and fixed τ . Notice
that the quantity Kp must now be computed using
Kp =
1√
γp+1
∂r
(√
γp+1
grr
)
, (2.84)
where γp+1 is now the determinant of the induced metric at fixed time (but r not
fixed).
To conclude this section, we also mention that the pressure P = −f satisfies the
relation
Pp =
1
p
εp , (2.85)
which implies that the energy tensor Tµν = diag(−ε, P, ..., P ) of the dual field theory,
at equilibrium, is traceless. This is in accordance with conformal invariance [73].
2.5 Non-AdS/non-CFT
The example we have discussed in section 1.5 is the most simple realization of the
holographic correspondence. But it is far from a realistic case. The nearest realistic
theory to N = 4 SYM is the one describing the dynamic of gluons, the particles
mediating strong interactions. The behaviour of gluons is described by a Yang-Mills
theory with gauge group SU(3), with no supersymmetry. This theory is classically
conformal but, when quantum effects are considered, the symmetry is broken and
53
the theory dinamically develops an energy scale that one usually refers to as Λ. This
scale appears in the beta function for the gauge coupling, already at one loop level.
Conformality is recovered in the deep UV, i.e. at energy scales µ Λ, as the running
coupling goes to zero. This property is known as asymptotic freedom, and means
that the UV theory is well understood using perturbation theory. But in the IR
the gauge coupling becomes of order unity and perturbation theory is not trustable.
To overcome this issue it has been proposed by ’t Hooft [4] to replace SU(3) with
SU(N), and study the large N limit. It is believed that all the relevant low energy
features still appear in the 1/N expansion, and for this reason it is interesting to
investigate it. Unfortunately, this is still computationally challenging. We postpone
the discussion about the large N limit to the next chapter.
In some supersymmetric case, by means of the AdS/CFT correspondence, it is
possible to study the large N strongly coupled regime by means of computations in
classical gravity. It would be remarkable to find a holographic dual for Yang Mills
with no supersymmetry at all and repeat those computations. Unfortunately, at
the moment, this result is not completely achieved, but if we are interested only
in the low energy behaviour of gluons, we could try to find the gravity dual of a
theory that is simply in the same universality class of pure Yang Mills, disregarding
its UV completion. This could contain much more ingredients, provided that they
disappear in the low energy regime. In order to do so, we anticipate that we will
use a change in topological properties of the space. We have already seen in the
previous section that a change in global properties of the space can lead to gravity
solutions that are different from the topologically trivial case. In particular we have
seen that the compactification of the Euclidean time coordinate on a circle brings to
the appearance of a blackening factor f(z) in the metric and to a finite temperature
on the field side. Let us look in detail what happens to the fields of a theory when
we compactify on a certain direction.
Quantum field on a circle
We consider a free massless quantum field on the infinite (d+ 1)-dimensional space
Rd × S1, where the circle has radius R. We will call xµ, µ = 0, 1, ...d − 1, the
coordinates referred to the Rd factor, and y ' y + 2piR that along the circle. We
are interested in the eigenmodes of the system, which will depend on the nature of
the field and on the periodicity conditions we impose.
• Bosonic field
Let us consider the scalar case and call the field φ, the extension to higher
(integer) spin can be naturally implemented. In order to find the eigenmodes,
we have to solve a Klein-Gordon equation, which for the massless case is simply
φ(xµ, y) = 0 . (2.86)
Due to translational invariance along the y direction, it is convenient to use a
Fourier transform along the y direction and write
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φ(xµ, y) =
∑
k
φk(x
µ) eiky , (2.87)
where the only dependence on the coordinate y is contained in the exponential.
The next step is to impose a periodicity condition on the circle. For a scalar
(bosonic) field, we require the field wavefunction to be periodic, that is
φ(xµ, y) = φ(xµ, y + 2piR) , (2.88)
which is equivalent, using (2.87), to the quantization condition
eik2piR = 1 =⇒ kn = n
R
. (2.89)
where n ∈ Z. We now insert the obtained ansatz into the Klein-Gordon
equation, and obtain
(x,y) φ(xµ, y) = 0 =⇒ (x − k2n) φn(xµ) = 0 . (2.90)
We see that different modes along the y direction are related to different ex-
citations along the xµ, labeled by the integer n, with masses M2n = (n/R)
2.
This tower of massive states, coming from different quantum numbers along
the compact direction, are known as Kaluza-Klein (KK) modes. We notice
that when n = 0 the associated mass is equal zero. This means that in this
case there exist excitations at arbitrary low energies.
• Fermionic field
Let us now consider the case of a Dirac massless fermion ψ. This satisfies the
Dirac equation
γµ∂µψ(x
µ, y) = 0 , (2.91)
but we also know that the Dirac equation implies (when one multiplies it by
γν∂ν) a massless Klein-Gordon equation for each component of the spinor,
that is
ψ(xµ, y) = 0 . (2.92)
Since we are interested to the mass spectrum of the field, and not on the
particular polarizations of the solution, we will only consider the last equation.
We perform, as in the scalar case, a Fourier transform along the direction y,
and write the spinor as
ψ(xµ, y) =
∑
k
ψk(x
µ) eiky , (2.93)
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where, again, the only y-dependent part is contained in the exponential. We
can now impose, under the shift y → y+ 2piR, both periodic and anti-periodic
conditions on the wavefunction, namely
ψ(xµ, y) = ±ψ(xµ, y + 2piR) . (2.94)
The periodic conditions impose on k the same quantization (2.89) as the
bosonic case, and thus implies that the Kaluza-Klein masses are the same
as the previously discussed example.
The anti-periodic conditions instead bring to the following quantization
eik2piR = −1 =⇒ kn = 1/2 + n
R
, (2.95)
where again n ∈ Z. We see that only half-integer values of kR are allowed.
With this choice, we find
(x,y) ψ(xµ, y) = 0 =⇒ (x − k2n) ψk(xµ) = 0 , (2.96)
where now the masses of the KK modes are given by
M2n =
(
1/2 + n
R
)2
. (2.97)
We see that the lowest mode has now a nonzero mass. This implies that the
system has a mass gap and at energies µ < 1/2R the field is not dynamical.
Compactifications in supersymmetric theories
Let us consider a Yang-Mills gauge theory with supersymmetry on a topology Rd×
S1, the radius of the (spatial) circle beeing R. We can use the analysis described
above to find what happens in the low energy regime.
We did not specify how exactly supersymmetry acts on the fields, but this will not
be necessary. Suppose only that there is some Lagrangian depending on a set of
fields
{Aaµ, ψbα, λc} ,
where A is the standard gauge connection, ψb is a set of fermionic fields and λc
is a set of scalars. Supersymmetry is implemented by means of a certain group of
transformations (which we are not interested in) mixing these fields in such a way
that the Lagrangian remains invariant. Notice that supersymmetric partner fields
must all have the same mass in order to have supersymmetry. When this does not
happen, supersymmetry is explicitely broken.
The high energy behaviour of this theory will not be affected by the non-standard
choice of topology we made, while the IR dynamics will depend on the boundary
conditions we give to fermions.
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• Periodic conditions
All the massive excitations are frozen, but the fermions are still dynamical
on the Rd factor. The resulting theory at energies µ  1/R will still be
supersymmetric but effectively d-dimensional.
• Anti-periodic conditions
Fermions will acquire a mass M ∝ 1/R at tree level and the scalars will do
the same at quantum level through diagrams containing loops of fermions.
The gauge connection does not acquire a mass, because this is forbidden by
gauge invariance. Since now the fields have different mass, supersymmetry is
broken. At energies µ 1/R the resulting theory is pure Yang Mills with no
supersymmetry in d dimensions.
This last idea has been applied to get the first holographic realization of non-
supersymmetric confining theories in d = 3 and d = 4 [10].
2.5.1 Yang-Mills in 2+1 dimensions: D3-branes on a circle
The starting point is N = 4 SYM in 4-dimensions. Before compactification, this
theory is dual to type IIB string on AdS5 × S5, with metric given in (1.88). Let
us take one of the spatial coordinates xµ, for instance x3, and impose it to be
compactified on a circle of radius Rx3
x3 ' x3 + 2piRx3 , (2.98)
with supersymmetry breaking boundary conditions for fermions. The 5-dimensional
non-compact part of the original metric, with this constraint, is replaced by the
following “AdS soliton” background
ds2 =
α′
√
4pigsN
z2
(
dxµdxµ + f(z)dx
2
3 +
dz2
f(z)
)
f(z) =1−
(z0
z
)4
, (2.99)
where now µ = 0, 1, 2. We see that, because of the factor f(z), the circle spanned by
the coordinate x3 shrinks to zero size at z = z0. This value of the radial coordinate
is not an horizon, neither in Minkowski signature. The metric cannot be continued
for z > z0 and ends with z0, meaning that the subspace {x3, z} has a disk topology,
as in the finite temperature case for the subspace {τ, z}. There is a simple trick to
obtain this metric from the already known finite temperature solution (2.60). It is
done by means of by the sostitution 1/T → 2piRx3 , which also defines z0 in terms of
zh, and by a double Wick rotation, namely
x0 →− ix3
x3 →+ ix0 . (2.100)
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With this transformation the time coordinate becomes a spatial one, while one of
the spatial coordinates becomes the new time. If one of these metric is a solution,
we also expect the other one to be a solution, if the analytic continuation can be
done in a continuous way.
Looking at the N = 4 SYM action
S =
1
2g2YM
∫
d3x dx3
[
FµνF
µν + ...
]
(2.101)
we can find the relation between the 4-dimensional coupling g4 = gYM and the low
energy 3-dimensional one g3. In fact, since at energies much lower than 1/Rx3 no one
of the modes will explicitely depend on the coordinate x3, we can integrate on this
variable and bring out the lenght of the circle of radius Rx3 . With this procedure it
is immediate to find
g23 =
g24
2piRx3
. (2.102)
The gauge coupling of YM3 is dimensionfull and provides itself the typical scale even
for the classical 3-dimensional theory, while Rx3 can be viewed as the UV cutoff.
This means that in order to obtain the large N limit of YM3 with infinite UV cutoff
one has to send Rx3 → 0 while keeping g23N fixed. This would imply g24N → 0, which
is the opposite limit of the supergravity description. If we want to keep the classical
gravity approximation we must work at strong coupling and at a finite value for the
UV cutoff. With this description we should find only non-perturbative effects. We
will not go into details of this model, since we are interested in the 4-dimensional
case.
2.5.2 Yang-Mills in 3+1 dimensions: D4-branes on a circle
We have understood that in order to obtain an effective 4-dimensional theory, we
could start from some superconformal theory with a bigger number of dimensions,
dual to gravity on AdS space, and reduce the number of dimensions of the low
energy effective theory by means of compactifications. The model we are about to
discuss is, as for the previous case, due to Witten [10] and is based on a gravity
solution obtained from M -theory. We have already mentioned this 11-dimensional
framework, which seems to be the “mother” of all other types of superstring theories.
For us, the only important fact to know is that its effective action reads
S =
1
2k2
∫
d11x
√−g
(
R− 1
48
(F4)
2 + ...
)
, (2.103)
where F4 = dC3 and we have discarded the fermionic and Chern-Simons part. The
quantity k2 is related to the Newton constant GN and the Planck lenght lp in 11
dimensions by the relations
2k2 = 16piGN = (2pi)
8l9p . (2.104)
As we have already anticipated in section 1.3.1, a notable feature of the 11 dimen-
sional supergravity action is that it gives rise to the 10-dimensional IIA action upon
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a supersymmetry preserving compactification of one of the coordinates, let us call
it y, on a circle Sy of radius
Ry = gsls = g
2/3
s lp , (2.105)
and using the following reduction ansatz for the metric
ds211 = e
−(2/3)φ˜ds210 + e
(4/3)φ˜dy2 . (2.106)
With this choice one can rewrite the 11-dimensional action, integrate on y and
realize that it exactly corresponds to that of IIA supergravity. We see that the
component gyy of the metric, absent in 10 dimensions, is substituted by the dilaton.
Also remember that
eφ = gs e
φ˜ =
Ry
ls
eφ˜ . (2.107)
As we have previously discussed in section 1.4, the dimensionality of the forms
constraints the content of p-branes. Since in 11-dimensional supergravity there is
only a 4-form field strenght one expects to find only 2-branes, but thanks to Hodge
duality we can construct a 7-form F7 = ∗F4, that can couple to a 5-brane7. We will
refer to these branes as M2 and M5. The 11-dimensional action admits extremal
solutions with AdS factors in the decoupling limit for both of them. The first one
presents an AdS4 × S7 near-horizon geometry and the second one, in which we are
interested, an AdS7 × S4. We will sketch the conceptual idea proposed by Witten
and then give the explicit realization.
Suppose theM5-branes worldvolume to span the first 6 coordinates {x0, x1, ..., x4, y}.
These will be the coordinates of the dual field theory, a superconformal gauge the-
ory in 6-dimensions, whose details we can for our purposes ignore. We compactify
over the circle Sy using the prescription (2.106), with periodic boundary conditions
for fermions. The M5 will appear in 10-dimensions as a D4-brane. Thanks to de-
tails depending on the compactification, the theory living on the D4 will be some
supersymmetric 5-dimensional theory with gauge coupling g25 = 4pi
2Ry. Then we
compactify along another circle, take for instance Sx4 , with radius Rx4 = 1/MKK
and with supersymmetry breaking boundary conditions. The dual theory will be-
come, at low energies, a non-supersymmetric 4-dimensional SU(N) gauge theory
with dimensionless UV coupling
g24 =
2piRy
Rx4
= 2pigslsMKK . (2.108)
We will come back to this relation in the last chapter, looking at theD4-brane action.
For the moment we assume it to be true. Let us just anticipate that the related
’t Hooft coupling λ4 = g
2
4N will measure the ratio between the Yang-Mills string
tension and the squared mass M2KK of the Kaluza-Klein modes (those associated
to excitations along compact direction). Since the gravity approximation is reliable
only if λ4  1, this implies that in such a regime Witten’s model describes a large N
Yang-Mills theory coupled with massive KK modes, which transform in the adjoint
7One says that a 5-brane is magnetically coupled under the form F4, or that is is electrically
coupled under its Hodge dual.
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representation of the gauge group. Having in mind these limitations, we refer to the
gravity solution obtained from the prescritions mentioned above as the Holographic
Yang-Mills model. Let us now show how to find the explicit solution.
We start by writing the near horizon limit of the 11-dimensional solution for a set
of N coincident and extremal M5-branes
ds211 =
r2
4R2
ηµνdx
µdxν +
4R2
r2
dr2 +R2dΩ24 , (2.109)
which is AdS7×S4, as we anticipated. The two radii, differently from the D3-branes
case, are not equal and in particular we have
R =
RAdS
2
= RS4 = lp(piN)
1/3 = ls(gspiN)
1/3 . (2.110)
The solution must also contain the form F4 = ∗F7, whose flux quantization imposes
F4 =
3pil3pN
VS4
ω4 , (2.111)
where VS4 = 8pi
2/3 is the volume of S4 and ω4 is its volume 4-form. Since F4 is not
“polarized” along the directions we will compactify, equation (2.111) will remain
valid in 10 dimensions, too.
We now go to the non-extremal case, given by the following black-hole solution
ds211 =
r2
4R2
(−g(r)dx20 + dxidxi + dy2 + dx24)+ 4R2r2 dr2g(r) +R2dΩ24
g(r) = 1−
(rT
r
)6
, rT =
8pi
3
R2T , (2.112)
where 1/T is the radius of the circle spanned by the Euclidean time τ , identified
with the temperature of the black hole. The next step is to call 2piT = MKK and
do the following Wick rotations
x0 → + ix4
x4 → − ix0 . (2.113)
With these choices the new coordinate x4 has period 2pi/MKK and the new Euclidean
time is not periodic anymore. The obtained metric is the following
ds211 =
r2
4R2
(
ηµνdx
µdxν + dy2 + f(r)dx24
)
+
4R2
r2
dr2
f(r)
+R2dΩ24
f(r) = 1−
(r0
r
)6
, r0 =
4
3
R2MKK . (2.114)
There are no black-holes in this metric and, even in Lorentzian signature, the sub-
space {x4, r} has a disk topology.
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Let us now perform the second dimensional reduction by setting y ' y + 2pilsgs
and using (2.106). After the change of variable u = r2/4R we find the following
10-dimensional solution
ds210 =
( u
R
)3/2
(ηµνdx
µdxν + f(u)dx24) +
(
R
u
)3/2(
du2
f(u)
+ u2dΩ24
)
eφ(u) = gs
( u
R
)3/4
, (2.115)
where now the function f(u) is given by
f(u) = 1−
(u0
u
)3
, u0 =
r20
4R
, (2.116)
We can check the given relation for u0 (and thus for r0) by analyzing the regularity
of the metric in the subspace {u, x4}. To do this, let us set
u = u0 +
3
4
√
u0
R3
ρ2
x4 =
ψ
MKK
, (2.117)
where ψ is an angular variable. At first order in ρ we find
ds210 {x4,ρ} =
9
4
u0
R3M2KK
ρ2dψ2 + dρ2 , (2.118)
which is regular if and only if
u0 =
4
9
M2KKR
3 . (2.119)
As it will be clear in the last chapter, it is also interesting to consider the 10-
dimensional reduction of the solution (2.112), which in Euclidean signature reads
ds210 =
( u
R
)3/2
(g(u)dτ 2 + dxidx
i + dx24) +
(
R
u
)3/2(
du2
g(u)
+ u2dΩ24
)
g(u) = 1−
(uT
u
)3
, uT =
4
9
(2piT )2R3 . (2.120)
We notice that both these 10-dimensional solutions are completely different from
the cases we have treated until now. First of all, the sphere S4 is not factorized
from the non-compact part of the space. Moreover, we have a radial dependence of
the dilaton. Since gs is proportional to the effective gauge coupling g
2
4, we interpret
the radial dependence of the dilaton as a running of the coupling constant of the
dual theory, that is, a non-trivial RG flow: we have given an example of non-AdS
dual for a non-conformal field theory. We can notice that the dilaton diverges in
the boundary and that both metrics do not approach AdS, neither for u0. We must
not be bothered by these facts. What we are considering is the reduction of a 6-
dimensional theory to 4-dimensions, a process that is well defined only at the effective
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level. The 4-dimensional effective theory on {x0, x1, x2, x3} is not renormalizable and
must be seen as the low energy regime of the theory living on the D4-branes wrapped
around x4. Still this 5-dimensional theory is not well defined at small distances and
its UV completion is the 6-dimensional superconformal theory dual to AdS7 × S4
setup, consistently with the fact that the D4-branes are an effective description of
M5-branes. Our hope is that, at very low energies, the 4-dimensional theory will
share with non supersymmetric SU(N) gauge theory all the relevant features.
This is indeed the case: Witten’s model exhibits an area law for Wilson loops, which
is a manifestation of confinement, and a mass gap. In the last chapter we will explain
how to include the topological θ term, which is our main object of investigation,
and we will study some physical observables. By doing so, we will explicitely show
the announced properties of the model and at the same time analyze how these
are affected by the parameter θ. A nice introduction to Witten’s model and its
properties can also be found in [74]. Many relevant features of the model have been
explored in [75].
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Chapter 3
Instantons and the theta term
In this chapter instantons as classical solutions to gauge theory equations will be
introduced. We will see how, starting from the Euclidean gauge theory Lagrangian
L = 1
2g2
TrF 2 ,
it will be natural to include another term
Lθ = −i θ
16pi2
TrF (∗F ) ,
known as the θ-term. The physics described by this theory has a non-trivial depen-
dence on θ. This is something which is not evident at any order in perturbation
theory, as can be argued by observing that the term Lθ is a total derivative and
does not affect the equations of motion. As we have recalled in the introduction,
studying the θ dependence of the theory thus requires non-perturbative tools. In
the framework of Lattice Gauge Theory this is challenging, due to the imaginary
term in Lθ which renders Monte Carlo methods not convergent.
We will review what happens in SU(N) Yang-Mills in the large N limit and give, in
the last section, the numerical results on the θ dependence of various observables,
obtained by means of lattice simulations at θ  1. This will motivate the study,
that we will perform in chapter 4, on the exact θ dependence of a large N Yang-Mills
model in the holographic framework
Studying the θ dependence in Yang-Mills is interesting for various reasons. First,
it provides us relevant informations on the vacuum structure of the theory. Then,
from a more phenomenological perspective, it gives important insights on the mass
and interactions of the η′ meson in QCD. More details are given in section 3.5 and
references therein.
Historically, instantons in gauge theories were first introduced in [76], and where
used by ’t Hooft in [77] to solve the U(1)A problem of QCD. Other historically
relevant works are [78, 79]. The description we will give is deeply inspired by [80].
Other useful references are [81, 82].
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3.1 Introductory material
Periodic potential
We will begin this chapter by discussing the problem of a non-relativistic particle
in a periodic potential: this simple example can be useful because it shows some
analogies with instanton solutions in gauge theories.
Suppose we have the following Hamiltonian for a non-relativistic particle
H =
p2
2m
+ V (q) , (3.1)
where V (q) = V (q+2pia) is a periodic potential defined for all values of q and having
minima at q = 2pina, where n ∈ Z, with V (2pina) = 0. For instance, let us choose
V (q) = V0(1− cos (q/a)) . (3.2)
This problem clearly has a discrete symmetry, implemented by the translation op-
erator U(a) such that
U(a)|q〉 = |q + 2pia〉 , (3.3)
so we expect that the energy eigenstates of this problem can be choosen to be also
eigenstates of U(a), and since this is a unitary operator, its eigenvalues can be
written as exp (iθ), for some real value of θ.
Now imagine that we expand the potential around its minimum q = 0
V (q) ' 1
2
V0
q2
a2
− 1
4!
V0
q4
a4
+O
(
q6
a6
)
, (3.4)
and suppose that a is very big and we can neglect the quartic order, so that we have
an harmonic oscillator with mω2 = V0/a
2. The ground state is a localized state, in
which the particle stays inside the well around q = 0, with an energy E0 = ~ω/2 at
first order in 1/a. What we are doing is the so-called “tight binding” approximation,
we are neglecting the probability of finding the particle outside the well.
The original symmetry of the system at the moment is “hidden”, since the ground
state is not invariant under discrete translation, but we notice that it’s been our
choice to expand around q = 0. We could expand around one of the other minima,
obtaining a solution in which the particle is localized around q = 2pina. What we
have in this “tight binding” approximation is an infinite set of degenerate ground
states |n〉, all with energy ' E0. But, even if a is very large and the approximation
is good, this is not the end of the story: tunneling effects have to be included.
Using the WKB treatment, for which we address to a standard quantum mechanics
book, we know that there is a nonzero amplitude for the process in which the particle
goes from one well to another, and this is equal to
〈n+ 1|e− iH~ |n〉 = exp
(
−1
~
∫ 2pi(n+1)a
2pina
dq
√
2|V (q)|
)
. (3.5)
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Despite beeing small, this amplitude is always present, and prevents the symmetry
breaking. Since U(a)|n〉 = |n+ 1〉, we can now construct the real low energy states
by writing the eigenstates of U(a)
|θ〉 =
∑
n∈Z
e−inθ|n〉 . (3.6)
Now we have U(a)|θ〉 = eiθ|θ〉, as we wanted, and the set of degenerate vacua has
become a band, whose energy depends on the continuous value of θ. We also have
recovered Bloch’s theorem: in a periodic potential the energy eigenfunctions must
be functions depending on a wave vector k, such that under discrete traslation
ψk(q + 2pia) = e
2piika ψk(q). We simply have to identify θ = 2pika.
The reason for introducing this chapter with this example will become clear when
we’ll see that in gauge theory we also have an infinite set of degenerate vacua, labeled
by an integer, and that there exist configurations which describe the tunneling from
a vacuum to another.
Semiclassical approximation in QFT
Suppose we have a QFT, defined in terms of some fundamental fields
{φ(x)} = {φ1(x), φ2(x), ..., φn(x)} ,
described by an action S[φ(x)]. To study it, our goal is to compute all the correlation
functions between local operators {Oj(x)} associated with physical observables. In
the language of the Path Integral formulation these are given by
〈Oj1(x1)Oj2(x2)...Ojn(xn)〉 =
∫
[Dφ(x)] Oj1(x1)Oj2(x2)...Ojn(xn)e
iS[φ(x)]/~∫
[Dφ(x)] eiS[φ(x)]/~
, (3.7)
where the fields go to zero at t = ±∞ (we suppose the fields to be free at time
infinity) and the integration in this expression is made over the fundamental fields
space (the set of the classical values of the fields in every point x of the spacetime).
The factor ~ at the denominator of the exponent suggests that in order to compute
this quantity one could use saddle-point approximation and read it as a semiclassical
approximation.
We begin by performing the analytic continuation to imaginary time x0 → −iτ so
that we obtain an Euclidean space, and we define the so-called Euclidean action
S(E) = −S in such a way that the new path integral is written as
〈Oj1(x1)Oj2(x2)...Ojn(xn)〉 =
∫
[Dφ(x)] Oj1(x1)Oj2(x2)...Ojn(xn)e
−SE [φ(x)]/~∫
[Dφ(x)] e−S(E)[φ(x)]/~
, (3.8)
and is now a positive definite quantity, that takes the bigger contributions from
classical configurations that minimize the Euclidean action and, most of all, that
have a finite action. These solutions are called istantons and, except for the case
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SE = 0, they must be associated to a configuration that is localized both in space
and in time.
Contributions coming from other minima than the absolute one are usually expo-
nentially suppressed, but there are cases in which we cannot neglect those contri-
butions. This happens for instance in the case of non-abelian gauge theory, in the
non-perturbative regime.
Quick review of gauge theories
In the next section we will analyze the vacuum structure of a gauge theory, so
let us recall some definition and fix the notation. We will work in the Euclidean
formulation, so the metric ηµν is substituted by δµν .
Suppose we have some matter fields {ψj} and a certain Lagrangian L[ψ, ∂ψ]. Sup-
pose there is a compact, simple and connected Lie group G acting on these fields by
a group of matrices belonging to a certain linear representation R of G. Let’s call
them M(R)jk (g), and let us explicitely write the transformations
ψj(x)→M(R)jk (g)ψk(x) . (3.9)
This is a global transformation: the group element does not depend on the point x of
the spacetime. If the Lagrangian is invariant under the action of G we’ll say that this
is a symmetry of the theory. A global symmetry, like the one under Poincare´ group,
imposes some constraints on the physical processes and arranges the vectors of the
Hilbert space into multiplets transforming under some irreducible representation of
G.
A gauge theory describes what happens if a certain symmetry is enhanced to be
local : we impose that
ψj(x)→M(R)jk (g(x))ψk(x) (3.10)
is a symmetry, for a generic “good” function g(x). The part of the Lagrangian
depending on the fields is automatically invariant, even for local transformations,
but all the terms involving the derivatives of the fields must be improved, since a
derivative is made by taking the difference of the field at two different points. Before
telling how the problem is solved, we recall some notions about linear representations
of a Lie group G.
We begin by writing the matrices as
M(R)ij (g(x)) = exp
(
iAa(g)T
(R)
a
)
ij
, (3.11)
where the T
(R)
a for a = 1, 2, ..., dim (G) are matrices belonging to the representation
R of the Lie algebra τ(G), while Aa(g) are components depending on the particular
element g we want to write. For compact groups the generators T
(R)
a are hermitian
and can be chosen in such a way that
[T (R)a , T
(R)
b ] = ifabcT
(R)
c , (3.12)
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where fabc is completely antisymmetric and only depends on the group G (not on
the particular representation).
Every set of generators also satisfies the Jacobi identity
[T (R)a , [T
(R)
b , T
(R)
c ]] + [T
(R)
b , [T
(R)
c , T
(R)
a ]] + [T
(R)
c , [T
(R)
a , T
(R)
b ]] = 0 , (3.13)
and, in virtue of this identity, on can verify that the matrices (T
(adj)
a )bc = ifabc of
dimension dim (G)× dim (G) are a representation of the Lie algebra τ(G) for every
group G, called the adjoint representation1. Finally, we can also impose that the
bilinear Killing form gab reads
g
(R)
ab = Tr
[
T (R)a T
(R)
b
]
= D(R)δab , (3.14)
where D(R) is called Dynkin index. In the G = SU(N) case, which is the only case
we will consider, D(fund) = 1/2 and D(adj) = N .
Gauge invariance (symmetry under local transformations) is implemented on the
fields if we add to the theory the Lie algebra valued one-form
A = TaA
a
µ(x)dx
µ
called gauge connection, and substitute the ordinary derivative ∂µ with another
operator called covariant derivative, given by
(Dµ)
(R)
ij = ∂µδij + A
a
µ(x)(T
(R)
a )ij . (3.15)
Under a finite gauge transformation g(x) = exp (iΛ(x)), where Λ ∈ τ(G), the con-
nection must transform as
Aµ(x)→ eiΛ(x)Aµ(x)e−iΛ(x) + eiΛ(x)∂µe−iΛ(x) , (3.16)
in order to get the following
Dµψ(x)→ Dµ
(
eiΛ(x)ψ(x)
)
= eiΛ(x)Dµψ(x) , (3.17)
that is, the covariant derivative of a field transforms like a field, and gauge invariance
is assured. Notice that the connection transforms as a piece of adjoint, plus another
term.
If two configurations A
(1)
µ and A
(2)
µ are related by the transformation (3.16), i.e. it
exists a function g(x) such that
A(2)µ = g(x)A
(2)
µ g
−1(x) + g(x)∂µg−1(x) , (3.18)
then by definition of gauge symmetry these configurations describe the same physics
and are to be considered equivalent. For this reason, only gauge invariant quantities
can appear in the Lagrangian for the field A (by gauge invariant quantity we mean
a function of the field A that does not change under (3.16)).
1It coincides to the action of the group on itself by conjugation adj(h)(g) : g → hgh−1, and to
a commutator action adj(X)(Y ) = [X,Y ] in the algebra.
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An invariant quantity can be constructed defining the two-form field strenght F ,
known as the curvature of the gauge connection. This lives in the adjoint represen-
tation of the group and is given by
F = Fµν dx
µ ∧ dxν =
(
∂µAν − ∂νAµ + [Aµ, Aν ]
)
dxµ ∧ dxν , (3.19)
or, using the covariant derivatives, by
Fµν = [Dµ, Dν ] . (3.20)
Under the action of the gauge group, F transforms as
Fµν → eiΛ(x)Fµνe−iΛ(x) , (3.21)
and thus the term
Tr(R) [FµνF
µν ] = F aµνF
µν
b Tr
[
T (R)a T
(R)
b
]
(3.22)
is gauge invariant and can be used to construct a Lagrangian for the field A.
Let’s also define the Hodge dual of the two-form F
∗F = (∗F )µνdxµ ∧ dxν = 1
2!
F ρσρσµν dx
µ ∧ dxν , (3.23)
such that ∗(∗F ) = F and transforming, under the action of the gauge group, in the
same way as F . The Hodge dual automatically satisfies the Bianchi identity
Dµ(∗F )µν = ∂µ(∗F )µν + [Aµ, (∗F )µν ] = 0 , (3.24)
because of the following Jacobi identity
[Dµ, [Dν , Dρ]] + [Dν , [Dρ, Dµ]] + [Dρ, [Dµ, Dν ]] = 0 . (3.25)
Remember that, since F and ∗F live in the adjoint of the gauge group, the covariant
derivative acts on them by commutators.
By using the Hodge dual field we can construct another gauge invariant term,
Tr(R) [Fµν(∗F )µν ] = F aµν(∗F )µνb Tr
[
T (R)a T
(R)
b
]
, (3.26)
that will be crucial in discussing instantons and the theta dependence.
The action for a gauge theory is the following
S[A] =
1
2g2
∫
d4x Tr(fund) [FµνF
µν ] , (3.27)
and from this we can compute the Hamiltonian, which is simply given by
H[A] = 1
2g2
∫
d3x Tr(fund) [FµνF
µν ] . (3.28)
The quantity g2 is dimensionless in 4 dimensions and is called coupling constant.
We have emphasized that the trace is taken in the fundamental, but from now on
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we will not write it explicitely anymore. We did not consider the term (3.26) at the
moment. In the next sections we will show how it naturally rises.
The action depends on the gauge connection A, and imposing stationarity under
perturbations of this field we obtain
DµF
µν = ∂µF
µν + [Aµ, F
µν ] = 0 . (3.29)
This is the classical equation of motion for the field A and ends our quick review.
3.2 Vacuum classical configurations
We are interested in the wavefunction Aµ(x) associated to the ground state. Since
(3.28) is a positive definite quantity, its minimum value is zero and is obtained by
writing the solution of F = 0. This condition is obviously satisfied by A = 0, but
also every “pure gauge” configuration
A(g)µ (x) = g(x)∂µg
−1(x) (3.30)
is also a solution. The question is: are all these configurations gauge equivalent
to the trivial one? Looking at (3.18) the answer seems to be yes. But we should
consider more carefully this equivalence relation.
An important observation is the following: when we discuss symmetries, usually we
introduce them as infinitesimal transformations, saying that the composition of a
great number of them will give a finite one. This is because we would like to talk
about conservation laws and Noether currents, computed with infinitesimal trans-
formations, that give rise to physical constraints. But if we do so, we only consider
the functions that are reachable starting from the identity2. If we want to keep this,
we should consider two configurations A
(2)
µ and A
(1)
µ gauge equivalent (and so giving
the same physics) if they are continuously connected. What we mean is that the
gauge transformations that do not change the physics are the h(x) that are homo-
topic to the identity: it exists a one-parameter family of transformations s(α, x),
with α ∈ [0, 1], such that s(0, x) = 1 and s(1, x) = h(x) and that is continuous on
both variables. The defined class h(x) ' 1 does not always contain all the possible
functions from a space M to a Lie group G.
For this reason, the two pure gauge configurations
g1(x)∂µg
−1
1 (x) , g2(x)∂µg
−1
2 (x)
could be gauge-inequivalent, let us tell when. Suppose we start from the first config-
uration, depending on g1(x). If we perform a gauge transformation h(x), which by
definition is connected to the identity, we reach the (physically equivalent) configu-
ration written in terms of h(x)g1(x). This one is equivalent to g2(x) if and only if it
exists an h(x) such that h(x)g1(x) = g2(x), i.e. g1(x) and g2(x) belong to the same
homotopic class. This observation is useless when the space has a trivial topology.
2Notice that the functions we are talking about are maps g(x) : M → G, where M is the
spacetime. The identity is g(x) = 1, the map that sends all the point of M to the identity of the
group.
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In fact, if the space is homotopically equivalent to a point, like the Rn case, one can
show that the maps h(x) ' 1 coincide with the entire set of the functions from M
to G. This implies that, on a spacetime with trivial topology, all the pure gauge
configurations are physically equivalent. So the question has become, what is our
space M?
We are studying a ground state configuration, and since this is an energy eigenstate,
time is absent and we will be concerned with only 3 dimensions. Moreover, since we
describe processes that are local in space and do not change the boundary values,
we can impose that g(x) → 1 when r → ∞3, this does not affect the physics we
wish to describe [78]. With this choice all the directions at infinity are mapped into
one single point in the group space, and can be identified. When we start from R3,
this process of compactification brings us to the sphere S3, that has a nontrivial
topology.
We can finally state: the number of inequivalent vacuum configurations is the same
as the homotopically inequivalent classes of transformations g(x) : S3 → G. These
are well known in algebraic topology, as they are defined as the third homotopy group
of G, indicated by pi3(G). In the abelian case, the group G = U(1) is associated
to the manifold S1, and it happens that pi3(S
1) = 1, i.e. there is only one vacuum
in electromagnetism. The simplest non-abelian group, G = SU(2), is topologically
S3 and its third homotopy group is pi3(S
3) = Z where the integer, called “winding
number” or “Pontryagin class”, corresponds to the degree of the map (the number of
times the domain manifold wraps around the target manifold under the mapping).
Thanks to a theorem [83], we know that every map from S3 to a simple non abelian
Lie group G, such as G = SU(N) with N > 1, is homotopic to a map from S3 to an
SU(2) subgroup of G, and this implies pi3(G) = Z. In these cases the inequivalent
vacua are thus labeled by a topological number, let us call it it λ, which is an integer.
For the abelian case only the trivial vacuum λ = 0 must be considered.
Such a situation reminds us of spontaneously broken symmetry. We could imagine
that the system will choose its own vacuum |λ〉 and remain there, because every
tunneling process is suppressed by an infinite volume factor. But the situation here
is different because of instantons: configurations of finite action that change the
topological sector.
3.3 Instantons in gauge theories
To find instantons in a gauge theory, following section 3.1, we look at classical
solutions of the equations of motion with finite action, in the Euclidean formulation
of the theory. Notice that now we have restored time and we are back again to 4
dimensions.
In order to satisfy the finite action request we must impose that
lim
r→∞
Fµν(x) = 0 =⇒ lim
r→∞
Aµ(x) = h(x)∂µh
−1(x) , (3.31)
3The situation does not change if we impose g(x)→ g¯ when r →∞, as we can act with a global
gauge transformation to set it equal to 1.
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i.e. the connection field is pure gauge at infinity (but is arbitrary elsewhere). By
means of a transformation homotopic to the identity we can set
lim
r→∞
Ar(x) = 0 ,
and h(x), which is defined on S3(∞) = ∂R4, will thus depend only on angular
variables θ1, θ2, θ3. Again, we ended with a map from a 3-dimensional sphere
4 to
the group G. We know that these are labeled by their degree, let us call it β. We
still have the freedom to make r-independent transformations, using some
g = g(θ1, θ2, θ3) ,
defined on S3(∞). Since such a transformation sends h → hg, if we could take
g = h−1, then only the trivial configuration Aµ(x) = 0 would survive. But this is
possible only when h(θ1, θ2, θ3) is homotopic to the identity. The argument is based
on the fact that g must be defined not only on the sphere at r →∞, but everywhere
in 4 dimensions, and so must be regular in r = 0, where it cannot depend on angles
(see [80] for more details about this argument).
This information also tells us that in 4 dimensions it is not possible to have F = 0
everywhere, unless the gauge connection is, at fixed r, a function hr : S
3 → G
homotopic to the identity: the instantons with winding number β 6= 0 at infinity
all have F 6= 0 in some localized region, and an instanton solution thus depends on
a scale (size of the instanton) and on a particular point. For this reason a single
instanton solution breaks translational and scale invariance and in order for these
symmetries to be safe, instantons must come in all sizes and positions, in such a
way to not possess a typical scale or point. This ends the finite action discussion.
Now let us take the classical equations of motion, (3.24) and (3.29). As we have
seen before, the first one (Bianchi identity) is just the request that F comes from
a potential, while the latter comes from the stationarity of the action. Notice the
following: if we have a potential A such that its associated field strenght is self-dual
or antiself-dual, it will automatically be a solution of the equation of motion. By self
and antiself dual we mean the two cases ∗F = ±F that are possible only in Euclidean
space, where ∗(∗F ) = F . In Minkowski, in fact, we have ∗(∗F (Mink.)) = −F (Mink.)
and so the Hodge operator has eigenvalues ±i. What we will now demonstrate is
that: the self (antiself) dual configuration has also the lowest action in its topological
sector: it is the instanton (anti-instanton) solution. In order to do it, consider the
following inequality
0 ≤
∫
d4x Tr[F ± (∗F )]2 =
∫
d4x Tr[(Fµν ± (∗F )µν)(F µν ± (∗F )µν)] . (3.32)
By simple manipulations and using that TrF 2 = Tr[(∗F )2], we arrive at the following
S[A] =
1
2g2
∫
d4x TrF 2 ≥ 8pi
2
g2
∣∣∣∣ 116pi2
∫
d4x Tr[Fµν(∗F )µν ]
∣∣∣∣ , (3.33)
4Notice that this time S3 does not come from the compactification of R3, but is the boundary
of the 4-dimensional spacetime, ∂R4 = S3(∞), for this reason the instantonic (β) and the vacuum
(λ) topological numbers are not the same, later we will see how they are linked.
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where the inequality is saturated if and only if F = ±∗F . Let us define the quantity
β = − 1
16pi2
∫
d4x Tr[Fµν(∗F )µν ] . (3.34)
The symbol β has been chosen because what we have in last equation is exactly the
topological number of the instanton. In fact, it can be written as a total divergence
− 1
16pi2
Tr[Fµν(∗F )µν ] = − 1
8pi2
∂µ
(
µνρσTr[AνFρσ − 1
3
AνAρAσ]
)
, (3.35)
and using Stoke’s theorem and the boundary condition F → 0
β =
1
24pi2
ijk
∮
S3(∞)
d3x Tr[AiAjAk] =
=
1
24pi2
ijk
∮
S3(∞)
d3x Tr
[(
h∂ih
−1) (h∂jh−1) (h∂kh−1)] . (3.36)
It is possible to prove that this expression is invariant under reparametrization of the
coordinates and infinitesimal gauge transformations, so it is a topologically invariant
quantity of the map S3(∞) → G. One can also demonstrate that it coincides with
the degree of this function, and so it really is the winding number.
Let’s come back to (3.33). We have found
S[A(β)] ≥ 8pi
2
g2
|β| . (3.37)
The configurations of our theory are divided into topological sectors, labeled by β.
In every sector there is an instanton solution, the one that has the lowest action,
and that corresponds to a self-dual field strenght (when the inequality is saturated).
For every instanton solution there is an anti-instanton solution that corresponds to
−β and such that its configuration is antiself-dual.
Now we have all the ingredients to make a physical interpretation of an instanton
with winding number β. Suppose we work in the gauge Aτ = 0 (τ is the Euclidean
time). This means that at τ → ±∞ the potential is
Aµ = h(x1, x2, x3)∂µh
−1(x1, x2, x3) . (3.38)
Now equation (3.36) can be written as the difference of the two integrals at τ → ±∞,
and in virtue of the discussion about the ground states that we made before, these
correspond to the winding numbers of the vacuum configurations
β = λ(τ → +∞)− λ(τ → −∞) , (3.39)
which has the following meaning: an instanton of winding number β changes the
topological vacuum sector: it is responsible of a nonzero tunneling amplitude be-
tween |λ〉 and |λ+ β〉 . This process is exponentially suppressed when the coupling
is small, of order
exp
(
− S[A(β)]
)
= exp
(
−8pi
2
g2
|β|
)
,
but cannot be neglected in a nonperturbative regime, when the coupling is of order
unity.
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3.4 The theta angle
We have understood that the |λ〉 vacua are not the true vacua, so we want to find
what are the true vacua of the theory. Consider then the β dipendent quantity, in
a volume V
F (V, β) =
∫
V
[DA′] e−S[A
(β)+A′] , (3.40)
where the integration variable A′(x) is the set of configurations that do not change
the winding number (this means that we are integrating on the topological sector
β). For the moment forget about the gauge fixing procedure, it is independent from
what we are discussing.
The quantity F (V, β) is proportional to the amplitude of a vacuum-vacuum process
|λ〉 → |λ+ β〉 ,
for a generic value of λ. We would like this amplitude to well behave under de-
composition V = V1 + V2, in virtue of cluster property. In particular we would like
that
lim
V1,V2→∞
F (V1 + V2) = F (V1)F (V2) . (3.41)
Since β is written as a local density integral, we expect that in this limit β → β1+β2.
The action will be written as the sum over the two volumes, and for the partition
function we have
F (V1 + V2, β)→
∑
β1+β2=β
F (V1, β1)F (V2, β2) , (3.42)
that is, the amplitude obeys a convolution transformation, instead of a multiplicative
one. This must not bother us, we know that the topological vacua are not the true
vacua. If we define instead its Fourier transform
F (V, θ) =
∑
β
eiβθF (V, β) =
=
∑
β
∫
V
[DA′] e−S[A
(β)+A′]eiβθ =
∫
V
[DA] e−S[A]+iβ[A]θ , (3.43)
(notice that now the sum over A is made over all the configurations) we will have
the desired vacuum-vacuum amplitude, such that
F (V1 + V2, θ) = F (V1, θ)F (V2, θ) . (3.44)
We see that the “price to pay” is the substitution
S[A]→ S[A] + iθβ = 1
2g2
∫
d4x Tr[FµνF
µν ]− i θ
16pi2
∫
d4x Tr[Fµν(∗F )µν ] . (3.45)
73
We have shown that even if we start without the theta term, we should add it in
order to have a good vacuum. Since β is an integer, and since we only consider the
exponential of the action, we can identify θ and θ + 2pi and say that theta is an
“angle”.
As we already mentioned, the quantity F (V, β) is proportional to the tunneling
amplitude
F (V, β) ∝ 〈λ+ β|e−Ht|λ〉 ,
and since this quantity does not depend from the particular value of λ, we can use
the following “trick”
F (V, θ) ∝
∑
β
eiβθF (V, β) ∝
∑
βλ
ei(λ+β)θ−iλθ〈λ+ β|e−Ht|λ〉 = 〈θ|e−Ht|θ〉 , (3.46)
useful to write the |θ〉 vacua in terms of the topological vacua
|θ〉 =
∑
λ
e−iλθ|λ〉 . (3.47)
We could have obtained the theta vacua in another way, similar to the periodic
potential case, imposing the conservation of gauge invariance. The argument can
be found in [79]. We have said that the physically equivalent configurations are
those differing by a gauge transformation homotopic to the identity. But we know
that there are other gauge transformations that, although not connected to the
identity, commute with the hamiltonian (and with every gauge-invariant quantity):
the ones that change the vacuum sector. These are an abelian group, generated by
the operator U(g1) such that
U(g1)|λ〉 = |λ+ 1〉 . (3.48)
Since this operator is unitary and commutes with the Hamiltonian, the energy eigen-
states must also be eigenstates of U(g1), with eigenvalue e
iθ. Imposing this constraint
we arrive at the same expression of |θ〉 we wrote above. But now we can simply
demonstrate that two different vacua |θ〉, |θ′〉 do not communicate: suppose that we
have a gauge-invariant operator G, then
0 = 〈θ′|[G,U(g1)]|θ〉 = (eiθ − e−iθ′)〈θ′|G|θ〉 , (3.49)
and this identity proves the assertion.
3.5 Topological effects in YM and QCD
We never assumed G = SU(N) in the analysis presented above. Instantons are
a fundamental feature for every gauge theory in a spacetime of dimension d + 1,
provided that pid(G) 6= 0. In particular, the abelian case G = U(1) has instanton
solutions in 2 dimensions, as pi1(S
1) = Z. This particular model, when coupled with
fermions, is known as Schwinger model and the instantons effects have been studied
in [84], [85].
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The realistic model describing the strong interactions is called Quantum Chromo-
dynamics (QCD) and consists of a 4-dimensional SU(3) Yang-Mills coupled with
6 massive quarks. Note that by “quarks” we will mean the fermionic fields which
transform under the fundamental representation of the gauge group. QCD admits
instanton solutions and has a non-trivial dependence on the parameter θ.
We have already seen that in 4 dimensions the gauge coupling gYM is dimensionless.
But because of renormalization, it depends on the energy µ of the process we are
considering. For instance, at one loop one has (neglecting the quark masses)
exp
(
− 4pi
2
g2YM(µ)
)
' exp
(
− 4pi
2
g2YM(Λ)
)(µ
Λ
)b1
, (3.50)
where Λ is a dynamically generated reference scale and b1 is given by
b1 = −11N
6
+
Nf
3
. (3.51)
The quantity Nf is equal to the number of flavours and for the real QCD Nf = 6
and N = 3. Since this implies b1 < 0 we see that gYM goes to zero, and thus quarks
are free, when µ → ∞. This is one of the most relevant features of QCD and is
known as asymptotic freedom [1, 2].
Since (3.50) is a one loop result, it is valid only when the coupling is small, i.e. µ Λ.
Many evidences show that at energies µ ' 200 MeV the theory becomes strongly
coupled and exhibits confinement : quarks do not exist as asymptotic states and are
bounded into mesons and baryons. Quantitatively this is expressed by the potential
energy between a couple of static quark-antiquark: in a confined phase (at low
energies) this grows linearly with the distance5
Vqq¯(L) = TsL , (3.52)
where Ts is called string tension and has dimensions of (energy)
2. In the same regime
the gluons (the excitations of the gauge field) are strongly interacting, too, since the
coupling between them is the same as that of the quarks. Bound states of gluons are
expected to exist and are known as glueballs. At the moment there is no analytical
derivation for the confinement6 of quarks in QCD, and the only evidence has been
obtained on the lattice (we address to section 3.7 for more details). Lattice studies
have shown that when a quark-antiquark pair separates, the gauge field forms a very
tight tube (or string) between them.
We have described how instantons come from topologically non-trivial configura-
tions, and this means that we expect them to be related to large scale physics,
where “global” features can be seen. This is indeed the case, because an instanton
(or anti-instanton) contribution is proportional to
exp
(
−8pi
2
g2
)
exp (±iβθ) . (3.53)
5This is precisely true for the pure Yang-Mills theory. In QCD, when the chromoelectric flux
tube has anough energy, it can be broken by the creation of a dynamical q − q¯ pair from the
vacuum. For this reason it is more correct to say that QCD is screened.
6The Schwinger model shows confinement and in that model this feature can be attributed to
instantons. Unfortunately, in 4 dimensions this is not the case [80].
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This fact means that perturbation theory, which in QCD corresponds to small dis-
tance, cannot capture instanton effects or θ dependence, as their contribution is non
analytic around g = 0 and is thus non-perturbative.
In [86], ’t Hooft has tried to compute the effects of θ using a dilute instanton gas
approximation, which assumes that instantons are very distant and non interacting.
However, since instantons come in all sizes, one must sum over arbitrarily large
instantons and encounters infrared divergencies, which at the moment are unman-
ageable. The only direct approach to study θ dependence and, in general, all the
non-perturbative features of QCD is, at the moment, the lattice gauge theory. We
shall give more details about this approach in section 3.7. Let us now list the main
effects which are affected by topological properties.
Parity violation
The θ term, when added to the Lagrangian, violates parity and time reversal sym-
metries. This can be seen writing it in the following way
Lθ = −i θ
16pi2
Tr[Fµν(∗F )µν ] = −i θ
16pi2
Tr[4EiB
i] , (3.54)
where Ei and Bi are the non-abelian electric and magnetic fields. Under T-symmetry
we have Ei → Ei and Bi → −Bi. Under P symmetry Ei → −Ei and Bi → Bi. In
both cases the transformation can be absorbed by θ → −θ, implying that only for
θ = 0, pi (mod 2pi)
the symmetries can be preserved. Notice that the same is true for the CP symmetry.
However it is believed [87] that CP is spontaneously broken (the theory exhibits a
first order phase transition and two degenerate vacua appear) at θ = pi, while at
θ = 0 this cannot happen [88] and the symmetry is really conserved.
Neutron electric dipole moment
The experimental value of θ in QCD is obtained by the electric moment dn of the
neutron, which depends on θ [89], [90] by means of
dn ' 8× 10−16|θ| e cm . (3.55)
At the moment the upper bound for this quantity is of order 10−25 e cm and this
implies that θ ≤ 10−9. In order to explain why θ, which is a bare parameter of the
theory, is so small it has been proposed [91] that it could be, instead of a constant,
a dynamical field that has a minimum of its effective potential when T and P are
conserved. This would imply the existence of a new particle, called axion.
U(1)A problem and the physics of the meson η
′
Yang-Mills coupled with Nf massless flavours enjoys a global symmetry under the
group of chiral rotations
U(Nf )L × U(Nf )R ,
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which rotates indipendently the left and right components. This can be decomposed
into its vectorial and axial part
SU(Nf )V × SU(Nf )A × U(1)V × U(1)A .
In real QCD, if we focus on the 3 lightest quarks, the situation is the following:
U(1)V is exact, SU(3)V is softly broken by the differences of quark masses, and
SU(3)A is spontaneously broken by the chiral condensate 〈ψ¯ψ〉 6= 0, an effect leading
to an octet of would-be Goldstone bosons7 which are identifed with the lightest
pseudoscalar mesons. If U(1)A were an exact symmetry, in the chiral limit every
particle would have a partner of opposite parity, but there is no evidence for it.
It seems natural to assume that this symmetry is spontaneously broken, with the
appearance of an isosinglet pseudoscalar Goldstone boson. Weinberg estimated [92]
that, far from the chiral limit, the upper bound for the mass of such a particle is√
3mpi. The only candidate is the meson η
′ with a mass of 985 MeV, unfortunately
beyond Weinberg’s limit. This problem of a “missing meson” is known as U(1)A
problem.
The resolution was found by ’t Hooft in [77], using arguments given in [93] for the
Schwinger model, and is due to instantons. It was already known that U(1)A presents
an anomaly [94], that is a non-conservation of the Noether current jµ5 (bilinear in
the fermionic fields) associated to this symmetry. The anomaly is expressed by
∂µj
µ
5 (x) = i2Nf Q(x) + (mass terms) =
= i2Nf
1
16pi2
TrFµν(x)(∗F )µν(x) + (mass terms) , (3.56)
where the quantity Q(x) is called topological charge density and is, apart from the
sign, the same term appearing in Lθ. Since it is a total divergence, as we write
in (3.35), if we choose Aµ = 0 at the boundary (modulo gauge transformations
connected to the identity) then the anomaly would disappear and U(1)A would
be an exact symmetry. But since we know that there are physical configurations
such that the integral of Q(x) is different from zero, the anomaly remains and is
able to give physical effects. In particular, the expectation values of products of
the topological charge can couple to operators with the same quantum numbers
constructed from fermionic matter fields: they are able to give a mass to the meson
η′ even in the chiral limit, solving the U(1)A problem, and govern its interactions.
In virtue of equation (3.56), we see that a chiral U(1)A rotation of an angle α can
be absorbed by a redefinition of θ, namely
θ → θ − 2αNf .
Thus, if the non-conservation of the current jµ5 is only due to instantons, a nonzero
θ can be rotated away and all the vacua will be degenerate. However, in real QCD,
jµ5 is broken by the quark masses and θ dependence remains. The same is true in
pure gauge theory, i.e. in absence of quarks.
7They would be massless in the chiral limit, i.e. for massless quarks.
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Vacuum energy density
In pure Yang-Mills different values of θ are associated to different vacua. These
vacua, as we proven in (3.49), do not communicate, i.e. there is no gauge invariant
operator G such that, for θ 6= θ′, one has 〈θ|G|θ′〉 6= 0. This implies that the θ vacua
are stable, but there is no reason to believe that they are degenerate: the ground
state energy density ε (which is equal to the free energy density f) is in principle a
function ε(θ) of this parameter.
String tension and glueball masses
As the vacuum energy density, also the other energy scales of the theory can show
a non-trivial θ dependence. One is the string tension Ts, which is related to the
expectation value of a rectangular Wilson loop in the confined phase. Then, there
is the whole tower of bound states of gluons, the glueballs. Their masses should be
quantized and we expect them to depend on θ, too.
Finite temperature
The finite temperature behaviour of QCD (and of a QFT, in general) can be analyzed
by means of the partition function Z(T ) = exp (−H/T ), where T is the temperature
and H is the hamiltonian of the theory. This quantity can be rewritten in terms of
a path integral
Z(T ) =
∫
[DAµ(x)][Dψ¯(x)][Dψ(x)] e
−S(E) , (3.57)
in which we impose boundary conditions
Aµ(0, x
i) = Aµ(1/T, x
i)
ψ¯(0, xi) = −ψ¯(1/T, xi) , ψ(0, xi) = −ψ(1/T, xi) , (3.58)
such that Euclidean time is compactified on a circle of radius 1/2piT . Temperature
can be seen as a raise of mean energy, and in particular it will excite all the modes
with energy ' T , which will be for this reason the ones playing the dynamics. One
could then argue that putting QCD at finite temperature is the same as looking
the theory at an RG energy scale µ ' T . The low energy modes of QCD are
those responsible for non-perturbative effects, such as confinement and the chiral
condensate, and it is natural to believe that at temperature T  √Ts these modes
will be “frozen”. Accordingly, for values of the temperature of the same order of
Λ and
√
Ts, the system exhibits a crossover from a confined to a deconfined phase.
The thermodynamical phase beyond this region of temperature is known as quark-
gluon-plasma (QCP). If one considers instead Yang-Mills for N > 2, without matter
fields, the crossover becomes a first-order phase transition at a critical temperature
Tc.
As for the θ dependence, at very high temperature the instanton gas description
is a good approximation, because temperature gives a cutoff which avoids infrared
divergencies, and renders the effective coupling small. In this case we expect that θ
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effects will be exponentially suppressed, because of (3.53). In Yang-Mills, for T ≤ Tc,
this is not true, and this gives rise to a θ dependence of the critical temperature
Tc(θ). For much more details about instantons and QCD at finite temperature we
address to [95].
3.6 Large N
Studying the non-perturbative regime of an asymptotically free gauge theory is
challenging. The infrared behaviour is governed by intense interactions and the
effective degrees of freedom are much different from the ones we treat in perturbation
theory. In order to analitically study this regime, the expansion around g = 0 is
useless and another method is needed. For SU(N) Yang-Mills theory, one possibility
has been given by ’t Hooft in [4], (see also [96]) who proposed to promote the number
of colors N to a variable and study the limit N → ∞. In this limit the number
of gluonic fields is O(N2), while the number of quark fields is O(NNf ), so one can
expect that the dynamics will be basically played by the gluons. If we want that in
this limit the confinement scale
√
Ts remains fixed, we must require λ = g
2
YMN <∞,
where λ is called ’t Hooft coupling.
For each amplitude A we consider, it can be shown that the Feynman diagrams
naturally organize themselves in a double expansion in powers of 1/N and λ and are
classified according to their topology. The topology arises when one considers the
compact Riemann surface obtained from the diagram by associating a face to each
gluon loop, gluing them along their boundaries, and adding the point at infinity. In
particular, one has
A =
∞∑
g=0
(1/N)2(g−1)
∞∑
n=0
Agnλn , (3.59)
where the constants Agn are single diagram contributions and the number g is called
“genus” of the surface, given in terms of the Euler number by χ = 2 − 2g. This
double series is the same as a closed string theory perturbative expansion, where
one can identify 1/N ∼ gs and relate the other sum to the α′ expansion. If one
adds the quarks to the description it is possible to show that a quark loop can be
associated to a boundary on the Riemann surface. This implies a change in the Euler
number, namely χ = 2 − 2g − b, where b is the number of boundaries. In order to
include the quarks, one has to sum also over the number of boundaries. This is the
same as adding open strings to the closed perturbative string sum8. This analogy
has lead ’t Hooft to hypothize that a gauge theory could have a dual description
in terms of one-dimensional strings, and that the limit N → ∞ corresponds to the
weakly coupled regime for this dual theory. The AdS/CFT correspondence is the
first realization of this idea.
Actually, non-perturbative QCD effectively possesses objects similar to one dimen-
sional strings: the flux tubes made of gauge fields which bind a quark-antiquark pair
into a meson. Using a simple toy model of a relativistic string of fixed lenght and
8We did not treat perturbative string theory, so we cannot explicitely proof the statement. We
address to the string reference we gave in the first chapter for more details.
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tension Ts, rotating in such a way that its endpoints move at the speed of light, it
is possible [97] to derive
J =
M2
2piTs
= α′M2 . (3.60)
This behaviour is a particular case of a Regge trajectory J = α0 + α
′M2 (for this
reason the quantity α′ is also called Regge slope), which seems to fit well the exper-
imental data of mesons. Phenomenologically one has Ts ' (0.40 GeV)2.
In the large N limit, since instantons amplitudes are weighted by a factor
exp (−8pi2/g2YM) = exp (−8pi2N/λ) , (3.61)
it could seem that their effects are still exponentially suppressed, but this is not true
and the reason lies in the infrared divergent behaviour of the theory. A possible
explanation is that one must sum over arbitrarily low energy modes and in this
regime the coupling becomes very strong, so that the θ dependence remains, even in
the large N limit. Another hint comes from the fact that the only way in which the
U(1)A resolution and the 1/N expansion can be compatible is that (see [98, 99, 17])
the vacuum energy density ε has a θ dependence at order O(N0).
The situation is different at finite temperature. A temperature T , as we remarked
at the end of the previous section, can be associated to an IR cutoff, and this
means that the IR divergencies present at T = 0 cannot contribute at high enough
temperature. Since in the large N limit the ’t Hooft coupling is kept fixed, looking at
(3.61), we could expect that, at a certain temperature T > Tc, all the θ dependence
is exponentially suppressed in N , being proportional to ∝ exp (−8pi2N/λ(T )). This
would imply, for instance, that in the large N limit the vacuum energy density
would not depend on θ at all for T  Tc. Several studies performed on lattice for
N > 3 indicate that the topological properties remain unchanged for T < Tc, until
T ' Tc. Moreover they suggest that, beyond the phase transition, they exhibit a
large suppression, see [100] and references therein.
Let us rewrite the Euclidean Lagrangian for pure Yang-Mills as
L = N
λ
(1
2
TrF 2 − i λ
16pi2
θ
N
Tr[F (∗F )]
)
. (3.62)
We see that in order to have a nontrivial dependence on θ in the N → ∞ limit,
we should take θ/N fixed. Since the vacuum energy density is expected to be
proportional to N2, the number of degrees of freedom, we should have
ε(θ) = N2h(θ/N) . (3.63)
However, the physics should be invariant under the transformation θ → θ + 2pik,
and this leads to an apparent contradiction: a regular function of the variable θ/N
which is also periodic under a shift of θ should be constant. This problem is solved
[17, 16] by assuming that h is a multibranched function, that is there are N different
branches of the same function, given by
hk(θ/N) = h((θ + 2pik)/N) , k = {0,±1,±2, ...} , (3.64)
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associated to N different vacua which are stable in the large N limit but not degen-
erate. The energy in the branch k is given by
εk(θ) = N
2h((θ + 2pik)/N) , (3.65)
and the true vacuum at a certain value of θ is obtained by the k that minimizes the
energy density
ε(θ) = min
k∈Z
εk(θ) . (3.66)
As a result, we obtain a periodic energy density, that can be non-smooth for some
values of θ because of a jump from a branch k to another. In the large N Yang-Mills
model of chapter 4 we will see that, as it is also expected in pure large N Yang-Mills,
this happens at θ = pi + 2pik. Notice that once we have associated a value k to a
certain value of θ, all the observables must be computed on that particular branch
for that value of the parameter.
The energy is expected to have a minimum at θ = 0, because precisely at this value
the integrand of the path integral is positive and real. Furthermore, arguments
involving the U(1)A problem suggest that [16]
χg =
d2ε(θ)
dθ2
∣∣∣
θ=0
> 0 , (3.67)
and this implies the following expression, valid at small values of θ mod 2pi, for the
energy density
ε(θ) ' 1
2
χg min
k∈Z
(θ + 2pik)2 +O(1/N) . (3.68)
The quantity χg is known as the topological susceptibility and is given by
χg =
1
V4
∫
d4x 〈Q(x)Q(0)〉 , (3.69)
where Q(x) is the topological charge defined in (3.56) and V4 the spacetime volume.
In the chiral limit of large N QCD, the topological susceptibility of the unflavoured
Yang-Mills theory is related to the mass of the meson η′ by the Witten-Veneziano
formula [98, 99].
m2η′ =
4Nfχg
f 2pi
, (3.70)
obtained by means of effective chiral Lagrangians. The quantity fpi is the pion decay
constant and at large N it is of order O(
√
N), so that m2η′ = O(1/N).
3.7 Lattice results
The only theoretical first-principle non-perturbative tool for QCD is provided by its
lattice formulation. This framework is based on the reformulation of the theory, due
to Wilson [52], on a discrete lattice in Euclidean spacetime in such a way that gauge
symmetry is still preserved (while Lorentz invariance is explicitely lost). If we call a
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the distance between the sites of the lattice, the original theory on the continuum is
obtained in the limit a→ 0. The physical observables, such as correlators of gauge
invariant quantities, can be studied by means of numerical simulations, performed
using a particular statistical method known as Monte Carlo. We will not go into
more details, see standard references as [101] for more informations.
In the last decades, lattice gauge theory has been a powerful tool to investigate QCD
and other models. It has provided, among the obtained results, a nonzero string
tension (which is a further evidence for confinement), and the nonvanishing of the
chiral condensate, which is related to the chiral symmetry breaking.
There exist interesting studies of θ dependence in lattice Yang-Mills, see for example
[82] and the numerous references therein. These studies can be performed at any
value of N but are very challenging, as the Euclidean Lagrangian of Yang-Mills
contains an imaginary factor which determines a “sign problem”. For this reason
lattice results are restricted to small values of θ, in particular to few non-trivial
orders in the Taylor expansion around θ = 0. We will see that in the holographic
framework this limitation does not exist. Nevertheless there are other limitations,
related to the limits N, λ → ∞. Despite these facts, as we will see in chapter 4,
the holographic model realizes all the crucial IR features of Yang-Mills and allows
to derive an exact θ dependence of the observables. For this reason it can provide a
complementary view with respect to numerical simulations. Some of the observables
we compute have been studied on lattice.
The vacuum energy density in the large N limit is usually written as
ε(θ)− ε(0) = 1
2
χgθ
2
(
1 + b¯2
θ2
N2
+ b¯4
θ4
N4
+O(θ6/N6)
)
, (3.71)
where the b¯2n coefficients provide relevant physical information [82] as they are
related to the zero-momentum n-point connected correlation functions of the topo-
logical charge density at θ = 0 . These are also phenomenologically interesting
quantities: for instance b¯2 (for Nc = 3) is related to the η
′-η′ elastic scattering am-
plitude. For pure Yang-Mills on the lattice, calling b2n the coefficients multiplying
just the θ2n powers, the following values for N = 3, 4, 6 have been found [82, 22]
b2 = 0.026(3), 0.013(7), 0.008(4) ,
yielding a large N estimate
b¯2 ' 0.2 . (3.72)
Concerning the value of b4 on the lattice, at present the errors are such that its sign
cannot be safely determined: recent results [21] only provide an upper bound on its
absolute value, namely |b4| < 0.001.
The string tension can be written as
Ts(θ) = Ts(0)
(
1 + s¯2
θ2
N2
+O(θ4/N4)
)
, (3.73)
and has been studied on lattice in [3], with result s¯2 ' −0.9, obtained from extrap-
olating the results for N = 3, ..., 6.
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The critical temperature as a function of θ can be written as
Tc(θ) = Tc(0)
(
1−Rθθ2 +O(θ4)
)
, (3.74)
and has been studied in [20, 23]. There, it has been found Rθ = 0, 0175(7) for N = 3.
The mass of the CP even scalar glueball, which we indicate9 as 0++, has been
studied on the lattice in [3] for N = 3. Their result is
M0++(θ) = M0++(0)
(
1 + g2θ
2 +O(θ4)
)
, (3.75)
where g2 ' −0.06(2), so this mass was found to have a negative contribution at
order O(θ2).
In the next chapter we will present our results, obtained using holographic tech-
niques, and qualitatively compare them, when possible, to the ones obtained on the
lattice.
9We follow the stardard notation JCP , where J is the angular momentum and C, P are the
quantum numbers associated to C and P symmetry.
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Chapter 4
Theta dependence in Holographic
Yang-Mills
In this chapter we will include the theta term in Witten’s Holographic Yang-Mills
model [10]. We will first present the gravity solution, including the full backreaction
of the field dual to θ. Then we will use this solution and the holographic tools intro-
duced in chapter 2 to extract the θ dependence of a class of interesting observables
in the dual gauge theory. We will consider observables also studied on the lattice
and compare our results with lattice ones. Moreover, we will study the θ dependence
of the entanglement entropy, which is not computable on the lattice, yet.
4.1 The dual of the theta term
We ended the second chapter by giving the type IIA solution (2.115) sourced by
N coincident D4 branes wrapped on a circle Sx4 of radius 1/MKK . At energies
µMKK it should give an effective SU(N) Yang-Mills theory in 4-dimensions. We
have also seen that this solution can be obtained starting from N coincident M5
branes still wrapped along Sx4 in M -theory, which source the background (2.114),
and reducing on another circle Sy.
We now want to include the θ term in this description. We begin by looking at the
combined Dirac-Born-Infeld plus Chern-Simons actions for the D4 branes, setting
the B field to zero.
SDBI+CS = −T4
∫
d4+1ξ e−φ Tr
[√
− det(γαβ + 2piα′Fαβ)
]
+
+ T4
∫
Tr
[
e2piα
′F ∧
∑
q
Cq
]
, (4.1)
where T4 = (2pi)
−4l−5s is the brane tension. There are only two forms, in the ex-
pansion of the exponential of CS term, compatible with the dimensionality of the
integration domain. One is the form C5, with field strenght F6, whose Hodge dual
is F4 = ∗F6. The second is a one-form C1. By means of this field we will include θ.
We remember that this description must be used when gsN is vary small, while
when gsN  1 one can use the classical gravity description. In the limit α′ → 0 the
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open strings decouple from the closed string sector and we end up with an effective
5-dimensional theory on the branes. Its action can be found expanding (4.1) in
powers of α′ and reads
SD4 = − 1
16pi2gsls
∫
TrF 2 +
1
8pi2ls
∫
C1 ∧ TrF ∧ F , (4.2)
Suppose now that F does not depend and has no “legs” on x4, and that C1 does
the same on the xµ. Then we would have1, after compactification on a circle Sx4 of
radius Rx4 = 1/MKK ,
SD4 = − 1
8pigslsMKK
∫
d4x TrF 2 +
1
16pi2ls
∫
Sx4
C1
∫
d4x TrF (∗F ) , (4.3)
where the integration domain is the 4-dimensional space spanned by xµ. We see
that this is the same as Yang-Mills action
SYM = − 1
2g2YM
∫
d4x TrF 2 +
θ
16pi2
∫
d4x TrF (∗F ) , (4.4)
if we make the following identifications
λ = 2λ4 = g
2
YMN = 4piNgslsMKK (4.5)
θ + 2pik =
1
ls
∫
Sx4
C1 , k ∈ Z . (4.6)
Note that the definitions of λ and λ4 differ by a factor 2. Even if the standard ’t
Hooft coupling is λ, we shall use λ4 in the rest of our work, because this one is the
variable commonly used in the literature referring to Witten’s model. Including the
θ term is equivalent to adding another gauge one-form to the set of type IIA fields,
and the periodicity under shift of 2pi is automatically implemented in the description
because the integral of the form C1 exactly multiplies the instanton number.
Since we will work in ’t Hooft large N limit, let us write the Yang-Mills Lagrangian
in the following way
LYM = N
4λ4
[
− TrF 2 + λ4
4pi2
θ
N
TrF (∗F )
]
, (4.7)
and let us now define the following quantity
Θ =
λ4
4pi2
(θ + 2pik)
N
(4.8)
we anticipate that this will be the variable entering in the solution. As one could
imagine, it scales as θ/N .
The gravity background dual to the large N Yang-Mills theory on the wrapped
D4-brane is a solution of the type IIA action
SIIA =
1
2k20
∫
d10x
√−g
[
e−2φ(R+ 4(∂φ)2)− 1
48
(F4)
2 − 1
4
(F2)
2
]
, (4.9)
1Note that
∫
TrF ∧ F = 1/2 ∫ d4x TrF (∗F ).
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where the other forms can be consistently put to zero. We will solve its classical
equations of motion while imposing that the new solution has the same asymptotics
as (2.115) and the constraint (4.6) at u→∞, where the bare theory is defined.
Notice that the form C1 enters in the description as F2 = dC1 is its associated field
strenght. It is possible to understand how the form C1 descends from 11-dimensional
supergravity. It is associated to a change in the metric structure defined on the
torus Sx4 × Sy, namely to a non-diagonal component gx4y. This can be obtained
in 11 dimensions by a suitable change of coordinates in the {x4, y} subspace. The
obtained metric by definition is still a solution but will produce, when reducing to
10 dimensions, a solution containing a nonzero one-form gauge field by means of
ds211 = e
−(2/3)φ˜ds210 + e
(4/3)φ˜(dy + C˜1)
2 , (4.10)
where C˜1 = gsC1. This method has been used in [18] to deduce the same θ dependent
solution that we will write.
4.2 The theta deformed gravity solution
The θ dependent 10-dimensional solution can be found by considering the type IIA
action (4.9) and solving its related equations of motion. We decide to immediately
write down the solution and discuss the physics, instead of following the computation
(whose details can be found in Appendix A). The metric reads
ds2 =
( u
R
)3/2√
H(u,Θ)
(
ηµνdx
µdxν +
f(u)
H(u,Θ)
dx24
)
+
+
(
R
u
)3/2√
H(u,Θ)
(
du2
f(u)
+ u2dΩ24
)
, (4.11)
and is supported by the dilaton φ, the one-form C1 and the form F4, given by
eφ = gs
( u
R
)3/4
H(u,Θ)3/4 (4.12)
C1 =
Θ
gs
f(u)
H(u,Θ)
dx4 (4.13)
F4 = 3pigsl
3
sNω4 , (4.14)
where ω4 is the volume form of the unit radius sphere S
4. The functions f(u) and
H(u,Θ) are defined by
f(u) = 1−
(u0
u
)3
(4.15)
H(u,Θ) = 1−
(u0
u
)3( Θ2
1 + Θ2
)
. (4.16)
The variable Θ has been introduced in (4.8) and we recall that the lenght R is
determined by the flux of the N coincident D4 branes and is related to the radius
of S4 (and of AdS7) in the 11-dimensional metric. It is given by
87
R = ls(gspiN)
1/3 = ls
(
λ4
2lsMKK
)1/3
. (4.17)
The quantity u0 is the value of the radial coordinate at which the metric ends, given
by
u0 =
4
9
R3M2KK
(1 + Θ2)
=
2
9
λ4
(1 + Θ2)
MKK l
2
s . (4.18)
The coordinate x4 still lives on a circle of radius 1/MKK . We will take MKK to
be independent on Θ. With this choice the Θ = 0 solution (2.115) and the Θ
dependent one coincide in the boundary u → ∞, which is coherent with the fact
that the topological effects are negligible in the UV region, and we see that
u0(Θ) =
u0(Θ = 0)
1 + Θ2
< u0(Θ = 0) . (4.19)
We will see that this will imply a reduction of the mass scales in the model.
This background is reliable if the Ricci scalar is small when compared to string scale.
Its value at u = u0 reads
R(u0) = 1
α′
27
λ4
(1 + 4Θ2 + 3Θ4) , (4.20)
and thus we see that we have to ask strong ’t Hooft coupling (even at Θ = 0) and
|Θ|  λ1/44 . Furthermore, the 10 dimensional description should be considered valid
only when the dimension of the circle Sy is small with respect to the stringh lenght
ls. This implies that the dilaton should be small, e
φ  1. At u = u0 we have
eφ(u0) =
1
piN
(
λ4
3(1 + Θ2)
)3/2
, (4.21)
which is always true if we consider λ
3/2
4  N . This means that g3YM must go to
zero faster than N−1/2, but does not affect the strong ’t Hooft coupling condition.
We espect that for very large values of u, the region that we will keep calling the
boundary, the lift to M -theory will be needed. Using (4.10) one can write the
11-dimensional metric and see that its Ricci scalar is given by
R(11) = 1
α′
3
2(piN)2/3
. (4.22)
This solution is reliable when the last quantity is much smaller than string scale,
and this condition implies that we have to work in the large N limit.
We can now start studying the physical properties of this background, using the
holographic prescriptions we gave in the second chapter.
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4.3 Physical properties of the Yang-Mills theory
4.3.1 Vacuum energy density
At T = 0 the internal energy E is equal to the free energy F . Due to traslational
invariance, they both have a divergence proportional to the 4-dimensional volume
of the spacetime, so we will write their densities ε = f = F/V3+1. They can be
computed using the holographic prescription (see chapter 2)
exp (−S(E)on−shell) ' ZQFT = exp (−V3+1f) =⇒ ε = f =
S(E)
V3+1
, (4.23)
where S(E) = −S is the Euclidean, on-shell, renormalized action. We will write it
as the following sum
S = S
(grav)
bulk + S
(GH)
boundary + S
(forms)
bulk + S
(ct.)
bulk = −S(E) , (4.24)
composed by the Einstein-Hilbert-dilaton term, the Gibbons-Hawking term, the
term involving the forms F4 and F2, and the counterterm needed in order to cure
the divergence. This was found in [102] just from dimensional reduction of the AdS7
counterterm analogous to the one introduced in chapter 2, see equation (2.79). We
declare that all these quantities are considered in Lorentzian signature and we will
change the sign at the end to obtain the value of the Euclidean action. Explicitely,
we have
S
(grav)
bulk =
1
2k20
∫
d10x
√−g e−2φ (R+ 4(∂φ)2) (4.25)
S
(GH)
boundary =
1
2k20
∫
u=U
d9x
√−g(9) e−2φ (−2K) (4.26)
S
(forms)
bulk =
1
2k20
∫
d10x
√−g
(
− 1
48
(F4)
2 − 1
4
(F2)
2
)
(4.27)
S
(ct.)
bulk =
1
2k20
∫
u=U
d9x
√−g(9) (−5g1/3s
R
e−7φ/3
)
. (4.28)
Notice that the factor g(9) is the determinant of the induced metric on the boundary,
while K is the trace of the extrinsic curvature, that in our case is equal to
K =
1√−g∂u
(√−g
guu
)
. (4.29)
All these factors are divergent, while their sum should be, modulo a V3+1 factor that
will not appear in the free energy density, a finite quantity. They only depend on
the coordinate u, so we can suddenly integrate on the other coordinates, getting
a factor VS4V3+1 2pi/MKK . We set a cutoff at u = U , in order to regularize the
integration.
It is convenient to put on evidence a factor u30/g
2
s , so that
S
V3+1
=
1
2k20
2pi
MKK
VS4
u30
g2s
(
s
(grav)
bulk + s
(GH)
boundary + s
(forms)
bulk + s
(ct.)
bulk
)
. (4.30)
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With this choice every term in brackets is dimensionless, depending only on Θ and
on the cutoff  = u30/U
3. The computation can be done using the following relations
R(u) = 9
4
( u
R
)3/2 1
H(u,Θ)5/2
P (u,Θ)
u2
(4.31)
4(∂φ)2 =
9
4
( u
R
)3/2 f(u)
H(u,Θ)5/2
(H(u,Θ) +H ′(u,Θ)u)2
u2
(4.32)
(F2)
2 =
2Θ2
g2s
(f ′(u)u H(u,Θ)− f(u) H ′(u,Θ)u)2
H(u,Θ)4u4
(4.33)
(F4)
2 =
216
g2s
1
H(u,Θ)2u2
. (4.34)
Defining the variables
z =
(u0
u
)3
, Q(Θ) =
Θ2
(1 + Θ2)
, (4.35)
the function P can be written as the following polynomial
P (z,Q) = −5 + (1 + 4Q)z + (4Q2 − 8Q)z2 + 4Q2z3 . (4.36)
The integration has been performed by a change of variable u→ z. Explicitely, we
found (modulo positive powers of 3 that go to zero) the following results
s
(grav)
bulk = −
3
3
+ 3− 9 Θ
2
1 + Θ2
(4.37)
s
(forms)
bulk = −
3
23
+
3
2
− 3
2
Θ2
1 + Θ2
(4.38)
s
(GH)
boundary = +
19
23
− 13
2
+
21
2
Θ2
1 + Θ2
(4.39)
s
(ct.)
bulk = −
5
3
+
5
2
. (4.40)
We see that there is no Θ divergent term and that the vacuum energy density is a
finite quantity, equal to
f = − S
V3+1
= − 1
2k20
2pi
MKK
VS4
u30
g2s
(
1
2
)
. (4.41)
It seems that this quantity does not contain Θ, but remember that there is an
implicit dependence in u0. Using the definition 2k
2
0 = (2pi)
7l8s , together with all the
relations we gave in this chapter, we can write f in terms of {MKK , λ4, N , Θ}, for
our final result
f(Θ) = ε(Θ) = − 2
37pi2
λ4M
4
KKN
2
(1 + Θ2)3
. (4.42)
It could seem quite unnatural for an internal energy to be negative, but there exists
an interpretation of this quantity as a Casimir energy [103], due to the compact
direction x4, giving a meaning to the minus sign.
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Figure 4.1: The normalized ground state energy as a function of θ. Different
branches correspond to different values of k.
We can now discuss the periodicity issue θ+2pik. As we mentioned in section 3.6, it
has been argued by Witten that at large N there are N metastable vacua, each one
corresponding to a value of k ∈ Z, and that the true vacuum, for a certain value of
θ ∈ R, corresponds to the value of k such that
f(θ) = min
k∈Z
f(θk) . (4.43)
Notice that the function k(θ), defined by minimizing the energy density, is explicitely
k(θ) : θ ∈ ((−1 + 2n)pi, (1 + 2n)pi) =⇒ k = −n . (4.44)
and this prescription must be used for all the observables we will consider. With
this choice, we find in this model that all the physics is periodic in θ. In figure (4.1)
we plot the energy density for finite θ. We see that at pi + 2pin the function is not
smooth, realizing the expected CP breaking first-order phase transition.
If we expand around θ = 0 we get
f(θ)− f(0) = 1
2
λ34M
4
KK
4(3pi)6
θ2
(
1− λ
2
4
8pi4
θ2
N2
+
5λ44
384pi8
θ4
N4
)
, (4.45)
that can be confronted with the expression (adapted from lattice notations)
f(θ)− f(0) = 1
2
χg θ
2
(
1 + b¯2
θ2
N2
+ b¯4
θ4
N4
+O(θ6/N6)
)
, (4.46)
to give the topological susceptibility χg
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χg =
λ34M
4
KK
4(3pi)6
, (4.47)
and the expansion coefficients
b¯2 = − λ
2
4
8pi4
, b¯4 =
5λ44
384pi8
. (4.48)
As already pointed out at the end of chapter 3, the large N estimate for the first ex-
pansion coefficient given in [82] is b¯2 ' −0.2. We see that the sign of this coefficient
coincides with the one obtained in our model. For what concerns the second coeffi-
cient, recent results [21, 22] have only provided a bound on its absolute value. If the
qualitative match between our model and large N Yang-Mills persists at subleading
order, we suggest that it should have positive sign.
The energy density could also be obtained using the ADM formalism, in which ones
computes the renormalized internal energy density using the following equation
EADM =
1
2k20
√
−g(Einst.)x0x0
∫
u=U, x0fixed
d8x
√
g
(Einst.)
8
(
−2K(Einst.)9 −2K(0)9
)
, (4.49)
where, as in formula (2.83), we subtract the value of a reference background “0”
obtained by setting u0 = 0. The superscript (Einst.) means that everything must
be written in Einstein frame, that we have defined in 1.3.1. The reason for this
choice is that this result comes from general relativity, where the Einstein-Hilbert
term does not contain the dilaton, and cannot be adapted to the string frame action.
The quantity g8 is the induced metric at the boundary and at fixed x
0, while K9 is
the trace of the extrinsic curvature on the 9-dimensional surface at fixed u, given by
K
(Einst.)
9 =
1√
−g(Einst.)9
∂u

√
−g(Einst.)9√
g
(Einst.)
uu
 . (4.50)
4.3.2 The string tension
As discussed in section 2.2, the expectation value of a Wilson loop on a contour
C can be found computing the (renormalized) minimal Nambu-Goto action for a
fundamental string, whose world-sheet Σ is such that ∂Σ = C. We will be interested
in a rectangular Euclidean Wilson loop, along the contour S defined by
S = {x1 ∈ [−L/2,+L/2], τ ∈ [−T/2,+T/2], x2, x3, ... = fixed} .
Using the particular string embedding {σ1, σ2} = {τ, x = x1} we can immediately
write
SNG =
T
2piα′
∫ +L/2
−L/2
dx
√
gττ (gxx + guuu′(x)2) =
+
T
2piα′
∫ +L/2
−L/2
dx
( u
R
)3/2√
H(u,Θ)
√
1 +
(
R
u
)3
u′(x)2
f(u)
. (4.51)
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Defining the dimensionless variables z = u0/u ∈ (0, 1) and ξ = x/L ∈ (−1/2,+1/2)
we can rewrite this quantity as
SNG =
2
27pi
λ4M
2
KK
(1 + Θ2)2
TL
∫ +1/2
−1/2
dξ L(z(ξ), z′(ξ))
L(z(ξ), z′(ξ)) =
√(
1 + Θ2(1− z(ξ)3)
z(ξ)3
)(
1 +
9(1 + Θ2)
4M2kkL
2
z′(ξ)2
z(ξ)(1− z(ξ)3)
)
. (4.52)
The boundary conditions are z(±1/2) = , where  is the usual UV cutoff, needed
to regularize the integral.
The situation is much different from the conformal case (see section 2.2), as now we
have a scale entering in the problem, the compactification radius MKK , which can
be compared to the lenght L. In particular we are interested in the long distances
behaviour, L  1/MKK . We assume that the solution will satisfy z(ξ) = z(−ξ)
and so the curve assumes a maximum value z∗ = z(0). This value will depend on
the lenght L we are considering, and in particular we expect it to increase with L,
as the metric diverges in the boundary and it is more favorable for long strings to
enter into the bulk region. But now the metric has a radial endpoint, z = 1 (or
u = u0). This leads, in the regime L 1/MKK , to a so-called “bath-tube-shaped”
profile: the string approximately lies at the value z(ξ) ' 1 and is connected to the
boundary by two approximately straight lines ξ ' ±1/2. These two lines bring a
divergent factor, corresponding, like in the case discussed in chapter 2, to the mass
of the couple quark-antiquark, and thus their contribution must be subtracted away
in order to find the potential.
We thus have to consider only the bulk term z(ξ) ' 1, with z′(ξ) ' 0, and inserting
this profile into Nambu-Goto action we find
SNG =
2
27pi
λ4M
2
KK
(1 + Θ2)2
TL =⇒ V (L) = 2
27pi
λ4M
2
KK
(1 + Θ2)2
L . (4.53)
We see that now the rectangular Wilson loops exhibits an area law and thus the
potential grows linearly with the distance: this model describes a confined phase.
The factor multiplying L, with dimensions (energy)2, is the string tension and reads
Ts(Θ) =
2
27pi
λ4M
2
KK
(1 + Θ2)2
. (4.54)
Notice that λ4 ∝ Ts/M2KK . Since in the gravity approximation we are using λ4  1,
this relation means that the KK modes are not decoupled from the Yang-Mills ones.
Let us expand the string tension for small θ
Ts(θ) = Ts(0)
(
1− λ
2
4
8pi4
θ2
N2
+
3λ44
256pi8
θ4
N4
+O(θ6/N6)
)
. (4.55)
We find that the first θ correction to the string tension is negative and this is coherent
with the result found on the lattice in [3]
T (lat)s (θ) = T
(lat)
s (0)
(
1 + s¯2
θ2
N2
+ ...
)
, (4.56)
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where, extrapolating from N = 3, ...6 results, it is found s¯2 ' −0.9. Moreover,
we are led to predict that the subleading correction, of order O(θ4), to the string
tension has a positive sign. It would be interesting to verify this with an explicit
computation on the lattice.
4.3.3 Finite temperature
If we want to go to finite temperature T , we have to compactify the Euclidean time
direction. The analytical continuation to Euclidean space of the metric (4.11), given
by
ds2 =
( u
R
)3/2√
H(u,Θ)
(
dτ 2 + dxidxi +
f(u)
H(u,Θ)
dx24
)
+
+
(
R
u
)3/2√
H(u,Θ)
(
du2
f(u)
+ u2dΩ24
)
, (4.57)
is still a solution when τ lives on a circle of radius 1/(2piT ). In this solution the form
C1, responsible for θ dependence, is still given by (4.13). Notice that it goes to zero
at u = u0, where the circle Sx4 shrinks to zero size. We can realize that this fact is
imposed by regularity, and is related to the disk topology of the {x4, u} subspace.
For the Θ = 0 case, there is another solution (with periodic Euclidean time) for
the wrapped D4-branes setup, given in (2.120). We rewrite it here in Euclidean
signature
ds2 =
( u
R
)3/2 (
g(u)dτ 2 + dxidx
i + dx24
)
+
(
R
u
)3/2(
du2
g(u)
+ u2dΩ24
)
g(u) = 1−
(uT
u
)3
, uT =
4
9
(2piT )2R3 . (4.58)
Remember from chapter 2 that its Lorentzian version was obtained from the near-
horizon limit of N coincident non-extremal M5 branes. In this metric the circle
along the coordinate x4 does not shrink anymore in the IR region and the subspace
{x4, u} has the topology of a cylinder (see Figure ??). When we add the form C1,
subject to the condition (4.6) at u → ∞, to this background, it is not forced to be
zero at u = u0, and we can then set
C1 =
lsθ
2piRx4
dx4 (4.59)
for all values of u, with associated zero field strenght F2. This choice minimizes the
Euclidean kinetic term (F2)
2 and thus gives another solution.
The phase described by this setup has a background metric that does not contain
Θ anymore, but this is not in contradiction with what we know. We will find that
this background is favourite when the temperature is very large, and repeating the
same computations we did in section 4.3.2, it is possible to show that its associated
string tension is zero. This fact signals that the high temperature regime of the dual
field theory corresponds to a deconfined phase, and in such a situation the effects of
θ are indeed expected to be exponentially suppressed at large N .
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Figure 4.2: The topology of the two phases.
We thus have two possible gravity solutions corresponding to different phases of the
theory. We can compare the related free energies and determine whether there is a
phase transition as we vary T and how the eventual critical temperature depends
on θ. Let us call the free energy densities of the two phases f (1) and f (2), the first
corresponding to the θ-dependent (confined) phase and the latter to the deconfined
phase.
The computation of the free energy density at finite temperature can be done using
the formula, already introduced in section 2.4,
f = ε− Ts(BH) = TS
(E)
V3
, (4.60)
where s(BH) is the entropy density. We can realize that f (1) is the same as the T = 0
case. In fact the only difference is that the volume factor V3+1 which appeared
in the T = 0 case is now substituted by V3/T , but the result is exactly the same
and does not depend on the temperature at all. For what concerns f (2), since the
associated solution contains a black hole, it can be computed by means of the black-
hole entropy, given by
S(BH) =
A(∂γbh)
(Einst.)
4GN
, (4.61)
which is equal to the entropy of the dual field theory. The horizon ∂γbh is the
8-dimensional surface u = uT at fixed Euclidean time. Again, as for the ADM
energy, we have to perform the computation in Einstein frame. Notice that the first
setup, even at finite temperature, has a zero entropy at leading order in the large
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N limit. In Yang-Mills this is something one expects from a confined phase, where
the dynamical degrees of freedom are not the gluons but the color singlets.
The computation gives the following result
s(BH) =
S(BH)
V3
=
28pi4
36
λ4N
2
M2KK
T 5 , (4.62)
and can be used to find the free energy of the second phase by means of the formula
sBH = −∂f(V, T )
∂T
=⇒ f (2) = −2
7pi4
37
λ4N
2
M2KK
T 6 . (4.63)
We notice the peculiar scaling of the temperature with a power 6, which comes from
the higher dimensional nature of the UV completion. Since f (2) is independent from
θ, the topological susceptibility is zero for this deconfined phase, at our level of
approximation.
Comparing the two obtained free energies, we see that our model exhibits a first
order confinement-deconfinement phase transition. The critical temperature can be
found imposing
f (1)(Θ) = f (2)(Tc)
and the result is
Tc =
MKK
2pi
1√
1 + Θ2
. (4.64)
Again, we stress that this result must be read using the periodicity prescription
imposed by the free energy. As a result, the plot of the critical temperature is a
periodic function of θ, as one can see from Figure 4.3. The values θ = (2k + 1)pi,
where the plot shows a cusp, are associated to triple points where the deconfinement
phase transitions (solid line) meets the CP breaking transitions (dashed lines), due
at large N to a discrete jump k → k − 1 from a branch to another. This behaviour
was indeed expected (see [23]) but it is remarkable that the holographic model has
realized it explicitely.
We now focus on the behaviour near θ = 0, where the critical temperature can be
expanded
Tc(θ) = Tc(0)
(
1− λ
2
4
32pi2
θ2
N2
+
3λ4
2048pi8
θ4
N4
+O(θ6/N6)
)
. (4.65)
The sign of the quadratic correction agrees with the results found on lattice [20],
[23]. Moreover, our description predicts the sign of the subleading correction to be
positive. It would be nice to check this prediction on the lattice.
4.3.4 The scalar glueball mass
In pure Yang-Mills the lightest glueball is a C and P even scalar mode, that we
indicate as 0++. The θ dependence of its mass has been studied on the lattice in
[3]. In this work, the 0++ mass was found to decrease quadratically with θ around
θ = 0. Let us compare this result with the holographic model.
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Figure 4.3: The (T, θ) phase diagram.
In section 2.1 we have discussed how to compute correlators in AdS space, using
the holographic prescription. In particular we addressed to the behaviour of the
two-point function of a gauge invariant scalar operator, dual to a (massive) scalar
field on the gravity side. We found the power law
〈O(x)O(y)〉 ∝ 1|x− y|2∆ ,
as conformal invariance (and thus the absence of other dimensionfull quantities to
be compared to |x − y|) would have suggested. This behaviour also signals that
the excitations of the operator O are massless. A massive excitation of a field ψ is
associated to the following two-point function behaviour
〈ψ(x)ψ(y)〉 ∝ e−M |x−y| , (4.66)
where M is the mass. Notice that this is true in Euclidean signature. If we switch
to the Lorentzian case the decreasing exponential is substituted by an oscillating
function e−iMt = eikµx
µ
, and thus one finds a pole in momentum space at p2 = k2 =
−M2, the evidence for a particle.
In Yang-Mills, if we are interested in the spectrum of the glueball 0++, we have to
study the two-point function of some CP even scalar operator, depending of the
fundamental field A. This operator is identified with TrF 2, and we expect that
〈TrF 2(x)TrF 2(y)〉 =
∑
n
cn e
−Mn|x−y| , (4.67)
where cn are some coefficients, and {Mn} are the allowed masses, that is the 0++
glueball spectrum.
97
In the context of the holographic correspondence, as we discussed in section 2.1, to
compute the two point function of a gauge theory operator, we have to find what is
the gravity field acting as a source for it, and consider its on shell quadratic action
with arbitrary boundary conditions.
At θ = 0, the spectrum of the glueballs in Witten’s model has been studied in
many papers, such as [104, 105, 106, 107]. It is actually convenient to work in 11
dimensions, since in this case the deformations from the classical solution that we
will be interested in only involve the metric field gab. At quadratic order (we do not
have to go further to study a two-point function) the equation governing a metric
fluctuation
gab(x)→ gab(x) + hab(x) , (4.68)
is given by the linearized Einstein equation
1
2
∇a∇bhcc +
1
2
∇2hab −∇c∇(ahb)c − 3
2
hab = 0 , (4.69)
where the covariant derivatives are those associated to the metric gab and the indices
are raised and lowered using this background metric, too. We will always use the
ansatz
hab(x) = Pab(u)e
−ikµxµ , (4.70)
where µ = 0, 1, 2, 3 (and thus xµ are the coordinates of the dual gauge theory) and
k2 = −M2. In Witten’s background one finds that only some discrete positive values
of M2 are admitted, provided that the radial profile of the solution is regular in u0
and normalizable at u → ∞. These values are associated to particle masses in the
dual gauge theory. Since one finds M2 > 0, this means that Witten’s model has a
mass gap.
The object Pab(u) has a tensorial nature and thus depends on a particular choice
for its polarization. The number of independent choices we can make is reduced
by gauge (diffeomorphism) invariance. Using this freedom one can constraint the
perturbation to be traceless, that is Pab g
ab = 0, and transverse with respect to the
wavevector ka, that is Pabk
a = 0. If we describe only massive deformations, we can
go to the frame where ka = Mδa0 and this implies Pa0 = 0, so we can forget about
the polarizations along x0.
Every polarization is associated, when reducing to 10 dimensions, to a certain oper-
ator with the same quantum numbers in the dual gauge theory. For instance, from
the reduction ansatz (4.10), we know that Pya will become a perturbation for the
gauge form C1. It will be useful to organize the possible choices for Pab under irre-
ducible representation of the group SO(3) which rotates the coordinates {x1, x2, x3},
as this will identify the spin of the associated mode. In this process, notice that
we avoid perturbations with a nontrivial dependence on the coordinates {y, x4,Ω4},
as these are associated to nontrivial Kaluza-Klein charges (which are not present
in Yang-Mills). Furthermore, we will not consider polarizations with “legs” on the
sphere S4, so that a, b = 0, 1, ...6. A symmetric, traceless, transverse rank two tensor
in d dimensions has N(d) = d(d − 3)/2 possible polarizations. If d = 7, one has
N(d) = 14.
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When θ = 0, the metric g is given by the so-called “AdS7 soliton” solution (2.114).
We can notice that it enjoys a larger SO(4) symmetry, which rotates the coordinates
{x1, x2, x3, y}. This means that the perturbations from this background can be
organized in irreducible representations of this larger group. In particular one has
14 = 9 + 4 + 1 under SO(4), denoted respectively as T (tensorial), V (vectorial) and
S (scalar) modes. They are broken, under SO(3), in the following way [106]
• T modes: 9=5+3+1
hij − 1
3
δijhkk → spin 2
hiy = hyi → spin 1
hii = −1
3
hyy → spin 0
• V modes: 4=3+1
hx4i = hix4 → spin 1
hx4y = hyx4 → spin 0
• S mode
hii = hyy = −1
4
hx4x4 → spin 0
Notice that i, j = 1, 2, 3. There are three spin 0 perturbations, but only the scalar T
and S mode are CP even. In fact, as we already mentioned, the mode V is related
in 10 dimensions to a perturbation of the form C1, which couples to the CP odd
operator Tr[F (∗F )]. The mode S has been also called “exotic” in [105], as it comes
from a metric perturbation involving the compact x4 direction of the background.
The mode T has been called “dilatonic” in [107], as it involves a fluctuation of the
dilaton in the ten dimensional geometry. When θ = 0, the SO(4) symmetry implies
that it is degenerate in mass with the other T modes, namely the tensorial 2++ and
vectorial 1++ (under SO(3)).
From inspection of the DBI action of a D4-brane, one can see that both the S and
the T mode source the operator TrF 2, even at θ = 0. The mode S is lighter and not
degenerate with the 2++, so at first sight it would seem that it should be considered
in the comparison with Yang-Mills data, but this is actually not the case. The
“exotic” polarization in fact should not survive in the limit where one decouples the
KK modes, as it comes from the excitations along the KK direction x4. Moreover,
a recent study of glueball decays has shown that the “exotic” mode is too broad
(and too light) to be compatible with the scalar glueball candidates in QCD [107].
For these reasons it seems quite likely that it is the “dilatonic” T mode and not the
“exotic” S mode the correct one to be compared with QCD: it should be the only
one sourcing TrF 2 in the KK mode decoupling limit. We will thus concentrate on
the “dilatonic” T mode in the following.
When θ 6= 0 we know that the 11 dimensional metric is given by (4.10) and is not
anymore diagonal, as gx4y 6= 0. Let us write it explicitely in the coordinate u
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ds211 =
u
R
(
ηµνdx
µdxν +
f(u)
H(u,Θ)
dx24
)
+
+
R
u
(
du2
f(u)
+ u2dΩ24
)
+
u
R
H(u,Θ)
(
dy + C˜1
)2
. (4.71)
Notice that θ breaks the SO(4) symmetry rotating the coordinates {xi, y} (while
the SO(3) remains). This means that there can be mixing among the various θ = 0
modes, i.e. the new eigenmodes can be a superposition of the θ = 0 eigenmodes.
Indeed, the fact that generically the mixing between the 0++ and 0−+ glueballs
happens was found in [108] and has to be expected, since θ breaks CP invariance in
the dual gauge theory.
The mode T at θ = 0 corresponds to a traceless diagonal tensor with nonzero entries
hii (that must be equal in order for it to be a scalar under SO(3)) and hyy. What
we have found is that it is sufficient to keep the traceless condition also at finite θ
to obtain a consistent equation.
The correct ansatz for such a fluctuation is
Pab(u) =
u
R
P (u) diag
(
0, 1, 1, 1, 0,− 3
1 + Θ2
, 0
)
, (4.72)
giving the equation
H ′′(u) +
4u3 − u30
u(u3 − u30)
H ′(u)− M
2R3
u3 − u30
H(u) = 0 , (4.73)
which has acceptable solutions (regular at u0 and normalizable at u → ∞) only if
M2 > 0 and the spectrum is discrete. This is the holographic realization of the mass
gap.
What we have found here is that, despite the full backreaction of θ on the geometry,
the small modification of the ansatz for the mode T in (4.72) still preserves its
equation: in fact (4.73) is identical to the equation at θ = 0. This fact was observed
in [18] for the lightest 2++ mode (although in that case no mixing was actually
expected). The 2++ and 0++ T modes are still degenerate in mass at finite θ.
The fact that the equation for a mode is unchanged by θ does not imply that the
mass of the glueball does not depend on θ, as the masses are given in units of u0/R
2,
whose relation with the scale MKK is θ dependent: from equation (4.18) it follows
immediately that the θ correction to the mass of the lightest relevant glueball is
given by
M0++(Θ) =
M0++(Θ = 0)√
1 + Θ2
. (4.74)
As usual this expression implies that M(θ) is a periodic function. Focusing on the
k = 0 branch and expanding around θ = 0 one thus finds
M0++(θ) = M0++(θ = 0)
(
1− λ
2
4
32pi4
θ2
N2
+
3λ44
2048pi8
θ4
N4
+O(θ6/N6)
)
. (4.75)
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The leading correction in θ2 has a negative sign, precisely as it was found on the
lattice [3]. The holographic model predicts that the subleading correction has a
positive sign. Again, it would be nice to check this expectation on the lattice.
4.3.5 Entanglement entropy
We now address to the computation of the entanglement entropy between a region
B and its complement. Using the holographic prescription given in section 2.3,
this is done by solving a variational problem: we have to find, at fixed time, the
minimal surface γB such that ∂γB = ∂B and lying on the boundary u → ∞. The
entanglement entropy is then given by
SB =
A(γB)
(Einst.)
4G(N)
. (4.76)
Slab geometry
We begin by choosing the region B = {(x1, x2, x3) : |x1| ≤ l/2} at u = U , later we
will send U →∞. We will call this set rectangular slab (or strip) of lenght l. This
geometry has been studied in [25], where they also performed the computation for
the θ = 0 case. We will review their results and see where the θ dependence appears.
To write the area functional we start with some considerations. Since our model
has translation invariance in the Minkowski subspace, we will run into a divergence
proportional to the infinite two dimensional volume V2 along the {x1, x2} directions.
For this reason we shall write the entanglement entropy density SB/V2. This quan-
tity will still suffer of UV divergences, that are proportional to the UV cutoff U .
We will find that the UV divergent term does not depend on the lenght l, and so it
does not enter in the differences of entanglement entropy.
The surface γB must be a 8-dimensional surface with boundary
∂γB = ∂B = {x1 = −l/2 ∪ x1 = +l/2}
and fixed x0 coordinate, which wraps the compact space S1 × S4. Using the trasla-
tional invariance, we realize that we must consider a one-dimensional problem of
finding a minimal curve along the plane {x1, u}, that is a function u(x1), or equiva-
lently x1(u). The boundary conditions are u(±l/2) = U . If the solution is smooth,
it will describe a curve that enters into the bulk until it reaches a minimal value that
we call u∗ ∈ (u0, U). It is reasonable to assume that the solution is symmetric under
the transformation x → −x, therefore u∗ = u(x = 0) with u′(x = 0) = 0. But,
as discussed in [25], we will see that there is another solution for this variational
problem, which is not smooth. Following the holographic prescription, we will have
to choose the solution with lower area.
From now on, for shorthand, we will call {x1 = x, x2 = y, x3 = z}. The line element
on γB depends on the unknown function u(x) introduced above and is, in string
frame
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ds2(8) =
(
u(x)
R
)3/2√
H(u(x),Θ)
[(
1 +
(
R
u(x)
)3
u′(x)2
f(u(x))
)
dx2 + dy2 + dz2
]
+
+
(
R
u(x)
)3/2√
H(u(x),Θ)
[(u(x)
R
)3
f(u(x))
H(u(x),Θ)
dx24 + u(x)
2dΩ24
]
. (4.77)
Using the definition of the dilaton (4.12), we find
SB
V2
=
2piVS4
4G(N)g2sMKK
∫ +l/2
−l/2
dx u(x)4
(
R
u(x)
)3/2√
f(u(x)) +
(
R
u(x)
)3
u′(x)2 .
(4.78)
We notice that the dependence on the function H(u,Θ) has completely disappeared,
but remember that the parameter u0 depends on Θ. It is useful to switch to dimen-
sionless variables ξ = u/u∗ and t = 2x/l
SB
V2
=
2piVS4
4G(N)g2sMKK
lu4∗
2
(
R
u∗
)3/2 ∫ 1
−1
dt L(ξ(t), ξ′(t))
L(ξ(t), ξ′(t)) = ξ(t)
√
ξ(t)3 −
(
u0
u∗
)3
+
(
R
u∗
)3(
2u∗
l
)2
ξ′(t)2 (4.79)
Again, we shall refer to the integrand as a Lagrangian because of the analogy with
a one dimensional problem in classical mechanics. The solution can be found using
the fact that the Lagrangian does not depend explicitely on the independent variable
t, and so its Legendre transform is a conserved quantity that we can compute at
t = 0, using ξ(0) = 1 and ξ′(0) = 0. The result is
H = L− ξ′ ∂L
∂ξ′
=
ξ(t)(ξ(t)3 − (u0
u∗ )
3)√
ξ(t)3 − (u0
u∗ )
3 + ( R
u∗ )
3(2u∗
l
)2ξ′(t)2
=
√
1−
(
u0
u∗
)3
. (4.80)
Inverting this relation and defining z∗ = u0/u∗ ∈ (0, 1) we have
ξ′(t) =
(u∗
R
)3/2( l
2u∗
)√
(ξ(t)3 − z3∗)
(
ξ(t)3 − z3∗
1− z3∗
ξ(t)2 − 1
)
, (4.81)
that can be integrated for t ∈ (0, 1) giving the relation between l and z∗
l(z∗)
2
=
(
R3
u0
)1/2√
z∗(1− z3∗)
∫ ∞
1
dξ√
(ξ3 − z3∗)(ξ2(ξ3 − z3∗)− (1− z3∗))
=
=
(
R3
u0
)1/2√
z∗(1− z3∗) h(z∗) . (4.82)
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We decided to stress the dependence from the dimensionful parameter R3/u0 ∝
1/M2KK . The factor multiplying it is a function of the dimensionless parameter z∗,
which measures how deep the curve goes into the bulk. We use the previous equa-
tions to write, after some algebra and recalling some definition, the entanglement
entropy in this “connected” case
S
(conn.)
B
V2
=
N2
6pi
λ4
M2KK
( u0
R3
)2 1
z2∗
∫ U/u∗
1
dξ ξ2
√
ξ3 − z3∗√
ξ2(ξ3 − z3∗)− (1− z3∗)
=
=
N2
6pi
λ4
M2KK
( u0
R3
)2 g(z∗, U)
z2∗
. (4.83)
The function g(z∗, U) is divergent in the limit U →∞ and we made the UV cutoff
appear. Instead, the relation between l and z∗ does not need this treatment, because
the integral is convergent. We can see that for large U the integrand behaves as
ξ, so the divergence is quadratic in the variable U/u∗ = (U/u0)z∗. This proves our
previous statement: the divergence does not depend on the lenght l, since the z∗
dependence that encodes it disappears. We define the following function
G(z∗) = lim
U→∞
(
g(z∗, U)− z
2
∗
2
(
U
u0
)2)
, (4.84)
which is a finite quantity in the limit U → ∞, and we write the entanglement
entropy as
S
(conn.)
B
V2
=
N2
6pi
λ4
M2KK
( u0
R3
)2 [1
2
(
U
u0
)2
+
G(z∗)
z2∗
]
, (4.85)
which can be studied in the regimes z∗ ' 0 and z∗ ' 1.
We will begin with the first case. If z∗ is very small the curve lies near the boundary.
We expect this solution to be associated with small lenght, since the curve is probing
only the degrees of freedom in the UV region. Let’s see if the intuition is correct by
writing the equation at first order in z∗
l(z∗)
2
'
(
R3
u0
)1/2√
z∗(1− z3∗)(h(0) +O(z3∗)) '
(
R3
u0
)1/2√
z∗ h(0) . (4.86)
If we invert the previous relation and insert into the finite part of (4.85), we obtain
the leading order for small values of l
S
(conn.)
B
V2
∣∣∣
finite
' N
2
6pi
λ4
M2KK
16h(0)4
l4
G(0) , (4.87)
where h(0) and G(0) can be written in terms of known functions
h(0) =
2
√
pi Γ(3/5)
Γ(1/10)
' 0, 55
G(0) =
√
pi Γ(−2/5)
5 Γ(1/10)
' −0, 14
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Figure 4.4: plot of (l(z∗)/2)
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Figure 4.5: plot of (l′(z∗)/2)
√
u0/R3
near the maximum value of the lenght
From this equation we find that the entanglement entropy at very small lenghts
depends on the compactification scale 1/MKK , but not on θ, consistently with the
fact that small lenghts probe UV physics.
Let us turn to the z∗ ' 1 case. We consider the expansion z3∗ = 1− δ and keep the
lowest order in δ. After the change of variable s2 = ξ3 − 1, we find for the lenght l
the following expression
l(δ)
2
=
2
3
(
R3
u0
)1/2√
z∗(δ)
√
δ
∫ ∞
0
ds s
(1 + s2)2/3
√
s2 + δ
√
(1 + s2)2/3(s2 + δ)− δ .
(4.88)
The integral is convergent for s→∞ and loses in this limit every dependence on δ.
In the region near s = 0 the situation is more subtle, but if we expand at leading
order in s2 we find
∫
s'0
ds s
(1 + s2)2/3
√
s2 + δ
√
(1 + s2)2/3(s2 + δ)− δ '
∫
s'0
ds√
s2 + δ
∝ log (δ−1) .
(4.89)
This term will dominate the entire integral in the limit δ → 0, and so
l(δ) ∝
√
δ log (δ−1)→ 0
This means that z∗ ' 1 is still associated to small lenght for this solution. Fur-
thermore, we have found that the function l(z∗) goes to zero both for z∗ → 0 and
z∗ → 1: it must have a maximum value lmax = l(z∗max) for a certain z∗max ∈ (0, 1).
We can check these results by making a numerical plot of the function
l(z∗)
2
√
u0
R3
=
√
z∗(1− z3∗) h(z∗)
As we can see from figures (4.4) and (4.5), z∗max has a numerical value of z∗max ' 0.83
and its associated lenght is
lmax ' 1.42
MKK
√
1 + Θ2 ' 1.42
MKK
(
1 +
θ2
N2
λ24
32pi4
+O(θ4/N4)
)
. (4.90)
The theta term has the effect of increasing this quantity, but still if we had a strip
of lenght l > lmax we could not tell what is its entanglement entropy. This means
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that there must be another solution, we will refer to it as the “disconnected” one.
As suggested in [25] this solution is not smooth, so it could not be detected by a
variational method. It corresponds, in fact, to the two lines x(u) = ±l/2, connected
at the bottom of the geometry by the line u = u0, and this curve cannot be described
in terms of a single regular function. The entanglement entropy is straightforward
to compute: the piece u(x) = u0 does not give contribution, as one can see from
(4.78), and we only have to compute the contributions of the two lines x(u) = ±l/2,
that are equal. The result is
S
(disc.)
B
V2
=
N2
6pi
λ4
M2KK
( u0
R3
)2 ∫ U/u0
1
dξ ξ =
=
N2
6pi
λ4
M2KK
( u0
R3
)2 [1
2
(
U
u0
)2
− 1
2
]
. (4.91)
The divergent part of this expression is the same as the “connected” solution, while
its finite part is given by
SB(Θ)
(disc.)
V2
∣∣∣
finite
= −4N
2λ4
35pi
M2KK
(1 + Θ2)2
, (4.92)
that for small values of θ reads
SB(θ)
(disc.)
V2
∣∣∣
finite
=
S
(disc.)
B (0)
V2
∣∣∣
finite
+
λ34M
2
KK
2(3pi)5
θ2 +O(θ4/N2) . (4.93)
Notice that this quantity does not depend at all from l, and so it is a solution for
every value of the lenght.
According to the holographic prescription, when we have two solutions, in our case
S
(conn.)
B and S
(disc.)
B , we have to choose the one with lower value. Thus, we have to
study their difference, given by the function
K(z∗) =
G(z∗)
z2∗
−
(
−1
2
)
. (4.94)
When K(z∗) > 0 we have S
(conn.)
B > S
(disc.)
B and it is the disconnected solution to
dominate, instead when K(z∗) < 0 we must choose the connected one. Zeros of K
could be seen as “transition points”. From the plot of this function, given in figures
(4.6) and (4.7), we can see that there is only one zero2, located at z∗ ' 0.613. The
associated lenght is
lcrit.(Θ) =
1.29
MKK
√
1 + Θ2 < lmax(Θ) , (4.95)
which we also expand around θ = 0
lcrit(θ) =
1.29
MKK
(
1 +
λ24
32pi4
θ2
N2
+O(θ4/N4)
)
. (4.96)
Let us summarize the dependence of the entanglement entropy from the lenght l of
the strip and from θ.
2Actually there would be another zero at z∗ = 1 but in this limit the two solutions coincide.
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Figure 4.6: plot of K(z∗)
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Figure 4.7: plot of K(z∗) near its zero
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Figure 4.8: Entanglement entropy as a function of the lenght.
• If l < lcrit, the function S(conn.)B (l) gives us two possible values, corresponding
to the solutions of l(z∗) = l, that we call z∗1 and z∗2 (with z∗1 < z∗2). Plus,
we must take into account S
(disc.)
B , as this one is a solution for every value of
l. The solution with lowest entropy is the connected one with the smaller z∗,
the other branches are “metastable”. For very small lenghts the θ dependence
disappears at leading order, equation (4.87), but when further z∗ corrections
are taken into account this is not true anymore.
• At l = lcrit there is a phase transition. From (4.95) we see that this critical
scale is increased by θ. The usual considerations on periodicity have to be
considered, and the critical lenght is thus a periodic function of θ.
• For l > lcrit the entanglement entropy is given by S(disc.)B and is given in (4.92).
It does not depend on l, while it is sensitive to the presence of θ, as one expects
in IR regime.
In figure (4.8) we plot all the branches of the (normalized) entanglement entropy
as a function of l
√
u0/R3. The disconnected case is the constant value, while the
connected one is made of two branches, the yellow and the blue one (electronic
version).
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Ball geometry
We will also discuss the case in which B is a ball of radius ρ, that is the region
B = {(x, y, z) : x2 + y2 + z2 = ρ2} ,
at u = U . The Θ = 0 case has been studied in [26].
The induced metric on the 8 dimensional surface γB can be written in spherical
coordinates {r,Ω2} in terms of a function u(r)
ds2(8) =
(
u(r)
R
)3/2√
H(u(r),Θ)
[(
1 +
(
R
u(r)
)3
u′(r)2
f(u(r))
)
dr2 + r2(dΩ2)2
]
+
+
(
R
u(r)
)3/2√
H(u(r),Θ)
[(
u(r)
R
)3
f(u(r))
H(u(r),Θ)
(dx4)2 + u(r)2(dΩ4)2
]
(4.97)
and the entanglement entropy is similar to the slab case, with slight modifications
SB =
8pi2VS4
4G(N)g2sMKK
∫
dr r2 u(r)4
(
R
u(r)
)3/2√
f(u(r)) +
(
R
u(r)
)3
u′(r)2 . (4.98)
The divergent factor V2 has been replaced by an integration over a two sphere
bringing a factor 4pi but the variable r now explicitely enters in the integration. This
fact is crucial, as now the “Lagrangian” depends on the independent variable, and
its Legendre transform in not a conserved quantity anymore. We will have to solve
the differential equation coming from stationarity of the action, and this can only be
done numerically. It is better to change variable using z = u0/u, as this new variable
belongs to the finite interval (0, 1). We will also use the dimensionless quantity
ξ =
√
u0/R3 r instead of r. Notice that we have not written the integration domain.
To explain this fact, we anticipate that there are (as for the slab geometry) two kinds
of solutions: a disk and a cylinder solution. The integration domain will essentially
depend upon which kind of solution we are analyzing. With the modifications
introduced above and expressing everything in terms of the QFT variables, we have
SB =
4λ4N
2
27(1 + Θ2)
∫
dξ
ξ2
z(ξ)3
√
z(ξ)(1− z(ξ)3) + z′(ξ)2 , (4.99)
and the resulting equation of motion is
0 = 5ξ z(ξ)− 7ξ z(ξ)4 + 2ξ z(ξ)7 + 4 z(ξ) z′(ξ)− 4 z(ξ)4 z′(ξ) + 4ξ z′(ξ)2+
+2ξ z(ξ)3 z′(ξ)2 + 4 z′(ξ)3 + 2ξ z(ξ) z′′(ξ)− 2ξ z(ξ)4 z′′(ξ) . (4.100)
Equivalently, everything can be written in terms of the inverse function ξ(z)
SB =
4λ4N
2
27(1 + Θ2)
∫
dz
ξ(z)2
z3
√
z(1− z3)ξ′(z)2 + 1 , (4.101)
and the equation of motion is the following
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Figure 4.9: the function z(ξ) for the
value ρ = (z∗ = 0.7).
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Figure 4.10: the function z(ξ) for the
value ρ = (ξ∗ = 0.3).
0 = 4 + 4 ξ(z) ξ′(z) + 2z3 ξ(z) ξ′(z) + 4z ξ′(z)2 − 4z4 ξ′(z)2 + 5z ξ(z) ξ′(z)3+
−7z4 ξ(z) ξ′(z)3 + 2z7 ξ(z) ξ′(z)3 − 2z ξ(z) ξ′′(z) + 2z4 ξ(z) ξ′′(z) . (4.102)
Imagine we are describing the curve in terms of z(r). We must impose z(ρ) to be
zero. But, according to the value of the radius
ρ = r(z = 0) = ξ(z = 0)
√
R3/u0
two different things can happen: we could have z(0) = z∗ < 1, and in this case we
impose z′(0) = 0 in order to avoid conical singularities, or we could have z(r∗) = 1
for r∗ ∈ (0, ρ). The first case is associated to a disk topology, the second one to a
cylinder one3. The two kinds of solutions are plotted in figures (4.9) and (4.10).
In order to find the numerical solution one of course must impose boundary condi-
tions. These cannot be put at a value of z = {0, 1} or the program finds technical
errors. In is thus necessary to study the behaviour of the solution near these point.
We find, expanding (4.100) near ξ = 0
z(ξ) ' z∗ −
(
5− 2z3∗
12
)
ξ2 , (4.103)
for the disk solution. For the cylinder solution, near ξ = ξ∗
z(ξ) ' 1− 3
2
ξ∗(ξ − ξ∗) . (4.104)
For both of them we can also study the behaviour near r = ρ, that will be the same.
Let us call σ =
√
u0/R3 ρ. It corresponds to the value such that z(σ) = 0. The
solution near σ has the behaviour
z(ξ) ' σ(σ − ξ)− 3σ
4
(σ − ξ)2 , (4.105)
that can be inverted to give
ξ(z) = σ − z
σ
− 3z
2
4σ3
. (4.106)
3Actually, the curve must be connected by a piece z(r) = 1 for r ∈ [0, r∗], but this piece does
not contribute to the entropy, so we can neglect it and think in terms of a cylinder.
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Figure 4.11: the function σ(z∗).
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Figure 4.12: the function σ(ξ∗).
Setting the boundary conditions at this point, the numerical solution does not give
the correct behaviour, as we obtain a curve that does not end at z = z∗ for small
values of ρ. This problem should be related to a “fine tuning” issue: it is probably
necessary to include higher corrections. One can decide to set, for a very small
numerical value δ = 10−3
• Disk topology
– z(δ) = z∗
– z′(δ) = −(5− 2z3∗)δ/6
• Cylinder topology
– z(ξ∗ + δ) = 1− 3/2 ξ∗δ
– z′(ξ∗ + δ) = −3/2 ξ∗
It is important to discuss the behaviour of σ =
√
u0/R3 ρ with respect to the
boundary conditions. For this reason we plot the functions σ(z∗) and σ(ξ∗) in figures
(4.11) and (4.12). We see that in both cases this is not a one-to-one relation: the
holographic prescription will choose which curve is the real solution. The value
σ(z∗ = 1) = σ(ξ∗ = 0) ' 1.48
is associated to the lenght at which the two solutions are the same.
As for the strip geometry, the entanglement entropy is UV divergent. To see it, we
study it near the UV region (z ' 0), by inserting the leading behaviour (4.106) and
integrating it with a UV cutoff z =  to get the divergences
SB =
4λ4N
2
27(1 + Θ2)
(
σ2
22
− 3
2
+
log 
8σ2
)
+ S
(finite)
B . (4.107)
Remembering the definition we gave previously, this can be rewritten as
SB =
4λ4N
2
27(1 + Θ2)
(
2
9
M2KKρ
2
(1 + Θ2)
U2
u20
− 3
2
U
u0
− 9
32
(1 + Θ2)
M2KKρ
2
log
U
u0
)
+ S
(finite)
B (4.108)
As we can see, in this case the divergence now depends on the physical lenght ρ
and on Θ, too. It is also worth noting that in the large ρ limit the leading term is
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proportional to ρ2, as the area law would tell us. Actually in this particular limit,
related to IR physics and thus relevant in our study, we can do more.
Let us expand the solution ξ(z) in series of the boundary condition σ
ξ(z) =
∑
n∈Z
fn(z)σ
n , (4.109)
remembering that we must impose ξ(0) = σ. If we put this expansion in the equation
of motion we will have a system of differential equations, each one coming from a
certain power of σ. It is easy to see that fn(z) = 0 for n > 1, f1(z) = 1 and
f0(z) = 0. This means that in the large σ limit (equivalent to the large ρ) the
solution will be
ξ(z) = σ +
g(z)
σ
+O(1/σ2) , (4.110)
where we have called g(z) = f−1(z). The corresponding entanglement entropy is
SB =
4λ4N
2
27(1 + Θ2)
∫ 1

dz
z3
(
σ2 +
4g(z) + z(1− z3)g′(z)2
2
)
+O(1/σ) . (4.111)
We see that is is made by a piece proportional to σ2 and by a piece that does not
depend from σ. For this reason this last piece is called topological entanglement
entropy, but to compute it we must find the function g(z). This is done by looking
again at the equation of motion. The leading order in σ expansion is now the
equation
4 + 2(2 + z3)g′(z)− 2z(1− z3)g′′(z) = 0 , (4.112)
that is solved by
g′(z) = −1 + cz
2
1− z3 . (4.113)
Imposing that this function is regular at z = 1 requires c = −1 and finally
g′(z) = − 1 + z
1 + z + z2
=⇒ g(z) = pi
6
√
3
−
arctan (1+2z√
3
)√
3
− log (1 + z + z
2)
2
, (4.114)
where in the last passage we have also set g(0) = 0. We are finally ready to compute
the entanglement entropy in the large radius limit.
The result is the following
SB = S
(ρ2)
B + S
(top.)
B +O(1/ρ) , (4.115)
where we have defined
S
(ρ2)
B =
23λ4N
2
35(1 + Θ2)2
(
U2
u20
− 1
)
M2KK ρ
2 (4.116)
S
(top.)
B = −
23λ4N
2
34(1 + Θ2)
(
U
u0
− 1
3
− pi
6
√
3
− log 3
6
)
. (4.117)
We see that both quantities are very sensible to the parameter θ.
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Conclusions
In this thesis work we have studied the θ dependence in Witten’s large N Yang-Mills
[10] within the context of gauge-gravity duality. In the classical gravity regime, valid
for strong ’t Hooft coupling (λ4  1) and large N , the model at hand consists of an
SU(N) gauge theory coupled with adjoint Kaluza-Klein massive matter fields. We
have seen that the decoupling from these massive modes is not achieved when the
gravity description is reliable, since λ4 ∝ Ts/M2KK (where Ts is the string tension).
Nevertheless, the model shares with realistic Yang-Mills all the relevant IR features
like confinement and the occurrence of a mass gap. In this thesis we have shown
that this is also true for the θ dependence of all the relevant observables. Our results
qualitatively agree with all the expected behaviours and with the comparable lattice
data. In particular, the periodic structure of the (T, θ) phase diagram, with triple
point where first-order transition lines meet, is explicitely realized in this simple
model.
All the IR observables we have computed show a non-trivial θ dependence and signal
an overall mass scale reduction due to the topological parameter. It is interesting
to note that the θ dependence of mass scales always come with a factor (1 + Θ2)−a,
with a > 0. This predicts, in our regime of approximation, the sign for all the
non-leading corrections near θ = 0. It would be nice to check if this predictions are
realized on the lattice, too.
We have considered the entanglement entropy, a quantity for which there are no
lattice results yet, of an infinite strip and of a ball. We found that this quantity is
insensitive to θ if we consider very small domains (which are intuitively related to
UV physics), while they show a non-trivial θ dependence if large domains (and thus
IR physics) are considered. For both geometries, the critical lenght separating the
IR from the UV configuration grows as
√
1 + Θ2.
A posteriori, we noticed that all the θ dependences of the masses, in particular which
power a should be used, can be obtained from the θ = 0 case by considering the
scaling of the two relevant parameters of the model, the string tension Ts (or the
KK mass scale MKK) and the coupling λ4, and by considering how those masses
depend on the two parameters. To be precise, starting from the θ = 0 result it is
possible to obtain the θ 6= 0 result by substituting every factor Ts with Ts(1 + Θ2)−2
and every factor λ4 with λ4(1 + Θ
2)−1. Although this simple rule works for all the
observables we considered, we cannot ensure that this will remain true for CP odd
quantities, due to mixing effects.
This model can be extended including chiral massless fermions, giving the prototype
of holographic QCD, and is known as Sakai-Sugimoto model [15]. It is obtained by
adding D8-branes to the setup, and realizes the known fact that θ effects can be
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rotated away by a chiral rotation. In order to see the effects of the topological term
in this model, one needs to give mass to the fermions. It would be interesting to
realize this result holographically.
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Appendix A
The type IIA solution
We will start from the following action in string frame
S =
1
2k20
∫
d10x
√−g
[
e−2φ(R+ 4(∂φ)2)− 1
48
(F4)
2 − 1
4
(F2)
2
]
, (A.1)
whereR is the Ricci scalar of the metric g, φ is the dilaton, F2 = dC1 is the two-form
field strenght connected with the θ term in the dual theory by
1
ls
∫
Sx4
C1 = θ at u→∞ , (A.2)
while F4 = dC3 is the form magnetically coupled to the N coincident D4-branes.
The last quantity is fixed by the higher dimensional analogue of Gauss theorem to
be
F4 = 3pil
3
sgsNω4 , (A.3)
where ω4 is the volume form of S
4.
We will study the equations of motion coming from the following ansatz
ds2 = e2λ(ρ)ηµνdx
µdxν + e2σ(ρ)dx24 + l
2
s e
−2ϕ(ρ)dρ2 + l2s e
2ν(ρ)dΩ24 . (A.4)
The coordinates we will use are: the four QFT coordinates xµ, the coordinate x4
with period 2pi/Mkk, the radius ρ related to the renormalization group scale, the S
4
angular variables Ω4 = {ψ1, ψ2, ψ3, ψ4}.
As concerns the term C1 and its associated field strenght, we will assume the fol-
lowing
C1 = s(ρ) dx
4 =⇒ F2 = s′(ρ) dρ ∧ dx4. (A.5)
The dilaton is defined by the relation
2φ = 4λ+ σ + ϕ+ 4ν . (A.6)
If we implement this ansatz we end up with a one dimensional action, where the
role of “time” variable is played by the radial coordinate ρ. The action is
S1d =
l5s
2k20
V3+1VS4
2pi
Mkk
∫
dρ (T − V ) (A.7)
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T = −4λ˙2 − σ˙2 + ϕ˙2 − 4ν˙2 − 1
2
e4λ−σ+ϕ+4νs′2 (A.8)
V =
(3pi)2
2
N2e4λ+σ−ϕ−4ν − 12e−2ν−2ϕ . (A.9)
Actually, there would also be other terms with second derivatives, but they produce
just boundary effects that do not change the equations of motion, once we add the
Gibbons-Hawking term, given by
SGH =
1
2k20
∫
d9x
√−g(9) e−2φ (−2K) . (A.10)
The equations of motion will be differential equations in the variable ρ, involving
the functions defined above, that must be supported by another condition of “zero
energy”, that corresponds to the request of invariance under reparametrization of ρ
and reads
T (ρ) + V (ρ) = 0 . (A.11)
The equations of motion are the following
λ¨ =
1
4
e4λ−σ+ϕ+4νs′2 +
(3pi)2
4
N2e4λ+σ−ϕ−4ν (A.12)
σ¨ = −1
4
e4λ−σ+ϕ+4νs′2 − (3pi)
2
4
N2e4λ+σ−ϕ−4ν (A.13)
ϕ¨ =
1
4
e4λ−σ+ϕ+4νs′2 +
(3pi)2
4
N2e4λ+σ−ϕ−4ν − 12e−2ν−2ϕ (A.14)
ν¨ =
1
4
e4λ−σ+ϕ+4νs′2 − (3pi)
2
4
N2e4λ+σ−ϕ−4ν + 3e−2ν−2ϕ (A.15)
d
dρ
(
e4λ−σ+ϕ+4νs′
)
= 0 . (A.16)
from the last equation we find that
s′ = −q(θ)e−4λ+σ−ϕ−4ν = −q(θ)e2σ−2φ , (A.17)
where we have supposed that the integration constant explicitely depends on theta,
later we’ll check this assumption. It is convenient to define the following functions
χ = −4λ+ σ − ϕ− 4ν = 2σ − 2φ (A.18)
h = 4λ+ σ − ϕ− 4ν = 8λ+ 2σ − 2φ (A.19)
p = −2ν − 2ϕ = 8λ+ 2σ − 4φ+ 6ν , (A.20)
because with these definitions the equations decouple and become the following
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h¨ = 2(3pi)2N2eh (A.21)
p¨ = 18ep (A.22)
χ¨ = −2q2(θ)eχ (A.23)
ν¨ = −1
8
h¨+
1
6
p¨− 1
8
χ¨ . (A.24)
The solution can be explicitely written in terms of the new functions and of 8
integration constants
h(ρ) = −2 log (a1 − e−a2ρ)− a2ρ+ log
(
a1a
2
2
(3pi)2N2c
)
(A.25)
p(ρ) = −2 log (a3 − e−a4ρ)− a4ρ+ log
(
a3a
2
4
9
)
(A.26)
χ(ρ) = −2 log (a5 + e−a6ρ)− a6ρ+ log
(
a5a
2
6
q2(θ)
)
(A.27)
ν(ρ) = −1
8
h(ρ) +
1
6
p(ρ)− 1
8
χ(ρ) + a7 + a8ρ . (A.28)
Our next goal is to fix all the eight integration constant by imposing regularity at
deep IR region, the “zero energy” condition, and the correct limit for q(θ)→ 0 that
corresponds to the known solution for θ = 0, given by
λ0 = −1
4
log (1− e−3aρ) + 3
4
log
u0
R
(A.29)
σ0 = −1
4
log (1− e−3aρ)− 3
2
aρ+
3
4
log
u0
R
(A.30)
φ0 = −1
4
log (1− e−3aρ) + 3
4
log
u0
R
+ log gs (A.31)
ν0 = − 1
12
log (1− e−3aρ) + 1
4
log
u0
R
+ log
R
ls
. (A.32)
The variable u0 is the minimal value of the radial coordinate u, used in chapter 4,
and related to ρ by means of
e−3a(u0)ρ = 1−
(u0
u
)3
, (A.33)
where the parameter a is defined by
a(u0) =
u30
l3sg
2
s
. (A.34)
We see from the above relation that the UV region corresponds to ρ → 0 and the
IR region to ρ→∞.
It is useful, in order to do the computation, to write the old functions in terms of
the new ones
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λ =
1
8
h− 1
8
χ (A.35)
σ =
1
2
h+
1
2
χ− 1
2
p+ 3ν =
1
8
h+
1
8
χ+ 3a7 + 3a8ρ (A.36)
ϕ = −1
2
p− ν = 1
8
h+
1
8
χ− 2
3
p− a7 − a8ρ (A.37)
2φ = h− p+ 6ν = 1
4
h− 3
4
χ+ 6a7 + 6a8ρ , (A.38)
and also the explicit metric components
e2λ =
(
a1a
2
2
(3pi)2N2
q2(θ)
a5a26
)1/4√
a5 + e−a6ρ
a1 − e−a2ρ e
−(a2−a6)ρ/4 (A.39)
e2σ = e6a7
(
a1a
2
2
(3pi)2N2
a5a
2
6
q2(θ)
)1/4
e−((a2+a6)/4−6a8)ρ√
(a1 − e−a2ρ)(a5 + e−a6ρ)
(A.40)
e−2ϕ = e2a7−(4a4/3−(a2+a6)/4−2a8)ρ
(
(3pi)2N2
a1a22
q2(θ)
a5a26
)1/4(
a3a
2
4
9
)4/3
×
×
√
(a1 − e−a2ρ)(a5 + e−a6ρ)
(a3 − e−a4ρ)8/3 (A.41)
e2ν = e2a7−(a4/3−(a2+a6)/4−2a8)ρ
(
(3pi)2N2
a1a22
q2(θ)
a5a26
)1/4(
a3a
2
4
9
)1/3
×
×
√
(a1 − e−a2ρ)(a5 + e−a6ρ)
(a3 − e−a4ρ)2/3 . (A.42)
The requirements we ask are the following
• In the IR region (ρ→∞)
– e2λ(ρ) → finite value =⇒ a6 = a2
– e2σ(ρ) → 0 =⇒ 6a8 > (a2 + a6)/4
– e2ν(ρ) → finite value =⇒ a8 = a4/6− (a2 + a6)/8
• In the UV region (ρ→ 0)
– e2λ(ρ) →∞ =⇒ a1 = 1, a5 6= 1
– e2ν(ρ) →∞ =⇒ a3 = 1
With all these definitions, the zero energy condition gives us another constraint,
a4 = a2, which fixes another integration constant.
We now ask regularity of the subspace {x4, ρ} in the deep IR, at ρ→∞. We begin
by writing the limit of the metric components
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lim
ρ→∞
e2σ(ρ) =
e6a7a2
(a5q2(θ)(3pi)2N2)1/4
e−a2ρ (A.43)
lim
ρ→∞
e−2ϕ(ρ) =
e2a7a
5/3
2 (a5q
2(θ)(3pi)2N2)1/4
38/3
e−a2ρ , (A.44)
and impose this metric to be diffeomorphic to that of a flat plane
ds2 = r2dβ2 + dr2 , (A.45)
where the variable β must have a periodicity of 2pi in order to avoid singularities.
We make the substitution e−a2/2ρ = r and we write x4 = β/Mkk, getting
ds2{x4,ρ} =
e6a7a2
(a5q2(θ)(3pi)2N2)1/4
r2
dβ2
M2kk
+
+ l2s
e2a7a
5/3
2 (a5q
2(θ)(3pi)2N2)1/4
38/3
4
a22
dr2 . (A.46)
This metric in nonsingular if and only if the following relation holds
4
9
M2kkl
2
s
3piN
√
a5q(θ)
32/3a
4/3
2 e
4a7
= 1 , (A.47)
that in the q(θ) → 0 limit must correspond, when written in terms of u0, to the
known relation (2.119). We can fix another constant by imposing that the string
coupling in the UV remains the same as the θ = 0 case
1
g2s
= e2(σ0(0)−φ0(0)) = eχ0(0) = eχ(0) . (A.48)
This seems a reasonable assumption, as we expect that theta will affect the physics
only in the IR region, and gives us another relation
a5q
2(θ) = g2sa
2
2
(
a5
a5 + 1
)2
, (A.49)
that can be solved for the constant a5, giving us
a5 = −1 + g
2
sa
2
2
2q2(θ)
1 +
√
1−
(
2q(θ)
gsa2
)2 . (A.50)
The correct sign of the solution can be decided by imposing that a5q
2(θ) goes to a
constant in the q(θ) → 0 limit, in order to get a finite relation in (A.47). Notice
that the quantity w(θ) = 2q(θ)/(gsa2) must be in the interval [−1, 1] if we want the
solution to exist.
We still have one equation left: the definition of theta, equation (A.2). At the
moment we know that
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F2 = −q(θ)eχ(ρ)dρ ∧ dx4 = −q(θ)(a5 + 1)
2
g2s
e−a2ρ
(a5 + e−a2ρ)2
dρ ∧ dx4 , (A.51)
that can be easily integrated, imposing that C1 goes to zero in the deep IR, where
the x4 circle shrinks to zero size. The result is the following
C1 =
a2
q(θ)
e−a2ρ
(a5 + e−a2ρ)
dx4 , (A.52)
and from this we get
θ =
1
ls
∫
ρ=0
C1 =
2pi
Mkklsgs
(
w(θ)
1 +
√
1− w2(θ)
)
=
2pi
Mkklsgs
Θ(θ) . (A.53)
Using the relation λ4 = 2pilsgsMkkN , we see that the new variable Θ coincides with
the one used in the main body of the work
Θ =
θ
N
λ4
4pi2
. (A.54)
For completeness, we also report the relations between a5, w and Θ
a5 =
1
Θ2
, w =
2Θ
1 + Θ2
, (A.55)
and we see that the bound w(Θ) ∈ [−1,+1] is always satisfied.
We are left only with the two constants a2, a7. Looking at the solution for θ = 0 it
seems quite natural to identify a2 = 3a and also a7 = log gs/6. This concludes the
fixing of the integration constants. Finally, we are ready to write down our solution.
The metric components are
e2λ =
√
ags
piN
√
1− (1− e−3aρ) Θ2
1+Θ2√
1− e−3aρ (A.56)
e2σ =
√
ags
piN
e−3aρ√
1− e−3aρ
1√
1− (1− e−3aρ) Θ2
1+Θ2
(A.57)
e−2ϕ =
√
piN
ags
a2(ag2s)
2/3(1− e−3aρ)−13/6e−3aρ
√
1− (1− e−3aρ) Θ
2
1 + Θ2
(A.58)
e2ν =
√
piN
ags
(ag2s)
2/3(1− e−3aρ)−1/6
√
1− (1− e−3aρ) Θ
2
1 + Θ2
, (A.59)
the regularity condition at ρ→∞ requires that
4
9
M2kkl
2
s =
(
a
gs
)1/3
(1 + Θ2)
piN
, (A.60)
the dilaton is given by
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eφ = gs
( ags
piN
)1/4
(1− e−3aρ)−1/4
(
1− (1− e−3aρ) Θ
2
1 + Θ2
)3/4
, (A.61)
and the form C1 reads
C1 =
Θ
gs
e−3aρ
1− (1− e−3aρ) Θ2
1+Θ2
. (A.62)
The solution is much more simple if we change variable and use, as in the θ = 0 case,
the lenght u defined by (A.33). In fact, using this coordinate, the metric becomes
ds2 =
( u
R
)3/2√
H(u,Θ)
(
dxµdx
µ +
f(u)
H(u,Θ)
dx24
)
+
+
(
R
u
)3/2√
H(u,Θ)
[
du2
f(u)
+ u2dΩ24
)
, (A.63)
where the functions H(u,Θ) and f(u) are defined by
H(u,Θ) = 1−
(u0
u
)3 Θ2
1 + Θ2
(A.64)
f(u) = 1−
(u0
u
)3
, (A.65)
and the lenght R is
R = ls(piNcgs)
1/3 = ls
(
λ4
2Mkkls
)1/3
. (A.66)
Notice that the IR region now corresponds to u→ u0, while the UV to u→∞, and
that the relation between u0 and Mkk is now θ dependent
u0 =
4
9
R3M2kk
1
1 + Θ2
. (A.67)
The dilaton now reads
eφ = gs
( u
R
)3/4
H(u,Θ)3/4 , (A.68)
and finally, the form C1 can be rewritten as
C1 =
Θ
gs
f(u)
H(u,Θ)
dx4 . (A.69)
This solution coincides with the one we used in the main body to study the θ
dependence of the observables.
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