Univariate isotonic regression (IR) has been used for nonparametric estimation in dose-response and dose-finding studies. One undesirable property of IR is the prevalence of piecewise-constant stretches in its estimates, whereas the dose-response function is usually assumed to be strictly increasing. We propose a simple modification to IR, called centered isotonic regression (CIR). CIR's estimates are strictly increasing in the interior of the dose range. In the absence of monotonicity violations, CIR and IR both return the original observations. Numerical examination indicates that for sample sizes typical of dose-response studies and with realistic dose-response curves, CIR provides a substantial reduction in estimation error compared with IR when monotonicity violations occur. We also develop analytical interval estimates for IR and CIR, with good coverage behavior. An R package implements these point and interval estimates.
Introduction
Isotonic regression (IR) is a standard constrained nonparametric estimation method (Barlow et al., 1972; Robertson et al., 1988) . For a comprehensive 50-year history of IR, see de Leeuw et al. (2009) . The following article discusses the simplest, and probably the most common application of IR: estimating a monotone increasing univariate function y = F (x), based on observations or estimates y = y 1 , . . . , y m at m unique x values or design points, x 1 < . . . < x m , in the absence of any known parametric form for F (x). For this problem, IR is defined as a functionF minimizing the sum of square errors j F (x j ) − y j 2 , subject to the monotonicity constraint. If monotonicity is not violated, IR simply returns the original observations. In case of violation, the IR estimate includes sequences of identical values replacing the observations in violation.
We restrict ourselves here to data from dose-response studies with binary responses, with the m design points fixed a priori. In these studies, y represents summaries based on conditional Binomial outcomes, and IR provides the nonparametric maximum likelihood estimate (NPMLE) of F under the monotonicity constraint. Dose-response studies of this type might aim to estimate F (x), or to perform dose-finding: to estimate a dose x * such that F (x * ) = p for some given response rate p, i.e., x * = F −1 (p). In typical dose-response studies in medicine, pharmaceutical research, toxicology, and engineering, m is small and the overall sample size n is small to moderate, due to time, budget or ethical constraints.
Dose-finding requires estimates of F over the continuous dose range [x 1 , x m ], but IR returns estimates only at the design points, with no explicit functional estimate between design points. When the goal is to estimate a cumulative distribution function (CDF), methodological convention dictates a discontinuous, piecewise-constant curve. In real-life dose-finding studies, a continuous strictly-increasing curve is more realistic and more useful. Unfortunately, under the sample-size restrictions described above, since the design points are few and fixed, and F 's shape unknown beyond its monotonicity, estimates of F between the design points are rather speculative. Nonparametric functional estimates, e.g., constrained splines (Wang and Li, 2008) , which work well when m and n are sufficiently large, have little support to rely upon and often fail to converge.
Linear interpolation between estimates at design points is arguably the safest solution.
Note that such a solution can do no better than approximate F , the linear interpolation between F values at design points. Stylianou and Flournoy (2002) suggested linear interpolation of IR, a solution that is simple and requires no additional assumptions or parameters.
This generates a piecewise-linear curve, hereafter called F . In the presence of monotonicity violations, F is piecewise-constant along certain stretches. This can be viewed as undesirable because it is usually assumed or even known that F is strictly increasing. As we show in Section 5, these piecewise-constant segments are also associated with poor estimation performance.
Few strictly-increasing, nonparametric or semiparametric solutions for the small-m domain have been published. Schmoyer (1984) developed an algorithm to calculate a strictly monotone NPMLE under the restriction that F is sigmoidally-shaped, and commented that sometimes the algorithm does not converge. Lee (1996) suggested a solution based on the average of analytically-calculated asymptotic upper and lower monotone confidence bands for F . Iasonos and Ostrovnaya (2011) suggested to numerically find the NPMLE, under the constraint of user-provided lower and upper bounds on the increase in F between adjacent design points. None of these suggestions have been widely adopted.
Another limitation of IR has been the absence of reliable interval estimates for small samples. Korn (1982) suggested confidence bands for IR based on Studentized maximum modulus distributions, assuming Normal errors. Schoenfeld (1986) and Lee (1996) improve upon these bands using the same general approach. Use of the bootstrap for IR intervals in dose-response experiments was explored by Dilleen et al. (2003) and Stylianou et al. (2003) .
More recently, Iasonos and Ostrovnaya (2011) argued that the bootstrap is inadequate for this problem, and introduced an analytical interval combining methods from Wilson (1927) , Morris (1988) , and Agresti and Coull (1998) . Their approach requires user-specified parameters. We are not aware of any published study of confidence intervals for IR-based estimates of F −1 .
Our article presents novel isotonic point and interval estimates for F and F −1 . We offer a simple improvement to the IR point estimate, called centered isotonic regression (CIR).
CIR requires no additional assumptions and no tuning parameters. At the edges of the dose range or in the absence of monotonicity violations, CIR is identical to IR. When the two differ, we demonstrate numerically that CIR provides substantially better-performing estimates of F and F −1 , for small to moderate samples under most realistic situations. Our interval estimates, applicable to both CIR and IR, are analytical, using Morris (1988) 's formula for ordered Binomial intervals with some modifications. We also address interval estimation along the entire dose range rather than only at the design points. None of the presented interval estimates require tuning parameters. All methods are available in a new R package called cir.
The article's structure is as follows: the next section presents terminology and describes the pooled-adjacent-violators algorithm (PAVA) used to obtain the IR estimate.
Section 3 presents and discusses the CIR algorithm. Section 4 presents and discusses interval estimates, including an accommodation for sequential designs. Section 5 numerically compares CIR and IR point-estimate performance, and evaluates interval-estimate coverage and width. The article ends with a general discussion.
2 Basic Terminology
Terminology and Assumptions
Let y = y 1 , . . . , y m be observed proportions of conditionally independent binary responses at the design points x = x 1 < . . . < x m , with corresponding sample sizes n = n 1 , . . . , n m .
In practice, y might signify the presence of toxicity, successful response to treatment, etc.
At each design point
We assume F is monotone increasing in x. It can be viewed as the cumulative distribution function (CDF) of response thresholds. The overall sample size is n = j n j .
Hereafter, the term forward when used will refer to estimation of F , while inverse and dosefinding refer to estimation of F −1 . We will also occasionally use F j ,F j , etc., as shorthand for F (x j ) ,F (x j ), etc.
The Pooled-Adjacent-Violators Algorithm
PAVA is the most popular and straightforward way to produce the IR estimate for the simple univariate-response case. It resolves any monotonicity violation in y by iteratively pooling adjacent monotonicity-violating y values and replacing them by their weighted average; hence its name.
Algorithm 1 Pool-Adjacent-Violators Algorithm (PAVA) procedure PAVA(y, n)
N ote : V enumerates all violations, whereas C is the current contiguous violation. The if below resets C when contiguity is broken.
The actual assignment step is anti-climactic by comparison:
In words, stepping up from (x 1 , y 1 ), the algorithm identifies the first monotonicity violation, and replaces the pair of violating y values with two copies of their weighted average.
If the next y value is below this average, it replaces all 3 values by their overall weighted average, and so on until the violation's contiguity is broken. The final pooling is the minimal one needed to remove all monotonicity violations. As seen in the algorithm description, some bookkeeping is needed to ensure contiguous violations are identified and replaced correctly. Stylianou and Flournoy (2002) 3. The design points, or any other x value, play no role in the algorithm, and are therefore not part of its input. The design points' impacts are either indirect (via the ordering of the y's) or after the fact (re-scaling the solution along the x-axis).
Notes 2-3 indicate problems in the practical application of IR for dose-response studies.
For investigators, a monotone dose-response relationship almost universally means strictly monotone. Furthermore, with a piecewise-constant F the inverse estimate of F −1 is nonunique along the flat stretches. Finally, the aspect ratio of F in two dimensions depends upon x, which plays no role in deriving it.
3 Centered Isotonic Regression (CIR)
Algorithm Description
CIR offers a technically minor, but rather useful modification of IR. For monotonicity violations involving interior design points, CIR collapses the IR estimates to a single point, whose x coordinate is the sample-size-weighted average of participating design points, i.e., the exact same weighting used for the point estimates.
The unique values ofF, the CIR point estimates, are always identical to the unique values of IR'sF. However, theF have fewer repetitions, and the associated x values might differ. The algorithm's syntax is more straightforward than PAVA's, because the analogous pooling of both x and y values reduces the need for bookkeeping.
Algorithm 2 Centered Isotonic Regression (CIR) Algorithm procedure CIR(x, y, n)
Remove point h + 1 m ←m − 1 end while End main loop; now exception handling ifx's range is shorter than original
Add point 1:
Returnx,F,ñ. end procedure CIR can be seen as a type of shrinkage estimator, with the shrinkage occurring along the x-axis. Figure 1 shows the raw data ('X' marks) as well as interpolated IR and CIR curves for two published datasets. When the violating stretch consists of only two points, then the location of x j ,F j can be found by drawing a line between the two original data points, and pinpointing its intersection with the horizontal line between IR estimates. See for example in Figure 1 (left), the segment between x = 2 2 and x = 2 3 .
CIR treats ties in y values as violations, because they violate strict monotonicity. An exception is made for sequences of 0's and 1's, because these are the limits of allowed y values. Note, for example, how the two 0's at the lower doses on the left-hand pane of Fig. 1 are allowed to remain, while sequences of identical y values at higher doses are removed.
Similarly to IR, in the absence of strict monotonicity violations CIR returns the original y's. Unlike PAVA, the CIR algorithm does require x values as inputs.
When shrinkage along the x axis takes place, the CIR algorithm might return a smaller number of points than was input. Hereafter, we denote the set of x values returned by CIR as the shrinkage pointsx, in contrast with the original design points. Since the CIR estimate is strictly increasing everywhere except (possibly) near the boundaries, using CIR's piecewise-linear interpolation F one can obtain a unique inverse estimate of F −1 for any value in F 1 ,F m . The interpolation is carried out between shrinkage points rather than between the original design points. 
Theoretical Motivation
In our view, the conceptual appeal of a strictly-monotone nonparametric estimate available at any sample size, and the practical appeal of no tuning parameters and substantially better estimation performance (as will be shown in Section 5), suffice to make CIR a compelling alternative to IR. However, there is also some theoretical basis for CIR.
Without loss of generality, assume that monotonicity violations encompass only 2 design points labeled (for convenience) x 1 , x 2 , and the associated observations y 1 , y 2 ; thanks to the algorithms' iterative nature, all the results below can be extended to larger violations via induction.
The occurrence of a monotonicity violation obviously violates a key assumption, but in practical terms this violation manifests itself as a bias. To see why, consider the random 
so there must be a conditional bias inflicted upon either Y 1 or Y 2 , or both. Now, IR's flat stretch removes some of the bias but not all of it, because
Suppose we want to eliminate the conditional bias as thoroughly as possible, while remaining within the constraints of piecewise-linear interpolation. We envision shrinking violating segments onto single points, producing a curve F that is strictly monotone (except possibly at the edges). What would be the optimal placement of shrinkage points along both the x and y axes, from a conditional-bias perspective?
Recall that, as mentioned in the Introduction, linear-interpolation estimators cannot really approximate the true nonlinear F between design points. Regardless of its placement, the theoretical bias of an interpolation estimate at a shrinkage point should be evaluated against F , not F . This also explains why the shrinkage point's x and y coordinates must use the same weighting (as CIR does), since maintaining the same weights in both dimensions is what defines a linear interpolation.
Therefore, all that remains is to find an bias-eliminating weighted average of Y 1 and Y 2 . Since Y 1 , Y 2 are originally unbiased, and since violation is equivalent to Y 2 − Y 1 ≤ 0, a weighted average that is uncorrelated with Y 2 − Y 1 will retain its original expectation despite the violation. If we place it at a similarly-averaged x coordinate, it will be a conditionally-unbiased estimate of F at that point. Symbolically, we are looking for a, b
such that
Algebraic manipulation yields
In words, the bias-eliminating weights are (inverse) variance weights. If F changes slowly over the violation, or if F ≈ 0.5, then b/a ≈ n 2 /n 1 , which are the PAVA weights used by IR and CIR. When this is not a good approximation, then (compared with the n 2 /n 1 weights) more weight is given to the point whose true F value is closer to the edge of the range, i.e., F = 0 or 1. This will pull the actual estimated F curve up and left towards (x 1 , y 1 ) for F < 0.5, and vice versa for F > 0.5, by a relatively larger amount as F → 0 or 1, respectively. Conversely, this also means that CIR's F using the original PAVA weights should be biased downward near F = 0, and upwards near F = 1.
Of course, we don't know the true F 1 and F 2 appearing in (4). However, a simple iterative plug-in scheme, starting with ordinary CIR to get initialF estimates, then reweighting observations and calling CIR again using the new weights rather than default ones, and so forth, converges fairly reliably. In our simulations, we examined this option as an alternative to the simpler n-weighted CIR default. In general it doesn't appear to be worth the added complication. Those results are briefly described in Section 5.
Interval Estimation
Interval estimation for studies of the type discussed here is rather challenging:
1. Small-sample Binomial data in general have relatively poor interval estimates because of their discreteness and the mean-variance relationship (Brown et al., 2001 ).
2. When interpolating between design points, additional error is introduced due to F 's unknown curvature over the interpolation interval.
3. For dose-finding intervals, inverse estimation requires another approximation.
4. The most popular dose-finding designs are sequential, inducing randomness on the distribution of observations across design points, and increasing the uncertainty.
The following discussion of confidence intervals is applicable to both IR and CIR. We use the symbolF as reference to the point estimates from either method.
Confidence Intervals for Forward Estimation
Many methods constructing small-sample confidence intervals for Binomial proportions have been proposed over the years, with varying degrees of theoretical justification. Brown et al. (2001) recommend any of the following three: the Wilson (1927) interval based on the score test, a Bayesian-motivated "Jeffrys interval", and a third interval they present as "Agresti-Coull", inspired by the ideas of Agresti and Coull (1998) . These analytical intervals were derived for single Binomial proportions. Morris (1988) developed theoretical small-sample interval estimates for a vector of observations y in the presence of monotone ordering by the doses x, and proved that interval coverage is conservative. The algorithm begins at one edge of the dose range (x 1 for the lower bound and vice versa), with a bound produced by inverting a hypothesis test; in the Binomial case this is known as the Clopper and Pearson (1934) We note that IR and CIR are in violation of one of Morris' assumptions, because due to the pooling their point estimates are not conditionally independent. In general the dependence should lead to increased precision and smaller standard errors. Therefore, Binomial-based analytical intervals for IR/CIR should be somewhat conservative.
For forward intervals at values of x between design points, we linearly interpolate interval boundaries between confidence bounds calculated at the design points. This approach might be anti-conservative, because F is generally assumed to be nonlinear. However, as shall be shown in Section 5, the effect as far as it exists, is dwarfed by the initial conservatism of confidence bounds at design points.
Intervals for Inverse Estimates
For inverse interval estimation, one can begin with the forward intervals, assume that despite the small n their widths are roughly proportional to the square-root of the variance, and apply basic calculus to estimate the variance of F −1 . Specifically, we use the Delta
, and the chain-rule formula for the derivative of the inverse, (F −1 ) = 1/F , to conclude that a reasonable inverse interval may be obtained by dividing the width of the forward interval at each x value, by an estimate of F 's local slope (obtained via F ). 1 Hereafter we call this the "local" approach to inverse intervals (Figure 2, left) . One practical concern, especially with IR, is that the local slope might be zero. When this occurs, we expand the frame of reference beyond the local segment of F , and calculate an average slope over a larger range of x values instead. This procedure yields a positive slope estimate, except when all forward point estimates are identical.
A simpler approach uses forward intervals directly, drawing horizontal lines between them to find the inverse interval. Thus, the interval for F −1 (p) is defined by the intersection between the forward intervals and the y = p line (Figure 2, right) . This is similar to the manner in which CIs for percentiles of survival curves are often calculated (e.g., Fay et al., 2013) . This method, which we call "global", draws its validity from the monotonicity of F , and is generally more conservative than the "local" interval. It also can fail to yield a finite interval if the upper or lower forward bound do not cross y = p. Performance of the two approaches is compared in Section 5.3.
Interval Estimation with Stochastic Dose Allocation
As explained in Sections 1-2, we assume that the design points x are fixed, and the tallied responses y are Binomial conditional upon doses. However, the manner of assigning doses to individual binary observations may be stochastic. In fact, many dose-response studies and dose-finding studies use randomized, adaptive or sequential designs. In studies of this type, the conditional-Binomial variance of Y is augmented by the variability of the doseallocation process, which makes the sample sizes n random. A generic expression for the overall variance at any design point x j , is
Since 1/n j is convex, we are assured by Jensen's inequality that the stochastic-design variance is larger than the fixed-design variance. A rough first-order estimate for the amount of variance inflation can be found by approximating the sequential process as a purely random draw, in which the probability of assigning dose d j is some constant π j ∈ (0, 1). Then by Taylor expansion, Figure 2: Illustration of the "local" (left) and "global" (right) approaches to construct inverse confidence intervals for dose-finding. Shown are CIs for the 25th percentile. The "local" approach 'rotates' the forward bounds at each observation, using a Delta-method based formula. Therefore, CIs are available for percentiles between the smallest and largest F , i.e., for all percentiles for which a point estimate was found. In the right-hand pane, the solid lines mark the forward confidence bounds. The "global" approach simply records where they cross y = 0.25. Finite "global" intervals are available only for percentiles at which the two forward bounds overlap horizontally.
A straightforward plug-in estimate for π j is the observed allocation proportion n j /n. Using this estimate, the final expression simplifies to the fixed-design variance (corresponding to the '1' in the parentheses) plus a correction term. As π j → 1 (deterministic allocation to the observed dose only), the correction term tends to zero. As π j → 0 it tends to infinity, but with n j = 0 there are no observations to correct for anyway.
Numerical Examination

Methodology
Our simulations assume that F is a CDF, and examine three families of curves: Logistic, Weibull, and a mixture of two Normals parameterized and vetted so that F will have a staircase-like shape. The former two parameterizations are commonly encountered in dose-response studies. We added the third family, hereafter called "Staircase", in order to generate 'pathological', rarely-encountered curves whose shape is similar to the piecewiseconstant IR output, and for which CIR's shrinkage of the constant stretches might be detrimental. Within each family, an ensemble of many curves (also called "scenarios")
is generated by drawing the distribution parameters randomly. Each curve is used for a single random "experiment" (also called a "run"), and overall statistics are calculated across the entire ensemble of runs. This simulation approach has become more popular recently (Paoletti et al., 2004; Azriel, 2012; Oron and Hoff, 2013) . It presents a more realistic glimpse of the variability observed in practice, compared to the traditional simulation approach in which ensembles of random experiments are drawn from a few consciously-selected curves. Figure 3: Thirty randomly-selected scenarios out of the 3000 used for the forward simulation, for each of the scenario families. Scenarios are generated by randomly drawing distribution parameters, within constraints that give preference to realistic and non-degenerate curves. Each scenario is used for a single numerical run, and performance is averaged across all scenarios in each family.
For interval estimates (Tables 4-7 ) only CIR's statistics are shown. The main statistics are average coverage rate and interval width (the latter presented in parentheses). We examined 90% CIs rather than the more commonly used 95%, because for small-sample binary data 95% is often too ambitious, and also because 90% better conveys the degree of interval conservatism in case of over-coverage, which, as seen below, is rather common with the methods examined. Additional details for each specific simulation are provided when relevant.
Performance of Point Estimates
Forward Point Estimation
In this simulation the sample was equally split between the design points. For each family, N = 3000 curves were generated. On the boundaries of the dose range, CIR and IR point estimates are always identical. Therefore, Table 1 only summarizes point estimates at the three interior design points, as well as at two intermediate points chosen in order to examine interpolation performance: one halfway between x 2 and x 3 ("x 2.5 "), and the other three-quarters of the way between x 3 and x 4 ("x 3.75 ").
For the two standard curve families (Logistic and Weibull), CIR performs substantially better, with MSE ratios around 2. CIR's advantage increases somewhat as n increases.
However, as expected, the proportion of runs with differing IR and CIR estimates decreases with increasing sample size. Comparing the estimates at design points with the interpolated estimates (two rightmost columns), with CIR the errors are about the same, whereas with IR the interpolation errors are substantially smaller than errors at design points, albeit still greater than CIR errors. The Staircase family exhibits a diametrically opposite pattern.
Analogous summaries of empirical bias are available in the Supplement. As explained in Section 3.2, when F is close to 0 we expect CIR to be negatively biased, and vice versa. This is borne out for the Logistic and Weibull scenarios; despite scenarios having different F curves, on average x 2 < 0.5 and x 4 > 0.5 most of the time, and indeed the bias is in the expected direction. Bias decreases as n increases, perhaps because the raw Binomial y values become more fine-grained. IR bias usually has the opposite sign. For Logistic and Weibull, even the worst biases are an order of magnitude smaller than overall RMSE, demonstrating that variance dominates estimation error. For the "staircase" family, CIR bias is roughly equal to variance, even greater as n increases. This is not due to incorrect weighting, but rather because this family was chosen intentionally to be incompatible with CIR's shape constraints.
In Section 3.2, we described improving CIR's bias-correction weights via an iterative scheme. We employed this scheme for forward estimation (summaries not shown). For
Logistic and Weibull scenarios, bias was reduced by as much as one-third, but overall RMSEs decreased only by ∼ 2%, at most; often, in particular near x 3 , RMSEs even increased.
For the "staircase" family the iterative scheme made no difference. Keeping in mind that variance dominates bias, and that the "plug-in" estimates used in this scheme are themselves imprecise and therefore the increase in variance might offset some of the modest bias improvements, we concluded that sticking with the fixed PAVA sample-size weights is more preferable overall. Table 1 : Forward point-estimation summaries, arranged by curve family and n.
Conditions
Dose-Finding, Fixed Design
Here, too, the sample was split equally among design points. Table 2 presents peformance for estimates of the 25th and 50th percentiles of F . Since the proportion of runs in which IR and CIR differed was smaller, ensemble size was increased to N = 5000.
For the Logistic and Weibull families, patterns are similar to those of Table 2 : Inverse point-estimation summaries, by curve family and n.
Dose-Finding, Sequential Design
We use an up-and-down design, the family of methods for which Stylianou and Flournoy (2002) introduced IR interpolation as an estimator. The particular design in the simulations is known as 'Geometric' (Gezmu, 1996) or 'k-in-a-row' (Ivanova et al., 2003; Oron and Hoff, 2009 ), with k = 2. The design escalates by one design point after 2 consecutive negative responses at the current dose, de-escalates after any positive response, and remains at the same dose after the first negative response. Asymptotically, this dose-allocation process converges to a random walk centered slightly below F −1 (0.29), adequate for estimating the 25th to 33th percentiles. Table 3 presents performance statistics for estimates of the 30th percentile. Ensemble size was N = 5000. Patterns are similar to those of Table 3 : Sequential dose-finding point-estimate summaries, arranged by curve family and n.
Confidence-Interval Coverage
We evaluate interval estimates at design points separately from estimates at interpolation points, due to the possibility of poorer coverage at the latter, where observations are not available. Table 4 compares our recommended approach, which uses the Morris (1988) bounds with additional narrowing using the Wilson (1927) bounds, to each of its components alone.
Forward Intervals at design points
Summary statistics are averaged across all 5 design points. All methods are rather conservative, but our combined approach is the least conservative, and also has the narrowest intervals. The conservatism decreases somewhat with increasing sample size, and is also less pronounced for the Staircase scenarios. Table 5 compares the same 3 methods of Table 4 , but at the two interpolation points used for Table 1 . The intervals are almost as conservative as at design points, except with the Staircase family, for which intervals often lack in coverage, a behavior that will be encountered again below. Table 5 : Forward interval coverage summaries for 90% CIs at interpolation points.
Forward Intervals at Interpolation Points
Inverse Intervals, Fixed Design
For inverse interval estimation performance, we present results only from the intervals produced via the combined approach, because in Tables 4-5 it consistently exhibited the narrowest intervals with coverage closest to 90%. Table 6 compares the "local" and "global" approaches for inverting these intervals (see Fig. 2 ).
The second and third columns from the left summarize how often an inverse interval can be calculated at all, while avoiding extrapolation outside observed data. The "local" approach does far better than the "global" approach on this metric. The small minority of runs for which a "local" interval is not found, corresponds to cases in which the point estimate does not exist, or in which all point estimates are identical and therefore the slope is zero everywhere.
Both approaches exhibit conservative coverage, but the "local" approach is closer to the nominal 90%. Under the Staircase scenarios coverage is deficient. The width calculations only include runs in which both intervals were available. The "local" intervals were substantially narrower.
Proportion Found Coverage (width) Family n "Local" "Global" "Local" "Global" Table 6 : Performance of 90% inverse (dose-finding) CIs, for the same simulations used to study point estimation, arranged by curve family and n.
Inverse Interval Estimation, Sequential Design
Given the decisive results in favor of the "local" interval estimates in Table 6 , we only present results for "local" intervals in Table 7 which shows performance with a sequential dose-finding design. Here we examined how much coverage is lost due to the random allocation, and whether the first-order correction (6) helps sustain coverage. At larger sample sizes, coverage is close to the nominal 90%, but it is deficient for n = 20. The uncertainty correction only adds about 1%. As before, coverage on the Staircase scenarios is substantially lower. Table 7 : Performance of 90% "local" inverse interval for the up-and-down design used for point estimation (Table 3) , with and without the sequential-design correction (6).
Discussion
We presented CIR, a simple, theoretically-motivated modification to IR that promises a substantial improvement in estimation precision when monotonicity violations occur.
CIR is widely applicable: the point estimation method described here is adequate for any distribution, not only the Binomial. The only monotone scenarios for which CIR might be less effective than IR are when the true dose-response function F has a staircase-like shape;
and that exception only holds for forward estimation. This unusual counter-example helps illustrate that CIR's advantage over IR stems from providing a better fit to the true generic shape of F .
CIR's performance advantage over IR is most pronounced in forward estimation of F at interior design points, for which the MSE ratio was ∼ 2 or more. This might be because everywhere else along a monotonicity violation, in both methods, point estimates pool data from both the left and the right. But at interior design points on the edge of IR's flat stretches, the IR estimate utilizes information only from one side, rendering it half as efficient or worse, on average.
As suggested in the Introduction, when m is sufficiently large for stable estimation of monotone splines, these may be preferable to CIR. However, monotone splines are a very recent and still-evolving field, and therefore even with moderately large m, CIR can be useful as a more robust benchmark.
Interval estimation has received a substantial amount of attention in this article. As explained in the Introduction, to date there had been no acceptable small-sample interval estimate for IR; therefore finding one for CIR necessitated developing it de novo for isotonic regression in general, at least in the small-sample, conditional-Binomial case. We believe that the combined approach presented here is theoretically backed while having good operating characteristics, and can serve as a basis for further research and improvement. Coverage is generally conservative, except for the sequential dose-finding design we examined. For interval estimation of F −1 , we strongly recommend the "local" intervalinversion approach. The correction (6) for uncertainty in the allocation distribution over x values for sequential designs has only a minor effect, but for specific, analytically-tractable sequential designs it might be improved upon by using a more exact expression.
The R cir package can be downloaded any time from GitHub, under 'assaforon/cir'.
It offers additional implementation details and user options, such as controlling the behavior on the boundaries.
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Implementing and
where Bin f is the Binomial probability mass function for exactly n j y j positive responses out of n j observations. This equation defines G j as a function of θ; the iteration works via the presence of the function G j+1 . The actual UCL is found as above, by equating G j to α/2. The equations for the LCL are analogous, using CDFs H j , j = 1, . . . , m, with the iteration proceeding from H 1 onwards.
Morris (1988)'s formulae had an apparent typo: G j+1 in the second equation is written as a function ofθ U CL j+1 rather thanθ U CL j as above. Stated that way, it is already equated to α/2, and therefore the iteration cannot proceed. With the formula as above, we were able to reproduce Morris (1988) Iasonos and Ostrovnaya (2011) used a different method presented by Morris (1988) : a generic formula that doesn't use the Binomial probability structure, but rather assumes normal errors. In that method, each bound incorporates a weighted average from dose j and doses to its right (for UCLs) or left (for LCLs). The user has to specify these weights.
The Morris iteration relies upon the Clopper-Pearson bounds due to their direct connection to exact Binomial probabilities, hence ensuring coverage according to Morris (1988) 
