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RegressionThis paper presents a comprehensive analysis of performance characteristics under varying load condi-
tion for asynchronous generator. Performance of asynchronous generator depends on variation in prime
mover speed, excitation capacitance and load. Estimation of magnetic characteristics involve complicated
mathematical computation due to nonlinear nature of magnetization curve. It provides an opportunity to
model nonlinear magnetization characteristics to get optimum impedance and optimal capacitance for
better performance of asynchronous generator. The nonlinearity of magnetization curve has been ana-
lyzed by employing regression functions to estimate magnetization reactance. Thus, optimal value of
magnetization reactance is obtained to calculate performance variables of asynchronous generator.
Proposed technique provide optimal values of performance variables of asynchronous generator as com-
pared to conventional piecewise linearization model. The effect of solution technique has been discussed
while calculating performance variables of asynchronous generator at optimal value of magnetization
reactance. Proposed technique of regression function and solution technique is applied on comprehensive
data of induction machines as asynchronous generator to prove its validity and accuracy.
 2016 Karabuk University. Publishing services by Elsevier B.V. This is an open access article under the CC
BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
Economic advantages of standalone generation for off-grid
loads has encouraged application of squirrel cage induction machi-
nes as asynchronous generator. An induction machine operates as
asynchronous generator, if rotor is driven above the speed of mag-
netic rotation and an appropriate capacitor bank is connected
across its stator terminals to meet its excitation requirement.
Asynchronous generator has increasingly been used in generating
electrical energy from conventional and non-conventional energy
sources. It has relative advantages over conventional synchronous
generators like reduced size, low cost, better transient perfor-
mance, brushless & rugged construction, lower maintenance and
inherent self-protection against short-circuit [1,2]. Voltage and fre-
quency regulation are bottleneck associated with asynchronous
generator application [3–7]. Performance analysis of asynchronous
generator depend on variation in performance variables viz.
required excitation capacitance, prime mover speed, load under
different operating constraints [8].Excitation capacitor affects air gap voltage, frequency, amount
of current flowing through stator winding and efficiency of asyn-
chronous generator. Therefore, optimal excitation capacitance is
required for optimal steady state performance analysis of asyn-
chronous generator. Per-phase equivalent circuit approach [9],
eigen values & eigen sensitivity based iterative method [10,11],
symmetrical components based on equivalent circuit model [12]
and generalized machine theory based d–q axis model [13,14] for
determination of excitation capacitance has reported in literature.
Symmetrical component model fails to analyze dynamic/transient
performance directly [9]. It doesn’t provide minimum and maxi-
mum values of excitation capacitance of asynchronous generator.
Per-phase equivalent circuit approach includes load impedance
and neglects core losses. It can be analyzed either by loop-
impedance method [1,12] or nodal admittance method [15] to
compute the minimum capacitance required for self-excitation
under loaded condition using trial-and-error technique [16]. Loop
impedance and nodal admittance methods are complex, prone to
errors and time consuming. It requires initial guess, selection of
search space and needs to segregate admittance/impedance to real
and imaginary parts [17]. Eigen value and eigen sensitivity based
iterative method determines minimum and maximum value of
excitation capacitance [10,11]. A direct approach has been reported
to determine the value of excitation capacitance by solving two
Fig. 1. Per-phase equivalent circuit of asynchronous generator.
Nomenclature
a per unit frequency
b per unit rotor speed
C excitation capacitance per phase
Vg air gap voltage per phase at rated frequency
V1 terminal voltage per phase
Rs stator resistance per phase
Xls stator reactance per phase
Rr rotor resistance per phase, referred to stator
Xlr rotor reactance per phase, referred to stator
RL load resistance per phase
XL load reactance per phase
Xm magnetizing reactance per phase
Xc capacitive reactance per phase
f rated frequency
Ir rotor current per phase
Im magnetizing current per phase
Is stator current per phase
IL load current per phase
Ic excitation capacitor current per phase
Zb base impedance per phase
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tive and reactive load [17,18].
Magnetization curve of asynchronous generator is nonlinear in
nature. Magnetizing reactance can be determined frommagnetiza-
tion curve to estimate required excitation capacitance. Nonlinear
nature of magnetization curve has been analyzed by piecewise lin-
earized model [19–25] and polynomial approximation [26–28] for
the ease of computation. These models provide approximate value
of magnetizing reactance due to poor fitness of magnetization
curve. As a result, the values of performance variables including
excitation capacitance are imprecise. Optimum value of perfor-
mance variables can be determined using precise value of magne-
tization reactance by proper fitness of magnetization curve. It can
be obtained by employing different regression functions in place of
piecewise linearized approximation.
This paper proposes simplified method of optimal calculation of
performance variables of asynchronous generator including excita-
tion capacitance. It reduces effort required to solve nonlinear equa-
tions involved in nodal admittance method of per-phase
equivalent circuit for calculation of optimal excitation capacitance.
Levenberg–Marquardt algorithm has been employed to observe
the goodness of fit of magnetization curve for eight regression
functions including exponential, higher degree polynomial, Gaus-
sian, power and sinusoidal functions. It determines optimum value
of magnetizing reactance. ‘Eigen value computation’ solution tech-
nique is used to calculate performance variables of asynchronous
generator. These values of performance variables are then com-
pared with Levenberg–Marquardt, trust-region reflective, trust-
region dogleg and MATLAB ‘fzero’ solution techniques. The effec-
tiveness of proposed technique have been proved by employing
all regression functions and solution techniques on ten induction
machines of different rating.
2. Steady state analysis of asynchronous generator
Air gap voltage (Vg) and per unit frequency (a) of asynchronous
generator varies with per unit rotor speed (b), excitation capaci-
tance (C) and load impedance (ZL). Magnetizing reactance (Xm) is
considered as a variable quantity which depends on saturation
level of magnetic circuit. Nonlinear magnetization curve is the pro-
cess of voltage buildup with respect to magnetizing reactance Xm
at a particular value of capacitance. For ease of calculation, core
losses and mechanical losses can be neglected due to magnetic sat-
uration without affecting accuracy of performance analysis sub-
stantially. An appropriate circuit representation and exact
mathematical modeling is required to evaluate steady state perfor-
mance analysis of asynchronous generator for different operating
conditions. Per-phase equivalent circuit of a three-phase asyn-
chronous generator with excitation capacitance and resistive-inductive load for steady state analysis has been shown in Fig. 1
[29]. The six variable parameters viz. air gap voltage, excitation
capacitor reactance, per unit frequency, per unit rotor speed, load
impedance and magnetizing reactance should be known for perfor-
mance analysis of asynchronous generator.
Loop impedance and nodal admittance methods is used to eval-
uate variable parameters for steady state analysis of asynchronous
generator [30]. Per-phase equivalent circuit, referred to stator at
base frequency, for steady state analysis is shown in Fig. 1. The load
and excitation capacitance branches are decoupled in the equiva-
lent circuit of asynchronous generator. Machine must operate at
threshold of saturation to get self-excited for minimum value of
excitation capacitance. Therefore, machine core losses can be
ignored.
Loop impedance and nodal admittance methods has been used
for steady state analysis of asynchronous generator.
2.1. Loop impedance method
Load impedance, capacitive reactance, stator impedance, mag-
netizing reactance and rotor impedance (referred to stator) of per
phase equivalent circuit has been considered for loop impedance
method [31–32].
Applying Kirchoff’s law in Fig. 1;
ZTIs ¼ ðZ13 þ Z12 þ Z24ÞIs ¼ 0 ð1Þ
ZT ¼ ZcZLZc þ ZL þ Zs þ
ZrZm
Zr þ Zm ð2Þ
where,
ZL ¼ RLa þ jXL; Zc ¼ 
jXc
a2
; Zs ¼ Rsa þ jXls; Zr ¼
Rr
ða bÞ þ jXlr;
Zm ¼ jXm;
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excitation. Solving two nonlinear Eqs. (3) and (4) by equating real
and imaginary parts of ZT to zero separately denoted as a function
of Xc and a.
F1ðXc; aÞ ¼ P1a3 þ P2a2 þ ðP3Xc þ P4Þaþ P5Xc ¼ 0 ð3Þ
F2ðXc; aÞ ¼ ðQ1Xc þ Q2Þa2 þ ðQ3Xc þ Q4Þaþ Q5Xc ¼ 0 ð4Þ
Solving two nonlinear Eqs. (5) and (6) by equating real and
imaginary parts of ZT to zero separately denoted as a function of
Xm and a also. Coefficients P1  P5, Q1  Q5, R1  R5 and S1  S8
are given in Appendix A.
F3ðXm; aÞ ¼ ðR1Xm þ R2Þa2 þ ðR3Xm þ R4Þaþ R5 ¼ 0 ð5Þ
F4ðXm; aÞ ¼ ðS1Xm þ S2Þa3 þ ðS3Xm þ S4Þa2 þ ðS5Xm þ S6Þa
þ ðS7Xm þ S8Þ ¼ 0 ð6Þ
Values of excitation capacitance and frequency at fixed air gap
voltage is evaluated from Eqs. (3) and (4). The Load characteristics
has been determined by solving Eq. (5) and (6) at fixed capacitance.
If magnetizing reactance and generated frequency are known,
analysis of performance characteristics of asynchronous generator
can easily be evaluated at given terminal conditions.
2.2. Nodal admittance method
The calculation of per unit frequency ‘a’ is independent of Xc , as
load and excitation capacitance branches can easily be decoupled.
For this purpose, Fig. 1 is redrawn as Fig. 2 [17].
The total impedance Z14 of branch 1-2-4 is given by
Z14 ¼ R14 þ jX14 ð7Þ
where,
R14 ¼ Rsa þ R24; X14 ¼ Xls þ X24; R24 ¼
ða bÞRrX2m
R2r þ ða bÞ2ðXm þ XrÞ2
;
X24 ¼ R
2
r Xm þ ða bÞ2XmXlrðXm þ XlrÞ
R2r þ ða bÞ2ðXm þ XlrÞ2
The value of Xm can be determined frommagnetization curve of
machine. The relation for different admittances are;
YL ¼ aRL
R2L þ a2X2L
 j a
2XL
R2L þ a2X2L
ð8Þ
Y14 ¼ R14
R214 þ X214
 j X14
R214 þ X214
ð9Þ
Yc ¼ j a
2
Xc
ð10Þ
Apply nodal admittance method in Fig. 2Fig. 2. Simplified per-phase equivalent circuit of asynchronous generator.YTVs ¼ V1a ðYL þ Y14 þ YcÞ ¼ 0 ð11Þ
Since the stator voltage will not be zero for successful voltage
build-up, V1– 0, hence YT = 0.
ðYL þ Y14 þ YcÞ ¼ 0 ð12Þ
By separating real and imaginary terms of Eq. (12) to zero
respectively;
aRL
R2L þ a2X2L
þ R14
R214 þ X214
¼ 0 ð13Þ
a2
Xc
 a
2XL
R2L þ a2X2L
 X14
R214 þ X214
¼ 0 ð14Þ
If the speed of machine is fixed and Xm is kept at minimum
value, then per unit frequency ‘a’ and capacitive reactance ‘Xc’ are
the only variables in Fig. 2. The value of per unit frequency ‘a’ will
be determined from Eq. (13), as per unit frequency is the only vari-
able in Eq. (13) and independent of Xc. The value of Xc is calculated
from Eq. (14) by putting the value of ‘a’ from Eq. (13).
Eq. (13) can also be expressed as a 6th degree polynomial after a
series of algebraic manipulations as follows;
h6a6 þ h5a5 þ h4a4 þ h3a3 þ h2a2 þ h1aþ h0 ¼ 0 ð15Þ
All the roots has been determined by solving Eq. (15). Only real
roots are to be considered for calculating the value of excitation
capacitance C.3. Performance analysis of asynchronous generator
Machine design analysis, dynamic behavior and system stability
involves simulation of nonlinear magnetization curve. It is defined
by piecewise linearized model, in which a nonlinear curve is sub-
divided into parts and each part is defined by separate straight line
equation. A single function with minimum error over whole range
needs to be evaluated in order to obtain proper curve fitting. The
function is supposed to be easy in application and mathematically
simple.
For a given set of data, regression technique is used to obtain
best fit mathematical function. Linear least squares fitting is
applied iteratively to a linearized form of function until conver-
gence is achieved for nonlinear least squares fitting [33]. Least
square comprises of minimizing the sum of squares of errors
between a parameterized function and a set of measured data
points. Levenberg–Marquardt algorithm [34] is being used to opti-
mize the parameters for non-linear curve fitting. Sum of squares of
deviations S(a) for function f ðXi;aÞ becomes minimum;
SðaÞ ¼
XN
i¼1
wi½Yi  f ðXi;aÞ2 ð16Þ
where, wi is weight of ith observation, Xi is row vector for ith obser-
vation, a is parameter to be computed and N is the number of
observations. The iteration process is initialized by providing initial
guess to parameter a. In case of multiple minima, algorithm con-
verges to global minimum only if initial guess is close to final solu-
tion. Levenberg–Marquardt algorithm is used to solve nonlinear
least squares problems. It is a combination of two minimization
methods: Gauss–Newton algorithm when the parameters are close
to their optimal value and gradient descent algorithm when the
parameters are far from their optimal value. In Gauss–Newton
method, sum of squared errors is reduced by assuming least squares
function as locally quadratic, and finding the minimum of quadratic
[34]. In gradient descent method, sum of squared errors is reduced
Table 1
Regression functions.
Fitting
type
Regression function Equation Description
I One-term exponential
function
Vg ¼ peqXm Rate of change of a quantity is proportional to initial amount of quantity. Sign of coefficient q and/or s
represents exponential decay or growth of function
II Two-term exponential
function
Vg ¼ peqXm þ resXm
III Gaussian function Vg ¼ pe 
Xmq
rð Þ2
 
p, q and r represents amplitude, centroid (location) and peak width respectively
IV Polynomial first order
function
Vg ¼ pXm þ q Taylor series expansion of the unknown nonlinear function using least squares method
V Polynomial second
order function
Vg ¼ pX2m þ qXm þ r
VI Polynomial third order
function
Vg ¼ pX3m þ qX2m þ rXm þ s
VII Power function Vg ¼ pXqm þ r Parameter p, q and r are the intercept on y-axis, scaling factor and exponent/power
VIII Sinusoidal function Vg ¼ p sinðqXm þ rÞ p, q and r represents amplitude, frequency and phase constant
Table 2
Induction machines parameters.
M/C No. Rating Rated voltage
(volts)
Line current
(Amp.)
Connection
type
No. of
poles
Rated
speed (rpm)
Machine parameters Base
impedance (ohms)
Base
frequency (Hz)
kW HP Rs (p.u.) Xs (p.u.) Rr (p.u.) Xr (p.u.)
1 [19] 1.8 2.45 380 4.5 Star 4 1500 0.0597 0.118 0.0982 0.118 48.75 50
2 [20] 2 2.72 380 5.4 Star 4 1500 0.1 0.112 0.0736 0.1 40.63 50
3 [26] 1.1 1.5 220 8.3 Delta 2 3600 0.0779 0.0895 0.0781 0.0895 26.462 60
4 [21] 7.5 10.2 415 14.6 Star 4 1500 0.06094 0.08391 0.04692 0.08391 16.41 50
5 [22] 1 1.36 380 2.9 Star 4 1800 0.1 0.2 0.06 0.2 75.86 60
6 [27] 5.5 7.5 415 10.1 Delta 4 1500 0.0632 0.0633 0.0247 0.0633 71.168 50
7 [28] 2.2 3 415 4.5 Star 4 1500 0.072 0.0838 0.054 0.0838 53.245 50
8 [23] 1 1.36 380 2.9 Star 4 1800 0.09175 0.2112 0.06354 0.2112 75.86 60
9 [24] 1 1.36 380 2.9 Star 4 1800 0.09175 0.2112 0.06354 0.2112 75.86 60
10 [25] 1 1.36 380 2.9 Star 4 1800 0.16543 0.106 0.09324 0.106 75.86 60
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least squares objective.
Non-negative damping factor is adjusted at each iteration. If
reduction of S(a) is rapid, a smaller value is used to bring the algo-
rithm closer to Gauss–Newton algorithm; whereas, if an iteration
gives insufficient reduction in the residual, damping factor can be
increased to bring algorithm closer to gradient descent algorithm.
3.1. Regression functions
A function has to be determined to fit the nonlinear magnetiza-
tion curve over the entire useful range. Some representations of
functions used in this paper are given in Table 1.
3.2. Solution techniques
Selection of solution technique is important to obtain optimal
value of performance variables of asynchronous generator. Vari-
able parameters of asynchronous generator can be determined by
solving regression function with proper solution technique. Eigen
value computation, trust-region dogleg, trust-region reflective,
Levenberg–Marquardt approach has been employed (Appendix
B). In this paper eigenvalue computation approach is used by ‘poly’
and ‘roots’ commands of MATLAB. Trust-region dogleg, trust-
region reflective and Levenberg–Marquardt approaches are applied
through MATLAB ‘fsolve’ command.
Comparative analysis of ten induction machines are presented
in this paper. Machine parameter are required to plot magnetiza-
tion curve and estimation of excitation capacitance. Table 2 shows
machine rating and parameter [19–28] like rated voltage, current,type of connection, frequency, rated speed and per phase equiva-
lent circuit parameters (Rs, Rr , Xls and Xlr) of all machine.
Regression functions are proposed to analyze nonlinear nature
of magnetization curve of induction machine. A single function
provides magnetizing reactance over whole range according to
its fitness. Solution techniques are used to solve performance
parameters of asynchronous generator using magnetizing reac-
tance having best goodness of fit.4. Results and discussion
Approximate value of excitation capacitance is obtained by
piecewise linearized model to analyze nonlinear behavior of mag-
netization curve. In this paper, nonlinearity of magnetization curve
is solved using different regression functions for the whole range.
Eight regression functions have been employed for ten machines
and compared their fitness to reflect the effect of fitness on perfor-
mance of asynchronous generator.
Table 3 shows the details of each fitting expression like values
of coefficients, sum of square error (SSE), root mean square error
(RMSE) and R-square for all machine. Goodness of fit can be deter-
mined by SSE, R-square and RMSE (Appendix C).
Table 3 provides comparison of regression functions using
graphical method to evaluate goodness of fit for considered
machines. Value of SSE and RMSE, close to ‘zero’, indicates a fit that
is more appropriate for prediction. The value of R-square close to
‘one’ indicates greater proportion of variance is accounted for the
model and fit is more appropriate for prediction. It has been
observed from Table 3 that goodness of fit for machines are differ-
ent for all regression function to solve values of Xm for specific
Table 3
Comparison of regression functions.
Function Parameter Machine 1 Machine 2 Machine 3 Machine 4 Machine
5
Machine 6 Machine 7 Machine 8 Machine 9 Machine 10
(Fitting-I) One-term
exponential Vg ¼ p:eqXm
p 1.935 3.602 2.26 2.517 1.956 1.477 1.544 3.42 32.34 77.61
q 0.4697 0.7462 0.2683 0.4139 0.5827 0.1612 0.4238 0.6891 1.459 1.82
SSE 2.805 5.755 0.2321 3.861 14.47 0.3083 0.5578 0.0291 1.853 7.594
R-Square 0.8463 0.8102 0.961 0.7527 0.7902 0.9619 0.9315 0.9921 0.9246 0.8509
RMSE 0.05244 0.07944 0.01893 0.1176 0.1407 0.02059 0.03217 0.00665 0.05561 0.1059
(Fitting-II) Two-term
exponential
Vg ¼ peqXm þ resXm
p 7  1016 2  1015 6.5  106 2.12  107 4956 2.3  107 5.4  105 2  1016 7  1015 6  1012
q 15.14 13.38 2.533 4.653 0.414 3.797 4.428 18.48 10.83 8.486
r 1.645 2.326 1.622 1.619 4955 1.394 1.292 3.044 10.94 10.27
s 0.3597 0.5024 0.1533 0.1841 0.4141 0.1301 0.2487 0.6129 1.012 0.9866
SSE 0.8079 0.8207 0.00779 0.04934 0.4152 0.03209 0.00814 0.00414 0.0742 0.1412
R-Square 0.9557 0.9729 0.9987 0.9968 0.994 0.996 0.999 0.9989 0.997 0.9972
RMSE 0.02817 0.03003 0.00347 0.01335 0.02386 0.00665 0.00389 0.00251 0.01115 0.01447
(Fitting-III) Gaussian
Vg ¼ pe
Xmq
rð Þ2
p 1.031 1 1.065 1.182 1.007 1.209 1.035 1.406 1.025 0.9857
q 1.164 1.64 2.453 1.85 1.21 0.339 0.7522 0.9843 2.255 2.351
r 1.482 0.9615 2.541 1.483 1.325 4.987 1.62 1.348 0.6525 0.508
SSE 1.845 3.141 0.02436 0.1.456 2.888 0.1582 0.1061 0.01234 0.5985 2.827
R-Square 0.8989 0.8964 0.9959 0.9068 0.9581 0.9804 0.987 0.9966 0.9756 0.9445
RMSE 0.04255 0.05872 0.00614 0.07236 0.0629 0.01476 0.01404 0.00433 0.03164 0.06467
(Fitting-IV) Polynomial first
order Vg ¼ pXm þ q
p 0.4228 0.6385 0.252 0.431 0.46 0.1646 0.384 0.7786 1.145 1.352
q 1.598 2.102 1.769 1.984 1.558 1.403 1.397 2.384 3.729 4.24
SSE 2.349 4.382 0.1435 2.86 6.489 0.2197 0.3555 0.0174 0.8224 3.261
R-Square 0.8713 0.8555 0.9759 0.8169 0.9058 0.9728 0.9563 0.9953 0.9665 0.936
RMSE 0.04799 0.06932 0.01488 0.1012 0.09422 0.01738 0.02568 0.00514 0.03705 0.0694
(Fitting-V) Polynomial
second order
Vg ¼ pX2m þ qXm þ r
p 0.3324 0.7212 0.111 0.3882 0.2518 0.03058 0.2659 0.3701 1.048 1.699
q 0.7143 2.28 0.4912 1.414 0.4977 0.0183 0.3285 0.4168 4.303 7.613
r 0.6541 0.8004 0.5401 0.114 0.7484 1.241 0.9457 1.422 3.323 7.524
SSE 1.665 2.539 0.0165 0.8372 0.4539 0.1331 0.06426 0.01139 0.3442 0.9475
R-Square 0.9088 0.9163 0.9972 0.9464 0.9934 0.9836 0.9921 0.9969 0.986 0.9814
RMSE 0.04042 0.05279 0.00505 0.05488 0.02493 0.01354 0.01093 0.00416 0.02399 0.03744
(Fitting-VI) Polynomial third
order
Vg ¼ pX3m þ qX2m þ rXm þ s
p 1.024 1.892 0.07406 0.4972 0.04762 0.06831 0.4069 3.894 4.012 5.519
q 4.925 10.76 0.6331 3.157 0.01997 0.4596 1.37 18.5 30.24 41.99
r 8.118 20.72 1.982 6.792 0.01539 1.142 1.792 29.99 76.84 107.3
s 5.507 14.39 3.259 6.04 1.01 2.058 1.829 17.72 66.62 92.9
SSE 1.228 1.858 0.01036 0.2119 0.3867 0.00013 0.01293 0.00673 0.1814 0.2238
R-Square 0.9327 0.9387 0.9983 0.9864 0.9944 1 0.9984 0.9982 0.9926 0.9956
RMSE 0.03474 0.4518 0.004 0.02766 0.02303 0.00043 0.00491 0.0032 0.01743 0.01821
(Fitting-VII) Power
Vg ¼ pXqm þ r
p 0.01357 0.00108 0.00144 1.74  104 0.0311 0.03556 0.06557 0.1404 0.00107 6.7  105
q 4.468 7.06 4.088 7.274 3.231 1.975 3.074 2.588 6.336 8.875
r 1.059 1.026 1.143 1.161 1.031 1.222 1.072 1.615 1.24 1.112
SSE 1.544 2.155 0.0132 0.3206 0.3935 0.1334 0.04854 0.01129 0.2992 0.609
R-Square 0.9154 0.929 0.9978 0.9795 0.9943 0.9834 0.994 0.9969 0.9878 0.988
RMSE 0.03893 0.04863 0.00452 0.03396 0.02322 0.0136 0.0095 0.00414 0.02237 0.03
(Fitting-VIII) Sinusoidal
Vg ¼ p sinðqXm þ rÞ
p 1.035 1.001 1.077 1.176 0.9933 1.232 1.042 1.489 1.068 0.9961
q 0.8472 1.28 0.4854 0.8568 0.8169 0.2406 0.2384 0.8042 1.606 2.105
r 6.918 5.803 6.737 2.11  105 0.6776 1.588 2.084 13.55 10.71 9.325
SSE 1.713 2.692 0.0184 0.9954 0.6474 0.1395 0.07459 0.0116 0.391 1.265
R-Square 0.9061 0.9112 0.9969 0.9363 0.9906 0.9828 0.9908 0.9968 0.9841 0.9752
RMSE 0.04101 0.05436 0.00533 0.05984 0.02978 0.01386 0.01177 0.0042 0.02557 0.04326
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term exponential function (fitting-II) for eight machine (out of ten),
as it has the maximum value of R-square, minimum SSE and RMSE
among eight expressions. It clearly indicates the goodness of fit.
Due to better fitting, two-term exponential fitting gives optimal
value of Xm for fixed value of Vg , in comparison to piecewise lin-
earized model.
Fig. 3 shows magnetization curve for machine – 8 with eight
regression functions in the range 1.6–1.78. A remarkable deviation
due to regression shows its dependence on goodness of fit.
Six variables viz. per unit frequency, magnetization reactance,
air gap voltage, per unit speed, excitation capacitance and load
impedance has been computed for performance analysis of asyn-
chronous generator. Variation of two variables with reference to
other two variables can be analyzed by keeping remaining two
variable as constant. Tables 4aand 4b shows the excitation capac-
itation, required to maintain rated terminal voltage at full load andat no load. It shows the values of Xm, a and C for a particular value
of Vg (=1.0 p.u.) at unity p.u. speed and purely resistive unity load
(RL ¼ 1:0 p.u., XL ¼ 0:0 p.u.) with proposed regression expressions
using eigenvalue computation approach. Asynchronous generator
requires continuously variable excitation capacitance from no load
to full load to maintain constant voltage.
Tables 4a and 4b indicates that values of magnetizing reactance,
p.u. frequency and excitation capacitance are varying with regres-
sion function for all machine. It gives different values as compared
to piecewise linear model and polynomial model. Voltage build up
depends on the value of excitation capacitance, therefore estima-
tion of excitation capacitance is prime important for performance
analysis of asynchronous generator. Precise value of Xm for a speci-
fic value of Vg provides exact values of p.u. frequency and excita-
tion capacitance. It also shows, the significant impact of
regression function on the values of p.u. frequency and excitation
capacitance. Optimum value of variables has been determined
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Fig. 3. Magnetization curve representation with different regression functions for Machine – 08.
Table 4a
Comparison of magnetizing reactance, frequency and excitation capacitance at full load for constant air gap voltage.
Fitting Parameter Machine
1 2 3 4 5 6 7 8 9 10
I Xm (p.u.) 1.40538 1.717353 3.039005 2.23017 1.151367 2.419435 1.024956 1.784415 2.382663 2.391042
a (p.u.) 0.889985 0.920813 0.925233 0.992610 0.886727 0.975276 0.936388 0.873271 0.903219 0.909998
C (lF) 82.16458 84.09978 63.78575 87.32084 74.35311 27.66912 85.82235 71.16309 49.60966 33.23629
II Xm (p.u.) 1.383763 1.6802136 3.0577465 2.49298 1.143296 2.527289 1.0110665 1.7649458 2.3631259 2.3577845
a (p.u.) 0.889557 0.920391 0.925272 1.024353 0.886899 0.975362 0.936103 0.873483 0.902739 0.909731
C (lF) 83.22353 85.63307 63.50826 74.96367 74.36882 26.74377 86.88500 71.16608 49.99088 33.62415
III Xm (p.u.) 1.4229441 1.64 3.0906584 2.4564145 1.3206642 2.5116017 1.0526715 1.7711774 2.3575331 2.351
a (p.u.) 0.890322 0.919906 0.925340 1.005651 0.883540 0.975350 0.936928 0.873415 0.902598 0.909675
C (lF) 81.32840 87.37693 63.02848 74.86339 74.10208 26.87348 83.78925 71.16490 50.10242 33.70489
IV Xm (p.u.) 1.41438 1.72592 3.051587 2.283063 1.213044 2.44836 1.033853 1.77755 2.383406 2.39645
a (p.u.) 0.890159 0.920907 0.925259 0.996948 0.885479 0.975300 0.936566 0.873346 0.903237 0.910041
C (lF) 81.73337 83.75608 63.59927 83.13761 74.24467 27.41298 85.15682 71.16367 49.59535 33.17413
V Xm (p.u.) 1.41187 1.62775 3.08003 2.489964 0.988 2.52399 1.03885 1.770279 2.352352 2.29026
a (p.u.) 0.890111 0.919753 0.925318 1.004267 0.890647 0.975359 0.936664 0.873425 0.902466 0.909156
C (lF) 81.85289 87.92557 63.18247 74.15993 74.77768 26.77125 84.78845 71.16493 50.20668 34.45058
VI Xm (p.u.) 1.359933 1.64553 3.060864 2.561393 0.97318 2.563504 1.000365 1.772908 2.332859 2.357262
a (p.u.) 0.889065 0.919975 0.925279 1.023097 0.891056 0.975389 0.935876 0.873396 0.901958 0.909727
C (lF) 84.43238 87.13126 63.46198 72.88151 74.82898 26.45036 87.72517 71.16469 50.60663 33.63022
VII Xm (p.u.) 1.389484 1.56985 3.07909 2.55756 0.999 2.527724 1.0309 1.769611 2.350126 2.308629
a (p.u.) 0.889672 0.918982 0.925316 1.007843 0.890350 0.975362 0.936508 0.873432 0.902409 0.909317
C (lF) 82.93982 90.64847 63.19618 71.71805 74.74117 26.74042 85.37585 71.16522 50.25167 34.22038
VIII Xm (p.u.) 1.412634 1.63725 3.0849 2.480138 1.094 2.521012 1.0409 1.76773 2.35737 2.286
a (p.u.) 0.890125 0.919872 0.925328 1.004321 0.887993 0.975357 0.936704 0.873453 0.902594 0.909118
C (lF) 81.81687 87.49925 63.11186 74.43155 74.47613 26.79563 84.63828 71.16528 50.10561 34.50463
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functions under study. The change in values of Xm, a and C with fit-
ting expression validates the proposed methodology. The most
precise value can be considered by taking best fit expression from
Table 3 for optimum calculation of excitation capacitance and per-
formance analysis of asynchronous generator for all machine.
Table 5 shows the variation in generated voltage of asyn-
chronous generator for different regression functions at constant
excitation capacitance, rated resistive load and rated speed. Com-
putation of air gap voltage is significantly affected by methodology
used to solve nonlinearity of magnetization curve. The best fit
expression gives the optimal value of generated voltage.
Nonlinearity of magnetization curve is solved by piecewise lin-
earized model (seven machines) or lower order polynomial (three
machines) according to existing methodology, which gives approx-
imate value of magnetizing reactance. Newton–Raphson method is
used to solve node equations. Whereas, nonlinearity of magnetiza-
tion curve is solved by employing regression functions according to
proposed methodology, which provides optimum value of magne-
tizing reactance. Optimum values of performance parameters isobtained using different solution technique i.e. trust-region dogleg,
trust-region reflective, Levenberg–Marquardt and Eigen value
approach. Table 3 shows that two-term exponential function (fit-
ting – II) for eight machines and polynomial function of third order
(fitting – VI) for remaining two machines are the best fitting
expression. Eigen value approach has been applied to determine
the values of all variables by employing best fitting expression
on magnetization curve. Existing performance analysis results of
all machine under consideration has been compared with the
results obtained by best fit regression function. Table 6 shows
the comparison of parameters like magnetizing reactance, excita-
tion capacitance, per unit frequency and stator current (Is) at unity
power factor (purely resistive) load and rated speed (1.0 p.u.) for
all machines. It has been observed, that magnitude of required
excitation capacitance and stator current is decreased by using
proposed technique.
Per unit speed and load impedance at output terminals are con-
stant for calculating the performance parameters of Tables 4 and 6.
Load impedance significantly influence the computed parameters
of asynchronous generator of all machines. Excitation capacitance
Table 4b
Comparison of magnetizing reactance, frequency and excitation capacitance at no load for constant air gap voltage.
Fitting Parameter Machine
1 2 3 4 5 6 7 8 9 10
I Xm (p.u.) 1.40538 1.717353 3.039005 2.23017 1.151367 2.419435 1.024956 1.784415 2.382663 2.391042
a (p.u.) 1.000000 1.000000 1.000000 1.000000 0.967467 1.000000 1.000000 0.969985 0.969093 1.000000
C (lF) 42.79576 42.69824 32.02139 83.7649 32.76250 18.00336 45.40548 22.65405 18.58184 13.94210
II Xm (p.u.) 1.383763 1.6802136 3.0577465 2.49298 1.143296 2.527289 1.0110665 1.7649458 2.3631259 2.3577845
a (p.u.) 1.000000 1.000000 1.000000 1.000000 0.967506 1.000000 1.000000 0.970023 0.969115 1.000000
C (lF) 43.40985 43.57762 31.83094 75.2320 32.91265 17.25474 45.85908 22.82717 18.69165 14.12862
III Xm (p.u.) 1.4229441 1.64 3.0906584 2.4564145 1.3206642 2.5116017 1.0526715 1.7711774 2.3575331 2.351
a (p.u.) 1.000000 1.000000 1.000000 1.000000 0.966760 1.000000 1.000000 0.970011 0.969122 1.000000
C (lF) 42.30944 44.57144 31.50191 76.3137 29.96271 17.35974 44.49391 22.77133 18.71536 14.16728
IV Xm (p.u.) 1.41438 1.72592 3.051587 2.283063 1.213044 2.44836 1.033853 1.77755 2.383406 2.39645
a (p.u.) 1.000000 1.000000 1.000000 1.000000 0.967189 1.000000 1.000000 0.969998 0.969092 1.000000
C (lF) 42.54518 42.50039 31.89328 81.8956 31.66792 17.79630 45.10402 22.71480 18.57797 13.91223
V Xm (p.u.) 1.41187 1.62775 3.08003 2.489964 0.988 2.52399 1.03885 1.770279 2.352352 2.29026
a (p.u.) 1.000000 1.000000 1.000000 1.000000 0.968347 1.000000 1.000000 0.970013 0.969128 1.000000
C (lF) 42.61477 44.88322 31.60742 75.3201 36.18551 17.27672 44.94097 22.77928 18.74323 14.52303
VI Xm (p.u.) 1.359933 1.64553 3.060864 2.561393 0.97318 2.563504 1.000365 1.772908 2.332859 2.357262
a (p.u.) 1.000000 1.000000 1.000000 1.000000 0.968439 1.000000 1.000000 0.970008 0.969151 1.000000
C (lF) 44.10753 44.43210 31.79948 73.2885 36.54105 17.01713 46.22785 22.75580 18.84900 14.13159
VII Xm (p.u.) 1.389484 1.56985 3.07909 2.55756 0.999 2.527724 1.0309 1.769611 2.350126 2.308629
a (p.u.) 1.000000 1.000000 1.000000 1.000000 0.968280 1.000000 1.000000 0.970014 0.969130 1.000000
C (lF) 43.24563 46.41768 31.61679 73.3947 35.92710 17.25185 45.20082 22.78534 18.75540 14.41358
VIII Xm (p.u.) 1.412634 1.63725 3.0849 2.480138 1.094 2.521012 1.0409 1.76773 2.35737 2.286
a (p.u.) 1.000000 1.000000 1.000000 1.000000 0.967750 1.000000 1.000000 0.970018 0.969122 1.000000
C (lF) 42.59356 44.64105 31.55899 75.6084 33.87028 17.29660 44.87399 22.80208 18.71629 14.54865
Table 5
Comparison of air gap voltage at constant excitation capacitance.
M/C No. C (lF) Xm (p.u.) a (p.u.) Air gap voltage Vg (p.u.) for fitting type
I II III IV V VI VII VIII
1 81.5 1.4184 0.890236 0.993904 0.987618 1.001063 0.998300 0.998521 0.978725 0.994313 0.998684
2 86 1.6716 0.920290 1.034731 1.004338 0.998920 1.034683 0.995637 0.983269 0.985493 0.997068
3 63.5 3.0583 0.925273 0.994836 0.999893 1.006249 0.998308 1.004132 1.000482 1.003907 1.005080
4 130 2.4997 0.952719 0.894439 0.997990 0.975581 0.906629 0.994908 1.022599 1.024609 0.989488
5 74.4 1.1282 0.887225 1.013591 0.703449 1.003169 1.039028 0.989405 0.984399 0.985078 0.992899
6 27 2.4965 0.975338 0.987654 1.004400 1.002633 0.992076 1.004724 1.008592 1.005383 1.004227
7 86 1.0226 0.936341 1.000999 0.996873 1.006563 1.004322 1.003570 0.994009 1.001767 1.003989
8 62.8 1.7705 0.923895 1.009635 0.993041 1.000587 1.005489 0.999803 1.002663 0.999200 0.997540
9 50 2.3627 0.902728 1.029554 1.000436 0.997452 1.023709 0.993394 0.964476 0.991747 0.996754
10 34 2.3265 0.909470 1.124644 1.032151 0.983410 1.094572 0.991633 1.044157 0.992066 0.992494
Table 6
Comparison of proposed and existing methodology.
M/C No. Fitting type Vg (p.u.) Proposed methodology Existing methodology % Change
Xm (p.u.) a (p.u.) C (lF) Is (p.u.) Xm (p.u.) a (p.u.) C (lF) Is (p.u.) a C Is
1 II 1.06206 1.2163744 0.885574 92.78769 0.9791 1.2 0.885107 93.87765 0.9798 0.05276 1.1610 0.07149
2 II 1.0202 1.6404164 0.919912 87.35762 0.8895 1.6 0.919393 89.20374 0.8904 0.05645 2.0696 0.10118
3 II 1.058693 2.741532 0.924523 68.70675 0.9423 2.71 0.924437 69.29214 0.9425 0.00930 0.8448 0.02122
4 II 0.896175 2.7559064 0.953141 121.10496 0.7973 2.71786 0.953084 122.32246 0.7976 0.00598 0.9953 0.03763
5 VI 0.924 1.47217 0.881229 73.97211 0.7863 1.38 0.882583 74.04276 0.7872 0.15341 0.0954 0.11446
6 VI 1.145509 1.5137 0.973933 40.58184 0.9912 1.51 0.973924 40.66555 0.9913 0.00092 0.2058 0.01009
7 II 1.042 0.8554996 0.931995 101.34227 0.9350 0.81 0.930359 106.72676 0.9377 0.17585 5.0451 0.28877
8 II 0.976286 1.78279965 0.873289 71.16298 0.8336 1.777 0.873352 71.16374 0.8351 0.00721 0.0011 0.17994
9 II 1.03632 2.3281886 0.901833 50.70464 0.8551 2.31 0.901335 51.09383 0.8556 0.05525 0.7617 0.05847
10 II 1.0424 2.3166883 0.909386 34.12090 0.8671 2.3 0.909242 34.32792 0.8673 0.01584 0.6031 0.02307
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at higher values (above 1.0 p.u.) of load impedance, while rapid at
lower values (below 1.0 p.u.) of load impedance. Fig. 4 shows thevariation of excitation capacitance with load impedance
(0:8—1:2 p.u.) for machine – 7 using eight regression expression
at constant speed (¼ 1:0 p.u.), magnetizing reactance and
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Fig. 4. Variation of excitation capacitance with load impedance for Machine – 7.
Table 7
Comparison of variable performance parameters using different solution techniques.
M/C No. Fitting type Xm (p.u.) Eigen value
computation approach
Fzero approach Trust-region
reflective approach
Levenberg–
Marquardt approach
Trust-region dogleg
approach
a (p.u.) C (lF) a (p.u.) C (lF) a (p.u.) C (lF) a (p.u.) C (lF) a (p.u.) C (lF)
1 II 1.383763 0.889557 83.22353 0.89 82.93998 0.888 84.22941 0.89 82.93998 0.89 82.93998
2 II 1.6802136 0.920391 85.63307 0.92 86.00537 0.92 86.00537 0.92 86.00537 0.92 86.00537
3 II 3.0577465 0.925272 63.50826 0.925 63.72626 0.925 63.72626 0.925 63.72626 0.925 63.72626
4 II 2.49298 0.952712 130.25915 0.953 129.64916 0.951 133.96377 0.953 129.64916 0.953 129.64916
5 VI 0.97318 0.891056 74.82898 0.973 35.15846 0.972 35.45062 0.973 35.15846 0.973 35.15846
6 VI 2.563504 0.975389 26.45036 0.975 26.71947 0.975 26.71947 0.975 26.71947 0.975 26.71947
7 II 1.0110665 0.936103 86.88500 0.936 86.97138 0.925 96.93211 0.936 86.97138 0.929 93.13938
8 II 1.7649458 0.873483 71.16608 0.875 70.25029 0.875 70.25029 0.877 69.04289 0.875 70.25029
9 II 2.3631259 0.902739 49.99088 0.903 49.83387 0.903 49.83387 0.903 49.83387 0.903 49.83387
10 II 2.3577845 0.909731 33.62415 0.91 33.51240 0.91 33.51240 0.91 33.51240 0.91 33.51240
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decreases more rapidly for underload to unity load conditions as
compared to unity load to overload conditions of load impedance.
Performance variables Vg , Xm, C, a, b and ZL are required for
performance analysis of asynchronous generator that can be
determined by using mesh impedance method or node admit-
tance method. Eigen value approach has already been discussed
and applied to calculate different variables in Tables 4 and 6.
Different solution techniques viz. trust-region dogleg, Leven-
berg–Marquardt, trust-region reflective and MATLAB ‘fzero’ are
employed to solve nodal admittance equations for p.u. frequency
and excitation capacitance at constant air–gap voltage genera-
tion. A comparison between four solution techniques for all
machines with their best fittings among eight expression has
been shown in Table 7. The values of four approaches are then
compared with results of eigenvalue approach. Table 7 shows
that the values of p.u. frequency and excitation capacitance, cal-
culated by trust-region dogleg, Levenberg–Marquardt, trust-
region reflective and MATLAB ‘fzero’ are almost equal to the val-
ues by eigenvalue approach at higher function tolerance of more
than 1015. The results deviate significantly for trust-region dog-
leg and trust-region reflective approaches at lower function tol-
erance of less than 1008.5. Conclusion
Performance analysis of asynchronous generator includes esti-
mation of per-phase equivalent circuit parameters and operatingparameters. Magnetizing characteristics has been determined
using regression functions for nonlinear magnetization curve.
Two-term exponential function shows best goodness of fit among
regression functions under study. Magnetizing reactance, per unit
frequency and excitation capacitance varies with adopted regres-
sion functions from no load to full load for constant air gap voltage.
Similarly, air gap voltage varies with regression functions for con-
stant excitation capacitance. Selection of regression function sig-
nificantly affects performance analysis of asynchronous
generator. Regression functions are applied on ten induction
machines to obtain best fitting. Thus optimum magnetizing reac-
tance has been obtained. Optimal value of magnetizing reactance
provides optimal excitation capacitance and steady state perfor-
mance of asynchronous generator. Optimum excitation capaci-
tance obtained by proposed methodology minimizes the stator
current, which reduces heating of the machine in comparison to
existing methodologies. Therefore, efficiency of machine is
improved. Solution technique is required to calculate variable per-
formance parameters. Solution techniques has been applied to
compute the parameters at optimal value of magnetizing reac-
tance. A reduction of up to 5% in the magnitude of excitation capac-
itance required to generate same air gap voltage using proposed
methodology as compared to existing methodology is observed.
Reduction in excitation capacitance further reduces stator current,
which results in net increase in efficiency. Optimal performance of
asynchronous generator can be computed by using combination of
proper fitting of magnetization curve and appropriate solution
technique.
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P4 ¼ RsRLRr ; P5 ¼ ðRs þ RLÞðXm þ X1Þb; Q1 ¼ ð2Xm þ X1ÞX1;
Q2 ¼ RLðRs þ RrÞðXm þ X1Þ; Q3 ¼ Q1b; Q4 ¼ RsRLðXm þ X1Þb;
Q5 ¼ RrðRs þ RLÞ; R1 ¼ RLðRs þ RrÞ þ 2XcX1; R2 ¼ RLðRs þ RrÞX1 þ XcX21;
R3 ¼ RsRLb 2XcX1b; R4 ¼ RsRLbX1  XcX21b; R5 ¼ XcRrðRs þ RLÞ;
S1 ¼ 2RLX1; S2 ¼ X21RL; S3 ¼ S1b;
S4 ¼ S2b; S5 ¼ ðRL þ Rs þ RrÞXc; S6 ¼ ðRL þ Rs þ RrÞXcX1 þ RLRrðXc þ RsÞ;
S7 ¼ XcðRs þ RLÞ; S8 ¼ S7X1;
ð17ÞAppendix B
(i) Eigen value computation approach [35]
Eigen value problem is of substantial theoretical importance
and wide-ranging application viz. solving systems of differential
equations, analyzing population growth models, and calculating
powers of matrices. The characteristic polynomial of degree n is
represented by a n n matrix A, has exactly n complex roots (with
zero or nonzero imaginary part). The polynomial can be factored
into the product of n linear terms;
detðkI  AÞ ¼ ðk k1Þðk k2Þðk k3Þ    ðk knÞ ðB1Þ
¼ c1kn þ c2kn1 þ    þ cnkþ cnþ1 ðB2Þ
where, each ki is a complex number. The numbers k1; k2; k3; . . . kn
(which may not be all distinct) are roots of the polynomial, and
are represented as eigen values of A. c1; c2; . . . ; cn; cnþ1 are coeffi-
cients of polynomial A.
The eigen values may have non-zero imaginary parts even for
all real values of A. Also, eigen values may be irrational numbers
for all rational or integer values of A. The non-real roots of a real
polynomial with real coefficients can be grouped into pairs of com-
plex conjugate values, namely with two members of each pair hav-
ing same real part and imaginary parts that differ only in sign. If
the degree is odd, then by the intermediate value theorem at least
one of the roots is real. Therefore, any real matrix with odd order
has at least one real eigenvalue—whereas, a real matrix with even
order may have no real eigen values.
In this paper eigenvalue computation approach is used by ‘poly’
and ‘roots’ commands of MATLAB. poly(A) generates the character-
istic polynomial of A, and roots(poly(A)) finds the roots of that
polynomial, which are the eigen values of A. ‘poly(A) returns the
coefficients of polynomial ordered in descending powers in a row
vector whereas, ‘roots’ returns the roots of polynomial A in a col-
umn vector. For vectors, ‘roots’ and ‘poly’ are inverse functions of
each other up to ordering, scaling, and round-off error.
(ii) Trust-region dogleg approach [36]
Solution of a system of n nonlinear equations FðxÞ with n
unknowns is obtaining each equation of the system equal to zero
for any value of x. Trust-region algorithm is based on region searchrather than classical methods of optimization, line search. In this
algorithm, start with a guess value for solution of optimizationproblem and a neighborhood region has been constructed near
the guess point. The neighborhood region is known as trust-
region if the current point provides minimum function value. This
algorithm obtains a search direction di in each iteration such that
JðxiÞdi ¼ FðxiÞ ðB3Þ
xiþ1 ¼ xi þ di0 ðB4Þ
where, JðxiÞ is n by n Jacobian matrix
JðxiÞ ¼
DF1ðxiÞT
DF2ðxiÞT
..
.
DFnðxiÞT
2
666664
3
777775
ðB5Þ
Trust-region dogleg algorithm is more robust and effective than
Gauss–Newton method as it requires only one linear solve per iter-
ation. The dogleg algorithm attempts to follow a similar path by
first finding the minimum along the gradient and then finding
the minimum along a trajectory from the current point to the bot-
tom of the quadratic model. The minimum along the second path is
either the trust region boundary or the quadratic solution. In this
paper, this approach is applied through MATLAB ‘fsolve’ command.
(iii) Trust-region reflective approach [36]
The trust-region reflective approach is used for optimization of
any function. The function f ðxÞ initialized at a and move to get
lower value function gðxÞ by estimating f ðxÞ at a new position for
a step s, which fairly exhibits the behavior of function in a neigh-
borhood trust-region N around the initial value a. The current point
is updated to be ðaþ sÞ if f ðaþ sÞ < f ðxÞ; otherwise, the current
point remains unchanged and trust-region N is shrunk and the trial
step computation is repeated.
Trust-region reflective is a large-scale algorithm as it uses linear
algebra and not operate on full matrices. This algorithm can be
used on small problem as internal algorithms either preserve spar-
sity or do not generate matrices. Small-scale algorithm requires
significant amount of memory and long time to execute due to
use of full matrices and dense linear algebra.
Hessian matrix H is symmetric and positive definite only in the
neighborhood trust region. Preconditioned conjugate gradients
(PCG) method is employed to solve large symmetric positive defi-
nite systems of linear equations Hp ¼ g, where, p is PCG output
direction and g is gradient. Symmetric positive definite metrics
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clustered eigen values. MATLAB ‘fsolve’ is used to employ this
approach.
(iv) Levenberg–Merquardt approach [36]
The Levenberg–Marquardt (LM) algorithm is an iterative tech-
nique used to solve nonlinear least square problems. It is employed
to find the minimum of function FðxÞ;
FðxÞ ¼ 1
2
Xn
i¼1
ðf iðxÞÞ2 ðB6Þ
The Levenberg–Marquardt algorithm examines in the direction
of solution p to the equation;
ðJTk Jk þ kkIÞpk ¼ JTk f k ðB7Þ
It outperforms simple gradient descent and other conjugate
gradient methods in a wide variety of problems. It is a pseudo-
second order method which means that it works with only func-
tion evaluations and gradient information but it estimates the Hes-
sian matrix using the sum of outer products of the gradients. Least
squares problems arise when fitting a parameterized function to a
set of measured data points by minimizing the sum of squares of
errors between data points and function. In this paper MATLAB
‘fsolve’ command has been used for this approach.
Appendix C
The experimental value and computed value of dependent vari-
able is x and y respectively. The sum of square error (SSE) for the
measured and fitted magnetizing curves is calculated as
SSE ¼
X
ðy y^Þ2; ðC1Þ
Sxx ¼
X
ðx xÞ2 ðC2Þ
Sxy ¼
X
ðx xÞðy yÞ ðC3Þ
Syy ¼
X
ðy yÞ2 ðC4Þ
Regression equation:
y^ ¼ b0 þ b1x ðC5Þ
where,
b1 ¼ SxySxx ; b0 ¼
1
n
X
y b1
X
x
 
¼ y b1x
Linear Correlation Coefficient R-Square = Sxyﬃﬃﬃﬃﬃﬃﬃﬃﬃ
SxxSyy
p
Root Mean Square Error =
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃP
ðxyÞ2
n
q
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