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Abstract—Many signal processing algorithms break the tar-
get signal into overlapping segments (also called windows, or
patches), process them separately, and then stitch them back
into place to produce a unified output. At the overlaps, the final
value of those samples that are estimated more than once needs to
be decided in some way. Averaging, the simplest approach, tends
to produce blurred results. Significant work has been devoted
to this issue in recent years: several works explore the idea
of a weighted average of the overlapped patches and/or pixels;
a more recent approach is to promote agreement (consensus)
between the patches at their intersections. This work investigates
the case where consensus is imposed as a hard constraint on the
restoration problem. This leads to a general framework appli-
cable to all sorts of signals, problems, decomposition strategies,
and featuring a number of theoretical and practical advantages
over other similar methods. The framework itself consists of a
general optimization problem and a simple and efficient ADMM-
based algorithm for solving it. We also show that the consensus
step of the algorithm, which is the main bottleneck of similar
methods, can be solved efficiently and easily for any arbitrary
patch decomposition scheme. As an example of the potential of
our framework, we propose a method for filling missing samples
(inpainting) which can be applied to signals of any dimension,
and show its effectiveness on audio, image and video signals.
I. INTRODUCTION
We refer to patch restoration methods to a family of
techniques where the target signal is first broken down into
smaller, possibly overlapping patches of some size and shape,
some restoration method is applied to each patch separately,
and the restored patches are stitched back together into their
corresponding place to produce the complete restored signal
(sometimes referred to as the global signal). This is a common
technique, with many examples in audio (e.g. [1], [2], [3],
[4]) and image processing (see e.g., [5], [6], [7], [8], [9], [10],
[11]). A recent review on patch restoration for image process-
ing can be found in [12]. Note that we are not considering
methods such as [13], [14] (and their many variants) which
estimate each sample separately using the surrounding patches
as context, but only those that process the whole patch as a
sub-signal.4.1
A. Patch averaging
When overlapping occurs, the final value of those samples
that are estimated more than once must be resolved in some
way. A traditional approach in audio processing methods is
to apply a windowing function to the patches (e.g. Hanning);
this procedure is backed by theoretical results related to the
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violation of frequency-based hypothesis during processing, but
is widely applied to other methods as well. On the other hand,
many recent, very successful patch-based image processing
methods do away with the overlapping issue by simply aver-
aging the overlapped patches. This may incidentally help in
covering up artifacts in the restoration process, but more often
will simply smooth out the resulting global image (see e.g.[7]).
To overcome such limitations via better stitching strategies has
been the subject of several works over the last decade: some
of them [15], [16], [17], [18], [19] are based on assigning
weights to the different patches when averaging; others such
as [20], [21] assign a different weight to each pixel. We refer
to these as weighted averaging methods.
B. Patch agreement and patch consensus R2.4
R3.1
An alternative to weighted averaging, which sidesteps the
arbitrariness of defining appropriate weights, is to promote
solutions where patches coincide at their intersection. This
idea appears under the keyword patch disagreement in [22];
there, an iterative method is used to give more weight to the
discrepancies between the estimated patches, with the aim of
reducing such disagreement in the long run. R1.2
The preceding idea is also considered in the Expected
Patch Log-Likelihood ()EPLL) framework [23], where they
include a quadratic penalty which accounts for the differences
between the patches in the global restored signal and the
individually-estimated patches; here agreement is promoted
between the global signal and the patches, not between the
patches themselves; we will refer to the former approach as
global-local agreement and to the latter as patch agreement.
In [24], again in the context of K-SVD denoising, it was
observed that such agreement would become a constraint as
the quadratic penalty coefficient grew to infinity, and that
the popular ADMM method could then be used to solve the
resulting problem, although the authors do not choose to
follow this approach. The preceding idea is recognized in [25]
as a particular case of a consensus problem, where they
propose an ADMM algorithm to solve the EPLL formulation
under what now becomes an global-local consensus. Note that,
when strict consensus is required, both global-local and patch
consensus lead to equivalent optimization problems. However,
both problems lead to different optimization algorithms. It is
important to mention that [25] is the first work to analyze
the computationally challenging problem implied in the patch
agreement step that appears during the optimization of the
aforementioned EPLL-based formulations. In particular, they
show that the matrix inversion involved boils down to a simple
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2average between the different pixel estimates. Unfortunately,
even with such simplification, the consensus step is very
computationally expensive for even modest sized signals. The
idea of strict agreement is also studied in the context of K-
SVD in [26]; the authors study the particular case in which
a hard upper bound on the number of non-zeros is imposed
in the sparse representation of the patches (local sparsity).
This is then translated to similar constraints on the global
signal (global sparsity), and conditions on the feasibility of
the global problem are derived. Under the preceding sparsity
assumptions, the authors conclude that feasible models (dictio-
naries) are “hard to come by” ([26, Theorem 4]). The authors
also develop an “ADMM-like” method to solve the global
restoration problem and, as in the EPLL-based methods, derive
a closed form for projecting the patches onto the consensus
set by deriving the orthogonal projection matrix. As in [23],
the resulting matrix, even if sparse and highly structured, is
unmanageable even for very modest signal sizes.
C. About this work
This work proposes a general formulation for patch-based
restoration methods under a strict patch consensus constraint
which can be applied to a wide family of problems, linear and
non-linear, convex and non-convex, sparse or dense, to signalsR3.4
of any dimension. In particular, unlike [26], no strict sparsity
constraint is imposed on the linear coefficients that make up
the patch representations, thus making the general problemR1.2
feasible. Below we summarize the contributions of our work.
a) Feasibility: We show that the PACO constraint set is a
non-empty linear subset of the patch space, whose dimension
is equal to the length of the signal. We then develop a general
formulation for patch restoration problems under the PACO
constraint; this can be applied to any pre-existing method that
can be written as the minimization of a cost function of the
estimated patches and/or signal.
b) Optimization: We propose a method for solving the
aforementioned family of problems based on a splitting
strategy and the standard ADMM [27] algorithm. While our
algorithm bears strong similarities to that proposed in [25],
the latter is severely hampered by the general linear model
assumed. In our case, we propose an ADMM-based algorithm
for a general patch-based restoration method, its special case
for orthogonal linear patch models, and a Linearized ADMM
algorithm (a.k.a. Uzawa’s Method [28]) for non-orthogonal
linear patch models, which has the same convergence guar-
antees as ADMM while being computationally feasible even
for very large signals. Both methods require significantly
less computational resources than previously-proposed patch-
consensus algorithms.
c) Stitching trick: As described earlier, the bottleneck
of methods such as EPLL,FIGUEIREDO,GLOBAL-LOCAL lies
in the “patch agreement step”, which is not practical even
for small problem sizes. In this work we show that the
projection operator onto the consensus constraint set boils
down to a simple composition of the patch stitching and
extraction operations. This not only avoids the computation
and/or storage of large projection matrices, but is also very
easy to implement, and generalizes to any arbitrary patch
decomposition scheme (including irregular grids, patch sizes,
etc.), on signals of any dimension.
d) Global constraints: As mentioned in the Introduction,
the PACO constraint guarantees a one-to-one correspondence
between patch space (sometimes called “local” space) and
global signal space; this allows formulations where arbitrary
constraints are imposed on the global signal rather than on
the patches. This is a crucial advantage of imposing strict
consensus rather than promoting it in a lax way; we show this
feature in the missing samples estimation method described
Section V.
e) Convergence: The PACO problem will be convex as
long as the cost function and any additional constraints are
so, but the framework is not limited to convex cost functions.
Standard optimizations results guarantee that ADMM will con-
verge to a global minimum in the former case, and to a local
minimum in the latter. R3.4
R4.3
f) Parallelization of large scale signal processing prob-
lems: The need to process very large signals such as terapixel
astronomical images might require breaking the signal into
several smaller images, processed at different nodes, and
stitched back together. Here, too, in order to avoid artifacts
between adjacent blocks, some (small) overlap is desirable
between the blocks. The PACO method is ideally suited to
this problem, as the only information that needs to be shared
between nodes at each iteration is that of the overlapping
samples from neighboring nodes.
g) Sub-optimality of one-time averaging: Algorithms
such as K-SVD [7] aim at minimizing a target on the global
signal by solving a problem on each individual patch and then
performing a plain average of the stitched patches. 1 We show
that wrapping such methods within our ADMM-based solution
produces a cost function which is at least as good, and more
often significantly better, than that obtained with the original
problem.
h) A simple and efficient inpainting method: We in-
troduce a new method for missing data/inpainting problems
which produces state of the art results on moderately sized
erasures. The method is easy to implement and is also very
modest in computational resources compared to other state of
the art methods for this task.
II. BACKGROUND: PATCH-BASED SIGNAL PROCESSING
The kind of signal processing methods that we are interested
in this paper involve three stages that may be repeated until
some convergence criterion is met: patch extraction, patch
estimation, and patch stitching. (Recall that we are interested
in methods that estimate whole patches rather than single
pixels based on the information conveyed in their respective
patches.)
We will now illustrate these ideas on a simple one-
dimensional case. Such a signal is represented as a column
vector x = (x1, . . . , xN ) ∈ RN ; here X = RN is the space of
all discrete finite signals of length N .
1Note that this has long been improved by the authors, see e.g. [22]; we
use it here only as a paradigmatic example.
3x1 x2 x3 x4
x2 x3 x4 x5
x3 x4 x5 x6
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x
Y
Fig. 1. Patch extraction operator Y = R(x) for a signal x of length N = 6
and patches of size m = 3; patches are arranged as columns on an m×n
matrix Y where the column yk contains the patch starting at offset k in x.
A. Patch extraction
Given a signal of length N and a patch size m, the extraction
operation is represented by a set R = {R1, . . . ,Rn} of linear
operators Rj : RN → Rm. Each Rj can be written in matrix
form as Rj ∈ Rm×N ; each row of Rj corresponds to a vector
ei of the canonical basis of RN : eii = 1, the other elements
are 0. The patch yj is then extracted via yj = Rjx. By
concatenating all the operators in R we obtain a vector of
size m×n, which we can rearrange as a Rm×n matrix, one
patch per column; we call this matrix Y the patches matrix; we
then say that this matrix is the output of the overall extraction
operator R: Y = R(x). Clearly, R is a linear operator which
maps a vector of size N onto a linear subspace of Rm×n
whose dimension is at most N . We will refer to the image of
R as P, and to its embedding space Rm×n as Y, the patches
space.
In the example of Figure 1 we have a 1D signal of
length N = 6, patches of size m = 3 and Rj =[
ej | ej+1|ej+2] j = 1, 2, 3, 4. More generally, we will have
Rᵀj =
[
e1+s(j−1) | e1+2sj | . . . | e1+s(m−1)] where s > 1 is
called the stride, that is, the separation in space between one
patch an its neighbor; this generalizes to multi-dimensional
signals. The case s = 1 depicted in Figure 1 yields fully
overlapped patches; the extreme case s = 3 yields non-
overlapping patches. Clearly, the general definition of R
allows for any arbitrary set of patch extractors. The matrix2.2
representation of Rj is easily generalized to signals X of
arbitrary dimensions (in particular 2D, 3D) by defining the Rj
in terms of vec(X), where vec(·) is the vectorization operation
which reshapes a matrix of size m×n into a vector of length
mn by stacking its columns from left to right (this operator
also extends easily to signals of any dimension).
B. Patch-based Restoration
In a signal restoration setting one does not observe the true
or clean signal x, but a distorted version x˜ (which usually has
the same size and dynamic range as x), and the task is to infer
x from x˜. We denote the result of this inference as xˆ, and call
it the restored or estimated signal indistinctly. The matrix of
patches extracted from x˜ is correspondingly denoted by Y˜.
The idea is to estimate the signal x by recomposing it from
an estimation of the clean patches, Yˆ, which is a function of
Y˜. In general, however, Yˆ /∈ P.
C. Average patch Stitching
Once Yˆ has been computed, the final estimation xˆ must
be recomposed from it; we call this procedure patch stitching.
yˆ11 yˆ12 yˆ13 yˆ14
yˆ21 yˆ22 yˆ23 yˆ24
yˆ31 yˆ32 yˆ33 yˆ34
xˆ1 xˆ2 xˆ3 xˆ4 xˆ5 xˆ6
xˆ
Yˆ
Fig. 2. Patch stitching operator xˆ = S(Yˆ). Each sample xˆj is the average of
all its estimates across the intervening patches. In terms of Yˆ, this corresponds
to the average of each anti-diagonal.
One reasonable solution is to seek for the xˆ whose patches,
when extracted, are as close as possible to the individually
estimated ones in Y˜. If we measure this distance using `2
norm, xˆ = arg minx ‖Rjx − yˆj‖22 the resulting xˆ has the
following closed form
xˆ = (
∑
j
RᵀjRj)
−1∑
j
Rjyˆj = (R
ᵀR)−1Rᵀvec(Y˜) (1)
where we have defined Rᵀ = [ Rᵀ1 | Rᵀ1 | · · · | Rᵀn ] The
result (1) is interpreted as follows. It is easy to verify that
Rᵀj yˆj puts back the patch yˆj in its corresponding place in
x; it follows that Rᵀvec(Yˆ) produces a vector of length N
where the i-th element contains the sum of all the elements
of Yˆ that are mapped there by one or more Rj . On the other
hand RᵀjRj is a diagonal matrix with m ones, and so R
ᵀR =∑
jR
ᵀ
jRj is a diagonal matrix whose (i, i)-th element counts
how many Rjs have mapped some element of Yˆ to the sample
i. Thus, the i-th entry of the RHS of (1) is the average of all
the different estimates of the i-th sample in Yˆ. We call the
operator defined in (1) as the average stitching operator and
denote it by S : Y→ RN , xˆ = S(Yˆ).
D. Patch reprojection and the stitching trick
As discussed before, the extraction operator R is given by
Y = R(x) = Rx. If we compose this with the stitching
operator S defined earlier we obtain
R[S(Yˆ)] = R(RᵀR)−1Rᵀvec(Yˆ) = [[vec(Yˆ)]]P, (2)
where [[vec(Yˆ)]]P is the orthogonal projection of Yˆ ∈ Y onto
P. Thus, we conclude that the projector operator (2) from P
onto Y can be written as the composition of the stitching and
extraction operator. Although (2) is a well known result in the
literature, to the best of our knowledge, its enormous practical
implications have not been fully exploited. We will discuss
this issue in depth in Section IV.
III. BACKGROUND ON CONSENSUS METHODS
The following introduction is partially based on the mono-
graph [29, Chapter 5].
a) Global consensus: In the context of parallel and
distributed optimization, a common problem is to minimize
a function f(ζ) =
∑r
j=1 fi(ζ), where fj(ζ) are functions
which can only be evaluated locally, say at some node i on
a spatially distributed network with r nodes, but which all
depend on the same global variable ζ ∈ Rm. One strategy to
solve this problem in a decentralized way is for each node
4to have its own local copy of ζ, ζj , which it then optimizes
in terms of its local function f(ζj). In the end, however, we
want all the ζj to be equal. For this we define the consensus
set as C =
{
(ζ1, ζ2, . . . , ζr) ∈ Rm×r : ζ1 = ζ2 = . . . = ζr}
and constrain the final solution to fall within C. This gives
rise to the following global consensus problem:
min
(ζ1,ζ2,...,ζr)∈C
r∑
j=1
fj(ζ
j). (3)
Clearly, C is a linear subspace of Rm×r (e.g., the line x = y
in R2). Let [[·]] denote the projection operator from Rm×r onto
C. It is straightforward to verify that,
[[(ζ1, ζ2, . . . , ζr)]] = (ζ¯, ζ¯, . . . , ζ¯), ζ¯ =
1
r
∑
j
ζji. (4)
b) General consensus: In this case, we want each “local
copy ” ζj to coincide with some of the other copies, only at
some entries. More formally, we associate an index set cj ⊆
[1, . . . ,m] to each ζj and require that ζ
j
i = ζ
j′
i for i ∈ ci∩ci′ .
We now define the consensus set to be
C =
{
(ζ1, ζ2, . . . , ζr) : ζji = ζ
j′
i , i ∈ cj ∩ cj′
}
. (5)
With this definition, we obtain the general consensus problem:
min
(ζ1,ζ2,...,ζr)∈C
r∑
j=1
fj(ζ
j). (6)
It is easy to show that the projection onto C is given by
[[ζji ]]C′ = ζ¯i : ζ¯i =
∑
j:i∈cj ζ
j
i∑
j:i∈cj 1
. (7)
In words, after projection, the i-th element of all vectors that
have a copy of it will be the average of the values that element
had on those vectors before projection. As we will be dealing
only with the latter case, we will use C to refer to the general
consensus set defined in (5) hereafter.
IV. PACO: THE PATCH CONSENSUS PROBLEM
Given a patch extraction operator R : X→ Y, a cost func-
tion which is separable on the patches f(Y) =
∑
j fj(Yj),
and Ω ⊆ Y, the PACO problem is stated as follows:
Yˆ = arg min
Y∈Ω
f(Y) s.t. Y ∈ P (8)
We begin by showing that the problem of patch consensus
is a especial case of (6).
Proposition 1. The patch consensus set P is a particular case
of the general consensus set C and so the PACO problem is
of the form (6).
Proof: It suffices to define ζj = R
ᵀ
jyj and cj =
nonzero(diag(RᵀjRj)). Here diag(·) returns the diagonal of a
N×N square matrix as a vector of length N , and nonzero(·)
returns the indices of the nonzero elements in its argument.
Note that, as defined, cj contains the indices of the samples
filled in by yj . Thus, the requirement that yj and yj′ should
coincide at cj ∩ cj′ matches the definition given before for the
general consensus constraint in (5) for this particular choice
of ζj and cj . Now, given f(Y) =
∑
j fj(yj) in (8), we define
f ′j(ζj) = fj(Rζj) = fj(yj) and plug it into (6).
Note: It is important to notice that the preceding result applies
to extraction operators Rj which are more general than those
defined in Section II. For example, it allows for patches of
different sizes and shapes.
Corollary 1. The projection onto the patch consensus set is
given by the stitching trick, [[Yˆ]]C = R[S(Yˆ)], as in (2).
Proof: We have established that the patch consensus set
C = P. and that (2) gives [[Yˆ]]P. Thus, [[Yˆ]]C = [[Yˆ]]P =
R[S(Yˆ)].
R1.2
Corollary 2. The PACO problem is feasible if Ω ∩ P 6= ∅.
Proof: It is obvious that P is a nonempty set in any
interesting case (that is, whenever R extracts at least one
non-empty patch from the signal). Feasibility then depends
on whether the additional constraints define a set Ω which
intersects P.
Note: An example where Ω ∩ P might be ∅ is that studied
in [26].
A. Problem formulation
We now define the convex indicator function associated to
the consensus set C, g(·) : Y→ R ∪ {+∞},
g(Y) =
{
0 , Y ∈ C
+∞ , Y /∈ C (9)
This allows us to transform the PACO constraint into a convex
function that can be included in the cost function, which in
turns allows us to write the problem in a form which is more
akin to the ADMM optimization method. The resulting PACO
problem is given as follows,
Yˆ = arg min
Y
f(Y) + g(Y) s.t. Y ∈ Ω. (10)
As g(·) is a convex function, the problem (10) will also be
convex if the function f(·) and the set Ω are convex. This
allows for convex restoration problems to be defined under
consensus constraints, with the (always desirable) property
of guaranteed global convergence regardless of the initial
conditions. This being said, the PACO problem (10) is not
limited to convex problems. In particular, ADMM is guaranteed R3.4
to converge to a local minimum, which is the next-to-best thing
in this case.
B. Numerical resolution
We now describe a simple and efficient method which can
be applied to any such formulation. The method is based on
the proximal operator form [29] of the popular Alternating
Directions Method of Multipliers (ADMM) [27]. Let f(·) be
any convex function. The proximal operator of f(·) with
parameter λ is given by,
proxλf (y) := arg min f(x) +
1
2λ
‖y − x‖2 (11)
The proximal operator has many interpretations. In particular,
it can be seen as a generalization of the concept of gradi-
ent to non-differentiable functions. (See [29] and references
5therein). The ADMM method is an old method which is
broadly applicable to a wide range of problems. Its proximal
operator formulation simplifies the application of ADMM to
non-differentiable functions. In particular, it is easy to check
that the proximal operator of the convex indicator function
g(·) of a set C is precisely the projection operator [[·]]C . This
is particularly important in the case where C is a consensus
set, in which case the projection is obtained efficiently using
the stitching trick (2). What remains now is to reformulate (10)
so that it can be solved using ADMM,
(Yˆ, Zˆ) = arg min
Y,Z
f(Y) + g(Z) +
1
2λ
‖Y − Z‖2F s.t. Y = Z,
(12)
where g(Z) is the indicator function of the set C∩Ω. Problem
(12) is clearly equivalent to (10). The key difference is that
(12) is separable in Y and Z and also strongly convex if λ > 0.
The ADMM algorithm for (12) is given by,
Y(t+1) ← proxλf
(
Z(t) −U(t)
)
, (13)
Z(t+1) ← ΠC∩Ω(Y(t+1) +U(t)), (14)
U(t+1) ← U(t) +Y(t+1) − Z(t+1). (15)
Steps (13)–(15) are repeated until convergence is attained to
within a specified tolerance. Step (15) is trivial and identical
regardless of the function f(·). If Ω = Y then g = [[·]]C and
Step (14) is given by,
Z(t+1) = R
[
S
(
Y(t+1) +U(t)
)]
.
If Ω ⊂ Y is convex, a general solution to step (14) can be
obtained iteratively using Dykstra’s Projection Algorithm [30];
yet, in some special cases, the solution can be found inR4.10
closed form. Finally, Step (13) will depend on the form
of f(·). In fact, any previously existing restoration method
which can be formulated as the minimization of f(·) can be
accommodated to the PACO framework by replacing this step
with the corresponding solution.
V. RESTORATION USING PACO
We now describe a sample application of our framework to
the problem of filling in missing samples in signals, where
such missing samples appear as contiguous, large regions.
This problem is commonly known as inpainting in the im-
age/video processing literature. Our method seeks to minimize
the weighted `1 norm of the Discrete Cosine Transform (DCT)
coefficients of the signal patches while keeping up with the
consensus constraint and with the known samples of the signal.
The method is purposely simple. It suffices to illustrate the
benefits of our framework while being simple enough so that
conclusions can be drawn from it. It is also general enough
to be applicable to a wide range of signal types. Despite this,
the method appears to be surprisingly effective on a number
of cases, as shown in VI.
A. PACO-DCT inpainting
In this problem, the sample values xi of x are known for
i ∈ O ⊂ {1, 2, . . . , n}. no information is available on the
samples xi, i ∈ Oc, and the task is to infer such values.
Here the feasible set can be specified in signal space, that
is Ω ⊂ X, with Ω = {z : zi = xi, i ∈ O}.
a) Formulation: Our proposed method seeks to minimize
a cost function defined on the DCT coefficients aj of each
patch yj , aj = Dyj , where D is the orthogonal DCT type II
transform. As before, we stack the DCT coefficient vectors as
columns of a matrix A. The cost function is defined by
f(A) =
∑
i,j
wi|ai,j |. (16)
The cost (16) is the log-likelihood of the DCT coefficients un-
der the (usual) assumption that each coefficient ai, j is drawn
from of a heavy-tailed distribution which is well approximated
by a Laplacian of parameter θi, ai,j ∼ (2/θi)e−θi|ai,j | (see
[31] for a discussion on this subject). The parameters θi are
estimated as
θi =
∑
j∈O′
|ai,j |,aj = D−1yj ,
where O′ are the indexes of those patches which do not contain
any missing samples.
Although we do not want to deviate the reader from the
main focus of the paper, which is the PACO framework, some
remarks should be made at this point. First, it is interesting
to note that our cost function is a particular case of the EPLL
regularizer proposed in [23]. In fact, its ADMM formulation
is a particular case of the one proposed in [25]. However,
the choice of an orthogonal transform such as the DCT has
significant practical advantages over the case where D is an
arbitrary dictionary: first, it allows for a much simpler and
faster solution than the non-orthogonal case (we describe an
alternative formulation for general D later in this section);
second, given a patch of size m, computing its DCT coefficients
requires only O(
√
m log2m) operations, whereas a matrix-
vector operation for a generic dictionary D′ ∈ Rm×m requires
O(m2) operations. To fix ideas, for m = 64, this difference
amounts to ∝ 48 against ∝ 4096, about two orders of
magnitude. Of course, as described in IV, the proposed prior
can be replaced by more complex log-likelihood functions that
take into account local or non-local properties of the signal,
as well as other non-probabilistic methods, etc.
b) Optimization: The PACO-DCT problem is given by,
Aˆ=arg min
A
∑
i,j
wi|ai,j |+ g(DZ) s.t. Z = A. (17)
where g(DZ) is the indicator function of C ∩ Ω. As the
function f(A) is separable in the elements of A, so is its
proximal operator, known as the soft-thresholding operator
Tλwi,j (a) = min{a+ λwi,j ,max{0, a− λwi,j}}.
An interesting side effect of PACO is that the projection onto
the consensus constraint set C is a composition of two linear
mappings, ΠC(Y) = R[S(Y)], the first going from patch
space Y to signal space X, and the second one going back
from X to patch space Y. Therefore, if the feasible subset Ω is
a linear subspace of X as in this case, then the projection onto
6C ∩ Ω can be efficiently obtained by applying the projection
onto Ω “while in” X, that is,
ΠC∩Ω(Yˆ) = R
{
ΠΩ
[
S(Yˆ)
]}
. (18)
The following pseudocode implements (18),
v ← S
(
DA(t+1) +U(t)
)
vi ← xi, ∀ i ∈ O (this is ΠΩ)
Z(t+1) ← R(v).
As with (18), we can easily impose any number of additional
constraints in signal space X as long as they correspond to
convex subsets of that space. An example of such constraint
is the clipping constraint, which forces the estimated samples
to lie within a valid range (e.g., 0–255 for grayscale images).
We note that, for a general matrix D, the proximal operator
of g′(Z) = g(DZ) may be hard to compute even if that
of g(Z) has a simple closed form. However, for orthogonal
transforms such as the orthogonal DCT, we have that [29],
proxλg′ (Z) = D
ᵀproxλg (DZ) . (19)
We will describe how to tackle the non-orthogonal case later
in Section V-B.
c) Algorithm: The complete PACO-DCT inpainting algo-
rithm consists of repeating the following steps until conver-
gence:
a
(t+1)
i,j ← Tλwi,j (z(t)i,j − u(t)i,j ), ∀ i, j
Yˆ(t+1) ← D(A(t+1) +U(t) )
xˆ(t+1) ← S(Yˆ(t+1))
xˆ
(t+1)
i ← x(t+1)i , ∀ i ∈ O
Z(t+1) ← DᵀR(xˆ(t+1))
U(t+1) ← U(t) +A(t+1) − Z(t+1) (20)
Choice of the penalty parameter λ: It is well known that
the ADMM parameter λ in (12) acts as a kind of step size,
and that convergence can be improved by letting λ be a non-
increasing sequence so that
∑
i λ
(i) = +∞. In the weighted
`1 case we have presented, and given the signal peak value
α (for example α = 255 for 8bit images), the cost function
f(·) scales linearly in α, whereas g(·) does so quadratically.
Thus, we choose an initial value λ(()0) = κα to balance the
two terms. We’ve found that κ = 10 works well in all cases
studied. Then, λ(t) is kept constant as long as f(·) diminishes
at each iteration. If f(·) increases at iteration t, we update
λ(t+1) = µλ(t), with 0 < µ < 1. Here again we have found
that µ = 1/2 is an all-around reasonable value.
Figure 4 shows how different variables of interest converge
for the test example shown in Figure 3. We also include the
RMSE at each iteration; notice that the global minimum does
not necessarily lead to the best attainable RMSE, as this is
something which cannot be explicitly accounted for. Notice
however, that the RMSE at the optimum is remarkably close
to the minimum value observed throughout the iterations.
Fig. 3. Inpainting results on artificial test image using fully overlapped
patches of size 10×10. Top to bottom, left to right: input image; result after
1st iteration; result after 16 iterations; after 256 iterations (RMSE = 3.28).
The 1st iteration is the result of estimating each patch by minimizing our
DCT-based const function once, followed by a plain patch averaging step,
that is, with no consensus imposed.
Fig. 4. Convergence analysis of the ADMM method. The left figure shows
the value of the cost function f (t), constraint violation ‖Y(t)−Z(t)‖2, cost
function change f (t)−f (t−1), and argument change ‖Y(t)−Y(t−1)‖2, all
scaled by 1/(npα); the break in all graphs corresponds to the points where
λ was decreased. The right figure shows the values of various image quality
metrics across iterations: BIAS =
∑N
i=1 xi− xˆi, RMSE = 1√N ‖x− xˆ‖2,
MAD = 1
N
‖vx− xˆ‖1 and PSNR = 20 log10(α/RMSE).
B. PACO restoration for non-orthogonal linear operators: the
course of non-orthogonality
So far we have dealt with the case where D is orthogonal.
However, most patch consensus methods described in Section I
are designed for the more general case where D is non-
orthogonal. An issue with methods such as [23], [25], [26]
is that they impose the consensus constraint directly onto the
patch coefficients aj . Referring back to (1), we have xˆ =
(RᵀR)−1Rᵀvec(DAˆ). Now, under the consensus constraint,
we must have Rjxˆ = Daˆj . We can write this requirement for
all j as Rxˆ = vec(DAˆ), which leads us to:
vec(DAˆ) = R(RᵀR)−1Rᵀvec(DAˆ)
(RᵀR)Bvec(Aˆ) = RᵀBvec(Aˆ)
vec(Aˆ) = [(RB)ᵀRB]−1(RB)ᵀBvec(Aˆ) (21)
vec(Aˆ) = Pvec(Aˆ) (22)
where B = (In×n ⊗ D) and ⊗ is the kronecker product
(see [32] for this result). By definition, the matrix P is a
projector operator, although it is not an orthogonal one by
virtue of the last B multiplying vec(Aˆ). It is also clear
7that the consensus set is given in terms of A as CA =
{A : (I−P)A = 0}, so it is again a linear subspace of the
signal coefficients space. However, by inspecting P, it is
also clear that this is a matrix whose size mn×mn can be
extremely large for practical problems (e.g., n = 1e6, m = 64)
and that its structure is far from trivial. Therefore, it is not
feasible to use the closed form [[A]] = vec−1(Pvec(A)).
C. Linearized ADMM
The issue with the preceding strategy is to attempt to impose
the consensus constraint in terms of the coefficients. The
solution presented here is based on the “Linearized ADMM”
(LADMM) or “inexact Uzawa’s Method” [28] for solving
(10); his method constructs the augmented Lagrangian for the
constraint Z = DA and then solves a linear approximation of
it around Z in each iteration. Global convergence is guaranteed
as long as its parameter µ obeys 0 < µ ≤ λ/‖D‖22. The
LADMM algorithm is given by,
A(t+1) ← proxµf
[
A(t) − (µ/λ)Dᵀ(DA(t)−Z(t) +U(t))
]
Z(t+1) ← proxλc
[
DA(t+1) +U(t)
]
U(t+1) ← U(t) +DA(t+1) − Z(t+1).
The corresponding LADMM PACO algorithm is given by
A(t+1) ← proxλf
[
A(t)−(µ/λ)Dᵀ(Yˆ(t)−Z(t)+U(t)
]
(23)
Yˆ(t+1) ← DA(t+1) +U(t) (24)
Z(t+1) ← R[S(Yˆ) ] (25)
U(t+1) ← U(t) + Yˆ(t+1) − Z(t+1). (26)
D. Speed up via partial updates
As formulated, the proposed PACO-DCT algorithm must go
over every single patch defined by the extraction operator.
However, it is easy to see in this case that patches which do
not include any missing signal sample can be safely ignored.
Clearly, this can lead to significant computational savings,
especially if such patches are pre-indexed.
E. Enhancing other methods with PACO
It is clear that (8) through (12) and the corresponding ADMM
implementation can be applied to any problem which can be
cast in terms of a cost or energy function defined on Y.
Note also that, if we initialize the Lagrangian multiplier
U(0) = 0, the first two steps (13) and (14) of the PACO-ADMM
algorithm will yield a stitched signal as a byproduct. To see
this, we break (14) in two:
x(1) = S(Y(1)) ; Z(1) = R(x(1)).
The estimated signal x(1) is what we would obtain with
any method which performs a single patch averaging step after
restoring the patches, such as the original K-SVD method [33].
The above discussion suggests that one might improve
existing methods which are based on a single patch averaging
step by simply plugging in their patch restoration stage in lieu
of (13). Moreover, if we forsake the convergence guarantees of
TABLE I
SUMMARY OF INPAINTING RESULTS ON THE KODAK DATASET. PACO, [35]
AND [36] ARE COMPARED IN TERMS OF THE 25, 50 (MEDIAN) AND 75
PERCENTILES OF THE RMSE AND SSIM SCORES ON ALL 24 IMAGES; BEST
RESULTS ARE IN BOLD BLUE.
METRIC → ssim rmse
MASK → 1 2 4a 4c 1 2 4a 4c
METHOD ↓ PERCENTILE 25
[36] 0.9833 0.9423 0.9824 0.9298 6.8 15.6 9.0 13.0
PACO 0.9876 0.9605 0.9868 0.9486 5.3 11.1 7.0 10.3
[35] 0.9871 0.9573 0.9859 0.9402 6.2 11.6 7.5 11.4
METHOD PERCENTILE 50
[36] 0.9858 0.9471 0.9847 0.9391 12.4 20.4 12.1 15.3
PACO 0.9907 0.9642 0.9893 0.9547 9.4 16.3 9.4 13.3
[35] 0.9892 0.9629 0.9893 0.9513 10.6 15.4 10.8 13.3
METHOD PERCENTILE 75
[36] 0.9892 0.9500 0.9888 0.9507 18.9 26.5 20.6 24.1
PACO 0.9935 0.9668 0.9918 0.9592 13.9 19.5 15.6 19.8
[35] 0.9919 0.9668 0.9912 0.9575 16.0 21.1 17.4 20.2
ADMM, we can substitute (13) by any (not necessarily energy-
based) patch restoration method, provided that we keep the
Lagrangian multiplier within the argument. R2.1
Applying PACO to other methods is of course a very
interesting experiment, but we choose not to do so in order
to focus on more basic properties of the general method,
for which the proposed DCT-based inpainting method, whose
output is easy to understand without PACO, is more amenable.
Experiments on other methods will be reported on a follow
up of this work.
VI. EXPERIMENTAL RESULTS AND DISCUSSION
Here we present the results of applying the proposed PACO-
DCT inpainting method described in V-A to three different
signal types: images, audio and video. Note that the inpainting
code is exactly the same for all three signal types; the only
difference is the wrapper script for each type of media. The
Python/C++ implementation, including code and scripts for
reproducing all results in this paper are available at http://
iie.fing.edu.uy/˜nacho/paco/.
We use two quality metrics to measure the performance of
our algorithms. One is the RMSE = n−1/2‖x − xˆ‖2.2 The
other is the Structural Similarity Index (SSIM) [34], designed
to reflect the visual quality of the results; this is important in
modern signal restoration, as measures such as RMSE do not
often correspond to the visual quality of the results. The SSIM
ranges between 0 and 1; larger values indicate better quality.
A. Image inpainting
Here we show the results of applying PACO-DCT to the
Kodak image dataset3 and four different masks, using patches
2The classic PSNR metric is not included as it is redundant with the RMSE;
the interested reader can derive it as PSNR = 20 log10(α/RMSE) where
α = 2b − 1; in our case b = 8 for images and b=16 for audio.
3This is a dataset originally released on a CD by Kodak which was later
released to the public. Many sites host a copy of this dataset. We provide our
own link at http://iie.fing.edu.uy/˜nacho/data/images/kodak_
color.7z and our grayscale versions at http://iie.fing.edu.uy/
˜nacho/data/images/kodak_gray.7z.
8Fig. 5. Inpainting masks 1 to 4 and three sample images from the Kodak dataset. Masks 2 and 4 are more challenging due to the size of the erasures.
Fig. 6. Inpainting result on Kodak image #19 and mask #2. Left: overlay of
original image and missing pixels mask. Right: Result of applying PACO-DCT
with patches of size 16×16 and a stride of 2 pixels (please zoom in on digital
document for details). Overall, the restored image is visually similar to the
original in most regions; the metric SSIM =0.9658 is consistent with this. On
the other hand, the result is not good on regions which exceed the patch size
by a large margin; this explains the relatively high RMSE = 7.0.
of size 16×16 and a stride of 2. Figure 5 shows the masks
and a few sample images of the Kodak dataset. Figure 6 shows
the result obtained on Kodak image #19 and mask #2. Table I
shows the 25, 50 (median), and 75 percentiles of the SSIM
and RMSE metrics obtained on all 24 Kodak images for each
mask and compares the corresponding results of two recently
published works in inpainting [35], [36], with results among
the best found in the literature.4 As can be seen, despite its
simplicity, our results compare favorably to the other methods
in all cases except the median RMSE obtained with mask #2.
Although Table I cannot be considered a thorough comparative
study of image inpainting methods, which is clearly outside of
the scope of this paper, it provides very encouraging evidence
on the competitiveness of the proposed PACO-DCT inpainting
method.2.1
3.6
3.7
Effect of stride and patch size: Figure 7 shows how the
performance of the PACO-DCT method varies with respect to
its two parameters. As expected, full overlapping yields the
best results. However, similar results are obtained for s ≤ 4,
which are 16 times faster to compute. As for the patch width,
significant gains can be observed up w = 20 pixels, although
w = 16 gives similar results at half the cost. Also expected
4In both cases, we used the publicly available code published by the authors
on the Image Processing OnLine journal (http://ipol.im) [37], [38].
Fig. 7. Left: Inpainting performance as a function of stride and patch size
(width). Right: PACO-DCT output with Kodak #20 and mask #2 with full
overlapping (top) and no overlapping (bottom).
Fig. 8. Audio inpainting detail (from t=0:30 to t=0:45). We show, from
top to bottom, the original waveform, the recovered one, and their difference,
which occurs only at places where the original was erased. The error is larger
for wider erasures than for short ones, similar to what happens on images.
The output, however, achieves a good degree of continuity at the borders,
making the result much more pleasant to listen to – the interested reader can
do so by downloading the corresponding supporting material.
is the sharp degradation in performance when no overlapping
occurs, that is, s = w. The artifacts in that case are clearly
visible in the bottom-right image.
B. Audio inpainting
Here we report preliminary audio inpainting results using
PACO-DCT. We used the downmixed and downsampled (from
44.1Khz to 11Khz) version of an audio track as the ground
truth.5 We then erased fragments of random length at random
5We used the original, lossless version of the composition “Se Parar” by
Conrado Paulino, from the album “Quatro Climas”, which can be found online
in Spotify; the original track and the downsampled version are included as
supporting material and can be downloaded and reproduced by courtesy of
the composer, who gave us express permission to do so.
9Fig. 9. Audio inpainting detail (from t=0:30 to t=0:45). From top to bottom,
we show te spectrograms of the erased, estimated, and original signals. As
can be seen, the PACO-DCT algorithm (middle) is able to recover much of the
original spectrum, which explains the good perceptual quality of the output.
Fig. 10. Video inpainting results (please zoom in into the digital version
of this document for details.) We show frames 89,90 and 91 of the standard
color test video mobile side by side. On top are the original frames, with the
erased pixels mask superimposed as darker rectangles, and below them the
reconstructed frames using PACO-DCT.
positions, so that we obtained an average of one erasure every
10000 samples (about one every second), each lasting 1000
samples (0.1s) on average (the longest one lasts 1410 samples).
The algorithm was then run on windows of length 4096, with
a stride of s = 4096 − 4096/32) = 3968 (1/32th overlap),
a maximum of 1024 iterations and convergence tolerance of
1e−8. The algorithm reaches a RMSE of 1324 (4% of the
peak value of 32768, PSNR =33.9). (The original, erased,
and recovered audio tracks are included in the supplementary
material and at the project site). As can be verified upon
listening, the recovered signal is barely distinguishable from
the original one. Figure 8 shows the resulting waveforms,
whereas Figure 9 show the corresponding Short-Time Fourier
Transform (STFT).
a) Frequency consensus: Figure 9 shows a phenomenon
which is less evident but also present in the image inpainting
results: as the PACO-DCT inpainting imposes consensus on
time frames, it does so, to some extent, on their frequency
representations. If two patches share a significant portion, so
that one is almost identical to a shifted version of the other,
then their frequency modulus should be very similar too. This
continuity is crucial in the perceived quality of the audio result.
C. Color video inpainting
Our last example involves inpainting of color video signals.
Again, for this task, we executed the exact same code used
in the previous two cases with a wrapper that handles I/O
operations. In this particular case, this involves applying the
method separately to each color channel (in this case red,
green and blue). Figure 10 shows the original, degraded
and recovered version of three consecutive frames of the
well-known color test video known as Mobile.6 these frames
in particular include horizontal and vertical motion of the
objects, simultaneously with zoom-out from the camera. The
degradation process simulates vertical scratches on film.7 This
result was obtained with patches of size 4×8×8 (the first
dimension is time) and strides 1,2,2 (again, the first is for
time, the last two horizontal and vertical directions). As can
be seen, the results are quite satisfactory, as the obtained RMSE
and SSIM metrics can attest.
D. A note on computational complexity
We avoid a direct comparison with other methods, as it
is very difficult to do so without taking into account the
implementation. What we do instead is to report on the timings
required to produce some of our results. Our code is written in
Python, with critical parts in C. All experiments were run on an
Intel i7-3770 @3.4GHz PC running Ubuntu 18.04.2. Images: a
single iteration using mask #2 in Table I (w = 16,s = 2) takes
about 0.3s; we set a maximum of 256 iterations. However, as
Figure 4 shows, as little as 16 iterations already produce good
results. Audio: one iteration over the full song with w = 4096
and s = 3968 takes about 0.04s; 512 iterations were required
in this case for a total of 20s. Video: a single iteration over
the 300 frames of size 352×288 requires about 13s; the result
was obtained with 64 iterations for a total of 13 minutes.
E. Preliminary results on denoising
We have conducted a few preliminary experiments of using
PACO on the standard Gaussian denoising problem; we have
developed a few different problem formulations, all based on
the DCT prior used so far. These are included as an addendum
to this work in the supplementary material. The resulting
PACO-DCT algorithm does not seem to work well in this case.
Whether using more sophisticated priors such as GMM will
improve the results is subject of future work.
VII. CONCLUDING REMARKS AND FUTURE WORK
We have presented PACO, a general framework for solving
signal restoration problems under a patch consensus constraint.
We have shown that the resulting optimization problem is
feasible and easy to solve the standard ADMM method; in par-
ticular, we provide a general and practical solution to the patch
reprojection step which we coin the “stitching trick”, which so
far appeared as a major bottleneck in similar methods. We also
show that the hard consensus constraint enables us to define
constraints in signal space, with the many possible advantages
that this opens up. Finally, we have applied our framework to
6Obtained from https://media.xiph.org/video/derf/
7This is motivated by an ongoing video restoration project which uses our
method to recover historic film archives and whose results will be published
elsewhere.
10
the inpainting problem on three different signal types, audio,
images and video, matching and even surpassing other state
of the art algorithms in the case of moderate erasure sizes on
digital images.
Several research directions open up from here. For example,R2.1
we are now working on testing PACO-based variants of already
existing patch-based restoration methods. A massive parallel
implementation for large scale signal processing is also under
way. Other directions include to extend the concept of patch
consensus to targets other than signal restoration. Last but not
least, a deeper frequency analysis of the outputs produced by
the PACO-DCT would be an interesting research topic in its
own right.
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