This note investigates the asymptotic behaviour of the minimal number of generators of finite index subgroups for three natural classes of groups: amenable groups, groups possessing an infinite soluble normal subgroup and virtually free groups.
Results
Let Γ be a finitely generated group. A chain in Γ is a sequence Γ = Γ 0 ≥ Γ 1 ≥ . . . of subgroups of finite index in Γ. The chain is normal if all Γ i are normal in Γ and it has trivial intersection if
For a group G let d(G) denote the minimal number of generators (or rank) of G. Let the rank gradient of Γ with respect to (Γ n ) be defined as RG(Γ, (Γ n )) = lim n→∞ d(Γ n ) − 1 |Γ : Γ n | This notion has been introduced by Lackenby [3] .
The following two theorems have been proved in a previous paper [1] by the authors using the theory of cost. I. Let (N i ) and (M i ) be normal chains in Γ with trivial intersection. Then RG(Γ, (N i )) = RG(Γ, (M i )).
II. Assume that Γ has an infinite normal amenable subgroup and let (N i ) be a normal chain in Γ with trivial intersection. Then RG(Γ, (N i )) = 0.
Remarkaby, even though the notion of rank gradient is purely group theoretic, the above results were obtained using measure theory and depend on deep results about cost. In this note the authors present three theorems on the rank gradient of some important classes of groups, using just group theory and combinatorics.
Theorem 1 Finitely generated amenable groups have rank gradient zero with respect to any normal chain (N i ) with trivial intersection.
This was first proved by M. Lackenby [3] for finitely presented amenable groups.
Theorem 2 Assume that Γ has an infinite soluble normal subgroup. Let (N i ) be a normal chain in Γ with trivial intersection. Then RG(Γ, (N i )) = 0.
It is also interesting to study the sequence of ratios r(Γ, N i ) = (d(N i ) − 1)/ |Γ : N i |. It turns out that virtually free groups can be characterized as those Γ for which r(Γ, N i ) stabilizes on normal chains. Theorem 3 Let Γ be a finitely generated residually finite group. i) If Γ is virtually free and (N i ) is a normal chain in Γ with trivial intersection, then there exists k such that r(Γ, N i ) = r(Γ, N k ) (i ≥ k). ii) Conversely, suppose that (N i ) is a chain of (not necessarily normal) subgroups of Γ with trivial intersection such that the sequence r(Γ, N i ) stabilizes. Then Γ is virtually free.
The rank gradient is related to two other important group invariants, the cost and the first L 2 Betti number. As shown in [1] the rank gradient of Γ is an upper estimate for both the first L 2 Betti number β
1 (Γ). for any normal chain (N i ) in Γ with trivial intersection. In all the known cases so far these three numbers coincide. In fact, the core of [1] is an unexpected relationship between the rank gradient and the cost.
There are important cases where the vanishing of the first L 2 Betti number is known but not the cost or the rank gradient. For instance, groups with Kazhdan property T have first L 2 Betti number equal to 0 (see [2] ).
Conjecture 4
If Γ has property T then RG(Γ, (N i )) = 0 for any normal chain (N i ) in Γ with trivial intersection.
A group Γ is said to be boundedly generated if it can be written as the product of finitely many of its cyclic subgroups Γ = g 1 · g 2 · · · g t . Examples of boundedly generated groups are arithmetic groups with the congruence subgroup property, like SL(d, Z) (d > 2) see [6] . For many of these it follows from the results in [7] that they have rank gradient 0 for any normal chain. We conjecture that in general the rank gradient of boundedly generated residually finite groups is zero. In this direction we can show the following.
Proposition 5 If Γ is an infinite finitely presented residually finite boundedly generated group then the first L 2 Betti number of Γ is zero.
Remark. It is natural to ask whether the results above hold for non-normal chains. Theorem 1 fails for arbitrary chains, even if the intersection does not contain nontrivial normal subgroups (see [1, Section 4] ) but for chains with trivial intersection we do not have a counterexample. Both Theorem 1 and Theorem 2 hold for chains satisfying the Farber condition, that is, when the group Γ acts essentially freely on the boundary of the coset tree with respect to the chain. Theorem 3 i) also fails, even for chains with trivial intersection, as shown in [1, Proposition 19 ].
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Proofs
We start with a general lemma on coverings.
Lemma 6 Let G be a compact topological group with normalised Haar measure µ and let A ⊆ G be a measurable subset of positive measure. For a natural k let
Proof. First, the definition makes sense, since the maximum is always achieved by compactness. We prove the statement using induction on k. For k = 1 the statement is trivial. Assume the lemma holds for k − 1; this implies that there exists a subset X ⊆ G of size k − 1 such that µ(AX) ≥ 1 − (1 − µ(A)) k−1 . Let B = AX and let us define the subset
Now U is measurable in G × G and using Fubini's theorem we have
where µ 2 denotes the product measure on G × G. Now using Fubini from the other side gives
a contradiction (we used µ(G) = 1). So there exists g ∈ G such that
So the statement of the lemma holds.
Note that for finite groups one can get a slightly better estimate using that the intersection has integer size. What we really need here is an absolute constant greater than 1 2 .
The following lemma is a modification of the Schreier method. Note that we want to act with the generators from the left, so we have to use the less natural form.
Lemma 7 Let Γ = S be a finitely generated group with a finite symmetric generating set S, that is, S −1 = S. Let H Γ be a subgroup and let U ⊆ Γ be a subset with U ∩ H = ∅. Let Υ : S × U → U be an arbitrary function and let
Proof. Let h ∈ H be an arbitrary element. Then by the symmetry of S there exist
, which implies u n ∈ H. So h can be obtained as a product of elements of R and (U ∩ H).
Let Γ be a group and let S, A ⊆ Γ be finite subsets. We say that A is an ǫ-Folner set with respect to S if
Note that we construct Cayley graphs using the left action of generators and the right action of Γ acts by automorphisms on the Cayley graph. The amenability of Γ is equivalent to the condition that for every finite set S ⊆ Γ and all ǫ > 0 there exists an ǫ-Folner subset of Γ with respect to S.
The next theorem is the key result to Theorem 1.
Theorem 8 Let (N i ) be a normal chain in the group Γ with trivial intersection. Let S be a symmetric generating set for Γ and let A ⊆ Γ be an ǫ-Folner subset with respect to S. Then there exists an integer k such that for all i ≥ k we have
Proof. Let m = |A|. Since Γ is residually finite, there exists an integer k such that for all i ≥ k we have AA −1 ∩ N i = {1}. Fix such an i and let N = N i . Then the homomorphism ϕ : Γ → Γ/N is injective when restricted to A, so |ϕ(A)| = m. Let n = |Γ : N | and let k = ⌈n/m⌉. Using Lemma 6 for the finite group
On the other hand, |ϕ(A)| |X| ≤ km < n + m ≤ 2n so substituting X with Xg for a suitable g ∈ Γ/N we can also assume that the equality
in Γ/N has at most one solution. Now we construct a suitable ϕ-preimage of X. Let Y ⊆ Γ be a subset of size k such that ϕ(Y ) = X and Ay 1 ∩ Ay 2 = ∅ (y 1 , y 2 ∈ Y, y 1 = y 2 ). Such Y can be easily constructed by taking an arbitrary preimage of X and then modifying it with suitable elements of N ; all we use here is that A is finite and N is infinite. Also, if (2) has a solution ϕ(a)x = 1 (in Γ/N ) then we can choose a −1 to be the inverse image of x in Y . Now AY is a disjoint union of ǫ-Folner sets so it is ǫ-Folner itself and AY ∩ N = ∅ or {1}.
be the complement of ϕ(A)X and let Y ⊆ Γ be a ϕ-preimage of X such that if 1 ∈ X then 1 ∈ Y . Let U = AY ∪ Y . From the above we see that U N = Γ and U ∩ N = {1}. Let U ′ ⊆ U be a coset representative system for N in Γ and define the function Υ : S × U → U as Then R = R 1 ∪ R 2 ∪ R 3 . Using (1) we see that
If s(ay) / ∈ AY then s(ay) ∈ SAY \AY . Using that Υ(s, ay) is determined by s(ay), we have
using that AY is ǫ-Folner with respect to S.
Lastly, if s(ay) ∈ AY then by the definition of Υ we have Υ(s, ay) −1 s(ay) = 1. This implies that R 3 = {1} so we can omit it from any generating set.
Putting together, R 1 and R 2 generate N so we have
what we wanted to prove.
Corollary 9 Let Γ be a finitely generated amenable group. Let (N i ) be a normal chain in Γ with trivial intersection. Then for all δ > 0 there exists an integer k such that
Proof. Denote d = d(Γ) and let g 1 , . . . , g d be a minimal generating set of Γ.
For ǫ = (δd)/2 let A ⊆ Γ be an ǫ-Folner set with respect to S. Using Theorem 8 we see that there exists an integer k such that for all i ≥ k we have
We can also assume |Γ : N k | > |A|. Using this, we get
The corollary holds.
Proof of Theorem 1. Let Γ be a finitely generated amenable group. Let (N i ) be a normal chain in Γ with trivial intersection. Set δ = 3 4 − 2 e > 0. Let k 0 = 0 and recursively let us define k j to be the index provided by Corollary 9 using the group N kj−1 with the chain (N i ) i≥kj−1 , with δ as above. Then we have
for all j > 0. Taking the product of these inequialities we get
r for all r > 0. Now using the Nielsen-Schreier theorem it is easy to see that the sequence (d(N i ) − 1)/ |Γ : N i | is non-increasing. This shows that RG(Γ, (N i )) = 0.
Now we are proving Theorem 2. The heart of the argument it Lemma 10on generation of modules.
Lemma 10 Let Γ be a d generated group and N a principal ZΓ-module. Suppose that N 0 ≤ N is a ZΓ-submodule such that the quotient N/N 0 is s-generated as an abelian group. Then N 0 can be generated by at most 1 + (2d+ 1)s elements as a ZΓ-module.
Proof of Theorem 2. If H is an infinite soluble normal subgroup of Γ then the last infinite term of the derived series of H is finite by abelian and so also abelian by finite. Hence Γ has an infinite abelian normal subgroup A.
Case 1: Suppose that the normal closure of every element of A is finite. Then we can find a sequence A 1 < A 2 < · · · of finite subgroups A i of A, all normal in Γ, such that |A i | → ∞.
Suppose |A i | = b i and let N = N j be a member of the chain (N i ) of Γ, such that A i ∩ N j = 1. If |Γ : A i N | = a then |Γ : N | = ab i and A i N can be generated by (d − 1)a + 1 < da elements. Therefore same holds for its homomorphic image N , and so r(Γ, N j ) < d bi . Since b i → ∞ as i increases we get RG(Γ, (N i )) = 0.
Case 2:
Suppose that A has an element whose normal closure in Γ is infinite. Without loss of generality we may assume that A is a principal, i.e., 1-generated Γ-module. For each j ∈ N put M j = A ∩ N j and Γ j = AN j . Suppose that |Γ : Γ j | = a j and |A : M j | = b j , so that |Γ : N j | = a j b j . It follows that d(Γ j ) < a j d and therefore the same is true for N j /M j ≃ Γ j /A. Let N j = h 1 , . . . , h p M j with p < a j d.
By Lemma 10 M j is the normal Γ-closure of at most 1 + (2d + 1) log b j elements and therefore considered as a Γ j = AN j -module it is generated by at most a j (1 + (2d + 1) log b j ) elements. (Recall that |Γ : Γ j | = a j ). Let M j = n 1 , . . . , n q Γj with q < a j (1 + (2d + 1) log b j ). We claim that h 1 , . . . , h p , n 1 , . . . , n q = N j . Indeed, A acts trivially by conjugation on M j and h 1 , . . . , h p A = Γ j . Therefore M j = n 1 , . . . n q Γj /A = n 1 , . . . , n q h1,...,hp , while
Since ∩ j N j = {1} the index b j = |A : A ∩ N j | → ∞ with j and so the right hand side tends to 0. This completes Case 2 and the proof of Theorem 2.
Proof of Lemma 10 Without loss of generality we can assume that N = ZΓ. Let g 1 , . . . g d = Γ. Pick f 1 , . . . , f s ∈ N whose images in N/N 0 generate it as an abelian group. Let K = f 1 , . . . , f s ≤ N and let K 0 = K ∩ N 0 . It follows that the abelian group K 0 can be generated by at most s elements, say c 1 , . . . , c s ∈ N . Since N = K + N 0 there exists e ∈ K such that 1 − e ∈ N 0 . Moreover, for each pair of indices (i, j) with 1 ≤ i ≤ d, 1 ≤ j ≤ s and each ǫ ∈ {±1} there exists e i,j,ǫ ∈ K such that f j · g ǫ i − e i,j,ǫ ∈ N 0 .
Let M be the ZΓ-submodule of N generated by the 1 + (2d + 1)s elements 1 − e, {c k }, and {f j · g ǫ i − e i,j,ǫ }. We claim that M = N 0 . It is clear that M ≤ N 0 . For the opposite direction we first show that N = K + M . It is enough to prove that each g ∈ Γ ⊂ ZΓ = N is in K + M . When g = 1 we have 1 = e + (1 − e) with e ∈ K and 1 − e ∈ M . Observe that the elements (3) of M give K · g ǫ i ⊆ K + M . Now g = 1 · g ≡ e · g mod M and use induction on the length of the shortest expresion of g as a product of g ±1 i . Hence N = K + M and so N 0 = K 0 + M . But K 0 = c 1 , . . . , c s ≤ M , hence K 0 ≤ M and N 0 = M as claimed. This proves Lemma 10.
Proof of Theorem 3. Let r i = r(Γ, N i ).
Part (i) Assume that Γ is virtually free. Then by Bass-Serre theory Γ has only finitely many conjugacy classes of finite subgroups. As the groups N i are normal and ∩ i N i = {1} there is n ∈ N such that N n is torsion free. Now by the Stallings theorem [5] every torsion free virtually free group is free, hence N n is free and then obviously r i = r n for i ≥ n.
Part (ii) Now assume that r i = r n for all i ≥ n. By considering N n in place of Γ we may assume that n = 0 and r i = d(Γ) − 1 for all i ≥ 0. We show that Γ is free.
Let d = d(Γ) and let Γ = g 1 , . . . g d . Consider the free group F on d free generators x 1 , . . . x d and the epimorphism f : F → Γ given by f (x i ) = g i . We claim that f is an isomorphism. Assume not. Let w = x ǫ1 i1 x ǫ2 i2 · · · x ǫ k i k be the shortest nontrivial word in ker f.
Consider the initial segments w j = x ǫ1 i1 x ǫ2 i2 · · · x ǫj ij for 1 ≤ j ≤ k. The choice of w gives that the k elements f (w j ), j = 1, . . . k of Γ are all different and therefore there exists an integer m such that f (w j ) −1 f (w i ) ∈ N m for all 1 ≤ i = j ≤ m. Let G be the Schreier graph on the left cosets of N m with respect to {g i }. The edges are labeled by the generators. Let π 1 (G) be the fundamental group of G based at the vertex N m ∈ Γ/N m . There is a natural epimorphism p : π 1 G → N m obtained by successively reading off the labels of the directed edges of loops.
Let l ∈ π 1 (G) be the loop N m , f (w 1 )N m , · · · , f (w k−1 )N m .
Then we have p(l) = f (w) = 1. By the choice of m, l is a simple loop, hence it is a primitive element of π 1 (G). It follows that d(N m ) < d(π 1 (G)) = (d − 1) |Γ : N m | + 1 and so r m < d − 1, a contradiction. Hence Γ is free.
Proof of Proposition 5. Let Γ = g 1 · g 2 · · · g t and let (N i ) be a normal chain in Γ with trivial intersection. Let K i = N ′ i N 2 i , let G i = Γ/N i and let H i = Γ/K i (i ≥ 0). Since Γ is infinite, |G i | tends to infinity with i. Now N i /K i is an elementary Abelian 2-group of rank r i and the exponent of H i is at most 2 |G i |. Hence |G i | 2 ri = |H i | ≤ exp t (H i ) ≤ (2 |G i |) t and so r i ≤ t + (t − 1) log 2 |G i |. Let d i denote the first Betti number of N i . Then, using a theorem of Lück [4] , we have β 2 1 (Γ) = lim n→∞ d n |G n | ≤ lim n→∞ r n |G n | ≤ lim n→∞ t + (t − 1) log 2 |G n | |G n | = 0
The proposition holds.
