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Abstract
We study a priori estimates of positive solutions of the equation ∂tu−∆u = λu+ a(x)up , x ∈ Ω ,
t > 0, satisfying the homogeneous Dirichlet boundary conditions. Here Ω is a bounded domain in
R
n
, λ ∈ R, p > 1 is subcritical, a ∈ C(Ω¯) changes sign and a,p satisfy some additional technical hy-
potheses. Assume that the solution u blows up in a finite time T and the set Ω+ := {x ∈ Ω: a(x) > 0}
is connected. Using our a priori bounds, we show that u blows up completely in Ω+ at t = T and
the blow-up time T depends continuously on the initial data.
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Consider the problem
ut −∆u = λu+ a(x)up, x ∈ Ω, t > 0,
u = 0, x ∈ ∂Ω, t > 0,
u(x,0) = u0(x), x ∈ Ω.

 (1.1)
Throughout this paper we assume that
Ω is a smooth bounded domain in Rn,
λ ∈ R, p > 1, a ∈ C(Ω¯), u0 ∈ L∞(Ω), u0  0.
}
(1.2)
It is well known that problem (1.1) possesses a unique maximal (strong) solution u(x, t) =
u(x, t;u0) with the maximal existence time T (u0) ∞. In addition, denoting by ‖ · ‖∞
the norm in L∞(Ω), we have ‖u(·, t)‖∞ → ∞ as t → T (u0) whenever T (u0) < ∞.
Fix T ∗, δ ∈ (0,∞) and set
Tδ(u0) :=
{
T (u0)− δ, if T (u0) < ∞,
∞, if T (u0) = ∞, T
∗
δ (u0) := min
(
Tδ(u0), T
∗).
In this paper we show that under some additional assumptions on a and p, the solutions
of (1.1) are bounded on the intervals [0, T ∗δ (u0)), uniformly with respect to u0 lying in a
bounded subset of L∞(Ω). In other words, we prove the estimate∥∥u(·, t;u0)∥∥∞  C(‖u0‖∞, δ, T ∗) for any t ∈ [0, T ∗δ (u0)). (1.3)
Estimate (1.3) and its modifications are very useful in the study of the asymptotic behavior
of blowing up solutions (see [17,31]), in control theory (see [4]), and in the study of the
corresponding dynamical systems (see [1,2,12,32] and the references therein). Here we use
the estimate (1.3) in the study of possible (weak) continuation of the solution u(x, t;u0)
beyond T (u0).
If a is a positive constant, then (1.3) is true for any p < pS , where pS is the critical
Sobolev exponent,
pS := n+ 2
n− 2 if n > 2, pS := +∞ if n 2,
see [31]. It is also known that the condition p < pS is optimal, in general. If a changes sign,
then standard methods for proving (1.3) (see [10,16,30,31]) cannot be applied. This is due
to the fact that all those methods heavily use the boundedness of the energy functional
E(u(·, t)), t ∈ [0, Tδ(u0)), where
E(u) :=
∫
Ω
(
1
2
|∇u|2 − λ
2
u2 − 1
p + 1au
p+1
)
dx, (1.4)
and such information is not available if a is not positive.
The lack of energy bounds described above is not the only motivation for our study.
Nonlinearities with spatially inhomogeneous (or time dependent) coefficients often arise
in various mathematical models. The influence of the inhomogeneity may be very impor-
tant and is not satisfactorily understood even in the case of model problems. Let us just
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pleteness of blow-up, and global existence.
(1) A priori bounds for positive stationary solutions of (1.1) for any p < pS and for general
a ∈ L∞(Ω) are known only if a is positive. If a changes sign (or is nonnegative but
not bounded away from zero), then some extra assumptions on a and/or p are needed,
see [3,7,11,13]. It is not clear whether those assumptions are optimal but recent results
in [35] indicate that some additional restrictions are necessary even if a  0. More pre-
cisely, a priori bounds for positive equilibria of (1.1) (which are uniform with respect
to all nonnegative functions a ∈ L∞(Ω) satisfying ∫
Ω
a(x)dx  C > 0) are true for
p < (n+ 1)/(n− 1) but they fail if p > (n+ 1)/(n− 1).
(2) If we replace the nonlinearity a(x)up in (1.1) with a(x, t)up +b(x, t), where a(x, t)
C > 0 and p < pS , then the blow up is always complete (see the definition below)
provided a, b ∈ C1. However, this assertion fails if a, b are merely in L∞, see [33].
(3) If we consider systems of the form
ut −∆u = a(x, t)upvq, x ∈ Ω, t > 0,
vt −∆v = −a(x, t)upvq, x ∈ Ω, t > 0,
with suitable boundary conditions, then all positive solutions will exist globally if
a  0 but blow-up may occur if a changes sign (see [9,27] and the references therein).
The question of possible blow-up for a = a(x) seems to be open.
In order to formulate our main result concerning a priori bound (1.3) for problem (1.1),
set
Ω+ := {x ∈ Ω: a(x) > 0} and Ω− := {x ∈ Ω: a(x) < 0}.
Then we have the following theorem.
Theorem 1.1. Assume that
Ω+ is nonempty, open and of class C2, ∂Ω+ = Γ1 ∪ Γ2,
Γ1,Γ2 are open in ∂Ω+, Γ1 = ∅, Γ2 ⊂ ∂Ω.
}
(1.5)
Assume also that there exist γ > 0 and a continuous function A : Ω+ → (0,∞) such that
a(x) = A(x)[dist(x,Γ1)]γ , x ∈ Ω+. (1.6)
Set
p∗ :=
{
(n+ 3 + γ )/(n+ 1), if Γ2 = ∅,
(n+ 3)/(n+ 1), otherwise. (1.7)
If p < n(n + 2)/(n − 1)2 and p  p∗, then (1.3) is true for all nonnegative solutions
of (1.1). If in addition λ 0, then (1.3) is also true for T ∗ = ∞.
Theorem 1.1 is proved in Section 3 by using some ideas from [19] and [34]. The proof
is based on a contradiction argument, scaling, and a Fujita type result. In fact, assume on
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k = 1,2, . . . , and points (xk, tk) ∈ Ω × T ∗δ (u0,k) such that u(xk, tk;u0,k) → ∞ (and some
additional estimates hold). Rescaling these solutions around (xk, tk) and passing to the
limit, one obtains a bounded positive solution of one of the following two problems:
ut −∆u = up, x ∈ Rn, t ∈ R, (1.8)
ut −∆u = xσn up, x ∈ Hn, t ∈ R, (1.9)
where Hn = {x = (x1, . . . , xn) ∈ Rn: xn > 0} and σ ∈ {0, γ }. However, the problem (1.8)
does not possess positive solutions if p < n(n+ 2)/(n − 1)2 due to [8] and we prove that
(1.9) is not solvable if p  (n+3+σ)/(n+1). More precisely, modifying the correspond-
ing proofs in [28] (see also [6] and [18] for related results), we prove the following Fujita
type result in Section 2.
Theorem 1.2. Assume σ  0 and 1 <p  (n+ 3 + σ)/(n+ 1). Then the problem
ut −∆u = xσn up, x ∈ Hn, t ∈ (0,∞), (1.10)
does not possess any global positive (classical) solution.
In Section 4 we use another method for obtaining (1.3). That method is based on energy
arguments and requires a to be nonnegative and bounded away from zero on compact
subsets of Ω . In particular, we obtain the following result.
Theorem 1.3. Assume that there exist γ > 0 and a continuous function A : Ω¯ → (0,∞)
such that
a(x) = A(x)[dist(x, ∂Ω)]γ , x ∈ Ω. (1.11)
If p  (n+ 1)/(n− 1), then (1.3) is true for all nonnegative solutions of (1.1).
In fact, Theorem 1.3 is a consequence of more general results in Section 4 (see Theo-
rem 4.1 and Corollary 4.2).
Section 5 is devoted to applications and some open problems. As an immediate con-
sequence of our a priori bounds, we first prove that the blow-up time T (u0) depends
continuously on the initial data u0 ∈ L∞(Ω), see Theorem 5.1. Our main result in Sec-
tion 5 is the proof of complete blow-up. Let us first recall the definition of this notion.
Assume T (u0) < ∞ and let uk be solutions of the approximation problems
ut −∆u = fk(x,u), x ∈ Ω, t > 0,
u = 0, x ∈ ∂Ω, t > 0,
u(x,0) = u0(x), x ∈ Ω,

 (1.12)
where
fk(x,u) :=
{
λu+ a(x)min(up, k), if a(x) 0,
λu+ a(x)up, if a(x) < 0, k = 1,2,3, . . . .
Then uk exist globally and uk+1  uk , k = 1,2, . . . . Set
u¯(x, t) := lim
k→∞uk(x, t) ∈ [0,∞], x ∈ Ω¯, t ∈ [0,∞).
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continuation beyond T (u0) then u¯ is the minimal weak continuation of u, see [5].
Definition 1.4. Let D ⊂ Ω . We say that u blows up completely in D at t = T if
u¯(x, t) = ∞ for any x ∈ D and any t > T .
If a is a positive constant, then u blows up completely in Ω at t = T (u0) whenever
p < pS (see [5]). On the other hand, this assertion need not be true if p > pS . More
precisely, if p > pS , n 10, and Ω is a ball, then there exist smooth radial data u0 such
that T (u0) < ∞ but u¯(x, t) is a classical solution of (1.1) for all t ∈ (0,∞) \ K , where
K is a finite set (see [14,15]). Complete blow-up for a(x) ≡ 1 was studied by many other
authors, see [20,22,24–26,29,36], for example.
If a changes sign, then we cannot expect complete blow-up in the whole of Ω since u¯
remains bounded for any t > 0 on any compact subset of Ω−, see [21]. On the other hand,
it was shown in [21] that under some hypotheses on Ω,a,p, and u0, the solution u blows
up completely in Ω+ at t = T (u0). However, those hypotheses are quite restrictive: either
Ω has to be a ball and a,u0 radial and radially decreasing, or one needs to know additional
information on the blow-up set (which does not seem to be easily available). In this paper
we prove a complete blow-up result for all blowing up solutions of (1.1) provided a and p
satisfy suitable assumptions. Our main result is the following theorem.
Theorem 1.5. Assume that p  (n+ 4)/(n+ 1), Ω+ is connected and
a ∈ C2(Ω¯), a < 0 on ∂Ω, ∇a(x) = 0 whenever a(x) = 0. (1.13)
If T (u0) < ∞, then u(t;u0) blows up completely in Ω+ at t = T (u0).
The above theorem is based on uniform a priori bounds (1.3) for the whole class of
problems of the form (1.1) (with a(x) replaced by a(x)− ε, ε ∈ [0, ε0]), see Theorem 3.1.
If a  0, then the estimate (1.3) for the single problem (1.1) is enough for the proof of
complete blow-up, see Theorem 5.2. If p  (n+ 3)/(n+ 1), then the assumption a < 0 on
∂Ω in (1.13) can be replaced by a = 0 on ∂Ω .
2. Fujita type result
In this section we prove Theorem 1.2. The proof of this theorem will be based on a
contradiction argument. Assume that a global positive solution u of (1.10) exists. Notice
that then u˜(x, t) := u(x, t + ε) is a global positive solution of (1.10) on the time interval
(−ε,∞). Hence, we may assume that u solves (1.10) on [0,∞) and u0(x) := u(x,0) > 0
in Hn.
Similarly as in [28, Lemma 1] (choosing Bn := {x ∈ Rn: xn > 1/n, |x| < n} there), we
obtain
u(x, t)
∫
K(t, x, y)u0(y) dy +
t∫ ∫
K(t − s, x, y)yσn up(y, s) dy ds, (2.1)
Hn 0 Hn
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K(t, x, y) := (1 − e−xnyn/t)k(t, x − y), k(t, x) := (4πt)−n/2e−|x|2/4t .
In the following lemmas and in the proof of Theorem 1.2 we will assume that u satisfies
(2.1) and u0 > 0.
Lemma 2.1. Let x, y  0, t > 0, y 
√
t . Then
1 − e−xy/t  1
2
(
1 − e−x/
√
t
) y√
t
.
Proof. If xy  t , then y 
√
t implies
1 − e−xy/t  1 − e−1 > 1
2
>
1
2
(
1 − e−x/
√
t
) y√
t
.
If xy < t , then the inequalities
1 − e−α  α, α  0, 1 − e−α  α/2, α ∈ [0,1],
yield
1 − e−xy/t  1
2
xy
t
 1
2
(
1 − e−x/
√
t
) y√
t
. 
Lemma 2.2. Let t0 > 0. Then there exists c0 > 0 such that
u(x, t) c0te−|x|
2/t(1 − e−xn/√t ), t  t0, (2.2)
where  := −(n+ 1)/2.
Proof. Using the inequality |x − y|2  2|x|2 + 2|y|2 and Lemma 2.1, we obtain
u(x, t)
∫
Hn
(
1 − e−xnyn/t)(4πt)−n/2e−(|x|2+|y|2)/2t u0(y) dy
 1
2
(4π)−n/2
(
1 − e−xn/
√
t
)
e−|x|2/2t t−(n+1)/2
∫
0<yn<
√
t0
yne
−|y|2/2t u0(y) dy
 c0t−(n+1)/2e−|x|
2/t(1 − e−xn/√t ). 
Lemma 2.3. Assume that (2.2) is true for some  ∈ R. Then there exist c1 > 0 and t1 > 0
such that
(i) if 1 + p + σ/2 > −(n+ 1)/2, then
u(x, t) c1t1+p+σ/2e−|x|
2/t(1 − e−xn/√t ), t  t1;
(ii) if 1 + p + σ/2 = −(n+ 1)/2, then
−(n+1)/2 −|x|2/t( −xn/√t )u(x, t) c1t log(1 + t)e 1 − e , t  t1.
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ilarly to [28, (2.30)–(2.34)],
u(x, t) cp0
t∫
t0
∫
Hn
(
1 − e−xnyn/(t−s))k(t − s, x − y)yσn spe−p|y|2/s
× (1 − e−yn/√s )p dy ds
 cp0 2
−n/2e−|x|2/t
t/2∫
t0
∫
Hn
(
1 − e−xnyn/(t−s))(1 − e−yn/√s )p
× k(r(s, t)(t − s)/2, y)yσn spr(s, t)n/2 dy ds,
where
r(s, t) := s
s + 4p(t − s) .
Assume s  t/2 and yn <
√
s. Then yn <
√
t − s and using Lemma 2.1, we obtain
1 − e−xnyn/(t−s)  1
2
(
1 − e−xn/
√
t−s ) yn√
t − s 
1
2
(
1 − e−xn/
√
t
) yn√
t
.
We have also
s
8p
 r(s, t)(t − s) s
4p
,
hence
k
(
r(s, t)(t − s)/2, y)
(
π
2p
)−n/2
s−n/2e−4p|y|2/s
and
r(s, t)n/2 
(
s
8p(t − s)
)n/2

(
1
8p
)n/2(
s
t
)n/2
.
Consequently, there exists a constant c = c(p,n, c0) such that
u(x, t) ce−|x|2/t
(
1 − e−xn/
√
t
)
×
t/2∫
t0
∫
0<yn<
√
s
yn√
t
(
1 − e−yn/
√
s
)p
s−n/2e−4p|y|2/syσn sp
(
s
t
)n/2
dy ds
= ce−|x|2/t(1 − e−xn/√t )t−(n+1)/2
t/2∫
t0
s(n+1)/2+σ/2+p
×
∫ (
1 − e−yn/
√
s
)p
e−4p|y|2/s
(
yn√
s
)σ+1
dy
sn/2
ds.0<yn/
√
s<1
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c˜ := c
∫
0<zn<1
(
1 − e−z)pe−4p|z|2zσ+1 dz,
we get
u(x, t) c˜e−|x|2/t
(
1 − e−xn/
√
t
)
t1+σ/2+p
1/2∫
t0/t
v(n+1)/2+σ/2+p dv.
This inequality implies the assertion. 
Lemma 2.4. Let p∗ := (n+ 3 + σ)/(n+ 1).
(i) If p = p∗, then there exist c1, t1 > 0 such that
u(x, t) c1t−(n+1)/2 log(1 + t)e−|x|2/t
(
1 − e−xn/
√
t
)
, t  t1. (2.3)
(ii) If p < p∗, then for any r > 0 there exist cr , tr > 0 such that
u(x, t) cr tre−|x|
2/t(1 − e−xn/√t ), t  tr . (2.4)
Consequently, if p < p∗, then limt→∞ u(x, t) = ∞ uniformly on the sets {x: xn  ε,
|x| C}, where ε,C > 0.
Proof. Lemma 2.4 is a consequence of Lemmas 2.2 and 2.3, see [28, Lemma 3] for details.
Notice that the exponent p∗ arises as the root of the equation 1 + p + σ/2 = −(n+ 1)/2
from Lemma 2.3 with  = −(n+ 1)/2 from Lemma 2.2. 
Proof of Theorem 1.2. First consider the case p < p∗, where p∗ is as in Lemma 2.4. Fix
ε > 0 and choose a smooth bounded domain D ⊂ Hnε := {x ∈ Rn: xn > ε}. Let λ0 > 0
be the first eigenvalue of −∆ in H 10 (D) and let Φ0 be the corresponding eigenfunction
satisfying
∫
D
Φ0(x) dx = 1. Set F(t) :=
∫
D
u(x, t)Φ0(x) dx and choose M > 0 such that
εσMp−1 > λ0. Lemma 2.4 guarantees the existence of τ > 0 such that infx∈D u(x, t)M
if t  τ . Since
F ′(t) =
∫
D
utΦ0 dx 
∫
D
(
∆u+ εσ up)Φ0 dx −λ0F(t)+ εσFp(t) > 0
for any t  τ , we see that the function F blows up in finite time which contradicts the
global existence of u.
Next consider the case p = p∗. For k = 1,2, . . . , set Dk := {x ∈ Rn: xn > k, |x| < 2k}.
Let λk > 0 be the first eigenvalue of −∆ in H 10 (Dk) and let Φk be the corresponding
eigenfunction satisfying
∫
Dk
Φk(x) dx = 1. Notice that λk  Ck2 since Dk contains an∫
n-dimensional ball of radius k/2. Setting Fk(t) := Dk u(x, t)Φk(x) dx, we obtain
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∫
Dk
utΦk dx 
∫
Dk
(
∆u+ xσn up
)
Φk dx −λkFk(t)+ kσFpk (t)
−Ck−2Fk(t)+ kσFpk (t).
This implies the blow-up of Fk in finite time provided Fk(τk) > (Ck−2−σ )1/(p−1) for some
τk > 0. Now Lemma 2.4 implies
u
(
x, k2
)
 c1k−(n+1) log
(
1 + k2)e−4(1 − e−1)= c˜1k−(n+1) log(1 + k2), x ∈ Dk,
provided k is large enough. Consequently,
Fk
(
k2
)
 c˜1k−(n+1) log
(
1 + k2)> (Ck−2−σ )1/(p−1)
for k large, since n + 1 = (2 + σ)/(p − 1) due to p = p∗. Hence, Fk blows up in finite
time if k is large enough which contradicts the global existence of u. This concludes the
proof. 
3. A priori bounds via scaling
In this and subsequent sections we write shortly u(t) and u(t;u0) instead of u(·, t) and
u(·, t;u0), respectively. We start this section with the proof of Theorem 1.1.
Proof of Theorem 1.1. Fix δ, T ∗ > 0 (we may set T ∗ := ∞ if λ  0). Assume on the
contrary, that there exist u0,k ∈ L∞(Ω), u0,k  0, such that ‖u0,k‖∞  C0 and
N˜k := sup
t<T ∗δ (u0,k)
∥∥uk(t)∥∥∞ → ∞,
where uk(t) := u(t;u0,k). If T ∗δ (u0,k) = ∞, then choose Tk ∈ [1,∞) such that
Nk := sup
t<Tk
∥∥uk(t)∥∥∞ → ∞. (3.1)
If T ∗δ (u0,k) is finite, then set Tk := T ∗δ (u0,k) and notice that (3.1) is true.
Since ‖u0,k‖∞  C0, there exists η > 0 such that T (u0,k) > 2η for any k and∥∥uk(t)∥∥∞  2C0 for any t  η. (3.2)
Taking δ smaller if necessary, we may assume η > δ. We may also assume that u0,k are C1
functions satisfying the homogeneous Dirichlet boundary conditions (otherwise we could
consider the solutions uk(t) on the time intervals [η,T (u0,k)) instead of [0, T (u0,k))).
Fix β < 2/(2 + γ ) and set C∗ := 1 if λ 0, C∗ := eλT ∗ if λ > 0. Let us show that for k
large there exist xk ∈ Ω+, tk > η and Mk Nk such that tk + δk < T (u0,k) and
uk(xk, tk)Mk/C∗, uk(x, t) 2Mk for any x ∈ Ω, t  tk + δk, (3.3)
where δk := Mβ(1−p)k .Fix k such that Nk > 2C0C∗ and
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∞∑
j=0
(2jNk)β(1−p) < δ. (3.4)
Choose t˜k,0  Tk and x˜k,0 ∈ Ω such that uk(x˜k,0, t˜k,0) = Nk . If λ  0, then we set
tk,0 := t˜k,0 and by the parabolic maximum principle we may assume xk,0 := x˜k,0 ∈ Ω+.
If λ > 0, then by the parabolic maximum principle there exist xk,0 ∈ Ω+ and tk,0  t˜k,0
such that C∗uk(xk,0, tk,0) uk(x˜k,0, t˜k,0). Notice that tk,0  η due to our choice of k and
(3.2). If uk(x, t)  2Nk for x ∈ Ω and t  t˜k,0 + Nβ(1−p)k , then we may set xk := xk,0,
tk := tk,0, Mk := Nk . Otherwise we find x˜k,1 ∈ Ω and t˜k,1 ∈ [t˜k,0, t˜k,0 +Nβ(1−p)k ] such that
2Nk = uk(x˜k,1, t˜k,1) = max
tt˜k,1
∥∥uk(t)∥∥∞.
Similarly as above we find xk,1 ∈ Ω+ and tk,1  t˜k,1 such that C∗uk(xk,1, tk,1) 
uk(x˜k,1, t˜k,1). If uk(x, t)  4Nk for x ∈ Ω and t  t˜k,1 + (2Nk)β(1−p), then we may set
xk := xk,1, tk := tk,1, Mk := 2Nk . Otherwise we find t˜k,2 ∈ [t˜k,1, t˜k,1 + (2Nk)β(1−p)) such
that
4Nk = uk(x˜k,2, t˜k,2) = max
tt˜k,2
∥∥uk(t)∥∥∞,
etc. After finitely many steps we find the desired xk, tk,Mk , since uk is bounded for t 
Tk +∆k and t˜k,j < Tk +∆k for any j due to (3.4) (cf. also [34, Lemma 2.2]).
We may assume that xk → x∞ as k → ∞. Set σ := 0 if x∞ ∈ Ω+ ∪ Γ2, σ := γ if
x∞ ∈ Γ1. Set also
ρk := M−(p−1)/(2+σ)k , y :=
x − xk
ρk
, s := t − tk
ρ2k
,
v(y, s) := 1
Mk
u(x, t).
Then 0 v  2 for −tk/ρ2k < s  δk/ρ2k , v(0,0) 1/C∗ and v = vk solves the differential
equation
vs = ∆v + λρ2k v + a(xk + ρky)ρ−σk vp
in a rescaled domain. Notice that tk/ρ2k → ∞ and δk/ρ2k → ∞ as k → ∞. Passing to the
limit as k → ∞ and changing the coordinates (similarly to [3,34]), we obtain in each case
a nontrivial bounded solution v of either (1.8) (if x∞ ∈ Ω+ or dist(xk, ∂Ω+)/ρk → ∞)
or (1.9). The former case leads to contradiction with the results in [8], the latter case con-
tradicts Theorem 1.2. For the reader’s convenience (and a later reference in the proof of
Theorem 3.1) we give a more detailed proof.
Set dk := dist(xk, ∂Ω+). If x∞ ∈ Ω+ or x∞ ∈ Γ2 and dk/ρk → ∞, then inte-
rior Lp-estimates and standard imbeddings yield a subsequence of vk converging in
C
1+α,α/2
loc (R
n × R) to a positive bounded solution v of
vs = ∆v + a(x∞)vp, y ∈ Rn, s ∈ R,
and the function v˜ := θv is a solution of (1.8) provided θp−1 = a(x∞). However, this
contradicts the nonexistence result guaranteed by [8].
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that dk = |xk − x˜k| and choose a local coordinate z = z(k) = (z1, z2, . . . , zn) in an ε-
neighbourhood Uk of xk such that the image of the boundary ∂Ω+ will be contained in
the hyperplane zn = 0, x˜k becomes 0, xk becomes zk := (0, . . . ,0,0, dk), and the image of
Uk will contain the set {z: |z| < ε′} for some ε′ > 0. We may assume that ε, ε′ are inde-
pendent of k and the local charts are uniformly bounded in C2. In these new coordinates,
the equation for w = wk(z, t) = uk(x, t) becomes
wt =
∑
i,j
aij (z)
∂2w
∂zi∂zj
+
∑
i
bi(z)
∂w
∂zi
+ λw + a(x(z))wp. (3.5)
Here bi = bi
(k)
= ∆zi are uniformly bounded in L∞, aij = aij
(k)
=∑ ∂zi∂x ∂zj∂x are uniformly
elliptic and uniformly bounded in C1, aij(k)(0) = δij (cf. [34]). Notice that (3.5) is satisfied
for all (z, t) such that |z| < ε′, zn > 0, t ∈ (0, tk + δk). Now set
vk(y, s) := 1
Mk
wk
(
ρky + zk, ρ2k s + tk
)
,
where
y ∈ Ωk :=
{
y:
∣∣∣∣y − zkρk
∣∣∣∣< ε
′
ρk
, yn > −dk
ρk
}
, − tk
ρ2k
< s <
δk
ρ2k
,
and ρk = M−(p−1)/(2+σ)k . Then vk is a solution of
vs =Ak(ρk)v + a
(
x(ρky + zk)
)
ρ−σk v
p (3.6)
in Ωk × (−tk/ρ2k , δk/ρ2k ), where
Ak(ρk)v(y, s) :=
∑
i,j
aij (ρky + zk) ∂
2
∂yi∂yj
v + ρk
∑
i
bi(ρky + zk) ∂v
∂yi
+ λρ2k v.
If (for a subsequence) dk/ρk → c 0 and x∞ ∈ Γ2, then passing to the limit, we obtain
a bounded positive solution of
vs = ∆v + a(x∞)vp, in
{
y: yn > −c}× R.
Consequently, the function v˜(y˜, s) := θv(y˜− (0, . . . ,0,0, c), s) with θp−1 = a(x∞) solves
(1.9) which contradicts Theorem 1.2. If dk/ρk → c  0 and x∞ ∈ Γ1, then the limiting
function is a solution of
vs = ∆v +A(x∞)
(
c + yn)γ vp, in {y: yn > −c}× R,
and we obtain a contradiction in the same way.
Finally, if dk/ρk → ∞ and x∞ ∈ Γ1, then we introduce the variables (y˜, s˜) :=
(y/βk, s/β
2
k ), where βk := (ρk/dk)γ /2 → 0. The function v˜k(y˜, s˜) = vk(y, s) satisfies
v˜s˜ =Ak(ρkβk)v˜ + β2k a
(
x(ρkβky˜ + zk)
)
ρ
−γ
k v˜
pin Ωk/βk × (−tk/(ρkβk)2, δk/(ρkβk)2). If k is large, then
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(
x(ρkβky˜ + zk)
)
ρ
−γ
k ∼ (ρk/dk)γ A(x∞)
(
dk + ρkβky˜n
)γ
ρ
−γ
k
= A(x∞)
(
1 + β1+2/γk y˜n
)γ
due to (1.6). Consequently, the limiting function satisfies
v˜s˜ = ∆v˜ +A(x∞)v˜p, y˜ ∈ Rn, s˜ ∈ R,
and we obtain a contradiction as in the case x∞ ∈ Ω+. 
Now we prove uniform a priori bounds (1.3) for solutions of the problems
ut −∆u = λu+
(
a(x)− ε)up, x ∈ Ω, t > 0,
u = 0, x ∈ ∂Ω, t > 0,
u(x,0) = u0(x), x ∈ Ω,

 (3.7)
where ε ∈ [0, ε0], and ε0 is sufficiently small.
Theorem 3.1. Assume that p  (n + 4)/(n + 1) and (1.13) is true. Fix T ∗, δ > 0. Then
there exists ε0 > 0 such that the a priori bound (1.3) is true for all nonnegative solutions
of (3.7) with ε ∈ [0, ε0].
Proof. Set Ω+ε := {x ∈ Ω: a(x) > ε}, let u(t;u0, ε) denote the solution of (3.7) and
let T (u0, ε) be its maximal existence time. Assume on the contrary that the assertion
is false. Then, similarly to the proof of Theorem 1.1, we find C∗,C0, η > 0, εk → 0,
u0,k ∈ L∞(Ω), Mk → ∞, xk ∈ Ω+εk , tk ∈ [η,T ∗δ (u0, εk)) such that u0,k  0, ‖u0,k‖∞  C0
and the solutions uk(t) := u(t;u0,k, εk) satisfy (3.3). We may also assume xk → x∞ ∈ Ω+
as k → ∞. Now we use the same rescaling as in the proof of Theorem 1.1 with the fol-
lowing modifications: if x∞ ∈ ∂Ω+ then we fix x˜k ∈ ∂Ω+ such that |xk − x˜k| = dk :=
dist(xk, ∂Ω+) and we choose the local coordinate z in such a way that a(x(z)) = A(x∞)zn
(this choice is possible due to (1.13)). The function v in (3.6) satisfies
vs =Ak(ρk)v +
(
A(x∞)
(
ρky
n + dk
)− εk)ρ−1k vp
=Ak(ρk)v +
(
ck +A(x∞)yn
)
vp,
where ck := (A(x∞)dk − εk)/ρk . Notice that a(xk) = A(x∞)dk  εk due to xk ∈ Ω+εk ,
hence ck  0. Consequently, it is sufficient to distinguish the cases ck → c 0 and ck → ∞
and to use the new variables (y˜, s˜) := (y/ck, s/c2k) in the latter case. 
4. A priori bounds via energy
In this section we will assume that there exists γ > 0 and a continuous function
A : Ω¯ → (0,∞) such that
a(x)A(x)
[
dist(x, ∂Ω)
]γ
, x ∈ Ω. (4.1)
In particular, a > 0 in Ω .
Recall from [21, Section 5] that if T (u0) < ∞, then the solution u of (1.1) satisfies
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(
u(t)
)→ −∞, as t → T (u0)−, (4.2)
whenever either
p <
3n+ 8
(3n− 4)+ (4.3)
or
(1.11) is true and p < min
{
n+ 1 + γ
n− 1 ,pS
}
. (4.4)
The corresponding proofs are based on energy and interpolation arguments from [10] in the
case of (4.3) and on rescaling arguments from [13,16] in the case of (4.4). In fact, assuming
that the energy of the solution u(t) satisfies E(u(t))−CE for all t < T  T ∗ < ∞, one
proves an a priori bound on ‖u(t)‖∞ which depends only on ‖u0‖∞, CE and T ∗ (and
which excludes blow-up at t = T , see [21]). Consequently, if we prove an a priori estimate
for the energy E
(
u(t)
)
, t < Tδ(u0), depending only on ‖u0‖∞ and δ, then the a priori
bound (1.3) is true. Let us also mention that the upper bound (3n+ 8)/(3n− 4)+ in (4.3)
can be increased if n > 2: see [2] for details.
The main result of this section is the following theorem and its corollaries.
Theorem 4.1. Assume (4.1). Fix δ > 0, C0 > 0 and assume ‖u0‖∞ C0. Let
p > 1 + γ
2
. (4.5)
Then there exists CE = CE(C0, δ) > 0 such that
E
(
u(t)
)
−CE for any t < Tδ(u0). (4.6)
Proof. Let λ1 > 0 be the first eigenvalue of −∆ in H 10 (Ω) and ϕ1 be the corresponding
positive eigenfunction normalized in L1(Ω). Then there exist 0 < c1 < c2 < ∞ such that
c1 dist(x, ∂Ω) ϕ1(x) c2 dist(x, ∂Ω). (4.7)
Using this estimate and (4.1) and multiplying the equation in (1.1) by ϕ1, we obtain
d
dt
∫
Ω
u(x, t)ϕ1(x) dx = (λ− λ1)
∫
Ω
uϕ1 dx +
∫
Ω
aupϕ1 dx
 (λ− λ1)
∫
Ω
uϕ1 dx + c
∫
Ω
upϕ
1+γ
1 dx, (4.8)
where c > 0. Set κ := (1 + γ )/p− 1 and notice that κ < 1/p′ where p′ := p/(p− 1), due
to (4.5). Now Hölder’s inequality and (4.7) imply
∫
Ω
uϕ1 dx =
∫
Ω
uϕ1+κ1 ϕ
−κ
1 dx  Cκ
(∫
Ω
upϕ
1+γ
1 dx
)1/p
,
∫ ′ ′
where Cκ = ( Ω ϕ−κp1 dx)1/p < ∞. This estimate and (4.8) yield
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dt
∫
Ω
u(x, t)ϕ1(x) dx  (λ− λ1)
∫
Ω
uϕ1 dx + c
C
p
κ
(∫
Ω
uϕ1 dx
)p
. (4.9)
Estimate (4.9) guarantees ∫
Ω
u(x, t)ϕ1(x) dx  C1 for t < Tδ/2(u0), where C1 depends on
λ,λ1, c,Cκ,p, δ (otherwise, the function t →
∫
Ω
uϕ1 dx has to blow up at t < T (u0)).
This estimate and [34, (3.13)] show
c(ν,C1)
(∫
Ω
u2(x, t) dx
)1+ν

∫
Ω
∣∣∇u(x, t)∣∣2 dx, t < Tδ/2(u0), (4.10)
where ν ∈ (0,2/(n + 2)). Multiplying the equation in (1.1) with u and using (4.10), we
obtain for any t < Tδ/2(u0),
1
2
d
dt
∫
Ω
u2(x, t) dx =
∫
Ω
uut dx =
∫
Ω
(−|∇u|2 + λu2 + aup+1)dx
= −(p + 1)E(u(t))+ p − 1
2
∫
Ω
(|∇u|2 − λu2)dx
−(p + 1)E(u(t))
+ p − 1
2
(
c(ν,C1)
(∫
Ω
u2 dx
)1+ν
− λ
∫
Ω
u2 dx
)
.
This estimate shows that both E(u(t)) and ψ(t) := ∫
Ω
u2(x, t) dx are uniformly bounded
for t < Tδ(u0) (otherwise the function ψ blows up at t < Tδ/2(u0)). 
Corollary 4.2. Assume (4.1), (4.5) and either (4.3) or (4.4). Then (1.3) is true for all
nonnegative solutions of (1.1).
Proof. The proof follows from the considerations before Theorem 4.1. 
Now we are ready to prove Theorem 1.3.
Proof of Theorem 1.3. If p  (n+ 3 + γ )/(n+ 1), then the assertion is a consequence of
Theorem 1.1.
If p > (n + 3 + γ )/(n + 1), then γ < p(n + 1) − (n + 3). Assuming γ  2(p − 1)
the previous inequality implies p > (n + 1)/(n − 1) which contradicts our assumptions.
Therefore γ < 2(p − 1) and (4.5) is satisfied. Since (4.4) is true as well, the assertion
follows from Corollary 4.2. 
5. Applications and open problems
First we formulate an immediate consequence of the a priori bound (1.3) concerning the
continuity of the blow-up time.
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T : {w ∈ L∞(Ω): w  0}→ (0,∞] : u0 → T (u0)
is continuous.
Proof. The proof follows in the same way as in [31]. In fact, the lower semicontinuity of
the function T follows from the continuous dependence of the solution u(t;u0) on u0 and
the upper semicontinuity is guaranteed by the a priori bound (1.3). 
Now we prove Theorem 1.5.
Proof of Theorem 1.5. Set
Ω+ε :=
{
x ∈ Ω: a(x) > ε} and Ω−ε := {x ∈ Ω: a(x) < ε}.
Assume T (u0) < ∞ and fix δ > 0 small. Let uε(t) = u(t;u0, ε) denote the solution of
(3.7) and let T (u0, ε) be its maximal existence time. Then Theorem 3.1 and the arguments
used in the proof of Theorem 5.1 guarantee T (u0, ε) → T (u0) as ε → 0 hence there exists
ε > 0 such that
T (u0, ε) < T (u0)+ δ.
Fix ε > 0 with this property. Then [2, Lemma 3.10] shows that
uε(x, t)C for any x ∈ Ω−ε/2, t < T (u0, ε). (5.1)
Now parabolic Lp-estimates and imbedding theorems guarantee that, given η > 0, there
exists C > 0 such that∣∣∇uε(x, t)∣∣ C for any x ∈ Ω−ε/3, t ∈ [η,T (u0, ε)). (5.2)
Next [21, Theorem 1.4] implies
Eε
(
uε(t)
)→ −∞ as t → T (u0, ε), (5.3)
where
Eε(u) := E(u)+ ε
p + 1
∫
Ω
|u|p+1 dx.
Let ψ : Ω → [0,1] be a smooth cut-off function, ψ ≡ 1 in Ω+ε/4 and ψ ≡ 0 in Ω−ε/5.
Then
Eε
(
ψuε(t)
)→ −∞ as t → T (u0, ε), (5.4)
due to (5.3), (5.1), and (5.2). Consider t0 < T (u0, ε) close to T (u0, ε) (to be specified
later). Set Ω˜ := Ω+ε/5, let u˜(t) be the solution of the problem
u˜t −∆u˜ = λu˜+ a(x)u˜p, x ∈ Ω˜, t > t0,
u˜ = 0, x ∈ ∂Ω˜, t > t0,

(5.5)u˜(x, t0) = ψ(x)uε(x, t0), x ∈ Ω˜, 
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E˜(u) :=
∫
Ω˜
(
1
2
|∇u|2 − λ
2
u2 − 1
p + 1au
p+1
)
dx.
Notice that
E˜
(
u˜(t0)
)= E(ψuε(t0))Eε(ψuε(t0)). (5.6)
Multiplying the equation in (5.5) by u˜, using a(x) ε/5 in Ω˜ and Hölder’s inequality, we
obtain for t > t0,
1
2
d
dt
∫
Ω˜
u˜2(x, t) dx = −2E˜(u˜(t))+ p − 1
p + 1
∫
Ω˜
a
∣∣u˜(x, t)∣∣p+1 dx
−2E˜(u˜(t0))+ c
(∫
Ω˜
u˜2(x, t) dx
)(p+1)/2
,
where c > 0. This differential inequality and (5.6), (5.4) show that the blow-up time T˜ of
u˜ satisfies T˜ < T (u0, ε) + δ provided t0 is sufficiently close to T (u0, ε). Fix t0 with this
property. Then T˜ < T (u0, ε) + δ < T (u0) + 2δ and a straightforward modification of [5,
Lemma 2.1] shows that u˜ blows up completely in Ω˜ at t = T˜ .
Let uk,uε,k , and u˜k denote the approximation solutions corresponding to u,uε , and u˜,
respectively (cf. (1.12)). Then using uk(t) > uε,k(t) in Ω for t > 0, uε,k(t0) → uε(t0)
as k → ∞, and uε(t0)  u˜(t0) in Ω˜ , it is not difficult to show that uk(t0)  u˜(t0) in Ω˜
for k large enough. Now using the maximum principle, we get uk(t)  u˜k(t) for t > t0,
hence u¯(x, t) = ∞ for any x ∈ Ω˜ and t > T˜ . Since T˜ < T (u0) + 2δ, Ω˜ = Ω+ε/5, and
ε, δ can be chosen arbitrarily close to zero, we see that u¯(x, t) = ∞ for any x ∈ Ω+ and
t > T (u0). 
If a  0, then we have the following theorem.
Theorem 5.2. Assume a  0 and (1.3). Let T (u0) < ∞. Then u(t;u0) blows up completely
in Ω at t = T (u0).
Proof. The continuity of the blow-up time implies that T (αu0) → T (u0) as α → 1−. Now
the assertion follows from an obvious modification of [5, Lemma 2.1]. 
Open problem 5.3. The assumptions on p in Theorem 1.1 guarantee the nonexistence of
positive bounded solutions of (1.8) and (1.9). It seems to be a nontrivial open problem
whether such nonexistence results are true for any p < pS . Notice that our nonexistence
result concerning the problem (1.10) is probably optimal, however that problem is not
equivalent to (1.9). Let us also mention that the nonexistence of positive radially symmetric
solutions of (1.8) is known for any p < pS if n 3, see [23].
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