Introduction
This paper describes a study of the so-called subset regression problem (SRP). This In the next step, the same selection procedure is repeated for the components of the remainlng columns of A and he component of the rhs that is orthogonal to a,.
ese components are rcpresented in Fig. 1 by a and b2, This column is called a ' . The difference of the two norms in Eq. ( 1 1 ) does not have to be computed explicitly; it betomes available during the computation ofi Imt12. 
I f we denote this difference by
t h e r h s might allow (Or influerice) t h e d e c i s l o n of which p a r a m e t e r to i n c l u d e i n t h e r e g r e s s i o n model or might h
e l p t o Judge t h e v a l i d i t y of t h e e x t r a c t e d model. I f t h e same g r a p h i c a l i n f o rm a t i o n for a l l s u b s e q u e n t d e c i s i o n s t a g e s 1 s d e s i r e d , it is g e n e r a l l y n e c e s s a r y to store t h e o r i g i n a l r e s i d u a l s of t h e columns n o t y e t i n t h e model. Such p l o t s of t h e c a n d i d a t e s o l u t i o n s and A-matrix and e x p l i c i t l y compute t h e I n -t h e i t h d e c i s i o n s t a g e , t h e m a t r i x A is p a r t i t i o n e d as
where Ai-1 d e s i g n a t e s t h e a l r e a d y -s e l e c t e d columns, t h e n ' t h e r p i d u a l s of t e columns i n
These r e s i duals c a n also b e computed from t h e d a t a a v a i l a b l e from t h e HRQR a l g o r i t h m without e x p l i c i t l y s t o r i n g t h e A-matrix. Using Eqs. (6-8) t h e y become
Here o n l y [Q1 ...
w h e r e a s t h e i n f o r m a t i o n t o c o n s t r u c t c a n b e s t o r e d i n t h e lower t r i a n g u l a r p a r t of [ R I O ] T i n Eq. ( 7 ) . " I n t h i s way, u s e of Eq. ( 1 5 ) becomes a v e r y r e l l a b l e and s t o r a g e -e f f i c i e n t way to e v a l ua t e r e s i d u a l s i n t h e r e g r e s s i o n a n a l y s i s . is s t o r e d e x p l i c i t l y ,
This f e a t u r e is demonstrated u s i n g t h e f o llowing example t a k e n from Ref. 11 ( p . ID-4.7). Here t h e o r i g i n a l p l a n t was g e n e r a t e d by t h e following s t a t i c model. -O . l [ s i n ( Z t ) + 6 1 -2 s i n ( . 9 9 t ) + e ( 1 6 ) where 6 and e are zero-mean w h i t e n o i s e s e q u e n c e s w i t h s t a n d a r d d e v i a t i o n s of 0.001 and 0 . 1 , r e s p e c t i v e l y .
I n t h e r e g r e s s i o n a n a l y s i s , t h e f o l l o w i n g model was p o s t u l a t e d .
b ( t ) = x l s i n ( t ) + x2 s i n ( . 7 t ) + x3 c o s ( t )
+ x4 c o s ( 3 t )
( 1 7 ) The f o u r c a n d i d a t e s o l u t i o n s ( s i n ( t ) , s i n ( . 7 t ) , c o s ( t ) , c o s ( 3 t ) l and y ( t ) of Eq. (16) are shown i n Flg. 2. C l e a r l y , from t h i s f i g u r e c a
n d i d a t e s o l u t i o n x3 a p p e a r s most c l o s e l y r e l a t e d t o t h e r h s , as was also d e m o n s t r a t e d by t h e F -t e s t v a l u e s or t h e (Imt12) r e s i d u a l s . After t h i s s e l e c t i o n , t h e remaining p a r t s of t h e o t h e r c a n d i d a t e s o l u t i o n s a s well as t h e r e m a l n l n g
p a r t of t h e r h s are shown i n F l g . 3.
1 Again
Next t h e c a n d i d a t e s o l u t i o n x2 was
s e l e c t e d . t h e r e m a i n i n g columns a n d t h e r h s ., F i g . 4 d l s p l a y s t h e r e s i d i r a l s of
From t h i s
From t h i s a n a l y s i s , we c l e a r l y o b s e r v e t h a t t h e r e s i d u a l s of each of t h e c a n d i d a t e s o l u t i o n s after each s e l e c t i o n are n e a r l y t h e same as t h e c a
i v a l e n c e may be l o s t , a s is d e m o n s t r a t e d by t h e f o l l o w i n g l e a s t -s q u a r e s problem:
where L is a v e r y small number. The normal e q u a t i o n s are c When E is t a k e n , f o r example, e q u a l to w i t h a machine p r e c i s t o n of A new algorithm, c a l l e d t h e Minimal Residual QR algorithm, is presented t o s o l v e s u b s e t r e g r e s s i o n problems. It is shown t h a t this new scheme can be used as a numerically r e l i a b l e implementation of t h e stepwise r e g r e s s i o n technique, which is widely used t o i d e n t i f y a n aerodynamic model from f l i g h t tesf data. This c a p a b i l i t y as w e l l a s t h e numerical s u p e r i o r i t y of t h i s scheme over t h e stepwise r e g r e s s i o n technique is demonstrated i n an experimental simulation study.
ATA d e s t r o y s t h e a c c u r a c y of t h e F -t e s t v a l u e s . With t h e u s e of t h e HR R a l g o r i t h m and t h e same

