Most of the existing methods for 3D hand pose estimation are performed from a single depth map. In that case, the depth missing challenges from input frames caused by hand self-occlusions and imaging quality lead to multi-valued mapping phenomenon and sub-optimal model. In this paper, we proposed a novel recurrent architecture named Attention-based Pose Sequence Machine (APSM) to alleviate challenges by introducing temporal consistency. As for recurrent unit (RU), we extend traditional Gated Recurrent Unit (GRU) with 3D convolutional neural networks (CNNs) to handle voxelized inputs and features, and a novel RU named Deep Gated Recurrent Unit (DGRU) was proposed by rebuilding deeper gates based on GRU. To improve the model performance, a novel spatial attention mechanism denoted as Attention Model (AM) was proposed. Ablation experiments are designed to validate each contribution of our work, and experiments on two publicly available dataset show that our work outperforms state-of-the-art on hand pose estimation.
I. INTRODUCTION
Accurate 3D hand pose estimation has been critical technologies for diverse human-computer interaction applications, such as virtual or augmented reality [1] , driver interaction [2] , and sign language recognition [3] - [5] . In this paper, the problem can be formulated as given one or a series of images containing human hand captured by monocular depth camera, how to estimate 3D locations of each hand joint [6] .
With the booming development of deep convolutional neural networks (CNNs) and well-annotated hand pose dataset including ICVL [7] , NYU [8] , MSRA [9] , BigHand 2.2M [10] , and First-Person Hand Action [11] dataset, datadriven discriminative approaches [12] - [15] based on convolutional neural networks outperform most existing solutions. Especially, [12] applied 3D CNNs to cast 3D hand pose estimation into a voxel-to-voxel prediction and placed first in the HANDS 2017 [16] . However, according to [17] , [30] , most of recent methods still struggle in hand joint self-occlusions, depth missing and depth noise in images. All the challenges The associate editor coordinating the review of this manuscript and approving it for publication was Orazio Gambino . mentioned above can be divided into two categories. The first one is hand self-occlusions, which is determined by the 2.5D expression form of depth image, and it is unavoidable for monocular depth camera solutions. References [18] , [19] tended to pre-train a prior of hand pose by Principal Component Analysis (PCA), but the promotion of performance and generalization is limited, according to the multi-valued mapping phenomenon mentioned in [20] . The second one including depth missing and noise is attributed to imaging quality. Typical solutions is Feature Mapping proposed by [14] , which uses synthetic images as bridges to compensate for real errors. However, image pairs illustrated in [14] require precise one-to-one correspondences, and it is hard for single frame to guarantee when the real errors are large. Both challenges are attributed to depth missing of 3D human hand, and most of recent discriminative approaches [12] - [15] conducted hand estimation from single depth image, which usually leads to sub-optimal model and multi-valued mapping.
In this paper, we reacted to those challenges by introducing a novel attention-based pose sequence machine (APSM). Different from previous models, our APSM aims to specify FIGURE 1. Network pipeline for APSM. The estimation pipeline for sequential voxelized frames is divided into T stages, and each stage separated by dotted lines adopts voxel-to-voxel strategy to map the voxelized hand into the heatmap of each hand joint. For training stage, errors of each stage will be measured by a mean square loss function [12] . In APSM, PoseNet1 and PoseNet2 share same structure as V2V-PoseNet [12] and differ in weights updating. Besides, RU, Attention Model and PoseNet2 share their weights across stages. ' ' here represents element-wise multiplication.
the input for current frame estimation by introducing temporal consistency. As depicted in Fig. 1 , APSM is characterized by enabling the adoption of Gated Recurrent Unit (GRU) [25] among voxelized inputs [12] . As for Recurrent Unit (RU), we proposed novel variant named Deep Gated Recurrent Unit (DGRU), which focuses on rebuilding deeper feature extraction gates. In the case of feature extraction, Hierarchical Feature Pyramids (HFP) act as basic component for target detection and recognition, and it has been involved in many recent studies [26] - [29] . Inspired from Feature Pyramid Networks (FPN) [29] , we explored pyramid structures to construct deep gate model in DGRU. Finally, we proposed a simple recurrent attention model (AM) to perform spatial reasoning for the region of interest (ROI). Our contributions can be summarized as follows.
1. We proposed a novel recurrent architecture named APSM for hand pose estimation, which is characterized by introducing temporal consistency to alleviate the depth missing challenges.
2. We extended traditional Gated Recurrent Unit (GRU) with 3D convolutional neural networks to handle voxelized inputs and features, and a novel recurrent unit with a deeper gate named DGRU was explored.
3.
A novel spatial attention model denoted as AM was introduced to act as feature weighting on input feature, and ablation experiments show that AM helps to improve the estimation accuracy. 4 . Systematic experiments analyses of our model on temporal robustness and training convergence were presented, and we concluded double-edged sword effects of temporal consistency.
We perform ablation experiments on NYU [8] to validate the each contributions of our work. The experimental results on publicly available dataset [7] , [8] show that our APSM achieves the state-of-the-art performance. In this paper, we first discuss related works in Section II, and a single-frame-based estimation model is reviewed as our baseline in Section III. Our model and corresponding implementation details are presented in Section IV and V respectively. After that, we report the experiment in Section VI, and we draw conclusions in Section VII.
II. RELATED WORKS
In this section, we will discuss 4 respects related to our method, which includes 3D hand pose estimation, sequence models, recurrent unit, and attention model.
A. 3D HAND POSE ESTIMATION
Generally, methods for hand pose estimation can be categorized into generative, discriminative, and hybrid methods. Given a pre-defined deformable 3D hand model, generative methods [6] , [31] - [33] try to fit the model to the 3D point cloud generated from depth image. Discriminative methods [12] - [15, [18] directly map the input depth image to hand pose. Hybrid methods [8] , [34] - [37] tend to combine the generative and discriminative approach. Reference [30] highlighted that most existing methods perform poor generalization on training sets due to the lack of enough highquality datasets. Over years, with the emergence of large amount well-annotated hand pose dataset [7] - [11] , [16] , data-driven detection-based discriminative models adopting deep 3D CNNs perform a leading role in single-frame hand pose estimation, according to [17] . Especially, [12] achieved awesome estimation accuracy. Besides, [17] concluded that recent single-frame-based estimation models perform well on visible joints and generalize poorly to occluded joins, which confirms that the ambiguity of depth image results in the performance gap.
B. SEQUENCE MODELS
In the case of human body pose estimation, there have been more than a few sequence models [21] - [23] , [38] for sequential pose estimation. Reference [38] proposed a chained model, which has a simple recurrent architecture to capture contextual cues embedded in temporal sequence, and predicted each parts of human body sequentially. Reference [21] proposed a Thin-Slicing Network, which only took 3 adjacent frames as input. Both [22] and [23] try to impose spatio-temporal consistency among frames by introducing the predicted results from previous stage into current frame estimation, and they usually adopt LSTM [24] to construct recurrent estimation model.
C. RECURRENT UNIT
Considering the Recurrent Neural Network (RNN), Long Short-Term Memory (LSTM) [24] was originally proposed to capture temporal dependencies, commonly used as vanilla LSTM [39] to alleviate optimization hurdles that plague simple recurrent networks [40] , and it has advanced the state-of-the-art for Natural Language Processing (NLP) problems, such as language modeling [41] , translation [42] and speech synthesis [43] . GRU [25] , a variant of the LSTM, performs as well as LSTM with simpler structure [45] , and it is easier to converge in the training processing. Besides, [44] proposed convolutional LSTM (ConvLSTM) to capture spatio-temporal correlations by replacing the fully connected LSTM (FC-LSTM) with 2D CNNs. Therefore, we prefer to construct a new kind of recurrent unit by extending GRU to have 3D CNNs structure.
D. ATTENTION MODEL
Attention mechanism was originally developed to enhance the performance of the Encoder-Decoder RNN on machine translation [46] . For visual attention, most of recent work focused attention mechanism on spatial location [47] , [49] and spatial transformation [48] reasoning, and temporal attention was proposed as gated model for visual sequence classification [50] . In this paper, we take spatial attention as feature weighting guiding the output of GRU for current frame estimation, and our spatial attention can be derived from temporal information.
III. SINGLE-FRAME-BASED ESTIMATION MODEL
In this section, we briefly review Voxel-to-Voxel (V2V) [12] , a remarkable work for single-frame-based (SFB) hand pose estimation, which serves as baselines in this paper. Singleframe-based hand pose estimation normally can be formulated as given a single depth image D, how to locate a cubic box containing human hand and estimate the 3D hand joint locations J = {j n } N n=1 with j n = (x n , y n , z n ), and N denotes the number of keypoints.
V2V [12] proposed a voxel-to-voxel prediction strategy. Firstly, they conducted hand localization according to [18] . Then, 3D-CNN-based V2V-PoseNet was designed to perform a mapping from voxelized input
Finally, 3D hand joint locations J can be figured out by warping H . Reference [12] introduced volumetric convolution layer, volumetric deconvolution layer, volumetric max pooling layer, volumetric batch normalization layer [51] and the activation function (ReLU). More details can be found in [12] . In this paper, volumetric convolution block and volumetric deconvolution block are introduced, and each consists of volumetric convolution or deconvolution layer and volumetric batch normalization layer.
IV. ATTENTION-BASED POSE SEQUENCE MACHINE
Compared with single-frame-based pose estimation, Pose Sequence Machine (PSM) tries to learn the image-dependent structural constraint and sequence-dependent temporal context [23] , and we elaborate APSM as below.
A. OVERVIEW OF THE PROPOSED MODEL
To make convincing comparison with SFB model, we take same data processing strategy as V2V [12] for the learning of image-dependent structural constraint, which includes hand localization, hand voxelization, and warping hand joint heatmap.
As illustrated in Fig. 1 , APSM divide the sequential input frame with different stages, and T denotes the sequence length. For each stage, we take voxel-to-voxel mapping strategy, and both PoseNet1 and PoseNet2 share same network structure like V2V-PoseNet [12] in Fig. 1 , and they are denoted as P 1 (·) and P 2 (·) respectively. Denote RU (GRU or DGRU) and Attention Model as R(·) and Am(·) respectively. Besides, P 2 (·), R(·) and Am(·) share weights across stages. Given consecutive voxelized hand
can be formulated by APSM as:
where N , η · , ς · and ρ · denote the channel size, length, width and height of cuboid respectively, and hidden states h
can be calculated as:
In (1),
, and ' ' represents element-wise multiplication. Indeed, we can find that APSM will degenerate into V2V-PoseNet when the sequence length T is equal to 1. According to [12] , both V t and H t are cubic and their edge length satisfy η V = 2 * η H = 88.
B. GATED RECURRENT UNIT
In this part, we will elaborate the details of GRU, an implementation of RU R(·) mentioned in (2) . GRU was originally proposed in [25] , performing reasonably well in NLP, and it has been proved in [45] . In this paper, we extend GRU to perform 3D-CNN-based recurrent models, and the GRU h t = GRU (V t , h t−1 ) can be explained as below,
where σ is the logistic sigmoid function, and tanh refers to hyperbolic tangent, and all '+' and '−' in (3) represent the element-wise addition and subtraction respectively. Unlike traditional GRU, ' * ' here does not refer to a matrix multiplication [25] or a simple convolution operation in [22] , [44] , but to a volumetric convolution block consisting of volumetric convolution layer, and volumetric batch normalization layer. More precisely, we take Z t = σ (W z * V t +U z * h t−1 +b z ) as an example to elaborate the implementation details of ' * ', and corresponding architecture has been depicted in Fig. 2 . From Fig. 2 , we can see that ' * ' is characterized by maintaining the same dimensions among V t , Z t and h t−1 . Besides, all ' * ' used for the computation of r t andh t in (3) perform same operation, and we do not describe in details.
C. DEEP GATED RECURRENT UNIT
As we know, both the reset gate r t and update gate Z t play important roles in GRU. However, simple structure depicted in Fig. 2 cannot capture large receptive fields and multi-scale features reasonably, which does not matter in NLP. Starting from this motivation, we design DGRU with deep multi-scale FIGURE 2. Implementation of update gate in GRU. To calculate Z t , V t and h t −1 separately pass through volumetric convolution block, and they are fused by element-wise addition. In this paper, 7 × 7 × 7@1 here represents convolution kernel size is 7 × 7 × 7 and output channel is 1. In addition, colored cubes represent 4D tensors. models. As shown in Fig. 3 (a) , We concatenate [28] V t and h t−1 as input to calculate Z t and r t within one deep gate models DG(·) by referring to FPN [29] , and only originalscale features are acted as pre-activation values of those gates. In that case, we keep the lateral connections [29] of original-scale features same to enhance position information, and skip connections [52] and reusing feature [53] are integrated to alleviate vanishing-gradient problem. Details can be found in Fig. 3 (a)-(d) . Besides, two ablative plain models are introduced to conduct model capacity analyses. Thus, assuming deep gates (Z t , r t ) = DG(V t , h t−1 ), we can formulate DGRU h t = DGRU (V t , h t−1 ) as below,
D. ATTENTION MODEL
As illustrated in (1), Am(·) takes the heatmap H t−1 predicted in the t − 1 stage as input, acting as feature weighting on current h t , which focuses on the positions reasoning of ROI, each joint of hand, and it is distinguished from other solutions [47] - [49] . In this case, ROI predicted by AM for current t stage only depends on the t − 1 stage, which serves as temporal consistency. First, AM splits H t−1 into H n t−1 ∈ R 1×η H ×ς H ×ρ H N n=1 for each joints. Then, volumetric deconvolution blocks followed with softmax layer [49] are designed for each joint heatmap H n t−1 to predict attentions, and element-wise comparisons among attentions derived from each joint are performed to save element-wise maximum values as S t , which is denoted as Element-wise max. Details on above can be found in Fig. 4 .
V. IMPLEMENTATION DETAILS A. NETWORK TRAINING
Our APSM has T stages, which means that T frames will be served as input for each stage sequentially in the training period, and errors of each stage will be measured by the mean square like [12] . Training aims to reduce the total errors of T stages, and loss function is defined as:
where * H n t (i, j, k) and H n t (i, j, k) is the ground-truth (GT) and estimated 3D heatmaps for nth keypoint respectively. End-toend manner, and Back Propagation Trough Time (BPTT) [54] strategy are adopted for the training of APSM. We took same approaches as [12] for data augmentation, weights initialization and updating, and the learning rate is set to 2.5 × 10 −4 . The differences are that we treat one set of those T frames as mini-batch, and data augmentation will keep the consistent transformation within mini-batch. In the rest of our paper, each models we mentioned are trained from scratch.
Our code is built by Torch7 [55] , and Nvidia GeForce GTX 1060 GPU is used for training and testing. With the limitation of GPU memory, T is set to 3 in our training period. We trained models for 10 epochs, and the models of each epoch will be saved.
B. NETWORK TESTING
, where len denotes the sequence length, and we have to study the robustness of our trained sequence pose machines to testing sequence length T t , which dividesṼ into each short clip containing T t frames to serve as the input of our model. For simplicity of description, we elaborate the mapping from voxelized hand to heatmap in Table 1 , and details on the input pre-processing and output post-processing can be found in [12] . 
VI. EXPERIMENTS A. DATASETS 1) NYU HAND POSE DATASET
The NYU dataset [8] contains 72K training and 8.2K testing depth images. There are 2 users captured by 3 Kinects from different views in NYU. The training set contains samples form one user, and two users sampled for testing set.
The annotations of each hand pose are accurate and contain 36 joints. Most of existing works only use 14 joints for evaluation, and we follow them.
2) ICVL HAND POSE DATASET
Imperial College Vision Lab (ICVL) dataset [7] , the dataset captured by a time-of-flight Intel Creative Interactive Gesture Camera contains 330K training and 1.6K testing depth images. The hand pose are annotated with 16 joints in ICVL. The depth images in ICVL have a high quality and sharp outline, and annotations are rather inaccurate as mentioned in [18] , [19] .
B. EVALUATION METRICS
To evaluate the performance of our methods, the metrics [12] , [18] , [19] including the average 3D Euclidean distance errors and the fraction of test frames that all predicted joints satisfy a given maximum Euclidean distance errors are adopted.
C. ABLATION STUDY
To validate the effectiveness of each contribution, we perform ablation experiments on NYU dataset. For SFB models, V2V-PoseNet [12] denoted as SFB_V2V serves as baseline, and average 3D Euclidean distance errors are measured. For PSM, same model tested with different T t has different mean Euclidean errors. Thus, we measure PSM tested with T t ranging from 3 to 30 by averaging those mean Euclidean errors. As shown in Table 2 , ablation models derived from (1) and results are presented.
GRU. Comparing PSM_GRU and SFB_V2V, we can find that GRU did boost estimation performance. Despite the improvement seems marginal, it proves the validity of introducing temporal consistency, and there are rooms for improvement.
DGRU. We enumerated 6 deep gate models to implement (Z t , r t ) = DG(V t , h t−1 ) in (4), and two main conclusions can be summarized. First, simply increasing the depth and capacity of deep gate will be disastrous for performance. As shown in Table 2 , PSM_DGRU_Plain_d achieves bad performance, and even PSM_DGRU_FPN drags down accuracy. Second, multi-scale features fused with skip connection and concatenating strategies is useful for DGRU. From the results, we can see that each improvement mentioned in Fig. 3 is helpful, and PSM_DGRU_E gets optimal performance. Besides, with the limitation of hardware, we didn't explore its deeper models, and we leave it to future work.
We adopt assignment statement to represent the implementation method. Mean error here indicates the average 3D distance error.
AM. As another way of introducing temporal consistency, AM are adopted to 3 kinds of models, including SFB_V2V, PSM_GRU and PSM_DGRU_E, and the ablation results shows that it improves the performance of models and is easy to migrate to different models. 
D. ROBUSTNESS AND CONVERGENCE STUDY
In this study, we focus on analyzing temporal robustness and convergence by evaluating performances of our models tested with different T t and epochs, and it is performed on NYU dataset [8] . Compared with SFB models, temporal consistency of PSM here mainly consists of Recurrent Unit and Attention Model. Thus, we enumerated 4 models for analyses, which includes PSM_DGRU_AM, PSM_DGRU, PSM_GRU, and SFB_V2V. Besides, PSM_DGRU here refers to PSM_DGRU_FPN_E, and their definitions can refer to Table 2 . As shown in Fig. 5 , we will compare PSM and SFB in the terms of temporal robustness and training convergence.
1) TEMPORAL ROBUSTNESS
As depicted in Fig. 5 (a) , PSM implemented with RU (GRU/DGRU) and AM both boost estimation accuracy of each model in most cases. While, PSM tends to be sensitive to temporal sequence length. Especially, AM visibly decrease estimation errors, and PSM_DGRU_AM achieves higher accuracy but with oscillations for different testing sequence length T t .
2) TRAINING CONVERGENCE
Comparing models trained with different epochs in Fig. 5 (b) , we can find that PSM have high convergence rates and their testing curves run smoothly. Whereas, SFB_V2V achieves unstable performance with high oscillation. Besides, the last column in Fig. 5 (b) indicates that PSM_DGRU_AM has optimized 1.05 mm mean errors than SFB_V2V.
All in all, we summarized that PSM tend to improve estimation accuracy and smooth training convergence, whereas PSM struggle in temporal dependencies and the optimal testing sequence length T t depends on empirical selection. Last but not least, our PSM models are trained with each clip containing only three consecutive frames, the maximum allowable frames in our hardware environment, and better results may exist for APSM trained with longer consecutive frames. Despite that, effectiveness of our work has been proved.
E. COMPARISON WITH STATE-OF-THE-ART METHODS
We treat PSM_DGRU_AM as our final model. Reference [12] applied epoch ensemble to boost estimation performance, and we follow them by averaging the estimations tested with T t = 12 from our models trained with epochs ranging from 1 to 10. Final estimation results of our work on each dataset are denoted as APSM.
We compared the performance of APSM on ICVL [7] , NYU [8] with most recent state-of-the-art methods, which includes DeepPrior [19] , DeepPrior ++ [18] , 3DCNN [13] , V2V-PoseNet [12] , Dense 3D Regression (DenseReg) [15] , Semantic Hand Pose Regression [56] with SHPR-Net and SHPR-Net (3 views), HandPointNet [57] , Point-to-Point [58] , and Mapping Unlabeled Real Data for Label AUstERity (MURAUER) [59] .
As shown in Fig. 6 and Table 3 , our method outperforms most existing methods in standard evaluation metrics. Especially, our model optimizes 0.91 mm and 0.76 mm mean errors based on V2V-PoseNet [12] on NYU and ICVL, respectively. Besides, we present qualitative comparisons with the results of [12] on NYU in Fig. 6 (c) , where shows that our model perform better in the situations with depth missing challenges. For qualitative presentations, Figs. 7 and 8 show more details.
F. COMPUTATIONAL TIME
We investigated the computational complexity of APSM. From Table 1 , we can see that the additional computational complexity of our method compared with single V2V-PoseNet [12] for each frame consists of RU and AM. To make a fair comparison, we run both V2V-PoseNet [12] and APSM without epoch ensemble to conduct hand segmentation and estimation on our computer, and testing times of them are 8.88 frames per second (fps) and 6.76 fps respectively, which indicates that about 31% computation increased for each frame, and the incremental computational time is acceptable.
VII. CONCLUSION
To alleviate the depth missing challenges, we proposed a novel and promising attention-based pose sequence machine, APSM, for 3D hand pose estimation with sequential hand depth maps. In this paper, temporal consistencies constructed with novel Attention Model and recurrent units including GRU or DGRU, are validated to be helpful in improving estimation accuracy and smooth convergence oscillations of SFB models during training period, while the temporal dependencies characteristics of APSM deepen the sensitivity of our model to testing sequence length. Maybe this double-edged sword of temporal consistency for pose estimation presented in this paper is that our community should be concerned about in future work.
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