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Introduction
In 1989 Zel'manov [10] , [11] solved the restricted Burnside problem by proving that the orders of all ®nite m-generator groups of exponent n are bounded above by a function of m and n. Zel'manov's solution relies on a reduction to groups of primepower exponent which is due to Hall and Higman [2] . They proved that if n p i for all i 1Y 2Y F F F Y r and for all m. Kostrikin [3] , [4] solved the restricted Burnside problem for prime exponent in 1959, but it was a further 30 years before Zel'manov completed the solution by proving that there is a bound on the orders of ®nite m-generator groups of exponent p k for all m and for all prime-powers p k . Explicit bounds can be found in [8] , [9] . In [8] it is shown that if G is a ®nite mgenerator group (m b 1) of prime-power exponent q, then jGj m m X X X m |{z}X Using this result, together with the Hall±Higman reduction and the classi®cation of ®nite simple groups, it is shown in [9] that if G is a ®nite m-generator group (m b 1) of exponent n, then jGj m m X X X m |{z} n n n X In his solution of the restricted Burnside problem (RBP), Zel'manov introduced two striking new techniques involving linearized algebras and U-polynomials. (These techniques are described below.) In addition, he also brought the theory of Jordan algebras to bear on the problem. A version of his proof which does not rely on Jordan algebras may be found in [7] . In this article we describe an alternative way of avoiding the use of Jordan algebras by using the multilinear identities satis®ed by the associated Lie rings of groups of prime-power exponent.
Associated Lie rings
The key to the solution of RBP for groups of prime-power exponent lies in Lie algebras. Let G be a ®nite group of prime-power exponent q p k , and suppose that G is nilpotent of class c. We form the lower central series
where g i1 is de®ned inductively for i 1 by setting g i1 hgY h j g e g i Y h e GiX (Here gY h denotes the group commutator g À1 h À1 gh.) We let L i g i ag i1 for i 1Y 2Y F F F Y c. Note that L i is an abelian group of exponent q. We write the group operation in L i additively, and think of L i as a Z-module. Then we let L be the direct sum of the Z-modules
We de®ne a Lie product on L as follows. If a gg i1 e L i and b hg j1 e L j then we set aY b gY hg ij1 e L ij X (If i j b c, then aY b 0.) We then extend this product to the whole of L by linearity. This turns L into a Lie ring, the associated Lie ring of G. The Lie ring L has the same order and nilpotency class as G. Furthermore, if G is an m-generator group then L is an m-generator Lie ring. Zel'manov's solution of RBP makes use of the fact that L satis®es identities related to Engel identities, but we need to introduce some notation to describe these identities.
Let X be the free Lie ring of countably in®nite rank, with free generators x 1 Y x 2 Y F F F X Let S fiY jY F F F Y rg be a non-empty set of positive integers, with i`j`Á Á Á`r, and let a e X . We de®ne
We use a left-normed convention for repeated Lie products, so that aY x i Y x j Y F F F Y x r denotes F F F aY x i Y x j Y F F FY x r X Then for each n 1 we de®ne
where each sum inside the bracket is taken over all partitions of f1Y 2Y F F F Y ng into an ordered sequence of disjoint non-empty subsets S 1 Y S 2 Y F F F Y S tÀ1 . (Note that any partition of f1Y 2Y F F F Y ng into t À 1 non-empty subsets gives rise to t À 13 ordered sequences S 1 Y S 2 Y F F F Y S tÀ1 , as the t À 1 subsets in the partition are permuted amongst themselves.) By Theorem 2.4.7 of [7] , L satis®es the identity qx 0 and the identities K n 0 for all n 2. We also use the notation aY b n to denote aY bY bY F F F Y b |{z} n . By Theorem 8.1.1 of [7] , if a e L, and if b e L i for some i, then
To show that there is a bound on the orders of ®nite m-generator groups of exponent q, it is su½cient to show that there is a bound on the nilpotency class of an mgenerator Lie ring satisfying the identities K n 0 for n 2, and satisfying (1). We can simplify the problem if we use the fact that if L is the associated Lie ring of a ®nite p-group, then L has the same nilpotency class as LapL. The binomial coe½cient q t À Á is divisible by p for 2 t`q, and so LapL satis®es the identity
where the summation is taken over all partitions of f1Y 2Y F F F Y ng into an ordered sequence of disjoint non-empty subsets
must all have size one, and so this identity reduces to
Note that LapL can be thought of as a Lie algebra over Z p . Zel'manov solved RBP for groups of prime-power exponent by proving the following theorem.
Theorem 1 (Zel'manov's Theorem). Let L be a Lie algebra over a ®eld K, and let L be generated by a ®nite set fa 1 Y a 2 Y F F F Y a m g. Suppose that there exist positive integers sY t such that
for all x e L and for all y e L which can be expressed as a Lie product of the generators
This theorem has an important corollary. If L is a Lie algebra which satis®es the Engel-n identity xY y n 0 for all xY y e LY then L also satis®es the linearized Engel-n identity
So Zel'manov's Theorem implies that Engel-n Lie algebras are locally nilpotent.
In the case of groups of prime exponent we have q p. Substituting y for
So when q p, (2) is equivalent in characteristic p to the Engel-p À 1 identity. Thus (1) is redundant. Kostrikin solved RBP for prime exponent p by proving the following theorem.
Theorem 2 @uostrikin9s heoremAF Let L be an m-generator Lie algebra over a ®eld K of characteristic p, and suppose that L satis®es the Engel-p À 1 identity. Then L is nilpotent.
It is important to note that we may assume that the ®eld K in the statement of Zel'manov's Theorem is in®nite. For suppose that K is ®nite, and let F be an in®nite extension ®eld of K. Then we may view L n K F as a Lie algebra over F . If L satis®es the hypotheses of Zel'manov's Theorem then so does L n K F (with a 1 n 1Y a 2 n 1Y F F F Y a m n 1 replacing the generators a 1 Y a 2 Y F F F Y a m ). Furthermore L is nilpotent as a Lie algebra over K if and only if L n K F is nilpotent as a Lie algebra over F . Similar considerations apply to Kostrikin's Theorem.
As we have seen, the hypothesis of Zel'manov's Theorem only uses the identity K q 0 and the identity (1). We will show how one key step of Zel'manov's proof can be simpli®ed if we also use the identity K 4qÀ5 0. This provides a simpler solution to RBP, although it does not yield the corollary that Engel-n Lie algebras are locally nilpotent. First we outline the main steps of one version of the proof of Kostrikin's Theorem. Then we outline the main steps of the proof of Zel'manov's Theorem, indicating parallels between these steps and corresponding steps in the proof of Kostrikin's Theorem. Finally, we give the details of how the identity K 4qÀ5 0 can be used.
Sandwich algebras
Sandwich algebras are central to Kostrikin's solution of RBP for prime exponent, as well as to Zel'manov's solution for prime-power exponent. If L is a Lie algebra, then an element a e L is said to be nil-k if bY a k 0 for all b e L. An element a e L is said to be a sandwich if a is nil-2, and if a also satis®es the condition bY aY cY a 0 for all bY c e L. Note that the condition bY aY cY a 0 is redundant unless the ground ®eld has characteristic 2, since bY cY aY a bY cY aY a À 2bY aY cY a bY aY aY cX A sandwich algebra is a Lie algebra which is generated by sandwiches. Kostrikin was concerned with Lie algebras of characteristic p which satisfy the Engel-p À 1 identity. He proved that Engel-p À 1 sandwich algebras of characteristic p are locally nilpotent. Later, it was realized that the Engel-p À 1 identity is redundant here, and Zel'manov and Kostrikin [12] proved that all sandwich algebras are locally nilpotent. A proof valid in characteristic zero and in prime characteristic p b 5 may be found in Kostrikin's book [5] . An alternative purely combinatorial proof, valid in all characteristics, is given in [7] . This proof is due to Chanyshev [1] ; it is similar to a proof due to Backelin, which may be found in [6] . Yet another proof may be found in [8] , where it is shown that if L is a Lie algebra which is generated by m sandwiches then L is nilpotent of class at most
The local nilpotency of sandwich algebras, together with Kostrikin's``descent to thin sandwiches'', provides a reasonably short solution of RBP for prime exponent. The descent to thin sandwiches involves the following two lemmas. These are contained in Lemma 2.1.1 and Theorem 2.2.1 of [5] .
If aY x are elements of a Lie algebra L, and if k 0, then we let
If r is a real number then we let r denote the greatest integer k r. (i) g k aY x is nil-3 for all a e L and for all k 0;
(ii) g pÀ1 aY x 0 for all a e L; (iii) if g m1 aY x 0 for all a e L for some m such that 0 m p À 2, and if s ma2, then g s bY g m aY x is a sandwich for all aY b e L.
These two lemmas imply that if L is a non-trivial Engel-p À 1 Lie algebra over a ®eld K of characteristic p 5, then there is a Lie polynomial f x 1 Y x 2 Y F F F Y x n with the following properties.
To see this we proceed as follows. First we obtain a Lie polynomial u, the values of which are all nil-3. If every element of L is nil-3 then we set u x 1 . Otherwise we set 
where r 3 is chosen as large as possible so that not all values of f 3 in L are zeroÐand so on. In this way we obtain a Lie polynomial f with the required properties in at most 1 log 2 p À 1 steps. Once again, there is a bound M on the number of Lie polynomials f which can arise in this way. It is easy to see that M p2
2pÀ4 . Now let L be an m-generator Engel-p À 1 Lie algebra over an in®nite ®eld K of characteristic p. Let f be a Lie polynomial satisfying conditions (1) and (2) above, and let I be the ideal of L generated by values of f . Since K is in®nite, I is spanned by values of f . (For a proof of this important fact see Theorem 1.5.1 of [7] .) So I is a sandwich algebra, and I is locally nilpotent. If we factor out the ideal I , and repeat the process for constructing the Lie polynomial f in the factor algebra LaI , then we obtain a Lie polynomial f H whose values in LaI span a non-zero locally nilpotent ideal JaI , where J is an ideal of L. Here, J is an Engel-p À 1 Lie algebra with an ideal I such that both I and JaI are locally nilpotent. It is well known that this implies that J is locally nilpotent. (See Lemma 1.2.13 of [7] .) Next we factor out the locally nilpotent ideal J, and repeat the process for constructing a Lie polynomial satisfying (1) and (2) in the factor algebra LaJ Ðand so on. In this way we obtain an ascending chain of locally nilpotent ideals of L:
Each ideal in this chain corresponds to some Lie polynomial f constructed as above. Di¨erent ideals in the chain must correspond to di¨erent Lie polynomials. Since there is a bound M on the number of di¨erent Lie polynomials which can arise in this way, we see that the chain of ideals must reach L in at most M steps. So L is locally nilpotent. Since L is ®nitely generated, L is nilpotent. Furthermore it is possible to obtain an explicit bound on the class of L in terms of m and M, using the bound given above for the class of a ®nitely generated sandwich algebra. In [8] it is shown, using a slightly di¨erent argument, that if m b 1 then the class of L is at most
We now show how this argument can be extended to Lie algebras satisfying the hypotheses of Zel'manov's Theorem.
Linearized algebras
Let L ha 1 Y a 2 Y F F F Y a m i be a Lie algebra over a ®eld K, and suppose that L satis®es the hypotheses of Zel'manov's Theorem. Let E be the associative, commutative algebra over K generated by e 1 Y e 2 Y F F F subject to the relations e i e j e j e i , e 2 i 0 for iY j 1. If p is a ®nite set of positive integers, and if p fiY jY F F F Y kg, then we let e p e i e j F F F e k . So E has basis fe p g as a vector space over K. We letL L n K E. Every element ofL can be written uniquely in the form u p n e p , for some u p e L such that u p 0 for all but ®nitely many p. We turnL into a Lie algebra over K by setting
Note that E is locally nilpotent as an associative algebra, and that this implies thatL is locally nilpotent as a Lie algebra. Note also that the fact that L satis®es the identity
implies thatL satis®es the Engel-s identity xY y s 0. The ®rst main step in Zel'manov's proof is the following theorem.
Theorem 5. The Lie algebra L is nilpotent if for each integer n 1 there is a bound on the nilpotency class of n-generator subalgebras ofL. In other words, L is nilpotent ifL generates a locally nilpotent variety.
Zel'manov's proof of this theorem can be found in [7] . The theorem implies that to solve RBP for groups of prime-power exponent it is su½cient to prove that Lie algebras satisfying an Engel identity are locally nilpotent.
U-polynomials
Let L be a Lie algebra over a ®eld K, and suppose that L satis®es the Engel-n identity. LetL L n K E. If a eL, then a can be expressed uniquely in the form
where u p e L. Note that u p 0 for all but ®nitely many p. We call this decomposition the canonical decomposition of a. Since there are only ®nitely many non-zero summands, we can write this canonical decomposition in the form a N i1 a i Y where each a i has the form u p n e p .
Zel'manov's idea was to follow Kostrikin's descent to thin sandwiches to obtain a polynomial f such that the values of f inL are all sandwiches. However, Kostrikin's argument breaks down in prime characteristic p`n. To get round this problem, Zel'manov introduced U-words and U-polynomials.
To de®ne U-words we need the adjoint algebra adL. If a eL, then the linear transformation ada XL 3L is given by b ada bY a for b eL. We let adL be the associative algebra consisting of all linear combinations of terms of the form
be a ®nite set of elements ofL, where for each i 1Y 2Y F F F Y N the ideal generated by a i is abelian. If k is a positive integer, then we de®ne
where the sums are taken over all possible sequences 1
Note that the values of U k A and U k A depend on the order of the elements
The sets A we are concerned with are of two types. Let a eL have canonical decomposition a N i1 a i . Then we could take A fa 1 Y a 2 Y F F F Y a N g, and in this case we will write U k a for U k A, and U k a for U k A. Alternatively, if W is some element of adL, then we could take A fa 1 W Y a 2 W Y F F F Y a N W g. In this case we will write U k aY W for U k A, and U k aY W for U k A. If W has the property that bW Y cW 0 for all bY c eL, then the value of U k aY W does not depend on the ordering chosen on the set A. Furthermore, in this case U k aY W U k aY W .
We construct certain formal expressions in the variables x 1 Y x 2 Y F F F which take values in adL when elements ofL are substituted for the variables. These formal expressions are called U-words, and they are de®ned inductively as follows.
(1) adx 1 k is a U-word for all positive integers k, and if we substitute a eL for x 1 then adx 1 k takes the value ada k e adL.
(2) If w wx 1 Y x 2 Y F F F Y x r is a U-word and if s 1, then
Note that in (3) the value of U k x r1 w depends on the ordering chosen on the summands in the canonical decomposition of a. However, we will only construct the U-word U k x r1 w when w satis®es the property that bW Y cW 0 for all bY c eL and for all values W of w. In this case the value of U k x r1 w does not depend on the ordering chosen on the summands. Furthermore, in this case
This is the key to avoiding the di½culties which arise when the characteristic of K is less than n. Zel'manov constructs a U-word w wx 1 Y x 2 Y F F F Y x r with the following properties.
The construction proceeds as follows. The Lie algebraL satis®es an Engel identity, and we may suppose thatL satis®es the Engel-n identity, but that it does not satisfy the Engel-n À 1 identity. We let w 1 be the U-word adx 1 nÀ1 . Clearly w 1 satis®es (4), and it is not hard to see that w 1 satis®es (5). It is also not hard to see that U k a 2 Y w 1 a 1 0 for all a 1 Y a 2 eL and for all k n. We suppose by induction that for some m n we have constructed a U-word w wx 1 (4) and (5), and satisfying
If m 3 then we are done. So we may suppose that m 4 and that U mÀ1 x r1 w is not identically zero. (4), (5), and (7), we have obtained a U-word w s satisfying (4), (5), and
Continuing in this way we eventually obtain a U-word w satisfying (4), (5), and (6), as required. If w satis®es (4), (5), and (6), then
Also recall that if r is a real number, then r denotes the greatest integer k r.
Lemma 6. Let L be a Lie algebra over an in®nite ®eld K of characteristic zero or prime characteristic p 5, and suppose that L satis®es the Engel-n identity for some n. If x e L is nil-3 then:
(i) g k aY x is nil-3 for all a e L and for all k 0;
(ii) g n aY x 0 for all a e L;
(iii) if g m1 aY x 0 for all a e L for some m such that 0 m`n, and if s ma2, then g s bY g m aY x is a sandwich for all aY b e L.
Here the property g pÀ1 aY x 0 of Lemma 4 is replaced by the property g n aY x 0, which follows immediately from the fact that L is Engel-n. The proof of this lemma is identical to Kostrikin's proof of Lemma 4, though we have to make the additional assumption that K is in®nite to make the proof go through when K has ®nite characteristic p`n. Just as in Kostrikin's descent to thin sandwiches, this lemma enables us to ®nd a homogeneous Lie polynomial f xY y 1 Y y 2 Y F F F Y y t satisfying the following two properties:
(
Zel'manov proves that if w is a U-word, and if f is a Lie polynomial satisfying these two properties, then there is a multilinear Lie polynomial h and an integer N satisfying:
( We want to prove that if L is a ®nitely generated Engel-n Lie algebra over K then L is nilpotent. We prove, by reverse induction on i, that if L is a ®nitely generated Lie algebra over K satisfying the identities xY y n 0, h 1 0, h 2 0Y F F F Y h i 0 for some 0 i s, then L is nilpotent. The case i s holds trivially, since h s x 1 . So assume that this result holds true for i, and let L be a ®nitely generated Lie algebra over K satisfying the identities xY y n 0, h 1 0, h 2 0Y F F F Y h iÀ1 0. We complete the proof of Zel'manov's Theorem (provided K does not have characteristic 2 or 3) by proving that L is nilpotent.
Using Zel'manov's reduction to linearized algebras, it is su½cient to show thatL generates a locally ®nite variety. So let M be an r generator subalgebra ofL. Let I be the ideal of M generated by values of h i in M. Since K is an in®nite ®eld, I is spanned by values of h i . The quotient algebra MaI is an r-generator Lie algebra satisfying xY y n 0, h 1 0, h 2 0, F F F Y h i 0. So, by induction, MaI is nilpotent, and the class and dimension of MaI can be bounded in terms of r. If a e M then we let ada X I aI Y I 3 I aI Y I be the linear transformation given by b I Y I ada bY a I Y I for b e I X We let A be the associative algebra generated by fada j a e Mg. We can also view A as a Lie algebra with Lie product given by xY y xy À yx for xY y e A. We let B be the Lie subalgebra of A generated by fada j a e Mg. Then B is a homomorphic image of MaI and so B is nilpotent. The associative algebra A is an enveloping algebra for B. Furthermore, if b e B then b n 0 since M is Engel-n. This implies that A n d f0g, where d dim B. It follows that if MaI has class c, then MaI Y I is nilpotent of class at most c n d . So dimI aI Y I can be bounded in terms of r and n. Now M is nilpotent since it is a ®nitely generated subalgebra ofL, and it follows that I is nilpotent. So any set which generates I modulo I Y I will generate I . But I is spanned by values of h i , and so we can ®nd dimI aI Y I values of h i which generate I . Every value of h i is a linear combination of N i sandwiches, and so I is contained in a dimI aI Y I Á N i -generator sandwich algebra. So the dimension of I can be bounded in terms of rY n, and N i . This means that dimM is bounded, which completes the proof.
Characteristic 3
The proof of Lemma 6 breaks down in characteristic 3. One reason for it breaking down is as follows. Let L be a Lie algebra over a ®eld K, and let xY bY c e L. Then cY bY xY xY x cY bY xY xY x À 3cY xY bY xY x 3cY xY xY bY x À cY xY xY xY bX So if x is nil-3 then we obtain 3cY xY bY xY x 3cY xY xY bY xX Provided K does not have characteristic 3, this implies that cY xY bY xY x cY xY xY bY xY 8 and this deduction is used in the proof of Lemma 6. However if w is a U-word satisfying (4), (5), and (6), and if x awa 1 Y a 2 Y F F F Y a r for some aY a 1 Y a 2 Y F F F Y a r eL, then x does satisfy (8) for all bY c eL, even in characteristic 3. To see this we need to establish some general properties of U-words.
is a ®nite set of elements ofL, where for each i 1Y 2Y F F F Y N the ideal generated by a i is abelian, and if k is a positive integer, then
where the sums are taken over all possible sequences 1 i 1`i2`Á Á Á`i k N. We let U 0 A and U 0 A be the identity operator. We need the following property satis®ed by these operators.
be elements of a Lie algebra. If S fiY jY F F F Y rg is a nonempty set of positive integers, with i`j`Á Á Á`r k, then we de®ne
We also de®ne yY x Y yY x Y y. The following identity holds in any Lie algebra:
where the sum is taken over all ordered pairs SY T of subsets of f1Y
(Each partition of f1Y 2Y F F F Y kg into two disjoint subsets gives rise to two ordered pairs SY T.) Lemma 7 follows immediately from this identity, if we use the fact that the ideal generated by each element a i e A is abelian. Now let w be a U-word satisfying (4), (5), and (6), and let
Since w satis®es (6), U 3 A 0. So by (3)
Also, Lemma 7 (with k 3) gives
Since adx U 1 A and adx 2 2U 2 A by (3), we see that x satis®es (8) for all bY c eL.
There are a couple of other points where the proof of Lemma 4 breaks down in characteristic 3, but the following variant of Lemma 4 is su½cient to complete the proof of Zel'manov's Theorem. Note that it applies toL, and not to L.
Lemma 8. Let L be a Lie algebra over an in®nite ®eld K of characteristic zero or prime characteristic p 3, and suppose that L satis®es the Engel-n identity for some n. If x eL is nil-3, and if bY xY aY xY x bY xY xY aY x for all aY b eL then:
(i) if y g k aY x for some a eL and for some k 0, then y is nil-3 and cY yY bY yY y cY yY yY bY y for all bY c eL;
(ii) g n aY x 0 for all a eL;
(iii) if g m1 aY x 0 for all a eL for some m such that 0 m`n, and if s ma2, then g s bY g m aY x is a sandwich for all aY b eL.
Proof. Let x satisfy the hypotheses of the lemma. We obtain a series of identities involving x and arbitrary elements aY bY cY d eL. We will state each identity, and then prove it.
This is part of the hypothesis. r
This is also part of the hypothesis. r
We post-multiply (10) by x and use (9). r
This follows from (11) since
This follows from (9) and (11) since
We expand cY aY x 2 Y bY x 2 as a linear combination of left-normed Lie products, and use (9), (10) The fact that bY y 3 0 follows immediately from (15). Now let a have canonical decomposition a N i1 a i , and let
Note that (13) implies that the elements of A commute with each other, so that U k A U k A for all k. Also (15) implies that U 3 A 0. So by Lemma 7 (with k 3)
This gives (16), since ady U 1 A, ady 2 2U 2 A. r Identity (16) establishes (i) of Lemma 8, since if y g k aY x then y bY x 2 for some b eL. The fact thatL satis®es the Engel-n identity gives (ii). To prove (iii) we need the following identity.
Identity (11) gives
Identity (17) follows immediately from this. r
The remainder of the proof of (iii) is identical to Kostrikin's proof of Lemma 4. However, as in Lemma 6, we need to assume that K is in®nite in the case when K has prime characteristic p`n.
Characteristic 2
In his proof of Lemma 4, Kostrikin proves that if x is nil-3 then
if k is even, and
if k is odd. We complete the proof of Zel'manov's Theorem in characteristic 2 by proving another variant of Lemma 4 in which operators of the form
are replaced by operators of the form
for certain ordered subsets A rL. Unfortunately this approach has one major dif®culty. The Engel-n identity implies that g n aY x 0, and the proof of Lemma 4 shows that this implies that
However it is not at all obvious that the Engel-n identity implies that
for any m. In [7] it is shown that with a suitable choice of the set A, the Engel-n identity implies that
However the proof is quite tricky. In this article we show that with a suitable choice of the set A, the identity K 4qÀ5 0 implies that
This result is (ii) in the following variant of Lemma 4. Before stating the lemma we need to introduce some more notation.
Recall that if a eL has canonical decomposition a M i1 a i , and if W e adL, then we let
Also recall that in characteristic p the identity K 4qÀ5 0 reduces to
where the summation is taken over all partitions of f1Y 2Y F F F Y 4q À 6g into an ordered sequence of disjoint non-empty subsets
If n is any positive integer we de®ne
where the summation is taken over all partitions of f1Y 2Y F F F Y 4n À 2g into an ordered sequence of disjoint non-empty subsets
In Section 5 we gave a sketch of Zel'manov's proof that if L is a Lie algebra satisfying the Engel-n identity, then there is a U-word
The following lemma enables us to get from nil-3 elements of adL to sandwiches. This lemma is valid in all characteristics.
Lemma 9. Let L be a Lie algebra over an in®nite ®eld K, and suppose that L satis®es the identity R n 0 for some positive integer n. Let W e adL be nil-3. If aY b eL and k 0 we let (ii) G nÀ1 aY bY W 0 for all aY b eL.
(iv) If G 2m1 aY bY W 0 then bG m aY bY W is a sandwich. Before proving this lemma, let us see how it enables to obtain a sandwich valued polynomial. We ®rst obtain a U-word w such that if W is a value of w then W is nil-3, and such that some value W is non-zero. Suppose G 0 aY bY W 0 for all aY b eL and for all values W of w. Then by (iii), aW is a sandwich for all a and all W . Also, aW is non-zero for some aY W . So x r1 w is a sandwich valued Upolynomial. Suppose that G 0 aY bY W is non-zero for some aY bY W , but that G 1 aY bY W 0 for all aY bY W . Then by (iii), bU 2 aY W is a sandwich for all aY bY W . Also, bU 2 aY W is non-zero for some aY bY W . So x r2 U 2 x r1 w is a sandwich valued U-polynomial. Next suppose that m 1, and that G m aY bY W is non-zero for some aY bY W , but that G m1 aY bY W is zero for all aY bY W . (By (ii), we may assume that m n À 2.) Then (iii) implies that aW U 2 bU 2 aY W m is a sandwich for all aY bY W . If aW U 2 bU 2 aY W m is non-zero for some aY bY W then we get a sandwich valued U-polynomial x r1 wU 2 x r2 Á U 2 x r1 w m X (This extends the notion of a U-polynomial in a straightforward way.) On the other hand, if aW U 2 bU 2 aY W m 0 for all aY bY W then we let
Extending the notion of a U-word, we see that v is a U-word with the property that all the values of v are nil-3, and such that some value of v is non-zero. By (v), G m1a2 cY dY V 0 for all cY d eL, and for all values V of v. Continuing in this way we eventually obtained a sandwich valued U-polynomial f , where some value of f is non-zero. As before, we can show that there is a multilinear Lie polynomial h and a positive integer N such that (A proof of this is given in Lemma 9.5.21 of [7] .) So, as above, Lemma 9 enables us to prove that there is a bound on the class of an m-generator Lie algebra satisfying an Engel identity and the identity R n 0. This provides a solution of RBP. However, as we mentioned above, this does not provide a proof that Engel Lie algebras are locally nilpotent. The proof of Lemma 9 closely follows the line of Kostrikin's proof of Lemma 4. Although it is quite a complicated proof, the technical di½culties are no greater than in Lemma 4. We end this article by proving Lemma 9. Let a have canonical decomposition M i1 a i , and let
Note that since W is nil-3, U k A U k A for all a eL. We will repeatedly use this fact without comment.
First we prove that G k aY bY W is nil-3 for all aY b eL and all k 0. We will prove a series of identities involving W and arbitrary elements aY bY cY d eL. We will state each identity, and then prove it.
Since W is nil-3 we have
This follows from (19) since adb Á adc À adc Á adb adbY c. r
If we use (19) and the fact that
and that
This follows from (21) and (22). r
Identities (21) and (23) imply that G k aY bY W is nil-3 for all aY b eL, and for all k 0.
We now prove that G nÀ1 aY bY W 0 for all aY b eL. Let a have canonical decomposition a M i1 a i , and let b have canonical decomposition b where this sum is taken over all possible choices of non-negative integers
So to establish identity (24) we need to show that 
and (25) follows by induction on m. r
Let a have canonical decomposition a M i1 a i . Then
Since W is nil-3,
So, using the same argument as in the proof of (24), we see that
and so
0 by (18) and (19).
This completes the proof of (26). r
The case m 0 is the de®nition of G 0 aY bY W , and the case m 1 is (26). The general case follows by induction on m using (24), just as in the proof of (25). r
Now we show that G 2m aY bY W 0 implies that aW U 2 bU 2 A m is a sandwich. First consider the case m 0. Then U 2 A 0. So
So aW is a sandwich. Now consider the general case. Just as in the case m 0, to show that aW U 2 bU 2 A m is a sandwich it is su½cient to show that
This follows from (27). r Finally suppose that G 2 m1 aY bY W 0 for some m 0. We need to prove that bG m aY bY W is a sandwich, and as above it is su½cient to show that
But if we set c b in (25) then we obtain
Before completing the proof of Lemma 9 we need one more series of identities. By repeated use of (28),
The ideal generated by c i is abelian for all i, and this implies that U 2 d i 0. So The proof of this identity is similar to the proof of (24). r Now suppose that m 1, and that G m1 aY bY W 0, aW U 2 bU 2 A m 0 for all aY b eL. We need to prove that G m1a2 cY dY G m aY bY W 0 for all aY bY cY d eL.
We let d cU 2 AU 2 b m . Then (29) implies that
Also, (31) implies that aWU 2 dU 2 A aW Á U 2 bU 2 A m Á U 2 c Á G m aY bY W 0X
We show that this implies that
for all v eL. First we show that aWU 2 dU 2 A 0 implies that 
This establishes (33). The proof of (34) is similar, using the identity
Now let s m 1a2, and consider G 2s1 aY d lvY W , where l e K. By (28), we have
We can use this identity to expand G 2s1 aY d lvY W as a sum
Since 2s 1 m 1, G 2s1 aY d lvY W 0 for all l e K, and since K is in®nite this implies that C 2s 0. Expanding G 2s1 aY d lvY W , we see that C 2s is a sum of terms of the form
where V 1 Y V 2 Y F F F Y V 2s1 e fU 2 dY U 1 dU 1 vY U 2 vg, and where the total degree in v is 2s. Using (32), (33), and (34), we see that we can ignore terms of the form
By (25) and (29) this gives G s vY cY G m aY bY W 0. This completes the proof of Lemma 9. r
