A number of recent papers have analyzed the degree of predictability of stock markets. In this paper, we firstly study whether this predictability is really exploitable and secondly, if the economic significance of predictability is higher or lower in the emerging stock markets than in the developed ones. We use a variety of linear and nonlinear Artificial Neural Networks models and perform a computationally demanding forecasting experiment to assess the predictability of returns. Since we are interested in comparing the predictability in economic terms we also propose a modification in the nets' loss function for market trading purposes. In addition, we consider both explicit and implicit trading costs for emerging and developed stock markets. Our conclusions suggest that, in contrast to some previous studies, if we consider total trading costs both the emerging as well as the developed stock returns are clearly nonpredictable. Finally, we find that Artificial Neural Networks do not provide superior performance than the linear models.
Introduction
During the last decade the equity developing markets in Latin America, Eastern Europe, Asia and Africa have achieved a great relevance, both from an academic point of view as well as from the point of view of a professional investor. This growing attention is due to the fact that returns from emerging markets are generally higher than returns from developed markets and display a low correlation among them, offering to investors new possibilities to enhance portfolio performance in 1 terms of risk-adjusted-return (see Levy and Sarnat, 1970; Harvey, 1995; Solnik, 1995 or Kohers and Pandey, 1998, among others) . The growing interest has been also motivated because these markets have experienced important liberalization processes along the late 1980s and early 1990s (see Bekaert et al., 2003 for a review) which has facilitated the access of foreign investors.
The academic literature has also reflected this growing interest: as it is well known, one of the most relevant topics in Finance has been the study of the predictability of stock market returns, and an immediate open question is whether emerging markets are more or less predictable than the developed ones. While there is a number of studies on the predictability of returns in developed markets (e.g. Campbell, 1987; Breen et al., 1990; Timmermann, 1994, 1995 for US markets and Clare et al., 1994; Fama and French, 1998; Pesaran and Timmermann, 2000 for some other markets, 1 or more recently Lewellen, 2004 or Guo, 2006 , for emerging markets, the number references has been much smaller and, equally, non-conclusive. For example, Harvey, 1995; Fama and French, 1998; Harvey et al., 2000 or van der Hart et al., 2003 have found evidence in favor of predictability while other studies have found empirical evidence against it (e.g. Urrutia, 1995 or Chang et al., 2004 . 2 In Table 1 we present a summary of just some recent studies analyzing the predictability of emerging stock markets. 3 As it can be seen, most of the studies suggest some degree of predictability. Note, however, that most of these studies do not take into account the effect of transaction costs even though, as some relevant research suggest (e.g. Bekaert et al., 1997; Harvey et al., 2000; Domowitz et al., 2001 or Chang et al., 2004 trading costs in these markets are of a such magnitude that the conclusions could be different it they would have been explicitly considered. In this paper, we will consider both explicit (the direct costs of trading, such as broker commission costs, taxes, etc.) and implicit trading costs (representing indirect trading costs, the major one being the price impact of the trade) for emerging and developed stock markets. It must be noted this is an important point given that in many markets, especially in the developing ones, the implicit costs are even higher than the explicit costs, thus not considering the total cost of trading could bias the results.
Our approach will try to reasonably mimic the problem faced by an American 4 institutional investor or mutual fund manager who wants to know what will be the next day or next week return of a particular market, and who employs the past history of returns in the market as well as of other reference markets (in particular, USA, Japan, United Kingdom and Germany). To do so, we will conduct forecasting experiments using a wide database, several information sets and model specifications, which will allow us to assess the robustness of our results. We will also adopt a linear and nonlinear perspective, the inclusion of nonlinear forecasts is deemed important as there is now considerable evidence of nonlinearity in stock market returns (e.g. Hsieh, 1991) .
Even though there is a huge number of parametric and nonparametric techniques which could be used to model nonlinearity, in this study we employ one of the most powerful ones: Artificial Neural Networks (ANNs hereafter). ANNs have been used for a wide variety of issues and problems but forecasting is one of the main applications (see Zhang et al., 1998 for a review). There are some features of the ANNs that made it a proper tool for evaluating the predictability of stock returns. First, ANNs have the capability of generalization in the sense that after a learning period from a sub-sample they can be employed to forecast another unseen subsample, even if some noise is present in the data. Second, as some researchers have shown (e.g. Hornik et al., 1989; Hornik, 1991) ANNs can approximate any continuous function to an arbitrary level of accuracy so that they can be considered much more flexible than the traditional statistical methods. Moreover, ANNs are inherently nonlinear and nonparametric so that a specific functional form is not needed to be specified.
1 Note, however, that some other studies have also pointed out the absence of this predictability (e.g. Nelly and Weller, 2000 or Ang and Bekaert, 2001) . 2 We are grateful to an anonymous referee for helping us to improve substantially the motivation of the paper.
3 It must be noted that this table is by no means complete and some studies could be not included. 4 We only consider indexes expressed in US dollars and not in each one of the local currencies of each of the countries analyzed. Although an analysis from the perspective of a home investor would also be interesting, it would be more difficult to compare the results with those of previous studies.
D. Moreno, I. Olmeda / European Journal of Operational Research 182 (2007) 436 454 437 Since we are interested in comparing the predictability in economic terms, it will be necessary to employ a loss function compatible with this objective. As White (1989) early pointed out, it is extremely important to employ the same loss function to build the net and to evaluate its forecasts. A common error in some studies (e.g. Harvey et al., 2000 or Jasic and Wood, 2004) is to employ a loss function (generally, the mean squared error) to build the net and then to evaluate its forecast using another different one. Obviously this way to proceed is inconsistent since the parameters obtained could not be optimal under the new loss function. For this reason, in this paper we will employ the same economic measure to train and to evaluate the net assuring consistency. Unfortunately, the modification of the loss function for market trading purposes extremely complicates the training process since the use of arbitrary performance measures do not allow to employ standard optimization algorithms such as backpropagation. To overcome this problem, in this paper we employ a heuristic optimization algorithm (the Genetic Algorithm, GA) to optimize the economic performance of the trained net.
Specifically, the objective of this paper is twofold: First, using a wide number of series we will try to obtain general conclusions about the comparative degree of predictability between emerging and developed markets returns; at the same time, we will also evaluate the usefulness of employing complicated nonlinear models (ANNs) against simpler autoregressive ones, and second, we will try to evaluate whether this predictability is really exploitable in economic terms from the point of view of an investor by considering the total transaction costs. Our contribution to the existing literature comes from the use of both linear and nonlinear models as well as the employment of a loss function which incorporates implicit and explicit transactions costs consistent with real economic performance of the models. Our paper also gives some evidence on the issue of the degree of predictability of developed and emerging stock markets.
The remainder of the paper is organized as follows. In the next section we will briefly describe the models employed as well as the method used to test the significance of the predictions. In this section we also give a brief introduction to the nonparametric model used (Artificial Neural Networks). The third section describes the period of study as well as the data used. In this section, we also detail the procedure employed and summarize the main empirical Table 1 Summary of studies on predictability in different developing stock markets Researchers
Frequency data
Number of Stock market analyzed Do they find any predictability?
Use of transaction cost Achour et al. (1999 ) Monthly, quarterly and semiannual (1988 results. Some concluding remarks are offered in the final section.
Methodology employed
In this study we basically follow a quite simple but extremely computationally intensive approach: we build a variety of linear and nonlinear models estimated using several information sets and use them to obtain forecasts of a significant number of series and along an extensive time span. Subsequently we employ test procedures to detect the possible asymmetries between models, information sets as well as specifications.
To produce our forecasts we use four alternative specifications and several information sets. Our first specification is an autoregressive model of the form:
where R i t is the return at time t of the stock market index of country i, p i is the number of lags in the model and e i t is a white noise process. In the second specification we employ bivariate autoregressive models:
where R s t is the return at time t of the stock market index of country s, different from i, p i and q i are the number of lags in the model and e i t is a white noise process. Note that (1) is a nested model of (2). It must be noted that authors have been extremely careful with the determination of the proper lag returns that are included in each model, to avoid a problem of overlapping trading periods between countries in different time zones.
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Our last two specifications are nonlinear versions of (1) and (2). If we suppose that the returns are predictable using information of past returns from the markets, then we are implicitly assuming that:
where H is a vector of parameters and f is the expectation of R . Under the parametric point of view, f is a known function and the problem of estimating the parameter vector H arises. When f is unknown (as is usually the case), one needs to employ flexible functional forms to approximate this function. In this case, we say that we are adopting a nonparametric point of view.
There are many techniques that can be used to approximate f in a nonparametric manner (e.g. Splines, Nearest Neighbours, etc.) . In this study we employ one of the most powerful, the Artificial Neural Networks (ANNs hereafter). ANNs have some properties that make them a convenient tool for forecasting (see Zhang et al., 1998 for a complete review), among them: (i) their capability of generalization; (ii) they can approximate any continuous function to any desired level of accuracy; (iii) ANNs are inherently nonlinear and nonparametric and, therefore, a specific functional form is not needed to be specified. In our specific case, the use of a nonparametric methods is particularly convenient: since a wide number of different equity markets are analyzed. It could be quite logical to think that different functional forms should be employed in each of the cases complicating the choice and comparability of the models and making the problem of misspecification more severe. Our choice of ANNs among other nonparametric methods is purely practical since any consistent nonparametric model would be able to approximate the underlying data generating process of the returns. However, it should be noted that the statistical properties of ANNs are much better known (e.g. Hornik et al., 1989) than for other nonparametric models; also, the extended use of ANNs in forecasting problems as well as the availability of thoroughly tested training algorithms motivate our choice. For reasons of brevity we will describe ANNs models succinctly and we refer the interested reader to the references given. 6 An ANN is composed of a number of processing units which are hierarchically organized in layers. The input layer consists of a set of nodes that receive the information from the outside world. 5 In the case of Australia and New Zealand we take into account that these markets are in the pre opening period in the t day when the American market is still open in its t 1 day. Thus, if we would include the information of USA lagged one period in the bivariate models, we would be incorporating information that is posterior to the opening of the local stock market. 6 Kuan and White (1994) provide an excellent introduction to ANN. Also, White (1989) and Cheng and Titerington (1994) provide an introduction from a statistical perspective. D. Moreno, I. Olmeda / European Journal of Operational Research 182 (2007) 436 454 439 The hidden layer processes the information while the output layer sends the signal to the outside. The most widely used structure is that of a feedforward neural net in which the information is hierarchically processed in a single way from the input layer to the output through the hidden layer(s). Other structures allowing feedback are also possible, but we will not consider them here to maintain the paper relatively compact. The units are connected through synaptic weights which determine quantitatively the influence of one unit on the other. A unit has an inhibitory or excitatory effect on the other depending on whether the sign of the corresponding weight is positive or negative. The set of interconnecting weights between units i and j, (W ij ), is known as the weighting matrix. Following Kuan and White (1994) , the process of transforming inputs to outputs in a feedforward ANN with r inputs, one hidden layer of q units and a single output unit can be parameterized in the following way:
where,f ðx; W Þ is the output of the net, x (1, x 1 , x 2 , . . ., x r ) 0 represents the input (the ''1'' corresponds to the bias in a traditional model), c j ¼ ðc j0 ; c j1 ; . . . ; c ji ; . . . ; c jr Þ 0 2 R rþ1 are the weights from the input to the hidden layer, b j represents the weights from the hidden to the output and F : R ! R and G : R ! R are the activation functions of the output and hidden units, respectively (generally, the logistic function G(a) 1/(1 + exp(Àa))). As we can see from the above expression, G(x 0 c j ) corresponds to the well-known logit model of binary response. Hornik et al. (1989) have shown that an ANN with a single hidden layer with enough hidden logistic units and linear outputs can approximate arbitrarily well any measurable function.
The problem is, obviously, how to find the weights that index the functions involved in the above expression. This procedure is usually referred to as learning. The learning of the network can be understood as a trial and error procedure that allows us to find the parameters that minimize the errors of the net, that is, given the desired output (Y t ), and the actual output of the net (f ðx t ; W ÞÞ, the problem comes to minimize the error between the actual and desired output ðe t ¼ eðf ðx t ; W Þ; Y t ÞÞ along a training set of examples.
Formally, the process of learning consists of solving a nonlinear least squares problem, for which many methods can be applied. The most widely used method is that of backpropagation of errors (''Backpropagation''), based on the stochastic approximation algorithm of Robbins and Monro (1951) . 7 The main problem in the implementation of an ANN model is their flexibility which can lead to overtraining, which refers to the problem of obtaining structures with low errors along the training set but with high errors along the testing set. This problem generally applies to nonparametric models and is caused by an excessive number of parameters of the model in relation to the complexity of the problem and sample size. Also, low parameterized networks would be unable to capture the functional relationship between input and output. There are several ways to remedy this problem but in this paper we will adopt a simple solution by constraining learning to an arbitrary bound depending on the error of an equivalent linear model. 
Database and results

Our database consists of 49 MSCI (Morgan
where a is a constant named learning rate and rf ðx t ; W t Þ is the gradient of the output at time t,f ðx t ; W t Þ, with respect to the weights, W t . Since this database is well known to the financial researchers we do not provide a full description here. 9 The returns of the markets are calculated as first differences of log prices. The main statistics of the raw data are shown in Table 2 . As it is commonly found, we document evidence of leptokurtosis and asymmetry in the distribution of the returns, which allow the rejection of normality by means of the Jarque Bera test. We also find strong evidence of ARCH effects (the only exception is Jordan) by applying Engle's test of four lags.
To test whether linear structure is present in the data, we adopt a model selection perspective. We estimate autoregressive models with up to 10 lags and choose the model which minimizes the Akaike Information Criterion. Then, for the selected model, we check whether there is serial correlation in the data. If there is not serial correlation the model should not include any additional lagged terms. The results of this procedure are reflected in the first two lines (for each country) of Table 3 . Note that with the exception of Luxembourg, all the markets show some low-order autocorrelation.
Having found some evidence of linear structure we proceed to test for neglected nonlinearities. To do so, we filter each of the series by the models selected in the first step. Since, in some cases, the estimated model is unable to remove all the linear structure in the data (the Ljung Box test rejects the null of no autocorrelation at 10% for the first ten lags), we employ an alternative autoregressive model where the lag order is the minimum so that the Ljung Box test is unable to reject the null of no autocorrelation in the residuals. The results are shown, for each of the countries, in the following two lines. Note that for five emerging markets (India, Thailand, Brazil, Czech Republic and South Africa) and for three developed markets (Italy, Spain and Sweden), the chosen model is unable to remove all the linear structure, therefore, we employ the alternative model.
After filtering through the chosen model, we calculate the BDS statistic (Brock et al., 1996) for the residuals. Following the suggestions by Hsieh (1991) , the proximity parameter is set equal to the standard deviation of the series 10 while the embedding dimension, m, goes from 2 to 5. As we can see in Table 4 , in all the cases there is a clear rejection of the null, which can be interpreted as evidence in favor of neglected nonlinearity or nonstationarity of the series (the only exception is Israel for m 2). As the time span is relatively short we interpret this rejection as evidence in favor of nonlinearity (in mean or variance).
As a conclusion of this preliminary analysis, we can say that there exists statistical evidence in favor of linear and nonlinear structure in each of the daily and weekly series.
11 Obviously, one cannot conclude that this evidence should be exploitable to forecast future returns. For example, nonlinearity could be in variance motivating the rejection of the null by the BDS test. If this were the case, nonlinear in mean models could be useless. This motivates the forecasting experiments in the next sections.
Linear forecasts
To compare the linear univariate predictability of the markets for daily observations, we use the following procedure. For each one of the markets and at any moment of time we consider the last 250 observations, and then we estimate autoregressive linear models (1) with a maximum length lag of ten and select the model which minimizes the Akaike Information Criterion (AIC). This model is used to forecast the next observation and the difference against the observed return is computed. After doing this we roll the window one day ahead, keeping the size of the window constant, and then proceed as before until the end of the sample is reached. For the bivariate models (2) we also considered, respectively, lagged returns from the United States, Japan, Germany, and the United Kingdom. 12 9 It is important to note that every index represents at least 60% of the capitalization of the whole national stock market. In addition, we must also note the convenience of employing MSCI database in studies where there exist comparisons between emerging and developed stock markets, since in the MSCI database both emerging and developed indexes are computed according to the same criterions. 10 The BDS statistic was also computed for a proximity parameter between 0.5 and 2 times the standard deviation of the series but the results were the same as those reported here. 11 Although we have not shown the BDS results for weekly data, they are very similar. 12 We recognize, however, that other available variables could influence the evolution of future returns in this time frequency, for example short or long term interest rates and exchange rates, but to keep the study reasonably compact, we will not consider them here, leaving their study for future research. In some sense, this piece of work can be interpreted as an evaluation of market efficiency in its weakest form. After obtaining 250 forecasts, for each of the specifications, we compute the two-tailed Diebold Mariano (DM) statistic (Diebold and Mariano, 1995) in order to test the difference in performance against a random walk with a drift and finally, we take the means along all the rolling windows. Since this statistic has a standardized normal asymptotic distribution, a negative number smaller than À1.96 indicates better performance of the model against the random walk while a positive number bigger than 1.96 means the opposite. Implemented in this way, our procedure can be interpreted as evidence in favor or against a model that it is used by an investor who observed what happened last year, built his model using this information and evaluated it during one whole year. To check the robustness of the results we repeat the whole procedure, but employing another two different information sets that consist on rolling windows of 100 and 500
observations. An identical procedure is employed using weekly data but using, in this case, 50, 100 and 150 observations. The results are summarized in Table 5 .
In the case of daily data, we can observe that univariate models are unable to beat the random walk in all cases. This is also the case when we consider The table shows, for each of the countries, the model which minimizes the Akaike Information Criterion (AIC), as well as the final model chosen to filter the series. In the first lag line we show the number of lags of the model which minimizes the AIC, in the next line, p value, we show the significant level of the Ljung Box (L B) statistic computed on the residuals of the model (10 lags). If the null of no autocorrelation is rejected at the 10% level, the values appear boldface. In this case, we employ an alternative autoregressive model where the lag order is the minimum so that the L B test is unable to reject the null of no autocorrelation in the residuals. The lag length of this model as well as the p value of the L B tests appear in the following lines (alternative and p value). 454 443 bivariate models, with the exception of the models which include lagged returns from the USA market. When the USA market is considered, we are able to beat the random walk for Germany in all the specifications and also for Poland and Finland (two specifications) and the Philippines, Ireland and the United Kingdom (last specification). Note that most of the countries for which there is evidence in favor of predictability, are developed countries. In the case of weekly data we are also unable to beat the random walk for all the countries and specifications. Generally, the values of the DM statistic for weekly data were higher than the ones for daily data (as it can be concluded from the maximum, minimum and mean values shown in the table) which essentially means that the linear models employed at a higher frequency seem to be more useful. It must be noted that for daily data, the DM values are lower for bivariate models which include information from the USA market, but overall, we found that this effect is more important for developed markets. This finding agrees with the results published by Ang and Bekaert (2001) . These authors point found that the US instruments are strong predictors of foreign equity returns in developed countries.
13 Moreover, our findings reinforces the empirical evidence found by some previous studies (e.g. Harvey, 1995 or Rouwenhorst, 1999 on the fact that global risk factors are unable to explain the returns of the emerging markets and local factors are much more relevant. 14 Summarizing, we can conclude the following. Firstly, emerging and developed markets are generally unforecastable but developed markets seem to be easier. Secondly, linear models have little value if they do not include lagged information from the USA market. Thirdly, and unexpectedly, predictability increases with frequency, even though noise at a daily frequency is plausibly more important. The table shows, for each one of the countries, the BDS statistic for testing the null that the residuals of linear models are iid (identical independently distributed). Under the null hypothesis the statistic, which is computed for a proximity parameter equal to the standard deviation of each of the series and embedding dimensions from 2 to 5, is distributed as a N(0, 1). Bold numbers indicate a failure to reject the null at the 10% level.
13 Note, however, that these authors employ completely different approaches. 14 Indeed, for the period studied in this paper, emerging markets display a low correlation with developed markets (the correlation between developed markets is approximately 0.28 while between emerging and developed stock markets it is much lower, around 0.15). 15 Another possible explanation for this fact is that for weekly specifications the power of the test could be significantly lower due to the reduction of the sample size. 
Nonlinear forecasts
In this case, we employ ANNs to forecast next day or next week return. To reduce the computational burden we only consider five lags for the univariate models and three lags for each one of the regressors in the bivariate models. To make the results of this section comparable, we consider the same information sets as before (rolling windows of size 100, 250 and 500 for daily data; and lagged returns of the country in the univariate case and lagged returns of USA, Japan, UK and Germany in the bivariate case). The number of hidden units is 4 for rolling windows of size 100 and 250 and 8 for the other case. For weekly data the number of hidden units is 4 for windows of size 50 and 100 and 5 for windows of size 150.
The learning phase is implemented as follows 16 : for each one of the countries we generate 5000 initial ANN configurations and choose the one that has the minimum sum of squared residuals along the training set. Then, we train this net along In the table we show the maximum, minimum and mean values of the DM statistic for testing the null of equal accuracy against a drifted random walk for daily and weekly data and several window's sizes. In the line countries we show the developed (d) and emerging (e) markets for which the DM test rejects the null, that is, markets for which evidence of predictability is found. 16 We found that this approach allows us to obtain error rates along the training set between 85% and 95% of the error rate of the linear model, which are acceptable in the sense that they are low enough to be sure that the net has effectively learnt the training patterns but sufficiently high to prevent overtraining. (2007) 436 454 445 10.000 epochs 17 and compute the ratio of the sum of squared residuals (ssr) of the net against the ssr of a linear model (which is estimated with the same information set). If the net is, at least, 2% better than the linear model we accept this configuration and begin the learning phase, otherwise we repeat the procedure. After having found an acceptable initial configuration, we begin a dynamic process of estimation and prediction in the same manner as with the linear models: at each time step one observation is added and the first one in the training set is deleted. We then retrain the net for 100 epochs so that the information contained in this observation is ''assimilated'' by the net and finally, we compute the next day forecast. This procedure continues until the end of the sample is reached.
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Since we are using nonparametric estimators in this experiment, the DM test cannot be directly applied because the distribution of the statistic is, in this case, unknown. Instead, we compute the ssr along the last 250 observations and compare it with the ssr of a random walk without drift. Assuming equal forecasting accuracy of the random walk, this ratio should be equal to one. A ratio smaller than one gives evidence in favor of predictability, while a ratio higher than one means that the random walk model dominates.
It could be argued that directional forecasts are indeed more relevant than mean squared error forecasts, since the decisions are usually taken based on the forecasted direction of the market, for this reason, to evaluate the performance of our predictions in a different way, we compute the proportion of correct forecasted directions; under the null of no predictability, this proportion should be equal to 0.5 (similar analysis is realized by Harvey et al., 2000) . Finally, we employ a third measure which compares the performance of the models against a naive model which predicts that the next day direction of the market will be the same as the last one observed (which is essentially the model that a short memory agent with extrapolative expectations would use). To do this we compute the ratio of the mean proportion of directions correctly predicted by the linear and ANN models against the proportion obtained by using a naive model. Again, a number higher than one would denote better behavior than the naive model. The results for each of these measures are shown in Tables 6 8. Note that we also include the results obtained with the linear model which will allow us to compare the possible effects of neglected nonlinearity on the forecasts, as well as allowing us to compare the results obtained with this ratio with the ones of the DM statistic.
In terms of the ssr (Table 6) , we are generally able to beat the random walk when we employ bivariate linear models which include information from the USA. Note also that the forecasts of nonlinear models are generally worse than the linear ones and that, when the market can be forecasted, the improvement in predictability is surprisingly greater for developed markets. When we employ weekly observations, the improvements over the random walk disappear: in none of the cases we are able to obtain useful forecasts. For the second performance measure (Table 7) , we find that for almost all the specifications it is possible to beat the random walk. We do not find either substantial difference between daily and weekly data or between linear and nonlinear models. Finally, for the third measure (Table 8) , we also find a substantial number of specifications for which it is possible to beat the random walk. Again this is especially true for developed markets. It is also apparent that it is more difficult for developed markets to be forecasted at a higher frequency and also that nonlinear models are slightly worse than the linear ones. Finally, note that for weekly data the improvement obtained by using information from the USA market becomes less relevant.
Overall we arrive to similar conclusions as the ones obtained before: firstly, incorporating past information from the USA market into the models is essential for forecasting purposes for higher frequency data. Secondly, nonlinear models are slightly worse than the linear ones. Thirdly, when we compare the predictability of the developing and developed stock markets, we find that developed markets are relatively more forecastable than the emerging ones when world information is used. These results are interesting and again suggest that local information is much more important in emerging markets.
Profitability comparison when transaction costs are introduced
As we can see from a close inspection of Table 1 , the studies on predictability in stock markets generally have not taken into account the effect of Mean ratio of the ssr (sum of squared residuals) of the linear and neural network models against a random walk (no drift). Bold numbers indicates that the corresponding model outperforms the random walk model and it happens when the mean ssr ratio is smaller than one. Underlined bold values denote that the net obtained a lower ssr ratio than both a linear model and the random walk. Table 7 Proportion of correct directions using linear and neural network models Proportion of correct forecasted directions of the linear and neural network models. A number higher than 0.5 indicates that the corresponding model outperforms the random walk model and it is marked by boldface numbers. transaction costs even though some researchers (e.g. Bekaert et al., 1997; Harvey et al., 2000; Domowitz et al., 2001 or Chang et al., 2004 have correctly indicated that the magnitude of costs in many of the markets would make trading unprofitable. In this section, we introduce the total costs of trading for each of the markets in the investments strategies by explicitly including the costs of execution.
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Following Domowitz et al. (2001) we consider both explicit and implicit trading cost. The explicit costs are the direct costs of trading, such as broker commission costs, taxes, etc. The implicit costs represent indirect trading costs, being the most important the price impact of the trade (which can be important in some emerging markets where some illiquid stocks could be traded).
In this set of experiments, we proceed similarly as before: we build ANN models and employ them to forecast the next return. We then shift the window and repeat the experiment until the end of the sample is reached. The innovation is that now we will optimize (train) the nets using a measure of profit instead of the standard mean squared error overcoming, as we mentioned, a common error in other empirical studies (e.g. Harvey et al., 2000 or Jasic and Wood, 2004) .
We can summarize our procedure as follows: let us consider observations r 1 , r 2 , . . . , r train as the training set of the net, and let f 1 , f 2 , . . ., f train be the insample forecasts obtained with the net. As we have mentioned, in the preceding section we employed the mean squared error P i ðr i À f i Þ 2 as the loss function to be minimized in the training phase. Let us now assume that forecasts f 1 , f 2 , . . . , f train produce a trading position whenever the expected return in absolute terms is bigger than the roundtrip cost, which would compensate at least the cost of trading (we do not consider opportunity costs) and let rf 1 , rf 2 , . . . , rf 250 be the realized returns of the trading positions, that is, the actual return, when the position is taken, minus the roundtrip costs. We consider explicit and implicit trading costs, again, a common mistake in earlier studies is to take into account only the explicit ones. However, in many stock markets (especially emerging ones) the implicit cost are even higher, so not considering the whole trading costs could mean obtaining erroneous conclusions. A clear candidate of loss function is the geometric product of realized returns, Q i ð1 þ rf i Þ. Note that, since we assume that short selling is permitted, rf i can be positive (the directional forecast of the net is correct, therefore the return of the trade would be the one experienced by the market, r i , in absolute terms), negative (the directional forecast of the net is wrong and the return of the trade would be minus the one of the market, r i , in absolute terms) or zero (no trade occurs).
Obviously, the objective of the training phase is now to maximize the geometric return along the training set. Unfortunately, though justified, the modification of the loss function extremely complicates the practical implementation of the training process making it impossible to employ standard optimization algorithms (such as the backpropagation algorithm mentioned before) and forcing us to implement a heuristic optimization algorithm known as the Genetic Algorithm, GA to maximize the geometric return. A detailed description of GAs is beyond the scope of the paper and we refer to the excellent introduction of Vose (1999) to the interested reader.
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To avoid problems associated with overtraining, we proceed as follows. For each rolling window we train the net with the GA so as to maximize the geometric return. For each iteration of the algorithm we also compute the geometric return of the net for another out-of-sample validation set and, after learning has finished, we choose the net which has the highest geometric return along this validation set. Finally, this ''optimal'' net is used to forecast another different test set and the window is displaced one period in the future. 20 This procedure tries to mimic the position of a trader which has several forecasting alternatives which he has optimized using past data. Since he is interested in future and not past performance, he would compare these 18 Given that Domowitz et al., 2001 does not provide these costs for all the stock markets considered here, we have to restrict our subsequent analyses to the markets where they are available Another possibility previously considered was to estimate these costs by taking the mean total cost of the markets of the same geographical area. Since these authors document a high variabil ity among the execution costs in countries belonging to the same region, we have discarded this possibility. 19 The description of the method employed is relatively cum bersome so that we do not provide the technical details which can be obtained from the authors. 20 Another final comment must be made, since both the nets as well as GAs depend on several parameters chosen by the experimenter, data snooping problems are quite plausible. To avoid it we employ exactly the same set of parameters along all the experiments. alternatives using out-of-sample data, choose the best model and then employ it in a real situation. For daily data, the sizes of the training, validation and testing windows are 250, 60 and 60, respectively (approximately one year for building the model, one quarter to evaluate it and another quarter of real trading). For weekly data they are 100, 25 and 25, respectively (two years for building the model, one semester to evaluate it and another semester of real trading).
21
In Table 9 we show the results (in annualized terms) from the strategy explained above, to the extent that these average returns were higher than zero (or even, higher than the buy-and-hold strategy), one could affirm that some predictability exists in these stock markets. As we can see, all the results are negative, so we can conclude that from an economic perspective (and taking into account the transaction cost from each stock market), neither emerging stock markets nor developed ones are predictable.
Note, however, that there are some differences between daily and weekly data. We find that daily data is significantly more predictable than weekly data, in accordance with the results found in some other sections of this paper. As it is shown in Table  9 annualized losses from a linear model and daily frequency are, approximately, 50% and 25% lower for emerging and developed stock markets, respectively, than from a weekly frequency. In the case of ANN, the annualized losses from a daily frequency are 35% and 20% (for emerging and developed stock markets, respectively) lower than in weekly data. Therefore, we can conclude that even though returns seem to be unpredictable, they are even more difficult to forecast with data of a smaller frequency.
We can also observe how the ANNs do not have a clearly better behavior than linear models. The nonlinear models seem to outperform the linear ones only for emerging stock markets. Taking into account the conclusions from the last sections about the worse forecast capability of ANNs, we can conclude that arguing in favor of a superior behavior of these models when forecasting stock returns must be taken with caution.
In Table 10 we provide the results obtained along the horizon employed to build the model (under the column mean training), to validate it (mean validation) and of real trading (mean test), for weekly data. 22 We can observe how, for weekly data, 23 only two developed stock markets (Ireland and Sweden in which the net provides an annual profit equal to 0.9% and 4%, respectively) and two emerging ones (Czech Republic and Colombia) seem to be predictable. We must highlight the high annual profit (21.5%) obtained by the net in the case of Colombia but also the losses obtained in the case of some other emerging markets as Indonesia, Malaysia, and Greece, where the annual losses are higher than 30%. Again, these results let us to conclude that employing sophisticated models do not provide a clear advantage.
Although, in previous sections we have found that, in general, when lagged information from In this table we show the predictability of developed and emerging markets in economic terms (mean annualized returns) for daily and weekly horizons. The last row shows the difference, in terms of returns, between emerging and developed stock markets, so a positive number means more predictability in emerging markets, and vice versa. The third column, in each horizon, shows the difference in predictability between linear and neural network models, so a positive number indicates a better behavior of linear models against neural network. Linear and Neural network models. 21 The experiments of this section are extremely computationally intensive, and forced us to restrict the number of configurations.
22 Results for daily data are very similar. We do not present them to save space, but they are available upon request. 23 For the daily case, the achieved return from all developed stock market is negative, and only it is positive for seven emerging stock markets (Indonesia, Korea, Philippines, Thai land, Chile, Peru, and Czech Republic). USA is incorporated, both emerging and specially developed stock markets are more predictable, if equity transaction costs are considered predictability disappears. For example, Harvey et al. (2000) conclude that ANNs are a very useful tool to forecast emerging stock markets and they suggest that it would be possible to achieve an extra-profit over a buy-and-hold strategy. Specifically, in their study, they highlight the case of the Korean stock market and using weekly data from June 1997 to March 1999, they obtain 79% of earnings. According to our results (Table 10 ) when transaction cost are introduced we can conclude that there is not any extra-profit from investing in Korea, a result that can be attributable to the fact that Korea is one of the countries with the highest one-way transaction cost. 24 As a conclusion, we can affirm that the consideration of transaction costs is indispensable to evaluate the eventual predictability of both developed and emerging stock markets.
Conclusions
In this paper, we have analyzed the daily and weekly forecastability of stock returns of a large number of markets and several years. We employed different information sets as well as model specifications; we also considered linear and nonlinear forecasts to assess the validity of our results. Our results suggest that nonlinear models do not provide superior predictions than the linear ones and that emerging and developed stock markets are generally nonpredictable when total transaction cost are considered. Moreover, our study was carried out from two different perspectives: Firstly, from a statistical point of view, and secondly, from an economic perspective by taking into account trading costs.
From a statistical point of view we found some gains in predictability when one incorporates in the model the information produced by the USA market. We also found that the inclusion of information of other leading markets (Germany, Japan and the United Kingdom) do not allow us to obtain more accurate forecasts than univariate models. In addition, we found that developed markets seem to be slightly more predictable than the emerging ones. This may be explained by the fact that local information seems to be much more relevant for emerging markets than for developed markets, as already pointed out in a different context some authors (e.g. Rouwenhorst, 1999) .
In economic terms, we showed that if total transaction costs are considered the results change completely: neither emerging stock markets nor developed ones show any degree of predictability. When compared with some other studies, our different results could be explained for two reasons: firstly, some papers have considered only explicit transaction costs, however, in many stock markets (especially emerging ones) the implicit costs are even higher, so not considering the whole trading cost could have lead to erroneous conclusions. Secondly, since we were interested in evaluating the economic significance of predictions, we employed a new loss function consistent with this objective. Since we optimized the nets using a measure of profit instead of the standard mean squared error, this change could modify the results obtained by the nonlinear models. As a conclusion, we can affirm that considering transaction costs is extremely relevant for predictability and, consequently, asset allocation decisions in both developed and emerging stock markets.
