Abstract-The zero-error capacity of state-dependent channels with noiseless feedback is determined, under the assumption that the transmitter and the receiver are allowed to use variablelength coding schemes. Various cases are analyzed, with the employed coding schemes having either bounded or unbounded codeword lengths and with state information revealed to the encoder and/or decoder in a strictly causal, causal, or noncausal manner. In each of these settings, necessary and sufficient conditions for positivity of the zero-error capacity are obtained and it is shown that, whenever the zero-error capacity is positive, it equals the conventional vanishing-error capacity. A comparison of the results with the recently solved fixed-length case is given.
I. INTRODUCTION
In contrast to the standard notion of capacity, which allows an asymptotically vanishing probability of error at the decoder, the output of a zero-error decoder must always be correct. At first glance, the requirement of zero-error decoding is quite stringent; however, it became evident after Burnashev's work on the error exponent of discrete memoryless channels (DMCs) [2] that, with variable-length encoding and noiseless feedback, error-free communication is not only possible over a large class of DMCs, but the zero-error capacity of such channels is equal to their vanishing-error capacity.
In this paper, we study the corresponding problem in a more general context of channels with states. We focus on variable-length coding schemes with access to noiseless feedback at the encoder, and derive the zero-error capacity under different models of state information availability. Analyzing fundamental limits of communication under variable-length coding is important in systems with feedback, and even more so in systems where side information about the channel is available as well. In fact, most communication schemes in such systems, e.g., the ARQ mechanism, are adaptive in nature and the length of transmission depends on the side information and the information obtained through the feedback link.
Communicating with zero error has been considered previously in many settings, starting with Shannon's work [9] on the zero-error capacity of DMCs with and without feedback, and under fixed-length encoding. We refer the reader to [5] for a review of this area. The work most closely related to ours is [1] , where the zero-error feedback capacity of state-dependent channels was determined, under the assumptions that fixedlength encoding is being used and that state information is available only at the encoder. Our work extends these results to the variable-length case, while also analyzing other models of state information availability. We also mention here the work [11] , where the authors characterized the zero-error feedback capacity (under fixed-length encoding) of channels with state information at both the encoder and the decoder, but in which the state process is not necessarily memoryless and is even allowed to depend on the channel inputs.
The main contributions of this work are threefold. First, we show how to relate the zero-error feedback capacity under variable-length coding ("zero-error VLF capacity") to the standard vanishing-error no-feedback capacity under fixedlength coding (Theorems 1 and 3). Second, we give necessary and sufficient conditions for the zero-error VLF capacity to be positive under different models of state information availability at the encoder and the decoder, including none, strictly causal (only past states are available), causal (past and current states available), and non-causal (all states including future states available). These results are summarized in Theorem 2. These theorems together completely characterize the zero-error VLF capacity of state-dependent channels. And third, we obtain analogous results for the zero-error feedback capacity under bounded-length coding (Theorems 4 and 5). We show that the conditions for positivity are in this case the same as for fixedlength coding schemes, although the final capacity expressions may be different.
The proofs that are omitted in this paper are stated in full in the extended version [6] .
A. The Channel Model, Definitions, and Notation
Let X , Y, S denote the set of channel input letters, the set of channel output letters, and the set of channel states, respectively, all of which are assumed finite. A state-dependent discrete memoryless channel (SD-DMC) is described by conditional probability distributions W (y|x, s), x ∈ X , y ∈ Y, s ∈ S, where the states are drawn i.i.d. across all channel uses according to a distribution Q(·) on S. To avoid discussing trivial cases, we assume throughout the paper that |X | ≥ 2, |Y| ≥ 2, |S| ≥ 1; that all states in S have positive probability:
and that every channel output is reachable from at least one input in at least one state:
We use the symbol M to denote the set of messages to be transmitted in a particular communication setting. The symbols M, X, Y, S denote random variables taking values in M, X , Y, S, respectively, and the lower case versions m, x, y, s denote their realizations, i.e., elements of M, X , Y, S. The random variable M representing the transmitted message is always assumed to be uniform over M. X n is a shorthand for a random vector (X 1 , . . . , X n ) and X ∞ for a random process (X 1 , X 2 , . . .).
We say that the encoder (resp. decoder) is given causal state information if, before the n'th channel use, it can see all the past channel states as well as the current-n'th-state, i.e., it is given the state sequence S n and can use it in the n'th time slot for the encoding (resp. decoding) operation. State information is said to be strictly causal if only past states (S n−1 ) are available at time instant n, and it is said to be non-causal if all the states (S ∞ ) are available at any time instant. We consider the following cases of state information availability:
where the first (resp. second) coordinate of si ∈ SI denotes state information available at the encoder (resp. decoder) and -/sc/c/nc stand for none/strictly-causal/causal/non-causal. The "missing" cases are discussed in Remark 1 to follow.
Definition 1.
Consider an SD-DMC with causal state information at both the encoder and the decoder. An ( , |M|, ) variable-length feedback (VLF) code for the message set M, where is a positive real and 0 ≤ ≤ 1, is defined by: Definitions for the other cases of state information availability si ∈ SI are the same except S n in 1)-3) is replaced by
The rate of an ( , |M|, ) code is defined as 1 log 2 |M|. The vanishing-error capacity of a given channel is defined in the usual way as the supremum of the code rates that are asymptotically achievable (as → ∞) with arbitrarily small error probability. The zero-error capacity of a given channel is the supremum of the rates of all zero-error codes for that channel [9] . Capacity is always denoted by C, with subscripts and superscripts indicating the channel and the coding schemes with respect to which it is defined as follows:
• The first subscript is either "0" or "↓" and serves to distinguish between the zero-error and the vanishing-error case; • The second subscript is either "f" or "-" depending on whether or not the feedback link is present; • The third subscript is VL, BL, or FL, indicating that the capacity in question is defined with respect to variablelength, bounded-length, or fixed-length codes; • Superscripts from the set SI (see (3) ) are used to denote state information availability at the encoder and the decoder.
For example, C nc,-
is the vanishing-error capacity under variable-length feedback codes, where the encoder is given state information in a non-causal manner and the decoder is given no state information; C c,c 0,-,BL is the zero-error capacity under bounded-length coding without feedback, and with state information revealed both to the encoder and to the decoder in a causal manner; etc.
Remark 1.
To conclude this section we explain briefly why, of the sixteen possible cases in {-, sc, c, nc} 2 , only the cases in SI in (3) are being considered.
First, leaving out the four cases with strictly causal state information at the decoder ({-, sc, c, nc} × {sc}) is not a loss in generality. This is because strictly causal state information at the decoder can be "made causal" by simply delaying the decoding process by one time slot. Hence, from the viewpoint of capacity issues, ( * , sc) is equivalent to ( * , c) for any * ∈ {-, sc, c, nc}. Second, of the four possible cases where the decoder has non-causal state information ({-, sc, c, nc} × {nc}) we only consider one-(nc, nc). This is also not a loss in generality because knowing future states can be helpful to the decoder only if the encoder also knows future states and is using them in the encoding operation. Otherwise, these states are independent of the channel inputs and no information can be extracted from them. Hence, for our purposes, ( * , nc) is equivalent to ( * , c) for any * ∈ {-, sc, c}.
Finally, note that (-, c) has not been included in SI either. This case is quite subtle and is discussed in some detail in [6, Sec. V]. The main issue here is that it is not clear how to define the code length, i.e., the stopping time τ (see Definition 1). Namely, the decoder making a decision at time instant τ does not necessarily mean that the transmission is over from the encoder's perspective. This is because the decoder's decision is based on the channel outputs and the channel states that it sees, and hence the encoder, not knowing the states, may actually never realize that the decoding is completed and may continue transmitting. Despite this difficulty, we give in [6, Sec. V] sufficient conditions for the zero-error capacity C -,c 0,f,VL to be positive, necessary and sufficient conditions for C -,c 0,f,BL to be positive, and the values of these quantities whenever they are positive.
II. VANISHING-ERROR CAPACITY
As already mentioned, one of the results of this paper is the statement that the zero-error VLF capacity of an SD-DMC, whenever positive, equals the vanishing-error capacity of the same channel. For this reason, we first study the vanishingerror capacity and note that this fundamental limit remains unchanged even if the transmitter and the receiver are allowed to use variable-length feedback-dependent coding schemes.
Consequently, we shall denote the vanishing-error capacity simply by C si ↓ in the rest of the paper. In fact, we prove in [6] a slightly stronger statement that the -error capacity of an SD-DMC under VLF coding is upper-bounded by
The proof is given for the case si = (nc, -) (the Gel'fand-Pinsker channel) and combines the approach from [8] for DMCs with feedback, the derivation of the capacity of the Gel'fand-Pinsker channel without feedback [3, Sec. 7.6] , and a certain inequality that we derive and that is needed as a replacement for the so-called Csiszár sum identity.
By Theorem 1 and the known expressions for the capacity C
C c,-
C c,c
where U denotes an auxiliary random variable with alphabet U of cardinality |U| ≤ |X ||S|.
III. ZERO-ERROR CAPACITY: VARIABLE-LENGTH CODES
For a DMC W (·|·), a necessary and sufficient condition for
This can be concluded from Burnashev's characterization of the error exponent of DMCs under VLF coding schemes [2] the corresponding error exponent is infinite if and only if (9) holds. When W (y|x) = 0, y is said to be a disprover 1 for x. Whenever such a disprover exists, one bit of information can be transmitted error free in a finite expected number of channel uses as follows. In the first two channel uses the transmitter sends x, x for 0 and x , x for 1, where x is any other input letter with W (y|x ) > 0 (such an input letter necessarily exists by our assumption (2)). Due to the fact that W (y|x) = 0, if the letters obtained at the output are ¬y, y, where ¬y denotes an arbitrary letter from Y \ {y}, the receiver concludes that 0 must have been transmitted; similarly, if the letters obtained at the output are y, ¬y, then 1 must have been transmitted; finally, if the letters obtained at the output are ¬y, ¬y, the procedure is repeated (the transmitter sees the output letters through feedback and knows whether or not it should repeat the transmission). Clearly, in a finite expected number of steps the receiver will recover the bit.
In the following statement we identify generalizations of the above notion of disprover for state-dependent channels. 
(f) C (10) is not satisfied, meaning that for every input-output pair (x, y) ∈ X × Y there exists a state s x,y where W (y|x, s x,y ) > 0. Then every output sequence y 1 · · · y n can be produced by every input sequence x 1 · · · x n with positive probability (if the state sequence happens to be s x1,y1 · · · s xn,yn ). This means that the decoder cannot decide with certainty at any point in time what the transmitted message was. Therefore, zero-error communication in a finite average number of channel uses is impossible.
(c) Now consider the case si = (c, -). We first prove sufficiency of (11) using a procedure analogous to the one for DMCs outlined in the paragraph following (9) . Let y be an output letter claimed to exist in (11). For every s ∈ S choose an input letter x s such that W (y|x s , s) = 0. Also, for every s ∈ S define x s to be some input letter with W (y|x s , s) > 0, if it exists; otherwise, pick x s to be any letter different from x s (note that a letter x with W (y|x , s) > 0 exists for at least one state s; see (2)). If the states realized in the first two 2018 IEEE International Symposium on Information Theory (ISIT) time slots are s 1 , s 2 , the transmitter sends x s1 , x s2 for 0 and x s1 , x s2 for 1 (the transmitter knows the channel state before it sends a letter). Since W (y|x s , s) = 0, if the letters obtained at the output are ¬y, y, the receiver concludes that 0 must have been transmitted; if the letters obtained at the output are y, ¬y, then 1 must have been transmitted; if the letters obtained at the output are ¬y, ¬y, the procedure is repeated in the next two slots, and so on. In this way the receiver will recover the transmitted bit in a finite expected number of channel uses k, implying that C c,-
To prove the converse, suppose that (11) does not hold, i.e., for every output letter y there exists a state s y such that W (y|x, s y ) > 0 for all input letters x. Then for any output sequence y 1 · · · y n the state sequence s y1 · · · s yn produces y 1 · · · y n with positive probability on any input x 1 · · · x n . This means that the decoder cannot be certain, at any time instant n, what was the transmitted message, and hence zero-error communication in a finite average number of channel uses is impossible.
(d) The above proof for the (c, -) case goes through for the (nc, -) case as well.
(e) Let si = (sc, c). Suppose that (12) holds and let x, x , y, s be input letters, an output letter, and a state satisfying W (y|x, s) = 0, W (y|x , s) > 0. Let also * ∈ X an arbitrary input letter. In the first two channel uses the transmitter sends x, x , * for 0 and x , x, * for 1. (The third letter is irrelevant and will be ignored by the receiver. It is sent only because state information is delivered to the transmitter with a one-slot delay, so in order for it to learn the states in the first two slots, a dummy letter is transmitted in the third slot.) Now, if the letters obtained at the output are ¬y, y and the channel states in these two slots are s, s, the receiver concludes that 0 must have been transmitted (the receiver can see the states); if the letters obtained at the output are y, ¬y and the channel states in these two slots are s, s, then 1 must have been transmitted; if none of the above two situations occurred, the procedure is repeated. In a finite expected number of channel uses one of the above two situations will happen and the receiver will recover the transmitted bit, implying that C sc,c 0,f,VL > 0. For the converse, notice that if (12) is not satisfied, then in every state an arbitrary output y is reachable from either all inputs, or from none of them. Clearly, any such state is useless for zero-error communication.
(f)-(h) The proof of (e) goes through in these cases as well. Notice that the proof of achievability can in fact be slightly simplified when state information is delivered to the transmitter in a causal or non-causal manner.
Remark 2 (Shannon strategy). The usual way of proving achievability results for channels with causal state information at the encoder, si = (c, -), is via the so-called Shannon strategy [10] , [3] . In this approach, one considers the set U := X S of all functions from S to X and a related DMC with input alphabet U and output alphabet Y defined by W (y|u) := s∈S Q(s)W (y|u(s), s). A code is then defined over the alphabet U and the communication over the original SD-DMC W (·|·, ·) proceeds as follows: if the channel state in the current-n'th-time slot is s, and the n'th symbol of the codeword is u, then the transmitter sends x = u(s). It was shown by Shannon that this strategy achieves the capacity of SD-DMCs with causal state information at the encoder [10] . The strategy also achieves the zero-error capacity under fixedlength coding [1] . Thus, in these settings, an SD-DMC W (with si = (c, -)) is essentially equivalent to a stateless DMC W .
We wish to point out here that optimality of the Shannon strategy continues to hold in the zero-error VLF setting as well. To see this, recall that a necessary and sufficient condition for positivity of the zero-error VLF capacity of the DMC W is the existence of an input u ∈ U and an output y ∈ Y such that W (y|u) = 0 (see (9) ). This condition is equivalent to (11) because:
where (13) follows from the definition of W , and (14) holds because u is a function from S to X . Notice that the condition in (14) is precisely (11) .
Remark 3. Note that the condition (11) for positivity of the zero-error VLF capacity is the same for causal and non-causal state information at the transmitter. This is not the case in the fixed-length and bounded-length settings; see [1] and Theorem 4 ahead. Likewise, the condition (12) states that the zero-error VLF capacities for the (sc, c) and (c, c) cases are either both positive or both zero. This is not the case when fixed-length or bounded-length codes are being used; see Theorem 4.
We next characterize the value of the zero-error VLF capacity of SD-DMCs. The statement is that, whenever this quantity is positive, it equals the vanishing-error capacity of the same channel. The analogous result for DMCs is known and can be inferred from [2] (as already mentioned, the error exponent of a DMC under VLF coding is infinite at all rates below C ↓ if and only if (9) holds). However, there is a simpler and more direct way of proving this statement which can be extended to channels for which error exponents are not known. One such proof was given by Han and Sato for DMCs and bounded-length codes [4] , but virtually no changes are required to extend it to the setting we are interested in.
We conclude this section with an example that is meant to demonstrate the power of variable-length coding compared to fixed-length coding in channels with feedback-with fixedlength codes, information obtained by the transmitter through the feedback link is not fully utilized. Example 1. Consider the following binary-input-binaryoutput channel with two states. In state s 0 , we have the socalled Z-channel with W (0|0, s 0 ) = 1 and W (1|1, s 0 ) = 1−p, 0 < p < 1, and in state s 1 the noiseless channel, i.e., W (0|0, s 1 ) = W (1|1, s 1 ) = 1.
Zero-error communication with fixed-length feedback codes through this channel is not possible, even if both the transmitter and the receiver have non-causal state information. This is because the state sequence may happen to be s 0 · · · s 0 , in which case every two input sequences of length n are confusable, meaning that they can produce the same output sequence with positive probability. However, zero-error communication with VLF codes is possible even if neither the transmitter nor the receiver have any state information; see (10) (y = 1 is a disprover for x = 0 in both states). In fact, not only is it possible, but the zero-error VLF capacity is equal to the vanishing-error capacity of the corresponding channel, as Theorem 3 shows. Thus, one can have C 
IV. ZERO-ERROR CAPACITY: BOUNDED-LENGTH CODES
In the previous section we have demonstrated how variablelength encoding can significantly increase the zero-error feedback capacity of an SD-DMC. We now investigate the same problem in the situation where a fixed and deterministic upper bound is imposed on the codeword lengths, or equivalently on the stopping time of transmission. Variable-length codes in general have no such bound-even though their average length is finite, each message is mapped to possibly infinitely many codewords of different lengths, which means that the decoding delay can in general be arbitrarily large. It is therefore natural, especially from the practical point of view, to consider the case where the duration of transmission is upper-bounded and to investigate the corresponding fundamental limits.
Zero-error feedback capacity of DMCs under boundedlength coding was first studied by Han and Sato [4] . In particular, it was shown in [4] that the condition for positivity of C 0,f,BL is the same as in the fixed-length case (with or without feedback) [9] , namely:
∃x, x ∈ X ∀y ∈ Y W (y|x)W (y|x ) = 0.
In words, the zero-error feedback capacity of a DMC under bounded-length (or fixed-length) coding is positive if and only if there exist two non-confusable input letters.
In the following theorem we state the corresponding conditions for positivity of the zero-error feedback capacity of SDDMCs. As in the case of DMCs, the conditions for boundedlength coding are the same as those for fixed-length coding; however, the values of the zero-error capacities in the two settings are in general different (see Theorem 5 ahead). ∃x, x ∈ X ∀y ∈ Y, s ∈ S W (y|x, s)W (y|x , s) = 0.
(19) (f) C 
