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QUADCOPTER DRONE FORMATION CONTROL VIA
ONBOARD VISUAL PERCEPTION
JAMES KENNETH DUNN
ABSTRACT
Quadcopter drone formation control is an important capability for fields like area
surveillance, search and rescue, agriculture, and reconnaissance. Of particular interest
is formation control in environments where radio communications and/or GPS may
be either denied or not sufficiently accurate for the desired application.
To address this, we focus on vision as the sensing modality. We train an Hourglass
Convolutional Neural Network (CNN) to discriminate between quadcopter pixels and
non-quadcopter pixels in a live video feed and use it to guide a formation of quad-
copters. The CNN outputs “heatmaps” - pixel-by-pixel likelihood estimates of the
presence of a quadcopter. These heatmaps suffer from short-lived false detections.
To mitigate these, we apply a version of the Siamese networks technique on con-
secutive frames for clutter mitigation and to promote temporal smoothness in the
heatmaps. The heatmaps give an estimate of the range and bearing to the other
quadcopter(s), which we use to calculate flight control commands and maintain the
desired formation.
We implement the algorithm on a single-board computer (ODROID XU4) with a
standard webcam mounted to a quadcopter drone. Flight tests in a motion capture
volume demonstrate successful formation control with two quadcopters in a leader-
follower setup.
vi
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1Chapter 1
Introduction
1.1 Motivation
Quadcopter drones are ubiquitous in today’s market. They are used for everything
from flimmaking to search and rescue. They are effectively expendable thanks to their
low cost, and portable thanks to their small size. Unfortunately this also means they
have limited onboard processing capability and limited onboard sensing capability.
Visual cameras are low-size, low-weight, and low-cost sensors, which makes them
ideal for mounting onto quadcopter drones. Their video feeds contain a wealth of
information that can be used for object recognition and navigation, much like how
humans and other animals use sight. While video feeds are rich sources of informa-
tion, processing the video feed from a visual camera is processor-intensive and error
prone due to the volume of the datastream, short latency requirements of quadcopter
drone feedback control (≤ 100 milliseconds), and clutter-rich environments of interest.
Processing the video feed onboard the quadcopters themselves grants independence
from a ground base-station or a human operator, but presents a limitation on the
available processing power.
Quadcopter drone formation control is an important automated control capability
in area surveillance, pursuit/evasion, search and rescue, agriculture, reconnaissance,
and other fields. Surveillance and pursuit/evasion scenarios utilize multiple quad-
copters to guard choke points and maintain visibility over obstacle-filled environments.
Search and rescue missions benefit from using multiple coordinated quadcopters by
2increasing the search rate over an area. Similarly, agricultural applications benefit
from the increased coverage rate provided by quadcopters in formation. Reconnais-
sance missions, in addition to benefiting from the faster area coverage rate provided
by multiple quadcopters, often require simultaneous coverage from disparate view-
points. For example, a long-distance stereo-vision system might require two cameras
separated by many feet to achieve the desired depth resolution. Two small coordi-
nated quadcopters can do this much less expensively than a single large quadcopter
with cameras mounted on opposite sides of its body.
Most state-of-the-art approaches to robot formation control rely on either offboard
processing, GPS, or radio communication between the quadcopters. In many environ-
ments, radio and/or GPS may be denied or not sufficiently accurate for the desired
application. This is common indoors and in obstacle-rich environments whenever the
quadcopters need to be close enough to one another that the accuracy of GPS is not
sufficient to prevent the quadcopters from colliding with one another.
GPS and radio communication are also routinely unreliable in military scenarios
due to electronic interference or jamming. In unmapped or dynamic areas, reliance on
existing maps for absolute geolocation can be insufficient for relative localization of the
quadcopters, making onboard real-time perception of friendly quadcopters necessary.
Our proposed solution does not rely on any of these: we use only the video feed
from the quadcopters’ onboard cameras. A few recent studies do use visual perception
for formation control, but they rely on fiducial markers on the quadcopters to aid
in detection and localization. In this thesis, we use a trained hourglass CNN for
detection and localization, eliminating the need for fiducial markers. Using a CNN
instead of fiducial markers also enables “non-cooperative” formation control. For
example, trailing or chasing a rogue quadcopter, or intentionally colliding with a
quadcopter that poses a threat.
31.2 Statement of Work
1.2.1 Methods and Algorithms
In this thesis, we use the video feed from one quadcopter’s onboard visual camera to
locate another quadcopter and maintain a formation with it. We use the standard
“leader-follower” technique with two quadcopters. In a two-agent leader-follower for-
mation, one quadcopter is designated as the leader, and is free to move however it
chooses. In a typical application, the leader is controlled by a human operator or fol-
lows a scripted path. The other quadcopter is designated the follower. The follower’s
goal is to stay a predetermined distance away from the leader in a predetermined
direction. We assume the follower is at least as fast and agile as the leader.
We use a video camera mounted onto the follower as the means of detecting
and tracking the leader. The camera is calibrated; it has a flat focal plane with a
known field of view (FOV). The bearing to the leader is derived from its location in
the follower’s camera’s FOV. The range (distance) to the leader is calculated from
its apparent size. The bearing and range to the leader provide all of the necessary
information for the follower to move in a way that maintains the desired formation
with the leader.
There are three key algorithms required to maintain a formation in this way. The
first is a computer vision algorithm that the follower can use to classify the pixels in
its video frames as leader versus background. The second is a localization algorithm
that uses the pixel-wise quadcopter versus background calls to calculate and track the
real-world position of the leader. The third is a feedback controller that determines
the motion required to maintain the desired distance and direction from the leader.
These algorithms must be robust to real-world limitations and challenges. These
include finite camera resolution, imperfect application of commanded controls, vary-
ing visual backgrounds, changes in lighting, different viewing angles and sizes of the
4leader, limited onboard memory and processing power, and keeping latency low. Our
approach deals with all of these issues.
1.2.2 Available Hardware
We demonstrate the algorithms in Section 1.2.1 using a pair of functionally-identical
custom-built quadcopters in the Boston University Robotics Laboratory. The quad-
copters measure 50cm × 50cm × 15cm and have a mass of 1.1 kg. We chose these
quadcopters because of their availability and ease of customization and repair. Imple-
mentations on inexpensive commercial-off-the-shelf (COTS) quadcopter drones with
space to mount an SBC, such as the Erle-Robotics Erle-Copter, should be straight-
forward.
Quadcopter localization software development and neural network training is done
on the Boston University (BU) shared computing cluster (SCC) using the Tensorflow
library in Python (Abadi et al., 2016). We implement the quadcopter localization
algorithm on an ODROID XU4 single-board computer (SBC) connected to a standard
USB-webcam. The webcam is mounted to the front of the follower and an ODROID
is mounted onto both quadcopters.
All training data acquisition and algorithm testing is done in the Boston University
Robotics Laboratory. The laboratory features a self-contained flight testing arena
equipped with a multi-camera motion capture system for high-resolution experimental
analysis.
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Background
2.1 Methods Used
We employ a novel combination of the following existing methods to demonstrate
vision-based quadcopter formation control:
• Convolutional Neural Networks
• Visual Detection of Quadcopters
• Computer Vision on Quadcopter-Mounted Cameras
• Hourglass CNNs
• Siamese Networks
• Potential-Based Motion Control
• Leader-Follower Formation Control
• Formation Control Via Visual Perception
We discuss existing work for each of these in the following subsections.
2.2 Convolutional Neural Networks
Convolutional Neural Networks (CNN) were first introduced by LeCun et. al. (LeCun
et al., 1998). Their initial application for CNNs was handwritten character classifica-
tion. Since then, CNNs have become the go-to means of performing image and video
6classification tasks. CNNs have been applied to security video analysis, generation
of “deep fake” imagery and video, automatic caption generation, biometric identi-
fication and matching, medical image analysis, autonomous vehicle navigation, and
numerous other fields. CNNs are a key branch of the larger fields of Machine Learning
and Artificial Intelligence, which are responsible for a revolution in technology over
the past several years.
Standard classification CNNs are a way of fitting a well-structured model to a
large amount of data. They can be thought of as a huge multidimensional analog
of simply fitting classification boundaries. CNNs attempt to learn the important
distinguishing features in the images used to train them. The features they learn are
often non-intuitive to human eyes, particularly in the fully-connected layers. It is
often difficult to explain why a CNN learns the features that it does.
The key distinguishing feature of CNNs relative to other neural networks is their
use of convolution layers. Convolution layers take advantage of the shift-invariance
property of their object detectors to train as few network parameters as possible. As
an illustrative and mostly accurate example, take the task of classifying images of
fruit. When training a network to detect an apple in an image, a non-convolutional
neural network would have to train separate blocks of “apple-finding” network weights
for every region of the image. Conversely, a CNN trains far fewer blocks of apple-
finding weights and then convolves those blocks by the entire image. The reduced
number of weights makes the network more generalize-able to unseen images and
allows it to be trained with fewer images overall.
The diagram in Figure 2·1 shows a simple 4-layer classification CNN with two
convolution layers and two fully-connected layers. It illustrates how our example
fruit-classification CNN would decide between the “apple” and “orange” categories.
7Figure 2·1: Example 4-layer CNN for image classification
2.3 Visual Detection of Quadcopters
Detection of quadcopters in visual imagery has been studied in detail. Applications
tend towards detection and tracking of rogue quadcopters. For example, Hu et. al.
(Hu et al., 2017) utilize horizon-finding and consecutive frame differencing to ease
extraction of quadcopters from video data, but their approach does not utilize a neural
network and relies on the assumption that the quadcopters are above the horizon and
thus more easily detectable. In (Schumann et al., 2017), the authors implement a
region-proposal network followed by a CNN-based drone/not drone classifier that does
well at differentiating between drones and other confusers like birds. Our hourglass
approach provides a pixel-by-pixel segmentation, giving a much more precise measure
of apparent scale.
82.4 Computer Vision on Quadcopter-Mounted Cameras
Quadcopters offer an agile platform for mounting cameras. Researchers have used
quadcopter-mounted cameras for a variety of computer-vision tasks. The following
are some examples:
Budiharto et. al. (Budiharto et al., 2018) implement an object classification algo-
rithm using a CNN onboard a Parrot AR quadcopter drone, though their application
focuses on the broader topic of identifying objects from the quadcopter’s onboard
camera rather than using the localizations for flight control. Engel et. al. (Engel
et al., 2012) use the video stream from a quadcopter’s onboard camera to accurately
locate the quadcopter within its environment and enable accurate figure flying. In
(Li, 2018), Li uses temporal CNN’s with residual connections and Long Short Term
Recurrent Neural Networks to analyze human gestures for the purpose of controlling
a drone. In (Nguyen et al., 2019) the authors implement a semantic segmentation
hourglass CNN with NVIDIA Jetsons on a MAV that they use to detect a variety
of objects in real time, including other MAVs. They mention swarm control as an
application of their algorithm, but do not implement swarm control. Their NVIDIA
Jetson is also more powerful and physically larger than our ODROID XU4, and they
do not apply a Siamese loss component.
2.5 Hourglass CNNs
Hourglass CNNs, also known as U-networks, add upconvolution layers after conven-
tional convolution and pooling layers to generate full-resolution images as the network
output. Upconvolution layers learn blocks of weights that attempt to accurately up-
sample the data in the network to a finer resolution. Hourglass CNNs also employ
“skip connections”, which copy the output of earlier layers into the latter half of
the network to aid in resolution enhancement and prevent the vanishing gradients
9problem during backpropogation.
Hourglass CNNs are primarily used for image segmentation. They were first ap-
plied in the mid-1990’s by (Nakamura et al., 1996) for text-vs-image segmentation.
Since then, hourglass CNNs have been used in a variety of contexts, including cam-
era pose estimation (Melekhov et al., 2017), human joint and pose localization (Wei
et al., 2016) (Newell et al., 2016), and tumor segmentation in medical imaging (Ben-
son et al., 2019). Li et. al. (Li et al., 2018) have a particularly relevant application of
hourglass CNNs: they utilize a “Contextual Hourglass Network” to segment imagery
taken from aerial platforms, but they don’t use it for autonomous flight control.
2.6 Siamese Networks
The “Siamese networks” technique refers to running two identical copies of the same
neural network on different input data, then making some sort of comparison between
the outputs of the two networks. It was first developed by Bromley et. al. in 1994
(Bromley et al., 1994) for the purpose of handwritten signature matching.
Siamese networks are commonly used for binary match/no match decision making
between the two inputs, such as single-shot image recognition (Koch et al., 2015)
and comparison of image patches (Zagoruyko and Komodakis, 2015). Bertinetto et.
al. (Bertinetto et al., 2016) implement a particularly relevant Siamese network for
tracking an object through a video given just the localization of the object in the first
video frame. Other uses include calculating the similarity of sentences (Mueller and
Thyagarajan, 2016), and scene detection in broadcast videos (Baraldi et al., 2015).
We use the Siamese networks technique to compare the quadcopter likelihood
heatmaps from temporally adjacent video frames during training. Specifically, we
penalize the network for making the heatmaps from consecutive frames different
from one another. The result is that the network learns to make heatmaps that
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are smoother in time, which leads to less chattering and improved accuracy in the
estimated location of the leader and thus less chatter and improved accuracy in the
movement of the follower.
2.7 Potential-Based Motion Control
The simplest way to implement robot motion control is with potential-based methods.
Simply put, with potential-based methods, a robot avoids obstacles by being repulsed
away from them and moves towards its goal by being attracted towards it. At any
point in the configuration space, the robot can calculate the single-valued potential by
adding an attractive term based on distance from the goal and repulsive terms based
on distance to nearby obstacles. The gradient of this potential field then gives the
robot the (opposite of the) direction and speed it should move to avoid obstacles and
move towards the goal. Figure 2·2 shows an example map of a quadratic potential
gradient in a field of circular obstacles.
While mathematically and computationally simple, potential-based methods have
limited utility. Their primary drawback is their inability to avoid local minima of
the potential field. Local minima tend to occur around concave obstacles and close
groupings of obstacles. Unlucky robots that come near a local minimum will get
caught in it with no way out. More complex methods, such as graph-based A* and
Rapidly-Exploring Random Tree (RRT) variants, are robust to local minima of the
potential field, but lack the simplicity and thus computational efficiency of potential-
based methods.
In (Rimon and Koditschek, 1992), the authors use an artificial potential for ob-
stacle avoidance in a “generalized sphere world”. The authors of (Ge and Cui, 2002)
implement dynamic motion planning with potential fields as a means of moving ob-
stacle avoidance. The authors of (Leonard and Fiorelli, 2001) use potential-based
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Figure 2·2: Map of a 2D quadratic potential gradient vector field. The
green star is the goal position. The red circles are obstacles. Taken from
ME570 class homework.
methods in a more complex and relevant way - they design a dynamic potential field
generated by a moving beacon to guide a group of autonomous vehicles.
In this paper, we use a quadratic potential gradient to determine the appropriate
velocity commands for our follower to move towards its goal location behind the
measured location of the leader. The only obstacles we consider are the walls, floor,
and ceiling of the robotics lab testing arena, which form a contiguous boundary for
the configuration space.
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2.8 Leader-Follower Formation Control
Robotic formation control is a broad topic with many applications. For a summary
on the current state of formation control research in general, the reader is referred
to (Hou et al., 2017). For a summary of formation control techniques specific to
quadcopters, please refer to (Nathan et al., 2011).
This study applies leader-follower formation control to quadcopters. In leader-
follower formation control, a single robotic agent is designated as the “leader” and
can move about independently. The other robotic agent(s) must detect the lead agent
and move to maintain the designated formation with it. See Figure 2·3 for a diagram
of how basic leader-follower formation control with 4 agents works. We implement a
2-agent system with one leader and one follower in this thesis.
Leader/follower formation control is a standard method for all types of autonomous
robotic agents. Wu et. al. (Wu et al., 2017) run a computer simulation of multi-
ple quadrotor drones that utilizes a linear PID controller. The authors of (Mercado
et al., 2013) implement leader/follower formation control with a linear PD controller
on a quadcopter drone. They use a “virtual” leader that broadcasts its position to
the follower and achieve about 20 cm tracking error over their reported 1.6m diam-
eter circular flight. In (Edwards et al., 2004) the authors implement leader/follower
formation control with autonomous underwater vehicles (submarines). Each vehi-
cle knows the overall path ahead of time and the followers get location updates via
acoustic communication from the leader. They show their approach to work in 3
dimensions with an average tracking error of 21 feet over their approximately 5000
foot long racetrack path. The authors of (Yun et al., 2010) develop a leader/follower
technique for unmanned UAV helicopters with particular focus on collision avoidance.
Their technique uses wireless communication between the leader and follower agents
to keep them in formation. They achieve a tracking error of less than 4m in their
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35m diameter circular flight.
2.9 Formation Control Via Visual Perception
More recently, vision-based formation control of quadcopters has been a popular re-
search topic. The standard way of making visual localization of the quadcopters easier
is by attaching some sort of fiducial marker(s) to them. The authors of (Wenzel et al.,
2012) implement a leader-follower formation control on two quadcopter drones using
an onboard camera. They use bright colored infrared LEDs on the leader to enable
visual pose estimation and average about 25cm track error over a selection of paths
as large as a 17× 11 meter figure eight. Similarly, in (Walter et al., 2019) the authors
use ultraviolet markers on the quadcopters to aid localization. In (Tron et al., 2014),
the authors implement formation control with three quadcopter drones using onboard
cameras. To ease visual localization, each quadcopter has a large, uniquely-colored
fiducial disk mounted to it. The authors of (Vankadari et al., 2017) implement a
vision-based method of quadcopter detection to feed a leader-follower formation in
GPS-denied environments. They use Aruco fiducial markers to ease visual localiza-
tion and achieve approximately 50cm track error over a series of motions spanning
about 3m. The authors of (Saska, 2015) and (Saska et al., 2016) implement MAV
swarm stabilization in an outdoor environment without use of GPS or inter-MAV
communication, and also use fiducial markers on the quadcopters to aid localization.
They achieve about 16cm track error over a series of test flights. In (Krajn´ık et al.,
2014) the authors use concentric circle markers hanging under each UAV.
What sets this thesis apart from these studies is that we use an hourglass CNN for
quadcopter localization, whereas the prior approaches rely on fiducial(s) attached to
the quadcopters. This makes our approach easier to implement with arbitrary quad-
copters. This lack of reliance on fiducial markers also makes our approach extensible
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to scenarios where the leader is non-cooperative, such as seek-and-destroy or covert
reconnaissance missions.
Perhaps the most similar study to ours in the literature is (Schilling et al., 2019).
The authors train via simulation and implement with hardware a vision-based and
fiducial-free algorithm to guide a drone swarm. They run flight tests with two quad-
copters, focusing on collision avoidance and cohesion rather than rigid formation
control. The primary difference between their study and ours is their use of imitation
learning to go directly from camera images to velocity commands as the output of
the neural network. We use an Hourglass CNN’s output heatmaps to explicitly local-
ize the leader before applying velocity commands. Consequently, with our approach
the quadcopters can move in a prescribed rigid formation that is determined after
training, rather than just remaining close to one another while avoiding collisions as
is done in (Schilling et al., 2019). We also employ the Siamese loss term to mitigate
false alarm clusters, which is not attempted in (Schilling et al., 2019).
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Figure 2·3: Evolution of a basic 4-agent leader follower scenario where
the 3 following agents (yellow, blue, green) are tasked to maintain a
formation with the lead agent (red). (1) Following agents move to
desired formation positions w/r/t lead agent, marked by “x’s”. (2) Lead
agent moves independently. (3) Following agents move to maintain
formation with lead agent. (4) All 4 agents in the desired formation at
a new location.
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Chapter 3
Implementation
3.1 Quadcopter and Flight Arena
A team of graduate students at the Boston University Robotics Laboratory designed
and built a small number of custom quadcopters for use in laboratory experiments
a few years prior to this thesis. The author of this thesis managed repairs and
reassembly as necessary for flight testing. The assembly guide for these quadcopters
can be made available upon request.
The following subsections summarize the key aspects of the quadcopter and the
flight arena used for the experiments in this study. Figure 3·1 is a hardware diagram
showing all the main components of the quadcopter and the connections between
them.
3.1.1 Quadcopter Hardware
The quadcopters measure 50cm × 50cm × 15cm (including propellers) with a mass
of 1.1 kilograms. They are built from mostly commercial-off-the-shelf (COTS) parts,
plus some 3D printed custom frame components. These quadcopters are used for a
variety of experiments, many of which involve (unintentionally) crashing the quad-
copters. With this in mind, the quadcopters were designed to be modular and thus
easily and inexpensively repaired. The propellers are particularly fragile, but easy
and inexpensive to replace.
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Figure 3·1: Quadcopter hardware diagram
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Figure 3·2: The follower, nicknamed “Delorean”
Figure 3·3: The leader, nicknamed “Veyron”
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Flight Controller
The heart of the quadcopters is a 3DR Pixhawk Mini flight controller loaded with
the PX4 flight stack firmware. See Figure 3·4 for a photo of the Pixhawk mounted on
the quadcopters. The Pixhawk is mounted in the center of the quadcopter. It uses
its embedded gyroscope and accelerometers to inform the low-level flight controls.
Most importantly, the Pixhawk maintains stability via a feedback loop using the
gyroscope/accelerometers to adjust the speed of the four propeller motors.
The formation control software that we run on the ODROID XU4 sends velocity
commands to the Pixhawk. The Pixhawk in turn converts the velocity commands into
pulse-width-modulation (PWM) duty factors for each of the motors’ ESC’s (electronic
stability control units). The PWM signals provide linear control over the average volt-
age across each motor, and thus linear control over propeller speed.
Onboard Processor
Each quadcopter has an ODROID XU4 single board computer (SBC) mounted
on top of it. This acts as the brain of the quadcopter, processing the video feed from
the onboard camera and running the control software. The ODROID XU4, built by
hardkernel (https://www.hardkernel.com/), is essentially a small computer sans
any periphrials, much like the Raspberry Pi, Google Coral, and NVIDIA Jetson.
It has 3 USB ports, a 2.0 GHz quad-core CPU with cooling fan, an HDMI port,
an ethernet port, slots for a µSD card and an eMMC card, and GPIO pins (see
https://www.hardkernel.com/shop/ODROID-xu4-special-price/). It is capable
of running a number of Linux distributions. We run UbuntuMATE 16.04 to maintain
compatibility with ROS Kinetic (see Section 3.1.2), enabling seamless communication
with the Boston University Robotics Laboratory’s existing Optitrack setup.
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Figure 3·4: Photo of the 3DR Pixhawk Mini flight controller mounted
on the quadcopters
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Figure 3·5: Photo of the ODROID XU4 SBC that mounts to the
quadcopter.
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Onboard Camera
A standard USB color webcam is connected to the ODROID and mounted at the
front of the quadcopter, facing forward. It is mounted straight and level, such that the
Pixhawk’s “forward” vector aligns with the center pixel of the camera. The camera’s
aspect ratio is 4:3 and it is mounted horizontally, such that its longer dimension is
parallel to the ground during level flight. The field of view is 37◦ in azimuth by 28◦
in elevation as measured in the lab. No fisheye lensing or other image distortions are
present, so each image pixel has the same angular size as all the others.
The camera’s maximum framerate exceeds the rate that we capture at (30 Hz).
Shutter speed and aperture size are controlled automatically by the camera’s soft-
ware. Each frame from the camera is converted from the RGB color space to 8-bit
monochrome prior to processing by the quadcopter detection and localization soft-
ware. Each frame is also downsampled in resolution to 96×72 pixels. These both
simplify the detection and localization neural network and keep control latency low.
Networking
The ODROID on each quadcopter is connected to a local wireless network via a
standard USB WiFi dongle. There is nothing about the vision algorithm that requires
external communication; we use the WiFi for experimental convenience. The WiFi is
used only for starting scripts on the quadcopters via an ssh terminal, streaming log
data for offline analysis, and communication with the MAVROS system for localiza-
tion in the Optitrack frame as described in Section 3.1.3.
Battery and Power System
The quadcopter motors and electronics are all powered by a single 4-cell 14.8 V
2200mAh Lithium-ion Polymer (LiPO) battery. This battery provides ample current
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to run all four motors and the on-board electronics, providing about 10 minutes of
flight time on a full charge. The motors and electronics are separated by a voltage
regulator, which prevents the high and fast initial current draw of the motors from
causing a problematic voltage transient for the electronics. The current from the
battery flows through a power distribution board and an ESC that is controlled by
the Pixhawk.
3.1.2 Robot Operating System
Each quadcopter’s ODROID runs the Kinetic Kame version of the Robot Operating
System (ROS) (Quigley et al., 2009) under the UbuntuMATE 16.04 Linux distribu-
tion. ROS provides a standard framework for real-time message passing between all
of the independent executables and computing systems that run on modern robots.
We use it for communication between the ODROID and the Pixhawk, communication
with the Optitrack system (see Section 3.1.3), and for communication between the
various independent executables (nodes) that we run on the ODROID to control the
quadcopter (see Appendix C).
3.1.3 Optitrack and MAVROS
The Boston University Robotics Laboratory maintains an indoor robotic testing arena
that is outfitted with an Optitrack motion capture system. The system consists of
44 infrared cameras scattered around the perimeter of the arena near the ceiling
(see Figure 3·7). These cameras constantly monitor the positions of 1 cm diameter
infrared retro-reflective fiducial spheres attached to fixed positions on each rigid-body
robot in the arena (see Figure 3·8). The Optitrack software calculates the position
and orientation (pose) of all robots registered to it via triangulation among all the
cameras that can see the robots’ fiducial markers. The localization accuracy of the
system is approximately 1-2 cm, and we run it at 60Hz.
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Figure 3·6: The Boston University Robotics Laboratory testing arena
Figure 3·7: One of the Optitrack system’s motion capture IR cameras
25
Figure 3·8: One of the IR retroreflective fiducial spheres used by
Optitrack
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Figure 3·9: Display from the Optitrack motion capture system. The
positions and live views of the 44 cameras around the arena are shown.
The two quadcopters are in the center of the arena.
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The pose of each quadcopter from the Optitrack motion capture system has two
uses in our study. First, it is logged for high-resolution post-experiment analysis.
Second, it is used by the Pixhawk and ODROID to provide a stationary reference
frame for the quadcopter pose and for velocity commands. This “Optitrack” reference
frame is a Cartesian frame whose origin is near the center of the arena and whose
axes are parallel with the walls and floor of the arena.
Na¨ıvely, using the motion capture system to send the quadcopters their pose in
an external reference frame appears to violate our claim that the algorithms in this
study can run onboard the quadcopters themselves without any need for external
communications. However the motion capture system’s coordinates merely provide
a convenient frame for avoiding collisions with the arena walls and for easier offline
analysis; their existence is not necessary to the feedback controller.
In lieu of the Optitrack reference frame, the feedback controller’s desired velocity
vector could be (and is initially) calculated in the camera-centric reference frame.
The desired velocity vector could then be rotated into an earth-based frame like
North-East-Down (NED) using the Pixhawk’s internal compass and gyroscope mea-
surements, and finally fed back to the Pixhawk in that NED frame. Similarly, the
orientation of the quadcopter, which we hold constant in the Optitrack frame, could
be held constant with the same compass and gyroscope measurements in the NED
frame.
We use the MAVROS Python package (https://github.com/mavlink/mavros)
to manage communication between the Optitrack system, the Pixhawk, and the
ODROID. MAVROS is a standard package for this sort of communication. It runs
all of the necessary ROS topics (network communication) that allow us to log the
pose of the quadcopters and convert velocity control commands into the Optitrack
reference frame.
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3.2 Data Collection
3.2.1 Quadcopter Greenscreen Video
We formed the videos used for training our neural network by overlaying (injecting) a
video of a quadcopter on top of separately collected background videos. We collected
the quadcopter video using a greenscreen backdrop to ease generation of truth masks
and to allow training across diverse backgrounds with minimal hardware setup.
The quadcopter was held by hand in the training video rather than flown to cap-
ture more aggressive poses than can be safely collected in flight, and to make capturing
the video easier. We apply a green pixel detection algorithm and a skin-detection al-
gorithm outlined in (Vezhnevets et al., 2004) and (Kakumanu et al., 2007) to detect
the non-quadcopter pixels in the greenscreen video and remove them. Algorithm 1
defines how we find the appropriate pixels to mask out.
Algorithm 1 Mask out greenscreen and skin pixels
for all frame in greenscreen video do
hsvFrame← rgb2hsv(frame) {Convert from RGB to HSV}
hsvOffset← |hsvFrame− [41, 63, 138]| {offset from greenscreen’s color}
hsvScore← hsvOffset× [3.0, 0.51, 0.934] {weigh each channel}
score← mean(hsvScore,dim=2) {average over color channels}
greenScreen← score ≤ 30.0 {apply threshold}
B← frame[:, :, 0] {extract blue channel}
G← frame[:, :, 1] {extract green channel}
R← frame[:, :, 2] {extract red channel}
isBright← R > 95 and G > 40 and B > 20 {skin color minimums}
isRed← R > G and R > B {ensure red is strongest color}
isntGreen← |R−G| > 15 {can’t be green}
isntGray← (max(R,G,B)−min(R,G,B)) > 15 {can’t be gray}
skin← isBright and isRed and isntGreen and isntGray {combine}
mask← greenScreen or skin {mask greenscreen and skin}
end for
All pixels in each quadcopter frame labeled mask by Algorithm 1 are removed,
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leaving just the quadcopter pixels. We can then overlay just the quadcopter over
any background video we desire, and we know exactly which pixels are and are not
part of the quadcopter. We use this “truth mask” later when calculating the neural
network training loss. Figure 3·10 shows an example image of a quadcopter in front
of a greenscreen and a corresponding injection of that quadcopter over a background
image.
3.2.2 Training Imagery Generation
We generated a total of 210,688 video frames for training. These were formed by
taking 462 consecutive video frames of a quadcopter in front of a greenscreen with
varying view angles, injecting these over various background videos taken in the BU
Robotics Laboratory, and applying data augmentation as follows.
We recorded four different videos without quadcopters inside the BU Robotics
Laboratory to use as backgrounds. We used a total of 1646 individual background
video frames across the four videos. Quadcopters extracted from the greenscreen
videos were made at a consistent location over each background video through time,
resulting in smooth and realistic-looking videos. See Figure 3·11 for examples of raw
frames from each of the four videos, and Figure 3·12 for examples of background
frames with the quadcopter injected over them.
We applied a series of data augmentations to each frame to enlarge the input
dataset and make the resulting network robust to common real-world variations.
We applied two quadcopter video resolution scales, 8 randomly-selected background
crop/scale augmentations, 4 brightness and contrast augmentations, and horizontal
flipping, giving a total of 2 × 8 × 4 × 2 = 128 augmented frames for each original
background video frame collected. Horizontal flipping was particularly important in
making the whole area of the frame receptive to quadcopter pixels. We intention-
ally did not consider the injected location of the quadcopter when making the crop
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Figure 3·10: TOP LEFT: Quadcopter with arm in front of green-
screen, TOP RIGHT: pixels marked as quadcopter (black), BOTTOM
LEFT: background frame, BOTTOM RIGHT: quadcopter injected over
background frame
Figure 3·11: Four examples of full resolution background images used
for training.
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augmentations. Consequently, many of the frames used for network training do not
include the quadcopter at all. This allows the neural network to learn to recognize
frames with no quadcopter present as empty.
All images were cropped to 96 × 72 pixels (horizontal × vertical) and converted
from color to monochrome with the cv2.cvtColor() function. Figure 3·13 shows an
image with a large quadcopter injection, followed by a selection of the smaller 96×72
pixel monochrome augmented images that were formed from it. Figure 3·14 shows an
image with a small quadcopter injection and some augmented images formed from
it. These augmented images are what we use to train the neural network.
The total number of 96 × 72 pixel post-augmentation frames used for network
training was 210,688 (1646 frames × 128 augmentations). Additional augmentation
could be performed, but is not necessary for our application. For comparison, across
its four layers, the hourglass network contains 72,128 trainable parameters (see Equa-
tion 3.1).
3.3 Classification CNN
3.3.1 Network Architecture
The heart of our quadcopter localization algorithm is an hourglass CNN that gener-
ates heatmaps: pixel-by-pixel quadcopter likelihood maps. It is a 4-layer hourglass
network, following the general architecture of (Melekhov et al., 2017). See Figure
3·15 for a diagram of the network architecture, and Table 3.1 for a layer-by-layer
breakdown.
The network has two standard convolution and pooling layers, followed by two
upconvolution layers. The upconvolution layers learn convolution filter weights that
increase the resolution back to that of the input image. The output layer of the hour-
glass network thus has exactly the same dimension as its input layer. The network
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Figure 3·12: Four examples of full resolution background images with
a quadcopter injected over them.
Figure 3·13: A single full resolution image (left) with a large quad-
copter injection and some example augmentations.
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Figure 3·14: A single full resolution image (left) with a small quad-
copter injection and some example augmentations.
output can be interpreted as a pixel-by-pixel likelihood of the presence of a quad-
copter, or heatmap. Additionally, the hourglass network includes a skip-connection,
where the outputs of the first layer of the network are appended to the output of the
identically-sized third layer of the network. This maintains higher resolution features
in the final output heatmaps.
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Figure 3·15: Diagram of the hourglass neural network architecture,
from input 96× 72 raw image to output 96× 72 heatmap.
layer operation weight shape stride output shape
Input - - - 96× 72
1 conv2d 5× 5× 1× 32 1× 1 96× 72× 32
1 relu - - 96× 72× 32
1 maxpool - 4× 4 24× 18× 32
2 conv2d 5× 5× 32× 64 1× 1 24× 18× 64
2 relu - - 24× 18× 64
2 maxpool - 2× 2 12× 9× 64
3 upconv2d 3× 3× 32× 64 2× 2 24× 18× 32
3 relu - - 24× 18× 32
3 skip connection - - 24× 18× 64
4 upconv2d 5× 5× 1× 64 4× 4 96× 72
4 relu - - 96× 72
Output - - - 96× 72
Table 3.1: Hourglass network layer-by-layer breakdown
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The total number of trainable parameters in the Hourglass CNN is 72,128:
layer 1 (5× 5× 1× 32 + 32)+
layer 2 (5× 5× 32× 64 + 64)+
layer 3 (3× 3× 32× 64)+
layer 4 (5× 5× 1× 64)
= 72, 128
(3.1)
Refer to Table 3.1 for a layer-by-layer breakdown of these parameter counts.
The time-sequence of heatmaps output from the hourglass CNN suffer from short
lived blobs of false-target pixels. These false-target pixel blobs result in “chattering”
of the quadcopter localization, and consequently lead to non-smooth flight controls.
To address this chattering, we use the Siamese networks technique (see Section 2.6)
in a novel way.
In broad terms, the “Siamese networks technique” involves running two identical
copies of the same network simultaneously but with different input images, and then
using the output of the two networks in some way. In our specific implementation, we
apply the Siamese networks technique on consecutive temporal frames of the training
videos. We train the outputs of consecutive frames’ networks to be similar by adding
the magnitude of their difference to the final network loss term. We call the average
of this difference the “Siamese loss”. This is a type of self-supervision since it does
not use the quadcopter masks from the greenscreen injections or any other ground
truth.
Minimizing the Siamese loss then teaches the network that input images with min-
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imal differences should have similar resulting heatmaps. In particular, small motions
of the target and background should produce minimal differences in the resulting
heatmaps. This effect is similar to that of a temporal smoothing function like a
Kalman filter, but has the benefit of being ingrained into the trained network itself.
It thus requires no additional processing power during forward passes, and automat-
ically works on videos with multiple quadcopters. See Figure 3·16 for a diagram of
the full Siamese hourglass network architecture used in this study.
3.3.2 Network Training
We split the 210,688 post augmentation video frames (see Section 3.2.2) into 4 folds of
52,672 images each. We evaluated performance on each fold of images using a network
trained on the other three folds per the standard N-fold cross-validation technique.
Care was taken to ensure that augmented versions of the same raw input frame all
stayed within the same fold to prevent cross-contamination of train and test sets.
The resulting 210,688 heatmaps, one per input frame, were compared with their
associated pixel-by-pixel binary truth masks. As described in Section 3.2.1, we formed
all input images by injecting a quadcopter image over a background image, so the
binary truth masks are just the locations of the injected quadcopter pixels. Each
correctly identified quadcopter pixel results in a gain of 1, and each incorrectly iden-
tified quadcopter pixel results in a loss of 0.01. We chose these weights (1 and 0.01)
to approximately match the ratio of pixels without quadcopters to pixels with quad-
copters across the entire input dataset: 100 to 1. This forces the gradients during
network training to give equal consideration to quadcopter detection and background
mitigation.
Put in mathematical terms, equations 3.2 through 3.4 show the calculation of the
heatmap loss term LHt for a single 96× 72 pixel input image at time t, Ft. We start
with the output of the hourglass neural network described in Figure 3·15 and Table
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3.1, Ht = HCNN(Ft) :
Pt =

1, where Ht ≥ 1
Ht, otherwise
(3.2)
Mt =

1, where pixel is “target”
−w, where pixel is “background”
(3.3)
LHt = −|PtMt| (3.4)
Where:
• w is a weight (hyper-parameter) that penalizes false positives. Nominally 0.01.
• The | · | operator means “average over all pixels”.
• All other operations are carried out pixel-by-pixel for every pixel in the heatmap
In short, a correctly identified quadcopter pixel decreases LHt by
1
N
, and an incor-
rectly identified quadcopter pixel increases LHt by
w
N
, where N = Nx×Ny is the total
number of pixels in the heatmap (nominally 96× 72 = 6912).
For each training image Ft, we run the image taken immediately before or after
and with the same applied data augmentations, Ft±1, through the neural network to
generate heatmap, Ht±1 and the corresponding Pt±1 per Equation 3.2. We randomize
the choice of prior frame Ft−1 vs next frame Ft+1 to avoid biasing the network to
predict motion in any one direction. We compare the heatmap from the adjacent
frame, Pt±1, to the heatmap of the frame of interest, Pt, to calculate a single Siamese
loss term, LSt as follows:
LSt = | (Pt −Pt±1)2 | (3.5)
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The final network training loss term Lt is a weighted sum of the heatmap versus
truth loss term LHt (Equation 3.4) and the Siamese loss term L
S
t (Equation 3.5):
Lt = L
H
t + wsL
S
t (3.6)
Where:
• ws is a weight (a hyper-parameter), empirically selected to maximize the net-
work’s overall performance. Values for ws ∈ [0.01, 10.0] were tested, with
ws = 0.1 showing the best performance (see Figure 4·3). We use ws = 0.1
for all reported final results.
We used Tensorflow’s built-in ADAM optimizer (Kingma and Ba, 2014) on the
loss Lt from Equation 3.6 to perform backpropagation and network weight training.
We ran 60,000 training iterations with a batch size of 512 images. Given the 210, 688×
0.75 = 158, 016 input images for each training fold, the number of epochs is thus
60, 000 512
158,016
≈ 194. This means that each training image was actually run through
the network on average 194 times during training.
We trained the network on the Boston University Shared Computing Cluster on
Skylake processors. A typical 60,000-iteration training at 96×72 video resolution
takes approximately four days, without using tensorflow speed optimizations or GPUs.
We save trained networks to tensorflow graph protobuf (.pb) files for later real-time
use.
3.4 From heatmap to leader position estimate
3.4.1 Heatmap Generation
We upload the trained networks from Section 3.3 onto the follower’s ODROID XU4.
The ODROID XU4 streams video frames, Ft, from its attached USB video camera
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into a Python script. The Python script runs a forward pass of the trained network
on each individual frame Ft in real time to generate heatmap Ht. We run these
forward passes with the cv2.dnn Python library (version 4.0.1) because it has fewer
dependencies than the tensorflow library. See Figure 3·15 for a diagram of a forward
pass of the network and Table 3.1 for its detailed structure. Notice that the real-time
calculation of Ht does not depend on the prior or next frame Ft±1, because the
Siamese loss term is only used for training.
3.4.2 Heatmap Centroid and Area Calculation
A minimum threshold hm is applied to the heatmap Ht to mitigate spurious clutter
and noise, and then the centroid pixel (mathematical first moment) ct is calculated
as:
H∗t =

Ht, where Ht ≥ hm
0, otherwise
(3.7)
ct =
∑Nx
i=1
∑Ny
j=1 xH
∗
t[x]
N
(3.8)
Where:
• x is the 2-D pixel index (i
j
)
in H∗t
• N is the number of pixels in the heatmap. Nominally Nx×Ny = 96×72 = 6912.
The uncertainty in the centroid measurement (σc) that we use for the Kalman
filter updates is assumed to be proportional to the inverse of the sum of all the pixel
values in the heatmap, |H∗t|. The more energy in the heatmap the closer the leader,
and thus the more accurate the centroid measurement.
σc =
kσ
|H∗t|+ 0.01
(
Nx
Ny
)
(3.9)
40
Where:
• kσ is an empirically-chosen constant.
• The addition of 0.01 in the denominator prevents infinities for heatmaps without
a quadcopter in them.
• Note that σc has units of pixels, just like ct .
Likewise, the area of the thresholded heatmap as a fraction of the frame’s area,
At, is calculated as:
H+t =

1, where Ht ≥ hm
0, otherwise
(3.10)
At = |H+t | (3.11)
3.4.3 Centroid to Azimuth and Elevation Conversion
We take the centroid ct from Equation 3.8 and convert it to an azimuth and elevation
angle off of the vector straight out the camera’s lens with:
θaz = Ωx
(
ct[0]
Nx
− 1
2
)
(3.12)
θel = Ωy
(
ct[1]
Ny
− 1
2
)
(3.13)
Where:
• θaz is in degrees right of center
• θel is in degrees up from center. Note that we count pixels in the vertical
dimension starting at the bottom and going up.
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• Ωx is the camera’s field of view width, measured as 37◦
• Ωy is the camera’s field of view height, measured as 28◦
• ct[0] is the horizontal element of ct, i.e. the heatmap centroid’s location in
pixels from the left edge of the heatmap
• ct[1] is the vertical element of ct, i.e. the heatmap centroid’s location in pixels
from the bottom of the heatmap
We calculate the uncertainty in θaz and θel, σaz and σel, by scaling the centroid
uncertainty σc by the frame’s field of view Ωx × Ωy:
σaz =
Ωxσc[0]
Nx
(3.14)
σel =
Ωyσc[1]
Ny
(3.15)
As an aside, the field of view of the camera Ωx×Ωy was measured in the laboratory
by placing the quadcopter on an elevated level surface pointed at a vertical wall, then
marking the locations of the corners of the camera’s visible area on the wall. Simple
measurements with a tape-measure and basic trigonometry gave the 37◦ × 28◦ field
of view used in Equations 3.12 and 3.13.
3.4.4 Area to Range
We use the fractional area of the heatmap At from Equation 3.11 to estimate the
range to the imaged leader R in meters as follows:
R =
kA√
At
(3.16)
Where:
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• kA is an empirical conversion factor based on the physical size of the quadcopter
and the field of view of the camera. We measure kA = 0.42 meters with At as
a unitless measure of the solid angle of the imaged quadcopter divided by the
solid angle of the entire camera field of view. In simple terms, this means that
the leader occupies the entire field of view of the camera (At = 1) at a distance
of 0.42 meters. See Figure 3·17 for the data used for this measurement.
We estimate the uncertainty in the range measurement as proportional to the
range. The farther the range, the smaller the quadcopter appears, and the larger its
associated uncertainty should be:
σR = kσRR (3.17)
Where
• kσR is an empirically-determined constant. We set it at kσR = 0.25.
3.5 Kalman filtering
We use a standard Kalman filter on the measured position of the leader. Specifically,
we run the Kalman filter on the range R from Equation 3.16, elevation θel from
Equation 3.13, and azimuth θaz from Equation 3.12. We choose to run the Kalman
filter on (R, θel, θaz) because they give a complete 3D measurement of the position of
the leader relative to the follower, are intuitive to work with, and are relatively easy
to map our feedback controls to.
The primary benefit we get from the Kalman filter is more accurate and temporally-
smooth estimates of the leader’s position. The Kalman filter also affords us the ability
to dead-reckon the estimated position of the leader forward whenever it leaves the
field of view of the follower’s camera or otherwise becomes temporarily undetectable.
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Figure 3·16: Diagram of the Siamese hourglass neural network archi-
tecture
Figure 3·17: Range vs area with best fit plot R = kA√
At
, kA = 0.42
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We run the Kalman filter once per video frame using the (R, θel, θaz) measurement
to update. The Kalman filter consists of two steps:
1. Project the state (RK , θKel , θ
K
az, R˙
K , θ˙Kel , θ˙
K
az)
T and associated covariance matrix
forward to the current time.
2. Update the state and associated covariance matrix with the measured (R, θel, θaz)
from this frame’s heatmap. Do this only if the leader is detected in the current
frame.
3.5.1 Kalman Projection
The leader’s state xt−dt and covariance Ct−dt at the time of the previous video frame
t− dt is projected forward to the time of the current video frame t as follows:
xt = Dxt−dt + Ut−dt
Ct = DCt−dtDT + Q
(3.18)
Where:
• The state xt−dt is a 6-element column vector, containing the filtered estimates
of range, elevation, and azimuth from the previous frame and their rates of
change. We define and initialize it as follows:
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xt−dt ≡

RK
θKel
θKaz
σ˙KR
σ˙Kel
σ˙Kaz
 ; x0 =

1.5
0
0
0
0
0
 (3.19)
• D is a 6× 6 second-order integrator matrix that projects the state forward by
dt seconds:
D =

1 0 0 dt 0 0
0 1 0 0 dt 0
0 0 1 0 0 dt
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
 (3.20)
• Ut−dt is the 6-element feedback control vector that contains the state-space
representation of the applied control from t − dt to t. In other words, it is
the expected change to the leader’s range, elevation, and azimuth due to how
we steered the follower after the previous video frame. See Algorithm 2 for a
detailed derivation. By including this term, we make the assumption that the
Pixhawk/motors/propellers can accurately move the quadcopter in response to
our commands faster than our 30Hz video feed. This is likely not true based
on visual observation of quadcopter flights. In practice however, we move the
quadcopter slowly and smoothly and do not rotate it, so it makes little difference
whether the Ut−dt feedback term is included or not.
• Ct−dt is a 6 × 6 covariance matrix representing the (assumed Gaussian) error
ellipse for the state xt−dt. We initialize it at t = 0 to the following, noting that
these values merely represent the uncertainty in our guess at the initial state
x0 from Equation 3.19:
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C0 =

0.5 0 0 0 0 0
0 10 0 0 0 0
0 0 10 0 0 0
0 0 0 0.1 0 0
0 0 0 0 5 0
0 0 0 0 0 5
 (3.21)
• Q is the 6×6 “process noise” matrix. This accounts for unmeasured changes in
the state by expanding the covariance ellipse. For our purposes, this primarily
accounts for any acceleration of the leader that might happen between video
frames. The following has shown reasonable performance for our 30Hz video
stream:
Q =

0.05 0 0 0 0 0
0 0.05 0 0 0 0
0 0 0.05 0 0 0
0 0 0 0.01 0 0
0 0 0 0 0.05 0
0 0 0 0 0 0.05
 (3.22)
3.5.2 Kalman Update
If the leader is detected in the current frame, i.e. if at least one pixel of Ht ≥ hm (see
Equation 3.10), then we update the state xt and covariance Ct using the measurement
zt = (R, θel, θaz) as follows:
K = CtS
T (SCtS
T + Rt)
−1
xt ← xt + K(zt − Sxt)
Ct ← Ct −KSCt
(3.23)
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Algorithm 2 Map Control Feedback to Kalman State Space
Required Variables
dt = time between prior frame and current frame
v = applied velocity (control feedback) from prior frame, see Algorithm 3
rθ = applied rotation (control feedback) from prior frame, see Algorithm 4
XF [t− dt] = position of follower at prior frame, from Optitrack
XL[t− dt] = estimated position of leader at prior frame, see Equation 3.32
qF [t− dt] = orientation of follower at prior frame, from Optitrack
[RK , θKel , θ
K
az, R˙
K , θ˙Kel , θ˙
K
az] = xt−dt = Kalman state at prior frame, see Equation 3.23
Applied Range Motion Calculation
∆XF ← vdt {change in follower position}
XpF ← XF [t− dt] + ∆XF {projected follower position}
upB ← XL[t− dt]−XpF {bearing to leader from (projected) follower}
Rp ← ||upB|| {range from leader to (projected) follower}
rA ← Rp −RK {applied range = projected range - prior range}
Applied Angular Motion Calculation
{The elevation angle to the leader after applying our control feedback is the compo-
nent of the bearing to the leader along the camera’s “up” vector. Same for azimuth
but with the camera’s “right” vector.}
∆rθf ← rθdt {change in follower orientation (axis/angle)}
∆θF ← ||∆rθf || {angle of change in follower orientation}
∆aθ ← ∆rθf∆θF {unit axis of change in follower orientation}
q∆θ ← [∆aθ[0] sin ∆θF2 ,∆aθ[1] sin ∆θF2 ,∆aθ[2] sin ∆θF2 , cos ∆θF2 ] {as a quaternion}
qpF ← q∆θ × qF [t− dt] {projected follower orientation via quaternion product}
upb ← u
p
B
Rp
{unit bearing, projected follower to leader}
upcu ← qrot(qpF , [0, 0, 1]) {projected camera’s “up” vector}
upcr ← qrot(qpF , [0,−1, 0]) {projected camera’s “right” vector}
sin θpel ← upb · upcu {sin(el) in projected camera}
sin θpaz ← upb · upcr {sin(az) in projected camera}
θpel ← asind(sin θpel) {undo sine, in degrees}
θpaz ← asind(sin θpaz) {undo sine, in degrees}
θAel ← θpel − θel {applied el = projected el - prior el}
θAaz ← θpaz − θaz {applied az = projected az - prior az}
Ut−dt ← [rA, θAel, θAaz, 0, 0, 0] {gather applied control terms, don’t track velocity}
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Where
• S is a 3× 6 matrix that converts from state space to measurement space. Since
we have already converted our measurements (the heatmap centroid and area)
into state space (range, elevation, azimuth), and we make no direct measurement
of velocity, this is just:
S =
1 0 0 0 0 00 1 0 0 0 0
0 0 1 0 0 0
 (3.24)
• K is a 6 × 6 matrix referred to as the “Kalman gain”. It controls the relative
contributions of the measurement versus the projected state. It is based on
the relative sizes of the covariance ellipse Ct and the measurement error Rt:
whichever is smaller gets more weight in the update step.
• Rt is the 3 × 3 measurement error matrix. We compose this using σR from
Equation 3.17, σaz from Equation 3.14, and σel from Equation 3.15:
Rt =
σR 0 00 σel 0
0 0 σaz
 (3.25)
3.6 Leader Azimuth, Elevation, and Range to Optitrack XYZ
Using the Kalman-filtered estimates of the range, elevation, and azimuth (RK , θKel , θ
K
az) =
(xt[0],xt[1],xt[2]) of the leader from Equation 3.23, and the current pose of the fol-
lower PF in the Optitrack coordinate system, we can estimate the position of the
leader, XL, also in the Optitrack coordinate system.
The pose of the follower in the Optitrack coordinate system, PF is provided by
the Optitrack motion capture system through the MAVROS ROS topic (message)
/mavros/mocap/pose. PF is composed of a 3D Cartesian position XF = [xF , yF , zF ],
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and an orientation quaternion, qF = [θ
x
F , θ
y
F , θ
z
F , θ
w
F ]. The coordinate system for this
pose is centered at a selected location in the robotics laboratory’s testing arena, and
oriented as shown in Figure 3·18.
We align each quadcopter to the Optitrack system such that the nominal ori-
entation represents the quadcopter in level flight with its camera pointed along the
robotics lab testing arena’s positive X-axis (see Figure 3·18). We thus assume that
the camera is installed on the quadcopter such that the vector straight out of the
camera, i.e. the vector pointed along the center of the camera’s field of view, is par-
allel to the floor when the quadcopter is in level flight. The vector pointing straight
out the follower’s camera in Optitrack coordinates uc can then be defined as:
uc = qRot(qF, [1, 0, 0]) (3.26)
Where
• The “qRot(q,v)” function represents applying the quaternion q to the Cartesian
vector v. See Appendix D.4 for details.
We can now estimate the location of the leader XL in the following six steps:
1. Rotate the nominally-pointed camera vector, [1, 0, 0], clockwise about the ver-
tical (z-axis) by θaz to get uaz:
uaz = rot([1, 0, 0], [0, 0, 1],−θaz) (3.27)
Where
• The “rot(v, a, θ)” function rotates the vector v about the axis a by angle
θ. See Appendix D.4 for details.
50
Figure 3·18: Optitrack coordinate frame
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2. Rotate the vector pointing out the right side of the camera, [0,−1, 0] clockwise
about the vertical (z-axis) by θaz to get uya:
uya = rot([0,−1, 0], [0, 0, 1],−θaz) (3.28)
3. Rotate the uaz vector counterclockwise about uya by θel to get unc, i.e. the
vector pointing at the centroid of the heatmap if the follower were in the nominal
orientation:
unc = rot(uaz,uya, θel) (3.29)
4. Rotate the unc vector by the follower’s orientation quaternion from the Opti-
track system qF to get ub, the unit bearing from the follower to the leader:
ub = qRot(qF,unc) (3.30)
5. Scale the unit bearing vector from the follower to the leader ub by the Kalman-
filtered range RK = xt[0] from Equation 3.16 to get the vector from the follower
to the leader in Cartesian Optitrack coordinates uB:
uB = R
Kub (3.31)
6. Add uB to the follower’s position from the Optitrack system XF to get the
estimated position of the leader XL:
XL = XF + uB (3.32)
The astute reader will note that there are other ways of calculating XL from θaz,
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θel, R, and XF beyond the way shown in steps 1 through 6 above. For example,
instead of rotating vectors with quaternions, we could multiply a series of 3 × 3
rotation matrices. We chose the method above because the MAVROS package outputs
pose as quaternion rotations relative to the initially-registered orientation. Using
quaternions throughout was thus a more efficient and self-consistent way to perform
the calculation.
3.7 Formation Control Laws and Setpoint Calculation
Up to this point, we have estimated the location of the leader in Optitrack Cartesian
coordinates XL using just the video feed from the follower and its own position in
the Optitrack frame as reference. Applying leader/follower formation control from
here on out is a matter of determining where the follower should be to maintain the
desired formation with the leader, and determining the control commands that get it
there.
When defining a formation for two agents in three-dimensional space, we generally
define both a separation distance (range) and a direction that the following agent
should be in with respect to the lead agent. To limit the scope of this study, we also
keep the orientation of the follower constant. We orient the follower such that in the
desired formation the leader lies at the center of the follower’s camera’s field of view.
The follower must therefore move to keep the leader in its field of view, it cannot just
rotate in place.
We refer to the follower position that will maintain the desired formation with the
leader as the desired setpoint, and denote it with XSF. Assuming the above limitations,
the calculation of the desired setpoint XSF becomes trivial:
XSF = XL + ru (3.33)
53
Where
• r is the desired leader-follower separation distance
• u is the desired direction from the leader to the follower, as a Cartesian unit
vector [ux, uy, uz]
In our implementation, we set u to be parallel to either the Optitrack x- or y-axis
for simplicity. This also ensures that in the desired formation the follower is in level
flight (i.e. zero pitch and zero roll) with its camera pointing directly at the leader.
3.7.1 Potential-based Velocity Calculation
With the desired setpoint XSF from Equation 3.33 and the current position of the
follower XF, we can calculate velocity commands for the follower. The MAVROS
system running on the Pixhawk can take velocity commands in a variety of coordinate
systems, but for convenience and consistency, we calculate velocity commands in the
stationary Optitrack reference frame defined in Section 3.6.
Before accepting the desired setpoint, we apply a safety boundary that keeps the
desired setpoint within the bounds of the robotics lab testing arena, avoiding collisions
with the walls, floor, and ceiling. We then calculate the command velocity with a
quadratic potential. We include a “dead zone” to prevent chattering by commanding
zero velocity when the quadcopter is close to the desired setpoint. The dead zone
we implement can also be thought of as a minimum speed threshold that must be
exceeded for motion to be enabled at all. We also enforce a maximum speed for
safety. Algorithm 3 goes through the details of the conversion from XSF and XF to
the command velocity v. The command velocity is published to the /twist/linear
member of the ROS topic /mavros/setpoint_velocity/cmd_vel and executed by
the Pixhawk.
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Algorithm 3 Setpoint To Velocity
xs ← min(max(−0.85,XSF[0]), 3.2) {bound setpoint in X}
ys ← min(max(−9.2,XSF[1]), 0.55) {bound setpoint in Y}
zs ← min(max(0.25,XSF[2]), 1.3) {bound setpoint in Z}
XSF ← [xs, ys, zs] {reassemble bounded setpoint}
d← ||XSF −XF|| {distance from setpoint}
s← 0.9d {speed via quadratic potential, 0.9 conversion factor}
if d < 0.08 then
s← 0 {apply 8 cm dead zone}
end if
s← min(s, 0.2) {enforce 0.2 m
s
as max speed}
ub ← X
S
F−XF
d
{Unit bearing to setpoint}
v← sub {Final velocity command}
Figure 3·19 shows the distance from setpoint to speed (d to s) conversion that is
described in Algorithm 3. The dead zone and maximum speed are apparent, and the
quadratic nature of the potential gives the middle of the graph a linear slope. Notice
that we never need to explicitly calculate the potential, we can directly calculate its
gradient v.
The orientation of the quadcopter is also controlled with a quadratic potential.
We do this via a commanded rotation vector rθ. The magnitude of rθ = ||rθ|| is the
commanded rotational speed in radians/second, and the direction of rθ is the axis of
rotation in Optitrack cartesian coordinates. In our experiments we keep the desired
orientation setpoint qs for any given flight constant, but perturbations do occur, and
so rotation commands are required to keep the quadcopter stable. The steps for cal-
culating the commanded rotation rθ from the desired orientation setpoint quaternion
qs = [qsx, qsy, qsz, qsw] and the actual orientation quaternion qa = [qax, qay, qaz, qaw]
are detailed in Algorithm 4. The resulting rθ is published to the /twist/angular
member of the ROS topic /mavros/setpoint_velocity/cmd_vel and executed by
the Pixhawk.
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Figure 3·19: Distance from desired setpoint to speed conversion,
quadratic potential
Algorithm 4 Orientation Control
qsx ← min(max(−0.01, qsx), 0.01) {bound pitch/roll}
qsy ← min(max(−0.01, qsy), 0.01) {bound pitch/roll}
qs ← [qsx, qsy, qsz, qsw] {reassemble bounded setpoint}
qs ← qs||qs|| {renormalize}
qδ ← qs × q−1a {quaternion difference between desired and actual orientation}
θδ ← 180pi angle(qδ) {angular offset from desired orientation, see Appendix D.4}
ω ← 3.0θδ {rotation speed via quadratic potential, 3.0 conversion factor}
if θδ < 8.0 then
ω ← 0 {apply 8◦ dead zone}
end if
ω ← min(max(ω,−45), 45) {cap angle rate at 45◦ per second for safety}
uθ ← axis(qδ) {Unit rotation axis, see Appendix D.4}
rθ ← pi180ωuθ {Final rotation command}
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Figure 3·20 shows an overview of the two-quadcopter setup and the desired velocity
commands for an example video frame.
3.7.2 Leader Scripted Pathing
The leader in our experiments is scripted; it follows a predetermined path. We define
the leader’s path via a series of waypoints. The leader is guided towards the first
waypoint using the same quadratic potential method detailed in Algorithm 3. Its
orientation is kept stable using the quadratic potential method detailed in Algorithm
4. Once the quadcopter gets within 30 cm of the first waypoint, it moves on to the
second waypoint. This process repeats with the quadcopter moving towards the next
waypoint in sequence until there are no more waypoints defined. Scripts for drawing
waypoints in a circular path, in rectangular paths, and in straight lines were all used
during testing.
The waypoint following code used for this study is a modified version of the original
waypoint following code in the https://bitbucket.org/burobotics/quadros/src/
master/offboard_test/ (private) git repository.
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Figure 3·20: Diagram and example of the applied velocity control.
The applied controls move the follower further away from the leader
and to the left.
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Chapter 4
Results
4.1 Quadcopter Segmentation
4.1.1 Individual Frame Examples
We start with some example images run through the hourglass CNN to show the
segmentation algorithm in action. Figure 4·1 shows some examples of input images Ft
with their output heatmaps Ht and a color-coded map of the pixel-by-pixel predictions
vs truth. For these figures, the threshold hm on Ht is set at 0.85 (out of 1.0). Changing
that threshold results in differences in the pixel-by-pixel predictions, thus creating
different points on the precision/recall curve.
We use the following standard definitions for the pixel-by-pixel predictions vs
truth categories:
• True positives: Pixels classified as part of a quadcopter that are part of a
quadcopter
• False positives: Pixels classified as part of a quadcopter that are actually back-
ground
• False negatives: Pixels classified as background that are actually part of a
quadcopter
• True negatives: Pixels classified as background that are background
• Precision: True positives
True positives + False Positives
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• Recall: True positives
True positives + False Negatives
Figure 4·2 shows four example images next to their respective pixel-by-pixel pre-
diction vs truth maps, with and without using the Siamese technique when training
the CNN. Notice how the Siamese technique mitigates the misplaced red blobs of false
clutter detections. This is the primary benefit of including the Siamese loss during
training.
4.1.2 Confusion Matrices and Precision/Recall Curves
We calculate Hourglass CNN performance metrics by aggregating the predictions for
every pixel in the data set. We employ standard 4-fold cross validation to avoid
testing and training on the same images. Our data set is very imbalanced; it contains
55 times more background pixels than quadcopter pixels. Consequently, precision
and recall are more useful metrics than the true positive rate and false negative rate
in ROC curves. In our case, precision is the fraction of our quadcopter predictions
that are indeed quadcopters, and recall is the fraction of quadcopter pixels that we
detect. A perfect algorithm that detects every quadcopter pixel and nothing more has
precision and recall both equal to 1. In our case, we detect most of the quadcopter
pixels (recall is near 1), but about half of the pixels that we predict are quadcopter
are actually background (precision around 0.5).
Figure 4·3 and Table 4.1 show precision/recall curves and confusion matrices for
the trained Hourglass CNN with and without applying the Siamese loss term Lst
during training. Precision/recall curves are plotted using different values for the
Siamese loss weight ws. The points within each precision/recall curve are calculated
by varying the detection threshold applied to the heatmaps. Values for the Siamese
loss weight ws ∈ [0.01, 10.0] were tested, and we plot precision/recall curves for ws =
[0.05, 0.1, 0.2].
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Figure 4·1: Example images run through the hourglass CNN and the
pixel-by-pixel predictions vs truth
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Figure 4·2: Example frames showing the benefit of using the Siamese
technique
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Baseline predict target predict noise
true target 0.981 0.019
true noise 0.043 0.957
Siamese predict target predict noise
true target 0.916 0.084
true noise 0.018 0.982
Table 4.1: Confusion matrices for the quadcopter detection hour-
glass CNN when training without the Siamese loss (top), and with the
Siamese loss (bottom) weighted at ws = 0.1. Detection thresholds hm
near the knees of the precision/recall curves were used.
Including the Siamese loss during training clearly improves detection performance.
Values for ws in the neighborhood of 0.1 all show similar performance, with ws = 0.1
performing slightly better near the operating point of interest. We show the confusion
matrix for ws = 0.1 in Table 4.1. The operating points used for the confusion matrices
in Table 4.1 are plotted as blue and black diamonds in Figure 4·3. We use the blue
operating point on the ws = 0.1 curve in flight tests.
As evidenced by our choice of operating point on the precision/recall curve, we
leverage the Siamese networks technique to trade a few true positives for a large
reduction in false positives. Training with Siamese loss nearly doubles the precision
at a cost of just 0.065 to recall. False positives are detrimental to our flight control,
especially when they are located far from the actual position of the target. Since
quadcopters are by-necessity well resolved at the distances where the methods in this
study are applicable, missing a small percentage of the detection pixels is of little
consequence. It is clearly preferable to mitigate a large quantity of false detections
and thereby enhance the stability and reliability of the quadcopter tracking.
To complete the Hourglass CNN performance analysis, we show the effect of cal-
culating the Siamese loss LSt between non-consecutive frames and compare with cal-
culating the Siamese loss between consecutive frames (the default method). Specif-
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Figure 4·3: Precision/recall curves with Siamese Loss term Lst with
different Siamese weights ws
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ically, we calculate it between images 3 frames apart and 8 frames apart instead of
the default 1 frame apart. The precision/recall curves using images 3 and 8 frames
apart, with the default Siamese weight ws = 0.1, is shown in Figure 4·4. The default
precision/recall curve using images 1 frame apart is shown for comparison. The pre-
cision/recall curve for consecutive frames is best, and the curve for images 3 frames
apart is nearly identical. We can conclude that the Siamese loss method is robust to
small decreases in frame rate, but does eventually perform worse when the frame rate
drops below about 8 frames per second.
4.2 Computational Efficiency
The rate of feedback controls and latency are often the two most important drivers of
performance for feedback control loops. The longer the time between control updates
and the longer the time between a sensor measurement and its corresponding applied
control, the poorer the ability of the system to converge to the desired state. For
robotic navigation applications like ours, the primary symptom of a slow control rate
and/or high latency is the robot taking too long to react to new external stimuli. In
our case, this manifests as large tracking errors, i.e. large distances between where
the follower should be and where it actually is. If the controls are particularly slow,
the leader can even move out of the field of view of the follower before the follower
has time to react.
We set up our video camera to capture frames at a predefined rate (nominally
30Hz) and publish them to the vidstream_node/image ROS topic with a queue_
size parameter of 1. The visual_follow node subscribes to the vidstream_node/
image ROS topic, pulling one image at-a-time. It then processes that image into a
quadcopter control command. This means that the visual_follow node will process
one frame at a time as quickly as it can, and then pull the most recent frame from the
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Figure 4·4: Precision/recall curves with the Siamese Loss term Lst
calculated with images 1 frame apart (default) versus 3 and 8 frames
apart
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vidstream_node/image ROS topic that it has not already processed. If the camera
publishes multiple frames to vidstream_node/image while the visual_follow node
is processing the prior frame, all but the most recent frame will be dropped by the
visual_follow node. Conversely, if the visual_follow node processes a frame faster
than the camera can capture and publish a new frame, then the visual_follow node
will wait for the next new frame.
The most optimal setup is thus to set the video capture rate to be slightly faster
than the visual_follow node is capable of processing frames. This keeps the time
that a newly captured frame sits in the queue before the visual_follow node pro-
cesses it to a minimum, it prevents the visual_follow node from having to wait for
new frames, and it keeps the number of dropped frames and associated wasted CPU
time capturing them low. The visual_follow node running on the ODROID XU4’s
CPU (not GPU) can process 96 × 72 images at about 24 Hz, so we set the video
capture rate at 30 Hz. For comparison, the visual_follow node can process 64× 48
pixel resolution frames at about 43 Hz. We have found 24 Hz to be more than fast
enough for quadcopter flight control, so it is worth trading 19 Hz for the improved
detection performance offered by 96× 72 resolution.
Figure 4·5 shows a plot of the command rate versus time for a typical run of the
follower’s control software in ROS. The average command rate is 24.0± 3.4Hz. Note
that this run was made while the video frames were being streamed to an external
PC over WiFi for post-experiment analysis (via rosbag record). Turning that off
would improve the command rate slightly, by 1 to 2 Hz.
A candidate for future study would be attempting to run the algorithm on the
ODROID XU4’s GPU, or using faster SBC’s as they come on the market. The
additional processing would be best used to process finer resolution video frames. This
would improve tracking performance and increase the maximum leader-to-follower
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Figure 4·5: Command rate vs time for a typical run of the follower’s
control software.
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range that the tracking can handle.
4.3 Formation control test results and videos
Here we run a series of four formation control scenarios of increasing complexity,
building up to full three-dimensional formation control. We log pose and commanded
velocity information for both quadcopters. On the follower, we also log the raw
images, heatmaps Ht, centroid locations ct, estimated leader position (R, θel, θaz),
and Kalman-filtered leader state xt.
For each formation scenario, we show a history of the motion of both quadcopters
in a 3D plot in Figure 4·8. We calculate where the follower should be (XSF) based
on the actual position of the leader. We then measure adherence to the commanded
formation as the distance between where the follower should be (XSF) and where it
actually is (XAF ). This is commonly referred to as “track error” in the literature, and
we will refer to it as track error going forward.
Videos of each of the formation scenarios are available at blogs.bu.edu/jkdunn.
These videos contain the follower’s raw video feed, the heatmaps output from the
hourglass CNN, some information about the pose and commanded velocity, and a
view from a 3rd-person perspective. Figure 4·6 shows some example frames from
these videos. Time-lapse track images of the 3rd-person perspective videos are in
Figure 4·7. These show the overall path of each quadcopter for the four formation
scenarios.
4.3.1 Linear Path
The first test scenario is simple and safe. We scripted the leader to move back and
forth in a line parallel to the right wall of the robotics lab test arena 40cm above the
floor at a safe speed. This made finding and fixing software bugs possible without
flying the quadcopters more than 50 cm above the floor. Emergency landings above 50
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Figure 4·6: Example frames from the videos available at blogs.bu.
edu/jkdunn
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Figure 4·7: Time-lapse track images of the four formation scenarios
from a 3rd-person perspective
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cm can damage the quadcopters. 40cm is far enough from the floor that the additional
turbulence caused by the ground does not cause significant flight instability.
The follower was restricted to move along a line parallel to the leader and 2.9m
away. It was allowed to base its motion along that line on the detected position of
the leader. The follower was also forced to orient itself such that its camera faced the
right wall of the arena (-Y direction).
A plot of the track error and the positions of both quadcopters for one cycle
through the linear motion is in Figure 4·8. As expected, the follower maintains
formation with the leader, staying at approximately the same position along the line
as the leader through the flight. The mean track error is 37 cm.
In the “linear motion” video at blogs.bu.edu/jkdunn, the dead zone in the
quadratic potential for the follower causes a delay of about 1 second in the follower’s
reaction to the leader’s change in direction. This is a consequence of the leader
needing to move through the entire 16cm wide dead zone before the follower responds
to its change in motion. It is not a result of excessive latency.
4.3.2 Circular Path
The second test scenario is more complicated. We scripted the leader to trace out a
1 meter diameter vertical circle. We allowed the follower to move in 2 dimensions in
response to the azimuth and elevation motion of the leader.
The follower was restricted to motion in a plane parallel to the leader’s circular
path and 1.9m away; it was not allowed to move in range. The follower was also forced
to orient itself such that its camera faced the right wall of the arena (-Y direction)
to avoid having multiple orientation solutions and ensure the leader is in its field of
view.
A plot of the track error and the positions of both quadcopters for one cycle
through the linear motion is in Figure 4·8. As expected, the follower maintains
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formation with the leader, staying at approximately the same part of its circular path
as the leader. The mean track error is 26 cm.
4.3.3 Tilted Rectangle Path
The third test scenario exercises full freedom of motion for the follower. For this
scenario, we scripted the leader to trace out a rectangle oriented such that it flew in
azimuth, elevation, and range with respect to the follower. We allow left/right and
up/down motion in response to azimuth and elevation motion of the leader as before,
but now we let the follower move in and out in response to the leader moving closer
or farther away.
The follower’s goal was to fly 2.3 m away from the leader in the Optitrack frame’s
positive Y direction. It was allowed full three-dimensional freedom of motion. The
follower was forced to orient itself such that its camera faced the right wall of the
arena (-Y direction) to avoid having multiple orientation solutions and ensure the
leader is in its field of view.
A plot of the track error and the positions of both quadcopters for one cycle
through the linear motion is in Figure 4·8. As expected, the follower maintains
formation with the leader, staying at approximately the same part of its rectangular
path as the leader. The mean track error is 30 cm.
4.3.4 Pyramid Path
The fourth test scenario again exercises full freedom of motion for the follower. For
this scenario, we scripted the leader to trace out a 3-dimensional pyramid to show
full three-dimensional motion
The follower’s goal was to fly 2.3 m away from the leader in the Optitrack frame’s
positive Y direction. It was allowed full three-dimensional freedom of motion. The
follower was forced to orient itself such that its camera faced the right wall of the
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arena (-Y direction) to avoid having multiple orientation solutions and ensure the
leader is in its field of view.
A plot of the track error and the positions of both quadcopters for one cycle
through the linear motion is in Figure 4·8. As expected, the follower maintains
formation with the leader, staying at approximately the same part of its rectangular
path as the leader. The mean track error is 25 cm.
4.3.5 Comparison With Ideal Perception
As a final control experiment, we gave the follower access to the exact position of
the leader from Optitrack in real time. This demonstrates how well the follower is
able to track the leader if given a perfect track on the leader. It shows how well the
formation control does when the quadcopters do communicate via a radio link.
We repeated each of the scenarios in Section 4.3.1 through Section 4.3.4 using the
exact location of the leader in place of the visually-measured location of the leader.
Consequently, the desired setpoint represents exactly where the follower should be.
Figure 4·9 shows a box and whisker plot of the track errors for each of the four
scenarios when using perfect Optitrack positions to guide the follower. Box and
whisker plots of the track errors when using visual perception are also shown in
Figure 4·9 for comparison.
The remaining track error when using the perfect Optitrack location of the leader
to guide the follower is primarily the result of two factors: the dead zone in the
quadratic potential and the Pixhawk’s error in executing commanded motion while
keeping the quadcopter stable. The dead zone is likely the primary contributor; we
know it is a 16cm diameter sphere around where the follower should be.
The formation is more closely adhered to when feeding the exact location of the
leader to the follower, but there is still approximately 22cm average track error.
In comparison, there is approximately 30cm average track error when using visual
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Figure 4·8: Track error vs time and position of both quadcopters vs
time for all paths. Colors encode track error: red for high error, blue
for low error.
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Figure 4·9: Box and whisker plot of track error for each scenario
(path), using visual perception vs using live truth from Optitrack to
guide the follower. Boxes represent 25th percentile to 75th percentile.
perception to guide the follower. For reference, the four flight paths span 1 to 2
meters along their longest dimension.
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Chapter 5
Conclusions
5.1 Summary of the thesis
By leveraging a handful of existing technologies and bringing them together in a novel
way, we have successfully demonstrated formation control of two quadcopter drones.
Our implementation requires nothing but ODROID XU4’s and a webcam mounted to
one of the quadcopters. We have removed the fiducial markers that prior approaches
relied on. In their place, we used an hourglass convolutional neural network trained
on videos of quadcopters. This makes formation control possible in the presence of
electronic jamming, indoors, or anywhere else that GPS and/or radio communications
are denied.
Spurious and intermittent false detections challenged the robustness of this method,
and we overcame that challenge by using the Siamese networks technique. Specifically
we penalized the network’s loss for generating dissimilar consecutive heatmaps.
The final result is a formation control capability with approximately 30 cm track-
ing errors: less than the size of the quadcopters themselves. Using just the onboard
ODROID XU4’s CPU, we have run our computer vision algorithm at 24 Hz - more
than fast enough for timely control.
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5.2 Potential Follow-up Studies
While this thesis represents a self-contained product, there are certainly many poten-
tial improvements and follow-up studies that could build on the capability we have
developed. The following list attempts to capture some of them:
1. Implement the visual leader/follower formation control technique outside of the
robotics laboratory’s testing arena. This would require recasting the velocity
commands into a follower-centric frame (easy). It would also require a way
to determine the quadcopter’s yaw angle with respect to an external reference
frame using for example, the Pixhawk’s compass. In lieu of that, we could allow
arbitrary orientation of the formation in the x-y plane; the plane perpendicular
to gravity. Dealing with environmental issues like varying lighting, wind, and
obstacle avoidance would also introduce a new challenge.
2. Train the hourglass CNN with a larger variety of background videos to make
the detection algorithm robust to a larger variety of backgrounds. For example,
train with a cityscape or a forest in the background, et cetera.
3. Include a variety of different quadcopter drones in the hourglass CNN training
set to make it better able to find different types of quadcopters.
4. Implement the video processing on the ODROID XU4’s GPU, or attach a newer
SBC with a more powerful processor like the Google Coral or NVIDIA Jetson
TX2. This would allow the follower to process finer resolution videos, resulting
in improved tracking performance and maximum leader-follower range.
5. Implement on a COTS drone, for example the Erle-Robotics Erle-Copter.
6. Augment the tracking algorithm and formation control laws to have multiple
followers.
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7. Outfit the follower with multiple cameras and/or a fisheye lens to give it a larger
field of view.
8. Use a stereo-vision camera to get 3D measurements for improved range local-
ization of the leader.
9. Add the ability to intentionally rotate the follower to keep the leader in the field
of view of its camera when it cannot do so with motion alone.
10. Reconfigure the Hourglass CNN to take in multiple consecutive frames and
output a heatmap using a combination of the two.
11. Test out minor modifications to the CNN architecture, like changing the con-
volution kernel size or the number of trainable kernels in each layer.
5.3 Final Thoughts
Quadcopter drones are quickly becoming the best means of performing all sorts of
missions. They are already widely used by professional and amateur photographers
and videographers. Agricultural, military, and search and rescue use of quadcopters
is also on the rise. They have been popular with hobbyists and as toys for children
since their inception.
As new technologies become less expensive to manufacture, they become available
to more and more people. Airborne photography was once only possible with pro-
hibitively expensive airplanes and helicopters. Only governments, corporations, or
the wealthiest individuals could afford them. Quadcopter drones brought the entry-
level cost of aerial photography down to less than 100 US dollars, making it affordable
to nearly anyone with an interest
This is the magic of quadcopters and technology advancement in general. It brings
what was once deemed magical into the hands of anyone. My hope is that this thesis
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will, in however small a way, inspire people to use quadcopters in new and amazing
ways.
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Appendix A
Complementary Online Material
All of the code for this project can be found in two online repositories:
• https://github.com/jimmykdunn/quadcopterVision (public) holds the code
for managing the training data, training the raw video-to-heatmap hourglass
CNN, performance analysis of the CNN, and a real-time heatmap and cen-
troid/area calculation routine. Language: Python.
• https://bitbucket.org/burobotics/quadros/src/master/offboard_test/
(private) holds the code that runs the CNN in real time and calculates and is-
sues commands to the quadcopter. This repository was created prior to my
time at Boston University by other students, and I added my processing and
control code to it. Language: Python with ROS.
Videos of the experiments herein can be found at blogs.bu.edu/jkdunn.
Appendix B
External Software Listing
An exhaustive list of all software and libraries used in the making of this thesis.
• UbuntuMATE 16.04 for ODROID XU4, Linux operating system, https:
//wiki.odroid.com/odroid-xu4/os_images/linux/ubuntu_4.14/20171212
• Ubuntu, Linux operating system, https://ubuntu.com/
• Windows 10, operating system, https://www.microsoft.com/en-us/windows/
• Python 3.5, primary programming language, https://www.python.org/
• ROS Kinetic, robot application manager, http://wiki.ros.org/kinetic
• MAVROS, ROS-Pixhawk-Optitrack manager, http://wiki.ros.org/mavros
• Overleaf, cloud-based LATEXproject management, https://www.overleaf.com
• ffmpeg, movie generation, https://www.ffmpeg.org/
• git, revision control software, https://github.com/
• TortoiseGit, Git-Windows interface, https://tortoisegit.org/
• balenaEtcher, SD-Card flashing, https://www.balena.io/etcher/
• Mendley, reference manager, https://www.mendeley.com
• MobaXterm, Windows-Linux terminals, https://mobaxterm.mobatek.net/
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• Real VNC, Remote access software, https://www.realvnc.com/en/
• WinSCP, File Transfer Protocol Client, https://winscp.net
• Google Slides, cloud-based presentation software, https://docs.google.
com/presentation
• Google Sheets, cloud-based spreadsheet software, https://docs.google.
com/spreadsheets
• Google Docs, cloud-based document geenration software, https://docs.google.
com/document
• Virtual Box, Virtual Machine Platform, https://www.virtualbox.org/
• Spyder, Python Develoment Environment, https://www.spyder-ide.org/
• Python Libraries
– TensorFlow, Machine Learning, https://www.tensorflow.org/
– CV2, computer vision, https://pypi.org/project/opencv-python/
– Numpy, basic array math, https://numpy.org/
– Matplotlib, plotting routines, https://matplotlib.org/
– CvBridge, ROS to CV conversions, http://wiki.ros.org/cv_bridge/
– imutils, webcam streaming, https://pypi.org/project/imutils/
– mpl toolikts, 3D plotting, https://matplotlib.org/mpl_toolkits/
index.html
– PIL, imaging library, http://www.pythonware.com/products/pil/
– rospy, ROS Python functions, http://wiki.ros.org/rospy
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– datetime, system time calculations, https://docs.python.org/2/library/
datetime.html
– os, operating system interfaces, https://docs.python.org/2/library/
os.html
– sys, system-specific functions, https://docs.python.org/3/library/sys.
html
– time, system time access, https://docs.python.org/3/library/time.
html
– shutil, high-level file operations, https://docs.python.org/3/library/
shutil.html
– copy, copy operations, https://docs.python.org/3.8/library/copy.
html
– random, pseudo-random number generation, https://docs.python.org/
3/library/random.html
– struct, byte-binary data packing, https://docs.python.org/3.8/library/
struct.html
– socket, low-level networking interface, https://docs.python.org/3/library/
socket.html
Appendix C
ROS Graph
The software running on the quadcopters is managed by ROS (Kinetic distribution).
ROS manages message passing and executable threading between its “nodes”: exe-
cutables running on the ODROID and elsewhere on the robotics lab network. Each
ROS node is intended to perform a single task given some inputs from other nodes.
When a node completes its task, it “publishes” its output to a “topic” that any other
node can “subscribe” to.
Figure C·1 shows a flowchart of the ROS nodes and topics running on the follower,
as well as how they communicate with the quadcopter hardware and Optitrack system.
Each node, topic, and piece of hardware is described below:
NODES
• vid_stream: manages the USB webcam and pulls full resolution 3-channel 8-bit
color video frames from the webcam at 30Hz.
• go_to_start: tells the quadcopter to go to a start position and stay there until
35 seconds have passed since booting the node. Allows the visual follow node
to take control of the quadcopter after 35 seconds. We do this because the
quadcopters are particularly unstable when first taking off; this routine gives
them time to settle into a preset position before starting the experiments.
• visual_follow: The heart of the formation control algorithm.
– Takes the quadcopter’s pose and the video stream as input.
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– Downsamples the raw video to 96 × 72 pixels and converts it to 8-bit
monochrome.
– Calculates heatmaps from the 96× 72 images using the trained hourglass
CNN.
– Calculates the centroid and area of the heatmap.
– Converts the centroid and area into a range, azimuth, and elevation angle
to the leader, including Kalman filtering.
– Converts the range, azimuth, and elevation to the estimated location of
the leader.
– Uses a formation control law to calculate the follower’s desired setpoint
from the estimated location of the leader.
– Sends the desired setpoint to the velocity_controller node
– Logs heatmap, image, and other information for later analysis.
• velocity_controller: Uses a quadratic potential to determine the command
velocity that will move the quadcopter from its current pose (position and ori-
entation) to the desired setpoint pose. Prevents the quadcopter from colliding
with arena walls. Enforces a speed limit.
• MAVROS: External ROS package that manages communication between the Opti-
track system, the Pixhawk, and the formation control software on the ODROID
XU4.
TOPICS
• raw_video: RGB color images at 30Hz, initially from the webcam.
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• startpoint_reached: boolean message telling the visual_follow node that
the go_to_start node is ready to give up control of the quadcopter. This and
algoritm_took_control act as a makeshift semaphore for the cmd_vel topic.
• algorithm_took_control: boolean message telling the go_to_start node that
the visual_follow node has taken control of the quadcopter. This and startpoint_
reached act as a makeshift semaphore for the cmd_vel topic.
• pose: 3D position and orientation of the quadcopter in the Optitrack coordinate
frame. Orientation is a quaternion describing rotation relative to the orientation
the quadcopter was in when it was registered to the Optitrack system.
• image: individual color frames from raw_video that visual_follow actually
processed.
• heatmap: 96×72 8-bit map of quadcopter likelihood. Generated by the trained
hourglass CNN.
• loginfo: useful information saved to text files for later use. Includes pose,
cmd_vel, heatmap centroid and area, estimated range, azimuth, and elevation
to the leader before and after applying the Kalman filter.
• desired_setpoint: desired pose of the quadcopter. Determined by visual_
follow or go_to_start, used by velocity_controller.
• cmd_vel: commanded velocity of the quadcopter in the Optitrack coordinate
frame. This is a ROS Twist message, consisting of a 3D desired velocity vector
in m/s (Twist/linear) and a 3D desired rotation vector (Twist/angular).
The direction of the rotation vector is the axis of rotation and the magnitude
of the vector is the rotation speed in radians/second.
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• PWM: Pulse-width-modulated signal whose duty factor controls the speed of the
propeller motors.
HARDWARE
• Webcam: Standard USB color webcam. 4x3 aspect ratio. Images are downsam-
pled to save memory and processing time.
• Optitrack: 44-camera infrared motion capture system built into the robotics
lab arena. Runs Motive software package, communicates with MAVROS.
• Pixhawk: Flight controller mounted in the center of the quadcopter. Has an
internal gyroscope and compass that stabilize the quadcopter. Receives com-
mands from user-controlled radio transmitter so that the user can maintain
positive control over the quadcopter for safety. Determines the appropriate
propeller speeds to execute the commanded velocity. Converts the appropriate
propeller speeds into a PWM voltage signal that controls the current from the
battery to the propeller motors via ESCs.
• Propeller Motors: Standard brushless magnetic coil motors. Single-blade 8×5
propellers are attached to the motors.
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Figure C·1: Graph of the relevant ROS nodes and topics on the
follower
Appendix D
Quaternion Math
D.1 Quaternion Basics
Quaternions provide, among other things, a fast and efficient way to describe and
execute rotations. They are a standard mathematical tool, particularly in software.
Some basic properties of quaternions and functions used in this study are described
below.
Quaterions are essentially complex numbers with a three-dimensional imaginary
part. They are commonly defined as a 4-element vector [x, y, z, w], where x, y, and z
represent the magnitude along each of the 3 dimensions of the imaginary space, i, j,
and k, and w is the real part of the complex number. In other words:
[x, y, z, w] = xi + yj + zk + w (D.1)
Unit quaternions, or quaternions whose length is 1, can be used to describe ro-
tations in a way that avoids gimbal-lock issues while minimize memory usage. The
imaginary part of the quaternion, [x,y,z], defines the axis of rotation, and the real part
of the quaternion (or also the magnitude of the imaginary part) defines the rotation
angle. Mathematically, the quaternion that defines a rotation about the (normalized)
axis [a, b, c] by an angle θ is:
q = [a sin
θ
2
, b sin
θ
2
, c sin
θ
2
, cos
θ
2
] (D.2)
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The remainder of this section defines some properties of quaternions and some
quaternion functions that we reference in the body of the thesis.
For an intuitive video explaining rotation quaternions and their properties, refer
to the 3Blue1Brown video “Quaternions and 3d rotation, explained interactively” at
https://www.youtube.com/watch?v=zjMuIxRvygQ.
D.2 Quaternion Multipication
Multiplication of two quaternions, q1×q2 = [x1, y1, z1, w1]× [x2, y2, z2, w2] is executed
using the distributive law and properties of the products of the imaginary unit vectors
i, j, and k:
q1 × q2
= [x1, y1, z1, w1]× [x2, y2, z2, w2]
= (x1i + y1j + z1k + w1)× (x2i + y2j + z2k + w2)
= x1y2ij + y1x2ji + x1z2ik + z1x2ki + y1z2jk + z1y2kj
+ x1x2i
2 + y1y2j
2 + z1z2k
2
+ (x1w2 + w1x2)i + (y1w2 + w1y2)j + (z1w2 + w1z2)k
+ w1w2
= (x1w2 + w1x2 + y1z2 − z1y2)i
+ (y1w2 + w1y2 + z1x2 − x1z2)j
+ (z1w2 + w1z2 + x1y2 − y1x2)k
+ w1w2 − x1x2 − y1y2 − z1z2
(D.3)
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Where we have used the identities:
• i2 = j2 = k2 = −1
• ij = k
• ji = −k
• ik = −j
• ki = j
• jk = i
• kj = −i
D.3 Quaternion Inversion
The inverse of a unit quaternion q−1 is just its conjugate, i.e.:
q−1 = [qx, qy, qz, qw]−1 = [−qx,−qy,−qz, qw] (D.4)
D.4 Rotating Vectors with Quaternions
D.4.1 qRot() function
We define the operation of rotating a vector v = [vx, vy, vz] with quaternion q =
[qx, qy, qz, qw] as:
qRot(q,v) = q× v0 × q−1 (D.5)
Where
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• v0 = [vx, vy, vz, 0], a “pure” quaternion formed by copying the elements of v
into the imaginary elements of a quaternion and setting the real part of the
quaternion to zero
D.4.2 rot() function
We define the operation of rotating a vector v = [vx, vy, vz] about an axis a =
[ax, ay, az] by an angle θ as:
rot(v, a, θ) = qRot(qaθ,v) (D.6)
Where
• qaθ = [ax sin θ2 , ay sin θ2 , az sin θ2 , cos θ2 ]
D.4.3 angle() function
We can extract the magnitude of rotation from a quaternion’s real part. We define
the function angle(q) to extract the magnitude of rotation from a quaternion q =
[qx, qy, qz, qw], in radians:
angle(q) = 2 arccos (qw) (D.7)
D.4.4 axis() function
We can extract the axis of rotation from a quaternion’s imaginary part. We de-
fine the function axis(q) to extract the unit axis of rotation from a quaternion
q = [qx, qy, qz, qw]:
axis(q) =
[qx, qy, qz]
||[qx, qy, qz]|| (D.8)
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Note that this is undefined when the angle of rotation is zero, since a rotation of
zero has no axis to be rotated about.
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