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1. INTRODUCTION
Second order differential equations of the form
d
   u t  f t , u t , u t for a.e. t a, b , 1.1Ž . Ž . Ž . Ž .Ž . Ž .
dt
where  :  is an increasing homeomorphism, started being studied
as a generalization of the one dimensional p-Laplacian equations, which
Ž . Ž .   p2 Ž .correspond to  x   x  x x for x, x 0,  0  0, andp p
 p 1. We refer the reader to 8, 12, 14, 16 and references therein.
Ž .Another setting where equations of the form of 1.1 arise quite natu-
 rally is that of discontinuous right hand sides. See 6 , where the equation
 u t  q u t f t , u t , u t for a.e. t a, b ,Ž . Ž . Ž . Ž .Ž . Ž .
d Ž Ž .. Ž Ž . Ž ..is proven to be equivalent to   u t  f t, u t , u t for a.e. tdt
  Ž . x Ž .a, b , where  x  H dsq s for all x, provided that, for instance,0
Ž .  Ž .f is continuous and q:  0, is such that q, 1q L  .l oc
The method of upper and lower solutions is a powerful tool with which
Ž .  one can study the existence of solutions to 1.1 . It is proven in 5 that if 
1 Partially supported by DGESIC, Project PB97-0552-C02 and Xunta de Galicia, Project
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and  are respectively a lower and an upper solution of the periodic
problem
d
  u t  f t , u , u a  u b , u a  u b , 1.2Ž . Ž . Ž . Ž . Ž . Ž . Ž .Ž .
dt
   on I a, b and f is a Caratheodory function, then this problem´
   Ž .  Ž . Ž . Ž .4has a solution u  ,   uC I 	 t I,  t  u t   t . Such
a result remains valid for other types of boundary conditions, and even if f
Ž  .depends on u and satisfies a Nagumo type condition see 57 .
However, if 	  , the existence is not assured under the same assump-
tions which were sufficient in the first case. In this situation, with some
extra assumptions over f , monotone iterative techniques are useful.
 In this paper, following the spirit of 4 , we prove a pair of antimaximum
Ž Ž ..principles for the operator   u Mu with, respectively, Neumann
and periodic conditions. These results are the key to applying the mono-
tone method and proving the existence of extremal solutions for nonlinear
problems in the presence of lower and upper solutions given in the
reversed order.
 Improving the results in 4 , our assumptions are general enough to
consider upper and lower solutions which may fail to be differentiable at
infinitely many points. This makes sense since, in many practical applica-
tions of the method, the upper and lower solutions are constructed as,
roughly speaking, the maximum or minimum of some set of ‘‘approximate’’
solutions, and thus differentiability may be lost at certain points.
This paper is organized as follows: in Section 2 we introduce the
notations that we are going to take into account and some preliminary
results which will be used in the proofs of the main results. Among these
preliminary results we point out that sufficient conditions over functions f
and g, so that the inequality
b b
f g f b g b  f a g a  fg Ž . Ž . Ž . Ž .H H
a a
Ž .holds and may be strict , are obtained. As far as the author is aware, there
is no previous work on this revision of the formula of integration by parts.
In Section 3 we prove two maximum principles for mixed boundary
conditions assuming that 1 satisfies a Lipschitz condition. These maxi-
mum principles will be used to prove an antimaximum principle for
Neumann boundary conditions and finally, we prove an antimaximum
principle for the periodic conditions.
In Section 4, by arguments based on the study of time-mappings, we
prove that analogous antimaximum principles for p-Laplacians are not
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valid although, however, monotone iterative techniques based on our
results can be used for the cases 1 p 2.
2. NOTATIONS AND PRELIMINARY RESULTS
 Given real numbers a, b such that a b, consider the interval I a, b .
Ž .Call BV I the vector space of functions of bounded variation on I and
Ž .denote by AC I the space of absolutely continuous functions. By
  Ž .Lebesgue’s Decomposition Theorem, see 15 , for each f BV I there
Ž . Ž .exists a unique decomposition f f 
 f , where f  AC I , f 0  0a s a a
Ž .and f is a singular function, i.e., such that f t  0 for a.e. t I. Thes s
function f is called the absolutely continuous part of f and f is thea s
singular part.

Ž .We shall denote by BV I the set of functions of bounded variation on
Ž .I which have nondecreasing singular part, while BV I will stand for the
set of functions of bounded variation which have nonincreasing singular
Ž   .part see 1 for more details .

Ž . Ž . Ž . Ž 
. Ž .Note that if f BV I then f t  f t  f t for every t  a, b ,0 0 0 0
Ž .and the reversed inequalities hold if f BV I .
Ž .  The following result is Theorem 6.90 in 15 .
THEOREM 2.1. Let f and g be absolutely continuous functions oer the
 interal I a, b . It is erified that
b b
f g f b g b  f a g a  fg .Ž . Ž . Ž . Ž .H H
a a
We shall need the following weak version of the formula of integration
by parts.
Ž . Ž .THEOREM 2.2. Let g AC I be such that g t 	 0 for all t I.

Ž .If f BV I then
b b
f g f b g b  f a g a  fg ,Ž . Ž . Ž . Ž .H H
a a
Ž .and if f BV I we hae that
b b
f g	 f b g b  f a g a  fg .Ž . Ž . Ž . Ž .H H
a a
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In order to prove Theorem 2.2 we shall use the following notations and
 4lemmas. Assume P t , t , . . . , t is a partition of I. We define the sets0 1 n

 I  f : I : f a
  f a ,Ž . Ž . Ž .½P
f  AC t , t , k 0, 1, . . . , n 1 ,Ž 5 k k
1Ž t , tk k
1 
and


 I  f
 I : f t
 	 f t for all t a, b . 4Ž . Ž . Ž . Ž . Ž .P P
Ž . Ž .LEMMA 2.3. Let g AC I be such that g t 	 0 for all t I.
 4 
Ž .Assume P t , t , . . . , t is a partition of I and let f
 I .0 1 n P
Then we hae that
b b
f g f b g b  f a g a  fg .Ž . Ž . Ž . Ž .H H
a a
 Proof. Making use of Theorem 2.1 on each of the subintervals t , tk1 k
for k 1, 2, . . . , n, we obtain
n n
b t tk k
f g f g f t g t  f t g t  fg Ž . Ž . Ž .Ž .Ý ÝH H Hk k k1 k1ž /a t tk1 k1k1 k1
n1
b
 f t  f t g t 
 f b g b  f a g a  fg .Ž . Ž . Ž . Ž . Ž . Ž .Ž .Ý Hk k k
ak1
Ž . Ž 
.Now the result follows by taking into account that f t  f t  0 fork k
k 1, 2, . . . , n 1, and that g	 0 on I.

Ž .  4 Ž .LEMMA 2.4. For each f BV I there exists a sequence f  BV In n
such that
Ž . Ž . Ž 
. Ž . Ž .i f a  f a and f b  f b for all n.n n
Ž . Ž . Ž .ii f t  f  t for a.e. t I.n
Ž .iii For each n there exists a partition of I, P , and a functionn

Ž .j 
 I which equals f almost eerywhere in I.n P nn
Ž . Ž . Ž . Ž .iv f t  f t for all t a, b .n
Ž .Proof. We can write f f 
 f where f  AC I and f is a nonde-1 2 1 2
Ž 
.creasing, singular function such that f a  0. Indeed, it suffices to take2
Ž . Ž . Ž 
. Ž . Ž . Ž 
.f t  f t 
 f a and f t  f t  f a for all t I, where f and1 a s 2 s s a
f are, respectively, the absolutely continuous and the singular part of f.s
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Ž .Let us call m f b and, for any n, define the sets2
i 1 i
1 nE  f m , m for i 1, 2, . . . , 2  1,i , n 2 n n /2 2
and
n2  1
1F  f m , m .n 2 n2
Ž 
. Ž .Since f is nondecreasing, f a  0, and m f b , we have that2 2 2
E and F are nondegenerate intervals.i,n n
Define now
2 n1 i 1
h t  m  t 
m t for all t I ,Ž . Ž . Ž .Ýn E Fn i , n n2i1
where  and  are, respectively, the characteristic functions of theE Fi, n n
sets E and F .i, n n
 4By standard arguments it can be proved that h converges pointwisen n
Ž .to f in a, b and, hence, the sequence f  f 
 h for all n,2 n 1 n
Ž . Ž .converges pointwise to f in a, b , which proves assertion iv .
Furthermore h is a simple function and, since f is nondecreasing, hn 2 n
is nondecreasing in I for every n. Thus, redefining f in a finiten
Ž . 
Ž .subset of I if necessary , f belongs to 
 I for some partition P.n P
Ž . Ž .Assertions i and ii follow from the construction of f .n

Ž . Ž . Ž .Proof of Theorem 2.2. Let f BV I and g AC I such that g t
	 0 for all t I.
 4Let f be a sequence in the conditions of Lemma 2.4 with respect ton n
f.
For each n, by Lemma 2.3, we have
b b b f g f g j gH H Hn n
a a a
b
 j b g b  j a g a  j g Ž . Ž . Ž . Ž . Hn n n
a
b
 f b g b  f a g a  f g Ž . Ž . Ž . Ž . Hn n n
a
b 
 f b g b  f a g a  f g .Ž . Ž . Ž . Ž . H n
a
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Ž . Ž . 1Ž .Since f t  f  t for a.e. t I and f  L I , we can apply then
dominated convergence theorem and we obtain that
b b 
f g f b g b  f a g a  fg .Ž . Ž . Ž . Ž .H H
a a

Ž . Ž . Ž . Ž 
. Ž .Moreover since f BV I , we have f b  f b and f a 	 f a , so
the first part of the result is proven.
Ž . 
Ž .Finally, if f BV I then f BV I , hence
b b
 f gf b g b 
 f a g a 
 fg Ž . Ž . Ž . Ž .H H
a a
or, equivalently,
b b
f g	 f b g b  f a g a  fg .Ž . Ž . Ž . Ž .H H
a a
2Ž .For u L I , we write
1
2b 2   u  u s ds .Ž .2 Hž /a
Ž  .Let us recall some classical integral inequalities see 13 .
1Ž .THEOREM 2.5. Let uC I .
Ž . Ž .   2 Ž Ž Ž ...2   2If u a  0 or u b  0 then u 	  2 b a u .2 2
Ž .Since Lipschitz continuous functions are differentiable a.e. and C I is
2Ž .dense in L I we have the following corollary.
Ž .COROLLARY 2.6. If u: I is Lipschitz continuous and u a  0 or
Ž .   2 Ž Ž Ž ...2   2u b  0 then u 	  2 b a u .2 2
3. MAXIMUM AND ANTIMAXIMUM PRINCIPLES
In this section we shall observe the following assumptions:
Ž . Ž .H  :  is an increasing homeomorphism such that  0  0.1
Ž .H There exists K 0 such that2
2
 u    u 	 K u for all u ,  .Ž . Ž . Ž . Ž .Ž .
RODRIGO L. POUSO716
3.1. Maximum Principles for Mixed Problems
 .  .For a given function g : a, b  we shall write that g BV a, b
whenever
g t , if t a, b ,Ž . .
g t Ž .˜ ½ g b , if t b ,Ž .
Ž .is well defined and belongs to BV I .

 Ž .On the other hand, the symbol D g t will stand for the upper right
Dini derivative of function g at t.
The following two theorems are fundamental parts of the present work.
Ž . Ž .THEOREM 3.1. Assume  erifies conditions H and H and let1 2
K 2
M , .2ž /4 b aŽ .
Ž . 
  .Let, for i 1, 2, u C I be such that D u  BV a, b . Assume alsoi i

 
  .that D u  D u  BV a, b and that1 2
d d

 
 D u t Mu t 	 D u t Mu t a.e.,Ž . Ž . Ž . Ž .Ž . Ž .1 1 2 2dt dt
D
u a D
u a , u b 	 u b . 3.1Ž . Ž . Ž . Ž . Ž .1 2 1 2
Ž . Ž .Then we hae that u t 	 u t for all t I.1 2
Ž . Ž .THEOREM 3.2. Assume  erifies conditions H and H and let1 2
K 2
M , .2ž /4 b aŽ .
Ž . 
  .Let, for i 1, 2, u C I be such that D u  BV a, b . Assume alsoi i

 
  .that D u  D u  BV a, b and that1 2
d d

 
 D u t Mu t 	 D u t Mu t a.e.,Ž . Ž . Ž . Ž .Ž . Ž .1 1 2 2dt dt
u a 	 u a , Du b 	Du b . 3.2Ž . Ž . Ž . Ž . Ž .1 2 1 2
Ž . Ž .Then we hae that u t 	 u t for all t I.1 2
To prove Theorems 3.1 and 3.2 we need the following technical results
about the differentiability of functions in the above conditions.
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The proof of the following lemma is an immediate adaptation of one
  Ž .given by Adje 1 for a less general case Theorem I.2 . We include it here
for convenience of the reader and for the sake of completeness.
  Ž .LEMMA 3.3. Let f be continuous in a, b and t  a, b .0
Ž .If any of the four Dini deriaties of f is right left continuous at t , then f0
Ž .has right left deriatie at t .0
Proof. Denote by Df the Dini derivative of f which is right continuous
at t . For each  0 there exists  0 such that0
Df t  Df t Df t 
  for all t t , t 
  ,Ž . Ž . Ž . .0 0 0 0
 hence, by 2, Theorem 1.2, Chap. 4 , we can affirm that
f t 
 h  f tŽ . Ž .0 0
Df t   Df t 
  for all h 0,  ,Ž . Ž . Ž .0 0h

Ž . Ž . Ž . Ž .and thus Df t  D f t D f t Df t 
  .0 
 0 0 0
The conclusions of the following lemma are used in several steps of the
proofs of Theorems 3.1 and 3.2.
LEMMA 3.4. Let  :  be a homeomorphism.
Ž . 
  .If C I and D  BV a, b , then  erifies the following prop-
erties:
Ž . Ž Ž .i  is Lipschitz continuous on I and, therefore,   t exists for a.e.
.t I .
Ž .  . 
ii  has right deriatie at eery t a, b and function D  is right
 .continuous in a, b .
Ž . Ž  iii  has left deriatie at eery t a, b and function D  is left
Ž continuous in a, b .
Ž .iv If , moreoer,  is increasing, then the following statements are
alid:


 
 .If D  BV a, b then
D t D
 t for all t a, b .Ž . Ž . Ž .


  .If D  BV a, b then
D t 	D
 t for all t a, b .Ž . Ž . Ž .

  . 
Proof. Condition D  BV a, b implies D  is bounded in
 . Ž .  a, b . Thus, since C I , then  is Lipschitz continuous; see 2 .
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  .  .Since D  BV a, b , for each t  a, b there exists0
lim  D
 t ,Ž .Ž .

tt0
and, using the continuity of 1, there exists
lim D
 t  L.Ž .

tt0

 Ž .Reasoning by contradiction, assume that LD  t , and fix R such0

 Ž .that L RD  t .0
Ž . 
 Ž .  First, there is no  0,  such that D  t  R for all t t , t 
  :0 0
Ž  .otherwise since  is absolutely continuous in t , t 
  we would have0 0
that
t   t   t    s ds R t t for all t t , t 
  ,Ž . Ž . Ž . Ž .H0 0 0 0
t0

 Ž .and then D  t  R, which contradicts the choice of R.0
Ž . Ž .Hence, for every  0,  there exists t  t , t 
  such that 0 0

 Ž .D  t  R, which contradicts
lim D
 t  L R .Ž .

tt0

 Ž . 
Analogously, one can prove that L S for all SD  t , so D  is0
 .right continuous at every t  a, b .0
Hence, by Lemma 3.3, we conclude that  has right derivative at each
 .point of a, b .
 Ž . Ž .On the other hand, we have that D  t D  b
 a t for all

Ž  Ž t a, b , thus, taking t  a, b and calling s b
 a t, s  b
 a0 0
t , we have0
lim D t  lim D  s D  s D t .Ž . Ž . Ž . Ž .
 
 0 0 
tt ss0 0
 Ž This fact implies that D  is left continuous in a, b and, by Lemma
Ž 3.3,  has left derivative at every point of a, b .

 
 .Finally, if D  BV a, b , then
D
 t  D
 t  D
 t
 for all t a, bŽ . Ž . Ž . Ž . Ž . Ž . Ž .
and since 1 is increasing and continuous, and D
 is right continuous,
we have that
D
 t D
 t D
 t
 for all t a, b . 3.3Ž . Ž . Ž . Ž . Ž .
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Ž .  Ž . 
 Ž .Hence, if for some t  a, b we have that D  t D  t , then,0 0 0
by left continuity of D in t , and since   exists a.e., for each0
k D
 t , D tŽ . Ž .Ž .0 0
 Ž . 
 Ž . 
 Ž . there is  0 such that D  t D  t  kD  t for a.e. t t0 0
 Ž .  , t , in contradiction with 3.3 .0
 Ž . 
 Ž . Ž .It can be analogously proved that D  t 	D  t for all t a, b

  .whenever D  BV a, b .
Proof of Theorem 3.1. Reasoning by contradiction, assume u  u1 2
 .attains a negative minimum at some t  a, b .0
   Ž .  Ž .If t  a, there exists a a, t such that u a  u a and u  u in˜ ˜ ˜0 0 1 2 1 2
  Ž   . Ž .Ž .a, t . Let t  t , b be such that u  u in a, t and u  u t  0.˜ ˜0 1 0 1 2 1 1 2 1
Ž . Ž .Multiplying in the differential inequality 3.1 by u  u , integrating1 2
between a and t , and using Theorem 2.2 we conclude that˜ 1
t 21M u t  u t dtŽ . Ž .Ž .H 1 2
a˜
t1    	  u t   u t u t  u t dt .Ž . Ž . Ž . Ž .Ž . Ž . Ž .Ž .H 1 2 1 2
a˜
Ž .By condition H we have2
t t2 21 1  M u t  u t dt	 K u t  u t dt ,Ž . Ž . Ž . Ž .Ž . Ž .H H1 2 1 2
a a˜ ˜
and, by Corollary 2.6, we arrive at the contradiction
 2t t2 21 1M u t  u t dt	 K u t  u t dt .Ž . Ž . Ž . Ž .Ž . Ž .H H1 2 1 22
a a˜ ˜4 t  aŽ .˜1
If t  a it suffices to replace a by a in the preceding arguments and˜0
take into account the boundary conditions.
By symmetric arguments we can prove Theorem 3.2.
3.2. Antimaximum Principle for the Neumann Problem
From Theorems 3.1 and 3.2 we can deduce the following antimaximum
principle for the Neumann boundary conditions.
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Ž . Ž .THEOREM 3.5. Assume  erifes conditions H and H and let1 2
K 2
M 0, .2ž /4 b aŽ .
Ž . 
  .Let uC I be such that D u  BV a, b for i 1, 2.i

 
  .Assume also that D u  D u  BV a, b and1 2
d d

 
 D u t Mu t 	 D u t Mu tŽ . Ž . Ž . Ž .Ž . Ž .1 1 2 2dt dt
a.e., D
u a D
u a , Du b 	Du b . 3.4Ž . Ž . Ž . Ž . Ž .1 2 1 2
Ž . Ž .Then u  u or u t  u t for all t I.1 2 1 2
 4 Ž .Proof. Let t  a, b be a nondecreasing sequence that converges ton n
 Ž .b and such that there exists u t for i 1, 2 and all n.i n
Ž .Integrating in 3.4 between a and t and taking into account thatn

 
 
 .D u  D u  BV a, b , we obtain2 1
 Du t   Du t   D
u a 
  D
u aŽ . Ž . Ž . Ž .Ž . Ž . Ž . Ž .2 n 1 n 2 1
tn	M u  u ds.Ž .H 1 2
a
Passing to the limit, and using the fact that Du and Du are left1 2
continuous at b, we have that
 Du b   Du b   D
u a 
  D
u aŽ . Ž . Ž . Ž .Ž . Ž . Ž . Ž .2 1 2 1
b
	M u  u s ds ;Ž . Ž .H 1 2
a
thus, if we assume that u  u and u 	 u in I one obtains1 2 1 2
 Du b   Du b   D
u a 
  D
u a  0,Ž . Ž . Ž . Ž .Ž . Ž . Ž . Ž .2 1 2 1
in contradiction with the boundary conditions.
 Hence, if u  u there exists t  a, b such that1 2 1
u  u t  min u  u t  0. 3.5Ž . Ž . Ž . Ž . Ž .1 2 1 1 2
tI
 Assume, reasoning by contradiction, that there exists t  a, b such0
Ž .Ž .that u  u t 	 0. If a t  t Theorem 3.1 implies that u 	 u in1 2 0 1 0 1 2
  Ž .Ž . Ž .a, t , in particular u  u t 	 0, in contradiction with 3.5 .0 1 2 1
For the case t  t  b we must use Theorem 3.2.0 1
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3.3. Antimaximum Principle for the Periodic Problem
From Theorem 3.5 we shall prove an antimaximum principle for the
periodic conditions.
Ž . Ž .THEOREM 3.6. Suppose that  erifies conditions H and H and let1 2
K 2
M 0, .2ž /b aŽ .
Ž . 
  .If u , u are such that u C I , for i 1, 2, D u  BV a, b ,1 2 i 1

 
 .D u  BV a, b , and2
d d

 
 D u t Mu t 	 D u t Mu t a.e.,Ž . Ž . Ž . Ž .Ž . Ž .1 1 2 2dt dt
u a  u b  u a  u b , 3.6Ž . Ž . Ž . Ž . Ž .1 1 2 2
 D
u a   Du b   D
u a   Du b ,Ž . Ž . Ž . Ž .Ž . Ž . Ž . Ž .1 1 2 2
then u  u or u  u in I.1 2 1 2
The following two lemmas will be needed in the proof of Theorem 3.6.
LEMMA 3.7. Let  :  be an increasing homeomorphism.
Ž . 
  . 
Let  C I , i 1, 2, be such that D   BV a, b . If D  i i 1

  .D   BV a, b and2
 D
 a   D b   D
 a   D b ,Ž . Ž . Ž . Ž .Ž . Ž . Ž . Ž .1 1 2 2
then the functions
 t , if t a, b ,Ž . .iw t Ž .i ½   t b
 a , if t b , 2b a ,Ž .i

  .are such that D w  BV a, 2b a andi

 
 D w  D w  BV a, 2b a ..1 2
Ž . Ž 
 Ž .. Ž 
 Ž ..  .Proof. Let us call h t   D  t   D  t for every t a, b1 2
and let
h t , if t a, b ,Ž . .sg t  bŽ .
h t b
 a  h s ds, if t b , 2b a ,Ž . Ž . .H s
a
 .where h is the singular part of h, which is nonincreasing in a, b .s
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 .Let us prove that g is nonincreasing in a, 2b a .
 . Ž . Ž .Obviously, if t , t  a, b and t  t then g t 	 g t , and the same1 2 1 2 1 2
 .holds true if t , t  b, 2b a are such that t  t .1 2 1 2
 .  .Take t  a, b and t  b, 2b a ; we have that1 2
b
g t  g t  h t  b
 a  h r dr h tŽ . Ž . Ž . Ž . Ž .H2 1 s 2 s 1
a
b
 h a  h r dr h tŽ . Ž . Ž .Hs s 1
a
b
 
  D  a   D  a  h r dr h t .Ž . Ž . Ž . Ž .Ž . Ž . H1 2 s 1
a
 4 Ž .Let z  t , b be convergent to b, and such that  is differentiablen n 1 i
in z for all n, i 1, 2. Since h is nonincreasing, we have thatn s
b
 
g t  g t   D  a   D  a  h r dr h z ,Ž . Ž . Ž . Ž . Ž . Ž .Ž . Ž . H2 1 1 2 s n
a
for all n. On the other hand, by Lemma 3.4, D is left continuousi
 4at b and, by choice of z ,n n
h z   D z   D z for all n;Ž . Ž . Ž .Ž . Ž .n 1 n 2 n
thus, passing to the limit, we have that
g t  g tŽ . Ž .2 1
b
 
   D  a   D  a  h r dr h bŽ . Ž . Ž . Ž .Ž . Ž . H1 2 s
a
  D
 a   D
 a   D b 
  D b .Ž . Ž . Ž . Ž .Ž . Ž . Ž . Ž .1 2 1 2

 Ž .  Ž . Ž .Finally, the assumptions over D  a and D  b imply that g t i i 2
Ž .g t .1
Now, we can write
 D
w t   D
w tŽ . Ž .Ž . Ž .1 2
dt 
 
  D w s   D w s ds
 g tŽ . Ž . Ž .Ž . Ž .Ž .H 1 2dsa
 .for all t a, 2b a , where g is nonincreasing, hence,

 
 D w  D w  BV a, 2b a ..1 2
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Similarly, one can prove the following result.
LEMMA 3.8. Let  :  be an increasing homeomorphism.
Ž . 
  . 
If  C I , i 1, 2, are such that D   BV a, b and D i i 1

  . D   BV a, b and2
 D
 a   D b   D
 a   D b ,Ž . Ž . Ž . Ž .Ž . Ž . Ž . Ž .1 1 2 2
then the functions
 t
 b a , if t 2 a b , a ,Ž . .iw t Ž .i ½   t , if t a, b ,Ž .i

  .are such that D w  BV 2 a b, b andi

 
 D w  D w  BV 2 a b , b ..1 2
Proof of Theorem 3.6. Assume that u  u .1 2
Ž .Ž . Ž .Ž . Ž .Ž .Case 1. u  u a  u  u b max u  u t . In this1 2 1 2 t I 1 2
case
D
u a D
u a and Du b 	Du b .Ž . Ž . Ž . Ž .1 2 1 2
Ž . Ž .Ž . Ž .Ž .If t  a, b is such that u  u t min u  u t , then0 1 2 0 t I 1 2
Du t Du t  0D
u t D
u t . 3.7Ž . Ž . Ž . Ž . Ž .1 0 2 0 1 0 2 0

  . 
 
 .On the other hand, if D u  BV a, b and D u  BV a, b ,1 2
by Lemma 3.4 we know that
D
u t Du t and D
u t 	Du t ,Ž . Ž . Ž . Ž .1 0 1 0 2 0 2 0
Ž .  Ž .  Ž .which, together with 3.7 , implies that u t  u t .1 0 2 0
Ž . 2 Ž .2 2 Ž .2If t  a b a 2, then 0M K  b a  K 4 t  a ,0 0

 Ž . 
 Ž .and since D u a D u a , Theorem 3.5 enables us to affirm that1 2
  Ž .u  u on a, t and, hence, on I. if t  a b a 2 we use Theorem1 2 0 0
 3.5 in t , b .0
Ž .Case 2. u  u attains its maximum at some t  a, b and1 2 0
u  u a  u  u b  min u  u t .Ž . Ž . Ž . Ž . Ž . Ž .1 2 1 2 1 2
tI
 Ž .  Ž . 
 Ž . 
 Ž .Then we have that D u t 	D u t and D u t D u t .1 0 2 0 1 0 2 0
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On the other hand, by Lemma 3.4, we obtain
D
u a D
u a 	 0	Du b Du b .Ž . Ž . Ž . Ž .1 2 1 2
Thus, by the boundary conditions, we have
0  D
u a   D
u a   Du b   Du b  0,Ž . Ž . Ž . Ž .Ž . Ž . Ž . Ž .1 2 1 2

 Ž . 
 Ž .  Ž .  Ž .and, therefore, D u a D u a and D u b D u b .1 2 1 2
   One of the intervals a, t or t , b has length less than or equal to0 0
Ž .b a 2, so we can apply Theorem 3.5 to conclude that u  u on I.1 2
Ž .Case 3. There exist t , t  a, b such that1 2
u  u t  max u  u t andŽ . Ž . Ž . Ž .1 2 1 1 2
tI
u  u t  min u  u t .Ž . Ž . Ž . Ž .1 2 2 1 2
tI

 Ž . 
 Ž .Assume that t  t . First, we have that D u t D u t ,1 2 1 1 2 1
Du t Du t and D
u t 	D
u t . 3.8Ž . Ž . Ž . Ž . Ž .1 2 2 2 1 2 2 2

  . 
 
 .Since D u  BV a, b and D u  BV a, b , by Lemma 3.41 2
 Ž .  Ž . 
 Ž .  Ž .we have that D u t D u t and D u t 	D u t ; thus by1 2 1 2 2 2 2 2
Ž .  Ž .  Ž .3.8 we obtain that u t  u t .1 2 2 2
b a 2 2 2 2Ž . Ž Ž . .If t  t  then 0M K  b a  K  4 t  t ,2 1 2 12
 hence Theorem 3.5 implies u  u in t , t and, therefore, u  u on I.1 2 1 2 1 2
b aIf t  t  we define, for i 1, 2, the functions2 1 2
u t , if t a, b ,Ž . .i t Ž .i ½  u t b
 a , if t b , 2b a ,Ž .i
b aand we call t  t 
 b a. Obviously, we have that t  t  .3 1 3 2 2

  .By Lemma 3.7, we have that D   BV a, 2b a for i 1, 2 and,i
Ž 
 Ž .. Ž  Ž .. Ž 
 Ž .. Ž  Ž ..since  D u a   D u b   D u a   D u b , we have1 1 2 2

 
  .that D   D   BV a, 2b a .1 2
 Thus, using Theorem 3.5 in the interval t , t we have that    in2 3 1 2
 t , t and, hence, u  u in I.2 3 1 2
If t  t we have to follow symmetric arguments.1 2
The idea of extending the definitions of the involved functions in the
 third part of the proof of Theorem 3.6 is used in 11 . This argument makes
it possible to prove the result as a consequence of Theorem 3.5 and to
extend the set of admissible values for the constant M.
MAXIMUM AND ANTIMAXIMUM PRINCIPLES 725
4. FINAL REMARKS
Remark 1. When  is the identity, the intervals of admissible values
for M that we obtained are the optimal ones, in the sense that for any
other value of M examples for which the results do not hold can be found;
 see 3 .
Ž .Remark 2. Condition H may seem to be rather restrictive. This2
condition is equivalent to requiring that ‘‘1 is Lipschitz continuous with
constant 1K ,’’ something not fulfilled by the p-Laplacians for p 2.
Ž  .However, we shall show, via time mappings see 12 , that our compari-
son principles are not valid in any of these cases.
Consider the differential equation
d
 u t 
Mu t  0, 4.1Ž . Ž . Ž .Ž .
dt
where  is an increasing and odd homeomorphism and M 0. The total
energy of the associate planar system is given by
M
2 2H x , y  x 
  y for all x , y  ,Ž . Ž . Ž .
2
Ž . y 1Ž . 1where  y  H  s ds for all y. Note  is even because  is0
odd.
Ž . Ž .For any u  0 we denote by x t; u , t, the solution of 4.1 with0 0
Ž . Ž .initial data x 0; u  u , x 0; u  0. We define0 0 0
T u  sup T 0,
 : x t ; u  0 for all t 0, T , 4Ž . Ž . Ž . .0 0
and it can be proved that
dy1
T u  u , 4.2Ž . Ž . Ž .H0 0 2 2G M2 u 1 yŽ . Ž .Ž .0 0
1  . Ž Ž ..where G   and  : 0,  is such that   y  y for all
y	 0.
Ž .   p2 Ž .For the particular case of  x  x x for x, x 0,  0  0,p p
Ž .and p 1, the time-mapping given in 4.2 becomes
Ž .p2 pT u  K p , M u for all u 0, 4.3Ž . Ž . Ž . Ž .p
where
1
p2 p 1 dyŽ . 1
K p , M   0.Ž . H 1pž / 2Mp 0 1 yŽ .
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A first remarkable difference between the cases p 2 and p 2 is
Ž .that, for any fixed M 0, the mapping T is constant over , 0 , while2
T is not if p 2.p
The cases 1 p 2 and p 2 are also different from each other. For
Ž .1 p 2, T is increasing in , 0 andp
lim T u  0, lim T u 
,Ž . Ž .p pu u0
and for p 2, T is decreasing andp
lim T u 
, lim T u  0.Ž . Ž .p pu u0
Claim. The result of Theorem 3.5 is in general false if  does not satisfy
Ž .H . Let’s assume that 1 p 2. From the above properties of T , there2 p
Ž .exists a unique u  0 such that T u  b a. By definition of T , we0 p 0 p
Ž .  . Ž . Ž .have x t, u  0 for t a, b and x b, u  0. Integrating in Eq. 4.10 0
we obtain
tp2 x t , u x t , u M x s, u ds 0 for all t a, b .Ž . Ž . Ž . ŽH0 0 0
a
Ž .Then, choosing u  u , sufficiently near to u , we will have T u 1 0 0 p 1
Ž . Ž . Ž Ž . T u  b a and x t, u  0 for all t T u , b . Thus, the functionp 0 1 p 1
Ž . Ž .u t  x t, u is such that1
d p2  u t u t Mu t  0Ž . Ž . Ž .Ž .
dt
 in a, b , u a  0, u b  0,Ž . Ž .
  Žbut neither u 0 nor u 0 in a, b . Note M 0 can be arbitrarily
.small!
For the periodic case or for p 2 similar examples can be found.
Ž .Remark 3. If one is interested in solving problem 1.2 via iterative
techniques based on our comparison principle it suffices to define a lower
Ž .solution for problem 1.2 in the following way:  : I is a lower
solution if
Ž . Ž . 
 
 .1 C I , D  BV a, b and
d
    t  f t ,  t for a.e. t I.Ž . Ž .Ž . Ž .
dt
Ž . Ž . Ž . 
 Ž .  Ž .2  a   b , D  a 	D  b .
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An upper solution is defined by reversing inequalities and replacing
BV
 by BV.
Ž .Furthermore, to use iterative techniques one can relax condition H2
because an a priori bound over the derivatives of the solutions between
the upper and the lower solutions can be found. Thus, the behavior of 
Ž .outside a certain compact interval plays no role, and H can be weak-2
ened to
Ž 	 .  H For every compact interval k , k there exists K 0 such2 1 2
  Ž Ž . Ž ..Ž . Ž .2that for all u,   k , k we have  u    u 	 K u .1 2
It is important to realize that p-Laplacians with 1 p 2 verify condi-
Ž 	 .tion H , so the monotone method is also valid for that type of equations.2
The reader can find a detailed application of the monotone method for the
 Neumann problem in 4 .
 Concerning monotone iterative techniques the reader can see 9, 10 .
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