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a b s t r a c t
We study the existence of T -periodic solutions of some first order functional differential
equations. Several existence criteria are established for our problems; in particular, we
obtain conditions for the existence of multiple (even infinitely many) T -periodic solutions
of one of the problems. Examples are also included to illustrate our results.
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1. Introduction
Let T > 0 be fixed. In this paper, we are concerned with the existence of T -periodic solutions of the first order functional
differential equations:
u′(t) = a(t)g(u(t))u(t)− b(t)f (u(t − τ(t))) (1.1)
and
u′(t) = a(t)g(u(t))u(t)− λb(t)f (u(t − τ(t))), (1.2)
where a, b, τ ∈ C(R,R) are T -periodic functions, f , g ∈ C(R,R), and λ is a positive parameter. These equations, or their
variations, appear in a number of applications, such as in the model of blood cell production in an animal [1,2], the control
of testosterone levels in the blood stream [3], and so on. For the case where g(x) is constant or bounded, the existence of
T -periodic solutions of (1.1) and (1.2) has been extensively investigated in the literature; see, for example, [4–10]. For the
casewhere g(x) is not necessarily bounded, papers [11,12] studied the existence of one and twopositive T -periodic solutions
of (1.2) by using the fixed point index theory. No results are obtained in [11,12] for the existence of three or more T -periodic
solutions.
In this paper, we first establish the existence of at least one T -periodic solution of (1.1) by assuming the existence of a
pair of lower and upper solutions. Then, by applying our result, we derive several explicit conditions for the existence of
T -periodic solutions of (1.1) and (1.2) (without assuming the existence of lower and upper solutions). In particular,
Corollary 2.2 provides sufficient conditions for the existence of multiple (even infinitely many) T -periodic solutions of (1.1).
This work complements the results in [11,12].
The rest of this paper is organized as follows. Section 2 contains the main results of this paper and three examples. The
proofs of the main results are presented in Section 3.
∗ Corresponding author. Tel.: +1 423 425 4545; fax: +1 423 425 4586.
E-mail addresses: John-Graef@utc.edu (J.R. Graef), Lingju-Kong@utc.edu (L. Kong).
0893-9659/$ – see front matter© 2011 Elsevier Ltd. All rights reserved.
doi:10.1016/j.aml.2011.05.020
1982 J.R. Graef, L. Kong / Applied Mathematics Letters 24 (2011) 1981–1985
2. Main results and examples
Let the Banach space
X := {u(t) ∈ C(R,R) : u(t) = u(t + T ) for t ∈ R}
be equipped with the norm ‖u‖ = supt∈[0,T ] |u(t)|.
Definition 2.1. A function α ∈ X ∩ C1(R,R) is said to be a lower solution of (1.1) if
α′(t) ≥ a(t)g(α(t))α(t)− b(t)f (α(t − τ(t))).
Similarly, a function β ∈ X ∩ C1(R,R) is said to be an upper solution of (1.1) if
β ′(t) ≤ a(t)g(β(t))β(t)− b(t)f (β(t − τ(t))). (2.1)
Now, we state our first existence result.
Theorem 2.1. Assume that:
(A1) f (x) is nondecreasing in x;
(A2) Eq. (1.1) has a lower solution α(t) and an upper solution β(t) with
α(t) ≤ β(t) for t ∈ R, (2.2)
and a(t)g(u(t)) ≥ 0 and a(t)g(u(t)) ≢ 0 on R for u ∈ X with α(t) ≤ u(t) ≤ β(t).
Then, (1.1) has at least one T-periodic solution u(t) satisfying
α(t) ≤ u(t) ≤ β(t) for t ∈ R. (2.3)
The following corollaries are consequences of Theorem 2.1 and provide explicit conditions for the existence of T -periodic
solutions of (1.1) and (1.2).
Corollary 2.1. Assume that (A1) holds and there exist −∞ < δ1 < δ2 <∞ such that
a(t)g(δ1)δ1 ≤ b(t)f (δ1) and a(t)g(δ2)δ2 ≥ b(t)f (δ2) on R, (2.4)
and a(t)g(u(t)) ≥ 0 and a(t)g(u(t)) ≢ 0 on R for u ∈ X with δ1 ≤ u(t) ≤ δ2. Then, (1.1) has at least one T-periodic solution
u(t) satisfying δ1 ≤ u(t) ≤ δ2 on R.
Corollary 2.2. Let k ∈ {1, 2, . . .}. Assume that (A1) holds and there exist µi, ηi ∈ R, i = 1, . . . , k, such that
µ1 < η1 < µ2 < η2 < · · · < µk < ηk,
and
a(t)g(µi)µi ≤ b(t)f (µi) and a(t)g(ηi)ηi ≥ b(t)f (ηi) on R, i = 1, . . . , k.
In addition, assume that a(t)g(u(t)) ≥ 0 and a(t)g(u(t)) ≢ 0 onR for u ∈ X withµi ≤ u(t) ≤ ηi, i = 1, . . . , k. Then, (1.1) has
at least kT-periodic solutions ui(t) satisfying µi ≤ ui(t) ≤ ηi on R for i = 1, . . . , k.
Corollary 2.3. Assume that (A1) holds and there exist −∞ < δ1 < δ2 < ∞ such that b(t)f (δ1) ≥ 0, b(t)f (δ2) ≥ 0, and
λ < 1 < λ, where
λ = δ1g(δ1)
f (δ1)
max
t∈[0,T ]
a(t)
b(t)
and λ = δ2g(δ2)
f (δ2)
min
t∈[0,T ]
a(t)
b(t)
. (2.5)
In addition, assume that a(t)g(u(t)) ≥ 0 and a(t)g(u(t)) ≢ 0 on R for u ∈ X with δ1 ≤ u(t) ≤ δ2. Then, for each
λ ≤ λ ≤ λ, (1.2) has at least one T-periodic solution u(t) satisfying δ1 ≤ u(t) ≤ δ2 on R.
Corollary 2.4. Assume that (A1) holds, f (0) > 0, g(x) = ex, and
(A3) a, b ∈ C(R,R+) with R+ = [0,∞),  T0 a(s)ds > 0, and  T0 b(s)ds > 0.
Then, for each L > 0, there exists λ∗ = L(1−σ)
f (L)
 T
0 b(s)ds
> 0 such that (1.2) has at least one positive T-periodic solution u(t) satisfying
0 < ‖u‖ ≤ L for each 0 < λ ≤ λ∗, where
σ = e−
 T
0 a(s)ds < 1. (2.6)
Remark 2.1. In Corollaries 2.1–2.3, if δ1 > 0 and µ1 > 0, the corresponding solutions are obviously positive.
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We conclude this section with the following three examples.
Example 2.1. Let f , g ∈ C(R,R) satisfy that f (x) is nondecreasing in x,
f (x) =

2 for x ∈ (−∞, 1),
2x− n+ 1 for x ∈ [2n− 1, 2n], n = 1, 2, . . . , (2.7)
and
g(x) =

1 for x ∈ (−∞, 1),
2x− 4n+ 3 for x ∈ [2n− 1, 2n], n = 1, 2, . . . . (2.8)
We claim that the functional differential equation
u′(t) = g(u(t))u(t)− f (u(t − sin t)) (2.9)
has an infinite number of positive 2π-periodic solutions ui(t) satisfying 2i− 1 ≤ ui(t) ≤ 2i on R for i = 1, 2, . . ..
In fact, with a(t) = b(t) = 1, T = 2π , and τ(t) = sin t , it is clear that (2.9) is of the form (1.1). Assumption (A1) clearly
holds. Let µi = 2i− 1 and ηi = 2i for i = 1, 2, . . .. Then,
µ1 < η1 < µ2 < η2 < · · · < µi < ηi < · · · .
Moreover, from (2.7) and (2.8), we see that
g(µi)µi ≤ f (µi) and g(ηi)ηi ≥ f (ηi) on R, i = 1, 2, . . . ,
and g(u(t)) ≥ 0 and g(u(t)) ≢ 0 on R for u ∈ X with µi ≤ u(t) ≤ ηi, i = 1, 2 . . .. Thus, all the assumptions of Corollary 2.2
are satisfied for any k ∈ {1, 2, . . .}, and the conclusion follows.
Example 2.2. We claim that for each 1/2 < λ < e/2, the functional differential equation
u′(t) = e| cos(u(t))|u(t)− 2λu(t − sin t) (2.10)
has an infinitely many 2π-periodic solutions uk(t), k = 1, 2, . . . , satisfying
kπ + π
2
≤ uk(t) ≤ kπ + π for t ∈ R. (2.11)
In fact, with a(t) = b(t) = 1, T = 2π , τ(t) = sin t , f (x) = 2x, and g(x) = e| cos x|, we see that (2.11) is of the form (1.2)
and (A1) holds.
For each k = 1, 2, 3, . . . , let δ1 = kπ + π/2 and δ2 = kπ + π . Then, δ1 < δ2, f (δ1) > 0, and f (δ2) > 0. For λ and λ
defined in (2.5), a simple calculation yields λ = 1/2 and λ = e/2. Clearly, g(u(t)) > 0 on R for u ∈ X with δ1 ≤ u(t) ≤ δ2.
Thus, all the assumptions of Corollary 2.3 are satisfied. By Corollary 2.3, we see that for each 1/2 < λ < e/2, Eq. (2.10) has
a 2π-periodic solution uk(t) satisfying (2.11) for each k = 1, 2, 3, . . ..
Example 2.3. We claim that, for any L > 0, there exists λ∗ = L(1−e−2π )
2π(L3+1) > 0 such that the functional differential equation
u′(t) = eu(t)u(t)− λ u3(t − cos(t))+ 1 (2.12)
has at least one positive 2π-periodic solution u(t) satisfying 0 < ‖u‖ ≤ L for each 0 < λ ≤ λ∗.
In fact, with a(t) = b(t) = 1, T = 2π , τ(t) = cos t , f (x) = x3+1, and g(x) = ex, it is clear that (2.12) is of the form (1.2),
(A1) and (A3) hold, and f (0) > 0. Moreover, from (2.6), we have σ = e−2π . The conclusion now follows from Corollary 2.4.
3. Proofs of the main results
Proof of Theorem 2.1. Let α and β be given as in (A2). For any u ∈ X , define pα,β , gα,β , and b(t)fα,β by
pα,β(u(t)) = max{α(t),min{u(t), β(t)}}, (3.1)
gα,β = g(pα,β(u(t))), (3.2)
and
b(t)fα,β(u(t)) = b(t)f (pα,β(u(t)))− u(t + τ(t))− pα,β(u(t + τ(t)))1+ u2(t + τ(t)) . (3.3)
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Then, pα,β(u(t)) = α(t) if u(t) ≤ α(t),
pα,β(u(t)) = β(t) if u(t) ≥ β(t),
α(t) ≤ pα,β(u(t)) ≤ β(t) for all u ∈ X,
(3.4)
gα,β , fα,β : X → X are continuous, and gα,β(X) and fα,β(X) are bounded. Consider the modified equation
u′(t) = a(t)gα,β(u(t))u(t)− b(t)fα,β(u(t − τ(t))). (3.5)
Define an operator Tα,β : X → X by
Tα,βu(t) =
∫ t+T
t
Gα,β(t, s; u)b(s)fα,β(u(s− τ(s)))ds, (3.6)
where
Gα,β(t, s; u) = exp
−  st a(τ )gα,β(u(τ ))dτ
1− exp

−  T0 a(τ )gα,β(u(τ ))dτ . (3.7)
Then, it is easy to see that T : X → X is continuous and T (X) is relatively compact. Moreover, as in the proof of [11, Lemma
2.3], we can show that a T -periodic solution of (3.5) is equivalent to a fixed point of T in X . Now, by applying the Schauder
fixed point theorem, we conclude that (3.5) has a T -periodic solution u ∈ X .
Now, to finish the proof, it suffices to show that u(t) satisfies (2.3). Assume, to the contrary, that u(t∗) > β(t∗) for some
t∗ ∈ R. Without loss of generality, we may assume that w(t) := u(t) − β(t) is maximized at t∗. Then, u′(t∗) = β ′(t∗). On
the other hand, from (2.1), (3.2)–(3.5), (A1), and (A2), we have
u′(t∗) = a(t∗)gα,β(u(t∗))u(t∗)− b(t∗)fα,β(u(t∗ − τ(t∗)))
= a(t∗)g(pα,β(u(t∗)))u(t∗)− b(t∗)f (pα,β(u(t∗ − τ(t∗))))+ u(t
∗)− pα,β(u(t∗))
1+ u2(t∗)
≥ a(t∗)g(β(t∗))u(t∗)− b(t∗)f (β(t∗ − τ(t∗)))+ u(t
∗)− β(t∗)
1+ u2(t∗)
≥ a(t∗)g(β(t∗))β(t∗)− b(t∗)f (β(t∗ − τ(t∗)))+ u(t
∗)− β(t∗)
1+ u2(t∗)
≥ β ′(t∗)+ u(t
∗)− β(t∗)
1+ u2(t∗) > β
′(t∗).
This is a contradiction. Thus, u(t) ≤ β(t) for t ∈ R. Similarly, we can show that u(t) ≥ α(t) on R. Hence, (2.3) holds, and
this completes the proof of the theorem. 
Proof of Corollary 2.1. Let α(t) = δ1 and β(t) = δ2 for t ∈ R. Then, in view of (2.4), it is easy to see that α(t) and
β(t) are lower and upper solutions of (1.1), respectively, such that (A2) holds. The conclusion now follows directly from
Theorem 2.1. 
Proof of Corollary 2.2. Corollary 2.2 follows readily from Corollary 2.1. 
Proof of Corollary 2.3. Let α(t) = δ1 and β(t) = δ2 for t ∈ R. Then, in view of (2.5), it is easy to see that, for λ ≤ λ ≤ λ,
α(t) and β(t) are lower and upper solutions of (1.2), respectively, and a(t)g(u(t)) ≥ 0 and a(t)g(u(t)) ≢ 0 on R for u ∈ X
with α(t) ≤ u(t) ≤ β(t). Now applying Theorem 2.1 to Eq. (1.2) yields the desired conclusion. 
Proof of Corollary 2.4. Let g(x) = ex. For any L > 0, let p0,L, g0,L, and G0,L be defined by (3.1), (3.2) and (3.7) with α = 0
and β = L, respectively. Clearly,
1 ≤ g0,L(u) ≤ eL for u ∈ X,
and
σ e
L
1− σ eL ≤ G0,L(t, s; u) ≤
1
1− σ for t ≤ s ≤ t + T and u ∈ X, (3.8)
where σ is defined in (2.6). For any λ > 0, define a compact operator Sλu(t) : X → X by
Sλu(t) = λf (L)
∫ t+T
t
G0,L(t, s; u)b(s)ds.
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An application of the Schauder fixed point theorem shows that Sλ has a fixed point βλ ∈ X . Then,
βλ(t) = λf (L)
∫ t+T
t
G0,L(t, s;βλ)b(s)ds.
From (3.8), we have
βλ(t) ≥ λf (L)σ
eL
1− σ eL
∫ T
0
b(s)ds > 0 if λ > 0,
and
βλ(t) ≤ λf (L)1− σ
∫ T
0
b(s)ds ≤ L if λ ≤ λ∗ := L (1− σ)
f (L)
 T
0 b(s)ds
. (3.9)
Then, for 0 < λ ≤ λ∗, f (βλ(t − τ(t))) ≤ f (L) by (A1), and thus
β ′λ(t) = a(t)g0,L(βλ(t))βλ(t)− λf (L)b(t)
= a(t)eβλ(t)βλ(t)− λf (L)b(t)
≤ a(t)eβλ(t)βλ(t)− λf (βλ(t − τ(t)))b(t).
This implies that βλ(t) is an upper solution of (1.2). On the other hand, it is clear that α(t) ≡ 0 is a lower solution of (1.2)
satisfyingα(t) ≤ βλ(t) onR. Then by Theorem2.1, (1.2) has a solution u(t) satisfying 0 ≤ u(t) ≤ βλ(t) onR for 0 < λ ≤ λ∗.
Finally, from the assumption that f (0) > 0 and (3.9), it is easy to see that u(t) is positive and 0 < ‖u‖ ≤ L. This completes
the proof of the corollary. 
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