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Abstract
Fractals and measures are often de,ned in a constructive way. In this paper, we give the
construction of random measures concentrated on random Markov-self-similar fractals and prove
that under quite weak conditions random Markov-self-similar measures exist and satisfy certain
self-similarity property. c© 2001 Elsevier Science B.V. All rights reserved.
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A theory for (non-random) self-similar sets and measures has been developed by
Hutchinson (1981). Subsequently, random self-similar sets and measures have been
studied by many authors, e.g. Arbeiter (1991), Arbeiter and Patzschke (1996), Fal-
coner (1986, 1994), Hutchinson and R9uschendorf (1998a, b), Graf (1987), Graf et al.
(1988), Mauldin and Williams (1986), Patzschke and Z9ahle (1990), and Liang and Ren
(1998). The basic idea in these papers is to randomize each step in the deterministic
construction of non-random self-similar sets and measures. However, in the construc-
tion of these random self-similar sets and measures the distribution used in each step is
the same and unique. Therefore, Tsujii (1991) introduced random Markov-self-similar
sets by using ,nite variant distributions and Olsen (1994) studied random geometrically
graph directed self-similar sets and measures. In this paper, we introduce a new concept
of random Markov-self-similar measures on random Markov-self-similar sets and show
that random Markov-self-similar measures exist and satisfy a Markov-self-similarity
property under quite weak conditions. For the sake of simplicity, we normally work in
n-dimensional Euclidean space Rn with Borel -algebra and Euclidean norm | · |.
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1. Model
Fix an integer N¿ 2. Let
= {1; 2; : : : ; N}N
be the code space over the indices 1; : : : ; N ,
n = {1; 2; : : : ; N}n and ∗ =
∞⋃
n=0
n;
where 0 = ∅. For any n∈N, let  = (1; 2; : : : ; n)∈n be a sequence of positive
integers, let || = n denote the length of the sequence  and let t() = n denote the
last element of . Write |k = (1; : : : ; k); k6 n, to denote the truncation of  to
the length k. If ′ = (′1; : : : ; 
′
q)∈∗, then  ∗ ′ = (1; : : : ; n; ′1; : : : ; ′q) denotes the
juxtaposition of  and ′. Write  ≺ 
 to mean that the sequence 
 is an extension
of , that is 
 =  ∗ ′ for some sequence ′. We adopt a similar convention if 
 is
an in,nite sequence of positive integers and suppose the null sequence ∅ ≺  for any
sequence .
Let X be a non-empty compact subset of Rn with X = clos(int X ) and let 0
and (1; : : : ; N ) be a Borel probability measure and an N -tuple of Borel probability
measures on
Con(X )N × (0; 1)N = {(S1; : : : ; SN ; p1; : : : ; pN ): for any i∈{1; : : : ; N}
Si :X → X a contractive mapping and 0¡pi ¡ 1}:
First, choose a random variable (S1; : : : ; SN ; p1; : : : ; pN )∈Con(X )N × (0; 1)N accord-
ing to 0 and arbitrary Borel probability measures 1; : : : ; N on X . De,ne a random
compact subset of Rn
A1 =
N⋃
i=1
Si(X )
and a random ,nite measure 1
1 =
N∑
i=1
pii ◦ S−1i :
Second, for each i∈{1; : : : ; N}, choose a random variable
(Si∗1; : : : ; Si∗N ; pi∗1; : : : ; pi∗N )∈Con(X )N × (0; 1)N
according to i for i = 1; : : : ; N , and arbitrary Borel probability measures i∗1; : : : ; i∗N
such that {(Si∗1; : : : ; Si∗N ; pi∗1; : : : ; pi∗N ); (S1; : : : ; SN ; p1; : : : ; pN ): 16 i6N} is a
family of independent random elements. Let
A2 =
N⋃
i=1
Si

 N⋃
j=1
Si∗j(X )

 and 2 = N∑
i; j=1
pipi∗ji∗j ◦ (Si ◦ Si∗j)−1:
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Continue this process. That is, for each ∈n−1, choose a random variable
(S∗1; : : : ; S∗N ; p∗1; : : : ; p∗N )∈Con(X )N × (0; 1)N
according to t() and arbitrary Borel probability measures ∗1; : : : ; ∗N such that
{(S∗1; : : : ; S∗N ; p∗1; : : : ; p∗N ): ∈
⋃n−1
k=0 
k} is a family of independent random
elements. Then a sequence of random compact subsets of Rn{
An =
⋃
∈n
S|1 ◦ S|2 ◦ · · · ◦ S|n(X )
}
n∈N
(1.1)
and a sequence of random Borel ,nite measures{
n =
∑
∈n
p|1 : : : p|n|n ◦ (S|1 ◦ · · · ◦ S|n)−1
}
n∈N
(1.2)
are obtained.
Remark. (i) If 0 =1 = · · ·=N ; then n in the model becomes the n in Hutchinson
and R9uschendorf (1998a). If 0 =1 = · · ·=N and
∑N
i=1 p∗i=1 for all ∈∗; then
the above model degrade to the construction model of random self-similar sets and
measures (e.g. cf. Graf; 1987; Falconer; 1994).
(ii) The Model can easily be extended to random geometrically graph directed sets
and measures. Moreover, under the conditions in Olsen (1994) these random geomet-
rically graph directed sets and measures are the random geometrically graph directed
self-similar sets and measures discussed in Olsen (1994).
2. Weak Convergence of n
It is known that the sequence {An}n∈N in (1.1) converges a.s. to the random limit
set K =
⋂
n¿1 An which is called a random Markov-self-similar set and the HausdorG
dimension of random Markov-self-similar sets are studied by Tsujii (1991). In this
section our main goal is to investigate the convergence of the sequence {n}n∈N.
De,ne the space  = (Con(X )N × (0; 1)N )∗ equipped with the product -algebra
F of Borel -algebra of Con(X )N × (0; 1)N to get a measurable space. The elements
of  will be denoted by
!= (!)∈∗ ;
where
!∅ = (S1; : : : ; SN ; p1; : : : ; pN )∈Con(X )N × (0; 1)N and
! = (S∗1; : : : ; S∗N ; p∗1; : : : ; p∗N )∈Con(X )N × (0; 1)N
for ∈∗. Also, de,ne S∅(!) = id (identity mapping) and p∅(!) = 1 for all !∈.
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Using the probability measures ; 1; : : : ; N on Con(X )N × (0; 1)N we de,ne a prob-
ability measure 〈〉= 〈 :1; : : : ; N 〉 on  as follows.
Let {B: ∈
⋃n
k=0 
k} be a family of Borel sets in Con(X )N × (0; 1)N . De,ne
〈 :1; : : : ; N 〉 by
〈 :1; : : : ; N 〉
({
!∈: ! ∈B; ∈
n⋃
k=0
k
})
=(!∅ ∈B∅)
∏
∈∪nk=1k
t()(B) (2.1)
and Kolmogorov’s extension theory determines 〈 :1; : : : ; N 〉 on . Particularly,
taking  = k we have 〈k〉= 〈k :1; : : : ; N 〉, where k = 0; 1; : : : ; N .
It is obvious that the probability space associated to the model is (;F; 〈0〉). We
will denote by E〈0〉() the expectation of a random variable  on (;F; 〈0〉). Espe-
cially, denote by E〈i〉() the expectation of a random variable  on (;F; 〈i〉); i =
1; : : : ; N .
Denote by
Fn = 
(
S; p :∈
n⋃
k=0
k
)
the -algebra over  generated by all S and p with ||6 n. Obviously F1 ⊂F2 ⊂
· · · ⊂Fn · · · ⊂F. For brevity, write
KS = S|1 ◦ · · · ◦ S‖|; r = Lip(S);
Kr = Lip( KS) = r|1 : : : r‖|; Kp = p|1 : : : p‖| (2.2)
for all ∈∗, where Lip(S) denotes the Lipschitz constant of S. Moreover, let
 = (;F; 〈0〉); k = (;F; 〈k〉); k = 1; : : : ; N: (2.3)
To prove the convergence of n we introduce the following technical conditions.
Assumption 2.1. (i) E〈0〉(
∑N
i=1 p∗i|Fn) = 1 for all ∈n; n = 0; 1; 2; : : : : Especially;
E〈k〉(
∑N
i=1 p∗i|Fn) = 1; k ∈{1; : : : ; N}.
(ii)
∑∞
n=1 E〈0〉
∑
∈n Kp
2
 ¡∞. Especially,
∑∞
n=1 E〈k〉
∑
∈n Kp
2
 ¡∞, k =1; : : : ; N .
(iii)
∑∞
n=1 E〈0〉
∑
∈n Kp Kr ¡∞. Especially,
∑∞
n=1 E〈k〉
∑
∈n Kp Kr ¡∞, k =
1; : : : ; N .
Remark. (1) Conditions (i)–(iii) are quite weak. In the case of random self-similar
measures; Assumption 2.1 may be written by the following conditions:
(a1) E
∑N
i=1 pi = 1;
(b1)
∑∞
n=1 E
∑
∈n Kp
2
 ¡∞;
(c1)
∑∞
n=1 E
∑
∈n Kp Kr ¡∞;
J.-R. Liang / Stochastic Processes and their Applications 98 (2002) 113–130 117
which are weaker than the following (a2); (b2) and (c2) (see the proof of remark (2)):
(a2) E
∑N
i=1 pi = 1;
(b2) E
∑N
i=1 p
2
i ¡ 1;
(c2) E
∑N
i=1 piri ¡ 1:
From a probabilistic point of view, conditions (a2)–(c2) are national assumptions in
the random self-similar setting (cf. Hutchinson and R9uschendorf (1998a, p. 473) and
Section 4 in Hutchinson and R9uschendorf (1998b)).
(2) We show that in the case of random self-similar measures if (a2); (b2) and (c2)
are satis,ed, then (a1); (b1) and (c1) hold. In fact, noting that Kp2 is Fn−1-measurable
and (p∗1; : : : ; p∗N ) are i.i.d. for all ∈n−1 we have
∞∑
n=1
E
∑
∈n
Kp2 =
∞∑
n=1
E
[
E
∑
∈n−1
Kp2
N∑
i=1
p2∗i
∣∣∣∣∣Fn−1
]
=
∞∑
n=1
E
∑
∈n−1
Kp2E
[
N∑
i=1
p2∗i
∣∣∣∣∣Fn−1
]
=
∞∑
n=1
(
E
N∑
i=1
p2i
)
E
∑
∈n−1
Kp2
= · · ·=
∞∑
n=1
(
E
N∑
i=1
p2i
)n−1
E
∑
∈1
Kp2 (by induction over n)
=
∞∑
n=1
(
E
N∑
i=1
p2i
)n
¡∞: (by (b2))
Similarly, if follows from (c2) that
∞∑
n=1
E
∑
∈n
Kp Kr =
∞∑
n=1
E
∑
∈n−1
Kp KrE
[
N∑
i=1
p∗ir∗i
∣∣∣∣∣Fn−1
]
=
∞∑
n=1
(
E
N∑
i=1
piri
)
E
∑
∈n−1
Kp Kr = · · ·=
∞∑
n=1
(
E
N∑
i=1
piri
)n
¡∞:
(3) A weaker version of the condition (ii), given by Lemma 2.2(iii), is often used
(e.g. cf. Patzschke and Z9ahle, 1990).
Lemma 2.2. Let Zn =
∑
∈n Kp; i.e. the random masses of the measures n. If As-
sumption 2:1 is satis3ed; then the following results hold.
(i) For all ∈n; n= 1; 2; : : : ; and l= 1; 2; : : : ;
E〈0〉

∑

∈l
p∗
|1 : : : p∗
|Fn

= 1:
(ii) E〈0〉Zn = 1; n= 1; 2; : : : :
(iii) supnE〈0〉 Z2n ¡∞.
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(iv) (Zn)n∈N forms a uniformly integrable martingale w.r.t. the 3ltration (Fn)n∈N
and therefore there exists a random variable Z such that limn→∞ Zn = Z a.s.;
E〈0〉Z = 1 and E〈0〉Z2¡∞.
(v) limn→∞n(X ) = (X ) = Z a.s.
Especially, if we replace E〈0〉 by E〈k〉; k = 1; : : : ; N , then the above results still
hold.
Proof. In the following proof; write E to denote E〈0〉 or E〈k〉; k ∈{1; : : : ; N}.
(i) When l=1, from Assumption 2.1(i) the assertion is obvious. Using the property
of conditional expectation, induction over l, Assumption 2.1(i) and noting that p is
Fn-measurable for ||6 n we have
E

∑

∈l
p∗
|1 · · ·p∗

∣∣∣∣∣∣Fn


=E

E

∑

∈l
p∗
|1 · · ·p∗

∣∣∣∣∣∣Fn+l−1


∣∣∣∣∣∣Fn


=E

E

 ∑

∈l−1
p∗
|1 · · ·p∗

N∑
i=1
p∗
∗i
∣∣∣∣∣Fn+l−1


∣∣∣∣∣∣Fn


=E

 ∑

∈l−1
p∗
|1 · · ·p∗
E
(
N∑
i=1
p∗
∗i
∣∣∣∣∣Fn+l−1
)∣∣∣∣∣Fn

= 1:
(ii) Using Assumption 2.1(i) and Fn−1-measurability of Kp for ||6 n−1 we obtain
that
EZn = E
∑
∈n−1
KpE
(
N∑
i=1
p∗i
∣∣∣∣∣Fn−1
)
= EZn−1 = · · ·= EZ1 = 1:
(iii) It is enough to prove that supn E
∑
;
∈n
 =

Kp Kp
¡∞ because of (ii) and
Z2n =
(∑
∈n
Kp
)2
=
∑
∈n
Kp2 +
∑
;
∈n
 =

Kp Kp
 ∀n∈N:
Using the required independence in the model, the above result (i) and Assumption
2.1(ii) we have that
sup
n
E
∑
;
∈n
 =

Kp Kp
 = sup
n
E

 n−1∑
l=0
∑
∈l
Kp2
N∑
i; j=1
i =j
p∗ip∗j
∑
∈n−l−1
p∗i∗|1 · · ·p∗i∗
×
∑

∈n−l−1
p∗j∗
|1 : : : p∗j∗



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6 sup
n
n−1∑
l=0
E
∑
∈l
Kp2
N∑
i; j=1
i =j
E

 ∑
∈n−l−1
p∗i∗|1 · · ·p∗i∗|Fl


× E

 ∑

∈n−l−1
p∗j∗
|1 : : : p∗j∗
|Fl


6N (N − 1) sup
n
n−1∑
l=0
E
∑
∈l
Kp26N (N − 1)
∞∑
l=1
E
∑
∈l
Kp2 ¡∞:
(iv) Since
E[Zn|Fn−1] =
∑
∈n−1
KpE
[
N∑
i=1
p∗i|Fn−1
]
= Zn−1;
(Zn)n is a martingale. The uniformly integrability follows from (iii). Thus using the
martingale convergence theorem there exists a random variable Z such that
lim
n→∞Zn = Z; EZ = limn→∞EZn = 1 and EZ
2¡∞:
(v) It follows from (iv) and the de,nition of Zn that limn→∞n(X )=(X )=Z a.s.
Remark. If there exists a constant pmin ¿ 0 such that pi¿pmin ; i=1; : : : ; N; for k -a.a.
(S1; : : : ; SN ; p1; : : : ; pN ); then we can prove Z ¿ 0 using the same ways in Arbeiter and
Patzschke (1996).
To prove the convergence of n we use the following lemmas.
Lemma 2.3 (Revesz, 1968). Let 1; 2; : : : be a sequence of quadratic integrable
random elements in R and
∗1 = 1 − E1;
∗n = n − E[n|(1; : : : ; n−1)]; n= 1; 2; : : : :
Then the sum
∑∞
n=1 
∗
n converges a.s. if
∑∞
n=1 Var 
∗
n is 3nite.
Lemma 2.4. Let M=M(X ) denote the set of all Radon measures on (X;B) and B
the ring of all bounded Borel sets of X . A sequence {n} in M converges weakly to
a measure ∈M; i: n(f)n→∞→ (f) for all f∈Lc and inf B∈B lim supn n(Bc) = 0;
where Lc the set of all Lipschitz functions f :X → R+ with compact support and
Bc denotes the complement of B.
Proof. Using the denseness of Lc in Cc; the triangle inequality and A7.6 in Kallenberg
(1975) the assertion is immediately obtained; where Cc denotes the set of all continuous
functions f :X → R+ with compact support and R+ denotes the set of all non-negative
real numbers.
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Theorem 2.5. If Assumption 2:1 is satis3ed; then for any function f∈Lc the
sequence {n(!)}n∈N forms a Cauchy sequence for 〈0〉-a.e. !∈.
Proof. Let f∈Lc with ‖f‖6C and n; m∈N; we have
|n+m(!)(f)− n(!)(f)|=
∣∣∣∣
∫
fd(n+m(!))−
∫
fd(n(!))
∣∣∣∣
=
∣∣∣∣∣
∑
#∈n+m
Kp#
∫
f( KS#) d# −
∑
∈n
Kp
∫
f( KS) d
∣∣∣∣∣
=
∣∣∣∣∣
n+m−1∑
j=n
∑
∈j
Kp
[
N∑
i=1
p∗i
∫
f( KS∗i) d∗i
−
N∑
i=1
p∗i
∫
f( KS) d
+
N∑
i=1
p∗i
∫
f( KS) d −
∫
f( KS) d
]∣∣∣∣∣ :
Write
$j =
∑
∈j+1
Kp
[∫
f( KS) d −
∫
f( KS|j) d|j
]
and
j =
∑
∈j
Kp
∫
f( KS) d
(
N∑
i=1
p∗i − 1
)
:
Then
|n+m(f)− n(f)|=
∣∣∣∣∣
n+m−1∑
j=n
($j + j)
∣∣∣∣∣ :
If |∑∞j=1($j+j)|¡∞ a.s., then {n}n∈N forms a.s. a Cauchy sequence. Using the
triangle inequality it is enough to prove that
(a)
∑∞
j=1 |$j|¡∞ a.s. and (b) |
∑∞
j=1 j|¡∞ a.s.
For (a) it suOces to show that E〈0〉
∑∞
j=1 |$j|¡∞. (Write E= E〈0〉). In fact,
E
∞∑
j=1
|$j|6
∞∑
j=1
E
∑
∈j
Kp
N∑
i=1
p∗i
∣∣∣∣
∫
f( KS∗i) d∗i −
∫
f( KS) d
∣∣∣∣
6
∞∑
j=1
E
∑
∈j
Kp
N∑
i=1
p∗i (sup[f( KS(X ))]− inf [f( KS(X ))])
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6
∞∑
j=1
E
∑
∈j
Kp
N∑
i=1
p∗i Lip(f) Kr diam(X )
= diam(X ) Lip(f)
∞∑
j=1
E
[
E
∑
∈j
( Kp Kr)
N∑
i=1
p∗i
∣∣∣∣∣Fj
]
= diam(X ) Lip(f)
∞∑
j=1
E
∑
∈j
( Kp Kr)¡∞
using Assumption 2.1(i) and (iii).
For (b) it is enough to prove
∑∞
j=1 j ¡∞ a.s. For this, we use Lemma 2.3.
By the de,nition of j it is clear that (1; : : : ; j−1)∈Fj. Moreover, it follows from
the measurability and Assumption 2.1(i) that
Ej = E
[
E
∑
∈j
Kp
∫
f( KS) d
(
N∑
i=1
p∗i − 1
)∣∣∣∣∣Fj
]
= E
∑
∈j
Kp
∫
f( KS) dE
[(
N∑
i=1
p∗i − 1
)∣∣∣∣∣Fj
]
= 0
and
E[j|(1; : : : ; j−1)] = E[E[j|Fj]|(1; : : : ; j−1)]
= E
[∑
∈j
Kp
∫
f( KS) d · 0
∣∣∣∣∣ (1; : : : ; j−1)
]
= 0:
Thus, using Lemma 2.3 it suOces to show that
∑∞
j=1 Var j ¡∞.
It follows from Assumption (ii) that
∞∑
j=1
Varj =
∞∑
j=1
E(j − Ej)2 =
∞∑
j=1
E2j
=
∞∑
j=1
E
∑
∈j
( Kp)
2
(∫
f( KS) d
)2( N∑
i=1
p∗i − 1
)2
+
∞∑
j=1
E
∑
;
∈j; =

Kp Kp

∫
f( KS) d
∫
f( KS
) d

× E
[
N∑
i=1
p∗i − 1
∣∣∣∣∣Fj
]
E
[
N∑
l=1
p∗l − 1
∣∣∣∣∣Fj
]
6C2(N + 1)2
∞∑
j=1
E
∑
∈j
Kp2 + 0¡∞:
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Lemma 2.6 (Olsen, 1994). For any n∈N and ∈n; the maps
 → Con(X )n de3ned by !→ (S|n; : : : ; S|1) and
 → (0; 1)n de3ned by !→ (p|n; : : : ; p|1)
are continuous.
Lemma 2.7 (Olsen, 1994). Let X be a metric space and n∈N. Then the map
Con(X )n → Con(X ) de3ned by (S1; : : : ; Sn)→ Sn ◦ · · · ◦ S1
is continuous.
Lemma 2.8 (Olsen, 1994). Let X and Y be metric spaces; S :X → Y is a continuous
map and a∈R+. Then the following maps are continuous (with respect to the vague
topologies)
M(X )→M(Y ) : →  ◦ S−1
M(X )→M(X ) : → a
M(X )×M(X )→M(X ) : (; )→  + :
Theorem 2.9. Suppose that Assumption 2:1 is satis3ed.
(i) The sequence {n}n∈N converges almost surely to a random 3nite measure 
with respect to the weak topology on M(X ).
(ii) If there are two families {: ∈∗} and {˜: ∈∗} of start measures; then
the corresponding limit measures  and ˜ are a.s. equal.
Proof. (i) Let D be a countable and dense subset of Lc. De,ne
0 = {!∈: {n(!)(f)}n∈N is a Cauchy sequence for all f∈D}:
It follows from Theorem 2:5 that 〈0〉(0) = 1: Using the completeness of the real
numbers; for any !∈0; de,ne a linear functional h(!) :D → [0;∞) by
h(!)(f) = lim
n→∞n(!)(f); f∈D:
These functionals are continuous because
‖h(!)‖ = sup
f∈D
|h(!)(f)|
‖f‖ = supf∈D
lim
n→∞
|n(!)(f)|
‖f‖
6 lim
n→∞n(!)(X ) = Z(!)¡∞ for 〈0〉 − a:a: !
using Lemma 2.2 (iv) and (v). Thus we can extend these functionals to linear and
continuous functionals h(!) :Cc → [0;∞) and obtain 〈0〉(limn→∞n(f) = h(f) for
all f∈Cc)=1. Using Lemma 2.6 through Lemma 2.8 the map !→ h(!) is measurable
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and following 2.5.2 in Federer (1969) we get a random measure  putting (f)=h(f)
such that 〈0〉(n v→) = 1.
From Lemma 2.4 it remains to show that inf B∈B lim supnn(B
c) = 0 a.s. This is
obvious because X is compact.
(ii) Let {: ∈∗} and {˜: ∈∗} be the two families of Borel probability
measures.
Write
n =
∑
∈n
Kp ◦ KS
−1
 and ˜n =
∑
∈n
Kp˜ ◦ KS
−1
 :
It follows from (i) that there exist two random ,nite measures  and ˜ such that
n
w→ a.s. and ˜n w→˜ a.s.
Now we show that  and ˜ are almost surely equal. From Lemma 2.4 it is suOcient
to show that |n(f)− ˜n(f)| tends to zero a.s. for all f∈Lc as n→∞.
For any f∈Lc and any n∈N, using the triangle inequality and Assumption 2:1
(iii) we get that
∣∣n(f)− ˜n(f)∣∣ =
∣∣∣∣∣
∑
∈n
Kp
∫
f( KS) d −
∑
∈n
Kp
∫
f( KS) d˜
∣∣∣∣∣
6
∑
∈n
Kp(sup[f( KS(X ))]− inf [f( KS(X ))])
=
∑
∈n
Kp diam[f( KS(X ))]
6 diam(X ) Lip(f)
∑
∈n
Kp Kr ¡ * a:s:
Thus, n converges weakly a.s. to a Borel ,nite measure . We say that  is a
random Markov-self-similar measure (because  respects some Markov-self-similarity
in the statistical sense (see the next section)).
Remark. (i) Replacing 0 by k ; k ∈{1; : : : ; N}; all of the results in this section still
hold.
(ii) If 0 = 1 = · · ·= N , then  becomes a random self-similar measure.
(iii) The results in this section can be generalized to the random geometrically graph
directed self-similar measures. Moreover, it is easy to see corresponding conditions are
weaker than Olsen’s (1994).
3. (1; : : : ; N )-Markov-self-similarity
Random self-similar measures have the self-similarity in the statistical sense. Do ran-
dom Markov-self-similar measures have similar properties? The answer is aOrmative.
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From (2.1) the probability measure 〈0〉 = 〈0 :1; : : : ; N 〉 on  = (Con(X )N ×
(0; 1)N )
∗
has the following form
〈0〉= 0 ×
∏
∈∗\{∅}
t(): (3.1)
Especially, the probability measure 〈k〉 = 〈0 :1; : : : ; N 〉 on  has the following
form
〈k〉= k ×
∏
∈∗\{∅}
t(); k = 1; : : : ; N: (3.2)
De,ne by P〈0〉 the image measure of 〈0〉 with respect to  (or called the distri-
bution of ), i.e. for every Borel set B ⊂M(X )
P〈0〉(B) = 〈0〉(−1(B)): (3.3)
Similarly, for any k ∈{1; : : : ; N}, de,ne
P〈k〉 = 〈k〉 ◦ −1: (3.4)
We can prove that the measure P〈k〉 in a natural way respects the self-similar struc-
ture of the random measure . For this we ,rst de,ne several measurable mappings.
De,nition 3.1. (i) De,ne ’ : Con(X )N × (0; 1)N × N →  by
’((S1; : : : ; SN ; p1; : : : ; pN ); (!(1); : : : ; !(N ))) = ! ≡ (!)∈∗ ; (3.5)
where
!∅ = (S1; : : : ; SN ; p1; : : : ; pN )∈Con(X )N × (0; 1)N and
!i∗ = !(i) ; ∈∗; i = 1; : : : ; N:
(ii) De,ne ’˜ : Con(X )N × (0; 1)N ×MN →M by
’˜((S1; : : : ; SN ; p1; : : : ; pN ); (1; : : : ; N )) =
N∑
i=1
pii ◦ S−1i : (3.6)
(iii) De,ne ˜ ≡ 1Con(X )N×(0;1)N ×
∏N
i=1  : Con(X )
N × (0; 1)N × N → Con(X )N ×
(0; 1)N ×MN by
˜((S1; : : : ; SN ; p1; : : : ; pN ); (!(1); : : : ; !(N )))
= ((S1; : : : ; SN ; p1; : : : ; pN ); ((!(1)); : : : ; (!(N ))); (3.7)
where 1Con(X )N×(0;1)N denotes the identity mapping on Con(X )N × (0; 1)N .
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Obviously, it follows from Lemmas 2.6–2.8 that ’˜ and
(!) = lim
n→∞
∑
∈n
Kp(!)(!) ◦ KS
−1
 (!) (3.8)
are measurable. The measurability of ˜ is obtained by the measurability of .
Lemma 3.2. (i) The following diagram commutes
Con(X )N × (0; 1)N × N 1Con(X )N×(0;1)N×
∏N
i=1 → Con(X )N × (0; 1)N ×MN
’ ↓ ↓ ’˜
 → M
That is; ’˜ ◦ ˜=  ◦ ’.
(ii) (0 ×
∏N
i=1〈i〉) ◦ ’−1 = 〈0〉. Particularly, for any k ∈{1; : : : ; N},(
k ×
N∏
i=1
〈i〉
)
◦ ’−1k = 〈k〉:
Proof. (i) For any ((S1; : : : ; SN ; p1; : : : ; pN ); (!(1); : : : ; !(N )))∈Con(X )N ×(0; 1)N ×N ;
’˜ ◦ ˜((S1; : : : ; SN ; p1; : : : ; pN ); (!(1); : : : ; !(N )))
=’˜(((S1; : : : ; SN ; p1; : : : ; pN ); ((!(1)); : : : ; (!(N )))
=lim
n
N∑
i=1
∑
∈n
pi Kp(!
(i))(!(i)) ◦ (Si ◦ KS(!(i)))−1
=(’((S1; : : : ; SN ; p1; : : : ; pN ); (!(1); : : : ; !(N ))):
(ii) Let q∈N. It is enough to prove that (0 ×
∏N
i=1〈i〉)(’−1(E)) = 〈0〉(E) for
any Borel subset E of : E=
∏
∈∪qj=0j A×
∏

∈∗\ ∪qj=0 j B
, where A; ∈ ∪
q
j=0 
j,
are Borel sets in Con(X )N × (0; 1)N and B
 = Con(X )N × (0; 1)N ; 
∈∗ \ ∪qj=0 j.
Using (3.1), (3.5) and Fibini theorem we obtain that(
0 ×
N∏
i=1
〈i〉
)
(’−1(E))
=
(
0 ×
N∏
i=1
〈i〉
)
({((S1; : : : ; SN ; p1; : : : ; pN ); (!(1); : : : ; !(N ))):
!∅ = (S1; : : : ; SN ; p1; : : : ; pN )∈A∅; !i∗ = !(i) ∈Ai∗; ∈
q−1⋃
j=0
j;
!i∗
 = !(i)
 ∈Bi∗
; 
∈∗; |
|¿q− 1; i = 1; : : : ; N})
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=0(A∅)
N∏
i=1
〈i〉

 ∏
∈∗
||6q−1
Ai∗ ×
∏
∈∗
||¿q−1
Bi∗


=0(A∅)
N∏
i=1

i(Ai)× ∏
∈∗\{∅}
||6q−1
t()(Ai∗)


=

0 × ∏
∈∗\{∅}
t()



 ∏
∈∗
||6q
A ×
∏
∈∗
||¿q
B

= 〈0〉(E):
De,nition 3.3. Let ˝(M) denote the set of all Borel probability measures on M and
let (1; : : : ; N ) be an N -tuple of Borel probability measures on Con(X )N × (0; 1)N . An
N -tuple (P1; : : : ; PN ) of probability measures in ˝(M) is called (1; : : : ; N )-Markov-
self-similar if; for any Borel set B ⊂ ˝(M) and for all k = 1; : : : ; N ;
Pk(B) =
[
k ×
N∏
i=1
Pi
]({
((S1; : : : ; SN ; p1; : : : ; pN ); (1; : : : ; N ))
∈Con(X )N × (0; 1)N × MN :
N∑
i=1
pii ◦ S−1i ∈B
})
: (3.9)
In an other word; (3.9) means that∫
f() dPk() =
∫∫
f
(
N∑
i=1
pii ◦ S−1i
)
·
× d
(
N∏
i=1
Pi(1; : : : ; N )
)
dk(S1; : : : ; SN ; p1; : : : ; pN )
for every measurable function f :M → [0;∞) and for all k = 1; : : : ; N ; where∏N
i=1 Pi denotes the product measure of P1; : : : ; PN .
De,nition 3.4. Let (1; : : : ; N ) be an N -tuple of Borel probability measures on
Con(X )N × (0; 1)N . For all k = 1; : : : ; N ; de,ne the maps Tk :˝(M)N → ˝(M) by
Tk(Q1; : : : ; QN )(B) =
[
k ×
N∏
i=1
Qi
]({
((S1; : : : ; SN ; p1; : : : ; pN ); (1; : : : ; N ))
∈Con(X )N × (0; 1)N ×MN :
N∑
i=1
pii ◦ S−1i ∈B
})
(3.10)
for any Borel set B ⊂M.
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Remark. If we de,ne the map T :˝(M)N → ˝(M)N by
T (Q1; : : : ; QN ) = (T1(Q1; : : : ; QN ); : : : ; TN (Q1; : : : ; QN )) (3.11)
for any (Q1; : : : ; QN )∈˝(M)N ; it is obvious that an N -tuple P=(P1; : : : ; PN ) ∈˝(M)N
is (1; : : : ; N )-Markov-self-similar if and only if P is a ,xed point of T ; i.e. TP = P.
Theorem 3.5 states that (P〈1〉; : : : ;P〈N 〉) is the unique (1; : : : ; N )-Markov-self-similar
N -tuple.
Theorem 3.5. Let (1; : : : ; N ) be an N -tuple of Borel probability measures on
Con(X )N × (0; 1)N and 〈k〉= 〈k : 1; : : : ; N 〉; k ∈{1; : : : ; N}.
(i) If (Q1; : : : ; QN )∈˝(M)N ; then Tnk (Q1; : : : ; QN )→ P〈k〉 w.r.t. weak topology for
all k = 1; : : : ; N .
(ii) (P〈1〉; : : : ;P〈N 〉) is the unique 3xed point of T .
Proof. (i) It follows from Kolmogorov’s theorem that; for any closed set B ⊂M;
Tk(Q1; : : : ; QN )(B) =

〈k〉 ×
(
N∏
i=1
Qi
)∗({(!; (∗1; : : : ; ∗N )∈∗)
∈ × (MN )∗ :
∑
∈1
p ◦ S−1 ∈B
})
:
Using induction on n, we have
Tnk (Q1; : : : ; QN )(B) =

〈k〉 ×
(
N∏
i=1
Qi
)∗({(!; (∗1; : : : ; ∗N )∈∗)
∈×(MN)∗ :
∑
∈n−1
N∑
i=1
Kpp∗i∗i ◦(KS ◦S∗i)−1∈B
})
:
Therefore,
lim sup
n
T nk (Q1; : : : ; QN )(B)
6

〈k〉 ×
(
N∏
i=1
Qi
)∗({(!; (∗1; : : : ; ∗N )∈∗)∈ × (MN )∗ :
× lim sup
n
∑
∈n−1
N∑
i=1
Kpp∗i∗i ◦ ( KS ◦ S∗i)−1 ∈B
})
=

〈k〉×
(
N∏
i=1
Qi
)∗({(!; (∗1; : : : ; ∗N)∈∗)∈×(MN )∗:(!)∈B})
= 〈k〉({!∈: (!)∈B}) = P〈k〉(B):
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Since this is true for arbitrary closed set B of M; {Tnk (Q1; : : : ; QN )}n∈N converges
to P〈k〉 in the weak topology and this implies the uniqueness of the (1; : : : ; N )-self-
similar probability measure.
(ii) From (i) it is enough to prove
Tk(P〈1〉; : : : ;P〈N 〉) = P〈k〉 for all k = 1; : : : ; N:
Using (3.4), (3.6), (3.7), (3.10) and Lemma 3.2 we get that, for any k ∈{1; : : : ; N},
Tk(P〈1〉; : : : ;P〈N 〉) =
(
k ×
N∏
i=1
P〈i〉
)
◦ ’˜−1
=
(
k×
N∏
i=1
〈i〉 ◦ −1
)
◦ ’˜−1
=
(
k×
N∏
i=1
〈i〉
)
◦
(
1Con(X )N×(0;1)N ×
N∏
i=1

)−1
◦ ’˜−1
=
(
k×
N∏
i=1
〈i〉
)
◦ ˜−1 ◦ ’˜−1 =
(
k×
N∏
i=1
〈i〉
)
◦’−1 ◦−1
= 〈k〉 ◦ −1 = P〈k〉:
Finally, we consider the two probabilities (cf. Olsen, 1994). Let B be any Borel
subset of M.
(i) The probability P1(B) of (!(k))∈B where the sample point !∈(k) is chosen
according to 〈k〉, i.e.
P1(B) = 〈k〉(∈B) = P〈k〉(B); k ∈{1; : : : ; N}: (3.12)
(ii) The probability P2(B) of
∑N
i=1 pi(!
(i)) ◦ S−1i ∈B where the sample points
!(i) ∈ are chosen independently according to 〈i〉 for i∈{1; : : : ; N}, and (S1; : : : ; SN ;
p1; : : : ; pN ) ∈Con(X )N×(0; 1)N is chosen independently of (!(i))i∈{1; :::;N} and accord-
ing to k ; k ∈{1; : : : ; N}, i.e.
P2(B) =
(
k ×
N∏
i=1
〈i〉
)({
((S1; : : : ; SN ; p1; : : : ; pN ); (!(1); : : : ; !(N )))
∈Con(X )N × (0; 1)N × N :
N∑
i=1
pi(!(i)) ◦ S−1i ∈B
})
= Tk(P〈1〉; : : : ;P〈N 〉)(B) (3.13)
Eqs. (3.12), (3.13) and Theorem 3.5 implies that P1(B)=P〈k〉(B)=P2(B) for any
Borel subset B of M and for all k=1; : : : ; N . Thus, Theorem 3.5(ii) can be interpreted
as asserting that (P〈1〉; : : : ;P〈N 〉) is the unique N -tuple which in a natural way respects
the self-similar structure of the random measure .
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Therefore, we say that random Markov-self-similar measures have an analogous
self-similarity to the random self-similar measures in the FGMW model (Patzschke
and Z9ahle, 1990). It is described as follows.
Corollary 3.6. Write (i) : (;F; 〈i〉)→M; i = 1; : : : ; N . Then
(k) d=
N∑
i=1
pi(i) ◦ S−1i (3.14)
for all k = 1; : : : ; N ; where (i); i = 1; : : : ; N ; are chosen independently and inde-
pendent of (S1; : : : ; SN ; p1; : : : ; pN ); and (S1; : : : ; SN ; p1; : : : ; pN ) is chosen according
to k ; k ∈{1; : : : ; N}. Here; d= denotes equality in distribution. Further; write  :
(;F; 〈0〉)→M. Then
 d=
N∑
i=1
pi(i) ◦ S−1i (3.15)
where the choice of (i) is the same as above; but (S1; : : : ; SN ; p1; : : : ; pN ) is chosen
according to 0.
Proof. It follows from the preceding discussion and Lemma 3.2 that Eq. (3.14) holds.
Let B be any Borel subset of M and !∈ is chosen according to 〈0〉. Then
〈0〉((!)∈B) = P〈0〉(B):
Let the sample points !(i) ∈ are chosen independently and according to 〈i〉 for
i∈{1; : : : ; N}, and (S1; : : : ; SN ; p1; : : : ; pN )∈Con(X )N ×(0; 1)N is chosen independently
of (!(i))i∈{1; :::;N} and according to 0. Then, it follows from (3.3), (3.6), (3.7) and
Lemma 3.2 that
〈0〉
(
N∑
i=1
pi(!(i)) ◦ S−1i ∈B
)
=
(
0 ×
N∏
i=1
〈i〉
)(
’˜ ◦
(
1Con(X )N×(0;1)N ×
N∏
i=1

))−1
(B)
=
(
0 ×
N∏
i=1
〈i〉
)
(˜
−1
(’˜−1(B))) =
(
0 ×
N∏
i=1
〈i〉
)
(’−1(−1(B)))
= 〈0〉(−1(B)) = P〈0〉(B)
Thus, Eq. (3.15) holds.
Remark. (i) If 0=1= · · ·=N ≡ ; then (3.14) or (3.15) becomes  d=
∑N
i=1 pi
i ◦
S−1i ; where the 
i; i = 1; : : : ; N ; are independent copies of  and independent of
(S1; : : : ; SN ; p1; : : : ; pN ). This is the self-similarity of random self-similar measures (cf.
Patzschke and Z9ahle; 1990).
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(ii) Following the way used in this paper we can obtain the same results as Olsen’s
(1994) for the existence and self-similarity (in some sense) of random geometrically
graph directed self-similar measures under weaker conditions than Olsen’s.
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