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SUMMARY
The -type discrete singular convolution (DSC) algorithm has recently been proposed and applied
to solve kinds of partial dierential equations (PDEs). With appropriate parameters, particularly the
key parameter r in its regularized Shannon’s kernel, the DSC algorithm can be more accurate than the
pseudospectral method. However, it was previously selected empirically or under constrained inequalities
without optimization. In this paper, we present a new energy-minimization method to optimize r for
higher-order DSC algorithms. Objective functions are proposed for the DSC algorithm for numerical
dierentiators of any dierential order with any discrete convolution width. Typical optimal parameters
are also shown. The validity of the proposed method as well as the resulted optimal parameters have
been veried by extensive examples. Copyright ? 2003 John Wiley & Sons, Ltd.
KEY WORDS: discrete singular convolutions; regularized Shannon’s kernels; numerical dierentiators;
parameter optimization; energy minimization; objective functions
1. INTRODUCTION
Proposed in References [1–4], the discrete singular convolution (DSC) algorithm is a promis-
ing numerical method which has been successfully applied to resolve kinds of benchmark
problems [1–19] some of which involve singularity [3], non-linearity [1], complex phase [20]
or complex geometry and boundary conditions [16]. Compared with traditional methods (see,
for instance, References [1–19]), it is more reliable (for example, it can avoid chaos [3]),
more exible (for example, it can bridge the global methods and the local methods [2]) and,
especially more accurate (for example, it is 1010 times accurate than an important approach
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ENO [21]; it can also be more accurate than the pseudospectral method [12]). Why it can
achieve extreme high accuracy has also been demonstrated in Reference [22].
This paper focuses on the -type DSC where the regularized Shannon’s kernel (RSK) [11]
(n); =(x)=
dn
dxn
[
sin x

x
e−x
2=22
]
; x∈R; ¿0; ¿0; n∈Z+ (1)
is involved in the DSC formula
f(n)DSC(x)=
x=+Wn∑
k=x=−Wn
(n); =(x − k)f(k); x∈R; k ∈Z; n∈Z+; Wn ∈Z+ (2)
to numerically approximate f(n)(x); f∈L∞(R)∩L2(R)∩Cn(R), with parameters  (the grid
spacing), Wn (the half-window width) and  (the regularized parameter, usually replaced by
r==). Here x is the integer part of x, and n, the superscript of (n); = (also the subscript
of Wn) is the order of DSC (also the order of the dierentiation). Equation (2) denes the
interpolative form (n=0) or the nth higher-order dierentiation (n=1; 2; : : :) of a function.
Being parameterized, the numerical properties of a specic DSC scheme are controlled by
its parameters, especially the key parameter r. If r is not appropriately selected, the accuracy
of DSC schemes may be rather bad [12]. On the selection of r, although there were many
numerical tests [2, 19, 23], even weak inequality constraints [22] were derived, an optimization
method has never been proposed. Instead, when applying DSC, a set of empirical parameters
rE, recommended in Reference [2] when solving the incompressible Navier–Stokes equation
(NS), are abused in solving not only this PDE but also other PDEs.
The purpose of this paper is to provide a theoretical framework as well as a numerical
approach for parameter optimization in the -type DSC to obtain more ecient implementa-
tions. The resulted optimal criteria and parameters will be veried by extensive examples.
2. PARAMETER OPTIMIZATION IN -TYPE DSC
By denition, the nth derivative is given by
f(n)(x)=
dnf
dxn
= lim
→0
f(n−1)(x +)− f(n−1)(x)

; n∈Z+ (3)
Introducing the nth dierential operator by Dn=dn=dxn, n=1; 2; : : : and the forward dierence
operator  by f=f(x +)− f(x), Equation (3) can be rewritten as
Dnf= lim
→0
n∗f
n
= lim
→0
D
n
f (4)
where n∗ , a function of 
q, q∈Z+, and Dn, the numerical dierentiator [24, 25], may have
dierent forms depending on specic approximation approaches to f(x) or Dn. For DSC, they
dene the DSC dierence and the DSC numerical dierentiator, respectively.
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Let ! be the angular frequency and i=
√−1. Let the Fourier transforms of f(x) and n∗
be Fˆ and ̂n(!;), respectively, Equation (4) suggests
D̂n(!)Fˆ= lim
→0
̂n∗ (!;)Fˆ
n
; n∈Z+ (5)
Consequently,
D̂n(!)= lim
→0
̂n∗ (!;)
n
; n∈Z+ (6)
or
̂n∗ (!;)=(i!)
nn + n; lim
→0
=0 (7)
which means
lim
→0
̂n∗ (!;) ≡ 0 (8)
lim
→0
dq
dq
[̂n∗ (!;)] ≡ 0; q=1; 2; : : : ; n− 1 (9)
and
1
n!
lim
→0
dn
dn
[̂n∗ (!;)] ≡ (i!)n (10)
In discrete applications, letting x= k, the DSC coecients in Equation (1) can be
rewritten as
(n); =(k)=
d(n)k (r)
n
; k ∈Z; n∈Z+ (11)
The Fourier transform of the nth-order DSC numerical dierentiator is
̂D
n
(!;)=
1
n
Wn∑
k=−Wn
d(n)k (r)e
−i!k; n∈Z+ (12)
which gives
̂n∗ (!;)= ̂D
n
(!;)n=
Wn∑
k=−Wn
d(n)k (r)e
−i!k (13)
For the parameter optimization in RSKs, we only need one constraint to determine all coef-
cients d(n)k (r) suciently. From Equations (8)–(10) we have
(1) n-odd. Let n=2m − 1, m∈Z+. In case m=1, Equation (8) has been satised. Then
Equation (10) should be satised, i.e.,
−2i!
W1∑
k=1
[kd(1)k (r)]− i!=0 (14)
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If m=2; 3; : : : ; using Equation (9) with q=1, one requires
−2i!
W2m−1∑
k=1
[d(2m−1)k (r)k]= 0; m=2; 3; : : : (15)
(2) n-even. Equation (8) yields the optimization condition
d(2m)0 (r) +
W2m∑
k=1
2d(2m)k (r)=0; n=2m; m=1; 2; : : : (16)
The left-hand sides of Equations (14)–(16) may not have zeros. For example, when m=1,
W2 = 2, this side of Equation (16) is less than −0:1. We thus dene energy functions accord-
ingly as follows.
(1) n-odd. In the case of n=1, the objective function is
E(1)W1 (r)=
∣∣∣∣
∣∣∣∣−2
[
W1∑
k=1
d(1)k (r)k
]
− 1
∣∣∣∣
∣∣∣∣
2
(17)
In cases n=2m− 1; m=2; 3; : : : ; the objective functions are
E(2m−1)W2m−1 (r)=
∣∣∣∣∣
∣∣∣∣∣−2
W2m−1∑
k=1
[d(2m−1)k (r)k]
∣∣∣∣∣
∣∣∣∣∣
2
; m=2; 3; : : : (18)
(2) n-even. In cases n=2m; m=1; 2; : : : ; the objective functions are dened as
E(2m)W2m (r)=
∣∣∣∣
∣∣∣∣d(2m)0 (r) + W2m∑
k=1
2d(2m)k (r)
∣∣∣∣
∣∣∣∣
2
(19)
The left sides of Equations (17)–(19) are collectively denoted as E(n)Wn (r). Finally, the optimal
parameters are given by
rT = argmin
r¿0
E(n)Wn (r); n∈Z+ (20)
3. RESULTS
The solutions to Equation (20) can be found by any standard optimization methods. Regardless
eciency, setting an error precision of 10−6 for rT we compute E
(n)
Wn (r) within 0:56r66:5
(which is determined by experiments). Typical optimized parameters, denoted by rT , are listed
in columns 3 and 5 in Table I. They are very close to Wei’s empirical parameters [2] (rE in
column 2 of Table I). These results show that our optimization work provides a theoretical
support to these empirical selections.
Let T (r)= log10 E
(n)
Wn (r) and the (logarithmic) DSC approximated Ll-norm error be
P(r)= log10 ‖− DSC‖l (21)
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Table I. Optimal parameters and approximation errors.
r Parameter L2 Error (dB)
n=1 n=2 n=4 n=1 n=2
Wn rE rT rP rT rP rT P(rE) P(rT ) P(rE) P(rT )
1 0.6 0.849 0.85 0.829 0.83 0.933 −0:146 −2:419 2.607 0.586
2 0.9 1.040 1.04 1.058 1.07 1.123 −0:885 −1:106 1.569 1.253
4 1.2 1.318 1.32 1.324 1.34 1.386 −2:107 −2:417 0.136 −0:2713
8 1.8 1.741 1.76 1.744 1.79 1.800 −5:004 −5:078 −3:268 −3:164
11 — 1.998 2.02 1.996 2.10 2.057 — — — —
16 2.5 2.367 2.40 2.369 2.42 2.419 −10:015 −10:399 −8:283 −8:572
17 — 2.433 2.47 2.432 2.48 2.488 — — — —
27 — 3.166 2.93 3.159 2.79 3.253 — −14:212 — −12:518
32 3.2 3.166 2.93 3.674 4.03 3.738 −14:210 −14:212 −12:514 −12:517
where either =f(n)(x) for analytical derivatives, or = u, or  for PDE analytical solutions,
with DSC as their DSC counterparts. Correlation coecients
TP=
|∑j T (rj) P(rj)|√∑
j (T (rj))2
∑
j ( P(rj))2
(22)
are introduced to measure the correlation of T (r) and P(r) with P(rj)=P(rj)−(P(rj)−T (rj)),
0:56rj66:5 (which is determined by experiments), with (x) as the mean of x.
In Figure 1, both T (r) (denoted by ‘T’) and P(r) (denoted by ‘P’), collectively called
‘Error’ in this context (with unit dB), are plotted as the vertical axes against r. For Figure
1(a) (n=1) and Figure 1(b) (n=2), the test function is f(x)= sin(2x) and =2=100
is very small compared with the frequency pass band. The three pairs (Wn=8; 16; 32) of
curves for T (r) and P(r) compared in Figures 1(a) and 1(b) match very well each other,
respectively. The corresponding correlation coecients are very high. In Figure 1(a) (n=1),
they are 0.9997, 0.9990 and 0.9985 for W1 = 8, 16 and 32, respectively. In Figure 1(b) (n=2),
they are 0.9977, 0.9986 and 0.9990 for W2 = 8, 16 and 32, respectively. Besides, the numerical
optimal parameters rP found in the tests are also presented in Table I (columns 4 and 6). In
general, they are very near to the corresponding theoretical optimized parameters. These results
illustrate that the proposed energy functionals characterize the DSC numerical approximated
errors of the dierentiated functions.
In order to show the merits of our theoretical parameters rT over the empirical parameters
rE, Table I (columns 7–10) compares their numerical approximation errors when computing
sin(n)(2x); n=1; 2. In almost all cases, rT surpasses rE, which demonstrates the necessity of
optimization. For example, with W1 = 1 computing sin
(1)(2x), our result (−2:419 dB) is about
100 times better than the empirical one (−0:146 dB). Moreover, with rT , using Wn=27 can
obtain almost the same better accuracy as using Wn=32, which results in a more ecient
implementation of DSC.
Copyright ? 2003 John Wiley & Sons, Ltd. Commun. Numer. Meth. Engng 2003; 19:377–386
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Figure 1. Comparison of T (r) and P(r). In all sub gures, ‘Error’ refers to T (r) (denoted by
‘T’) or P(r) (denoted by ‘P’) dened on p. 4. f(x)= sin(2x) is for: (a) n=1; and (b) n=2.
In (c), ‘NS’ refers to P(r) of the Navier–Stokes equations. In (d), ‘BV’ and ‘PV’ refer to P(r)
of the beam vibration and the plate vibration, respectively.
We can also validate our theoretical work over some benchmark analytical solvable PDEs.
The rst example is the incompressible Navier–Stokes equations dened by
@u
@t
+ u
@u
@x
+ v
@u
@y
= 
(
@2u
@x2
+
@2u
@y2
)
− @p
@x
@v
@t
+ u
@v
@x
+ v
@v
@y
= 
(
@2v
@x2
+
@2v
@y2
)
− @p
@y
(23)
@u
@x
+
@v
@y
=0
where u= u(x; y; t) and v=(x; y; t) are velocity components in the x and y directions respec-
tively, t is the time, p is the pressure and =1=Re, dened in (x; y)∈ [0; 2]× [0; 2]. Given
initial conditions u(x; y; 0)= − cos(x) sin(y) and v(x; y; 0)= sin(x) cos(y), the exact solution
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Table II. Errors for solving the Navier–Stokes equation (=2=30).
L2 L∞
Wn t P(rE) P(rT ) P(rE) P(rT )
8 1.5 0.3433057E-05 0.1724833E-05 0.1545775E-05 0.7427476E-06
8 2.0 0.4509145E-05 0.1724833E-05 0.2032300E-05 0.7427476E-06
16 1.5 0.1098322E-09 0.3647640E-10 0.4081657E-10 0.1523670E-10
16 2.0 0.1212685E-09 0.4477157E-10 0.4669798E-10 0.1864042E-10
27 1.5 — 0.8635135E-14 — 0.5893730E-14
27 2.0 — 0.9064866E-14 — 0.6979750E-14
32 1.5 0.8238738E-14 0.8278411E-14 0.5913270E-14 0.4958112E-14
32 2.0 0.8479941E-14 0.8599109E-14 0.7316092E-14 0.5884182E-14
can be obtained as
u(x; y; t) = − cos(x) sin(y)e−2t
v(x; y; t) = sin(x) cos(y)e−2t
(24)
Numerical solutions uDSC(x; y; t) of u(x; y; t) are obtained by using the fourth-order Runge–
Kutta scheme for time integration with the time step 10−3, =0 and =2=30 for both
x and y directions. The approximated errors P(r) (at t=2:0) (according to Equation (21)
with = u, l=2), together with their respective theoretical functions T (r) are shown in
Figure 1(c) for W1 = 11; 17 and 27, whose respective correlation coecients 0:9878, 0:9989
and 0:9969 are very high.
In Table II we further compare the L2 and L∞ approximated errors (l=∞ in Equation
(21)) by using rT and rE. In cases W1 = 8; 16, the optimized results are twice better than
the empirical ones. In the case W1 = 32, they performance slightly better. Using the shorter
W1 = 27, we achieve the same good level of computation accuracy as that of using W1 = 32.
In the second example, the free beam vibration problem is considered. The dimensionless
governing equation is
d4U
dx4
=2U; x∈ (0; 1) (25)
with a simply supported boundary condition
U (0)=U (1)=0 and
d2
dx2
U (0)=
d2
dx2
U (1)=0 (26)
where U =U (x) is the transverse displacement and  is an unknown quantity proportional
to the angular frequency !. Analytical solutions to this problem are:
= (m)2 and U (x)= sin(mx); m=1; 2; : : : (27)
The last example is the free two-dimensional (2D) plate vibration problem where the clas-
sical Kirchho square plate is governed by
@4U
@x4
+ 2
@4U
@x2@y2
+
@4U
@y4
=2U; (x; y)∈3 = (0; 1)× (0; 1) (28)
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where U (x; y) is the transverse displacement. The simply supported boundary conditions are
U (x; y)=0 and
(
@2U (x; y)
@a2
+ 
@2U (x; y)
@b2
)
=0; (29)
for (x; y)∈3. Here a and b represent the normal and the tangential coordinates with respect
to the square plate edge, and  is the Poisson ratio. The analytical solution for  is
= (k)2 + (m)2; k=1; 2; : : : and m=1; 2; : : : (30)
The two vibration systems are eigenvalue problems and the QR algorithm is used to obtain
their DSC-solutions DSC with = 132 , m=2 for the beam problem while k=2, m=2 for the
plate problem. The solution errors (using = in Equation (21)) are plotted in Figure 1(d)
(‘BV’ for beam vibration and ‘PV’ for plate vibration). The correlation coecients with the
fourth-order T (r) are very high. For the beam problem, they are 0:9782, 0:9977 and 0:9979
for W4 = 11; 17 and 27, respectively. For the plate problem, they are 0:9773, 0:9975 and
0:9943 for W4 = 11; 17 and 27, respectively. Again, we have more ecient implementations.
For example, using rT with the economical W4 = 27, the solution L2 error is 0:948E-11, which
is about 5 times better than the 0:4229E-10 using rE with W4 = 32.
Note that, when handling mixed partial derivatives, the DSC is implemented cascadedly.
The 2D vibration equations involve the second and the fourth order partial derivatives. We
have tested three pairs of r parameter congurations: (1) Case 1: both using the same em-
pirical parameter rE; (2) Case 2: both using the same fourth-order optimal parameter rT ; and
(3) Case 3: separately using the optimal parameters of the second-order DSC and the fourth-
order DSC. In case Wn=32, Case 3 (0:4450E-9) is ve times better than Case 1 (0:2665E-8)
and 10 times better than Case 2 (0:4731E-8). These results show that the optimal parame-
ters usually performance better than the empirical ones. Besides, when handling governing
equations containing mixed derivatives of dierent orders simultaneously, it is preferred to
discretize dierent derivatives with their respective dierent optimal parameters. Finally, using
less width Wn=27 and Case 3 parameters, the solution error is 0:3795E-9 which is better than
that using Wn=32 with rE.
4. CONCLUSIONS
Theoretical analysis and numerical tests show that the parameters in DSC schemes need to
be appropriately selected. In this paper, we have applied Fourier analysis to this topic and
demand that the Fourier transform of the DSC numerical dierentiator be identical to that of
the respective ideal dierentiator when  goes to zero. We have formulated the problem to
the energy minimization framework and proposed general optimization criteria for DSC as
numerical dierentiators of any dierential order. The theory itself and the respective derived
optimized parameters are validated by benchmark numerical examples.
First, the objective functions, as functions of r, and the numerical approximation errors,
as other functions of r, are highly correlated, which implies that the proposed theory char-
acterizes the global trends of numerical approximation errors correctly. Secondly, the derived
optimized parameters rT are very close to, but with more signicant digits than, the empirical
parameters rE, which further conrms that our work is really capable to describe, not only the
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global trends, but also the local extrema of practical approximation errors. This work there-
fore provides a theoretical support to the previous empirical parameter selection. Furthermore,
rE usually performs less optimal than the derived rT , which, on one hand, emphasizes the
necessities of the optimization and on the other hand, shows our implementations of DSC
are more ecient and more accurate. Finally, this work suggests, for the rst time, that
when handling governing equations containing derivatives of dierent orders simultaneously,
dierent order’s derivatives be discretized with the respective order’s optimal parameters.
We believe this work has important signicance for future ecient and high accurate DSC
applications.
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