1. Introduction {#sec1}
===============

We present a model of consumer panic during the COVID-19 pandemic. Panic buying of storable consumer goods is a common phenomenon during natural disasters and man-made crises. Examples include both World Wars ([@b13]), the Great East Japan Earthquake in 2011,[1](#fn1){ref-type="fn"} and the hyperinflation in Zimbabwe ([@b20]). It may be provoked by much less: In the United States, Johnny Carson joked about a shortage of toilet paper on *The Tonight Show* in 1973, leading to panic buying and actual shortages ([@b19]). Thus, it is not surprising that the COVID-19 pandemic has caused consumers in many countries to engage in panic buying of storable consumer goods like toilet paper, rice and pasta --- see e.g. [@b16] and [@b24]. Here we develop a predictive model of how government policies such as social distancing, lockdowns and travel restrictions, as well as growth in COVID-19 cases, generate such behaviour.

To clarify the discussion, it is necessary to define "panic buying". First, we need to understand why consumers hold inventories of storable consumer goods in normal times. [@b5] -- henceforth EIK -- estimated a structural model of optimal consumer demand for storable goods in a stationary environment. Consumers have two motives for building up inventories in excess of current consumption needs: (i) as a buffer to protect against stock outs given uncertainty about future usage needs, and (ii) it is optimal to stock up on storable goods when confronted with a "deal" (i.e., an instance when the good is offered by retailers at a relatively low price).

In natural disasters or crises, however, consumers are commonly observed to stock up on consumer goods to an extent that greatly exceeds levels observed in normal times. During the COVID-19 pandemic, [@b14] document a sharp spike in grocery spending, and increases in stockpiling, in several European countries as well as the US during mid-March as the crisis intensified. For the week ending March 15, spending on paper products (including toilet paper) was up $50\text{\%}$ (year-on-year) in Italy, $108\text{\%}$ in France, $109\text{\%}$ in Germany, $134\text{\%}$ in the UK, $210\text{\%}$ in Spain and $217\text{\%}$ in the US. These countries also saw sharp increases in sales of packaged necessities, such as pasta, rice and flour, as well as fresh fruit and vegetables. By April these sales spikes had greatly subsided.

There are psychological and economic explanations for such stockpiling behaviour in a crisis. A common psychological explanation is that stockpiling storable goods gives consumers a sense of control over the risky situation created by a crisis ([@b10]). But as noted by [@b11], there is nothing intrinsically irrational or "panicky" about stocking up on storable consumer goods in a crisis. There are two main economic explanations for a jump in optimal inventory holdings in a crisis situation. First, in the EIK inventory model, any potential supply disruption that increases stock out risk, or any restriction on movement that increases the cost of store visits, will have the effect of increasing optimal inventory.[2](#fn2){ref-type="fn"} Second, as emphasized by [@b11], a crisis often leads to higher expected future prices, making the current price look like a "deal" that calls for stocking up as optimal behaviour.[3](#fn3){ref-type="fn"}

Our primary goal in this paper is to develop a predictive model of how government policies impact on panic buying, so we need not take a stand on whether it is driven by psychological or economic factors. Regardless of its cause, the phenomenon of panic buying is socially costly for several reasons. A crisis-induced jump in consumer demand above expected historical levels may often lead to retail store stocks-outs in the short run. This is especially true in the case of just-in-time supply chains where little inventory is available to handle jumps in demand. During the COVID-19 pandemic, serious stock-out situations have arisen in many countries for consumer staples like toilet paper, rice and pasta. Stock-outs are costly for consumers in general, and particularly costly for vulnerable groups like the elderly and the disabled for whom shopping can be challenging.

Shortages created by panic buying also force consumers to devote extra time and effort to shopping, diverting time from welfare-improving activities like work, leisure, and sleep, and generating psychic costs of anxiety and stress. Shortages may heighten anxiety about the pandemic -- and the government's response -- among the general population. Furthermore, as stressed by [@b11], reputable retailers avoid price increases during crises, both due to legal constraints and long run reputational concerns. This can lead to speculative buying and the emergence of black markets. Moreover, consumer panic may directly promote virus transmission, by causing people to flock to the supermarket before the onset of a lockdown.

We develop a measure of consumer panic for 54 countries over the first four months of 2020 using Google search data. Our measure shows consumers in most large economies experienced panic in response to the COVID-19 pandemic. Much of the panic occurs in March, consistent with [@b14] data showing sharp increases in March grocery sales. We find heterogeneity in the timing and severity of consumer panic across countries. Some, such as Australia and the US, experienced more panic than others and some panicked earlier while others much later. In general, panic appeared earlier in Asia than the rest of the world, and richer countries tended to panic more than poorer ones.

It is useful to consider how government policy may contribute to consumer panic. The policy response to COVID-19 has focused on containment of viral transmission and efforts to prop up the economy. We construct three daily measures of government policy during the pandemic: 'internal restrictions' which curtail freedom of movement and association within a city or greater region, 'travel restrictions' which limit or prevent people from entering the country, and 'stimulus announcements' (i.e., fiscal or monetary measures).

Our measures show that most policy changes occurred between the 13th and 24th of March, but there is substantial heterogeneity across countries. Some, like Brazil and South Korea, did not impose severe restrictions on movement, while others like Spain and Peru imposed strict lockdowns. Countries such as Italy and Norway imposed internal restrictions 'early' (relative to other countries), while others like Singapore, Mexico and India imposed restrictions quite late. Some like the US and Canada allowed states/provinces to gradually implement restrictions (or not), while many others such as France and Argentina announced lockdowns at the federal level.

Using this data, we develop a dynamic model of consumer panic as a function of policy change and the spread of COVID-19. Our model features domestic policy changes, the average change of policy in other countries, a nonlinear specification of domestic and overseas COVID-19 case increases, and interaction terms that allow for the effect of domestic policy changes to vary by the average state of policy overseas.

We highlight some key findings: First, the announcement of internal movement restrictions clearly generates increased consumer panic, and the magnitude of the effect is large. Stimulus announcements have smaller effects, and we find no evidence that travel restrictions generate panic. Second, consumers are also very sensitive to the announcement of internal restrictions overseas. Third, the context of domestic policy announcements matters: if internal restrictions are announced early (relative to other countries) it has more of an effect on panic than if they are announced later. Lastly, both domestic and overseas COVID-19 cases affect domestic consumer panic (in a nonlinear manner).

Thus, the announcement of internal movement restrictions can be expected to induce panic buying in the short-run, particularly if the policy is announced before similar measures in other countries. We find the panic response is sudden, strong, and dissipates in a week to ten days. Of course, as the goal of internal movement restrictions is to contain virus transmission, early implementation is still likely to be optimal despite negative short-run consequences. Nevertheless, our results suggest that measures to prevent shortages in the face of consumer panic, such as rationing or priority access to essential goods for vulnerable groups, ought to be pursued concurrently.

As travel restrictions have little effect on consumer panic, implementing them early may have been a good strategy, assuming they are effective in suppressing virus transmission.[4](#fn4){ref-type="fn"} Further research is needed on the effects of alternative policies on virus transmission and unemployment, to determine the optimal policy mix that achieves suppression of virus transmission while minimizing economic disruption and consumer panic.

The outline of the paper is as follows. Section [2](#sec2){ref-type="sec"} describes how we construct measures of panic and government policy during the COVID-19 pandemic, and describes key features of the data. Section [3](#sec3){ref-type="sec"} describes the econometric methods we use to model consumer panic. Section [4](#sec4){ref-type="sec"} presents our results, and Section [5](#sec5){ref-type="sec"} concludes.

2. Measuring panic and policy during the COVID-19 pandemic {#sec2}
==========================================================

2.1. Measuring consumer panic {#sec2.1}
-----------------------------

Consumer panic by its very nature is subject to sudden daily changes. And the policy and virus transmission variables whose impact on panic we seek to analyse varied at high frequency during the pandemic. Thus, to model the dynamics of the panic process, we need a daily measure of consumer panic. We also require a measure that is available for many countries, in order to exploit heterogeneity in virus transmission and policy response. While supermarket scanner data on grocery sales is available on a daily basis for some countries -- see [@b14] -- it is not available for most of the countries we wish to include in the analysis. Accordingly, in this article we construct a high frequency measure of consumer panic using Google search data.

[@b3] show Google search data is useful in "now-casting" economic variables such as consumer confidence and unemployment claims. [@b4] use it to obtain a measure of investor attention that predicts demand for stocks, while [@b9] use it to predict near-future consumer behaviour.[5](#fn5){ref-type="fn"} Our use of Google search data to develop a measure consumer panic is a simple extension of such ideas.

To construct an index of consumer panic during the COVID-19 pandemic, we seek a set of keywords or phrases that can now-cast sharp increases in demand for supermarket goods indicative of 'panic buying' and stockpiling. The first set of keywords we collect are search terms consumers are more likely to use if they are concerned about or aware of panic buying behaviour at supermarkets (either first-hand or through media reports). These are 'panic buying', 'panic', 'hoarding', and 'supermarket'.

We also consider keywords for specific product categories in which the ([@b14]) data show a surge in demand in mid-March, indicative of stockpiling or panic buying, for the several countries where that data is available. These are 'toilet paper' 'pasta', 'rice', 'flour', 'vegetables', and 'fruit'.[6](#fn6){ref-type="fn"} Consumers are more likely to search these terms online when there is increased demand for the product, and also when it is impossible to source the product from their local supermarket due to empty shelves.

The daily search data is collected through the Google Health Trends API, which provides the proportion of searches within a country/day matching any specified word or phrase. The data give the probability that a 'short search-session,' defined as a few consecutive searches by a single user, includes a search for that word/phrase. By reporting probabilities, the data adjusts for differences in population and Google usage between countries. The data are based on a random sample of Google web searches, and are available for most countries, with days defined by the UTC timezone.

We assemble the search data for 54 countries, including all major economies save for Mainland China,[7](#fn7){ref-type="fn"} covering the period from January 1st to April 31st, 2020 ($T = 122$).[8](#fn8){ref-type="fn"} For countries that are not majority English-speaking, we translated our ten search terms into 23 languages in consultation with native speaking colleagues. Example translations can be found in Table 8 in the Online Appendix. If a country has multiple languages we add up the search probabilities for all major languages. For instance, for Switzerland, we add up the probabilities of the German, French, Italian and English search terms. [Table 1](#tbl1){ref-type="table"} reports descriptive statistics on search frequencies for each search term.

We use factor analysis to determine the best way to combine the ten search terms into a coherent index of panic buying. Using the pooled data for all countries, we construct the correlation matrix of daily movements in the ten search terms.[9](#fn9){ref-type="fn"} The results from factor analysis of the correlation matrix are reported in [Table 2](#tbl2){ref-type="table"}. The data is very well described by a two-factor model, as the eigenvalue of the 3rd factor is essentially zero. Interestingly, toilet paper and the panic related search terms (panic, panic buying, hoarding) load on one factor, which we label the 'panic' factor, while the other consumer goods (pasta, rice, etc.) load on a different factor, which we label the 'search' factor (for reasons we make clear below). The term 'supermarket' has a non-negligible loading on both factors.Table 1Descriptive statistics of Google trends keywords.Search termMeanMedianMaxStd. Dev.CV*Toilet Paper*0.0090.0030.9850.0283.293*Panic*0.0100.0070.0980.0111.143*Panic Buying*0.0020.0000.1400.0052.506*Hoarding*0.0020.0010.0650.0031.520*Supermarket*0.0290.0190.2390.0280.981*Pasta*0.0470.0330.6160.0501.066*Rice*0.0700.0560.3760.0570.814*Flour*0.0310.0210.2630.0331.039*Vegetables*0.0250.0200.2100.0210.851*Fruit*0.0390.0370.2200.0230.589[^1]

We use the factor scores to optimally combine our ten variables into estimates of the two factors for each country and each day. In [Fig. 1](#fig1){ref-type="fig"} we plot the two factors averaged across the subset of countries analysed in the ([@b14]) data. The 'panic' factor closely tracks the timing of stockpiling behaviour described in the IRI data. Stockpiling begins in late February, and spikes tremendously in mid-March. It then subsides rather quickly, and sales return to almost normal levels by early April.Table 2Factor analysis statistics.PooledPooledCountry-SpecificSearch\
factorPanic\
factorPanic\
factorMeanStd. Dev.Eigenvalues2.5040.8970.9041.621Factor Loadings: *Toilet Paper*0.0310.3950.3950.6000.248 *Panic*0.0670.4420.4490.5190.263 *Panic Buying*0.0240.5350.5310.5960.313 *Hoarding*0.0410.4500.4520.3830.318 *Supermarket*0.4470.2050.2470.3580.237 *Pasta*0.602−0.046 *Rice*0.749−0.070 *Flour*0.850−0.025 *Vegetables*0.532−0.021 *Fruit*0.605−0.085Factor Scores: *Toilet Paper*0.0060.2110.2110.2690.143 *Panic*0.0180.2440.2500.2230.138 *Panic Buying*0.0120.3190.3170.2890.176 *Hoarding*0.0120.2500.2510.1370.121 *Supermarket*0.0900.1300.1260.1310.134 *Pasta*0.132−0.026 *Rice*0.243−0.060 *Flour*0.440−0.010 *Vegetables*0.119−0.007 *Fruit*0.145−0.055Mean1.3540.7020.7031.305Std. Dev.0.8380.6600.6620.990[^2]

In contrast, the 'search' factor behaves very differently. It rises gradually in mid-March, and peaks in early April, at a high level that is sustained through April. Interestingly, the IRI data shows a *sustained* increase in eCommerce (online shopping activity) starting in mid-March and sustained through April (and beyond). The most plausible explanation of the behaviour of the 'search' factor is that it captures increased online search activity for consumer goods, generated by the sustained increase in eCommerce induced by lockdowns.[10](#fn10){ref-type="fn"} Thus, we conclude that the 'panic' factor is more representative of the consumer panic/stockpiling phenomenon that we are trying to measure.Fig. 1Factor Analysis on Google Search Terms. Note: This figure presents the average of the 'Panic Factor' and 'Search Factor' for the United States, the United Kingdom, Germany, France, Italy, and Spain.

To construct the panic index for our analysis, we run a factor analysis on the correlation matrix of the five variables we include (i.e., toilet paper and panic related search terms). The third column of [Table 2](#tbl2){ref-type="table"} reports the results. The data is well described by a 1-factor model. This suggests it is sensible to combine the five variables into an index of the single underlying construct that causes them to co-move, which we label the 'panic index.' The scoring coefficients give the optimal weights for combining the variables.

[Fig. 2](#fig2){ref-type="fig"} plots the panic index against log global COVID-19 cases. We group countries into three regions: Europe and North America, Asia and Oceania, and Rest of the World, and show the average index for each region. The first panic occurred in Singapore and Taiwan from February 6th to 10th, causing the panic index for Asia to triple its normal level. During this time COVID-19 cases in China climbed from 20,000 to over 40,000, and cases were starting to spread in other East Asian countries. Panic quickly returned to normal levels in Asia until February 28th, when it jumped again and remained high during the first week of March. By this point COVID-19 cases in China had plateaued above 80,000, but cases outside China were growing quickly, particularly in Italy.Fig. 2Average Panic and Worldwide Cases of COVID-19. Note: This figure plots the average panic factor across North America and European Countries, Asian countries (including Oceania), and the Rest of the World. On the secondary $y$-axis is the global confirmed cases of COVID-19 in log scale.

After a brief spike in late-February, many countries in North America and Europe began to experience high levels of panic in mid-March, with the average index increasing from its normal level of about 0.40 to a peak of about 2.80 on March 11th. Consistent with this, the ([@b14]) data show a massive spike supermarket sales in the week ending March 15. In the second and third weeks of March, reported COVID-19 cases were growing exponentially in many countries of the world, and unprecedented policy responses were being announced. The remaining countries in the sample (in Central and South America, Africa, and the Middle East) experienced a smaller surge in panic in mid-March. By mid-April, the panic index returns to near normal levels.

There was also significant heterogeneity in the panic index across countries within regions.[11](#fn11){ref-type="fn"} This leads to the question of why panic was more severe in some countries than others, and why some countries panicked earlier and others later. The differential spread of COVID-19 across countries, and their diverse range of policy responses, provide an excellent opportunity to study how different factors drive the spread of consumer panic.

2.2. Measuring government policy {#sec2.2}
--------------------------------

The pandemic has induced strong responses from governments: Drastic changes to the functioning of society have often been announced only one or a few days before implementation. Because of this we measure policy changes at their announcement. As our outcome of interest is consumer panic, which as we have seen is subject to sudden daily changes, it is important to track policy at a daily frequency as well.

We categorize policy announcements into three broad types: (1) 'internal restrictions' which curtail freedom of movement and association within a city or greater region, (2) 'travel restrictions' which limit or prevent people from entering the country, and (3) 'stimulus announcements' which are fiscal and monetary policies. We now explain how we code the policy announcement variables, noting it must involve some subjectivity:

We define the index for 'internal restrictions' as $Internal_{ct} = Schools_{ct} + Gatherings_{ct} + Movement_{ct}$, where $Schools_{ct} = 1$ if there is a federal closure of primary and secondary schools in country $c$ on day $t$, and 0 otherwise, $Gatherings_{ct} = 1$ if there is a ban on large gatherings (more than 500 people), $2$ if there is a ban on smaller gatherings (50 to 500 people), and 0 otherwise. $Movement_{ct} = 1$ if the government strongly encourages work from home where feasible, there are heavy restrictions on the use of public spaces, and most retail and entertainment businesses are closed. $Movement_{ct} = 2$ if, in addition, many non-essential industries are shut down and a majority of individuals are prevented from working, and 0 otherwise. We occasionally add or deduct a half point if a policy position is difficult to categorize (e.g., if some State governments within a country adopt a policy but not others). $Internal_{ct}$ can range from 0 to 5.

Our index of 'travel restrictions' is $\left. Travel_{ct} = \left( ChinaBan_{ct} + IranBan_{ct} + ItalyBan_{ct} + SouthKoreaBan_{ct} \right)\slash 2 + Noncitizens_{ct} + Citizens_{ct} \right.$ where $ChinaBan_{ct} = 1$ if travellers from China must self-isolate for 14 days, $2$ if they are banned from entering entirely, and 0 otherwise. Likewise for $IranBan_{ct}$, $ItalyBan_{ct}$, and $SouthKoreaBan_{ct}$. These are the four countries most affected early in the pandemic. $Noncitizens_{ct} = 1$ if non-citizen arrivals must self-isolate for 14 days, $2$ if non-citizens are banned from entering entirely, and 0 otherwise. Likewise, $Citizens_{ct} = 1$ if all citizen entrants must self-isolate for 14 days, $2$ if citizens are effectively prevented from re-entering, and 0 otherwise. Lastly, our index for stimulus announcements $Stim_{ct}$ is the sum of all announcements of significant changes in fiscal or monetary policy, collected from an array of media websites.

[Fig. 3](#fig3){ref-type="fig"} describes the evolution of our policy measures over the sample period, averaging values for the 54 countries across the same three regions as in [Fig. 2](#fig2){ref-type="fig"}. Looking at internal restrictions in the top-left panel, it is clear that most policy change occurs between the 13th and 24th of March, when the average index increased from one to over three. The Asian countries imposed some internal restrictions much earlier, but settled at a lower average level. Travel Restrictions behave similarly, with many countries completely closing their borders around mid-March, while Asian countries tended to implement restrictions sooner. The Asian countries adopted an incremental approach to stimulus, with frequent announcements of small policy changes, while the other regions tended to announce large stimulus packages in Mid-March.Fig. 3Average Policy and COVID19 Cases by Region. Note: This figure plots the average value of the three policy variables constructed in this article and log of COVID-19 cases across three regions in the sample of 54 countries.

[Fig. 4](#fig4){ref-type="fig"} plots the number of policy announcements over time. The peak frequency is clearly in mid-March. Nevertheless, many internal restriction announcements occurred in early or late March (with some even in early April and February). For travel restrictions, several countries such as Australia and New Zealand gradually ramped up entry restrictions from late January to early March.Fig. 4The Timing of Policy Announcements. Note: This figure shows the number of new policy announcements by day..

An interesting question is whether countries that announced strong containment policies earlier than most others, which we will call 'early countries,' had different consumer panic patterns than those who announced their policies late, which we will call 'late countries.' [Fig. 5](#fig5){ref-type="fig"} reports average internal restrictions and average panic across seven notably early countries and seven notably late countries. The early countries adopted tight internal restrictions by early March, and consumer panic tracks the policy index very closely for these countries until the panic decays in late March and April. The late countries did not adopt tight restrictions on movement until late-March. In the late countries panic peaks well prior to the implementation of tight policy measures.Fig. 5Average Panic and Internal Restrictions by Group. Note: 'Early Countries' are Austria, Belgium, Ireland, Italy, Hong Kong, Norway and Romania. 'Late Countries' are India, Mexico, Qatar, Singapore, Sweden, the UAE and Vietnam..

This suggests two key hypotheses about the relationship between internal restrictions and panic: First, that consumer panic reacts not only to domestic policy change but also overseas policy change. Second, that the effect of internal restriction announcements on panic may depend on the international context in which it is announced, with late implementation leading to less consumer panic in the short-run.

Finally, [Fig. 6](#fig6){ref-type="fig"} presents the experience of four countries in detail: Italy, the UK, France, and Australia. For each country we show the panic index, the daily increase in COVID-19 cases (thousands), and announcements of internal and travel restrictions.Fig. 6Panic, COVID-19, and Government Policy in Select Countries.

In Italy there was a brief spike in panic on Feb. 23--24, when outbreaks were reported in northern Italy and several governors imposed interstate travel restrictions. The real surge in panic began in the second week of March, and it climbed until March 22, when our panic index peaked at three times its normal level. In early March the government began implementing restrictions on gatherings, and on movement in the worst affected parts of the country. On March 20 a national lockdown was announced, and soon after that panic reached its peak. Since then, panic has trended down in a way entirely consistent with declines in the number of new cases per day from about 6000 to about 2000.

In France panic surges in close proximity to announcements of internal restrictions. A nationwide lockdown was announced on March 16th, which is the same day that panic reaches its peak of 1.75. The increase also coincides with increases in domestic cases. In contrast, in the United Kingdom panic peaks roughly at same time as in Italy and France even though the virus started spreading much later, and the peak of panic clearly precedes the announcement of domestic restrictions.

Australia is notable for the incredible speed and scale with which panic took hold in early March. The panic index increased from 1.3 on March 2nd to 7.9 on the 4th, which is an order of magnitude higher than the peak in almost any other country. This does not correspond to any significant increase in domestic COVID-19 cases, nor to any important policy announcement.[12](#fn12){ref-type="fn"} While a travel ban from Iran was announced on the 1st of March, it seems unlikely that this was important enough to be the direct cause. Restrictions on gatherings were announced on March 13th, along with a series of escalating travel restrictions, which coincides with a second peak in the middle of March.

In these four examples, we see a great deal of heterogeneity in the timing and severity of consumer panic, COVID-19 transmission rates, and containment policy. It would be exceedingly difficult to make conclusions on the likely causes of panic surges without a multivariate statistical model of panic, to which we now turn.

3. Methodology {#sec3}
==============

3.1. Conceptual framework {#sec3.1}
-------------------------

It is useful to present a simple conceptual framework to motivate our empirical specification. To set ideas, let $P_{ct}$ denote the level of consumer panic for a typical consumer in country $c$ on day $t$ of the pandemic. Let $S_{ct}$ denote the severity of the pandemic, and let $R_{ct}$ denote the policy regime in place in country $c$ on day $t$. Then we may write: $$P_{ct} = F\left( {E\left( S_{ct} \middle| I_{ct} \right),E\left( S_{ct + 1},\ldots \middle| I_{ct} \right),R_{ct},E\left( R_{ct + 1},\ldots \middle| I_{ct} \right),\mu_{c}} \right)$$Here $E\left( S_{ct} \middle| I_{ct} \right)$ denotes the *perceived* severity of the pandemic on day $t$, conditional on the available information set $I_{ct}$. Similarly, $E\left( S_{ct + 1},\ldots \middle| I_{ct} \right)$ denotes the expected severity of the pandemic in future periods. $\mu_{c}$ is a range of country-specific factors that affect the propensity to panic (e.g., cultural norms).

Thus, expectations of severity and policy both affect panic. The information set is: $$I_{ct} = \left( {C_{ct},C_{c,t - 1},\ldots,C_{ft},C_{f,t - 1},\ldots,R_{ct},R_{c,t - 1},\ldots,R_{ft},R_{f,t - 1}} \right)$$where $C_{ct}$ denotes the COVID-19 caseload in country c on day $t$, and $C_{ft}$ denotes a vector of caseloads in foreign countries. Similarly, $R_{ct}$ denotes the policy regime in country c on day $t$, and $R_{ft}$ denotes a vector of policy regimes in foreign countries. Thus, the information set includes current and lagged caseloads both domestic and foreign, as well as current and lagged policies, both domestic and foreign.

In writing [(3.1)](#fd3.1){ref-type="disp-formula"}--[(3.2)](#fd3.2){ref-type="disp-formula"} we assume consumers have incomplete information about the severity of the crisis, which seems obvious given that even epidemiologists had great uncertainty about the virulence and transmissibility of COVID-19. We assume consumers use COVID-19 caseloads, both domestic and foreign, to infer the severity of the pandemic. Consumers also use government policy as a signal of the severity of the pandemic, under the reasonable assumption that governments and the experts they consult have information about the pandemic exceeding that of the typical consumer.[13](#fn13){ref-type="fn"}

Eq. [(3.1)](#fd3.1){ref-type="disp-formula"} is the "structural" equation for consumer panic. Estimation would require us to make assumptions on (i) how consumers form expectations and (ii) how perceived and expected future severity and policy map into consumer panic. Specifying the structure is complicated by the fact that we do not necessarily believe panic buying is driven by purely economic factors. Thus, we choose to instead work with the "reduced form" equation for consumer panic, obtained by substituting out for the unobserved expectation terms in [(3.1)](#fd3.1){ref-type="disp-formula"} using the information set in [(3.2)](#fd3.2){ref-type="disp-formula"}, giving: $$P_{ct} = f\left( {C_{ct},C_{c,t - 1},\ldots,C_{ft},C_{f,t - 1},\ldots,R_{ct},R_{c,t - 1},\ldots,R_{ft},R_{f,t - 1},\ldots,\mu_{c}} \right)$$This is a valid reduced form if the caseload and policy variables are exogenous to the panic process (an issue we address in Section [4](#sec4){ref-type="sec"}). Of course, without specifying the structure we cannot know the functional form of $f\left( . \right)$. So in practice, we will seek an "approximate reduced form" model that approximates [(3.3)](#fd3.3){ref-type="disp-formula"} using a flexible function of the caseload and policy variables, and that passes a variety of stringent specification tests.

In this framework the policy regime $R_{ct}$ affects consumer panic through four channels. First, there is the direct effect of the policy. Second, there is the effect of the policy on expected future policy. Third, there is the effect operating through the impact of policy on the perceived current severity of the pandemic $E\left( S_{ct} \middle| I_{ct} \right)$. Fourth, there is the impact of policy on the expected severity of the pandemic in the future $E\left( S_{ct + 1},\ldots \middle| I_{ct} \right)$.

As a simple example, consider an internal movement restriction that makes it more difficult for consumers to leave home and visit the store. First, as discussed in the introduction, anything that raises the cost of store visits will cause consumers to desire higher inventories. Thus, a new internal restriction may generate "panic" buying (i.e., heavy stockpiling) in the short run. Second, if the policy leads consumers to expect even tighter restrictions in the future, it will encourage even more demand today. Third, if consumers have incomplete information about the severity of the crisis and use government policy as a signal, it is plausible that a new internal movement restriction may cause panic by causing consumers to infer that the crisis is worse than previously thought. Fourth, stronger government action may increase confidence about the future course of the pandemic, reducing fears of future shortages. Through this channel, a new internal movement restriction may reduce consumer panic.[14](#fn14){ref-type="fn"}

The overall impact of any policy move on consumer panic will depend on the balance of these four forces. And this depends on consumers' information set. Early in the pandemic, when there is great uncertainty about its severity, the third channel is likely to be very strong, so we would not be surprised if strong policy action induces consumer panic. Later in the crisis, when consumers have better information, we hypothesize that this third channel is weaker, so that policy actions will be less likely to induce panic.

The number of COVID-19 cases reported in foreign countries, as well as policy actions of foreign governments, provide signals about the current and likely future severity of the pandemic in one's own country. Policy actions of foreign governments may also provide signals about the likely future policies one's own government will adopt. Thus, foreign government policies $R_{ft}$ and foreign caseloads $C_{ft}$ may also affect domestic panic through channels two through four described above.

A key issue is whether panic induced by domestic policy action depends on timing relative to other countries. We hypothesize that if a country acts early, the second channel (policy action signals a more severe crisis) is likely to dominate, so early action will induce short-run panic. We also hypothesize that if a country acts relatively late, the severity of the pandemic will already be fairly well understood, so this signalling mechanism will be less strong. So we expect later action to induce less consumer panic. To capture such effects, it is important that when we specify the model in [(3.3)](#fd3.3){ref-type="disp-formula"} we allow the policy regime in foreign countries to moderate the impact of domestic policy.

3.2. Reduced form model of consumer panic {#sec3.2}
-----------------------------------------

Guided by this conceptual framework, we proceed to specify a reduced form model of consumer panic. A priori, we decided to model consumer panic as a dynamic process in which the *level* of panic in country $c$ on day $t$ depends on its own lagged level, as well as *changes* in the forcing variables (i.e., domestic and foreign policy regimes, domestic and foreign cases) from day $t - 1$ to day $t$. This is because, based on the data description in Section [2](#sec2){ref-type="sec"}, we expect that changes in policy and COVID-19 cases have strong short-run effects on panic, but that these effects die off quickly. After some experimentation with functional form, we arrived at the following model as our main specification: (3.4)$$lnP_{ct} = \mu_{c} + \sum\limits_{\ell = 0}^{1}\left( {\mathbf{\beta}_{\ell}\Delta\mathbf{R}_{c,t - \ell} + \mathbf{\gamma}_{\ell}\Delta{\overline{\mathbf{R}}}_{f,t - \ell} + \mathbf{\lambda}_{\ell}\left( \Delta\mathbf{R}_{c,t - \ell} \ast {\overline{\mathbf{R}}}_{f,t - \ell} \right)} \right) + \,\theta_{1}\Delta ln\left\lbrack C_{ct} + \alpha \right\rbrack + \theta_{2}B\left( \Delta C_{ct} \middle| \lambda \right) + \theta_{3}\Delta ln\left\lbrack C_{ct} + \alpha \right\rbrack\cdot B\left( \Delta C_{ct} \middle| \lambda \right) + \,\theta_{4}\Delta ln\left\lbrack C_{ft} + \alpha \right\rbrack + \theta_{5}B\left( \Delta C_{ft} \middle| \lambda \right) + \theta_{6}\Delta C_{CN,t} + \theta_{7}C_{CN,t}\cdot I_{c \in Asia} + \,\sum\limits_{\ell = 1}^{2}\rho_{\ell}lnP_{c,t - \ell} + \mathbf{\psi}\mathbf{day}_{t} + e_{ct}$$Here $lnP_{ct}$ is the log of the panic index for country $c$ on day $t$, and the model includes two lags of the dependent variable. $\mathbf{R}_{ct} = \left\lbrack Internal_{ct},Travel_{ct},Stimulus_{ct} \right\rbrack$ is a vector of our three policy variables. These enter the model in first difference form ($\Delta\mathbf{R}_{ct}$). We include both the current and first-lag daily difference. $\mathbf{R}_{ft}$ is a vector of the three policy variables for foreign countries, measured as the simple average across countries outside of country $c$.[15](#fn15){ref-type="fn"} We also enter this variable in first-differenced form, including one lag.

The term $\mathbf{\lambda}_{\ell}\left( \Delta\mathbf{R}_{c,t - \ell} \ast \mathbf{R}_{f,t - \ell} \right)$ allows the effect of domestic policy changes to vary depending on the international context, captured by the international average $\mathbf{R}_{ft}$. If $\lambda_{p\ell} < 0$ then the effect of announced changes in policy $\Delta\mathbf{R}_{c,t - \ell}$ on panic is reduced the more governments overseas have already announced that change in policy. We hypothesize that $\lambda_{p\ell} < 0$ based on the discussion in Section [3.1](#sec3.1){ref-type="sec"}.

We let changes in the number of confirmed domestic COVID-19 cases ($C_{ct}$) enter the model very flexibly. Early in the pandemic, when caseloads are low, large daily percentage increases are sometimes observed. Later in the pandemic, when caseloads are high, daily percentage changes are typically small, but the absolute changes can be large. We have no strong prior on whether consumer panic responds more to the former or latter.

Thus, we include both the terms $\Delta ln\left\lbrack C_{ct} + \alpha \right\rbrack$ and $B\left( \Delta C_{ct} \middle| \lambda \right)$. The former is the daily percentage change in domestic cases plus parameter $\alpha$, which moderates the impact of large percentage changes from low levels, and the latter is the Box--Cox transform of the daily absolute change in domestic cases, with Box--Cox parameter $\lambda$. We run a grid search to determine the values of $\alpha$ and $\lambda$ that maximize $R^{2}$, and settle on 50 and 0.30. We also include the interaction term, $\Delta ln\left\lbrack C_{ct} + \alpha \right\rbrack \ast B\left( \Delta C_{ct} \middle| \lambda \right)$, which allows the impact of a given percentage change to be greater if it coincides with a larger absolute change.

We also allow foreign reported cases ($C_{ft}$) to influence domestic panic. We enter changes in foreign cases in the same flexible way as domestic cases.

We cannot include mainland China in our analysis as it restricts access to Google. However, as the pandemic originated in China, we include the number of confirmed changes in mainland China ($C_{CN,t}$) as a driver of consumer panic in other countries. We also included an interaction between the number of Chinese cases and an indicator for whether country $c$ is in East or Southeast Asia, to allow for the possibility that Chinese cases have a larger effect on consumers in nearby countries. Finally, $\mathbf{day}_{t}$ is a vector of day-of-the week dummies to capture daily differences in search activity.

The term $\mu_{c}$ is a country specific fixed effect meant to capture differences across countries in the baseline level of Google search activity for panic related terms. We estimate the model by fixed effects, relying on the fact that we have a long panel ($T = 122$) so that the so-called ([@b21]) bias that arises from applying a fixed effects estimator to a lagged dependent variable model in a panel with small $T$ is rendered negligible.[16](#fn16){ref-type="fn"}

We assume the error $e_{ct}$ satisfies the usual assumptions: serially uncorrelated, homoskedastic, cross-sectionally independent, and independent of the regressors. We found evidence of conditional heteroskedasticity, and applied a weighted least squares procedure described below. Given this, we show in Section [4](#sec4){ref-type="sec"} that the model passes a stringent set of specification tests, so the testable assumptions on the errors are not rejected.

Finally, to avoid letting the log panic index be too sensitive to days with exceptionally low search activity, we add .01 to the index before taking the log, so we actually work with $ln\left( P_{ct} + .01 \right)$. This value is below the 1st percentile of the distribution of $P_{ct}$ across all countries and days in the sample. Recall from [Table 2](#tbl2){ref-type="table"} that $P_{ct}$ has a mean of .703.

4. Results {#sec4}
==========

Here we present results from estimating the consumer panic model of Eq. [(3.4)](#fd3.4){ref-type="disp-formula"} on the panel data set described in Section [2](#sec2){ref-type="sec"}. First we present results from a simplified model that includes only domestic policy and COVID-19 case data. Then we present results from our full model that includes international variables. Finally we present results from alternative specifications that (i) allow for panic across some countries to be "related" (in a sense defined later), and (ii) allow for country-specific weights in the panic index.

4.1. Domestic model {#sec4.1}
-------------------

The first two columns of [Table 3](#tbl3){ref-type="table"}, labelled "Model 1", present a restricted model that includes only domestic cases and policy variables, omitting the foreign variables from Eq. [(3.4)](#fd3.4){ref-type="disp-formula"}. Both current and lagged changes in internal restrictions are highly significant. The point estimates imply that if a government increases internal restrictions by 1 on a 0--5 scale (e.g. closing schools or restricting gatherings) it causes the panic index to increase by roughly 13% on the same day, followed by a greater increase on the second day and then a gradual decline. Stimulus announcements and travel restrictions are insignificant. Both the percentage and (Box--Cox transformed) absolute changes in COVID-19 cases are significant determinants of panic, as is their interaction.

The results from this simplified model are suspect however, as the specification tests point to some problems. On the plus side, we find only weak serial correlation in the residuals, suggesting our lag structure is adequate. Additional lags of the dependent and independent variables were not significant here or in the specifications discussed below. However, the ([@b23]) test overwhelmingly rejects the null hypothesis of "weak" cross-sectional dependence, indicating the residuals contain important shocks that are correlated across countries. And a ([@b25]) non-causality test finds that leads of the policy variables are highly significant in the panic equation, thus rejecting the hypothesis that the policy variables are strictly exogenous with respect to consumer panic.Table 3Models of Panic during the COVID-19 Pandemic (Pooled Factors).Models of $ln\left( panic_{c,t} \right)$:Model 1Model 2Model 3 $\beta$S.E. $\beta$S.E. $\beta$S.E.Internal Restrictions: $\Delta Internal_{c,t}$0.1300.0250.1910.0720.1780.064 $\Delta Internal_{c,t - 1}$0.1390.0300.2610.0750.2100.063 $\Delta Internal_{f,t}$0.4570.1820.4450.176 $\Delta Internal_{f,t - 1}$0.1060.2240.1700.214 $\Delta Internal_{c,t} \ast Internal_{f,t}$−0.0550.029−0.0470.026 $\Delta Internal_{c,t - 1} \ast Internal_{f,t - 1}$−0.0860.030−0.0630.027Stimulus Announcements: $\Delta Stim_{c,t}$0.0740.0450.2370.0990.1770.095 $\Delta Stim_{c,t - 1}$0.0730.0440.0920.0940.0750.097 $\Delta Stim_{f,t}$0.1110.2830.1790.276 $\Delta Stim_{f,t - 1}$0.0150.2680.0000.263 $\Delta Stim_{c,t} \ast Stim_{f,t}$−0.2070.080−0.1650.076 $\Delta Stim_{c,t - 1} \ast Stim_{f,t - 1}$−0.0680.075−0.0600.072Travel Restrictions: $\Delta Travel_{c,t}$0.0210.0130.0340.0340.0340.035 $\Delta Travel_{c,t - 1}$0.0140.015−0.0010.0370.0090.036 $\Delta Travel_{f,t}$0.0250.1000.0410.098 $\Delta Travel_{f,t - 1}$−0.0520.081−0.0600.081 $\Delta Travel_{c,t} \ast Travel_{f,t}$−0.0080.008−0.0070.008 $\Delta Travel_{c,t - 1} \ast Travel_{f,t - 1}$−0.0010.008−0.0030.008Domestic COVID-19 Cases: $\Delta ln\left( C_{c,t} \right)$1.3810.1400.5130.1470.3940.144 $\Delta C_{c,t}$0.0040.0010.0020.0010.0020.001 $\Delta C_{c,t} \ast \Delta ln\left( C_{c,t} \right)$−0.0270.009−0.0100.008−0.0060.009International COVID-19 Cases: $\Delta ln\left( C_{f,t} \right)$1.9520.2931.8910.290 $\Delta C_{f,t}$0.0010.0010.0030.001 $\Delta C_{China,t}$−0.0080.007−0.0070.006 $\Delta C_{China,t} \ast Asia_{c}$0.0490.0170.0670.017Panic Terms: $ln\left( panic_{c,t - 1} \right)$0.2850.0120.2370.0120.2050.012 $ln\left( panic_{c,t - 2} \right)$0.2420.0120.1990.0120.1740.012 Related Country Panic0.7120.058Diagnostics: AR1 Term of ${\widehat{e}}_{c,t}$−0.0380.012−0.0110.012−0.0130.012 CSD Test (w/ $p$-value)13.6870.0002.9230.0030.8090.418 Sims Test (w/ $p$-value)6.9070.0000.5150.8650.4480.909 $R^{2}$0.3810.4040.423[^3]

4.2. Main specification {#sec4.2}
-----------------------

We present our full model of [(3.4)](#fd3.4){ref-type="disp-formula"} in the columns of [Table 3](#tbl3){ref-type="table"}, labelled "Model 2". This model adds international COVID-19 cases and policy variables. If we estimate the model by applying a within transformation and running OLS (obtaining the fixed effects estimator via the Frisch--Waugh theorem) there is (weak) evidence of conditional heteroskedasticity. We model this heteroskedasticity as shown in Table 6 of the Online Appendix and then apply weighted least squares (WLS).[17](#fn17){ref-type="fn"} We use WLS to estimate all our models.

In the full model both the current and lagged change in internal restrictions are again highly significant. As we see in [Table 3](#tbl3){ref-type="table"}, the average level of internal restrictions in *foreign* countries is also a significant positive determinant of domestic consumer panic, suggesting that domestic consumers use foreign government policy as a signal of the severity of the pandemic and/or to predict their own government's future policy.

Furthermore, the interactions between domestic internal restrictions and the average level of restrictions in foreign countries are negative and significant. This supports our key hypothesis that internal restrictions tend to cause less domestic consumer panic if they are introduced relatively late in the pandemic compared to other countries.

We also find that domestic stimulus announcements have a positive short-run effect on consumer panic, diminishing if more countries have already announced such policies. In addition, both domestic and international percentage changes in COVID-19 cases have significant positive effects on consumer panic. The absolute change in domestic cases also has a positive effect, as does the change in Chinese cases in Asian countries only.

It is difficult to interpret the magnitudes of the policy and caseload effects on consumer panic, due to the interaction terms and the lagged dependent variables. So we defer that discussion until Section [4.4](#sec4.4){ref-type="sec"} when we look at impulse response functions.

4.3. Specification tests {#sec4.3}
------------------------

Our full model exhibits no statistically or quantitatively significant correlation in the errors. It easily passes a Sims non-causality test, so we cannot reject that the policy and caseload variables are strictly exogenous with respect to consumer panic. The fact this is only true after we include the international caseload and policy variables means these variables can account for the error component that predicts future policy. This is intuitive in the pandemic context, as both foreign caseload and policy changes clearly have strong influences on future domestic policy decisions. So controlling for the international variables purges the residuals of the component that predicts future domestic policy.

The Pesaran cross-sectional dependence test is still significant. But the test statistic, distributed N(0,1), drops from 13.7 to 2.9, so evidence of strong cross-sectional dependence is far weaker than in Model 1. As [@b23] notes, the test over-rejects when $T$ is large relative to $N$ (as we have here), so it is actually quite impressive that the CSD test statistic for Model 2 is only 2.9. This result is intuitive in the pandemic context, as it seems clear that foreign caseload and policy changes influence domestic consumer panic. Indeed, many countries experience spikes in panic prior to having substantial numbers of confirmed domestic cases. Hence, controlling for the international variables purges the residuals of the component that induces most of the cross-sectional dependence.

Rejecting the null of weak cross-sectional dependence does not necessarily imply the estimates are inconsistent. Of the 1431 pairs of residuals between countries only 14 have a correlation above 0.35, while 80% have a correlation below 0.10. So we doubt the cross-section dependence is strong enough to cause significant bias. Most pairs with non-trivial correlations make intuitive sense: Many are within the Anglophone countries (Australia, Canada, US, UK), or countries with close cultural ties (e.g., Germany/Austria). This suggests we may purge Model 2 of cross-section dependence by allowing the panic of related countries to respond to each other's panic, for the 14 country pairs with high correlations. The results are shown in the columns of [Table 3](#tbl3){ref-type="table"} labelled 'Model 3.' The coefficient on 'related country' panic is highly significant, and the CSD test statistic drops to .81 with a $p$-value of .42. But the parameter estimates change little from those of Model 2, suggesting cross-sectional dependence is not biasing the Model 2 results.

Finally, we examine the issue of stationarity. Using the ([@b22]) panel unit-root test in the presence of cross-section dependence, we reject the null of homogeneous non-stationarity (i.e., all countries are non-stationary) for all variables. If we run separate Augmented Dickey--Fuller tests by country, the only variable for which non-stationarity is a concern is the (Box--Cox transformed) absolute change of cases, which shows evidence of a unit root in 76% of countries.[18](#fn18){ref-type="fn"} Given that all covariates are in difference form, it seems logically impossible that any would have a unit root given large enough $T$.

4.4. Impulse response functions {#sec4.4}
-------------------------------

[Fig. 7](#fig7){ref-type="fig"} shows impulse response functions for domestic internal movement restrictions, evaluated at the average international level of internal restrictions on three dates: February 21 (early), March 13 (middle) and April 1 (late). If a government increases internal restrictions by one unit (e.g. closing schools or restricting gatherings) on Feb 21 it causes the panic index to increase by approximately 19% on the same day. The effect peaks at 30% on day 2, and then gradually vanishes after about a week to ten days. But if a government delays until March 13 the peak is only 20% on day 2, and if the government delays until April 1st the impulse response function shows no significant effects (although the short-run impact is imprecisely estimated).

Our point estimates imply that stimulus announcements also have a positive short-run effect on consumer panic. Again, the interaction with the international average of stimulus announcements is also significant, implying the effect is lessened if the announcement comes "late" relative to other countries. But the impulse response functions on the right side of [Fig. 7](#fig7){ref-type="fig"} show the effects of stimulus announcements are both weaker and less precisely estimated than those of internal movement restrictions. As was the case with internal restrictions, we find the effect of stimulus announcements on panic diminishes if they come later in the pandemic. We find no statistically or quantitatively significant effects of travel restrictions (impulse response not shown).Fig. 7Impulse Response Functions For Policy Change.

Finally, we consider the role of COVID-19 caseloads. Both percentage and absolute changes in domestic COVID-19 cases are significant and positive drivers of panic, as is the interaction between the two. Given our flexible specification, the overall effect of a given increase in cases depends on both the percentage and absolute change. The impulse response functions in the left panel of [Fig. 8](#fig8){ref-type="fig"} show the effects of average increases of COVID-19 cases in February, March and April. The average (across all countries) of the daily increases were 1% on a base of 15 cases in February, 11% on 2,900 cases in March, and 7.3% on 18,600 cases in April. Thus, both percentage and absolute changes tend to be small in February. The largest percentage increases tend to be in March, and the largest absolute increases tend to be in April.

Our model implies that the typical March daily increase in caseloads would have increased the panic index by about 8% immediately, with an effect that dies off over time, becoming negligible after about a week. Effects of a typical change of caseloads in April are very similar.

International COVID-19 cases are very significant determinants of domestic panic, both statistically and quantitatively. Impulse response functions in the right panel of [Fig. 8](#fig8){ref-type="fig"} show effects of average increases in worldwide COVID-19 cases in February, March and April.[19](#fn19){ref-type="fn"} Our model implies the typical March daily increase in caseloads increased the panic index by about 23% immediately, with an effect that dies off over time, becoming negligible after about a week. Effects of typical April changes in caseloads are about 50% smaller. This combined with the fact that most policy announcements were concentrated in March (see [Fig. 4](#fig4){ref-type="fig"}) is consistent with the fact that most countries saw very low levels of the panic index in February, following by peaks of the panic index during March, with the index declining through April (see [Figs. 2](#fig2){ref-type="fig"}, [5](#fig5){ref-type="fig"}, [6](#fig6){ref-type="fig"}).Fig. 8Impulse Response Functions For COVID-19 Case Increases. Note: The average daily increase in February is a percentage increase of 1% and absolute increase of 2, in March it is a percentage increase of 11% and absolute increase of 314, and in April it is a percentage increase of 5.5% and absolute increase of 1,564.

Comparing the impulse response functions for domestic vs. international cases, we see that international cases have substantially larger effects on domestic panic than domestic cases. This makes sense, given that large caseloads were concentrated in relatively few countries, while panic was widespread across many countries. Overall, we have found that both international policy regimes and international cases are important drivers of domestic panic, suggesting that consumers do pay attention to international conditions.

4.5. Model fit {#sec4.5}
--------------

[Fig. 9](#fig9){ref-type="fig"} illustrates how the model fits the time series of the panic index data for selected countries. The figure presents fitted values of the daily panic index based on current and lagged values of the forcing variables (i.e., policy variables and COVID-19 cases). We present both conditional predictions, where the two lags of the panic index in Eq. [(3.4)](#fd3.4){ref-type="disp-formula"} are always set at their true values, and unconditional predictions, where we plug in the two previous day's predicted panic indices from the model. Italy, France and Brazil are examples of countries where the model provides very good predictions of the path of the panic index based on the forcing variables.

Our model fits the UK and US somewhat less well, as it can only generate about half to two-thirds of the peak increase in panic. This is largely due to the fact that in the UK and US our panic index rose to substantially higher levels than in most other countries, and this is not easy to explain based on the forcing variables.[20](#fn20){ref-type="fn"}

Australia is an example of a country where the panic index had a massive spike on a particular day (March 4) and the model is not able to explain why this occurred. As we noted in Section [2](#sec2){ref-type="sec"}, the increase in the panic index in Australia was an order of magnitude greater than we observe in almost any other country, so it is not surprising that our model cannot explain it. Other countries with hard to explain massive spikes are Japan, Taiwan, Singapore and Germany.[21](#fn21){ref-type="fn"} It is of course not surprising that a variable like "panic" is sometimes hard to predict based only on observed forcing variables, so we would argue that -- with the exception of this set of countries -- the model generally fits quite well. (An Appendix showing the fit for all 54 countries is available on request).

We also report results from holding out the April data in estimation, and using the model to forecast the path of panic during April. The red line in [Fig. 9](#fig9){ref-type="fig"} shows the forecasts for the selected countries. The forecasts seem reasonably accurate, except that for the UK our model understates the rate at which panic dropping in April, while for Brazil we predict a decline in early April that did not materialize.

Fig. 9Predictions of Log Panic from Model 2.

4.6. Country specific panic index {#sec4.6}
---------------------------------

Given differences in language and culture, it seems likely that the optimal weighting of the five Google search terms that enter the panic index may differ by country. Thus, we also tried using country-specific factor analyses to form country specific panic indices. The columns of [Table 2](#tbl2){ref-type="table"} labelled 'Country-Specific' describe the results. Clearly there is a great deal of cross-country heterogeneity in the weightings. We re-ran all our analysis using these country-specific panic indices and report the results in [Table 4](#tbl4){ref-type="table"}. The results are remarkably similar to those using homogeneous weights in [Table 4](#tbl4){ref-type="table"}. Thus, our results are quite robust to this alternative method of constructing the panic index. The only significant difference is that the estimated effect of the lagged change in international restrictions is greater here, and it becomes significant.

We also tried a simplified version of the panic index that weighs the five search terms equally (rather than using factor scores as weights). That also gave very similar results.

Table 4Models of Panic during the COVID-19 Pandemic (Country-Specific Factors).Models of $ln\left( panic_{c,t} \right)$:Model 1Model 2Model 3 $\beta$S.E. $\beta$S.E. $\beta$S.E.Internal Restrictions: $\Delta Internal_{c,t}$0.1420.0250.1880.0640.1970.064 $\Delta Internal_{c,t - 1}$0.1520.0300.2600.0650.2530.061 $\Delta Internal_{f,t}$0.4960.1830.4890.176 $\Delta Internal_{f,t - 1}$0.4380.2170.4190.207 $\Delta Internal_{c,t} \ast Internal_{f,t}$−0.0560.026−0.0550.026 $\Delta Internal_{c,t - 1} \ast Internal_{f,t - 1}$−0.0860.026−0.0810.024Stimulus Announcements: $\Delta Stim_{c,t}$0.0630.0440.1780.0950.1490.084 $\Delta Stim_{c,t - 1}$0.0420.0480.0640.0970.0490.089 $\Delta Stim_{f,t}$−0.0520.274−0.0550.266 $\Delta Stim_{f,t - 1}$0.3020.2640.3070.257 $\Delta Stim_{c,t} \ast Stim_{f,t}$−0.1660.078−0.1460.072 $\Delta Stim_{c,t - 1} \ast Stim_{f,t - 1}$−0.0810.076−0.0660.072Travel Restrictions: $\Delta Travel_{c,t}$0.0200.0130.0510.0300.0500.030 $\Delta Travel_{c,t - 1}$0.0230.0150.0380.0360.0400.035 $\Delta Travel_{f,t}$0.0250.1010.0500.098 $\Delta Travel_{f,t - 1}$−0.1250.085−0.1390.083 $\Delta Travel_{c,t} \ast Travel_{f,t}$−0.0140.008−0.0140.008 $\Delta Travel_{c,t - 1} \ast Travel_{f,t - 1}$−0.0110.008−0.0120.008Domestic COVID-19 Cases: $\Delta ln\left( C_{c,t} \right)$1.7910.1410.8470.1440.7740.136 $\Delta C_{c,t}$0.0040.0010.0020.0010.0020.001 $\Delta C_{c,t} \ast \Delta ln\left( C_{c,t} \right)$−0.0470.009−0.0270.008−0.0260.008International COVID-19 Cases: $\Delta ln\left( C_{f,t} \right)$2.1710.2882.2730.280 $\Delta C_{f,t}$0.0020.0010.0030.001 $\Delta C_{China,t}$−0.0070.006−0.0060.006 $\Delta C_{China,t} \ast Asia_{c}$0.0660.0170.0710.016Panic Terms: $ln\left( panic_{c,t - 1} \right)$0.3120.0120.2410.0120.2320.012 $ln\left( panic_{c,t - 2} \right)$0.2290.0120.1670.0120.1590.012 Related Country Panic0.4920.042Diagnostics: AR1 Term of ${\widehat{e}}_{c,t}$−0.0480.012−0.0120.012−0.0270.012 CSD Test (w/ $p$-value)17.6390.0003.5310.0000.6200.535 Sims Test (w/ $p$-value)9.4300.0000.6380.7651.0300.413 $R^{2}$0.4320.4630.476[^4]

4.7. Discussion {#sec4.7}
---------------

As we discussed in Section [3.1](#sec3.1){ref-type="sec"}, there are four channels through which internal restrictions may plausibly affect consumer panic, and the overall effect depends on the balance of these four. Recall that internal restrictions: (i) increase the cost of store visits, which increases desired inventories, leading to a short-run spike in demand, (ii) increase expected future costs of store visits, with a similar effect, (iii) increase perceived severity of the pandemic, which may increase consumer panic, and (iv) reduce expected future severity of the pandemic, which may reduce consumer panic. Estimates from a reduced form model cannot disentangle these different channels, but our model implies that the three panic increasing effects dominate until very late March and early April.

Our model also implies that stimulus announcements have a significant positive effect on consumer panic in the short-run, but the point estimates imply this is much weaker than the effect of internal restrictions. A weaker effect seems plausible, as stimulus announcements do not have any plausible effects on the cost of store visits, so channels (i)-(ii) are not operative. Their only positive effect on consumer panic would seem to operate through channel (iii), as they may signal greater severity of the pandemic.

Our model implies that travel restrictions have no significant effect on consumer panic. Again, travel restrictions have no plausible effects on costs of store visits, so channels (i)-(ii) are not operative. Our results suggest that the signalling effect of travel restrictions, operating through channel (iii), is fully counter-balanced by channel (iv), whereby consumers expect that travel restrictions will help mitigate the severity of the pandemic in the future, thus reducing panic.

Another key finding is that both foreign cases and the policy decisions of foreign governments contribute to domestic panic. A model that fails to account for this was found to be seriously misspecified, as it suffered from meaningful cross-sectional dependence and a failure of the strict exogeneity assumption for the domestic policy variables. This is because the foreign caseload and policy variables contribute not only to domestic consumer panic in the short run, but also to future domestic policy decisions.

5. Conclusion {#sec5}
=============

Panic buying of storable consumer goods is a common phenomenon during natural disasters and man-made crises. But consumer panic has been little studied from an econometric point of view (A notable exception being [@b11]). This is because of the difficulty of obtaining suitable data, and the lack of variation in the determinants of panic. Typical panics are one-off events where consumers in a particular location react to news of a crisis (e.g., an approaching hurricane) by stockpiling consumer goods. The nature of such a panic makes it difficult to study using conventional econometric methods: First, relevant high frequency data on consumer response is difficult to obtain because of the very suddenness of the event. Second, panic events (like a hurricane) typically affect a particular group pf consumers in a particular location at about the same time. Thus it is hard to find variation in the forcing variables that drive the panic.

The COVID-19 pandemic provides a unique opportunity to study consumer panic for two reasons: First, the panic has affected nearly every country on earth, but at different times and to different degrees. Thus, there is a great deal of variation across locations in the timing and severity of the panic-inducing event. Furthermore, governments have responded to the pandemic with a variety of different policies implemented at different times and with differing strictness, generating variation in the policy drivers of panic.

The first contribution of this article is to construct a daily index of consumer panic for 54 countries, covering the key period from January 1st to April 30th 2020. Spikes in the index align well with the timing of stockpiling as measured in the ([@b14]) data for the subset of countries where IRI data is available. We also construct daily data on government policy announcements in response to the pandemic, including internal movement restrictions, travel restrictions and economic stimulus. And we collect daily data on COVID-19 cases for all 54 countries.

The result is a high-frequency panel dataset on consumer panic, government policy and COVID-19 cases that covers many countries over a key four month period of the pandemic. By exploiting the heterogeneity in the timing and severity of panic, along with the heterogeneity in governmental policy response and virus transmission, a panel data model is better placed to overcome issues of spurious regression that would inevitably arise from a time series or cross-sectional study of the same problem.

The second contribution of this article is to build a dynamic model that allows for panic to respond to domestic and international policy change, and domestic and international virus transmission. Importantly, our model allows the effect of domestic policy to depend on the international context. We show that a model that attempts to predict panic based only on domestic events is seriously misspecified, but that a model that incorporates the international context passes a stringent set of specification tests.

Our results show that the announcement of internal movement restrictions generates considerable consumer panic in the short-run, but the effect largely vanishes after a week to ten days. Consumer panic also responds to announcements of internal movement restrictions in foreign countries, suggesting that consumers take these as a signal of the severity of the pandemic and/or likely future policy in their home country. Furthermore, internal movement restrictions generate less panic if they are implemented relatively late compared to other countries.

Of the other two policies we consider, stimulus announcements appear to have a positive short-run effect on panic, but it is very short lived. And there is no evidence that travel restrictions generate significant consumer panic.

Consumer panic is also sensitive to both domestic and worldwide COVID-19 cases. The significance of cases in foreign countries suggests that consumers take these as a signal of the severity of the pandemic and/or likely future policy in their home country.

It is important for governments and retailers to better understand how to minimize consumer panic in a pandemic environment. For example, in the early stages of a pandemic, when internal restrictions are first being contemplated, large retailers would be well advised to carry extra stock of key consumer goods and/or to prepare to implement purchase quantity constraints. Given that the panic induced by internal restrictions is sudden but short lived, having extra stock to handle an initial surge in demand, or containing the initial surge via purchase quantity constraints, could prevent shortages and hence prevent consumer panic from taking hold in the first place.

It is particularly important to learn lessons from the COVID-19 pandemic given that future pandemics are essentially inevitable, whether in the near term from a second wave or new strain of COVID-19, or longer term as new virus strains emerge. This article is the first attempt to model the determinants of consumer panic in a pandemic environment, but there is significant scope for this to be an area of active future research.
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See [@b12], [@b15], and [@b17] .

In the EIK model, cost of a store visit and stock-out risk are two key parameters driving optimal inventory: Optimal inventory is increasing in the cost of a store visit (i.e., if store visits were costless, one could buy consumer goods on a just-in-time basis, keeping inventories near zero). The COVID-19 pandemic increased the cost of a store visit in three ways: (i) shopping may lead to contact with infected customers, (ii) infected consumers must quarantine at home, making store visits impossible for a time, (iii) government lockdown policies may make going to the store more difficult. Optimal inventory is also increasing in stock-out risk. If a crisis raises stock-out risk -- either due to supply disruptions or a crisis-induced jump in demand -- it also leads to higher optimal inventory.

The expectation of future price increases may even lead to speculative buying, where some people attempt to buy up inventory for subsequent resale at a higher price.

[@b2] study effects of travel restrictions on virus transmission, while [@b6] study effects of internal movement restrictions. The former argue that travel restrictions have modest effects unless combined with transmission-reduction interventions (e.g., internal movement restrictions).

Google search data has also been used in other sciences: [@b8] use it to predict influenza outbreaks, and [@b18] use it to estimate COVID-19 cases.

The demand for health care products such as face masks and hand sanitizer also surged with the onset of the pandemic. We choose not to include these products as their *usage* also increases dramatically during a pandemic, so a surge in demand is not necessarily indicative of stockpiling/hoarding behaviour.

We cannot include Mainland China as the government restricts the use of the Google search engine.

The countries are: Argentina, Australia, Austria, Belgium, Bolivia, Brazil, Canada, Chile, Colombia, Denmark, the Dominican Republic, Ecuador, Egypt, Finland, France, Germany, Greece, Guatemala, Hong Kong SAR, India, Iran, Ireland, Italy, Japan, Kenya, Malaysia, Mexico, Morocco, the Netherlands, New Zealand, Norway, Panama, Peru, the Philippines, Poland, Portugal, Qatar, Romania, Russia, Saudi Arabia, Singapore, South Africa, South Korea, Spain, Sweden, Switzerland, Taiwan, Thailand, Turkey, the United Arab Emirates, the United Kingdom, the United States, Uruguay, and Vietnam.

Before calculating the correlation matrix we remove country specific means of the probabilities of each search term. This adjusts for baseline differences in search frequencies across countries.

The 'search' factor also exhibits weekend spikes, indicative of more eCommerce activity on weekends.

An Appendix with graphs of the panic index for every country is available on request.

Indeed, it is important to note that axes in [Fig. 6](#fig6){ref-type="fig"} are scaled differently for Australia: It has an order of magnitude higher peak panic index and lower peak caseload than the other three countries!.

See [@b1] for a discussion of alternative epidemiological models, as well the uncertainty about the inputs to those models. Their paper discusses how the caseload projections of the Imperial College model in [@b7] significantly influenced several leading countries, such as the US and UK, to impose strict social distancing rules after an initial response that was more moderate.

The severity of the pandemic at time $t$ will be some function of past severity and past containment policy $S_{ct} = g\left( {S_{ct - 1},R_{ct - 1}} \right)$. In Section [2.2](#sec2.2){ref-type="sec"} we defined the internal restriction policy measure $R_{ct}$ so larger values imply stricter constraints on movement. So it is reasonable to assume that $\left. \partial S_{ct}\slash\partial R_{ct - 1} < 0 \right.$. A similar assumption makes sense for travel restrictions. But in the case of stimulus announcements it is not clear why they would affect virus transmission, a point we return to when interpreting the results.

We experimented with weighted averages of international policy variables, based on criteria such as distance, GDP, population, and the incremental $R^{2}$ when panic in country $c$ is regressed on measures for each foreign country separately. But these refinements had little impact on the results.

Given large $T$, consistency of the fixed effects estimator requires that the policy and caseload variables be predetermined --- strict exogeneity is not essentially.

The variance estimates indicate the variability of consumer panic increases in the short-run if internal restrictions are tightened. This effect is less if more countries have already adopted internal restrictions. But the $R^{2}$ of the variance equation is only 0.012.

The log(panic) variable only shows evidence of non-stationarity in 15% of countries, the change in internal restrictions, 5.5%, the change in travel restrictions, 5.5%, the change in stimulus, 5.5%, and the log change of cases, 11%.

As we noted earlier, the average (across all countries) of the daily increases are 1% on a base of 15 cases in February, 11% on 2,900 cases in March, and 7.3% on 18,600 cases in April. The international average caseload changes used to construct the right panel of [Fig. 8](#fig8){ref-type="fig"} are the same as the average domestic changes use to construct the left panel.

Also, referring back to [Fig. 6](#fig6){ref-type="fig"}, one can see that in Italy and France domestic cases began to rise and internal restrictions were announced prior to the large spike in panic in early to mid-March. But in the UK panic increased sharply prior to the emergence of substantial domestic cases or internal restrictions. So the increase in panic in the UK in early March is driven largely by international cases and policies.

In addition, the model under-predicts the magnitude of early panic spikes in the Netherlands, US, UK, Canada, Mexico. But, unlike Australia, Japan, Taiwan and Singapore, it underestimates the magnitude of the spikes rather than missing them altogether.

Supplementary material related to this article can be found online at <https://doi.org/10.1016/j.jeconom.2020.07.045>.

[^1]: Note: CV refers to the Coefficient of Variation.

[^2]: Note: The eigenvalue for Factor 3 when all 10 terms are included is 0.048, and the eigenvalue for Factor 2 when 5 terms are included is 0.001.

[^3]: Note: WLS is used for estimation, where $N = 54$ and $T = 119$. The results for additional terms are available in the Online Appendix. The CSD Test refers to the ([@b23]) test with a null of weak cross-sectional dependence. The Sims Non-Causality Test refers to a F-test on the significance of three leads of the policy variables as suggested by [@b25].

[^4]: Note: WLS is used for estimation, where $N = 54$ and $T = 119$. The results for additional terms are available in the Online Appendix. The CSD Test refers to the ([@b23]) test with a null of weak cross-sectional dependence. The Sims Non-Causality Test refers to a F-test on the significance of three leads of the policy variables as suggested by [@b25].
