Uniqueness and independence are two fundamental properties of data. Their enforcement in knowledge systems can lead to higher quality data, faster data service response time, better data-driven decision making and knowledge discovery from data. The applications can be effectively unlocked by providing efficient solutions to the underlying implication problems of keys and independence atoms. Indeed, for the sole class of keys and the sole class of independence atoms the associated finite and general implication problems coincide and enjoy simple axiomatizations. However, the situation changes drastically when keys and independence atoms are combined. We show that the finite and the general implication problems are already different for keys and unary independence atoms. Furthermore, we establish a finite axiomatization for the general implication problem, and show that the finite implication problem does not enjoy a k-ary axiomatization for any k.
INTRODUCTION
Keys and independence atoms are two classes of data dependencies that enforce the uniqueness and independence of Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. data in knowledge systems. Keys are one of the most important classes of integrity constraints as effective data processing largely depends on the identification of data records. Their importance is manifested in the de-facto industry standard for data management, SQL, and they enjoy native support in every real-world database system. A relation r satisfies the key k(X) for a set X of attributes, if for all tuples t1, t2 ∈ r it is true that t1 = t2 whenever t1 and t2 have matching values on all the attributes in X. Independence atoms also occur naturally in data processing, including query languages. For example, one of the most fundamental operators in relational algebra is the Cartesian product, combining every tuple from one relation with every tuple from a second relation. In SQL, users must specify this database operation in the form of the FROM clause. A relation r satisfies the independence atom X ⊥ Y between two sets X and Y of attributes, if for all tuples t1, t2 ∈ r there is some tuple t ∈ r which matches the values of t1 on all attributes in X and matches the values of t2 on all attributes in Y . In other words, in relations that satisfy X ⊥ Y , the occurrence of X-values is independent of the occurrence of Y -values. Due to their fundamental importance in everyday data processing in practice, both keys and independence atoms have also received much research interest from since the 1970s [3, 8, 9, 10, 12, 16, 17, 18, 20, 23, 25, 26, 27, 31] .
The core reasoning problems of data dependencies are their associated implication problems, with about 100 different classes studied so far [34] . Efficient solutions to these problems have important applications, for example, in database design, query and update processing, data cleaning, exchange, integration and security. Section 2 contains some showcases that illustrate the benefit of such solutions to query processing and data privacy.
Given their importance for data processing in practice, given that keys and independence atoms naturally co-exist and given the long and fruitful history of research into relational data dependencies, it is rather surprising that keys and independence atoms have not been studied together. This is particularly true as more expressive classes of dependencies do not have feasible implication problems. In fact, keys are subsumed by numerical dependencies which do not enjoy a finite axiomatization [14] , and independence atoms are subsumed by embedded multivalued dependencies whose implication problem is not finitely axiomatizable [33] and undecidable [21, 22] . On the other hand, keys and independence atoms in isolation enjoy efficient computational properties: finite and general implication problems coincide, and are axiomatizable by finite sets of Horn rules [12, 23, 31, 34] . They thus are excellent candidates to push the frontier of axiomatizable classes of data dependencies.
Motivated by real-world applications and the lack of previous research we initiate research on the interaction of key dependencies and independence atoms. Somewhat surprisingly, the good computational properties that hold for each class in isolation do not carry over to the combined class, even when independence atoms are restricted to the unary case. In fact, we show that for the combined class of keys and independence atoms:
• The finite and the general implication problem differ from one another,
• For keys and unary independence atoms the general implication problem has a 2-ary axiomatization by Horn rules, but
• Their finite implication problem is not finitely axiomatizable.
While the last result appears to be discouraging for the database practitioner, our research brings forward very useful applications. In fact, all the inference rules that are sound for general implication are also sound for finite implication. This means, in particular, that query optimizers can exploit our inference rules to optimize efficiently the evaluation of queries. An example of such an optimization is given in Section 2.
In view of our second and third main result together, it follows that our 2-ary axiomatization for the general implication problem is somewhat 'as complete as possible' for finite implication. It means, in particular, there is reassurance that we have exhausted a complete list of 'cheap' opportunities to benefit our application at hand, for example, optimizing a given query. As the third result shows, other opportunities for optimization cannot be captured completely by a simple set of rules, but must be dealt with on a caseby-case basis which requires an analysis that is more costly.
Our results are somewhat similar to those known for the combined class of functional dependencies (FDs) and inclusion dependencies (INDs). While both classes in isolation have matching finite and general implication problems and enjoy finite axiomatizations, the finite and the general implication problems differ for the combined class of FDs and unary INDs already [4] . For FDs and unary INDs the general implication problem has a 2-ary axiomatization by Horn rules [6] , while their finite implication problem is not finitely axiomatizable [4] . Interestingly, key dependencies are strictly subsumed by FDs. It is also known that both implication problems are undecidable for FDs and INDs [5, 30] , but decidable for FDs and unary INDs [6] .
Our work is further motivated by the recent development of the area of dependence logic constituting a novel approach to the study of various notions of dependence and independence that is intimately linked with databases and their data dependencies [13, 36] . It has been shown recently, e.g., that the general implication problem of so-called conditional independence atoms and inclusion atoms can be finitely axiomatized in this context [15] . For databases, this result establishes a finite axiomatization (utilizing implicit existential quantification) of the general implication problem for inclusion, functional, and embedded multivalued dependencies taken together. This result is similar to the axiomatization of the general implication problem for FDs and INDs [30] .
MOTIVATING EXAMPLES
In this section we present two showcases that illustrate how an advanced understanding of the interaction of keys and independence atoms can benefit various areas of data processing.
Query Optimization
Consider a simple relation schema supplies with two attributes supplier and part. Suppose we want to know for each part how many distinct suppliers supply the part. A naïve SQL query Q would be SELECT part, COUNT(DISTINCT supplier ) FROM supplies GROUP BY part ; Here, the command DISTINCT is used to eliminate duplicate suppliers. In data processing duplicate elimination is timeconsuming and not executed by default. However, duplicate elimination in query Q is redundant for the following reason. The GROUP BY clause uses parts to partition the input relation over supplies into sub-relations. That is, the GROUP BY clause causes each sub-relation to satisfy the independence atom part⊥ part, which means that all tuples of the same sub-relation have the same value on part. As the input relation over supplies satisfies the key k(supplier, part), so does each of the sub-relations. However, the key k(supplier, part) and the independence atom part⊥ part together finitely imply the key k(supplier). Hence, there are no duplicate suppliers in any sub-relation and Q can be replaced by the more efficient query Q .
SELECT part, COUNT(supplier ) FROM supplies GROUP BY part ; in which no time is wasted on finding non-existing duplicate suppliers in each sub-relation. The example illustrates how special independence atoms A⊥ A are already practically relevant: they apply to every sub-relation generated by the GROUP-BY A in SQL. The fact that the key k(supplier, part) and the independence atom part⊥ part together finitely imply the key k(supplier) is just an instance of the following sound inference rule
It is important to observe that this line of reasoning is not limited to SQL-based database systems. In fact, GROUP-BY clauses are also integral to SPARQL [1] and PIG Latin queries [11] , and any reasonable query language that supports aggregation.
For an example with a general independence atom take the relation schema car with attributes model, vehicle, part. A naïve query that returns for the model Ferrari all combinations of vehicles and parts, we write: 
Protecting Privacy under Inference Attacks
The following example from data privacy also illustrates the significance of IAs. Assume all patients (with some given condition) receive the same set of therapies, i.e. we have an independence atom patient⊥ therapy. If a user asks SELECT patient, therapy FROM health WHERE patient='Bob' AND therapy='Radiation' ; then direct access to (Bob, Radiation) would be prohibited to some users due to privacy concerns by Bob. However, if a smart user asks the following two queries SELECT patient FROM health WHERE patient='Bob' ; and SELECT therapy FROM health WHERE therapy='Radiation' ; then access control is bypassed and returns {Bob} and {Ra-diation} as answer sets, respectively. The user can conclude from both answers that Bob has been treated with Radiation due to the independence atom. Based on the independence atom the same user should only see the correct answer to one of the queries. So, reasoning about independence atoms (and keys) helps detect and prevent inference attacks by smart users.
PRELIMINARIES 3.1 Definitions
A relation schema R is a set of symbols A called attributes, each equipped with a domain Dom(A) representing the possible values that can occur in the column named A. A tuple t over R is a mapping R → A∈R Dom(A) where t(A) ∈ Dom(A) for each A ∈ R. For a tuple t over R and R ⊆ R, t(R ) is the restriction of t on R . A relation r over R is a set of tuples t over R. If R ⊆ R and r is a relation over R, then we write r(R ) for {t(R ) : t ∈ r}. If A ∈ R is an attribute and r is a relation over R, then we write r(A = a) for {t ∈ r : t(A) = a}. For sets of attributes X and Y , we often write XY for X ∪ Y , and denote singleton sets of attributes {A} by A. Also, for a relation schema A1 . . . An, a relation r(A1 . . . An) is sometimes identified with the set notation {(a1, . . . , an) | ∃t ∈ r : t(Ai) = ai for 1 ≤ i ≤ n}.
Independence Atoms and Keys
Let R be a relation schema and X ⊆ R. Then K(X) is an R-key, given the following semantic rule for a relation r over R:
• r |= K(X) if and only if for all t, t ∈ r: if t(X) = t (X), then t = t .
Let R be a relation schema and X, Y ⊆ R. Then X ⊥ Y is an R-independence atom, given the following semantic rule for a relation r over R:
• r |= X ⊥ Y if and only if for all t, t ∈ r there exists a t ∈ r such that t (X) = t(X) ∧ t (Y ) = t (Y ).
An independence atom X ⊥ Y is called unary if X and Y are single attributes. R-keys and R-independence atoms are together called R-constraints. If Σ is a set of R-constraints and R ⊆ R, then we write Σ R for the subset of all Rconstraints of Σ. Also one should note that by the definition, r |= X ⊥ X means that only one value exists for X in r.
Implication Problems
For a set Σ ∪ {φ} of independence atoms and keys we say that Σ implies φ, written Σ |= φ, if every relation that satisfies every element in Σ also satisfies φ. We write Σ |=FIN φ, if every finite relation that satisfies every element in Σ also satisfies φ. We say that φ is a k-ary (finite) implication of Σ, if there exists Σ ⊆ Σ such that |Σ | ≤ k and Σ |= φ (Σ |=FIN φ).
In this article we consider the axiomatizability of the socalled finite and the general implication problem for unary independence atoms and keys. The general implication problem for independence atoms and keys is defined as follows.
PROBLEM: General implication problem for independence atoms and keys INPUT:
Relation schema R, Set Σ ∪ {ϕ} of independence atoms and keys over R OUTPUT: Yes, if Σ |= ϕ; No, otherwise
The finite implication problem is defined analogously by replacing Σ |= φ with Σ |=FIN φ.
For a set I of inference rules, we denote by Σ I φ the inference of φ from Σ. That is, there is some sequence γ = [σ1, . . . , σn] of independence atoms and keys such that σn = φ and every σi is an element of Σ or results from an application of an inference rule in I to some elements in {σ1, . . . , σi−1}. A set I of inference rules is said to be sound for the general implication problem of independence atoms and keys, if for every R and for every set Σ, Σ I φ implies that Σ |= φ. A set I is called complete for the general implication problem if Σ |= φ implies that Σ I φ. The (finite) set R is said to be a (finite) axiomatization of the general implication for independence atoms and keys if R is both sound and complete. These notions are defined analogously for the finite implication problem. For k ≥ 1, an axiomatization R is called k-ary if all the rules of R are of the form
GENERAL IMPLICATION
In this section we will show that the set of axioms I in Table 1 is complete for the general implication problem of unary independence atoms and arbitrary keys taken together.
It is straightforward to check the soundness of the axioms I. Theorem 1. The axioms I are sound for the general implication problem of independence atoms and keys.
Next we will show that the set of axioms I is complete for the general implication problem of unary independence atoms and arbitrary keys.
Theorem 2. Assume that R is a relation schema and Σ∪ {φ} consists of R-keys and unary R-independence atoms.
Proof. Assume to the contrary that Σ I φ. We will construct a countably infinite relation witnessing Σ |= φ. Let Σi ∪ Σ k be the partition of Σ to independence atoms and keys, respectively. Let X1 ⊥ Y1, . . . , XN ⊥ YN be an enumeration of Σi, and let A1, . . . , AM be an enumeration of R. Moreover, let R := {A ∈ R : Σ I A ⊥ A}. We will construct an increasing chain (with respect to ⊆) of finite relations rn, for n ≥ 0, such that
Then letting r := n≥0 rn, we obtain that r |= Σ. Regarding φ, we also have two cases: φ is either of the form
For showing that r |= φ, it suffices to define the relations rn so that r0 := {t0, t1} where
The relations rn are now constructed inductively as follows:
The base case.
Assume first that n = 0. We let r0 := {t0, t1} where, for
Then item 1 follows from the definition. For showing that r0 |= Σ k , let K(B) ∈ Σ k . Assume to the contrary that r0 |= K(B). Then we have two cases:
• In case (i), B ⊆ R D when we obtain that Σ I B ∩ R ⊥ B ∩ R using repeatedly R2 and R3. From this, since K(B) ∈ Σ, we obtain K(B \ R ) with R8. Since B \ R ⊆ D, we then obtain φ with R7. This again contradicts with the assumption Σ I φ.
• In case (ii), B ⊆ R , when we obtain that Σ I B ⊥ X using first R1 and then repeatedly R3. From this, since K(B) ∈ Σ, we then obtain X ⊥ X by R9. From X ⊥ X we obtain φ with R1 and R3 which contradicts with the assumption Σ I φ.
Hence r0 |= K(B) when we obtain that r0 |= Σ k . For item 3, note that in case (i), r0 |= K(D) by the definition of r0. Also in case (ii) where φ is X ⊥ Y , we must have XY ⊆ R \ R , since otherwise we would obtain that Σ I φ using R3 and R2. Thus by the definition of r0, we conclude that for no t ∈ r0 : t(XY ) = t0(X)t1(Y ).
The inductive step.
Assume then that rn is a finite relation satisfying the induction assumption; we will construct a finite relation rn+1 also satisfying the induction assumption. Assume that
, and assume that m is the maximal number occurring in rn. We then let rn+1 be obtained by extending rn with tuples si, for 1 ≤ i ≤ k, such that si(Aj), for 1 ≤ j ≤ M , is defined as follows:
Note that rn+1 is well defined: from the assumption rn |= X l ⊥ Y l and the induction assumption rn(R ) = {0} we obtain that
from which it also follows that X l and Y l are two distinct attributes. Now item 1 of the claim and rn+1 |= X l ⊥ Y l of item 2 follow from the definition. For showing that rn+1 |= Σ k , let K(B) ∈ Σ k . Assume to the contrary that rn+1 |= K(B). Then, by the definition of rn+1, and since rn |= K(B) by the induction assumption, we obtain that B ⊆ R X l or B ⊆ R Y l . Assume first that B ⊆ R X l . Since K(B) ∈ Σ, we then obtain K(R X l ) by R7. By the definition of R , we obtain R ⊥ R using repeatedly R2 and R3. Then from R ⊥ R and K(R X l ), we obtain K(X l ) by R8. From this and X l ⊥ Y l we would then, by R9, obtain Y l ⊥ Y l when Y l ∈ R contradicting with (4). The case where B ⊆ R Y l is analogous. Therefore the counter-assumption rn+1 |= K(B) is false, and hence rn+1 |= Σ k . For item 3 of the claim, assume that φ is X ⊥ Y . Assume to the contrary that for some t ∈ rn+1 \ rn : t(XY ) = t0(X)t1(Y ). First recall that XY ⊆ R \ R because Σ I φ when by the definition of rn+1, we obtain that XY ⊆ X l Y l . Moreover, by the assumption and the definition of t0 and t1, it follows that X and Y are two distinct attributes. Hence
we then, by R2, obtain that Σ I φ which contradicts with the assumption. Hence item 3 of the induction assumption also holds. This concludes the construction of the relations rn. 
FINITE IMPLICATION
In section 5.1 we will show that the general and the finite implication do not coincide for keys and unary independence atoms. Using these results, we will show in section 5.2 that for no k, there exists a k-ary axiomatization of the corresponding finite implication problem.
Separating Finite and General Implication
For n ≥ 2, let Rn := {Ai, Bi : 1 ≤ i ≤ n} be a relation schema, and let Σn := {Ai ⊥ Bi : 1 ≤ i ≤ n}∪{K(BiAi+1) : 1 ≤ i ≤ n, i modulo n}. Then each Σn can be thought of as a smiley face of n − 1 eyes. For Σ5, this is illustrated in Fig. 1 where each pair of attributes connected by an edge represents a key of Σ5. In this section we will show in Lemmata 5 and 7 that Σn |=FIN K(A1B1), for n ≥ 2, and Σ2 |= K(A1B1).
Proof. Let n ≥ 2, and let r be a finite relation over Rn such that r |= Σn. We show that r |= K(A1B1). First note that since r |= K(BnA1), we obtain that
Let then 2 ≤ i ≤ n, and assume that |r(Bi)| = m. Then since r |= Ai ⊥ Bi, each member of r(Ai) has at least m repetitions in r, that is, |r(Ai = b)| ≥ m for each b ∈ r(Ai). Since r |= K(Bi−1Ai), we hence obtain that |r(Bi−1)| ≥ m when |r(Bi)| ≤ |r(Bi−1)|. Therefore we conclude that |r(Bn)| ≤ |r(B1)| when |r| ≤ |r(B1)| · |r(A1)| by (6) . But now since r |= A1 ⊥ B1, we obtain that |r(B1)| · |r(A1)| = |r(B1A1)| from which the claim follows.
The following lemma can be proved by constructing a counter example for Σ2 |= K(A1B1), similar to the one presented in the proof of Theorem 2.
Lemma 7. Σ2 |= K(A1B1).
Proof. We will construct a countably infinite relation r over R2 witnessing Σ |= φ. For this we will inductively define an increasing chain (with respect to ⊆) of finite relations rn over R2 such that r1 |= K(A1B1) and, for n ≥ 1,
Then, letting r := n≥1 rn, we obtain that r |= Σ and r |= φ. The construction of relations rn is done as follows:
The base case. We first let r1(A1B1A2B2) := {(0, 0, 1, 2), (0, 0, 3, 4)}. Then r1 |= K(B2A1), r1 |= K(B1A2) and r1 |= A1 ⊥ B1.
The inductive step.
Assume that rn(A1B1A2B2) is a finite relation satisfying the induction assumption; we will construct a finite relation rn+1 also satisfying the induction assumption. Assume first that n+1 is even. Let m be the maximal number occurring in rn, and let (a1, b1), . . . , (a k , b k ) enumerate the set (rn(A2) × rn(B2))\rn(A2B2). Note that this set is non-empty because otherwise, by the induction assumption, we would obtain a finite relation r witnessing Σ2 |= K(A1B1), contrary to Lemma 5. We then let
By the construction and the induction assumption, it is straightforward to check that items 1 and 2 hold. In the case where n+1 is odd, the relation rn+1 can be constructed analogously. This concludes the construction and the proof.
Hence, from Lemmata 5 and 7, we directly obtain the following corollary.
Corollary 8. For keys and unary independence atoms taken together, the finite implication problem and the general implication problem do not coincide.
Non-axiomatizability of Finite Implication
In this section we will show that for no k there exists a k-ary axiomatization of the finite implication problem for unary independence atoms and keys taken together. For this, we first define, for n ≥ 2, an upward closure of Σn with respect to keys as follows:
Then we will show that Cl ↑ (Σn) is closed under 2n − 1-ary finite implication. Hence, and since K(A1B1) ∈ Cl ↑ (Σn), it follows that the rule Σn K(A1B1) for finite relations, is irreducible. That is, we cannot hope to deduce K(A1B1) from Σn with a set of sound 2n − 1-ary rules.
Next we will show that Cl ↑ (Σn) is closed under 2n − 1-ary finite implication. For this, since Cl ↑ (Σn) is the closure of Σn under the unary rule R7, it suffices to show that all 2n − 1-ary finite implications of Σn are included in Cl ↑ (Σn). Namely, we will prove the following theorem.
Theorem 9. Let n ≥ 2, Σ := Σn \ {ψ} where ψ ∈ Σn, and let φ be an Rn-key or a unary Rn-independence atom such that Σ |=FIN φ. Then φ ∈ Cl ↑ (Σn).
This will be done in Lemmata 16, 17, 18 and 19 where in each case we consider one of the four different scenarios.
The first case is essentially proved in Lemma 10 where, given a K(D) ∈ Cl ↑ (Σn), we construct a finite relation r satisfying Σ := Σn \ {K(BnA1)} and violating K(D). For the construction of r, we will first define tuples t, t such that for all X ∈ Rn, t(X) = t (X) if and only if X ∈ D. Then r will be obtained by extending {t, t } inductively over columns. Assume that r is constructed up to Xi where Xi is the ith member of A1, B1, . . . , An, Bn. We have two cases for Xi+1. If t(XiXi+1) = t (XiXi+1), then we will define r(XiXi+1) so that r(XiXi+1) = r(Xi) × r(Xi+1) and r |= K(XiXi+1). If t(XiXi+1) = t (XiXi+1), then by K(D) ∈ Cl ↑ (Σn) we obtain that XiXi+1 = AjBj, and therefore r must satisfy Xi ⊥ Xi+1. Again, r(XiXi+1) will be a cartesian product but this time we must include repetitions for XiXi+1 in r. We will start the proof with a careful investigation of the cardinalities |r(Xi)| that enables the above construction.
Lemma 10. Let n ≥ 2, and let D ⊆ Rn be such that K(D) ∈ Cl ↑ (Σn). Then there exists a finite relation r and t0, t1 ∈ r such that r |= Σn \ {K(BnA1)}, t0(X) = 0 for all X ∈ Rn, and
Proof. Let n ≥ 2, and let D ⊆ Rn be such that K(D) ∈ Cl ↑ (Σn). We will define a finite relation r = {t0, t1, . . . , tM−1} where r, t0, t1 satisfy the claim. For the construction of r, we will first associate each 1 ≤ i ≤ n with natural numbers ai and bi. Later r will be defined inductively so that |r(Ai)| = ai and |r(Bi)| = bi.
For defining ai and bi, first let m be the number of indices 1 ≤ i ≤ n such that AiBi ⊆ D, and let M := (m + 3)!. For 1 ≤ i ≤ n, we define ai, bi ≥ 2 as follows: We let a1 := 2, and if ai is defined, then we let . For instance, if n = 5 and D = {A1B1A3B3A5}, then the definition of ai, bi, for 1 ≤ i ≤ 5, is illustrated in Fig. 2 . Note that in the example m = 2 and M = 120. It is straightforward to check that with this definition, for all 1 ≤ i ≤ n we have that ai, bi ∈ N \ {0, 1} and We are now ready to define r. First we define Σ := Σn \ {K(BnA1)}, and let t and t be the following tuples: • t(X) = 0 for all X ∈ Rn,
For Σ and t, t in our example case, see Figure 3 and Figure 4 . Now it suffices to embed {t, t } to a finite relation r such that r |= Σ . We will construct this r inductively over columns. Namely, for 1 ≤ i ≤ n, we will define a relation ri = {t0, t1, . . . , tM−1} over Ri so that, for i > 1,
For i = 1, we will introduce one new extra symbol * that appears in column A1. In the end of the construction, we let r be obtained from rn by replacing, in column A1, * with 0. Then we will obtain that r |= Σ , t = t0 and t = t1.
The base case.
Assume first that i = 1. If A1B1 ⊆ D, then we let r1 = {t0, . . . , tM−1} be a relation where {0, 1} × {0, . . . , b1 − 1} is enumerated by t0(A1B1), . . . , tM−1(A1B1) such that t0(A1B1) = t(A1B1) and t1(A1B1) = t (A1B1). Assume then that A1B1 ⊆ D. Then we let r1 = {t0, . . . , tM−1} be a relation where t0(A1B1), . . . , tM−1(A1B1) is an enumeration of {0, 1, * } × {0, . . . , b1 − 1} where t0(A1B1) = 00 and t1(A1B1) = * 0.
Since Σ R1 = {A1 ⊥ B1}, it is straightforward to check that items 1-3 hold. The inductive step.
Assume that 1 ≤ i < n and ri(Ri) = {t0, . . . , tM−1} satisfies items 1-3. We will first extend ri to a relation r * (RiAi+1) of size M satisfying K(BiAi+1). First note that by the assumption
Also by (11) , M = bi · ai+1 when by item 2 of the induction assumption, ri(Bi) = {0, . . . , bi −1} and |ri(Bi = l)| = ai+1, for each 0 ≤ l ≤ bi − 1. Hence and by (12) we can define r * as a relation obtained from ri by extending each t ∈ ri with a value t(Ai+1) ∈ {0, . . . , ai+1 − 1} where r * (BiAi+1) is an enumeration of {0, . . . , bi − 1} × {0, . . . , ai+1 − 1} such that t0(BiAi+1) = t(BiAi+1) and t1(BiAi+1) = t (BiAi+1). 1 The construction of ri up to i = 2 is illustrated in Figure  5 in our example. Since no repetitions occur in the enumeration, we obtain that r * |= K(BiAi+1). Next we will extend r * to ri+1 satisfying items 1-3 of the induction claim. We have two cases:
First assume that Ai+1Bi+1 ⊆ D when
Also by the previous construction and since bi = bi+1 by (11), r * (Ai+1) = {0, . . . , ai+1 − 1} and |r * (Ai+1 = l)| = bi+1 for 0 ≤ l ≤ ai+1 − 1. Hence and by (13), we can define ri+1 as a relation obtained from r * by extending each t ∈ r * with a value t(Bi+1) ∈ {0, . . . , bi+1 − 1} where ri+1(Ai+1Bi+1) is an enumeration of {0, . . . , ai+1 − 1} × {0, . . . , bi+1 − 1} such that t0(Ai+1Bi+1) = t(Ai+1Bi+1) and t1(Ai+1Bi+1) = t (Ai+1Bi+1). By (11) and the construction it is straightforward to check that ri+1 satisfies items 1-3 of the induction claim.
Case 2.
Assume then that Ai+1Bi+1 ⊆ D. Then
and by (11) ,
Recall also that by (14) and the previous construction, r * = {t0, . . . , tM−1} is such that t0(Ai+1) = t1(Ai+1) = 0, r * (Ai+1) = {0, . . . , ai+1 −1} and |r * (Ai+1 = l)| = bi for 0 ≤ l ≤ ai+1 −1. Hence, and since bi+1 < bi by (15), we can also enumerate r * (Ai+1) by pairs (k, l) ∈ {0, . . . , ai+1 − 1} × {0, . . . , bi − 1} such that
• t (0,0) = t0,
By (14) ri+1 should be defined so that ri+1(Ai+1Bi+1) has repetitions in the first two rows. Therefore, unlike in the first case, we cannot define ri+1 as the relation extending r *
with the values of Bi+1 that are obtained directly from the binary enumeration presented above. Instead, we let ri+1 be obtained from r * by extending each t (k,l) ∈ r * with
and (k, l) is the N th member of {0, . . . , ai+1 − 1}× {bi+1, . . . , bi − 1} in lexicographic order.
Then we obtain that t0(Bi+1) = t1(Bi+1) = 0. Moreover by (15) ,
and therefore {0, . . . , ai+1 − 1} × {bi+1, . . . , bi − 1} is of size bi+1. Hence by the definition of ri+1, we obtain that ri+1(Bi+1) = {0, . . . , bi+1 − 1} and
for each 0 ≤ l ≤ bi+1 − 1. Finally, since ri+1(AiBi) = {0, . . . , ai+1 − 1} × {0, . . . , bi+1 − 1}, we obtain that ri |= Ai+1 ⊥ Bi+1 when ri+1 |= Σ Ri+1. Hence ri+1 satisfies the induction claim. This concludes the case Ai+1Bi+1 ⊆ D and the construction. We then let r be obtained from 1≤i≤n ri by replacing, in column A1, * with 0. Clearly r |= A1 ⊥ B1, and therefore r |= Σ . Since also t = t0 and t = t1, we conclude the proof of Lemma 10.
The proof of the first case is now easy.
Lemma 16. Let n ≥ 2, Σ := Σn \ {ψ} where ψ ∈ Σn is a key, and assume that φ is an Rn-key such that Σ |=FIN φ. Then φ ∈ Cl ↑ (Σn).
Proof. By symmetry, we may assume that ψ = K(BnA1). Let us assume to the contrary that φ ∈ Cl ↑ (Σn) where φ = K(D) for some D ⊆ Rn. Then by Lemma 10 there exists a finite relation r over Rn such that r |= Σ and r |= φ. Therefore, Σ |=FIN φ which shows the claim.
The remaining cases are stated in the following lemmata. In the next case ψ is an independence atom and φ is a key.
Lemma 17. Let n ≥ 2, Σ := Σn \ {ψ} where ψ ∈ Σn is a unary independence atom, and assume that φ is an Rn-key such that Σ |=FIN φ. Then φ ∈ Cl ↑ (Σn).
Proof. By symmetry, we may assume that ψ = A1 ⊥ B1. Let us assume to the contrary that φ ∈ Cl ↑ (Σn) where φ = K(D) for some D ⊆ Rn. We will show that Σ |=FIN φ. First we define Σ * := Σn \ {K(BnA1)}. Then by Lemma 10, there exists a finite relation r * = {t0, t1, . . . , tM−1} such that r * |= Σ * , t0(X) = 0 for all X ∈ Rn, and
We let r be obtained from r * by replacing, for 0 ≤ i ≤ M −1, ti(A1) with The construction of r is illustrated in Figure 6 . From the definition of r and the fact that A1Bn ⊆ D it follows that r |= K(D) and r |= Σ * \ {A1 ⊥ B1}. For r |= Σ , we still need to show that r |= K(BnA1). Because of the definition of ti(A1) in r, K(BnA1) could be violated only in {t0, t1}. In that case we would have t1(A1B1) = 00 in r which contradicts with the definitions. Hence we obtain that r |= K(D) which concludes the proof.
In the third case ψ is a key and φ is an independence atom.
Lemma 18. Let n ≥ 2, Σ := Σn \ {ψ} where ψ ∈ Σn is a key, and assume that φ is a unary Rn-independence atom such that Σ |=FIN φ. Then φ ∈ Cl ↑ (Σn).
Proof. By symmetry, we may assume that ψ = K(BnA1) when Σ is as in Figure 3 . Assume to the contrary that φ ∈ Cl ↑ (Σn). We will show that Σ |=FIN φ. Due to R2 and by symmetry of Σ , it suffices to consider only the cases where φ = Ai ⊥ Y , for some 1 ≤ i ≤ n and Y ∈ Rn \ {Bi}.
So let 1 ≤ i ≤ n. We will construct two finite relations r and r such that 1. r |= Σ and r |= Σ ,
We let r := {t0, t1, t2, t3} where we define, for X ∈ Rn,
• t0(X) = 0,
• t3(X) = 0 if X = Bj for j < i, or X = Aj for j > i, 1 otherwise.
Then we let r := {t0, t4} where we define, for X ∈ Rn,
• t4(X) = 0 if X = Bj for j < i, or X = Aj for j ≥ i, 1 otherwise. It is straightforward to check that items 1-3 hold. This concludes the proof of Lemma 18.
In the last case both ψ and φ are independence atoms.
Lemma 19. Let n ≥ 2, Σ := Σn \ {ψ} where ψ ∈ Σn is a unary independence atom, and assume that φ is a unary Rnindependence atom such that Σ |=FIN φ. Then φ ∈ Cl ↑ (Σn).
Proof. By symmetry, we may assume that ψ = A1 ⊥ B1. Assume to the contrary that φ ∈ Cl ↑ (Σn). We will show that Σ |=FIN φ. Analogously to the proof of Lemma 18, it suffices to consider only the cases where φ = Ai ⊥ Y , for some 1 ≤ i ≤ n and Y ∈ Rn \ {Bi}. Let 1 ≤ i ≤ n. We will construct four relations r0, r1, r2, r3 such that For the constructions, we first define tuples t0, . . . , t6 as follows:
• t2(X) = 0 if X = Aj for j > 1, 1 otherwise.
• t4(X) = 0 if X = A1, or X = Bj for j ≤ i, 1 otherwise,
• t5(X) = 0 if X = Aj for 1 < j ≤ i, or X = Bj for i < j, 1 otherwise,
Then we let
• r0 := {t0, t1},
• r1 := {t0, t2},
• r2 := {t0, t3},
• r3 := {t0, t4, t5, t6}. Recall that in the last two cases the presupposition is that 1 < i. Also in the last case i < n since i < j ≤ n. Again, it is straightforward to check that items 1-5 hold. This concludes the proof of Lemma 19.
From Lemmata 16, 17, 18 and 19 we obtain Theorem 9. Using this we can prove the following theorem.
Theorem 20. For no natural number k, there exists a sound and complete k-ary axiomatization of the finite implication problem for unary independence atoms and keys taken together.
Proof. Let k be a natural number, and let n be such that 2n > k. Then Σn |=FIN K(A1B1) by Theorem 5. However, by the unary rule R7 and Theorem 9, the closure of Σn under k-ary finite implication is Cl ↑ (Σn). Since K(A1B1) ∈ Cl ↑ (Σn), the claim follows.
Due to R4 and R2, for any non-unary Rn-independence atom X ⊥ Y there exists a unary A⊥ B ∈ Cl ↑ (Σn) such that {X ⊥ Y } |= A⊥ B. Hence Theorem 9 can be extended to the case where φ is an independence atom of any arity. Therefore we obtain the following corollary.
Corollary 21. For no natural number k, there is a sound and complete k-ary axiomatization of the finite implication problem for independence atoms and keys taken together.
CONCLUSION
We have studied the implication problem of unary independence atoms and keys taken together, both in the general and in the finite case. We established a finite axiomatization of the general implication problem and showed that the finite implication problem has no finite axiomatization. The non-axiomatizability result holds also in the case where the arity of independence atoms is not restricted to one. Our inference rules exhaust all cheap opportunities to get the most out of the interaction between independence atoms and keys for applications in knowledge management. Nevertheless, there is still hope for a general practical solution, as the general implication problem for arbitrary independence atoms and keys might enjoy a finite axiomatization, or the finite implication problem may be decidable. In fact, there are showcases in the literature for positive and negative results. On the one hand, join dependencies are not axiomatizable by a finite set of Horn rules [32] , but efficiently decidable by the Chase [29] . On the other hand, functional and inclusion dependencies are not axiomatizable by a finite set of Horn rules and also undecidable [5, 30] . Also, the lack of a finite axiomatization may not apply if one permits other intermediate results in a derivation. This approach of finding axioms by allowing the use of an extended language is traditionally taken after the non-axiomatizability of the non-extended language has been established [30] . The same applies to undecidability results. An alternative pathway is to restrict the class of keys even further, for example to unary keys. The latter are desirable in database design as they assure a high degree of database normalization [7] and guarantee the efficiency of enforcing confidentiality under smart inference attacks [2] . They are also of particular interest to the description logic community [3, 28, 35] , which has not studied independence atoms, to the best of our knowledge. Our research should thus be seen as a driver for future investigations on the interaction of keys and independence atoms, similar to what has been done for other classes of dependencies, such as functional and inclusion dependencies. Implication problems of keys and independence atoms have also not received much attention in other data models, such as RDF [24] and XML [17, 19] , for example.
