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Abstract
We present an algorithm for calculating a representation by unitriangular matrices over the integers
of a finitely-generated torsion-free nilpotent group given by a polycyclic presentation. The algorithm
uses polynomials computed by the Deep Thought algorithm which describe the multiplication in the
given group. The algorithm is more efficient than a previous method.
© 2006 Elsevier Inc. All rights reserved.
1. Introduction
Philip Hall [Hal57] showed that the multiplication in a given finitely generated torsion-
free nilpotent group can be described by polynomials as explained below. He also proved,
using dimension subgroups, that such a group has a faithful matrix representation by uni-
triangular integer matrices. An approach different from Hall’s for proving both facts can
be found in [KM79, Theorem 17.2.5].
Leedham-Green and Soicher [LGS98] presented an algorithm, which they called ‘Deep
Thought,’ to compute those polynomials. An algorithm for computing a faithful unitrian-
gular integer representation was described in [dGN02].
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is a simple corollary of the fact that the multiplication can be described by polynomials.
Furthermore, we demonstrate that this gives rise to an algorithm that is more efficient than
the one described in [dGN02].
Let G be a finitely generated torsion-free nilpotent group. Then G has a central series
G = G1 > · · · > Gn+1 = 1
such that Gi/Gi+1 is infinite cyclic for each 1  i  n. One can choose a1, . . . , an ∈ G
such that Gi = 〈ai,Gi+1〉. We call such a sequence a nilpotent generating sequence for G.
This is a special type of a polycyclic generating sequence (see [HEO05, Chapter 8]) having
the additional property that it is constructed from a central series. Each g ∈ G can be
written uniquely as a normal form g = ax11 · · ·axnn with integers x1, . . . , xn.
In particular, the product of two elements can be written in the same fashion
a
x1
1 · · ·axnn · ay11 · · ·aynn = aq11 · · ·aqnn .
The exponents q1, . . . , qn are functions of x1, . . . , xn and y1, . . . , yn. Hall [Hal57, Theo-
rem 6.5] showed that these functions are polynomials. We call q1, . . . , qn the multiplication
polynomials for the nilpotent generating sequence a1, . . . , an. Writing the above product
as follows
(
a
x1
1 · · ·axii
)(
a
xi+1
i+1 · · ·axnn · ay11 · · ·ayii
)(
a
yi+1
i+1 · · ·aynn
)
and using that Gi+1 is normal in G gives
(
a
x1
1 · · ·axii · ay11 · · ·ayii
)(
a
x′i+1
i+1 · · ·ax
′
n
n · ayi+1i+1 · · ·aynn
)
.
The bracketed expression on the right can be computed in Gi+1 and does not in-
volve a1, . . . , ai . Therefore the exponent qi is determined by the expression on the left
which shows that the polynomial qi depends only on x1, . . . , xi and y1, . . . , yi . Since
ai is central in G/Gi+1 we obtain qi = xi + yi + qi for a suitable polynomial qi ∈
Q[x1, . . . , xi−1, y1, . . . , yi−1].
A nilpotent generating sequence a1, . . . , an of G gives rise to the following defining
presentation for G
〈
a1, . . . , an | aaij = aja
ci,j,j+1
j+1 · · ·a
ci,j,n
n for 1 i < j  n
〉
,
where ci,j,k ∈ Z for 1  i < j < k  n. Such a presentation is called a nilpotent presen-
tation, cf. [HEO05, Section 8.2]. Note that the presentation does not have power relations
because it is derived from a normal series with infinite cyclic factors. We may assume that
the presentation is consistent: namely each element of the group defined by the presentation
can be written uniquely as ax11 · · ·axnn . For more background on this type of presentation
see [HEO05, Chapter 8].
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tent nilpotent presentation on a1, . . . , an. An implementation is available in [GAP05]. The
algorithm presented here takes as input a consistent nilpotent presentation and computes a
unitriangular matrix representation for G over the integers. An algorithm for computing a
nilpotent presentation for a group of unitriangular matrices over Z is available as part of
the GAP-package polycyclic [EN00].
2. Constructing a faithful finite-dimensional module
Let G be a finitely generated torsion-free nilpotent group with a nilpotent generating
sequence a1, . . . , an and let
q1, . . . , qn ∈ Q[x1, . . . , xn, y1, . . . , yn]
be the corresponding multiplication polynomials.
Consider the dual
(QG)∗ = {f :QG → Q | f is linear}
of the group algebra QG and let G act on (QG)∗ as follows: for g ∈ G and f ∈ (QG)∗
define f g to be the function that maps each h ∈ G to f (h · g−1).
We will identify ax11 · · ·axnn and x1, . . . , xn and write f (x1, . . . , xn) instead of
f (a
x1
1 · · ·axnn ). This allows us to view Q[x1, . . . , xn] as a subset of (QG)∗. The image of
f ∈ (QG)∗ under g−1 = ay11 · · ·aynn can be described with the help of the polynomials
q1, . . . , qn. For h = ax11 · · ·axnn ∈ G we have hg−1 = aq11 · · ·aqnn and f g(h) = f (q1, . . . , qn).
Therefore, applying g−1 ∈ G to a function f amounts to substituting the multiplication
polynomials into f . If f is itself a polynomial on G, then f (q1, . . . , qn) is a polynomial
in x1, . . . , xn and y1, . . . , yn.
Lemma 1. Let f ∈ Q[x1, . . . , xn]. Then the G-submodule of (QG)∗ generated by f is
finite-dimensional as a Q-vector space.
Proof. By substituting all elements of Zn for y1, . . . , yn in f (q1, . . . , qn) we obtain an
(infinite) set S of polynomials in Q[x1, . . . , xn] invariant under G. Therefore, S is a linear
generating set for the G-module M generated by f .
There are finitely many monomials in the indeterminates x1, . . . , xn occurring in
f (q1, . . . , qn). Hence, only a finite number of monomials in x1, . . . , xn occurs in S. There-
fore, the G-module M is contained in the Q-vector space generated by those monomials.
This shows that M is finitely generated as a Q-vector space. 
Note that the G-module generated by functions f1, . . . , fk ∈ (QG)∗ is finite-dimen-
sional because it is the finite sum of the finite-dimensional modules generated by each of
the fi .
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of (QG)∗. For 1 i  n let ti :G → Z be the ith coordinate function mapping ax11 · · ·axnn
to xi . Note that ti is well defined because each element of G can be written uniquely in the
form ax11 · · ·axnn .
Lemma 2. The submodule M of (QG)∗ generated by t1, . . . , tn is a finite-dimensional
faithful G-module.
Proof. It remains to show that M is faithful. Suppose g−1 = au11 · · ·aunn ∈ G acts triv-
ially on M . Then for all 1  i  n, we have 0 = ti (1) = (tgi )(1) = ti (1 · g−1) =
ti (u1, . . . , un) = ui . Therefore g = 1 ∈ G. 
3. The algorithm
Our main goal is to describe an algorithm that computes a matrix representation for
a finitely generated torsion-free nilpotent group given by a nilpotent presentation. The
main part of the algorithm is the computation of a Q-basis for a finite-dimensional faithful
G-module. The corresponding matrix representation for each generator aj of G can be
calculated easily by decomposing the image of each basis element under aj in terms of the
basis.
For constructing a basis we need a procedure, which we call Insert, that adds a given
polynomial to a basis of polynomials if that polynomial is not a linear combination of
the basis elements. For this we fix an arbitrary ordering on the monomials. The leading
monomial of a polynomial is the largest monomial with respect to that order. Insert
takes as arguments a basis of polynomials ordered with increasing leading monomials and
a polynomial f . It subtracts from f a suitable Q-multiple of the polynomial in the basis
with the largest leading monomial such that this monomial does not occur in the result. This
operation is iterated with all basis elements in decreasing order of their leading monomials.
If the final polynomial is different from the zero polynomial, it is inserted into the basis at
the appropriate place and returned by the procedure.
The span of a list of polynomials is a G-module if the image of each polynomial in the
list under each generator of G is contained in the span. Therefore, we consider polynomials
q
(j)
1 , . . . , q
(j)
n that describe the exponents of the product of a general element of the group
and a−1j :
a
x1
1 · · ·axnn · a−1j = a
q
(j)
1
1 · · ·aq
(j)
n
n .
Note that q(j)1 = x1, . . . , q(j)j−1 = xj−1 and q(j)j = xj − 1. The polynomials q(j)1 , . . . , q(j)n
can be obtained from the polynomials q1, . . . , qn by setting yi = 0 for i = j and yj = −1.
We denote this by the shorthand notation yi = −δij . The image of a function f ∈ (QG)∗
under the action of aj is f (q(j)1 , . . . , q
(j)
n ).
Now we describe our algorithm to compute a basis for the G-module generated by a
list f1, . . . , fk of polynomials. First, use Insert to build up a basis from f1, . . . , fk .
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corresponding multiplication polynomials q1, . . . , qn; a list of polynomials f1, . . . , fk
Output: A Q-basis B for the G-module generated by f1, . . . , fk
Algorithm:
B := [];
for j in [1..k] do Insert(B , fj ); od;
for j in [n,n − 1..1] do
# B is a basis for Mj+1
# Exponents after multiplication by a−1
i
from the right:
q(j) := [q1(x1, . . . , xn, yi = −δij ), . . . , qn(x1, . . . , xn, yi = −δij )];
for f in Copy(B) do
# Add to B images of f under powers of aj
repeat
# Compute f aj
f
aj := f (q(j)1 , . . . , q
(j)
n );
r := Insert(B , f aj );
f := f aj ;
until r = 0;
od;
od;
return B;
Fig. 1.
Then the algorithm works along the central series of G starting with Gn. It successively
computes a basis for the Gj -module Mj from a basis of the Gj+1-module Mj+1 generated
by f1, . . . , fk . Because Gj+1 is normal in Gj and Gj/Gj+1 is cyclic, it suffices to close
the module Mj+1 under the action of the powers of aj . Furthermore, it suffices to apply
powers of aj to each basis element of Mj+1 in order to obtain a generating set for Mj . The
pseudo-code for this algorithm is listed in Fig. 1.
It remains to explain how a unitriangular matrix representation is obtained. This is
achieved by using the reverse lexicographic order on monomials in the procedure Insert.
This means that xk11 · · ·xknn < xl11 · · ·xlnn if there is an index 1 i  n such that kj = lj for
i < j  n and ki < li . Let b1, . . . , bm be the basis produced by the algorithm when using
the reverse lexicographic order. For a basis element bk , compute bk(q(j)1 , . . . , q
(j)
n ) and de-
compose the result into a linear combination ck1b1 +· · ·+ckmbm. Those coefficients are the
kth row of the matrix representing aj . Multiplying ax11 · · ·axnn by a−1j from the right does
not affect the exponents of a1, . . . , aj−1. Therefore, q(j)i = xi for 1 i < j . Furthermore,
q
(j)
j = xj − 1 and q(j)i = xi + qi(xj , . . . , xi−1) for j < i  n. This shows that the leading
monomial of q(j)i is xi for 1  i  n. Therefore, bk(q
(j)
1 , . . . , q
(j)
n ) has the same leading
monomial as bk . This means that ckk = 1 and ck,k+1 = 0, . . . , ckm = 0. In other words, the
resulting matrix for aj is a lower triangular matrix with ones along the diagonal.
4. Performance and examples
Our algorithm is implemented in the GAP-package polycyclic [EN00]. Table 1
shows its performance for the example groups listed in [dGN02]. The group H in Table 1
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Group Class Hirsch
length
Algorithm in [dGN02] Our algorithm
Dimension Time Dimension Time
(msec) (msec)
U2(Z) 1 1 2 10 2 10
U3(Z) 2 3 3 10 4 20
U4(Z) 3 6 7 220 8 190
U5(Z) 4 10 16 6220 16 390
U6(Z) 5 15 35 101810 28 1310
F(2,2) 2 3 3 20 4 30
F(2,3) 3 5 6 130 7 70
F(2,4) 4 8 10 1460 11 170
F(2,5) 5 14 20 65290 21 1130
F(3,2) 2 6 6 120 7 80
F(3,3) 3 14 17 8090 18 520
H 5 6 11 1280 12 180
E(2,3)∗ 3 5 6 120 7 70
E(3,3)∗ 4 17 26 107090 25 1330
E(2,4) 6 11 19 12580 20 610
is defined by the presentation 〈x, y | [y, x, x], [y, x, y, y, y]〉. In each case we compute the
module generated by the coordinate functions as in Lemma 2. These computations were
carried out on a Linux system with a 1 GHz Pentium III processor and 50 MB memory
for GAP. The run times given include the computation of the multiplication polynomials
with Deep Thought, the computation of the G-module and the construction of the matrix
representation.
We use the following notation: Un(Z) is the full unitriangular group of dimension n over
the integers, F(k, c) is the free nilpotent group with k generators and nilpotency class c
and E(k,n) is the largest k-generator group satisfying the nth Engel identity. An asterisk ∗
indicates that this is the largest torsion-free quotient of the given group.
Since each G-module contains the coordinate functions for each group and the co-
ordinate functions are linearly independent, the Hirsch length is a lower bound for the
dimension of the computed module.
The better performance of our algorithm has two reasons. The algorithm in [dGN02]
also works along a central series of the given group but has to compute a matrix repre-
sentation for each subgroup of the central series. Our algorithm avoids this relatively time
consuming step and computes the required matrix representation only at the end. The sec-
ond reason is that the algorithm in [dGN02] represents an element of (QG)∗ by its values
on a suitably chosen, possibly large, finite subset of G. Therefore, it has to work with long
integer vectors. Our algorithm represents the elements of (QG)∗ as polynomials which are
more efficient to work with.
Table 2 lists the dimensions and run times of some larger example groups. The
group G1 is the torsion-free class-10 quotient of the group defined by the presentation
〈x, y | [y, x, x], [y, x, y, y, y, y]〉. The group G2 is the largest nilpotent quotient of the
largest 2-generator group satisfying the 5-Engel condition. These examples did not com-
plete with the algorithm in [dGN02].
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Group Class Hirsch
length
Dimension Time
(msec)
G∗1 8 23 47 6670
G∗2 10 13 55 8400
U7(Z) 6 21 58 4530
U8(Z) 7 28 114 17990
U9(Z) 8 36 278 109220
F(2,6) 6 23 35 2760
F(2,7) 7 41 66 13700
F(2,8) 8 71 118 69960
F(2,9) 9 127 215 393540
F(3,4) 4 32 42 4700
F(3,5) 5 80 114 63400
Table 3
j q
(j)
j
, . . . , q
(j)
10
1 x1 + 1, x2, x3, x4,−x2 + x5, x6, x7,−x3x2 − x6 + x8, x9,−x4x3x2 − x9 + x10
2 x2 + 1, x3, x4, x5,−x3 + x6, x7, x8,−x4x3 − x7 + x9, x10
3 x3 + 1, x4, x5, x6,−x4 + x7, x5 + x8, x9, x5x4 + x10
4 x4 + 1, x5, x6, x7, x8, x6 + x9, x8 + x10
5 x5 + 1, x6, x7, x8, x9,−x7 + x10
6 x6 + 1, x7, x8, x9, x10
7 x7 + 1, x8, x9, x10
8 x8 + 1, x9, x10
9 x9 + 1, x10
10 x10 + 1
Unfortunately, we do not have a strategy to choose candidates for f1, . . . , fk that pro-
duce faithful G-modules of small dimension. The unitriangular groups show clearly that
one can do much better because Un(Z) can be represented by n×n matrices. For example,
the group U5(Z) is generated by the matrices 1+Eij for 1 i < j  5 where Eij is the el-
ementary matrix with 1 in position (i, j). Then 1+E12, . . . ,1+E45,1+E13, . . . ,1+E35,
1 + E14,1 + E25,1 + E15 is a nilpotent generating sequence for U5(Z). The computation
for U5(Z) listed in Table 1 was performed with the nilpotent presentation on this generating
sequence. The corresponding polynomials q(j)i are given in Table 3.
Our algorithm produces a 16-dimensional faithful U5(Z)-module. The following poly-
nomials form a basis for a faithful 5-dimensional U5(Z)-module: 1, x4, x7, −x6x4 + x9,
−x8x4 + x10. The matrix representation on this module is equivalent to the natural repre-
sentation of U5(Z). This shows that a suitable choice of initial functions can lead to far
smaller dimensions than starting with all coordinate functions.
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