Abstract. We consider concurrent two-player timed automaton games with ω-regular objectives specified as parity conditions. These games offer an appropriate model for the synthesis of real-time controllers. Earlier works on timed games focused on pure strategies for each player. We study, for the first time, the use of randomized strategies in such games. While pure (i.e., nonrandomized) strategies in timed games require infinite memory for winning even with respect to reachability objectives, we show that randomized strategies can win with finite memory with respect to all parity objectives. Also, the synthesized randomized realtime controllers are much simpler in structure than the corresponding pure controllers, and therefore easier to implement. For safety objectives we prove the existence of pure finite-memory winning strategies. Finally, while randomization helps in simplifying the strategies required for winning timed parity games, we prove that randomization does not help in winning at more states.
Introduction
Timed automata [2] are models of real-time systems in which states consist of discrete locations and values for real-time clocks. The transitions between locations are dependent on the clock values. Timed automaton games [9, 1, 7, 13, 12] are used to distinguish between the actions of several players (typically a "controller" and a "plant"). We shall consider two-player timed automaton games with ω-regular objectives specified as parity conditions. The class of ω-regular objectives can express all safety and liveness specifications that arise in the synthesis and verification of reactive systems, and parity conditions are a canonical form to express ω-regular objectives [19] . The construction of a winning strategy for player 1 in such games corresponds to the controller synthesis problem for real-time systems [11, 16, 17, 20] with respect to achieving a desired ω-regular objective.
The issue of time divergence is crucial in timed games, as a naive control strategy might simply block time, leading to "zeno" runs. Such invalid solutions have often been avoided by putting strong syntactic constraints on the cycles of timed automaton games [17, 4, 13, 5] , or by semantic conditions that discretize time [14] . Other works [16, 11, 6, 7] have required that time divergence be ensured by the controller -a one-sided, unfair view in settings where the player modeling the plant is allowed to block time. We use the more general, semantic and fully symmetric formalism of [9, 15] for dealing with the issue of time divergence. This setting places no syntactic restriction on the game structure, and gives both players equally powerful options for advancing time, but for a player to win, she must not be responsible for causing time to converge. It has been shown in [15] that this is equivalent to requiring that the players are restricted to the use of receptive strategies [3, 18] , which, while being required to not prevent time from diverging, are not required to ensure time divergence. More formally, our timed games proceed in an infinite sequence of rounds. In each round, both players simultaneously propose moves, with each move consisting of an action and a time delay after which the player wants the proposed action to take place. Of the two proposed moves, the move with the shorter time delay "wins" the round and determines the next state of the game. Let a set Φ of runs be the desired objective for player 1. Then player 1 has a winning strategy for Φ if she has a strategy to ensure that, no matter what player 2 does, one of the following two conditions hold: (1) time diverges and the resulting run belongs to Φ, or (2) time does not diverge but player-1's moves are chosen only finitely often (and thus she is not to be blamed for the convergence of time).
The winning strategies constructed in [9] for such timed automaton games assume the presence of an infinitely precise global clock to measure the progress of time, and the strategies crucially depend on the value of this global clock. Since the value of this clock needs to be kept in memory, the constructed strategies require infinite memory. In fact, the following example (Example 2) shows that infinite memory is necessary for winning with respect to reachability objectives. Besides the infinite-memory requirement, the strategies constructed in [9] are structurally complicated, and it would be difficult to implement the synthesized controllers in practice. Before offering a novel solution to this problem, we illustrate the problem with an example of a simple timed game whose solution requires infinite memory.
Example 1 (Signaling hub). Consider a signaling hub that both sends and receives signals at the same port. At any time the port can either receive or send a signal, but it cannot do both. Moreover, the hub must accept all signals sent to it. If both the input and the output signals arrive at the same time, then the output signal of the hub is discarded. The input signals are generated by other processes, and infinitely many signals cannot be generated in a finite amount of time. The time between input signals is not known a priori. The system may be modeled by the timed automaton game shown in Figure 1 or be sent provided the value of x is greater than 0, ensuring that there is a positive delay between signals. The objective of the hub controller is to keep sending its own signals, which can be modeled as the generalized Büchi condition of switching infinitely often between the locations p and q (ie., the LTL objective 2(3p ∧ 3q)). We let κ denote the valuation of the clock x. We let the special "action" ⊥ denote a time move (representing time passage without an action). The objective of player 1 is to reach q starting from s 0 = p, x = 0 (and similarly, to reach p from q). We let π 1 denote the strategy of player 1 which prescribes moves based on the history r[0.
.k] of the game at stage k. Suppose player 1 uses only finite memory. Then player 1 can propose only moves from a finite set when at s 0 . Since a zero time move keeps the game at p, we may assume that player 1 does not choose such moves. Let ∆ > 0 be the least time delay of these finitely many moves of player 1. Then player 2 can always propose a move ∆/2, b when at s 0 . This strategy will prevent player 1 from reaching q, and yet time diverges. Hence player 1 cannot win with finite memory; that is, there is no hub controller that uses only finite memory. However, player 1 has a winning strategy with infinite memory. For example, consider the player 1 strategy π 2 such that
In this paper we observe that the infinite-memory requirement of Example 1 is due to the determinism of the permissible strategies: a strategy is deterministic (or pure) if in each round of the game, it proposes a unique move (i.e., action and time delay). A more general class of strategies are the randomized strategies: a randomized strategy may propose, in each round, a probability distribution of moves. We now show that in the game of Example 2 finite-memory randomized winning strategies do exist. Indeed, the needed randomization has a particularly simple form: player 1 proposes a unique action together with a time interval from which the time delay is chosen uniformly at random. Such a strategy can be implemented as a controller that has the ability to wait for a randomly chosen amount of time.
Example 3 (Randomization instead of infinite memory). Recall the game in Figure 1 . Player 1 can play a randomized memoryless strategy π 3 such that π 3 ( p, κ ) = Uniform((0, 1 − κ(x))), a i ; that is, the action a i is proposed to take place at a time chosen uniformly at random in the interval (0, 1 − κ(x)). Suppose player 2 always proposes the action b i with varying time delays ∆ j at round j. Then the probability of player-1's move being never chosen is [8] for the proof). Interrupting moves with pure time moves does not help player 2, as 1 − ∆j 1−κ(x) < 1 − ∆ j . Thus the simple randomized strategy π 3 is winning for player 1 with probability 1.
⊓ ⊔
Previously, only deterministic strategies were studied for timed games; here, for the first time, we study randomized strategies. We show that randomized strategies are not more powerful than deterministic strategies in the sense that if player 1 can win with a randomized strategy, then she can also win with a deterministic strategy. However, as the example illustrated, randomization can lead to a reduction in the memory required for winning, and to a significant simplification in the structure of winning strategies. Randomization is therefore not only of theoretical interest, but can improve the implementability of synthesized controllers. It is for this reason that we set out, in this paper, to systematically analyze the trade-off between randomization requirements (no randomization; uniform randomization; general randomization), memory requirements (finite memory and infinite memory) and the presence of extra "controller clocks" for various classes of ω-regular objectives (safety; reachability; parity objectives).
Our results are as follows. First, we show that for safety objectives pure (no randomization) finite-memory winning strategies exist. Next, for reachability objectives, we show that pure (no randomization) strategies require infinite memory for winning, whereas uniform randomized finite-memory winning strategies exist. We then use the results for reachability and safety objectives in an inductive argument to show that uniform randomized finite-memory strategies suffice for all parity objectives, for which pure strategies require infinite memory (because reachability is a special case of parity). In all our uses of randomization, we only use uniform randomization over time, and more general forms of randomization (nonuniform distributions; randomized actions) are not required. This shows that in timed games, infinite memory can be traded against uniform randomness. Finally, we show that while randomization helps in simplifying winning strategies, and thus allows the construction of simpler controllers, randomization does not help a player in winning at more states, and thus does not allow the construction of more powerful controllers. In other words, the case for randomness rests in the simplicity of the synthesized real-time controllers, not in their expressiveness.
We note that in our setting, player 1 (i.e., the controller) can trade infinite memory also against finite memory together with an extra clock. We assume that the values of all clocks of the plant are observable. For an ω-regular objective Φ, we define the following winning sets depending on the power given to player 1: 
, with the subset inclusion being in general strict. It can be shown that at least one bit of memory is required for winning of reachability objectives despite player 1 being allowed randomized strategies. We do not know whether memory is required for winning safety objectives (even in the case of pure strategies).
Timed Games
In this section we present the definitions of timed game structures, runs, objectives, strategies and the notions of sure and almost-sure winning in timed game structures.
Timed game structures. A timed game structure is a tuple G = S, A 1 , A 2 , Γ 1 , Γ 2 , δ with the following components.
-S is a set of states.
-A 1 and A 2 are two disjoint sets of actions for players 1 and 2, respectively.
We assume that ⊥ ∈ A i , and write
Intuitively, a move ∆, a i by player i indicates a waiting period of ∆ time units followed by a discrete transition labeled with action a i .
Mi \ ∅ are two move assignments. At every state s, the set Γ i (s) contains the moves that are available to player i. We require that 0, ⊥ ∈ Γ i (s) for all states s ∈ S and i ∈ {1, 2}. Intuitively, 0, ⊥ is a time-blocking stutter move. 
The game proceeds as follows. If the current state of the game is s, then both players simultaneously propose moves ∆ 1 , a 1 ∈ Γ 1 (s) and ∆ 2 , a 2 ∈ Γ 2 (s). The move with the shorter duration "wins" in determining the next state of the game. If both moves have the same duration, then the move of player 2 determines the next state. 1 We use this setting as our goal is to compute the winning set for player 1 against all possible strategies of player 2. Formally, we define the joint destination function δ jd :
The time elapsed when the moves m 1 = ∆ 1 , a 1 and m 2 = ∆ 2 , a 2 are proposed is given by delay(m 1 , m 2 ) = min(∆ 1 , ∆ 2 ). The boolean predicate
indicates whether player i is "responsible" for the state change from s to s ′ when the moves m 1 and m 2 are proposed. Denoting the opponent of player i by ∼i = 3 − i, for i ∈ {1, 2}, we define
Runs. A run of the timed game structure G is an infinite sequence r = s 0 , m 
Objectives. An objective for the timed game structure G is a set Φ ⊆ Runs of runs. We will be interested in the classical reachability, safety and parity objectives. Parity objectives are canonical forms for ω-regular properties that can express all commonly used specifications that arise in verification. A timed game structure G together with the index function Ω constitute a parity timed game (of index k) in which the objective of player 1 is Parity(Ω). We use similar notations for reachability and safety timed games. Strategies. A strategy for a player is a recipe that specifies how to extend a run. Formally, a probabilistic strategy π i for player i ∈ {1, 2} is a function π i that assigns to every run prefix r[0..k] a probability distribution
, the set of moves available to player i at the state r[k]. Pure strategies are strategies for which the state space of the probability distribution of D i (r[k]) is a singleton set for every run r and all k. We let Π pure i denote the set of pure strategies for player i, with i ∈ {1, 2}. For i ∈ {1, 2}, let Π i be the set of strategies for player i. Given two strategies π 1 ∈ Π 1 and π 2 ∈ Π 2 , the set of possible outcomes of the game starting from a state s ∈ S is denoted Outcomes(s, π 1 , π 2 ). Given strategies π 1 and π 2 , for player 1 and player 2, respectively, and a starting state s we denote by Pr π1,π2 s (·) the probability space given the strategies and the initial state s. Receptive strategies. We will be interested in strategies that are meaningful (in the sense that they do not block time). To define them formally we first present the following two sets of runs. A strategy π i is receptive if for all strategies π ∼i , all states s ∈ S, and all runs r ∈ Outcomes(s, π 1 , π 2 ), either r ∈ Timediv or r ∈ Blameless i . Thus, no what matter what the opponent does, a receptive strategy of player i cannot be responsible for blocking time. Strategies that are not receptive are not physically meaningful. A timed game structure G is well-formed if both players have receptive strategies. We restrict our attention to well-formed timed game structures. We denote Π R i to be the set of receptive strategies for player i. Note that for
Sure and almost-sure winning modes. Let Sure
be the set of states s in G such that player 1 has a receptive strategy π 1 ∈ Π R 1 such that for all receptive strategies π 2 ∈ Π R 2 , we have Outcomes(s, π 1 , π 2 ) ⊆ Φ (resp. Pr π1,π2 s (Φ) = 1). Such a winning strategy is said to be a sure (resp. almost sure) winning receptive strategy. In computing the winning sets, we shall quantify over all strategies, but modify the objective to take care of time divergence. Given an objective Φ, let TimeDivBl 1 (Φ) = (Timediv ∩ Φ) ∪ (Blameless 1 \ Timediv), i.e., TimeDivBl 1 (Φ) denotes the set of paths such that either time diverges and Φ holds, or else time converges and player 1 is not responsible for time to converge. Let Sure G 1 (Φ) (resp. AlmostSure G 1 (Φ)) be the set of states in G such that for all s ∈ Sure G 1 (Φ) (resp. AlmostSure G 1 (Φ)), player 1 has a strategy π 1 ∈ Π 1 such that for all strategies π 2 ∈ Π 2 , we have Outcomes(s, π 1 , π 2 ) ⊆ Φ (resp. Pr π1,π2 s (Φ) = 1). Such a winning strategy is said to be a sure (resp. almost sure) winning for the non-receptive game. The following result establishes the connection between Sure and Sure sets.
Theorem 1. [15]
For all well-formed timed game structures G, and for all ω-regular objectives Φ, we have Sure
We now define a special class of timed game structures, namely, timed automaton games.
Timed automaton games. Timed automata [2] suggest a finite syntax for specifying infinite-state timed game structures. A timed automaton game is a tuple T = L, C, A 1 , A 2 , E, γ with the following components:
-L is a finite set of locations.
-C is a finite set of clocks.
C is the edge relation, where the set Constr(C) of clock constraints is generated by the grammar:
, for clock variables x ∈ C and nonnegative integer constants d. For an edge e = l, a i , θ, l ′ , λ , the clock constraint θ acts as a guard on the clock values which specifies when the edge e can be taken, and by taking the edge e, the clocks in the set λ ⊆ C are reset to 0. We require that for all edges l, a i , θ
′′ is unsatisfiable. This requirement ensures that a state and a move together uniquely determine a successor state.
-γ : L → Constr(C) is a function that assigns to every location an invariant for both players. All clocks increase uniformly at the same rate. When at location l, each player i must propose a move out of l before the invariant γ(l) expires. Thus, the game can stay at a location only as long as the invariant is satisfied by the clock values.
A clock valuation is a function κ : C → IR ≥0 that maps every clock to a nonnegative real. The set of all clock valuations for C is denoted by K(C). A state s = l, κ of the timed automaton game T is a location l ∈ L together with a clock valuation κ ∈ K(C) such that the invariant at the location is satisfied, that is, κ |= γ(l). We let S be the set of all states of T. Given a timed automaton game T, the definition of an associated timed game structure [[T] ] is standard [9] . We shall restrict our attention to randomization over time -a random move of a player will consist of a distribution over time over some interval I, denoted D I , together with a discrete action a i .
Clock region equivalence. We use the standard clock-region equivalence relation from the theory of timed automata [2] (the formal definition is being ommited here as it is fairly standard). We denote two clock-region equivalent clock valuations κ 1 , κ 2 by
A clock region is an equivalence class of states with respect to ∼ =. There are finitely many clock regions; more precisely, the number of clock regions is bounded by |L| · x∈C (c x + 1) · |C|! · 2 |C| . For a state s ∈ S, we write Reg(s) ⊆ S for the clock region containing s. An ω-regular objective Φ is a region objective if for all region-equivalent runs r, r ′ , we have r ∈ Φ iff r ′ ∈ Φ. A strategy π 1 is a region strategy, if for all prefixes r 1 and r 2 such that Reg(r 1 ) = Reg(r 2 ), we have Reg d (π 1 (r 1 )) = Reg d (π 1 (r 2 )). The definition for player 2 strategies is analogous. Two region strategies π 1 and π ′ 1 are region-equivalent if for all prefixes r we have
A parity index function Ω is a region parity index function if Ω(s 1 ) = Ω(s 2 ) whenever s 1 ∼ = s 2 . Henceforth, we shall restrict our attention to region objectives.
Encoding time divergence by enlarging the game structure. Given a timed automaton game T, consider the enlarged game structure T with the state space S ⊆ S × IR [0,1) × {true, false} 2 , and an augmented transition relation
In an augmented state s, z, tick , bl 1 ∈ S, the component s ∈ S is a state of the original game structure [[T]], z is value of a fictitious clock z which gets reset to 0 every time it hits 1, or if a move of player 1 is chosen, tick is true iff z hit 1 at last transition and bl 1 is true if player 1 is to blame for the last transition. Note that any strategy π i in [[T]], can be considered a strategy in T. The values of the clock z, tick and bl 1 correspond to the values each player keeps in memory in constructing his strategy. Any run r in T has a corresponding unique run r in T with r[0] = r[0], 0, false, false such that r is a projection of r onto T. For an objective Φ, we can now encode timedivergence as: TimeDivBl(Φ) = (23 tick → Φ) ∧ (¬23 tick → 32¬ bl 1 ). Let κ be a valuation for the clocks in C ∪ {z}. A state of T can then be considered as l, κ , tick , bl 1 . We extend the clock equivalence relation to these expanded states: l, κ tick ,
For every ω-regular region objective Φ of T, we have TimeDivBl(Φ) to be an ω-regular region objective of T.
We now present a lemma that states for region ω-regular objectives region winning strategies exist, and all strategies region-equivalent to a region winning strategy are also winning. Lemma 1. Let T be a timed automaton game and T be the corresponding enlarged game structure. Let Φ be an ω-regular region objective of T. Then the following assertions hold.
-There is a pure finite-memory region strategy π 1 that is sure winning for Φ from the states in Sure 
( Φ).
Note that there is an infinitely precise global clock z in the enlarged game structure T. If T does not have such a global clock, then strategies in T correspond to strategies in T where player 1 (and player 2) maintain the value of the infinitely precise global clock in memory (requiring infinite memory).
Safety: Pure Finite-Memory Strategies
In this section we show the existence of pure finite-memory sure winning strategies for safety objectives in timed automaton games. Given a timed automaton game T, we define two functions P >0 : C → {true, false} and P ≥1 : C → {true, false}. For a clock x, the values of P >0 (x) and P ≥1 (x) indicate if the clock x was greater than 0 or greater than or equal to 1 respectively, during the last transition (excluding the originating state). Consider the enlarged game structure T with the state space S = S × {true, false} × {true, false} C × {true, false} C and an augmented transition relation δ. A state of T is a tuple s, bl 1 , P >0 , P ≥1 , where s is a state of T, the component bl 1 is true iff player 1 is to be blamed for the last transition, and P >0 , P ≥1 are as defined earlier. The clock equivalence relation can be lifted to states of
Lemma 2. Let T be a timed automaton game, and T be the corresponding enlarged game. Then player 1 has a receptive strategy from a state s iff s, · ∈ Sure e T 1 (Φ * ), where Φ * = 23(bl 1 = true) → X⊆C x∈X 32(x > c x ) ∧ φ X , and
The clause x∈X 32(x > c x ) specifies which clocks escape beyond their maximum values (and are never reset). The rest of the clocks hence thus be reset infinitely often in a time diverging run, this is specified by the clause x∈C\X 23(x = 0). Suppose we have ( x∈C\X 23((P ≥1 (x) = true) ∧ (bl 1 = false)). Then clearly time diverges as some clock x goes from 0 to 1 infinitely often. Suppose we have ( x∈C\X 23((P >0 (x) = true) ∧ (bl 1 = true)). We note that if a player can take a move from s to a region R where the value of some clock x is such that 0 < x ≤ c x , then there is some clock y ∈ C (possibly different from x) such that the player can take a move from s to the region R such that the value of y will be more than 1/2 (and less than or equal to c y ). Thus, in this case, some clock goes from 0 to 1/2 infinitely often and time diverges. It turns out that these conditions are also required. The full proof can be found in [8] .
Theorem 2. Let T be a timed automaton game and T be the corresponding enlarged game. Let Y be a union of regions of T. Then the following assertions hold.
, where Φ * is as defined in Lemma 2. 2. Player 1 has a pure, finite-memory, receptive, region strategy that is sure winning for the safety objective Safe(Y ) at every state in Sure e T 1 (2Y ).
Reachability: Randomized Finite-Memory Strategies
We have seen in Example 2 that pure sure winning strategies require infinite memory in general for reachability objectives. In this section, we shall show that uniform randomized almost-sure winning strategies with finite memory exist. This shows that we can trade-off infinite memory with uniform randomness. Let S R be the destination set of states that player 1 wants to reach. We only consider S R such that S R is a union of regions of T. For the timed automaton T, consider the enlarged game structure of T. We let S R = S R ×
From the reachability objective (denoted Reach(S R )) we obtain the reachability parity objective with index function Ω R as follows: Ω R ( s, z, tick , bl 1 ) = 1 if tick ∨ bl 1 = true and s ∈ S R (0 otherwise). We assume the states in S R are absorbing. We let S R = S R × IR [0,1] × {true, false} 2 . We now present a µ-calculus characterization for the sure winning set (using only pure strategies) for player 1 for reachability objectives. We first translate the reachability objective to a parity objective of index 2 (the µ-calculus expression will use the parity index function).
Lemma 3. For a timed automaton game T, with the reachability objective S R , consider the enlarged game structure T, and the corresponding reachability parity function Ω R . Then we have that Sure 1 (TimeDivBl(Reach(S R ))) = Sure 1 (Parity(Ω R )).
The controllable predecessor operator for player 1,
Informally, CPre 1 (Z) consists of the set of states from which player 1 can ensure that the next state will be in Z, no matter what player 2 does. From Lemma 3 it follows that the sure winning set can be described as the µ-calculus formula:
The winning set can then be computed as a fixpoint iteration on regions of T. We can also obtain a pure winning strategy π pure of player 1 as in [10] . Note that this strategy π pure corresponds to an infinite-memory strategy of player 1 in the timed automaton game T, as she needs to maintain the value of the clock z in memory.
To compute randomized finite-memory almost-sure winning strategies, we will use the structure of the µ-calculus formula. Let Thus, in odd stages we add states with index 1, and in even stages we add states with index 0. The rank of a state s ∈ Y * is j if s ∈ T j \ ∪ j−1 k=0 T k . The set S R is a union of regions of T. T 0 = T 1 = ∅, and T 2 contains the states in S R together with the states where tick = bl 1 = false, and from where player 1 can ensure that the next state is either in S R , or the next state continues to have tick = bl 1 = false; formally T 2 = νX(Ω −1 (0) ∩ CPre 1 (X)). Henceforth, when we refer to a region R of T, we shall mean the states R × IR [0,1] × {true, false} 2 of T.
Lemma 4. Let T 2 = νX(Ω −1 (0)∩CPre 1 (X)). Then player 1 has a (randomized) memoryless strategy π rand such that she can ensure reaching S R ⊆ Ω −1 (0) with probability 1 against all receptive strategies of player 2 from all states s of a region R such that R ∩ T 2 = ∅. Moreover, π rand is independent of the values of the global clock, tick and bl 1 .
Theorem 4. Let T be a timed automaton game, and let Ω be a region parity index function. Suppose that player 1 has access to imprecise clock events such that between any two events, some time more than ∆ passes for a fixed real ∆ > 0. Then, player 1 has a randomized, finite-memory, receptive, region strategy π 1 such that for all states s ∈ Sure 1 (Parity(Ω)), the following assertions hold: (a) for all receptive strategies π 2 of player 2 we have Pr Finally, the following theorem shows that though randomization can get rid of infinite memory with respect to almost-sure winning, it does not help to win in more states, and hence that the set of sure and almost-sure winning states coincide for ω-regular objectives.
Theorem 5. Consider a timed automaton game and an ω-regular objective Φ. For every state s ∈ Sure
