We study the existence of positive radial solutions to the singular semilinear elliptic equation
Introduction
This work discusses the singular Dirichlet boundary value problem
where ∆ denotes the n-dimensional Laplacian, n ≥ 3. B is the unit open ball centered at the origin in R n , i.e. B = {x ∈ R n : |x| < 1}. The function f is allowed to change sign. In addition f may not be a Caratheodory function because of the singular behavior of the u variable, i.e. f may be singular at u = 0. Model examples are f (|x|, u) = |x|e
where g(|x|) > 0 for x ∈ B and h(|x|) may change sign. Singular boundary value problems have been discussed extensively. See, for example [1] [2] [3] and the references, where the nonlinearity did not change sign.
For radial solutions the problem can be reduced to the following equivalent problem which involves an ordinary differential equation:
for t ∈ (0, 1)
fort ∈ (0, 1).
(1.
2)
The existence of radial solutions of the singular equation (1.1) has been studied in [4, 5] . In [4] , the authors have proved the following existence results. Then problem (1.2) has at least one solution u ∈ C 2 (0, 1) ∩ C[0, 1).
Theorem A. Assume the following conditions:
In [5] , the authors have proved the following existence results.
Theorem B. Suppose: 
Moreover, f * (t, u) and f * (t, u) are locally Lipschitz continuous in u > 0. Then a sufficient condition for the boundary value problem (1.1) to have a positive solution of class C 2 (B) ∩ C(B) is that
if N = 2, and
In this work, we study the existence results under the condition that the nonlinearity term f does not satisfy the conditions of Theorems A and B. We will prove the following theorem: Theorem C. Assume the following conditions:
There exists a constant L > 0 such that for any compact set e ⊂ [0, 1), there is a ε = ε e > 0 with
The result here is new and complements and extends the results of [4, 5] . Our technique of proof uses essentially the method of upper and lower solutions which we believe is well adapted to this type of problem. There are many interesting results in [6, 7] concerning singular Dirichlet boundary value problems.
This work is organized as follows. In Section 2, we present a theorem on upper and lower solutions which is a straightforward extension of this method to the class of singular problems that we consider. Section 3 is devoted to our main result, Theorem C.
Upper and lower solutions
Consider the boundary value problem
where
In this case, we say that α(·) is a lower solution for problem (2.1). The definition of an upper solution β(·) for problem (2.1) is given in a completely similar way, just reversing the above inequalities;
) satisfies the following conditions:
Then we have the following result.
Theorem 2.1. Let α, β be, respectively, a lower solution and an upper solution for problem (2.1) such that
Proof. First of all, we define an auxiliary function
By (a 2 ) and the definition of f * it can be easily checked that f * :
where M = sup t∈ [0, 1] β(t). Consider now the problem
It can be easily verified that the Green's function for the problem
From (2.5) and (2.6) and the definition of f * it follows that T : X → X is defined, continuous, and T (X ) is a bounded set. Moreover, u ∈ X is a solution of (2.5) if and only if u = T u. The existence of a fixed point for the operator T follows now from the Schauder fixed point theorem provided that we check that T (X ) is relatively compact.
Let t ∈ (0, 1). Then we have, using (2.4),
We prove now that m ∈ L 1 (0, 1). This is sufficient to ensure the relative compactness of the image T (X ) via Ascoli and Arzeli's theorem. A simple computation yields 
So (2.5) has a solution u ∈ C [0, 1]. We claim that if u (·) is any solution of (2.5) then
and hence u (·) is a solution of (2.1). Indeed, suppose the first inequality is not true. Then there exists a t * ∈ [0, 1) with u (t * ) < α (t * ). There are two cases to consider, namely u(0) < α (0) and u(0) ≥ α(0).
Case 1. u(0) < α(0).

Then by u(1) > α(1), there exists a t
This is because
Integrating (2.9) from 0 to t 1 , we have
.
This is a contradiction with (2.8).
Case 2. u(0) ≥ α(0). Then by u(1) > α(1), there exists a maximal open interval (r, s) ⊂ [0, 1] such that u (r ) = α (r ) , u(s) = α (s) u(t) < α(t) for t ∈ (r, s). (2.10) For t ∈ (r, s), we have that f * (t, u(t)) = f (t, α(t)) + α(t) and therefore
− 1 t n−1 t n−1 u = f (t,
α(t)) + α(t) for t ∈ (r, s).
On the other hand, as α is a lower solution for (2.1), we also have
α(t)) for t ∈ (r, s).
Then, setting z(t) := α(t) − u(t) for t ∈ [r, s],
we obtain
By an elementary version of the maximum principle, we can conclude that
that is α(t) ≤ u(t) for t ∈ (r, s), a contradiction with (2.10).
Proof of the main theorem
Proof. Let, for any n ∈ N , n ≥ 1, e n be the compact subinterval of [0, 1) defined by
By assumption (i), there is ε n > 0 such that
Without loss of generality (taking if we need a smaller ε n ), we can assume that {ε n } is a decreasing sequence and lim n→+∞ ε n = 0. We can choose a function α ∈ C 1 [0, 1] and
To show how a C 1 -function α with these properties can be constructed, consider first the step function
Since γ is nonincreasing, we obtain that
and, moreover, γ 1 is continuous and decreasing. Repeating this argument two further times, we find a strictly convex C 2 -function
Hence γ 3 (t) ≤ ε n for each t ∈ e n \ e n−1 (with n ≥ 2). Now we can define α as a C 1 -function with α (t) = γ 3 (t) for t ∈ [0, 1]. Then α satisfies the assumption of (3.1) and
where m(t) = 1 t n−1 t n−1 α . Now we give some claims which yield the proof of the theorem.
Proof of Claim 1. Suppose (3.2) is not true. There are two cases to consider, namely v(0) < k 0 α(0) and
Integrating (3.3) from 0 to t 1 , by the continuity of t n−1 v and t n−1 k 0 α , we have
This is a contradiction.
Proof of Claim 4.
We fix a constant M > ε 1 . By (ii) we can find a function h M ∈ L(0, 1) such that
Moreover,
where R > 0 is a suitable constant. Setting now
we have that q ∈ C[0, 1) and q ∈ L(0, 1) with
) be the solution of the boundary value problem
It is easy to prove that such a solution exists and (by an elementary version of the maximum principle)
From (3.7), we have
So β is an upper solution of problem (3.5) 1 If we take now α 1 ≡ ε 1 and recall Claim 2, we have that α 1 and β 1 := β are respectively a lower solution and an upper solution for problem (3.5) 1 with α 1 (t) ≤ β 1 (t) for t ∈ (0, 1). Then, by Theorem 2.1 we know that there is a solution u 1 (·) of (3.5) 1 such that
Claim 4 is thus proved. By Claim 2 and proceeding by induction using Claim 3, we obtain (via Theorem 2.1) a sequence {u n (·)} of solutions to (3.5) 
We see that the series of functions u j (t)
It is clear that, for any n ≥ 1,
There is an index n * = n * (K ) such that K ⊂ K n for all n ≥ n * and therefore, for these n ≥ n * ,
Hence, the function u n is a solution of the equation in (1.2) for all t ∈ K and n ≥ n * . Moreover,
Thus, by the Ascoli-Arzela theorem it is standard to conclude that u is a solution of (1.2) on interval K . Since K was arbitrary, we find that u ∈ C 1 (0, 1) and
Moreover, u(1) = lim n→∞ ε n = 0. We next check the continuity of u at t = 1. Let ε > 0 be given. Take n ε such that u n ε < ε. By the continuity of u n ε (t) in t = 1, we can find a constant δ = δ ε > 0 such that 0 < u n ε < ε for 0 ∈ (0, δ).
Hence from (3.8) we obtain 0 < u(t) < ε for t ∈ (0, δ).
We next prove u (0) = 0. Let K = 0, As in the above proof, we have that u is continuous at t = 0 and u (0) = 0.
Remark 3.1. In the proof of Theorem C, the construction of α is difficult when f is singular at u = 0. To see that (3.9) has a solution we will apply Theorem C. We next prove that (i) and (ii) are satisfied. Let L = 1. For any compact set e ∈ [0, 1), there is a ε = 1 2 1/α > 0. For t ∈ e, u ∈ (0, ε],
On the other hand, for any δ > 0, there is an h δ = 1 δ α + t such that h δ ∈ L 1 (0, 1) and | f (t, u)| ≤ h δ (t) for t ∈ [0, 1), u ≥ δ.
So (i) and (ii) are satisfied. Then (3.9) has at least one positive solution u ∈ C 2 (0, 1) ∩ C[0, 1).
