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We study the heat flow from an infinite union B of disjoint closed balls in eucli-
dean space Rm kept at constant temperature 1, while the surrounding medium is
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1. INTRODUCTION
A famous result of Rauch and Taylor [11] asserts that if n closed balls
of equal radius rn are kept at temperature 0, and are evenly spaced in some
bounded region W of euclidean space Rm (m \ 3), then the behaviour of
nrm−2n as nQ. determines the efficiency of the coolers. If nrm−2n Q 0 then
the cooling effect becomes negligible and fades while if nrm−2n Q. the
cooling of the ice balls becomes infinitely efficient and the region W freezes
instantaneously and solidifies.
On the other hand it was shown [6] that if K is a cooling obstacle with
smooth boundary “K kept at fixed temperature 0, and if the surrounding
medium Rm0K has temperature 1 at time 0 then the total heat loss EK(t) of
the medium up to time t satisfies
EK(t)=2p−1/2A(“K) t1/2+o(t1/2), tQ 0, (1.1)
where A(“K) is the surface area of “K.
The asymptotic behaviour of the heat loss EK(t) for large t was obtained
by Spitzer [12]. For m \ 3 he showed that
EK(t)=C(K) t+o(t), tQ., (1.2)
where C(K) is the newtonian capacity of K. If m=2 and K has positive
logarithmic capacity then
EK(t)=
4pt
log t
+o 1 t
log t
2 , tQ.. (1.3)
For refinements of (1.2) and (1.3) we refer to Spitzer’s original paper [12]
and to two papers by Le Gall [7, 8]. For refinements of (1.1) and for
extensions to the riemannian manifold case we refer to [4, 5].
It is difficult to analyze the asymptotic behaviour of the heat flow in the
Rauch–Taylor model of crushed ice since it involves two limits: nQ. and
tQ 0 or tQ.. Nevertheless, their result suggests that the behaviour of
EK(t) as tQ 0 may be very different from (1.1) if K consists of many small
balls.
In this paper we consider the case where K is an infinite union of closed
balls. We obtain geometrical conditions on K which guarantee surface
domination of the heat flow (1.1). In a forthcoming paper [2] we give
some examples where these conditions are not satisfied, and where
anomalous non-surface effects dominate.
Let K be a closed set in euclidean space Rm (m=2, 3,) with boundary
“K and let u: Rm0K×[0,.)Q R be the unique weak solution of
Du=
“u
“t
, x ¥ R0K, t > 0, (1.4)
with initial condition
u(x; 0)=0, x ¥ Rm0K, (1.5)
and with boundary condition
u(x; t)=1, x ¥ “K, t > 0. (1.6)
Define for t > 0 the heat content of Rm0K by
EK(t)=F
R
m0K
u(x; t) dx. (1.7)
Then u(x; t) represents the temperature at a point x ¥ Rm0K at time t,
when Rm0K has initial temperature 0, and “K is kept at temperature 1 for
all t > 0. We recover the results (1.1)–(1.3) if we replace u by 1−u in
(1.4)–(1.7). However, the formulation (1.4)–(1.7) is more convenient for the
sequel.
AREA VERSUS CAPACITY AND INDEPENDENCE 243
Let (B(t), t \ 0, Px, x ¥ Rm) be a brownian motion associated to −D+ ““t .
For x ¥ Rm0K we define the first hitting time of K by
TK=inf{s \ 0 : B(s) ¥K}. (1.8)
It is well known that the solution of (1.4)–(1.6) for a closed set K is given
by
u(x; t)=Px[TK [ t]. (1.9)
Moreover, if we denote the Wiener sausage associated to K by
WK(t)={x ¥ Rm : x=B(s)+k, 0 [ s [ t, k ¥K}, (1.10)
then for t \ 0,
Ex[|WK(t)|m]=|K|m+EK(t), (1.11)
where | |m denotes the m-dimensional Lebesgue measure, and Ex denotes the
expectation under Px.
In [6] it was shown that if “K is compact and of class C3 then
EK(t)=2p1/2A(“K) t1/2+2−1(m−1) 1F
“K
H(s) ds2 t+O(t3/2), tQ 0,
(1.12)
where A(“K) denotes, as before, the surface area of “K and H: “KQ R
denotes the mean curvature map if K is oriented with a smooth inward unit
normal vector field.
From now on we let K be the closure of a union of closed non-intersect-
ing balls with centres c1, c2, ... ¥ Rm and radii r1, r2, ..., respectively,
B(c; r)={x ¥ Rm : |c−x| [ r}, (1.13)
B=0
.
i=1
B(ci; ri), (1.14)
K=B¯, (1.15)
where B¯ denotes the closure of B in Rm.
We make the following hypotheses on B and on K,
B(ci; ri) 5 B(cj; rj)=f, i ] j, (H1)
C(K0B)=0, (H2)
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where C( ) denotes the newtonian capacity if m=3, 4, ... or the logarithmic
capacity if m=2. Hypothesis (H2) guarantees that the non-trivial limit
points of B do not contribute to the heat content EK(t). Furthermore we
assume that the balls in B have strictly positive radii, and that they are
labeled such that
r1 \ r2 \ · · · > 0. (H3)
Throughout the paper we assume that “B has finite area,
A(“B)=mwm C
.
i=1
rm−1i <., (H4)
where wm is the volume of a ball with radius 1. However, in the main result
of the paper (Theorem 1.1) we make a stronger hypothesis:
If m \ 3 then C
.
i=1
rm−2i <..
If m=2 then C
.
i=1
1 log 2r1
ri
2−1 <.. (H5)
It is clear that (H5) implies (H4) for if m \ 3 then
A(“B) [ mwmr1 C
.
i=1
rm−2i , (1.16)
and if m=2 then
A(“B) [ 4pr1 C
.
i=1
1 log 2r1
ri
2−1. (1.17)
Finally we will also obtain results for the case where (H1) is being replaced
by a stronger hypothesis:
There exists a ¥ (1, 2] such that B(ci; ari) 5 B(cj; arj)=f, i ] j.
(H6)
Our main result is the following.
Theorem 1.1. Suppose K satisfies (H1), (H2), (H3), and (H5). Then
EK(t)=2p−1/2A(“B) t1/2+o(t1/2), tQ 0. (1.18)
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Suppose K satisfies (H2), (H3), (H5), and (H6). If m \ 3 then
EK(t)=2p−1/2A(“B) t1/2+O(t), tQ 0, (1.19)
and if m=2 then
EK(t)=2p−1/2A(“B) t1/2+O 1 t log 1t 2 , tQ 0. (1.20)
It is well known (see, for example, Theorem 5.1.13 in [1]), that (H2)
implies that the (m−1)-dimensional Haussdorff measure of “(K0B) is
equal to 0,
A(“(K0B))=0, (1.21)
and hence
A(“K)=A(“B), (1.22)
|K0B|m=0. (1.23)
Formula (1.12) suggests that the remainder O(t) in (1.19) is best possible.
In Theorem 4.2 we will show that this is indeed the case. Indeed, condition
(H6) guarantees that each ball in B heats up its own neighbourhood almost
independently from the other balls inB. Condition (H5) guarantees that there
are not too many small balls, and that the phenomenon of solidification
or trapping of a brownian motion does not occur.
The following shows that (H5) is not necessary if the small balls in B and
their neighbourhood occupy a relatively small volume.
Theorem 1.2. Suppose that K satisfies (H1), (H3), (H4), and that
limiQ. ci=c. Suppose there exists a decreasing sequence (rJ) of positive real
numbers such that for all J ¥N
0
i > J
B(ci; ri) … B(c; rJ), (1.24)
and that
lim
JQ.
r−1J+1r
m
J=0. (1.25)
Then
EK(t)=2p−1/2A(“B) t1/2+o(t1/2), tQ 0. (1.26)
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We also wish to consider situations where the small balls accumulate to a
limit set with positive capacity. In order to avoid additional contributions
from K0B to the heat content EK(t), we let
H±={(x1, x2, ..., xm) ¥ Rm : x1 Z 0}, (1.27)
N=“H+=“H−, (1.28)
and make the following hypothesis:
B …H+, K0B …N. (H7)
Condition (H7) guarantees that B is a relatively closed subset of H+.
Let v: H+0B×[0,.)Q R be the unique weak solution of
Dv=
“v
“t
, x ¥H+0B, t > 0, (1.29)
with initial condition
v(x; 0)=0, x ¥H+0B, (1.30)
and with boundary conditions
v(x; t)=1, x ¥ “B, t > 0, (1.31)
“v
“x1
(x; t)=0, x ¥N, t > 0. (1.32)
We define the heat content of H+0B by
E˜B(t)=F
H+0B
v(x; t) dx. (1.33)
Theorem 1.3. Suppose K satisfies (H1), (H3), (H5), and (H7). Then
E˜B(t)=2p−1/2A(“B) t1/2+o(t1/2), tQ 0. (1.34)
Suppose K also satisfies:
There exists a ¥ (1, 2] such that B(ci; ari) 5 B(cj; arj)=f
i ] j, and B(ci; ari) …H+, for all i. (1.35)
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If m=3, 4, ... then
E˜B(t)=2p−1/2A(“B) t1/2+O(t), tQ 0, (1.36)
and if m=2 then
E˜B(t)=2p−1/2A(“B) t1/2+O 1 t log 1t 2 , tQ 0. (1.37)
Comparing Theorems 1.1 and 1.3 we conclude that the effect of the
insulating Neumann boundary N in Theorem 1.3 is small. We also note
that condition (H5) appears in the asymptotic analysis of the iterated
resolvent of theDirichlet laplacian on a region withmany small obstacles [9].
The remainder of this paper is organized as follows. In Section 2 we
prove Theorems 1.1 and 1.3, respectively. In Section 3 we prove Theorem 1.2
and in Section 4 we prove Theorem 4.2. We show in Example 4.3 that
Theorem 1.2 and its proof may yield a remainder estimate which improves
the o(t1/2) in (1.26).
2. PROOFS OF THEOREMS 1.1, 1.3
The proofs of Theorems 1.1–1.3 rely on bounds for the heat flow from a
ball B(0; a) in Rm. These bounds need to be uniform in t, and in the
radius a. Define Ea(t) by
Ea(t)=EB(0; a)(t). (2.1)
It follows from the scaling properties of the heat equation that
Ea(t)=amE1(t/a2), t > 0, (2.2)
and it suffices to obtain uniform bounds for E1(t).
Lemma 2.1. For m \ 3 and t > 0,
E1(t) [ 2p−1/2mwmt1/2+2(m−1) pm/2(C(m/2))−1 t. (2.3)
Proof. For a non-empty, compact set K in Rm (m \ 3) we have by (2.8)
in [12] (see also [8, p. 392]) that
EK(t)=C(K) t+F
R
m0K
Px[TK [ t] Px[TK <.] dx, (2.4)
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where C(K) is, as before, the newtonian capacity of K. In the special case
where K=B(0; 1) we have by [10, Proposition 1.6, Chap. 3] that
Px[TB(0; 1) <.]=|x|2−m, |x| \ 1. (2.5)
To obtain a bound for Px[TB(0; 1) [ t] we note that this probability depends
on |x| and t only. Let x=(|x|, 0, ..., 0), and let P be the plane P={x ¥ Rm :
x1=1}. Then
Px[TB(0; 1) [ t] [ Px[TP [ t]=(pt)−1/2 F
.
|x|−1
e−q
2/(4t) dq, (2.6)
since the right hand side equals the probability that the maximum of a one-
dimensional brownian motion on R starting at 0 will be larger than |x|−1.
Combining (2.5) and (2.6) we obtain
F
R
m0B(0; 1)
Px[TB(0, 1) [ t] Px[TB(0, 1) <.] dx
[ mwm(pt)−1/2 F
.
1
dr r F.
r−1
e−q
2/(4t) dq
=2p−1/2mwmt1/2+2pm/2(C(m/2))−1 t, (2.7)
The lemma follows from (2.4), (2.7), and the fact that
C(B(0; 1))=4pm/2(C((m−2)/2))−1. (2.8)
Lemma 2.2. For m=2 and t > 0
E1(t) [ 4p1/2t1/2+2pt. (2.9)
Moreover, for t \ 2
E1(t) [ 4pe2
t
log t
. (2.10)
Proof. For m=2 we have by (2.6)
F
R
20B(0; 1)
Px[TB(0; 1) [ t] dx [ 2p(pt)−1/2 F
.
1
dr F.
r−1
e−q
2/(4t) dq
=4p1/2t1/2+2pt, (2.11)
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which proves (2.9). To prove inequality (2.10) we note that for l > 0
F.
0
E1(t) e−tl dt=2pl−3/2
K1(l1/2)
K0(l1/2)
, (2.12)
where
K0(z)=F
.
0
e−z cosh q dq, (2.13)
K1(z)=z F
.
0
e−z cosh q(sinh q)2 dq. (2.14)
See, for example, [12, p. 117]. Since E1(t) is increasing in t we have for all
l > 0,
E1(l−1) F
.
l
−1
e−tl dt [ 2pl−3/2
K1(l1/2)
K0(l1/2)
. (2.15)
Hence, for l > 0
E1(l−1) [ 2pe l−1/2
K1(l1/2)
K0(l1/2)
, (2.16)
and so for l=t−1 we obtain
E1(t) [ 2pe t1/2
K1(t−1/2)
K0(t−1/2)
. (2.17)
For 0 < z [ 1 we obtain by (2.13)
K0(z) \ F
.
0
e−ze
q
dq=F.
z
e−qq−1 dq
\ F 1
z
e−qq−1 dq \ e−1 log
1
z
. (2.18)
On the other hand, by (2.14)
K1(z) [ z F
.
0
e−z cosh q(cosh q)(sinh q) dq
=z F.
1
e−zqq dq [ z−1. (2.19)
Substitution of z=t−1/2 in (2.18), (2.19), yields (2.10) by (2.17).
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Below we recall a version of the principle of not feeling the boundary
[3, Lemma 6.3].
Lemma 2.3. Let K be a closed set in Rm, and let x ¥ Rm0K. Then the
solution of (1.4)–(1.6) satisfies for all t > 0
u(x; t) [ 21+
m
2 e−d(x, K)
2/(8t), (2.20)
where
d(x, K)=min{|x−y| : y ¥K}. (2.21)
Proof. By (1.9), and by Levy’s maximal inequality [10, Lemma 1.2,
Chap. 1]
u(x; t)=Px[TK [ t]
[ Px[max
0 [ s [ t
|B(s)−x| \ d(x, K)]
=P0[max
0 [ s [ t
|B(s)| \ d(x, K)]
[ 2P0[|B(t)| \ d(x, K)]. (2.22)
Hence
u(x; t) [ 2(4pt)−m/2 F
{y ¥ Rm: |y| \ d(x, K)}
e−|y|
2/(4t) dy
[ 2(4pt)−m/2 e−d(x, K)
2/(8t) F
R
m
e−|y|
2/(8t) dy
=21+
m
2 e−d(x, K)
2/(8t). (2.23)
We will use Lemma 2.3 in the proof of the following.
Lemma 2.4. Let m \ 2, a > 0. Then
F
B(0; a)
Px[TRm0B(0; a) [ t] dx [ 2 (m+5)/2p (m+1)/2(C(m/2))−1 am−1t1/2.
(2.24)
Proof. By (2.20)
F
B(0; a)
Px[TRm0B(0; a) [ t] dx [ 2 (m+4)/2pm/2(C(m/2))−1 F
a
0
rm−1e−(r−a)
2/(8t) dr
[ 2 (m+4)/2pm/2(C(m/2))−1 am−1 F a
0
e−(r−a)
2/(8t) dr
[ 2 (m+5)/2p (m+1)/2(C(m/2))−1 am−1t1/2. (2.25)
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The following lemma gives a pointwise lower bound for the solution of
(1.4)–(1.6) near a ball.
Lemma 2.5. For m \ 2, |x| \ a > 0, t > 0,
Px[TB(0; a) [ t] \ (pt)−1/2 F
.
|x|−a
e−q
2/(4t) dq
−
4(m−1) t1/2
p1/2a
e−(|x|−a)
2/(4t)−29/2t/(ea2). (2.26)
The proof of this lemma follows directly from Lemma 6.6 in [3].
We are now in a position to find a lower bound for the heat content in
an annular neighbourhood of B(0; a).
Lemma 2.6. For m \ 2, 2a \ b > a > 0, t > 0,
F
{x: a < |x| [ b}
Px[TB(0; a) [ t] dx
\ 2p−1/2mwmam−1t1/2(1−e−(b−a)
2/(4t))−7m2wmam−2t. (2.27)
Proof. By Lemma 2.5
F
{x: a < |x| [ b}
Px[TB(0; a) [ t] dx
\ mwmam−1 F
b
a
dr 3(pt)−1/2 F.
r−a
e−q
2/(4t) dq
−
4(m−1) t1/2
p1/2a
e−(r−a)
2/(4t)−29/2t/(ea2)4
\ mwmam−1 F
.
a
dr(pt)−1/2 F.
r−a
e−q
2/(4t) dq
−mwmam−1(pt)−1/2 F
.
b−a
dr F.
r
e−q
2/(4t) dq−4(m−1) mwmam−2
×p−1/2t1/2 F.
a
dr e−(r−a)
2/(4t)−29/2e−1mwm(b−a) am−3t
\ 2p−1/2mwmam−1t1/2(1−e−(b−a)
2/(4t))−7m2wmam−2t. (2.28)
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Proof of Theorem 1.1. Condition (H2) implies that
TK=TB a.s., x ¥ Rm0K. (2.29)
Hence by (1.9) and (2.29),
EK(t)=F
R
m0K
Px[TB [ t] dx. (2.30)
By (1.23) and (2.30),
EK(t)=F
R
m0B
Px[TB [ t] dx. (2.31)
To prove the upper bounds in Theorem 1.1 we have
EK(t) [ F
R
m0B
C
.
i=1
Px[TB(ci ; ri) [ t] dx
=C
.
i=1
F
R
m0B
Px[TB(ci ; ri) [ t] dx
[ C
.
i=1
F
R
m0B(ci ; ri)
Px[TB(ci ; ri) [ t] dx
=C
.
i=1
Eri (t), (2.32)
by subadditivity of P, Fubini–Tonelli, and by positivity of P, respectively.
By (2.2), (2.3), and (2.32) we have for m=3, 4, ...
EK(t) [ 2p−1/2A(“K) t1/2+2(m−1) pm/2(C(m/2))−1 t C
.
i=1
rm−2i . (2.33)
This proves the upper bounds in (1.18) and (1.19) for m=3, 4, ... .
To prove the upper bounds in (1.18) and (1.20) for m=2 we have by
(2.32), (2.2), (2.9), (2.10),
EK(t) [ C
{i: t < 2r2i }
Eri (t)+ C
{i: t \ 2r2i }
Eri (t)
[ C
{i: t < 2r2i }
{4p1/2rit1/2+2pt}+ C
{i: t \ 2r2i }
4pe2t 1 log t
r2i
2−1
[ 2p−1/2A(“K) t1/2+2pt#{i ¥N : t < 2r2i }
+ C
{i: t \ 2r2i }
4pe2t 1 log t
r2i
2−1. (2.34)
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To estimate the sums in (2.34) we denote the sum in (H5) for m=2 by L.
Since (ri) is monotonically decreasing we have that
ri [ 2r1e−i/L. (2.35)
By (2.35) we have for t [ r21,
#{i ¥N : t < 2r2i } [ #{i ¥N : t < 8r21e2i/L} [ 2−1L log
8r21
t
. (2.36)
To estimate the third term in the right hand side of (2.34) we write
C
{i: t \ 2r2i }
1 log t
r2i
2−1=1 log 4r21
t
2 C
{i: t \ 2r2i }
1 log t
r2i
2−1 1 log 4r21
r2i
2−1
+ C
{i: t \ 2r2i }
1 log 4r21
r2i
2−1
[ 1 log 4r21
t
2 C
{i: t \ 2r2i }
(log 2)−1 1 log 4r21
r2i
2−1+L
[ 11+log 4r21
t
2 L. (2.37)
The upper bounds in (1.18), (1.20) for m=2 follow from (2.34), (2.36), and
(2.37).
To prove the lower bounds in Theorem 1.1 we use (H1), and let (bi) be a
sequence of strictly positive real numbers such that bi [ ri, and
B(ci; ri+bi) 5 B(cj; rj+bj)=f, i ] j, (2.38)
and let Si be the annulus
Si=B(ci; ri+bi)0B(ci; ri). (2.39)
Then all annuli are disjoint. By (2.31), positivity and monotonicity,
EK(t) \ C
.
i=1
F
Si
Px[TB [ t] dx
\ C
.
i=1
F
Si
Px[TB(xi ; ri) [ t] dx. (2.40)
254 M. VAN DEN BERG
For m=3, 4, ... we have by (2.40) and Lemma 2.6
EK(t) \ 2p−1/2A(“K) t1/2−2p−1/2mwmt1/2 C
.
i=1
rm−1i e
−b2i /(4t)−7m2wmt C
.
i=1
rm−2i .
(2.41)
By Lebesgue’s dominated convergence theorem
lim
tQ 0
C
.
i=1
rm−1i e
−b2i /(4t)=0, (2.42)
and the lower bound in (1.18) follows from (2.41) and (2.42).
To prove the lower bound in (1.19) (for m=3, 4, ...) we note that, by
(H6), we can choose
bi=(a−1) ri, i ¥N. (2.43)
Since e−x [ x−1/2, x > 0, we have that
C
.
i=1
rm−1i e
−b2i /(4t) [ 2(a−1)−1 t1/2 C
.
i=1
rm−2i , (2.44)
and the lower bound in (1.18) follows from (2.42) and (2.44).
To prove the lower bound in (1.18) (for m=2) we use a truncation
argument. Let N ¥N and define
BN=0
N
i=1
B(ci; ri). (2.45)
By (2.31) and (2.45)
EK(t) \ F
R
20B
Px[TBN [ t] dx
=F
R
20BN
Px[TBN [ t] dx− C
.
i=N+1
F
B(ci ; ri)
Px[TBN [ t] dx
\ C
N
i=1
F
Si
Px[TBN [ t] dx− C
.
i=N+1
F
B(ci ; ri)
Px[TR20B(ci ; ri) [ t] dx
\ C
N
i=1
F
Si
Px[TB(ci ; ri) [ t] dx− C
.
i=N+1
F
B(ci ; ri)
Px[TR20B(ci ; ri) [ t] dx,
(2.46)
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since for i \N+1,
BN … R20B(ci; ri). (2.47)
The second term in the right hand side of (2.46) is bounded with
Lemma 2.4:
C
.
i=N+1
F
B(ci ; ri)
Px[TR20B(ci ; ri) [ t] dx [ 2
7/2p3/2t1/2 C
.
i=N+1
ri. (2.48)
The first term in the right hand side of (2.46) is bounded from below with
Lemma 2.6:
C
N
i=1
F
Si
Px[TB(ci ; ri) [ t] dx \ 4p
1/2t1/2 C
N
i=1
ri(1−e−b
2
i /(4t))−28pNt
\ 2p−1/2A(“K) t1/2−4p1/2t1/2 C
N
i=1
rie−b
2
i /(4t)
−4p1/2t1/2 C
.
i=N+1
ri−28pNt. (2.49)
By (2.35), (2.46), (2.48), and (2.49)
EK(t) \ 2p−1/2A(“K) t1/2−4p1/2t1/2 C
N
i=1
rie−b
2
i /(4t)
−(8p1/2+29/2p3/2) t1/2r1Le−N/L−28pNt. (2.50)
For t [ r21 we choose
N=5L log 4r21
t
6 , (2.51)
where [ ] denotes the integer part. Then
e−N/L [ t/(2r21). (2.52)
Combining (2.50), (2.51), and (2.52) we obtain for t [ r21
EK(t) \ 2p−1/2A(“K) t1/2−4p1/2t1/2 C
.
i=1
rie−b
2
i /(4t)
−(4p1/2+27/2p3/2) r−11 Lt
3/2−28pLt log
4r21
t
. (2.53)
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By Lebesgue’s dominated convergence theorem
lim
tQ 0
C
.
i=1
rie−b
2
i /(4t)=0, (2.54)
and the lower bound in (1.18) (for m=2) follows from (2.53) and (2.54).
To prove the lower bound in (1.20) we choose bi as in (2.43). By (2.51)
C
N
i=1
rie−b
2
i /(4t) [ 2(a−1)−1Nt1/2 [ 2(a−1)−1 Lt1/2 log
4r21
t
, (2.55)
and the lower bound in (1.20) follows by (2.50), (2.51), (2.52), and (2.55).
This completes the proof of Theorem 1.1.
Proof of Theorem 1.3. For any set A …H+ we define A˜ by
A˜={x ¥H− : (−x1, x2, ..., xm) ¥ A}. (2.56)
By (H7), B 2 B˜ is a relatively closed subset of Rm0N. Invoking the
reflection principle we obtain that the solution of (1.29)–(1.32) is given by
v(x; t)=Px[TB 2 B˜ [ t]. (2.57)
Hence, by symmetry
E˜B(t)=
1
2 F
R
m0(B 2 B˜)
Px[TB 2 B˜ [ t] dx. (2.58)
Since B 2 B˜ is a collection of disjoint closed balls which satisfies the various
hypotheses in Theorem 1.1, we can follow the proof of Theorem 1.1
from (2.31) onwards.
3. PROOF OF THEOREM 1.2
Let J ¥N be arbitrary. By (1.24), B … BJ 2 B(c; rJ). Since BJ 2 B(c; rJ)
is closed, K … BJ 2 B(c; rJ). By monotonicity, and subadditivity
Px[TK [ t] [ C
J
i=1
Px[TB(ci ; ri) [ t]+Px[TB(c; rJ) [ t]. (3.1)
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Moreover,
F
R
m0K
C
J
i=1
Px[TB(ci ; ri) [ t] dx [ C
J
i=1
Eri (t), (3.2)
F
R
m0K
Px[TB(c; rJ) [ t] dx [ ErJ (t)+|B(c; rJ)|m. (3.3)
By Lemma 2.1 we obtain
EK(t) [ 2p−1/2A(“B) t1/2+C1 3 t CJ
i=1
rm−2i +tr
m−2
J +r
m
J+t
1/2rm−1J 4 ,
(3.4)
for some constant C1 depending on m only. Note that
t1/2rm−1J [ trm−2J +rmJ . (3.5)
It follows from (1.25) that
rm−2J [ C2, (3.6)
where C2=r
m−2
1 . Putting (3.4)–(3.6) together we obtain
EK(t) [ 2p−1/2A(“B) t1/2+C1 3 t CJ
i=1
rm−2i +2r
m
J
4+2C2t (3.7)
Let e > 0 be arbitrary. By (1.25) and (H4) there exists Je ¥N such that
rmJ−1 C
J
i=1
rm−2i [ er2m−21 , J \ Je. (3.8)
Let
t [ e−1(rJe−1)
2m r2−2m1 . (3.9)
Then there exists a J \ Je such that
rmJ−1 \ (et)1/2 rm−11 \ rmJ . (3.10)
Hence for all t satisfying (3.9) we have by (3.8) and (3.10),
t C
J
i=1
rm−2i [ et(rJ−1)−m r2m−21 [ (et)1/2 rm−11 . (3.11)
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By (3.7), (3.10), and (3.11)
EK(t) [ 2p−1/2A(“B) t1/2+3C1(et)1/2 rm−11 +2C2t. (3.12)
Hence
lim sup
tQ 0
t−1/2EK(t) [ 2p−1/2A(“B)+3C1e1/2rm−11 . (3.13)
Since e > 0 was arbitrary
lim sup
tQ 0
t−1/2EK(t) [ 2p−1/2A(“B). (3.14)
To prove the lower bound we let J ¥N be arbitrary, and let BJ as in
(2.45). By (2.40) and Lemma 2.6
EK(t) \ C
J
i=1
F
Si
Px[TB(ci ; ri) [ t] dx
\ 2p−1/2A(“BJ) t1/2−2p−1/2mwmt1/2 C
J
i=1
rm−1i e
−b2i /(4t)
−7m2wmt C
J
i=1
rm−2i . (3.15)
Hence
lim inf
tQ 0
t−1/2EK(t) \ 2p−1/2A(“BJ). (3.16)
Since J ¥N was arbitrary
lim inf
tQ 0
t−1/2EK(t) \ 2p−1/2A(“B), (3.17)
and Theorem 1.2 follows from (3.14) and (3.17).
4. SHARP REMAINDER ESTIMATES
Before we show that the remainder O(t) in (1.19) is best possible, we
prove the following.
Theorem 4.1. Suppose K satisfies (H3) and (H5) and suppose there
exists a d > 0 such that
|ci−cj | \ d+ri+rj, i ] j. (4.1)
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If m \ 3, then
C
.
i=1
Eri (t)−2
(3m+6)/2mwm 11+2r1
d
2 C.
i=1
rm−2i te
−d2/(128t) [ EK(t) [ C
.
i=1
Eri (t).
(4.2)
If m=2, then
C
.
i=1
Eri (t)(1−16e
−d2/(128t)) [ EK(t) [ C
.
i=1
Eri (t). (4.3)
Proof. It follows from (4.1) that K=B. Hence (H2) is satisfied. By
(2.32)
EK(t) [ C
.
i=1
Eri (t). (4.4)
By (2.40)
EK(t) \ C
.
i=1
F
B(ci ; ri+d2)0B(ci ; ri)
Px[TB(ci ; ri) [ t] dx
=C
.
i=1
Eri (t)− C
.
i=1
F
R
m0B(0; ri+d2)
Px[TB(0; ri) [ t] dx. (4.5)
First suppose m \ 3. Let a > 0 be fixed. Then by the strong Markov
property and by Lemma 2.3
Px[TB(0; a) [ t] [ Px[TB(0; a+|x|
2
) [ t] sup
y ¥ “B(0; a+|x|
2
)
Py[TB(0; a) <.]
[ 21+
m
2 e−(|x|−a)
2/(32t) 1 2a
a+|x|
2m−2. (4.6)
Hence by (4.6)
F
R
m0B(0; a+d
2
)
Px[TB(0; a) [ t] dx
[ 21+
m
2mwm F
.
a+d
2
e−(r−a)
2/(32t) 1 2a
a+r
2m−2 rm−1 dr
[ 21+
m
2mwm F
.
d
2
e−r
2/(32t)(2a)m−2 11+2a
d
2 r dr
=2 (3m+6)/2mwmam−2 11+2a
d
2 te−d2/(128t), (4.7)
and the lower bound in (4.2) follows from (4.5) and (4.7).
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Next suppose m=2. Let a > 0 be fixed. Then by the strong Markov
property
Px[TB(0; a) [ t] [ Px[TB(0; a+|x|
2
) [ t] sup
y ¥ “B(0; a+|x|
2
)
Py[TB(0; a) [ t]
[ 4e−(|x|−a)
2/(32t)Px˜[TB(0; a) [ t], (4.8)
where x˜ is such that |x˜|=(a+|x|)/2. Since |x|−a > d/2 on the set
R20(0; a+d2) we have that
F
R
20B(0; a+d
2
)
Px[TB(0; a) [ t] dx [ 4e−d
2/(128t) F
R
20B(0; a)
Px˜[TB(0; a) [ t] dx
[ 16e−d
2/(128t)Ea(t). (4.9)
The lower bound in (4.3) follows from (4.5) and (4.9).
The following shows that the remainder O(t) in (1.19) is best possible.
Theorem 4.2. Suppose K satisfies (H3), (H5), and (4.1).
If m=3 and
C
.
i=1
ri <. (4.10)
then for tQ 0
EK(t)=2p−1/2A(“B) t1/2+2−1(m−1) 1F
“B
H(s) ds2 t+O(te−d2/(128t)).
(4.11)
If m \ 4 and
C
.
i=1
rm−3i <. (4.12)
then for tQ 0
EK(t)=2p−1/2A(“B) t1/2+2−1(m−1) 1F
“B
H(s) ds2 t+O(t3/2) (4.13)
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Note that
F
“B
H(s) ds=mwm C
.
i=1
rm−2i . (4.14)
Proof. It is well known that for a ball in R3
Px[TB(0; a) [ t]=
a(|x|−a)
|x|
F t
0
(4ps3)−1/2 e−(|x|−a)
2/(4s) ds. (4.15)
See Theorem 3.5 in [13]. Hence
F
R
30B(0; a)
dx Px[TB(0; a) [ t]=8p1/2a2t1/2+4pat. (4.16)
Let m=3 then by (4.14) and (4.16)
C
.
i=1
Eri (t)=8p
1/2 C
.
i=1
r2i t
1/2+4p C
.
i=1
rit
=2p−1/2A(“B) t1/2+1F
“B
H(s) ds2 t. (4.17)
Formula (4.11) follows from Theorem 4.1 and (4.17).
Let m \ 4. By (1.12), and by continuity of E1(t), there exists a constant
C1 such that
|E1(t)−2p−1/2mwmt1/2−2−1(m−1) mwmt| [ C1t3/2, 0 [ t [ 1.
(4.18)
On the other hand we have by Lemma 2.1,
|E1(t)−2p−1/2mwmt1/2−2−1(m−1) mwmt|
[ E1(t)+2p−1/2mwmt1/2+2−1(m−1) mwmt
[ 4p−1/2mwmt1/2+32 (m−1) mwmt
[ (4p−1/2+32 (m−1)) mwmt
3/2, t \ 1. (4.19)
Hence, by (4.18), (4.19), and (2.2) there exists a constant C2 depending only
on m such that for all a > 0, t > 0,
|Ea(t)−2p−1/2mwmam−1t1/2−2−1(m−1) mwmam−2t| [ C2am−3t3/2
(4.20)
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So, by the triangle inequality and (4.20)
: C.
i=1
Eri (t)−2p
−1/2A(“B) t1/2−2−1(m−1) 1F
“B
H(s) ds2 t :
[ C
.
i=1
|Eri (t)−2p
−1/2mwmr
m−1
i t
1/2−2−1(m−1) mwmr
m−2
i t|
[ C2 C
.
i=1
rm−3i t
3/2. (4.21)
Theorem 4.2 for m \ 4 follows from Theorem 4.1 and (4.21).
We note that Theorem 4.2 takes a special form for m=3. This is due to
identity (4.16). For m > 3 we have to control remainders of O(t3/2).
In the example below we show that in concrete cases, where Theorem 1.2
is applicable, it may be possible to obtain a non-trivial remainder estimate.
This estimate will in general depend in detail on the asymptotic behaviour
of ri and of ci as iQ..
Example 4.3. Let m=2 and define for j=1, 2, ...
cjk=j−be2pki/[j
c], k=1, 2, ..., [jc], (4.22)
where C is identified with R2. Let
B=0
.
j=1
0
[jc]
k=1
B(cjk; ajd), (4.23)
where b, c, d, and a are positive constants which satisfy
d > b+1, d > b+c, b >
d
2
, (4.24)
and
a < b2−b+1. (4.25)
Then all balls in B are disjoint, A(“B) <., K=B¯=B 2 {0} is compact,
and
EK(t)=2p−1/2A(“B) t1/2+O(t2b/(2b+c+1)), tQ 0. (4.26)
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Proof. We first show that the balls in B are disjoint. Consider two balls
with centres cjk and cj+1k, respectively. These balls have radii aj−d and
a(j+1)−d, respectively. Hence they are disjoint if
|cjk−cj+1k |=|j−b−(j+1)−b| > a(j−d+(j+1)−d). (4.27)
It follows from (4.24) that b > 1. Hence
| j−b−(j+1)−b| \ bj−1(j+1)−b \ b2−bj−b−1, (4.28)
and (4.27) follows from (4.24) and (4.25). Suppose there are at most three
balls with centres |cjk |=j−b. These balls have radii aj−d and are disjoint if
j−b sin
p
3
> aj−d. (4.29)
It follows from (4.24) and (4.25) that d \ b and a < 12 , and so (4.29) holds.
Next suppose there are at least four balls with centres |cjk |=j−b. Then
[jc] \ 4 and
|cjk−cjk+1 |=2j−b sin(p/[jc]) \ 4j−b− c > 2aj−d, (4.30)
by (4.24) and (4.25). Hence all balls in B are disjoint.
Next note that
A(“B)=C
.
j=1
C
[jc]
k=1
2paj−d < 2pa C
.
j=1
j−d+c. (4.31)
Since b > 1 we have by the second inequality in (4.24), d− c > b > 1. Hence
A(“B) <. by (4.31).
Finally, to prove the remainder estimate in (4.26) we choose the sequence
(rJ) as follows. For all integers L and J, L \ 2,
rJ=(L−1)−b, [1c]+· · ·+[(L−1)c] < J [ [1c]+· · ·+[Lc].
(4.32)
If we label the balls in B accordingly to (H3) then limiQ. ci=0, and (1.24)
holds with c=0. Moreover, for all L \ 2,
r−1J+1r
2
J=a
−1Ld(L−1)−2b, [1c]+· · ·+[(L−1)c] < J [ [1c]+· · ·+[Lc].
(4.33)
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Hence (1.25) follows from the third inequality in (4.24) and (4.33). Since
m=2 we obtain by (3.7) and (4.32)
EK(t) [ 2p−1/2A(“B) t1/2+C1(tJ+2r2J)+2C2t
[ 2p−1/2A(“B) t1/2+C1(t(L+1)1+c+2(L−1)−2b)+2C2t.
(4.34)
Minimizing the right hand side of (4.34) with respect to L we find that for
tQ 0
L£ t−1/(2b+c+1), (4.35)
and
EK(t) [ 2p1/2A(“B) t1/2+O(t2b/(2b+c+1)). (4.36)
It follows from (4.24) and (4.25) that there exists a ¥ (1, 2] such that the
annuli {Si} in (2.39) with bi=(a−1) ri are disjoint. Then (3.15) holds and
it follows by (3.15), (4.22) and (4.23) that there exists a constant C3 such
that
EK(t) \ 2p−1/2A(“B) t1/2−C3(t1/2L1+c−d+tL1+c). (4.37)
Maximizing the right hand side of (4.37) with respect to L we find that for
tQ 0
L£ t−1/(2d), (4.38)
and
EK(t) \ 2p−1/2A(“B) t1/2+O(t(2d− c−1)/(2d)). (4.39)
For all b, c, and d satisfying (4.24) we have that
1 > (2d− c−1)/(2d) > 2b/(2b+c+1) > 1/2, (4.40)
and (4.26) follows from (4.36), (4.39), and (4.40). The last inequality in
(4.40) shows that the remainder in (4.26) improves the o(t1/2) remainder
from Theorem 1.2.
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