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Abstract
We study the problem of finite entailment of ontology-
mediated queries. Going beyond local queries, we allow tran-
sitive closure over roles. We focus on ontologies formulated
in the description logics ALCOI and ALCOQ, extended
with transitive closure. For both logics, we show 2EXPTIME
upper bounds for finite entailment of unions of conjunctive
queries with transitive closure. We also provide a matching
lower bound by showing that finite entailment of conjunctive
queries with transitive closure in ALC is 2EXPTIME-hard.
1 Introduction
The use of ontologies to provide background knowledge
for enriching answers to queries posed to a database is a
major research topic in the fields of knowledge represen-
tation and reasoning. In this data-centric setting, various
options for the formalisms used to express ontologies and
queries exist, but popular choices are description logics
(DLs) and either unions of conjunctive queries (UCQs) or
navigational queries. The main reasoning problem in this
scenario is query entailment, which has been extensively in-
vestigated for different combinations of DLs and query lan-
guages. An important assumption in data-centric applica-
tions is that both database instances and the models they
represent are finite. The study of finite query entailment,
where one is interested in reasoning over finite models only,
is thus paramount. Even so, the finite model semantics has
received far less attention than the unrestricted one.
Prior work on finite query entailment in description
logics has concentrated on local queries, UCQs in particu-
lar (Rosati 2008; Iba´n˜ez-Garcı´a, Lutz, and Schneider 2014;
Amarilli and Benedikt 2015;
Gogacz, Iba´n˜ez-Garcı´a, and Murlak 2018;
Danielski and Kieronski 2019; Gogacz et al. 2019). The
single work studying extensions of UCQs (Rudolph 2016),
brings only undecidability results for navigational queries
and various expressive description logics. In contrast,
for unrestricted entailment a large body of literature is
available, providing multiple positive results for naviga-
tional queries and both expressive and lightweight DLs
(Calvanese, Eiter, and Ortiz 2014; Stefanoni et al. 2014;
Bienvenu, Ortiz, and Simkus 2015; Jung et al. 2017;
Gutie´rrez-Basulto, Iba´n˜ez-Garcı´a, and Jung 2018;
Gogacz et al. 2019; Bednarczyk and Rudolph 2019).
The lack of research on finite entailment of non-local
queries (e.g. variants of regular path queries) comes as
a surprise since, as noted in the above works, they are
necessary in data centric applications dealing with graph
databases.
In this paper, we close the distance to the undecidability
frontier for finite entailment delineated by Rudolph (2016)
by identifying some decidable classes of non-local ontology-
mediated queries. We focus on UCQs with transitive closure
over roles; from the viewpoint of DL applications, transitive
closure is arguably one of the most useful features of regu-
lar expressions over roles. As the ontology component, we
consider extensions of the DL ALC, allowing for transitive
closure of roles. The study of finite entailment is relevant
for this combination because, unlike for plain CQs, query
entailment of CQs with transitive closure is not finitely con-
trollable even for ALC, and thus finite and unrestricted en-
tailment do not coincide. As a consequence, dedicated algo-
rithmic methods and lower bounds need to be developed.
Our main finding is that finite entailment of UCQs
with transitive closure over ALCOI+ or ALCOQ+ knowl-
edge bases is 2EXPTIME-complete. As unrestricted en-
tailment of positive regular path queries is 2EXPTIME-
complete for both logics (Calvanese, Eiter, and Ortiz 2014;
Bednarczyk and Rudolph 2019), and the hardness already
holds for CQs and both ALCI and ALCO (Lutz 2008;
Ngo, Ortiz, and Simkus 2016), we have that the complexity
of our setting is the same over arbitrary and finite models.
As finite entailment of two-way regular path queries over
ALCIOF knowledge bases is undecidable (Rudolph 2016),
our results are quite close to the undecidability frontier.
While there exist positive results on finite en-
tailment in expressive DLs related to ALCOI+ or
ALCOQ+, they are all about local queries. For ex-
ample, the 2EXPTIME algorithms for finite entail-
ment of UCQs over SOI , SIF , and SOQ knowl-
edge bases (Gogacz, Iba´n˜ez-Garcı´a, and Murlak 2018;
Gogacz et al. 2019) are considerably easier to obtain due to
the relatively simple structure of transitive roles. For the
more expressive SHOIF , the problem becomes undecid-
able (Rudolph 2016). Indeed, to the best of our knowledge,
this paper offers the first positive results on finite entailment
of non-local queries in description logics.
In order to show our main result, we provide a series of
intermediate reductions allowing us to work with simpler
variants of the input logics and query formalisms. The re-
ductions apply to both logics, requiring sometimes concep-
tually different proofs for each of them. Our proofs encom-
pass different techniques. We use unravelling operations to
establish a tree-like model property, i.e. to show that if a
query is not entailed by a knowledge base, then there is a
tree-like counter-model. This in turn serves as the basis for
automata-based approaches to finite entailment. We also use
the coloured blocking principle to construct appropriate fi-
nite counter-models out of infinite tree-like counter-models.
2 Preliminaries
Description Logics
We consider a vocabulary consisting of countably infinite
disjoint sets of concept names NC, role names NR, and in-
dividual names NI. A role is a role name or an inverse
role r−. The (transitive-reflexive) closure of a role r is r∗.
(ALCOIQ9)+-concepts C,D are defined by the grammar
C,D ::= A | ¬C | C ⊓D | {a} | ∃s.C | (6 n s′ C)
where A ∈ NC, s is a role or the closure of a role, n ≥ 0
is a natural number given in binary, and s′ is a role name
or the closure of a role name. We will use (> n s′ C) as
abbreviation for ¬(6 n−1 s′ C), together with standard
abbreviations⊥, ⊤, C ⊔D, ∀s.C. Concepts of the form (6
n s′ C), (> n s′ C), and {a} are called at-most restrictions,
at-least restrictions, and nominals, respectively. Note that in
(ALCOIQ9)+-concepts, inverse roles are not allowed in at-
most and at-least restrictions.
An (ALCOIQ9)+-TBox T is a finite set of concept in-
clusions (CIs) C ⊑ D, where C,D are (ALCOIQ9)+-
concepts. An ABox A is a finite non-empty set of concept
and role assertions of the formA(a), r(a, b), r∗(a, b) where
A ∈ NC, r ∈ NR and {a, b} ⊆ NI. A knowledge base (KB)
is a pair K = (T ,A). We write CN(K), rol(K), nom(K),
and ind(K) for, respectively, the set of all concept names,
role names, nominals, and individuals occurring in K. The
counting threshold ofK is one plus the greatest number used
inK. We let ‖K‖ be the total size of the representation ofK.
Sublogics of (ALCOIQ9)+ are defined by forbidding any
subset of the following features: nominals (O), inverse roles
(I), counting (Q), and closure of roles (+); this is indi-
cated by dropping corresponding letter or decoration from
the name of the logic. The symbol 9 indicates restricted in-
teraction between inverse roles and counting restrictions, so
if either is forbidden, 9 is also dropped. The focus of this
paper is on the logics ALCOI+ and ALCOQ+, obtained by
forbidding counting and inverse roles, respectively. Other
sublogics of (ALCOIQ9)+, in particular (ALCIQ9)+, are
used to uniformize and share fragments of arguments.
Interpretations
The semantics is given as usual via interpretations I =
(∆I , ·I) consisting of a non-empty domain ∆I and an in-
terpretation function ·I mapping concept names to subsets
of the domain and role names to binary relations over the
domain. Further, we adopt the standard name assumption,
i.e., aI = a for all a ∈ NI. The interpretation of complex
concepts C is defined in the usual way (Baader et al. 2017).
An interpretation I is a model of a TBox T , written I |= T
if CI ⊆ DI for all CIs C ⊑ D ∈ T . It is a model of
an ABox A, written I |= A, if a ∈ AI for all A(a) ∈ A,
(a, b) ∈ rI for all r(a, b) ∈ A, and (a, b) ∈ (rI)∗ for all
r∗(a, b) ∈ A, where (rI)∗ is the usual transitive-reflexive
closure of the binary relation rI . Finally, I is a model of a
KB K = (T ,A), written I |= K, if I |= T and I |= A.
An interpretation I is finite if ∆I is finite. An interpre-
tation I ′ is a sub-interpretation of I, written as I ′ ⊆ I, if
∆I
′ ⊆ ∆I , AI′ ⊆ AI , and rI′ ⊆ rI for all A ∈ NC and
r ∈ NR. ForΣ ⊆ NC∪NR, I is aΣ-interpretation ifAI = ∅
and rI = ∅ for all A ∈ NC \ Σ and r ∈ NR \ Σ. The re-
striction of I to signature Σ is the maximalΣ-interpretation
I ′ with I ′ ⊆ I. The restriction of I to domain ∆, written
I ↾ ∆, is the maximal sub-interpretation of I with domain
∆. The union I∪J of I and J is an interpretation such that
∆I∪J = ∆I∪∆J ,AI∪J = AI∪AJ , and rI∪J = rI∪rJ
for all A ∈ NC and r ∈ NR.
A homomorphism from interpretation I to interpretation
J , written as h : I → J is a function h : ∆I → ∆J that
preserves roles, concepts, and individual names: that is, for
all r ∈ NR, (h(d), h(e)) ∈ rJ whenever (d, e) ∈ rI , for all
A ∈ NC, h(d) ∈ AJ whenever d ∈ AI , and h(a) = a for
all a ∈ ind(K).
Queries and Finite Entailment
Let NV be a countably infinite set of variables. An atom is
an expression of the form A(t), t = t′, r(t, t′), or r∗(t, t′)
with A ∈ NC, r ∈ NR, and t, t′ ∈ NV ∪ NI, referred to as
concept, equality, role, and transitive atoms, respectively. A
conjunctive query (with transitive atoms) is a set of atoms,
understood as the conjunction thereof. We write CQ+ for
conjunctive queries (with transitive atoms), and CQ for con-
junctive queries without transitive atoms. Let var(q) be the
set of variables occurring in the atoms of q ∈ CQ+. A match
for q in I is a function η : var(q) → ∆I such that I, η |= q
under the standard semantics of first-order logic, assuming
that the extension of r∗ is the reflexive-transitive closure of
the extension of r. An interpretation I satisfies q, written
I |= q, if there exists a match for q in I.
Fix p, q ∈ CQ+ and a function η : var(p)→ NV ∪ NI. Let
η(p) be obtained from p by substituting each x ∈ var(p)
with η(x). We call η a homomorphism if η(p) ⊆ q∗,
where q∗ is obtained by saturating q as follows for all r
and all s, s′ ∈ {r, r∗}: if {x= y, y= z} ⊆ q, add x= z, if
{s(x, y), y= y′} ⊆ q, add s(x, y′), if {s(x, y), x=x′} ⊆ q,
add s(x′, y), if {s(x, y), s′(y, z)} ⊆ q, add r∗(x, z). Let
I |= q. If there is a homomorphism from p to q, then I |= p.
If there is a homomorphism from I to J , then J |= q.
A union of conjunctive queries is a finite set of CQ+s. We
write UCQ+ for unions of conjunctive queries, and UCQ for
unions of conjunctive queries without transitive atoms. An
interpretation I satisfies Q ∈ UCQ+, written as I |= Q, if
I |= q for some q ∈ Q. A fragment of Q is a CQ+ formed
by a connected subset of atoms of some q ∈ Q. We let
‖Q‖ denote the number of all fragments of Q; note that it is
exponential in maxq∈Q |q|.
We say thatK finitely entailsQ, writtenK |=fin Q, if each
finite model of K satisfies Q. A model of K that does not
satisfy Q is a counter-model. The finite entailment problem
asks if a given KB K finitely entails a given queryQ.
We also consider finite entailment modulo types, which
allows more precise complexity bounds. A unary K-type is
a subset of CN(K) including either A or A¯ for each A ∈
CN(K). Let Tp(K) be the set of all unary K-types. For an
interpretation I and an element d ∈ ∆I , the unary K-type
of d in I is tpI(d) = {A ∈ CN(K) ∣∣ d ∈ AI}. We say that
I realizes a unaryK-type τ if τ = tpI(d) for some d ∈ ∆I .
For a KBK, a queryQ, and a set of unary typesΘ ⊆ Tp(K)
we write K |=Θ
fin
Q if for each finite interpretation I that
only realizes types from Θ, if I |= K then I |= Q. In this
context, a counter-model is a model of K that only realizes
types from Θ and does not satisfy Q.
Normal Form and Additional Assumptions
Without loss of generality, we assume throughout the paper
that all CIs are in one of the following normal forms:
⊓
i
Ai ⊑⊔
j
Bj , A ⊑ (6 n r B), A ⊑ (> n r B),
A ⊑ (6 n r∗ B), A ⊑ (> n r∗ B),
A ⊑ ∀r−.B, A ⊑ ∃r−.B, A ⊑ ∃(r−)∗.B,
whereA,Ai, B,Bj are concept names or nominals, r ∈ NR,
and empty disjunction and conjunction are equivalent to ⊥
and ⊤, respectively. In logics without counting, the number
n in at-most restrictions must be 0, and in at-least restric-
tions it must be 1. We also assume that for each concept
name A used in K there is a complementary concept name
A¯ axiomatized with CIs ⊤ ⊑ A ⊔ A¯ and A ⊓ A¯ ⊑ ⊥.
A concept name B ∈ CN(K) is relevant if K contains
a CI of the form A ⊑ (6 n r∗ B) with n > 0. We let
RCN(K) denote the set of relevant concept names in K. A
concept name B is relevant in I for d ∈ ∆I with respect
to r ∈ NR if d ∈ AI for some CI A ⊑ (6 n r∗ B) in K
with n > 0. We call K sticky if for each model I of K, each
r ∈ NR, and each d ∈ ∆I , all concept names relevant for d
with respect to r are also relevant (with respect to r) for each
r-successor of d. Stickiness of K can be assumed without
loss of generality: for each B ∈ RCN(K) and r ∈ rol(K)
introduce fresh concept namesBr and Br axiomatized with
⊤ ⊑ Br ⊔Br, Br ⊓Br ⊑ ⊥, Br ⊑ (6 0 r Br), Br ⊑ (6
N r∗ B), where N is the counting threshold in K, and add
A ⊑ Br for each CI A ⊑ (6 n r∗ B) in K.
A variable y is linking in q ∈ CQ+ if the only atoms
in q using y are r∗(x, y), r∗(y, z) for some x, z ∈ var(q).
In a match η for q, η(y) can be any node on a path from
η(x) to η(z). We call q normalized if in every atom over
r∗ at least one variable is linking, and for every two atoms
r∗(x, y), r∗(y, z)with y linking, exactly one of the variables
x and z is linking too. Each query can be normalized by first
eliminating all linking variables, and then subdividing each
r∗ atom into three r∗ atoms using two fresh linking vari-
ables. Without loss of generality we can assume that the
input UCQ+s consist of normalized connected CQ+s.
3 Plan of Attack
Our main technical contribution are the following results.
Theorem 1. Finite entailment of UCQ+s over ALCOI+ or
ALCOQ+ knowledge bases is 2EXPTIME-complete.
To prove upper bounds, we will show a series of reduc-
tions that will allow us to deal at the end with a base case
where the query is a plain UCQ and the knowledge base
is ‘single-role ABox-trivial’ either in ALCI+ or in ALCQ+
without at-most restrictions over closures of roles. These
reductions can be seen as different phases in our decision
procedure, each of them depending on the previous one.
I. We start by showing in Section 4 that one can eliminate
nominals from the input knowledge bases, i.e. roughly, that
one can reduce finite entailment of UCQ+s over ALCOI+
or ALCOQ+ KBs to ALCI+ or ALCQ+ KBs, respectively.
We further show that the input ABox can be assumed to be
‘trivial’ in the sense that it contains no role assertions and
that only one individual name occurs in it.
II. In Section 5 we show that the variants obtained in
Step I above can be further reduced to the case where the
knowledge base contains a single role name. This is in
line with seeing ALCQ+ and ALCI+ as a fusion of log-
ics (Baader et al. 2002), where the interaction between dif-
ferent roles is limited. In a nutshell, we show that there exists
a finite counter-model if and only if there exists a tree-like
counter-model accepting a decomposition into components
interpreting a single role name.
III. In Section 6, assuming single-role ABox-trivialALCI+
orALCQ+ KBs, we eliminate transitive closure from queries
and from at-most restrictions. This step is the one requiring
the most technical effort. We will develop the notion of hy-
brid decompositions, which are tree decompositions that as-
sociate with each node arbitrarily large interpretations, but
have a certain more subtle parameter bounded. We will
observe special characteristics of these interpretations that
allow us to establish structural restrictions between neigh-
bouring nodes in the decomposition. Roughly, the key re-
sult will be that finite counter-models can be unravelled into
counter-models admitting a hybrid decomposition with the
above features. This tree-like model property will then be
the basis for automata-based approaches to finite entailment
in this setting.
IV. Section 7 provides a decision procedure for the base case
described above. We will rely again on tree unravelling and
automata-based techniques.
For the matching lower bound, we show the following.
Theorem 2. Finite entailment of CQ+s overALC knowledge
bases is 2EXPTIME-hard.
The proof is by reducing the word problem
of exponentially space bounded alternating Tur-
ing machines, which is known to be 2EXPTIME-
hard (Chandra, Kozen, and Stockmeyer 1981). The
encoding is a direct adaptation of the one used to show
that (arbitrary) entailment of CQs over SH knowledge
bases is 2EXPTIME-hard (Eiter et al. 2009), but use CQ+s to
compensate for the weaker logic.
4 Eliminating Nominals, Trivializing ABoxes
Finite entailment of a UCQ+ over an ALCOI+ or ALCOQ+
KB can be reduced to multiple instances of finite entailment
of UCQ+s over ALCI+ or ALCQ+ KBs, respectively, with
trivial ABoxes; the latter means that ABoxes mention only
one individual (with a fully specified unary type) and con-
tain no binary assertions. Concluding complexity bounds for
ALCOI+ or ALCOQ+ from bounds for ALCI+ or ALCQ+
requires precise estimations of the number of these instances
and their parameters. The key parameters are the size of the
KB, the number of CQ+s in the query, and their size.
Consider anALCOI+ orALCOQ+ KBK andQ ∈ UCQ+
with CQ+s of size at most m. Then, the reduction gives an
at most doubly exponential number of instances, with KBs
of size at most poly(‖K‖, N1+|RCN(K)|) and queries with
at most |Q| · (‖K‖ · N |RCN(K)|)O(m) CQ+s of size O(m).
Importantly, the reduction preserves the counting threshold
N and the set RCN(K) of relevant concept names.
Let us sketch the argument. Using routine one-step un-
ravelling one can show that forALCOI+ it suffices to search
for counter-models I that can be decomposed into domain-
disjoint interpretations I ↾ ind(K) and I1, . . . , In for some
n ≤ |K| · |ind(K)| with two kinds of additional edges: ar-
bitrary edges connecting elements from
⋃
i∆
Ii with ele-
ments from nom(K), and a single edge connecting a dis-
tinguished element di ∈ ∆Ii with a corresponding ele-
ment ei ∈ ind(K) for each i ≤ n. Iterating over possible
I ↾ ind(K), we check if there exist Ii that are compatible
with K, provide witnesses for elements from ind(K), and
avoid satisfying the query. The properties required for a sin-
gle Ii can be encoded as a finite entailment problem for a
modified KB whose ABox describes the unary type of di,
and a union of selected fragments of Q with some variables
substituted by elements of {di} ∪ nom(K). By representing
the existence of an r-edge to a ∈ nom(K) with a fresh con-
cept name A∃r.{a}, suitably axiomatized, we can eliminate
nominals from the KB and from the query.
For ALCOQ+, unravelling is made harder by at-most re-
strictions over closures of roles. We shall treat in a special
way all successors of elements from ind(K) that are affected
by such at-most restrictions. Let us call an r-successor e of
d ∈ ∆I directly r-relevant if e ∈ AI for someA relevant for
dwith respect to r, and let relIr (d) be the set of all r-relevant
successors of d; that is, the least set containing all directly r-
relevant successors of d and closed under directly r-relevant
successors. The key insight is that this set has bounded size.
Fact 1 (Gutie´rrez-Basulto, Iba´n˜ez-Garcı´a, and Jung 2018).
If N is the counting threshold in K and I |= K, then
|relIr (d)| ≤ N |RCN(K)| for all d ∈ ∆I and r ∈ rol(K).
In the argument for ALCOI+, we replace ind(K) with
ind(K) ∪
⋃{
relIr (a)
∣∣ r ∈ rol(K), a ∈ ind(K)} ,
and similarly for nom(K). Appendix A has full details.
In the following sections we shall focus on the decision
procedures for ALCI+ and ALCQ+, but to ensure that they
give 2EXPTIME upper bounds for ALCOI+ and ALCOQ+
when combined with the reductions above, we will need
more careful complexity analysis.
5 Eliminating Multiple Roles
Moving on with simplifications, we reduce finite entailment
of UCQ+s over ALCI+ or ALCQ+ KBs to the single-role
case. More precisely, we show how to solve one instance of
finite entailment by solving many instances of finite entail-
ment modulo types with single-role KBs.
LetK = (T ,A) be anALCI+ orALCQ+ KB,Q ∈ UCQ+
and m = maxq∈Q |q|. One can decide if K |=fin Q in
timeO
(
poly
(‖K‖, 2|CN(K)|·|Q|·4m)) using oracle calls to fi-
nite entailment modulo types with single-role KBs of size at
most poly(‖K‖, ‖Q‖), unions of at most |Q| ·2poly(m) CQ+s
of size O(m), and type sets of size at most 2|CN(K)|·|Q|·4m ;
the KBs inherit their counting threshold and set of relevant
concept names from K.
The argument again relies on unravelling, which allows
focusing on tree-like counter-models; that is, ones that can
be decomposed into multiple finite Σr-subinterpretations
with Σr = {r} ∪ CN(K) and r ∈ rol(K), called bags, ar-
ranged into a (possibly infinite) tree such that: (1) two bags
share a single element if they are neighbours, and are dis-
joint if they are not neighbours; (2) each element d occurs in
exactly one Σr-bag for each r ∈ rol(K) and some bag con-
taining d is the parent of all other bags containing d; (3) the
root bag satisfies A. A tree-like interpretation is a model of
K iff each Σr-bag is a model of the TBox Tr, collecting all
CIs from T that mention only role name r.
Evaluating Q over a tree-like interpretation I can be dis-
tributed over bags by means ofQ-labellings, which assign to
each element its (unary) Q-type, summarizing information
relevant for Q as a set of pairs (p, V ) where p is a fragment
of Q and ∅ 6=V ⊆ var(p). We shall think of a Q-labelling
as an extension I ′ of I to fresh concept names Ap,V . We
are interested in Q-labellings I ′ such that AI′q,V = ∅ for all
q ∈ Q and ∅ 6= V ⊆ var(q); we call them Q-refutations.
We call I ′ correct if e ∈ AI′p,V iff η(V ) = {e} for some
match η for p in I ′. We call I ′ consistent if each bag sat-
isfies the following: for each partition of a fragment p′ into
fragments p, p1, p2, . . . , pk with var(pi) ∩ var(pj) = ∅ for
i 6= j, Vi = var(pi) ∩ var(p), and ∅ 6= V ⊆ var(p), there is
no match η for p in the bag such that η(Vi) = {ei} ⊆ AI′pi,Vi
for all i but η(V ) = {e} 6⊆ AI′p′,V .
Lemma 1. The correctQ-labelling of I is aQ-refutation iff
I admits a consistent Q-refutation.
It remains to show how to find consistent Q-refutations
J such that J |= K and prove that they can be turned into
finite counter-models.
Consistent Q-refutations can be recognized by a tree au-
tomaton but there are two obstacles. First, bags are finite, but
arbitrarily large, so tree-like interpretations do not naturally
encode as finitely-labelled trees. Second, the information
that needs to be passed between bags is the unary type of the
shared element, and the unary type of the element shared
with the parent bag needs to be related with the set of unary
types of elements shared with child bags. As the number of
such types is 2CN(K)·|Q|·4
m
, this suggests a triply exponential
construction. Our response is to generalize automata to trees
over infinite alphabets and avoid representing the transition
relation explicitly.
Definition 1. A (Bu¨chi) automaton B = (Σ,Γ, S, I, F, δ)
consists of a node alphabet Σ, an edge alphabet Γ, a finite
set S of states, sets I, F ⊆ S of initial and accepting states,
and a transition function δ : S × Σ → 2(Γ×S)∗ mapping
state-letter pairs to sets of words over the alphabet Γ × S.
A run ρ of B on a tree T maps nodes of T to S such that
ρ(ε) ∈ I and for each node v with children v1, v2, . . . , vn,
(γ1, ρ(v1))(γ2, ρ(v2)) . . . (γn, ρ(vn)) ∈ δ(ρ(v), σ) ,
where γi is the label of the edge (v, vi) and σ is the label of
the node v. A tree T is accepted by B if for some run ρ, each
branch of T contains infinitely many nodes from ρ−1(F ).
All trees accepted by B form the set recognized by B.
Let us build an automaton BK,Q recognizing consistent
Q-refutations. Because the state space is finite, the au-
tomaton cannot compute which elements are shared between
bags: it must be given this information. We provide it by
marking in each bag the element shared with the parent bag
and displaying the shared element on the edge to the par-
ent. With that, the actual elements used in the bags do not
matter any more: the element on the edge between bags in-
dicates the element of the parent bag that should be identi-
fied with the marked element of the child bag. Let ∆ be a
countably infinite set. The node alphabet is the set of finite
Σr-interpretations for r ∈ rol(K) with domains contained in
∆, and the edge alphabet is ∆. States consist of r ∈ rol(K)
and a unary type τ that includes noAq,V with q ∈ Q. A state
(r, τ) is initial if τ ⊇ {A ∣∣ A(a) ∈ A}where {a} = ind(K).
All states are accepting. The transition function ensures that
the input tree represents a tree-like interpretation and that
each Σr-bag is a model of Tr and satisfies the consistency
condition.
Our automata are infinite objects, but in the oracle model
their emptiness can be tested in PTIME (see Appendix B).
Fact 2. There is a polynomial-time algorithm with an ora-
cle that, for each automaton B = (Σ,Γ, S, I, F, δ), accepts
input (S, I, F ) with oracle stepB iff B accepts some tree,
where stepB is the set of pairs (P, q) ∈ 2S × S such that
δ(q, σ) ∩ (P × Γ)∗ 6= ∅ for some σ ∈ Σ.
Deciding if
(
P, (r, τ)
) ∈ stepBK,Q reduces to a single in-
stance of finite entailment modulo types, for K′ = (Tr ,Aτ )
where Aτ encodes τ as a set of assertions on some dis-
tinguished individual, Q′ obtained, informally speaking, by
taking the union of all matches forbidden in the consistency
condition, and Θ′ =
{
τ
∣∣ ∀ r ∈ rol(K) (r, τ) ∈ P ∪ (r, τ)}.
Hence, applied to BK,Q, Fact 2 yields the desired bounds.
To get finite counter-models we use coloured blocking.
For d ∈ ∆I , the n-neighbourhood NIn (d) of d is the in-
terpretation obtained by restricting I to elements e ∈ ∆I
within distance n from d in I, enriched with a fresh con-
cept interpreted as {d}. A colouring of I with k colours is
an extension I ′ of I to k fresh concept names B1, . . . , Bk
such that BI
′
1 , . . . , B
I′
k is a partition of ∆
I′ = ∆I . We say
that d ∈ BI′i has colour Bi. We call I ′ n-proper if for each
d ∈ ∆I′ all elements of NI′n (d) have different colours.
Fact 3 (Gogacz, Iba´n˜ez-Garcı´a, and Murlak 2018). If I has
bounded degree, then for all n ≥ 0 there exists an n-proper
colouring I ′ of I with finitely many colours. Consider in-
terpretation J obtained from I ′ by redirecting some edges
such that the old target and the new target have isomorphic
n-neighbourhoods in I ′. Then, for each q ∈ CQ with at
most
√
n binary atoms, if I 6|= q, then J 6|= q.
From the proof of Fact 2 it also follows that if B accepts
some tree, then it also accepts a regular tree; that is, a tree
that has only finitely many non-isomorphic subtrees. Each
regular tree has bounded branching and uses only finitely
many different labels. Consequently, the tree-like counter-
model I corresponding to a regular tree accepted by BK,Q
uses finitely many different bags (up to isomorphism), which
means that their size is bounded by some k. Therefore, I
has bounded degree and, because Σr-bags are disjoint, the
length of simple directed r-paths in I is also bounded by k.
For ℓ = 2k, letQ(ℓ) be obtained fromQ by replacing each
transitive atom r∗(x, y) with the disjunction
x = y ∨ r(x, y) ∨
∨
1<i≤ℓ
ri(x, y) ,
where ri(x, y) expresses the existence of an r-path of length
i from x to y as r(x, z1) ∧ r(z1, z2) ∧ · · · ∧ r(zi−1, y) for
fresh variables z1, . . . , zi−1. Rewrite Q
(ℓ) as a UCQ and let
t be the maximal number of binary atoms in one CQ inQ(ℓ).
Fact 4. If each simple directed r-path in an interpretation
J has length at most ℓ, then J |= Q iff J |= Q(ℓ).
Fix n = t2 and let I ′ be an n-proper colouring of I.
On each infinite branch, select the first Σr-bag M such
that for some Σr-bag M′ higher on this branch, the n-
neighbourhood of the element e, shared by M and its par-
ent, is isomorphic to the n-neighbourhood of the element e′,
shared byM′ and its parent. The set of selected bags forms
a maximal antichain, and by Ko¨nig’s Lemma, it is finite. Let
F be the interpretation obtained by taking the union of all
strict ancestors of the selected bags, and for each element e
shared by a selected Σr-bag and its parent, redirect each r-
edge incident with e: instead of pointing at an r-neighbour
of e, it should point at the corresponding r-neighbour of e′.
If K is an ALCQ+ KB, redirect only outgoing r-edges, and
drop the incoming ones. Multiple nodes emay be attached to
the same bagM′ in this way, but they are only r-reachable
from each other via elements ofM′, so any simple r-path in
F has length bounded by 2k = ℓ. It is routine to check that
F |= K. By Fact 3, F 6|= Q(ℓ); by Fact 4, F 6|= Q. Thus, F
is a finite counter-model.
6 Eliminating Transitive Atoms
In this section we make the hardest step towards proving
our main result: we reduce finite entailment of UCQ+s to fi-
nite entailment of UCQs, for single-role ABox-trivial KBs
either in ALCI+ or in ALCQ+. Most of the argument is
not only shared for the two DLs, but works for their com-
mon extension (ALCIQ9)+. Thus, throughout this section
we let K = (T ,A) be a single-role (ALCIQ9)+ KB with
a trivial ABox. We also fix some Q ∈ UCQ+ and a set Θ
of unary types. The overall strategy is to show that finite
counter-models can be unravelled into safe counter-models
admitting tree decompositions with bags of arbitrary size,
but with a certain more subtle width measure bounded. The
bags of these decompositions will be almost strongly con-
nected, which will allow dropping transitive atoms when
evaluating fragments ofQ over a single bag. Moreover, each
bag will contain only a bounded number of elements rele-
vant for at-most restrictions over closures of roles, meaning
that they can be replaced with nominals (for each bag sepa-
rately). This way, the existence of bags that together form a
safe counter-model can be reduced to multiple instances of
finite entailment of UCQs in ALCOI+ or ALCOQ+ without
at-most restrictions over closures of roles; eliminating nom-
inals as explained in Section 4, one arrives at the base case,
solved in the next section. As the last step, from the exis-
tence of such safe counter-models one infers the existence
of finite counter-models.
Given that we are in the single-role case, we shall be us-
ing graph terminology without mentioning the role name. In
particular, a source is an element without incoming edges,
a sink is an element without outgoing edges, an internal el-
ement is one that has both incoming and outgoing edges,
and an isolated element is one that has neither incoming nor
outgoing edges.
Unravelling Finite Counter-Models
We relax the simplistic notion of decomposition used to
eliminate multiple roles by allowing bags to share additional
elements with their neighbours, provided that the total num-
ber of these additional elements is bounded for each bag.
Definition 2 (hybrid decomposition). A hybrid decomposi-
tion of an interpretation I is a tree T in which each node
v ∈ T is labelled with a finite interpretation Iv = (∆v, ·Iv),
called a bag, a set Γv ⊆ ∆v, and an element fv ∈ ∆v ,
called the root of Iv, such that
1. I = ⋃v∈T Iv;
2. for each e ∈ ∆I , {v ∈ T ∣∣ e ∈ ∆v} is connected in T ;
3. for each edge (u, v) in T ,∆u ∩∆v = {fv} ∪ (Γu ∩ Γv).
We let Γ˜u =
{
fv
∣∣ v is a child of u} and call maxu∈T |Γu|
the width of T . An element d ∈ ∆u is fresh in u if u is the
root of T or d /∈ ∆u′ for the parent u′ of u; d is local in u if
d = fu or if d /∈ ∆v for all neighbours v of u.
We often blur the distinction between the node v and the
interpretation Iv , using the term bag for both. Note that
each element is fresh in exactly one bag, and the only local
element in u that is not fresh in u is fu (unless u = ε, when
fε is fresh too).
While Definiton 2 captures the fundamental structural
simplicity of our counter-models, the limitations of the tar-
get special case impose grittier structural requirements.
Definition 3 (well-formedness). IfK uses both inverses and
counting, a hybrid decomposition T is well-formed for K if
Iε |= A and for each u ∈ T ,
1. for each concept name A, AIu = AI ∩∆u;
2. for each child v of u, fv is a fresh sink or source in Iu (or
a fresh element of Γu);
3. for each fresh sink or source d in Iu (or fresh d ∈ Γu),
d = fv for exactly one child v of u;
4. for each w ∈ T , if fu ∈ Γw, then Γu ⊆ Γw;
5. for each local element d in Iu and each concept name A
relevant for d: if d ∈ AIu then d ∈ Γu, and Γv ∩ AIv ⊆
Γu for all v ∈ T such that fv is a sink in Iu or fu is a
non-isolated source in Iv .
IfK does not use inverses, “sink or source” in items 2 and 3
is replaced with “sink”, and the case “fu is a non-isolated
source in Iv” in item 5 is dropped, but additionally we re-
quire that each element of Γu \ {fu} is a sink in Iu. If K
does not use counting, we additionally require that Γu = ∅
for all u ∈ T .
Note that in a well-formed hybrid decomposition, each ele-
ment is local in exactly one node.
We work with infinite counter-examples because they
have simpler structure, but ultimately we need to make them
finite. The following notion guarantees that this is possible.
Definition 4 (safety). A hybrid decomposition T is safe if
it admits no infinite sequence of nodes u0, u1, . . . such that
for all i, either fui+1 is a sink in Iui or fui is a non-isolated
source in Iui+1 .
Finally, replacing UCQ+ with UCQ is possible thanks to
strong connectedness guarantees on the bags.
Definition 5 (well-connectedness). An interpretation J is
well-connected if for all d, e ∈ ∆J , (d, e) ∈ (r∗)J iff either
d = e or d is not a sink and e is not a source in J . A hybrid
decomposition T is well-connected if Iv is well-connected
for all v ∈ T .
In the remainder, by a K-decomposition we mean a hy-
brid decomposition well-formed for K, of width at most
N |RCN(K)| where N is the counting threshold in K.
Lemma 2. If K 6|= Θ
fin
Q, then there exists a counter-model
admitting a safe and well-connectedK-decomposition.
Proof. Let J be a finite counter-model. We construct the
special counter-model I and a witnessing K-decomposition
T of I by unravelling J in a special way. We describe the
construction for the case when K uses inverses; if it does
not, simply replace “neighbours” with “direct successors”.
Because the ABox of K is trivial, we have ind(K) = {d}.
We begin from the interpretation Iε, obtained from J ↾ {d}
by removing the only possible edge, fε = d, and Γε = ∅.
Now, roughly, for each previously added element e miss-
ing a neighbour, we will be adding a new bag containing e
with all its missing neighbours, along with all other elements
from cmpJ (e)—the strongly connected component of e in
J ↾ (∆J \ relJ (e)), or {e} if e ∈ relJ (e)—with all their
neighbours, and relJ (e). If an element f
′ in this bag corre-
sponds to f ∈ ∆J , we call f ′ a copy of f and f the original
of f ′. For convenience, we extend this nomenclature to the
root bag: if f ′ ∈ ∆ε, then its original f ∈ ∆J is f ′ itself;
if f ∈ ∆J belongs to ∆ε, then its copy f ′ in ∆ε is f itself.
We proceed as follows, as long as there is something to do.
For each previously added node u and each sink or source
d′ ∈ ∆u (or d′ ∈ Γu) fresh in u, we add a new child v of u.
Let d ∈ ∆J be the original of d′ and letX ⊆ ∆J be the set
of the originals of neighbours of d′ in Iu. The interpretation
Iv is obtained by
• taking the restriction of J to the subdomain comprising
relJ (d), cmpJ (d), neighbours of cmpJ (d) \ {d}, and
neighbours of d that do not belong to X ;
• removing all edges that are not incident with cmpJ (d)
and all edges between d and elements from X (if K does
not use inverses, drop edges outgoing from relJ (d)\{d});
• replacing each element e with a fresh copy e′, except that
for elements e ∈ {d} ∪ relJ (d) that already have a copy
e′ in Iu, e′ is reused in Iv.
We let fv = d
′ and Γv =
{
e′
∣∣ e ∈ relJ (d)}.
By construction, T is a hybrid decomposition of width
bounded bymaxd∈∆J |relJ (d)| ≤ N |RCN(K)| (Fact 1). It is
also not difficult to check that T is safe, well connected, and
well formed, and that I |= K (see Appendix C). Moreover,
mapping each element of I to its original in J gives a ho-
momorphism from I to J , which implies that I 6|= Q, and
that I only realizes types from Θ.
Evaluating Queries over Unravellings
We aim at distributing query evaluation over bags, like when
eliminating multiple roles. This is now harder because bags
share more than one element, but it is possible because the
total number of additional shared elements is bounded for
each bag. These elements will be parameters of Q-types.
Definition 6 (nullaryQ-types). A (nullary)Q-type with pa-
rameters Γ is a set of pairs (p, η) where p is a fragment ofQ
and η is a partial function from var(p) to Γ. The Q-type of
J with parameters Γ is the set tpJQ(Γ) of pairs (p, η) where
p is a fragment of Q, and η is a partial function from var(p)
to Γ that can be extended to a matching for p in J .
The power of Q-types with parameters is composition-
ality. Consider interpretations J1,J2 and parameter sets
Γ1,Γ2. If Γ
′ ⊆ Γ1, then
tpJ1Q (Γ
′) = tpJ1Q (Γ1) ↾ Γ
′ ,
where τ1 ↾ Γ
′ =
{
(p, η ↾ Γ′)
∣∣ (p, η) ∈ τ1} is the projection
of τ1 on Γ
′. If∆J1 ∩∆J2 ⊆ Γ1 ∩ Γ2, then
tpJ1∪J2Q (Γ1 ∪ Γ2) = tpJ1Q (Γ1)⊕ tpJ2Q (Γ2) ,
where τ1 ⊕ τ2 is the composition of τ1 and τ2 defined as the
set of tuples (p, η) such that there exist τ ⊆ τ1 ∪ τ2 with
var(p′) \ dom(η′) pairwise disjoint for (p′, η′) ∈ τ and a
homomorphism η˜ : p→ ⋃(p′,η′)∈τ η′(p′) extending η.
Like before, we decorate elements with their Q-types.
Definition 7 (Q-labellings). A Q-labelling for a K-
decomposition T of I is a function σ that maps each ele-
ment d local in u ∈ T to a Q-type σ(d) with parameters
{d} ∪ Γu. We call σ correct if for each d local in u, σ(d) is
the Q-type of Îu with parameters {d} ∪ Γu, where Îu is the
interpretation represented by the subtree of T rooted at u.
If an interpretation I admits a K-decomposition, then
I 6|= Q iff the correct Q-labelling for any K-decomposition
of I uses only Q-types in which no q ∈ Q appears. Such
Q-labellings, calledQ-refutations, are what we need to find.
Given a K-decomposition, we can (coinductively) com-
pute the correct Q-labelling bottom-up, by composing and
projectingQ-types of the current bag with theQ-types of its
direct subtrees, as captured in the following lemma.
Lemma 3. The correct Q-labelling for a K-decomposition
T of an interpretation I is the least (pointwise) Q-labelling
σ for T such that
σ(d) =
(
tpIuQ
({d} ∪ Γu ∪ Γ˜u)⊕ ⊕
e∈Γ˜u
σ(e)
)
↾ {d} ∪ Γu
for each node u ∈ T and each element d local in u.
From UCQ+ to UCQ
The condition in Lemma 3 provides the locality required
in automata-based decision procedures, but it still relies on
evaluating UCQ+s over bags. We now show how to avoid it.
Definition 8 (localization). A localization of a CQ+ q is any
CQ obtainable from q by replacing each atom r∗(x, y) either
with x = y or with r(x, y′), r(x′, y) for some fresh variables
x′ and y′ used only in these two atoms.
Every matching for a UCQ+ q in an interpretation J ex-
tends to a matching for some localization of q. So, if J does
not satisfy any localization of q, then J 6|= q. Moreover, if
J is well-connected, then each matching for a localization
of q in J induces a matching for q. So, for well-connected
J , J 6|= q iff J does not satisfy any localization of q.
Definition 9 (weak Q-types). The weak Q-type of J with
parameters Γ is the set wtpJQ(Γ) of pairs (p, η) such that p
is a fragment of Q and η is a partial function from var(p) to
Γ that extends to a matching of some localization of p in J .
Weak Q-types are over-approximations of Q-types,
tpJQ(Γ) ⊆ wtpJQ(Γ) ,
and are exact for well-connected interpretations,
J is well-connected =⇒ tpJQ(Γ) = wtpJQ(Γ) .
By replacing Q-types with weak Q-types in the condi-
tion of Lemma 3, we avoid evaluating fragments of UCQ+
by evaluating their localizations instead. We also relax the
condition by replacing equality with inclusion, to facilitate
the reduction to finite (non-)entailment.
Definition 10 (consistency). A Q-labelling σ for a K-
decomposition T of an interpretation I is consistent if
σ(d) ⊇
(
wtpIuQ
({d} ∪ Γu ∪ Γ˜u)⊕ ⊕
e∈Γ˜u
σ(e)
)
↾ {d} ∪ Γu
for each node u ∈ T and each element d local in u.
For any K-decomposition T , the existence of a consistent
Q-refutation implies the existence of a correctQ-refutation.
Moreover, if T is well-connected, then the two conditions
coincide, which eliminates false negatives in the finite en-
tailment decision procedure.
Lemma 4. If a K-decomposition T of I admits a consistent
Q-refutation, then it admits a correct Q-refutation. If T is
well-connected, then the correct Q-labelling is consistent.
Proof. Let σ be the correct Q-labelling for T . By Lemma 3
and the relation between Q-types and weak Q-types, for
each consistent Q-labelling σ′ for T , σ(v) ⊆ σ′(v) for all
v ∈ T . Consequently, if some consistentQ-refutation σ′ for
T exists, then σ is aQ-refutation as well. As σ is correct, the
first claim of the lemma follows. If T is well-connected,Q-
types and weakQ-types coincide. Combinedwith Lemma 3,
this implies that σ is consistent.
Lemma 5. If K 6|= Θ
fin
Q then some model of K realizing
only types from Θ has a safe K-decomposition admitting a
consistent Q-refutation.
Proof. Assume K 6|= Θ
fin
Q. By Lemma 2, there exists
a counter-model I with a safe and well-connected K-
decomposition T . Let σ be the unique correct Q-labelling
for T . Because I 6|= Q, σ is a Q-refutation. By Lemma 4, σ
is consistent.
Recognizing Safe Counter-Examples
We now construct an automaton BK,Q recognizing safe K-
decompositions of models of K, admitting consistent Q-
refutations. Like in the case of multiple roles, we must give
the automaton information about shared elements. For this
purpose, we enrich each node v with a tuple gv enumerat-
ing all elements of Γv that belong to the parent u of v, and
on the edge between u and v we put fv and gv. Again, the
actual elements in∆v and∆u do not matter: fv and gv cou-
pled with the label on the edge from u to v determine which
elements represented in v and in u should be identified. Let
M = N |RCN(K)| where N is the counting threshold in K.
We fix a countably infinite set ∆ and assume that the node
alphabet of our automaton is the set of 4-tuples of the form
(J , f,Γ,g)whereJ is a finite interpretationwith∆J ⊆ ∆,
f ∈ ∆J , Γ ⊆ ∆J , |Γ| ≤ K , and g is a tuple enumerating a
subset of Γ. The edge alphabet is∆×⋃Mi=0∆i.
The following lemma relies on K being expressed either
in ALCI+ or in ALCQ+. By a base-case KB we understand
a single-role KB in ALCI+ or ALCQ+, respectively, with
a trivial ABox and no at-most restrictions over closures of
roles. Letm = maxq∈Q |q|.
Lemma 6. There exists an automaton BK,Q,Θ recogniz-
ing those safe K-decompositions of models of K realizing
only types from Θ that admit consistent Q-refutations. The
states, initial states, and accepting states of BK,Q,Θ can be
computed in time O
(
2poly(‖Q‖,‖K‖,M
m)
)
. The question if
(P, q) ∈ stepBK,Q,Θ can be reduced to an instance of finite
entailment modulo types for a base case KB of size at most
poly(‖K‖, ‖Q‖, N ·Mm) and counting thresholdN , a UCQ
consisting of at most ‖Q‖2 ·Mm · mm CQs of size O(m),
and a type set of size at most |Θ| · 2poly(‖K‖,‖Q‖,N ·Mm).
Making Counter-Examples Finite
To complete the proof we need to derive finite non-
entailment from the existence of a safe counter-example.
Lemma 7. IfK is inALCI+ orALCQ+ and some model of
K realizing only types from Θ has a safe K-decomposition
admitting a consistent Q-refutation, then K 6|= Θ
fin
Q.
For ALCQ+, a finite counter-model comes for free. In-
deed, each safe hybrid decomposition well-formed for a KB
without inverses must be finite, so the interpretation it rep-
resents is finite too.
For ALCI+, we use the coloured blocking principle. By
Lemma 6, the set of thoseK-decompositions of models ofK
that admit a weakly-consistentQ-refutation is recognized by
an automaton. Consequently, if nonempty, it contains a reg-
ular tree T ; that is, T has only finitely many non-isomorphic
subtrees. From the regularity of T it follows that Iv are cho-
sen from a finite set, which means that their size is bounded.
Similarly, the branching of T is bounded. Finally, safety and
regularity of T together imply that there is a bound on the
length of sequence of nodes u0, u1, . . . , uk such that for all
i < k, either fui is a source in Iui+1 or fui+1 is a sink inIui . It follows that in the interpretation I represented by T ,
both the branching and the length of simple directed paths is
bounded by some ℓ ∈ N.
By Fact 4, I |= Q iff I |= Q(ℓ), where Q(ℓ) ∈ UCQ is
the query defined in Section 5. Fix t = maxq∈Q(ℓ) |q| and
n = max(ℓ2, t2). Let I ′ be an n-proper colouring of I.
Let V be the set of nodes v ∈ T such that fv is a sink in
Iv′ for the parent v′ of v and fv′ is a source in Iv′′ for the
parent v′′ of v′. By the boundedness properties of T , each
infinite branch of T has infinitely many nodes in V . On each
infinite branch, select the first node v ∈ V with an ancestor
vˆ ∈ V such that the n-neighbourhood of fv is isomorphic
with the n-neighbourhood of fvˆ. The set of selected nodes
forms a maximal antichain in T and, by Ko¨nig’s Lemma, it
is finite. Let F be the interpretation obtained by taking the
union of Iu for u ranging over the nodes of T that have a
selected descendent, except that for each selected node v,
fv is removed from the domain and all incoming edges are
redirected to fvˆ.
Lemma 8. The length of simple directed paths in F is
bounded by ℓ and F |= K.
By Fact 3, F 6|= Q(ℓ), and by Fact 4 and Lemma 8, F 6|=
Q. Thus, F is a finite counter-model.
Wrapping up
Assume K is in ALCI+ or ALCQ+. By Lemmas 5 and 7,
K 6|= Θ
fin
Q iff some model of K realizing only types from
Θ has a safe K-decomposition admitting a weakly consis-
tent Q-refutation. Combining Lemma 6 and Fact 2, we
get a decision procedure for K |=Θ
fin
Q running in time
O
(
poly(|Θ|) · 2poly(‖Q‖,‖K‖,Mm)) and using oracle calls to
finite entailment modulo types for instances with parameters
bounded as in Lemma 6.
7 Base Case
We now solve finite entailment modulo types under the
assumptions justified in previous sections; that is, for Q
in UCQ and a single-role ABox-trivial K either in ALCI+
or in ALCQ+ without at-most restrictions over closures of
roles. We show that it suffices to consider tree-shaped
counter-models (Lemma 9), and that they consitute an effec-
tively regular set (Lemma 10). The decision procedure then
amounts to computing the automaton and testing its empti-
ness; it runs in time poly(|Θ|, 2‖K‖2·‖Q‖) whereΘ is the set
of allowed types.
An interpretation J is tree-shaped if its elements can be
arranged into a tree such that the unique f ∈ ind(K) is the
root and r-edges in J are allowed only between parents and
children; if K is an ALCQ+ KB, r-edges must point down.
Lemma 9. K 6|= Θ
fin
Q iff there exists a tree-shaped counter-
model of bounded degree realizing only types from Θ.
Proof. Let I be a finite counter-model realizing only types
from Θ. We get a tree-shaped counter-model I ′ by unravel-
ling I from the unique f ∈ ind(K). If K is in ALCQ+, we
unravel by adding fresh copies of all direct successors of pre-
viously copied elements from I. If K is in ALCI+, we add
fresh copies of all direct successors and fresh copies of all di-
rect predecessors. It is clear that I ′ is a tree-shaped counter-
model realizing only types from Θ, of degree bounded by
twice the degree of I.
Conversely, let I be a tree-shaped counter-model of
bounded degree realizing only types from Θ.
If K is in ALCQ+, we enrich I to ensure that witnesses
for at-least restrictions over r∗ are never glued with each
other. Note that in this case all r-edges in I point down. Let
N be the counting threshold in K. For each concept name
A, introduce fresh concepts names A1, A2, . . . , AN , called
the shades of A. Extend I to these concept names in such
a way that AI1 , A
I
2 , . . . , A
I
N form a partition of A
I , and for
each n ≤ N , if d ∈ ∆I has at least n successors in A,
then it has successors in at least n shades of A. This can
be done greedily, by processing I top down, ensuring that
subtrees rooted at unprocessed nodes use each shade of A
at most once. Take a shallowest unprocessed node v. For
n = 1, 2, . . . , N , if v has at least n descendents in A but
only n− 1 are painted with a shade of A, pick an unpainted
one and paint it with an unused shade of A. After the whole
tree is processed, paint each remaining element in A with an
arbitrary shade of A.
For each concept name B (including the shades) enrich
I further by introducing a fresh concept name B′ with ex-
tension (∃r∗.B)I and add B′ ⊑ ∃r∗.B to K; if K is in
ALCI+, introduce alsoB′′ with extension (∃(r−)∗.B)I and
add B′′ ⊑ ∃(r−)∗.B. Let n = max(2, |Q|2) and let I ′ be
an n-proper colouring of I. Consider a level l in I ′ such
that all n-neighbourhoods realized in I ′ are already realized
above l. For each element above level l, choose a witness
for each CI of the form A ⊑ ∃r∗.B or A ⊑ ∃(r−)∗.B in
K. Restrict the domain to the nodes above level l and the
chosen witnesses, together with the paths that lead to them.
Redirect each edge leaving the restricted domain to some
element above level l, preserving the n-neighbourhood.
The only nontrivial thing to check is that at-least restric-
tions are not violated, in the case when K is in ALCQ+.
For restrictions over r, this is because siblings have differ-
ent colours in each n-proper colouring, so edges leading to
different siblings are never redirected to the same element.
For restrictions over r∗, this is because witnesses for the CI
A′i ⊑ ∃r∗.Ai are preserved for each shade Ai of A.
Lemma 10. The set of tree-shaped counter-models realiz-
ing only types from Θ is recognized by an automaton com-
putable in time 2O(‖K‖
2·‖Q‖).
This is a routine construction. For ALCQ+, the node al-
phabet is Θ and the edge alphabet is trivial. To verify that
the input tree is a model of K, the automaton stores the
unary type of the parent of the current node, and for each
A ∈ CN(K), it stores in the state the minimum number of
elements in A to be found in the current subtree, together
with a binary flag indicating if progress has been made re-
cently in finding them. This component of the automaton
has (4 · N)|CN(K)| states, where N is the counting thresh-
old in K. Verifying that the input tree does not satisfy Q
involves storing a set of subqueries of CQs from Q, which
are not to be satisfied in the current subtree. This component
has 2‖Q‖ states. The whole automaton is the product of the
two components. It is easy to see that the step relation can
be computed in time polynomial in the number of states.
The case of ALCI+ is similar, except that the edge al-
phabet is {r, r−} and the first component has separate in-
formation about elements reachable and backwards reach-
able from current node in the current subtree, and also out-
side (without progress flags). The first component thus has
27·|CN(K)| states, because it only needs to count up to 1.
Note that if the automaton accepts any tree, it also accepts
a regular one, and a regular tree has bounded degree.
8 Outlook
This paper provides first positive results on finite entailment
of non-local queries over DLs knowledge bases. The main
technical contribution is optimal 2EXPTIME upper bounds
for finite entailment of UCQ+s over ALCOI+ and ALCOQ+
knowledge bases. To obtain these results, we have shown
intermediate reductions that are interesting in their own, and
could be applied to similar settings.
There are several directions to follow for future work. A
first possibility is to vary the DL language. One could con-
sider lightweight DLs from the EL and DL-Lite families or
extensions ofALCOI+ with e.g. role inclusions. For the lat-
ter, a different approach to the one proposed here is needed
because our techniques rely on the lack of interaction be-
tween different roles. Another option is to allow for con-
trolled interaction of inverses and number restrictions as e.g.
in (ALCIQ9)+. A second possibility is to consider more
expressive non-local queries, such as positive regular path
queries. In this case new techniques seem to be needed, e.g.
the coloured blocking principle does not work for PRPQs.
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Appendices
A Eliminating Nominals, Trivializing ABoxes
We prove three results: for the logic ALCOI+, for a
restricted variant of ALCOQ+ logic (without at-most re-
strictions over transitive closures of roles), and for the full
ALCOQ+ logic. We start with the simplest proof, and then
describe additional components needed in the subsequent
proofs.
ALCOI+
As there is no counting in the logic, for a role r and a concept
name A, we will use the standard notation
∀r.A , ∀r∗.A , ∃r.A , ∃r∗.A ,
instead of
(6 0 r A) , (6 0 r∗ A) , (> 1 r A) , (> 1 r∗ A) ,
respectively. Note that restrictions of the form (6 n r∗ A)
for n = 0 can be eliminated using stickiness, and for r being
an inverse role they are not present in the normal forms that
we assume throughout the paper. In this section we will use
them for the sake of brevity, highlighting the places where it
might create confusion.
Let K = (T ,A) be an ALCOI+ knowledge base, Q ∈
UCQ+ with CQ+s of size at most m. One can decide if
K |=fin Q in time poly(‖K‖, (2m)|Q|·‖K‖O(m)) using or-
acle calls to finite entailment over ALCI+ KBs of size at
most poly(‖K‖), with trivial ABoxes and unions of at most
|Q| · ‖K‖O(m) CQ+s of size O(m).
We present the result as an oracle reduction; however, it
is worth noting that it can be seen as a truth-table reduc-
tion (Post 1944; Ladner, Lynch, and Selman 1975); that is,
the calls to the oracle are not adaptive.
Modifying the KB
• Replace each transitive role atom r∗(a, b) in the ABox
with a CI in the TBox: {a} ⊑ ∃r∗.{b}.
• For each nominal {a} and role r introduce fresh concept
names Aa ≡ {a}, Ar,a ≡ ∃r.{a} and Ar∗,a ≡ ∃r∗.{a}.
• Normalize the knowledge base. We will denote all con-
cept names present in the KB after the normalization as
original concept names.
• Introduce auxiliary concept names: for each original con-
cept name A and each role r introduce concept names
C∃r.A and C∃r∗.A, with the following axiomatization:
C∃r.A ⊑ ∃r.A , C∃r.A ⊑ ∀r.A ,
C∃r∗.A ⊑ ∃r∗.A , C∃r∗.A ⊑ ∀r∗.A .
To preserve the normal form, the last CI is split into two:
C∃r∗.A ⊑ A and C∃r∗.A ⊑ ∀r.C∃r∗.A.
From now on, let K denote the KB after above modifica-
tions.
Unravelling
Definition 11. Let I be a model of K and x ∈ ∆I . A wit-
nessing set for x is a set S of pairs (y, r), where y ∈ ∆I
and r is a role, such that:
• for every (y, r) ∈ S, y is a direct r-successor of x;
• for each CI of the form A ⊑ ∃r.B such that A ∈ tpI(x),
there exists (y, r) ∈ S such that y is in concept B;
• for each CI of the formA ⊑ ∃r∗.B such thatA ∈ tpI(x),
either B ∈ tpI(x) or there exists (y, r) ∈ S such that y
is in concept C∃r∗.B .
Observe that in any minimal witnessing set there are at
most as many elements as there are CIs in the TBox. We
will call an element y a required witness for x if y is present
in every witnessing set for x.
Lemma 11. If K 6|=fin Q, there exists a counter model I
which can be decomposed into domain-disjoint intepreta-
tions I ↾ ind(K) and I1, . . . , In for some n ≤ ‖K‖·|ind(K)|
with two kinds of additional edges: arbitrary edges connect-
ing elements from
⋃
i∆
Ii with elements from nom(K), and
a single edge connecting a distinguished element di ∈ ∆Ii
with a corresponding element ei ∈ ind(K) for each i ≤ n.
Moreover, one can assume that:
• if ei is not a nominal, ei is not a required witness for di,
• for any nominal a, {(b, r) : b ∈ ind(K), (a, b) ∈ rI} ∪
{(di, ri) : ei = a} is a witnessing set for a.
Proof. This can be achieved by routine one-step unravelling
from the individuals. Let J be any counter-model. I is
constructed as follows. Take a copy of J ↾ ind(K). For
every individual x ∈ ind(K), take any minimal witnessing
set S for x in J . For each (y, r) ∈ S, add a fresh copy of the
whole interpretation J to I, identifying the nominals, and
add an r-edge from x to the newly created copy of y. As
each element and each edge in I was created as a copy of
some element or edge in J , there is a homomorphism from
I to J witnessing that I 6|= Q.
Constructing KBs for Ii. We search for a counter-model
admitting the described decomposition. We will refer to
I ↾ ind(K) as I0. Iterate through all possible interpretations
I0 and perform the rest of the procedure for a fixed I0; a
counter-model exists iff it exists for some of these choices.
We will construct KBs representing abstractly Ii for 1 ≤
i ≤ n; these KBs will have some additional concept names:
D∃r.A ≡ ∃r.A and D∃r∗.A ≡ ∃r∗.A, for each role r and
original concept name A. Their meaning is similar to the
auxiliary concept names, but they are supposed to represent
having appropriate (direct) r-successor inside one interpre-
tation Ii, while the auxiliary concept names speak about the
whole interpretation I. We will call them local auxiliary
concept names. For any choice of a unary type τ containing
both concept names from K and the local auxiliary concept
names (or their complements), let Kτ be the KB K with the
following modifications:
• the ABox is {A(b) ∣∣ A ∈ τ} for a fresh individual b;
• remove the axiomatization of concept names Ar,a;
• replace the axiomatization of the auxiliary concept names:
C∃r.A ≡ ∃r.A ⊔ ⊔
a∈nom(K)
A(a)∈A
Ar,a ,
C∃r∗.A ≡ ∃r∗.A ⊔ ⊔
a∈nom(K)
C∃r∗.A(a)∈A
∃r∗.Ar,a ,
• for each nominal {a}, each A such that A(a) ∈ A and
each role r:
– for each CI of the form A ⊑ ∀r.B add a new CI
Ar−,a ⊑ B to the TBox;
– for each CI of the form A ⊑ ∀r∗.B add a new CI
Ar−,a ⊑ ∀r∗.B to the TBox;
• remove all CIs with a nominal on the left-hand side;
• replace CIs by the following rules, for any original con-
cept names A, B and any role r (by the previous point, A
is not a nominal):
– A ⊑ ∃r.B −→ A ⊑ C∃r.B;
– A ⊑ ∀r.B −→ A ⊑ C∃r.B;
– A ⊑ ∃r∗.B −→ A ⊑ C∃r∗.B;
– A ⊑ ∀r∗.B −→ A ⊑ C∃r∗.B;
• for any CI of the form ⊓
i
Ai ⊑ ⊔
j
Bj , remove all nom-
inals from the right-hand side (i.e. if Bj is a nominal,
removeBj from the disjunction);
• add the axiomatization of concept names D∃r.A and
D∃r∗.A.
Iterate through all possible choices of a number
n ≤ ‖K‖ · |ind(K)|, and sequences of: unary types τi (con-
taining concept names from K and the local auxiliary con-
cept names), individuals ei and roles ri for i = 1, . . . , n.
We will consider an interpretation obtained by taking a
union of I0 and all Ii for i = 1, . . . , n, where Ii is any
model ofKτi , and adding two kinds of additional edges: be-
tween ei and di (the only individual of Kτi) by role ri and
from all elements in concept Ar,a to a by role r. Perform
the rest of the procedure for a fixed choice of n and all τi, ei
and ri for i = 1, . . . , n; there is a counter-model iff there is
a counter-model consistent with one of such choices.
We will see that the following procedure verifying that the
resulting interpretation is a model of K does not depend on
the choices of models Ii. Regardless of the exact shape of
Ii, the local auxiliary concept names D∃r∗.A
r−,a
present in
τi determine the set of nominals r-reachable from di through
Ii. Knowing also I0, we can calculate for each individual
the set of r-reachable nominals and verify that it corresponds
to the auxiliary concept names C∃r∗.Aa present in the unary
type of this individual. This reachability information is the
crucial part that needs to be verified; the rest is a number
of straightforward conditions. Namely, one needs to check
that:
• for each individual, each auxiliary concept name C∃r∗.A
present in its unary type is witnessed, either by an r-
reachable element of I0 in concept A or by the local aux-
iliary concept name D∃r∗.A present in some τi for an r-
reachable di;
• for each individual, verify that it belongs to each auxiliary
concept of the form C∃r.A and C∃r.A present in its unary
type; each of its direct successors is either inside I0 or is
some di (with unary types τi) for 1 ≤ i ≤ n, so this can
be done by simply checking direct successors one by one;
• CIs of the form⊓
i
Ai ⊑⊔
j
Bj are satisfied in all elements
of I0;
• no universal CIs are violated in I0 and by the edges be-
tween ei and di; in particular, for any element being sub-
ject to restriction ∀r∗.A (i.e. in concept C∃r∗.A), all its
direct r-successors must be subject to the same restriction
(stickiness).
Every counter-model admitting the described decompo-
sition can be constructed this way. If the verification pro-
cedure fails, there is no counter-model consistent with the
choices made. If it succeeds, the only thing left to do is to
check if there are models of Kτi for which Q does not have
a match in the resulting interpretation I.
Adjusting the query. We want to reduce reasoning about
matches of Q in the whole interpretation I to reasoning
about matches of some query in the interpretations Ii. To
achieve this, for each q ∈ Q we will construct a UCQ+ Q′
mentioning di for i = 1, . . . , n as individuals such that,
for any interpretation I admitting the described decompo-
sition, I |= q iff there is some q′ ∈ Q′ such that each con-
nected component of q′ has a match in some Ii for some
i = 1, . . . , n. Each disjunct q′ ∈ Q′ will correspond to
some way in which a match of q can be distributed among
interpretations Ii for i = 0, 1, . . . , n.
Existence of an r-path between any two individuals a, b
can be deduced from I0 alone: any r-path from a to b is
either contained entirely in I0 (which can be easily verified),
or it passes through at least one nominal, so its existence can
be checked by comparing the sets of nominals r-reachable
from a and r−-reachable from b (these sets in turn can be
deduced from the unary types of a and b).
Definition 12. Let I be an interpretation and q ∈ CQ+. An
enhancedmatch for q in I is a match η : var(q)→ ∆I along
with witnessing paths: for each transitive atom r∗(x, y) in q
there is one chosen r-path in I from η(x) to η(y).
The crucial observation is that any path witnessing a tran-
sitive atom r∗(x, y) is either contained entirely in one of the
interpretations Ii for 0 ≤ i ≤ n, or can be split into three
parts: r∗(x, a) ∧ r∗(a, b) ∧ r∗(b, y), where a and b are indi-
viduals and the paths witnessing the first and the third atom
do not pass through individuals (i.e. each of them is con-
tained inside one interpretation Ii for 1 ≤ i ≤ n). Thus, a
UCQ+ Q′ capturing all possible distributions of an enhanced
match of some q ∈ Q is a disjunction of all possible results
of the following procedure:
• for each transitive atom r∗(x, y) in q, either leave it un-
modified or choose two individuals a, b ∈ ind(K) and re-
place it with r∗(x, a) ∧ r∗(a, b) ∧ r∗(b, y);
• choose a subset of variables, a mapping from this subset to
ind(K) and replace the chosen variables with individuals
in the whole query (we assume that no other variable will
be mapped to an individual);
• evaluate all atoms involving only individuals (this can be
done, as I0 is already fixed, and the reachability between
the individuals is known);
• replace atoms involving one individual from ind(K) with
equivalent ones mentioning either some di or no individ-
ual at all; this requires considering several simple cases,
which we will omit here, such as: for each atom r(x, a)
where a is an individual, choose to replace it either with
Ar,a(x) (only if a is a nominal) or with x = di for some
i such that ei = a.
Thus, if m is the number of transitive atoms in q, we
can replace q with a disjunction of CQ+s q1, . . . , qk for
k ≤ (|ind(K)|2 + 1)m · (|ind(K)| + n + 1)|var(q)|, and as-
sume that each connected component of each qj is contained
entirely inside one interpretation Ii for 1 ≤ i ≤ n.
Let Q′ be the UCQ+ being a disjunction of all resulting
CQ+s for all q ∈ Q.
Now we just need a standard reduction of finite entail-
ment to the case where one assumes that each CQ+ is con-
nected. In any counter-model, for each of q ∈ Q′, for at
least one connected component of q there must be no match
(contained entirely in Ii for some 1 ≤ i ≤ n). For each
possible choices of one connected component from each
q ∈ Q′, check the entailment of their disjunction in each
Kτi for 1 ≤ i ≤ n. There is a counter-model for Q andK iff for some choice of the connected components there
are counter-models for the resulting UCQ+ and each Kτi for
1 ≤ i ≤ n; there are at most (2m)k·|Q| such choices, where
k is the bound on the number of CQ+s q1, . . . , qk above.
ALCOQ+ without at-most restrictions over
transitive closures
We present only the modifications needed to be done in the
proof forALCOI+.
Let K = (T ,A) be an ALCOQ+ knowledge base with-
out at-most restrictions over transitive closures of roles, with
counting threshold N , and Q ∈ UCQ+ with CQ+s of size at
mostm.
One can decide if K |=fin Q in time
poly(‖K‖, (2m)|Q|·(N ·‖K‖)O(m)) using oracle calls to
finite entailment modulo types over ALCQ+ KBs of size at
most poly(N, ‖K‖), with trivial ABoxes and unions of at
most |Q| · (N · ‖K‖)O(m) CQ+s of size O(m).
Auxiliary concepts. Introduce new auxiliary concept
namesC(6k r A), C(>k r A) andC(>k r∗ A) for each k < N ,
role name r and original concept name A; they are sup-
posed to denote that, if an element x is in such a con-
cept, it belongs to the concept in the subscript (in the
whole interpretation I). That is, their axiomatization is
simply C(6k r A) ⊑ (6 k r A), C(>k r A) ⊑ (> k r A),
C(>k r∗ A) ⊑ (> k r∗ A).
Unravelling. The unravelling procedure lifts easily to the
case with counting, without inverses. Assume that the aux-
iliary concept names have the intended meaning in the orig-
inal counter-model; for example, an element is in concept
C(>k r∗ A) iff it has at least k r-successors in concept A.
The definition of a witnessing set for x is modified to be S
such that:
• for every (y, r) ∈ S, y is a direct r-successor of x;
• for each CI of the form A ⊑ (> k r B) such that A ∈
tpI(x), there exist at least k distinct (y, r) ∈ S such that
y is in concept B;
• for each CI of the form A ⊑ (> k r∗ B) such that A ∈
tpI(x):
– if B ∈ tpI(x), at least k − 1 distinct r-successors of
x in concept B are r-reachable from the elements {y :
(y, r) ∈ S},
– if B 6∈ tpI(x), at least k distinct r-successors of
x in concept B are r-reachable from the elements
{y : (y, r) ∈ S}.
Let J be any counter-model. A counter-model I ad-
mitting the desired decomposition is constructed as fol-
lows. Take a copy of J ↾ ind(K). For every individual
x ∈ ind(K), take any minimal witnessing set S for x in J .
For each (y, r) ∈ S, add a fresh copy of the whole inter-
pretation J to I, identifying the nominals and removing all
outgoing edges from the nominals and add an r-edge from
x to the newly created copy of y. As each element and each
edge in I was created as a copy of some element or edge in
J , there is a homomorphism from I to J witnessing that
I 6|= Q.
To argue that I |= K, we will show that the satisfaction
of all the required restrictions is preserved. Recall that there
are no inverses and no at-most restrictions over transitive
closures. For any element x in I created as a copy of some
x′ in J , and for any role name r, all direct r-successors of
x were created as copies of distinct direct r-successors of
x′, which preserves all at-most restrictions. All required re-
strictions of the form (> k r A) are clearly satisfied in I, as
the copies of appropriate elements and edges are added ex-
plicitly during the procedure. As for restrictions of the form
(> k r∗ A), consider an individual that has m r-reachable
elements in concept A in J :
• ifm < N , at least one copy of each of them is r-reachable
in I from this individual (recall the assumption that the
concepts C(>k r∗ A) have the intended meaning in J and
the definition of the witnessing set);
• if m ≥ N , then copies of at least N − 1 of them are
reachable (by the argument above), which is enough to
satisfy any counting restriction.
Therefore, for any element x in I created as a copy of x′
from J , any role name r and any concept name A, it can be
easily seen that either:
• there is a nominal in concept C(>N−1 r∗ A) r-reachable
from x;
• at least one copy of every element in concept A r-
reachable from x′ (in J ) is r-reachable from x (in I).
This is enough for all required restrictions to be satisfied in
I.
Note that, as there are no inverse roles, the edges between
ei and di are always directed towards di.
Local auxiliary concepts. For ALCOI+, when describ-
ing KBs Kτi , we defined local auxiliary conceptsD∃r.A and
D∃r∗.A. Here we will define analogous conceptsD(6k r A),
D(>k r A) and D(>k r∗ A), although this time we addition-
ally need to be prepared to distinguish elements ri-reachable
from di to avoid counting them twice later in the process.
For each role name r we introduce a concept name Rr;
if an element x in Ii is r-reachable from di, it is supposed
to be in this concept. The axiomatization is simple: Rr(di)
is present in the ABox, and Rr ⊑ ∀r.Rr is present in the
TBox. Then, for each original concept name A, introduce a
concept name CA⊓Rr ≡ A ⊓Rr.
Introduce local auxiliary concept names D(6k r A),
D(>k r A) andD(>k r∗ A) for each k < N , role name r and
A being either an original concept name or CB⊓Rr for an
original concept name B; if an element x ∈ ∆Ii is in such
concept, it belongs to the concept in the subscript in Ii.
When constructing KBs Kτ , rewrite CIs to use the auxil-
iary concept names; that is, replace:
• A ⊑ (6 k r A) with A ⊑ C(6k r A);
• A ⊑ (> k r A) with A ⊑ C(>k r A);
• A ⊑ (> k r∗ A) with A ⊑ C(>k r∗ A).
Also, remove the axiomatization of the auxiliary concepts
altogether.
Verifying being a model of K. For each choice of I0, n,
ei, ri, τi for i = 1, . . . , n, we need to verify whether there
exists a counter-model admitting a decomposition consistent
with their values. ForALCOI+, to perform this verification,
we solvedmultiple instances of finite entailment problem for
Kτi for each i = 1, . . . , n and the modified query Q′. Now
we will need to solve instances of finite entailment modulo
types; we will define sets Θi (which will depend on I0, n,
ei, ri and τi) of unary types allowed for Kτi to make sure
that whenever an element of a model Ii of Kτi is in concept
C(>k r∗ A), it is also in concept (> k R
∗ A) in the whole
interpretation I.
For a given element x of some Ii, we will be talking about
local successors: successors reachable from x without leav-
ing the model Ii (without passing through any nominal) and
global successors: ones that are reachable by paths passing
through some nominal. Note that the sets of local successors
and global successors are not necessarily disjoint.
For a nominal a, define globsuca,r,A to be the set of r-
successors of a in concept A. Note that, even though this
exact set depends on choices of models Ii, the local aux-
iliary concepts D(>k r∗ A) present in τi for i = 1, . . . , n
along with I0 give a lower bound on its cardinality. More-
over, assuming that they have the intended meaning in the
interpretations Ii, one can deduce from them (and from I0)
the exact cardinality of globsuca,r,A up to N . For a set of
nominals S, let globsucS,r,A =
⋃
a∈S globsuca,r,A.
For each i = 1, . . . , n define the set Θi of allowed unary
types τ such that, for every k < N , role name r and original
concept name A:
• if C(>k r A) ∈ τ , then max{ℓ : D(>ℓ r A) ∈ τ} + |{a ∈
nom(K) : Ar,a ∈ τ ∧ A(a) ∈ A}| ≥ k;
• if C(6k r A) ∈ τ , then min{ℓ : D(6ℓ r A) ∈ τ} + |{a ∈
nom(K) : Ar,a ∈ τ ∧ A(a) ∈ A}| ≤ k;
• if C(>k r∗ A) ∈ τ , then:
– if di is not r-reachable from an element of type τ
through any nominal (this depends only on I0, ri and
the set of nominals r-reachable from an element of type
τ ), then the sets of local and global r-successors in
concept A are disjoint, so the condition is: max{ℓ :
D(>ℓ r∗ A) ∈ τ} + |globsucS | ≥ k, where S = {a ∈
nom(K) : C(>1 r∗ Aa) ∈ τ};
– if di is r-reachable from an element of type τ through
any nominal, then these sets are intersecting, but we
can avoid double counting thanks to the concept names
CA⊓Rr introduced in Kτi : max{ℓ : D(>ℓ r∗ CA⊓Rr ) ∈
τ} + |globsucS | ≥ k, where S = {a ∈ nom(K) :
C(>1 r∗ Ar,a) ∈ τ}.
We cannot calculate the exact cardinality of |globsucS | used
above, but we can use the described lower bound instead.
If the local auxiliary concept names have the intended in-
terpretations in all Ii, the conditions will be correctly veri-
fied. If not, they will be lower bounds, so Θi might contain
less unary types, which only reduces the space of considered
models and does not affect the resulting model of K; notice
that the local auxiliary concept names are introduced by the
procedure and are not present in the original KB K.
As in the ALCOI+ case, calculate for each individual the
set of r-reachable nominals for each role name r. For each
element of I0, all its direct successors are either inside I0 or
are di (with unary types τi), so verifying whether an element
of I0 is in a concept of the form (6 k r A) or (> k r A)
can be done by simply counting the appropriate successors.
Concepts of the form (> k r∗ A) can be easily verified
using the information about the nominals reachable from in-
dividuals and the local auxiliary concept names.
Adjusting the query. The only change with respect to the
ALCOI+ case regarding the query is the method of calculat-
ing whether a path between two individuals exist. Before we
used the sets of nominals r-reachable and r−-reachable from
the individuals; now we need to use the fact that there are no
inverses and the edges between ei and di are always directed
towards di. Therefore, any (forward) path between individ-
uals is either contained entirely in I0, or it passes through
some nominal and can be decomposed into two parts: the
beginning up to the last nominal on the path and the rest
(possibly empty), contained entirely in I0. Existence of such
parts is easy to verify; the first part relies on the set of nom-
inals r-reachable from an individual, which can be deduced
from the auxiliary concept names of the form C(>1 r∗ A)a .
ALCOQ+
Let K = (T ,A) be an ALCOQ+ knowledge base with
counting threshold N , and Q ∈ UCQ+ with CQ+s of size
at mostm.
One can decide if K |=fin Q in time
poly(‖K‖, (2m)|Q|·(‖K‖·N |RCN(K)|)O(m)) using oracle
calls to finite entailment modulo types over ALCQ+ KBs of
size at most poly(‖K‖, N1+|RCN(K)|), with trivial ABoxes
and unions of at most |Q| · (‖K‖ ·N |RCN(K)|)O(m) CQ+s of
size O(m).
Without loss of generality, assume that K is sticky.
In this case, I0 becomes I restricted not just to the indi-
viduals, but to individuals and all their relevant successors.
For this reason, at the very beginning of the reduction, we do
the following. Iterate through all possible sizes of the set of
relevant successors of all individuals (by Fact 1, it is of size
at most |ind(K)| · |rol(K)| · N |RCN(K)|). As usual, there is
a counter-model iff there is one consistent with one of these
choices. For a fixed choice t of this number, add t fresh in-
dividuals to the ABox. For each role name r and each pair
of individuals (a, b), choose whether there exists an r-path
from a to b; if so, add a CI {a} ⊑ ∃r∗.{b} to the TBox. Note
that this might introduce new nominals, which are treated as
such throughout the whole procedure; in particular, appro-
priate concept names of the form Ar,a are introduced.
The construction extends the one from the case without at-
most restrictions over transitive closures; below we describe
only the newly introduced concepts and verification steps.
Auxiliary concepts. Add auxiliary concept names
C(6k r∗ A) for all k < N , role names r and relevant concept
names A. Additionally, for each role name r and relevant
concept name A, choose a subset fullr,A ⊆ ∆I0 ; it is
supposed to denote the set of elements having at least N
r-successors in concept A (one could express it using the
concept C(>N r∗ A), but we want to avoid increasing the
counting threshold in the produced KBs).
Unravelling. Unravelling works the same as in the case
ofALCOQ+ without at-most restrictions over transitive clo-
sures. Correctness follows easily from the fact that all rel-
evant successors of individuals are inside I0 and that the
at-most restrictions are sticky, therefore no additional inter-
action between the interpretations Ii is introduced.
Local auxiliary concepts. Introduce concept names
D(6k r∗ A) for k < N , any role name r and any relevant
concept name A.
Verifying being a model of K. By the assumption that I0
is closed under taking relevant successors, if any element
of I0 is in the interpretation of a concept name C(6k r∗ A)
for k > 0, all appropriate witnesses (i.e. its r-successors in
concept A) need to also be in I0. For any fixed role name
r and relevant concept name A, we verify that if an element
of I0 is not in such concept for any k, then it is in the set
fullr,A.
For all r-edges from ei to di, if ei has an at-most restric-
tion over transitive closure of r, di needs to have the same
restriction with number 0.
We will again construct the setsΘi of unary types allowed
in models of Kτi : the allowed types τ need to satisfy all the
conditions listed in the case without at-most restrictions over
transitive closures. Additionally, if C(6k r∗ A) ∈ τ , then: if
any nominalwithout the same type of restriction (C(6ℓ r∗ A)
for any ℓ) is r-reachable, the restriction is violated (this nom-
inal is in fullr,A and has at least N r-successors in concept
A), so then τ is forbidden; otherwise, all reachable nominals
have the same type of restriction, so all relevant successors
reachable through nominals are also nominals and can be
counted explicitly. The upper bound on the number of lo-
cal witnesses is min{k : D(6k r∗ A) ∈ τ}, and, if the local
auxiliary concept names have the intended meaning, these
numbers are equal.
B Eliminating multiple roles
Unravelling
Let I be a finite counter-model. Let Ir for r ∈ rol(K) be
a projection of I to the signature containing only one role
name r.
We construct a tree-like model J . We will maintain a
homomorphism h : ∆J → ∆I – each element will be
added to J as a copy of some element of I. Choose any
role r ∈ rol(K); the root bag is a copy of Ir, identifying the
individual with its copy.
Then, recursively, for each added element x proceed as
follows: let r be the role name of the bag in which x was
created; for each role name s ∈ rol(K) \ {r}, add a fresh
copy of Is as a child bag, identifying x with its fresh copy
in Is. Repeat the procedure for each created element.
J |= K, as the ABox is satisfied by the root bag and each
CI from the TBox concerns only one role. The homomor-
phism h from J to I witnesses that J does not satisfy Q.
Proof of Lemma 1
The correct Q-labelling is consistent. Assume the con-
trary: that a labelling I ′ is correct and inconsistent. Incon-
sistency means that for some bag there exists a subquery p′
ofQ, its partition p, p1, p2, . . . , pk with var(pi)∩ var(pj) =
∅ for all i 6= j, Vi = var(pi) ∩ var(p), ∅ 6= V ⊆ var(p), and
a match η for p in the bag, such that η(Vi) = {ei} ⊆ AI′pi,Vi
for all i, but η(V ) ⊆ {e} 6⊆ AI′p′,V . As each ei ∈ AI
′
pi,Vi
,
there is a match ηi witnessing this, with ηi(Vi) = {ei}. The
matchings η, η1, η2, . . . , ηk are consistent with each other
(i.e. each variable of p′ is mapped to the same element in
all matchings in which it occurs), so they can be combined
into a match η′ for p′ in I ′ (i.e. η′ = η ∪⋃ki=1 ηi) such that
η′(V ) = η(V ) ⊆ {e}, thus contradicting the correctness of
I ′.
If I admits a consistent Q-refutation, then the correct
Q-labelling of I is aQ-refutation. We will show that if a
Q-labelling I ′ is consistent and e /∈ AI′p,V , then in the correct
Q-labelling I ′′ also e /∈ AI′′p,V . Assume the contrary: that I ′
is a consistentQ-labelling, but for some connected fragment
p′ of Q, some ∅ 6= V ⊆ var(p′), there exists an element e
of I ′ such that e /∈ AI′p′,V , even though there exists a match
η for p′ in I ′ such that η(V ) ⊆ {e}. From all values of
p′, V and e for which this happens, choose ones where p′ is
minimal. Fix a corresponding match η for p′.
The image of η is not contained inside one bag: assuming
it is, for a trivial partition of p′ into one part p, the consis-
tency condition is clearly violated in this bag – there exists
a match for p in the bag, but η(V ) ⊆ {e} 6⊆ AI′p′,V .
Notice that for any binary atom from p′, r(x, y), r∗(x, y)
or x = y, there is a bag to which both η(x) and η(y) be-
long; for r(x, y) and x = y this is trivial, and for r∗(x, y)
this is true because any two neighbouring bags (i.e. sharing
an element) have edges over different roles. Take any atom
from p′ mentioning any element of V . Take a bag contain-
ing the image of variables mentioned by this atom under η
(i.e. if it mentions just one variable x, take any bag con-
taining η(x); if it mentions two variables x, y, take any bag
containing η(x) and η(y)). We claim that the compatibility
condition in this bag is violated. Let p be a maximal con-
nected subquery of p′ such that e ∈ η(var(p)) and η(var(p))
is contained in the chosen bag. It is easy to see that p′ \ p
seen as a set of connected components p1, . . . , pk satisfies
the required conditions: the components have disjoint vari-
ables by definition; by the definition of the tree structure of
the bags (specifically, by condition (1): two bags share a
single element if they are neighbours and are disjoint if they
are not neighbours), η(var(pi) ∩ var(p)) = {ei} for some
ei; and by minimality of p
′, ei ⊆ AI′pi,Vi .
Proof of Fact 2
Let stepB(X) =
{
q ∈ S ∣∣ (X, q) ∈ stepB}. Consider the
mapping G(X) = X ∪ stepB(X). Because G is mono-
tone and inflationary, for each P it has the least fixed point
step∗B(P ) that contains P , and the fixed point can be com-
puted by iteratingG over P . It is straightforward to see that
step∗B(P ) is the set of states q such that there exists a finite
partial run of A, whose leaves are labelled with elements of
P and the root is labelled with q. Consider now the mapping
H(X) = step∗B(X ∩ F ). It is monotone and its greatest
fixed pointR can be computed by iterating it on S. Again, it
is not difficult to see that B accepts some tree iff I ∩R 6= ∅.
As all the sets and functions above are computable in poly-
nomial time using the available oracle for stepB , this gives a
polynomial algorithm for non-emptiness.
C Eliminating transitive atoms
Proof of Lemma 2
Let us check that the decomposition is well formed for K.
We start the unravelling from the individual mentioned in
the ABox, so Iε |= A. Item 1 of Definition 3 is satisfied
because elements in each bag inherit their unary types from
their originals in J . For item 2, note that each neighbour
of cmpJ (d) outside of relJ (d) ∪ cmpJ (d) can have either
only outgoing edges to cmpJ (d) or only incoming edges
from cmpJ (d): if it had both, it would belong to cmpJ (d).
Items 3 follow directly from the construction. For item 4,
note that Γu and Γw are copies of relJ (eu) and relJ (ew)
for the originals eu and ew of fu and fw, which implies that
eu ∈ relJ (ew), and this gives relJ (eu) ⊆ relJ (ew) by the
definition of relevant successors. It follows by construction
that Γu ⊆ Γw. It remains to prove item 5. By construc-
tion, local elements in bag u are exactly those in the copy of
cmpJ (eu). By stickyness, all local elements have the same
relevant concept names. Hence, the concept name A men-
tioned in item 5 is relevant for fu. Because d mentioned in
item 5 is local, it is reachable from fu. Hence, if d ∈ AIu ,
then d is a relevant successor of fu, which means it belongs
to Γu. (The only case when this can happen is when d = fu,
but this is irrelevant here.) Consider v ∈ T such that fv is
a sink in Iu or fu is a non-isolated source in Iv . In either
case, the original ev of fv is reachable from the original eu
of fu in J . Consider an element e′ ∈ Γv. Then, the origi-
nal e of e′ is a (relevant) successor of the original ev of fv,
which implies that it is also reachable from the original eu
of fu. If e
′ ∈ AIv , then e ∈ AJ and e ∈ relJ (eu). From the
construction of the unravelling it follows that e′ ∈ Γu, and
we are done. If K does not use inverse roles, we add only
direct successors of fv, rather than all neighbours, so items
2 and 3 hold with “sink or source” replaced with “sink”. Be-
cause we remove all edges outgoing from Γu \ {fu}, these
elements are indeed sinks. If K does not use counting re-
strictions, relJ (e) = ∅ for each e ∈ ∆J , so Γu = ∅ for each
u ∈ T .
To see that the decomposition is well connected, observe
that each Iu consists of a strongly connected component, a
set of elements attached to it, and possibly a set of isolated
elements. This is precisely how a well-connected interpreta-
tion looks.
Safety is proved by contradiction. Consider an infinite
path of nodes u0, u1, . . . , such that for all i, either fui+1
is a sink in Iui or fui is a non-isolated source in Iui+1 . By
construction, in this case, the original eui+1 of fui+1 is a suc-
cessor of the original eui of fui in J for all i. Once a simple
directed path in J leaves some strongly connected compo-
nent (SCC) of J it never goes back. Because the number
of SCCs in J is finite, there exists i0 such that for i ≥ i0,
all eui belong to the same strongly connected component
Z in J . By stickiness, the sets relJ (eui) coincide for all
i ≥ i0; let relJ (Z) be their common value. From the con-
struction of T it follows that Γui also coincide for i ≥ i0.
Because all fui are different, there exists i1 ≥ i0 such that
fui /∈ Γui for all i ≥ i1. This implies that eui /∈ relJ (Z)
for i ≥ i1. By the construction of the unravellng, eui+1 is
reachable from eui without passing through relJ (Z), and
eui+1 /∈ cmpJ (eui). It follows that euj /∈ cmpJ (eui)
for j > i ≥ i1, because euj ∈ cmpJ (eui) implies that
euj′ ∈ cmpJ (eui) for all j ≥ j′ ≥ i, which is in contra-
diction with eui+1 /∈ cmpJ (eui). But euj /∈ cmpJ (eui)
implies euj 6= eui for j > i ≥ i1, which is impossible
because J is finite.
Checking that I |= K is entirely routine.
Proof of Lemma 3
By the compostionality of Q-types, that the correct Q-
labelling σ satisfies the condition
σ(d) =
(
tpIuQ
({d} ∪ Γu ∪ Γ˜u)⊕ ⊕
e∈Γ˜u
σ(e)
)
↾ {d} ∪ Γu
for each node u ∈ T and each element d local in u.
It remains to show that for each Q-labelling σ′ satisfying
the condition above we have σ(d) ⊆ σ′(d). Let us fix such
σ′. We first show an auxiliary fact.
Fact 5. For each descendent v of u and each d local in u,
σ′(fv) ↾ {d} ∪ Γu ⊆ σ′(d).
Proof. This is proved by induction on the distance between
u and v. If v is a child of u the claim follows directly from
the initial assumption on σ′. Otherwise, let w be the unique
child of u that is an acestor of v. By the inductive hypothesis,
σ′(fv) ↾ {fw} ∪ Γw ⊆ σ′(fw) .
Like in the base case, we get(
σ′(fv) ↾ {fw} ∪ Γw
)
↾ {d} ∪ Γu ⊆ σ′(d) .
The left-hand side is equal to σ′(fv) ↾ {d} ∪ Γu, beacause
∆v ∩
({d} ∪ Γu) ⊆ ∆v ∩∆u ⊆ {fw} ∪ Γw
holds in each hybrid decomposition.
We need to show that for each node u, element d ∈ ∆u
local in u, and (p, η) with ∅ 6= img(η) ⊆ {d} ∪ Γu, if there
exists a match for p in Îu that extends η, then (p, η) ∈ σ′(d).
We prove it by induction on the size of a minimal connected
set V of nodes from the subtree rooted at u such that there
exists a match for p in
⋃
v∈V Iv, extending η.
The base case is when V = {v}. If v = u, then
(p, η) ∈ tpIuQ
({d} ∪ Γu) ⊆ σ′(d) .
If v 6= u, using Fact 5,
(p, η) ∈ tpIvQ
({fv} ∪ Γv) ↾ {d} ∪ Γu ⊆
⊆ σ′(fv) ↾ {d} ∪ Γu ⊆ σ′(d) .
If |V | > 1, let v be the minimal node in V . Let us choose
a local element e in v as follows: if d ∈ Iv take e = d,
otherwise take e = fv. We will prove that (p, η) ∈ σ′(e).
This will yield (p, η) ∈ σ′(d) either directly, or by way of
Fact 5. Let v1, v2, . . . , vk be the children of v that belong to
V . Our goal now is to split (p, η) into τ, τ1, . . . , τk such that
• var(p′) \ dom(η′) are pairwise disjoint for (p′, η′) ∈ τ ∪
τ1 ∪ · · · ∪ τk;
• img(η′) ⊆ {e} ∪ Γv ∪ Γ˜v for (p′, η′) ∈ τ ∪ τ1 ∪ · · · ∪ τk;
• for each (p′, η′) ∈ τ , an extension of η′ matches p′ in Iv;
• for each i and each (p′, η′) ∈ τi, an extension of η′
matches p′ in Îvi ;
• there is a homomorphism η˜, extending η, from p into⋃
(p′,η′)∈τ∪τ1∪···∪τk
η′(p′) ;
and use the inductive hypothesis. An obstacle is that a
path witnessing a transitive atom r∗(x, y) of p for the
match η̂ may visit multiple bags among v, v1, . . . , vk.
Let us subdivide each transitive atom r∗(x, y) of p into
r∗(x, z1), r
∗(z1, z2), . . . , r
∗(zℓ, y) in a minimal way ensur-
ing that in the induced matching each atom is witnessed by
a path within Iv or within a single Îvi , with endpoints in
{η̂(x), η̂(y), fv} ∪ Γv ∪ Γ˜v . We can now obtain the desired
τ, τ1, . . . , τk by partitioning the resulting query into maxi-
mal fragments matched within Iv or some Îvi . For each
such fragment p′, the corresponding η′ is obtained by re-
stricting the matching to variables matched in {fv}∪Γv∪Γ˜v.
Proof of Lemma 6
We now know that K is an ALCI+ KB or an ALCQ+ KB,
but in the construction of the automaton we shall only as-
sume that in well-formed decompositions for each bag u, all
elements in Γu \ {fu} are sinks. This is explicitly assumend
for ALCQ+ KBs in Definition 3, and it holds vacuously for
ALCI+ KBs, because Γu = ∅.
Let N be the counting threshold in K. Without loss of
generality we can assume that there is an equivalent concept
name for each concept
(6 n r A) , (> n r A) ,
(6 n r∗ B) , (> n r∗ B) ,
(6 0 r− A) , (> 1 r− A) ,
(6 0 (r−)∗ A) , (> 1 (r−)∗ A)
where n ≤ N , A ∈ CN(K), and B ∈ RCN(K). If K does
not have this property, we add these concepts and build an
automaton over a richer alphabet. The automaton for the
original KB is obtained by projecting to the smaller alphabet
in a natural way.
We first describe the construction of the automaton and
then discuss the additional computability claims. The au-
tomaton BK,Q,Θ consists of three components. The first one
verifies that the input tree encodes a safe K-decomposition
of an interpretation that only uses types from Θ, the second
deals with the concept inclusions of K, and the last checks
that the decomposition admits a Q-refutation. In what fol-
lows,M = N |RCN(K)| whereN is the counting threshold in
K and [i, j] = {i, i+ 1, . . . , j}.
Correctness of decomposition, safety, types The first
thing to check is that the input tree is an encoding of a hy-
brid decomposition. Correctness of the encoding amounts to
checking that |gu| is equal to the length of the tuple on the
edge from u to the parent; the latter is passed down the tree
and compared with |gu|. Conditions 1–3 of Definition 2 are
ensured by the way the decomposition is represented.
Ensuring that branching is at most NCN(K) is done lo-
cally, based on the label of the current node and the edges
connecting it to its children, without relying on any kind of
in formation stored in the states.
Let us see how to verify that the hybrid decomposition is
well-formed for K. Whether Iε |= A is tested locally based
on the label of the current node and recorded in the state; a
state is initial iff the result of this test is positive. Because
fresh nodes in Iu are exactly the ones that do not occur in
fu and gu, conditions 2 and 3 can also be checked locally.
To check condition 1, it suffices to pass the unary K-type of
fu up the tree, and check that it coincides with the unary K-
type of the node specified in the label on the edge between
u and its parent. To check condition 4 it is enough to main-
tain for each e ∈ Γu the information about which elements
of Γu belong to Γv where e = fv, and make sure none of
these elements is dropped unless e is dropped. This involves
guessing in each node w if fw belongs to Γw′ , where w
′ is
the parent of w: if so, gw must list all elements of Γw; the
guess is passed up the tree to be verified. It remains to check
condition 5.
The first part of condition 5 states that for each local el-
ement d in Iu and each concept name A relevant for d, if
d ∈ AIu then d ∈ Γu. This can be be verified locally by
just looking at the label of the current node. The second part
of condition 5 states that for each local element d in Iu and
each concept name A relevant for d, Γv ∩ AIv ⊆ Γu for all
v ∈ T such that fv is a sink in Iu or fu is a non-isolated
source in Iv . If fv ∈ Γu, then by condition 4, the entire Γv
is contained in Γu. And should fu belong to Γv , it would be
a sink, so not a non-isolated source in Iv . Combining these
two observations we see that the automaton only needs to
verify the second part of condition 5 for v such that fv /∈ Γu
is a sink in Iu or fu /∈ Γv is a non-isolated source in Iv,
which implies that v is a neighbour of u. Towards this goal,
the automaton passes from parent w′ to child w the infor-
mation on whether fw is a sink or a non-isolated source in
Iw′ , and the information about all concept names relevant
for some local elements in Iw′ . The information about rele-
vant concept names is also passed up the tree: it is guessed
in w′ and the guess is passed down in the state to w, where
it is verified. Based on this information the automaton can
ensure the second part of condition 5 as follows. If fv is a
sink in the parent of v, the automaton checks that for each
concept name A passed to v from the parent, all elements
of Γv ∩ AIv are listed in gv . Similarly, for each child u of
v reachable via an edge labelled with a non-isolated source
in Iv , and each concept name passed from u to v, all ele-
ments from Γv ∩ AIv should be listed in the tuple on the
edge between v and u.
If K does not use inverse roles, the modified conditions 2
and 3 can be checked locally, too, as can be the additional
requirement that all elements of Γu \ {fu} are sinks. The
condition that Γu = ∅, imposed when K does not use count-
ing restrictions, is also local.
To check safety it suffices to ensure that on each infinite
branch, after each node v such that fv is a sink in the par-
ent of v, there is a node w such that fw is a non-isolated
source in the parent of w. The automaton already has ac-
cess, in node v, to the information on whether fv is a sink or
a non-isolated source in the parent v′ of v. Additionally, we
shall maintain the same information about the parent v′ of v.
With that, it suffices to declare as accepting those states of
the automaton, where fv is a sink and fv′ is a non-isolated
source, or the other way around.
Verifying that only unary types fromΘ are realized is also
done locally; when an element realizing a type not in Θ is
detected, the automaton rejects immediately.
Including additional information that will be useful later
on, we let the state q at the node v represent the following
information:
1. a type τq ∈ Tp(K), storing the unary K-type of fv;
2. a tuple (τ1q , . . . , τ
k
q ) ∈ Tp(K)k for some k ≤ M , storing
the unary K-types of elements of Γv (according to some
arbitrary fixed order on∆);
3. a value iq ∈ [0, k], where iq ∈ [1, k] indicates that fv is
the iqth element in Γv and iq = 0 means that fv /∈ Γv;
4. a partial function ιq from [1, k] to [1,M ], indicating which
elements of Γv are listed in gv and their positions in the
tuple of K-types in the parent (this also provides |gv|);
5. a binary reflexive relation❀q over [1, k] representing for
each element in Γv, a subset of Γv containing this ele-
ment;
6. a subsetRq of RCN(K) indicating concept names relevant
for local elements in v;
7. a subsetR′q of RCN(K) indicating concept names relevant
for local elements in the parent v′ of v;
8. a binary flag sinkq indicating whether fv is a sink or a
source in the parent v′ of v;
9. a binary flag sink′q indicating whether fv′ is a sink or a
source in the parent v′′ of v′;
10. a binary flag aboxq indicating whether Iv |= A.
Moreover, we only allow combinations of these values that
satisfy the following consistency conditions:
• if iq 6= 0, then τq = τ iqq and iq ❀q j for all j ∈ [1, k];
• if i ∈ dom(ιq) and i❀q j, then j ∈ dom(ιq);
• if sinkq = 1, then for each A ∈ R′q and j ∈ [1, k] it holds
that A ∈ τ jq implies j ∈ dom(ιq).
KB automaton Concept inclusions that involve only con-
cept names are verified locally. For the remaining checks,
apart from the information stored in the first component, it
suffices to pass some aggregated information about each el-
ement that is shared between nodes; that is, fv and Γv for
each v. In what follows, by an A-successor we mean a suc-
cessor that belongs to the extension of the concept A. Sim-
ilarly for predecessors, direct successors, and direct prede-
cessors. The second component of state q at node v stores:
1. a subset of dom(ιq), representing elements of Γv shared
with the parent of v that are successors of fv in the current
subtree;
2. a subset of dom(ιq), representing elements of Γv shared
with the parent of v that are direct successors of fv in the
current subtree;
3. for each A ∈ CN(K), the counts of
• A-predecessors and direct A-predecessors (up to 1),
• A-successors and direct A-successors (up to N )
of fv appearing in the current subtree as local elements;
4. for each i ∈ [1, k] and A ∈ CN(K), the counts of
• A-successors and direct A-successors (up to N )
of the ith element of Γv appearing as local elements in
the subtree rooted at the node w such that fw is the ith
element of Γv.
If iq 6= 0, then the counts for the iqth element of Γv must be
consistent with those for fv.
It is not difficult to maintain this information when pro-
cessing the tree, detecting violations of K along the way.
The latter is done when an element is forgotten; that is, its
record is not passed up the tree any more. This happens ex-
actly in the node where the said element is fresh. Assuming
that the current node is v, this includes elements internal in
Iv and fw for each child w of v (among the latter, all ele-
ments of Γv that are not listed in gv). For each such element
we compute the current counts, based on Iv and the infor-
mation passed from the children and the parent (including
the information on elements of Γv that are reachable from
each fv and from other elements of Γv): because all counts
refer to local elements in disjoint parts of the tree, there is no
danger of counting anything twice. If the computed counts
violate some restriction imposed by K, the automaton re-
jects immediately. The maintanance amounts to updating
the records for those elements e that are not getting forgot-
ten in the current node. Note that this requires accounting
for those elements of Γv that are reachable from e and are
getting forgotten in v.
Observe that correctness of this construction relies on
the safety condition. Witnesses for positive counts of A-
successors or A-predecessors must be found among ele-
ments reachable or backwards reachable from the elements
in the current bag. Safety implies that these elements are
contained within a finite fragment of the decomposition.
Query automaton The automaton guesses a Q-refutation
and verifies that it is consistent. The consistency condition,
as given in Definition 10, can be easily checked based on
the label of the current node and the labels of the edges con-
necting it with its children, provided that we are given the
values σ(fv) for all children v of the current node. In fact,
note that in the condition of Definition 10, one can replace
σ(e) with σ(e) ↾ {e}∪Γu. This is precisely the information
the automaton will pass between nodes: states of the query
automaton areQ-types with parameters [0,M ], where 0 rep-
resents fv and each i > 0 represents g
i
v. Moreover, we only
allow Q-types in which no q ∈ Q occurs.
Computability The set of states, initial states, and accept-
ing states of the product automaton BK,Q,Θ can be clearly
computed within the desired complexity bounds. Let us see
how to deal with stepBK,Q,Θ . Let P be a set of states of
BK,Q,Θ and q a single state of BK,Q,Θ. As a first step we
remove from P all states that are incompatible with q. That
is, we only keep states p such that
• τ ip = τ ιp(i)q for all i ∈ dom(ιp);
• R′p = Rq;
• sink′p = sinkq;
• if sinkp = 0, then A /∈ τ iq for all A ∈ Rp, i /∈ img(ιp);
• {ιp(j) ∣∣ i❀p j} = {j′ ∣∣ ιp(i)❀q j′} for i ∈ dom(ιp);
• for all i ∈ dom(ιp) and all A ∈ CN(K), the counts of
A-successors and direct A-successors for i in p are equal
to the respective counts for ιp(i) in q.
Now, we shall construct a single-role (ALCOIQ9)+ KB
K′ without at-most restrictions over closures of roles, a
query Q′ ∈ UCQ, and a type set Θ′ such that (P, q) ∈
stepBK,Q,Θ iff K′ 6|= Θ
′
fin
Q′. For K in ALCI+, the construc-
tion almost directly gives K′ in ALCI+: nominals are not
needed because the sets Γu are empty in K-decompositions,
and CIs using counting will not be added. If K is a ALCQ+
KB, K′ will be in ALCOQ+. Nominals can be eliminated as
explained in Appendix A, but because the ABox is already
trivial, there is no need of unravelling and the reduction will
give only one instance of ALCQ+.
Let us start with K′. The ABox mentions a single indi-
vidual a0 and specifies its unary type as τq . The TBox uses
nominals a1, . . . , ak and specifies the unary type of ai as τ
i
q .
If iq = 0, then a0 /∈ {a1, . . . , ak}; otherwise, a0 = aiq .
We include into K′ the axioms
Root ≡ {a0} ,
Gamma ≡ {a1, . . . , ak} ,
Sink ≡ ∀r.⊥ ,
Source ≡ ∀r−.⊥ ⊓ ∃r.⊤ ,
Internal ≡ ¬(Sink ⊔ Source) ,
Local ≡ Internal ⊔ Root ,
Gamma ⊑ Sink ⊔ Root
for fresh concept names Root, Gamma, Sink, Source,
Internal, and Local. (If K does not use inverse roles, let
Source ≡ ⊥.) For each CI A ⊑ (6 n r∗ B) in K with
n > 0, if B ∈ Rq, then add
A ⊓B ⊓ Local ⊑ Gamma ,
and otherwise add
A ⊓ Local ⊑ ⊥ .
Using these, we reformulate the CIs ofK taking into account
that some neighbours of non-internal elements are outside
of the current bag. Aiming at reducing the number of cases,
we model ∃s.B as (> 1 s B) and ∀s.B as (6 0 s B) for
s ∈ {r−, (r−)∗}.
To model neighbours inside and outside the current bag,
for each B ∈ CN(K) ∪ {{ai}
∣∣ 0 ≤ i ≤ k} and n ≤ N we
introduce fresh concept names
E(6n r B) , E(>n r B) , E(6n r∗ B) , E(>n r∗ B) ,
E(60 r− B) , E(>1 r− B) , E(60 (r−)∗ B) , E(>1 (r−)∗ B) .
Let s ∈ {r, r−}. For each CI of the form A ⊑ (> n s B) in
K, we add
A ⊑ ⊔
i≤n
(> i s B) ⊓ E(>n−i s B) ,
and analogously for CIs of the form A ⊑ (6 n s B). For
each CI of the form A ⊑ (> 1 s∗ B), we add
A ⊑ (> 1 s∗ E(>1 s∗ B)) ,
and for each CI of the form A ⊑ (6 0 s∗ B), we add
A ⊑ (6 0 s∗ E(>1 s∗ B)) .
For each CI of the form A ⊑ (> n r∗ B), we add
A ⊑ ⊔
α0+
∑
n
i=1 αi·i=n
F(>α0 r∗ B) ⊓
n⊓
i=1
F(>(αi,i) r∗ B) ,
F(>α r∗ B) ⊑ ⊔
I⊆[1,k] : α≤
∑
i∈I ℓ
B
i
⊓
i∈I
F(>1 r∗ {ai}) ,
F(>1 r∗ {ai}) ⊑ (> 1 r∗ E(>1 r∗ {ai})) ,
F(>(α,β) r∗ B) ⊑ (> α r∗ ¬Gamma ⊓ E(=β r∗ B)) ,
E(=β r∗ B) ⊑ E(6β r∗ B) ⊓ E(>β r∗ B)
for α, β ≤ N , i ∈ [1, k], where ℓBi is the count of B-
successors of ai stored in q. For each CI of the form
A ⊑ (6 n r∗ B) where n > 0 and B ∈ Rq , we add
Local ⊓ A ⊑ ⊔
O⊆B̂ : |O|≤n
⊓
o∈B̂\O
F(60 r∗ {o}) ,
F(60 r∗ {ai}) ⊑ (6 0 r∗ E(>1 r∗ {ai})) ,
where B̂ =
{
ai
∣∣ B ∈ τ iq}.
We need to ensure that the concepts modelling neighbours
are interpreted in a way consistent with the information in
the states. First, we ensure that internal elements do not have
any external neighbours by adding
Internal ⊑ ⊓
n≥0
E(6n s B) ,
Internal ⊑ E(>0 s B) ⊓ ⊓
n>0
¬E(>n s B) ,
¬B ⊓ Internal ⊑ ⊓
n≥0
E(6n s∗ B) ,
¬B ⊓ Internal ⊑ E(>0 s∗ B) ⊓ ⊓
n>0
¬E(>n s∗ B) ,
B ⊓ Internal ⊑ ¬E(60 s∗ B) ⊓ ⊓
n>0
E(6n s∗ B) ,
B ⊓ Internal ⊑ ⊓
n≤1
E(>n s∗ B) ⊓ ⊓
n>1
¬E(>n s∗ B)
for all B ∈ CN(K) ∪ {{ai}
∣∣ 0 ≤ i ≤ k} and s ∈ {r, r−}.
Next, we take care of sinks. For those not in
{a0, a1 . . . , ak} we let
Sink ⊓ ¬(Gamma ⊔ Root) ⊑ ⊔
p∈P : ip /∈dom(ιp)
sinkp=1
⊓
A∈τ̂p
A ,
where τ̂p is the extension of τp to concept names E(6n t B)
and E(>n t B) that reflects the counts of neighbours in the
current subtree stored in p. For ai with i /∈ dom(ιq) the
condition is similar:
{ai} ⊑ ⊔
p∈P : ιp(ip)=i
⊓
A∈τ̂p
A .
For ai with i ∈ dom(ιq), different from a0, the condition is
extracted exclusively from the counts stored in q; an appro-
priate subtree will be provided in the bag where the element
corresponding to ai is fresh.
For sources different from a0, shared elements might be
successors or direct successors both in the current bag and
outside. To handle that, for each conjunction C choosing
either (6 0 t {ai}) or (> 1 t {ai}) for each t ∈ {r, r∗} and
i ∈ [1, k], we add a separate conditions
C ⊓ Source ⊓ ¬Root ⊑ ⊔
p∈P : ip /∈dom(ιp)
sinkp=0
⊓
A∈τ̂Cp
A ,
in which τ̂Cp accounts for the connections to ai with i ∈
img(ιp) described in C.
Finally, we let
{a0} ⊑ ⊓
A∈τ̂q
A ,
where τ̂q extracts information about counts of external
neighbours from the counts in the current subtree stored in q
and the total counts represented in the K-type τq.
Note that many disjunctions above have doubly exponen-
tial length. To avoid blowup, instead of actually putting
them into K′ we encode them in the type set Θ′, by filter-
ing out types that do not satisfy them. Of course, Θ′ also
filters out types that are not extensions of types from Θ.
Let us deal with the query now.
Definition 13 (unaryQ-type). A unary Q-type with param-
eters Γ is a set of triples of the form (p, V, η) such that p is a
fragment ofQ, V ⊆ var(p), and η is a partial mapping from
var(p) \ V to Γ.
The definition below captures the condition relating the
the Q-type stored in state q with Q-types stored in states
from P . The function Σ it mentions in our case maps each
τ ∈ Tp(K′) to the set Σ(τ) of unary Q-types with parame-
ters {a1, a2, . . . , ak},{(
f, η−1({0}), a∗ ◦ ιp ◦ η ↾ [1, k] \ {ip}
) ∣∣ (f, η) ∈ τQp } ,
where a∗ is a function mapping i to ai, τ
Q
p is the Q-type
the stored in state p, and p ranges over states in P that are
compatible with τ ; that is, satisfy one of the following con-
ditions:
• {Sink,Gamma,Root} ∪ τ̂p ⊆ τ , sinkp=1, ip /∈dom(ιp),
• {Source,Root}∪ τ̂Cp ∪C ⊆ τ , sinkp = 0, ip /∈ dom(ιp),
• {{ai}} ∪ τp ⊆ τ , ιp(ip) = i /∈ dom(ιq).
Definition 14 (weak realizability modulo). Consider a KB
K′, aQ-type τ with parameters Γ ⊆ ind(K′), and a function
Σ mapping unaryK′-types to sets of unaryQ-types with pa-
rameters Γ. The Q-type τ is weakly realized modulo Σ in a
K′-interpretationM if
τ ⊇
(
wtpMQ
(
Γ ∪ dom(σ))⊕ ⊕
d∈dom(σ)
σ(d)
)
↾ Γ .
for some partial function σ mapping elements d ∈ ∆M
to Q-types σ(d) with parameters {d} ∪ Γ such that{(
p, η−1(d), η ↾ Γ
) ∣∣ (p, η) ∈ σ(d)} ∈ Σ(tpK′M(d)).
Lemma 12. Given Q ∈ UCQ+, a KB K′, a set Θ′ ⊆
Tp(K′), a Q-type τ with parameters Γ ⊆ ind(K′), and a
functionΣ mapping unaryK′-types to sets of unaryQ-types
with parameters Γ, one can construct Q′ ∈ UCQ and Θ′′
such that K′ |=Θ′′
fin
Q′ if τ is weakly realizable modulo Σ in
a finite model of K′ realizing only types from Θ′.
Proof. For each triple of the form (p, V, η) such that p is
a subquery of a query from Q, V ⊆ var(p), and η is a
partial mapping from var(p) \ V to Γ, introduce a concept
Ap,V,η. This adds |Q| · 2m · (|Γ| + 1)n concepts, where
m = maxq∈Q |q| and n = maxq∈Q |var(q)|.
LetΘ′′ be the set of all unary types (over the extended set
of concept names) of the form θ∪θ′ where θ ∈ Θ′ and there
exists a unary Q-type υ ∈ Σ(θ) such that Ap,V,η ∈ θ′ for
all (p, V, η) ∈ υ. In the model we seek, we shall allow only
unary types from Θ′′.
We now define a query Q′ ∈ UCQ that will be forbidden
in the model we seek. Choose
• a fragment p ofQ and a partial mapping from var(p) to Γ
such that (p, η) /∈ τ ;
• a partition of p into fragments p′ and p1, . . . , pk such that
var(pi) ∩ var(pj) ⊆ var(p′) ∪ η−1(Γ) for all i 6= j;
• a localization p′′ of p′.
For each choice, add toQ′ the query η(p′′∧∧ki=1 p˜i), where
p˜i = Api,Vi,ηi(yi) ∧
∧
x∈Vi
x = yi ,
ηi = η ↾ var(pi) ,
Vi = var(pi) ∩ var(p′) \ η−1(Γ) ,
and yi is a fresh variable. Withm = maxq∈Q |q|, we have
|Q′| ≤ (|Q| · 2m · (|Γ|+ 1)n) ·mm · 2m
and, after eliminating equality atoms in the usual, way each
conjunctive query in Q′ has size O(m).
Proof of Lemma 8
Let us call an interpretion ℓ-bounded if the length of simple
directed paths in this interpretation is at most ℓ.
Lemma 13. F is ℓ-bounded.
Proof. Redirected edges orginate in Iu such that fu is a
source in Iu′ for the parent u′ of u, and lead to fvˆ that is
a sink in Ivˆ′ for the parent vˆ′ of vˆ. Consequently, a sim-
ple directed path π taking an edge redirected from fv to fvˆ
(as the first redirected edge) cannot reach the origin of an-
other redirected edge. Hence, the suffix of π starting in fvˆ
is a path in I ′, and its length is bounded by ℓ. Because
NInn (fv) ≃ NInn (fvˆ) and n ≥ ℓ, a simple directed path
originating in fv, of the same length as the suffix, can be
found in I ′. Consequently, there exists a simple path in I ′ of
the same length as π: instead of taking the redirected edge,
take the original edge to fv and continue from there; because
π enters fv from Iv′ for the parent v′ of v, and fv is a sink
in Iv′ , the resulting path is indeed simple. It follows that the
length of the whole π is bounded by ℓ.
Lemma 14. F |= K.
Proof. Because the unary types of fv and fvˆ coincide, redi-
rections of edges do not violate concept inclusions of K that
do not involve transitive closure. In ℓ-bounded interpreta-
tions, each universal restriction is equivalent to not satis-
fying a UCQ with at most ℓ binary atoms per CQ. Conse-
quently, F satisfies all universal restrictions by Fact 3. It
remains to verify existential restrictions involving transitive
closure. Consider a forward path π witnessing an existen-
tial restriction in I ′ and suppose that the origin of this path
is still in still in F . Because I ′ is ℓ-bounded, the path has
length at most ℓ. If this path does not pass through a redi-
rected edge, we are done. Suppose that it does pass an edge
redirected from fv to fvˆ. Then we can transfer the suffix of
the path after fv to fvˆ, because N
In
n (fv) ≃ NInn (fvˆ) and
n ≥ ℓ. Like in the proof of Lemma 13, the transferred suffix
cannot take another redirected edge, and we are done.
D Hardness
Theorem 1 Finite entailment of CQ+s overALC knowledge
bases is 2EXPTIME-hard.
Proof. We reduce the word problem of exponentially space
bounded alternating Turing machines. For each input word
w toM = (Q,Σ, q0, δ), we define anALC knowledge base
K(M,w) and a CQ+ q such that M accepts w iff there is a
counter-model of K(M,w) and qM,w.
Each finite forest counter-model of K(M,w) and qM,w
will represent an accepting computation ofM and w. Our
encoding follows closely the one use in (Eiter et al. 2009) to
show that (arbitrary) entailment of CQs over SH knowledge
bases is 2EXPTIME-hard. In particular, each tree model
of K(M,w) encodes an accepting computation tree in which
each node is the root of a configuration tree (see Figure 1).
Notably, there are two consecutive edges connecting a con-
figuration tree and any of its successor configurations. Fur-
ther, each configuration tree is a complete binary tree of
depth equal to the length of the input word |w|, and whose
leaves shall store the tape contents using a cell gadget as il-
lustrated in Figure 2. Each cell gadget records the current
(right descendants) and the previous (left descendants) con-
figuration of M. The particular structure of a cell gadget
is illustrated in Figure 3. The root of each gadget cell is
labelled with concepts names B1, . . . , Bm that encode (in
binary) the position of the cell in the tape. The node labelled
with concept name Eh records pairs (q, a) (not) satisfied in
the current configuration, whereas Fh records all possible
pairs (q, a) with q ∈ Q and a ∈ Σ using concept names
Zq,a. The actual content of the cell in the current (previous)
configuration is recorded in the node labelled by Gh (Gp)
using a concept name for each symbol in Σ; symmetrically,
the node Fp records the pairs (not) satisfied in the previous
configuration and Ep all possible pairs (q, a).
Concept inclusions in K(M,w) to enforce the structure fo
configuration trees are rather standard and use a single role
r. They ensure locally that in every gadget the current con-
figuration is indeed a successor of the previous configura-
tion. All the relevant axioms to ensure this from the encod-
ing in (Eiter et al. 2009) can be expressed in ALC.
We will use a CQ+qw to ensure that computation trees are
proper, i.e., that the previous configuration recorded in each
configuration tree T coincides with the current configura-
tion recorded in all its successors T ′. This property can be
characterised as follows:
Lemma 15 (Proposition 4 in (Eiter et al. 2009)). A compu-
tation tree is not proper iff there exists a cell gadget n in
some configuration tree T and a cell gadget n′ in a succes-
sor configuration of T such that for all A ∈ B ∪ Z
(†) A is true at the Eh-node of n and the Ep-node of n′, or
(‡) A is true at the Fh-node of n and the Fp-node of n.
whereB = {B1, . . . , Bm} is the set of all concept names
used to encode the cell addresses, and Z = {Zq,a | q ∈
Q, a ∈ Σ} is the set of concept names used as markers in
the cell gadgets. Notably, (the proof of) Lemma 15 does not
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rely on the use of role inclusions not transitive roles in the
encoding.
Thus, the query qw should be able to test properties (†)
and (‡) for each A ∈ B ∪ Z. We achieve this by taking a
copy of the query shown in Figure 4, for each A ∈ B ∪ Z.
Possible matches of one of these copies in a computation
tree are illustrated on Figure 4. The required query qw is the
conjunction of all these copies.
Figure 3: Cell gadget
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