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Logarithmic p-bases and arithmetical differential modules
Daniel Caro and David Vauclair
Abstract
We introduce the notion of log p-smoothness which weakens that of log-smoothness and that of having locally
p-bases. We extend Berthelot’s construction of arithmetic D-modules and some properties in this context.
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Introduction
Berthelot’s theory of arithmetic D-modules in the context of varieties over a perfect field k of characteristic p > 0 gives
a p-adic cohomology satisfying properties analogous to that in Grothendieck’s theory of l-adic étale cohomology. For
instance, we have the stability under six operations of the overholonomicity with Frobenius structures (see [CT12])
and a theory of weights (see [AC13]) which are respectively the analogue of Grothendieck’s stability of constructible
l-adic sheaves and of Deligne’s theory of weights of constructible l-adic complexes. However, we also need a theory
of arithmetic D-modules in a wider context. For instance, nearby cycles or vanishing cycles require to work over
certain schemes which are not varieties over k (e.g. the spectrum of a henselian ring). In relation to the p-adic local
monodromy theorem (see [And02], [Ked04], [Meb02]), Crew studied the case of k[[t]]/k (e.g. he proved the holonomicity
of F -isocrystals on the bounded Robba ring in [Cre06]). More recently, D. Pigeon in [Pig14] extended the construction
of Berthelot’s sheaf of differential operators in the context of schemes having locally p-bases. Roughly speaking, the
point is to extend in the theory the notion of étale morphisms by that of relative perfect morphisms. For instance,
since k[[t]]/k[t] is relatively perfect, Pigeon’s context also “englobes” Crew’s case k[[t]]/k. In fact, to be more precise,
1
the objects in Crew’s construction live over Spf V[[t]] endowed with the (p, t)-adic topology whereas in Pigeon’s context
(and in our work here) we only consider the p-adic topology. In other words, objects are living over the topological
space of Spec k[[t]] in Pigeon or our context whereas in Crew’s one they are living over that of Spec k. Taking global
sections, one might consider some comparison theorems between both contexts ; but this is not the purpose of the
paper. On the other hand, it would also be useful (e.g. to be able to use Kedlaya’s semistable reduction theorem
([Ked11])) to work with log schemes as in C. Montagnon’s thesis (see [Mon02]). This is the goal of the present paper
where we introduce the notion of log p-smoothness that generalizes at the same time the notions of having p-bases
locally and of log smoothness. We extend in this work Berthelot’s construction of arithmetic D-modules in this context
which generalizes Berthelot, Montagnon or Pigeon’s one. Over Laurent series fields, it would be interesting to compare
our constructions with the theory of rigid cohomology as developed by C. Lazda and A. Pál (see [LP16]), which would
be a stimulating continuation of the present paper. Moreover, we might hope to check some finiteness properties by
using the framework of arithmetic D-modules.
Let us describe the content of the paper. In the first chapter, we introduce the notions of log p-étaleness (of level
m), log p-basis (of level m), log p-smoothness and log relative perfectness. These notions are some generalizations
of the notions of (log-)étaleness, (log) basis, (log) smoothness and relative perfectness see (1.2.11, 1.5.5). We also
propose a notion of (finite) log p-basis which is suited in the context of D-modules when we look at local descriptions.
This latter notion is related with Tsuji’s notion of p-basis defined in [Tsu00, 1.4] (see remarque 1.5.3). In the first
chapter, we also retrieve the usual local description of m-PD-envelopes (see [Ber96] or [Pig14]) in the context of log
p-smoothness (of level m). In the second chapter we extend Berthelot’s constructions of arithmetic D-modules to log
p-smooth fine log schemes. Namely, we define and study D
(m)
X/S (the sheaf of differential operators of level m) and
we put a canonical right D
(m)
X/S-module structure on the dualizing sheaf ωX/S . A standard elegant proof of this fact
needs Grothendieck’s extraordinary pullback as defined in [Har66]. Since we do not know a suitable generalization
of Grothendieck’s extraordinary pullback in our context, we construct the canonical right D
(m)
X/S-module structure on
ωX/S by glueing local computations. In the third chapter we move to log p-adic formal schemes by taking limits as in
[Ber96]. We conclude by defining extraordinary pull-backs, pushforwards and duals similarly to Berthelot in his theory
of arithmetic D-modules.
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Convention, notation of the paper
Let V be a complete discrete valued ring of mixed characteristic (0, p), π be a uniformizer, K its field of fractions, k
its residue field which is supposed to be perfect. If X → Y is a morphism of log schemes, we denote by f : X → Y the
underlying morphism of schemes. A scheme means a log schemes endowed with the trivial log structure. By convention,
a fine log scheme X is noetherian means that X is noetherian as a scheme. A fs log scheme means a fine saturated
log scheme. The formal scheme Spf V is meant for the p-adic topology. A formal V-scheme means a p-adic formal
scheme over Spf V. When we say “etale locally” this means we use Definition [SGA3, IV.6.3] of the etale topology (see
also proposition [SGA3, IV.6.3.1(iv)] for an alternative definition). In the category of fine log schemes, replacing the
morphisms of schemes by the strict morphisms of fine log schemes, we get the similar notion of étale locality (see the
remark 1.1.7.3).
Unless otherwise stated fiber products of fine log schemes (resp. fine formal log schemes) are always computed in
the category of fine log schemes (resp. fine formal log schemes). The sheaves of monoids are by convention sheaves for
the étale topology. Notice that since we are working with fine log schemes, from [Ogu, II.1.2.11], the reader who prefers
to work with sheaves of monoids for the Zarisky topology can switch to it without any problem. The remark 2.2.7
should convince the reader why it is too pathological to work with coherent log structures instead of fine log structures.
1 Log p-étaleness, relative log perfection, m-PD envelope
Let i be an integer and S be a fine log scheme over the scheme Spec (Z/pi+1Z).
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1.1 Formal log etaleness, nth infinitesimal neighborhood
In this subsection 1.1, the reader might notice that we could consider the case where S = Spec (Z/pi+1Z) without loss
of generality. But, we will need in the subsection 1.4 the case where S is any fine log scheme over Spec (Z/pi+1Z). In
order to keep notation as homogenous as possible, S will remain any fine log scheme over Spec (Z/pi+1Z).
Notation 1.1.1. If X is a log scheme over Spec (Z/pi+1Z), then for any integer 0 ≤ k ≤ i we put Xk := X ×Z/pi+1Z
Z/pk+1Z. If f : X → Y is a morphism of Spec (Z/pi+1Z)-log schemes, then for any integer 0 ≤ k ≤ i we set fk : Xk → Yk
the morphism canonically induced by f .
Let I be a quasi-coherent sheaf (for the Zariski topology) on a log scheme X . The preasheaf which associates I(U)(n)
(the subideal of I(U) generated by nth powers of elements of I(U)) to an affine open set U of X is a quasi-coherent
sheaf. We denote it by I(n). Similarly, using [Ber00, A.1.5.(ii)], when I is endowed with an m-PD structure, we get
a quasi-coherent sheaf I{n}(m) (which depends on the m-PD structure of I) such that for an affine open set U of X ,
I{n}(m)(U) = I(U){n}(m) .
If X is a fine log scheme over Fp, we denote by FX : X → X the absolute Frobenius of X as defined by Kato in
[Kat89, 4.7].
Definition 1.1.2. Let u : Z → X be a morphism of log-schemes.
1. We say that u is an immersion (resp. closed immersion) if u is an immersion (resp. a closed immersion) of schemes
and if u∗MX →MZ is surjective (here u
∗ means the pullback of log structures [Kat89, 1.4]). An immersion (resp.
a closed immersion) is exact if and only if u∗MX →MZ is an isomorphism.
2. We say that u is an open immersion if u is an exact immersion such that u is an open immersion of schemes.
3. Let n be an integer. A “log thickening of order (n)” (resp. “log thickening of order n”) is an exact closed immersion
u : U →֒ T such that I(n) = 0 (resp. such that In+1 = 0), where I is the ideal associated with the closed immersion
u. The convention of the respective case is that of [Ogu, IV.2.1.1] and is convenient when we are dealing with
n-infinitesimal neighborhood.
4. Let a ∈ N. A “(p)-nilpotent log thickening of order a” is a log thickening of order (pa+1). A “(p)-nilpotent log
thickening" is a (p)-nilpotent log thickening of order a for some a ∈ N large enough.
An S-immersion (resp. S-log thickening) is an immersion (resp. log thickening) which is an S-morphism.
Remark 1.1.3. 1. If u : Z → X and f : X → Y are two S-morphisms of log schemes such that f ◦ u is an S-
immersion, then so is u (use [EGA1, 5.3.13]).
2. If u : Z → X and f : X → Y are two S-morphisms of log schemes such that f ◦ u is a closed S-immersion and f
is separated, then u is a closed immersion (use [EGA1, 5.4.4]).
3. We can decompose a (strict) S-immersion u into u = u1 ◦u2, where u1 is an open S-immersion and u2 is a (strict)
closed S-immersion.
4. Let u : U →֒ T be an S-log thickening of order (pa) for some integer a. Since p is nilpotent in OT , by applying
finitely many times the functor I 7→ I(p) to the ideal defining u we obtain the zero ideal, which justifies the
definition of “(p)-nilpotent log thickening”. This also implies that u is the composition of several S-log thickenings
of order (p).
Definition 1.1.4. 1. We denote by C the category whose objects are S-immersions of fine log-schemes and whose
morphisms u′ → u are commutative diagrams of the form
X ′
f // X
Z ′
?
u′
OO
// Z.
?
u
OO (1.1.4.1)
We say that u′ → u is strict (resp. flat, resp. cartesian) if f is strict (resp. f is flat, resp. the square 1.1.4.1 is
cartesian).
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2. Let n ∈ N. We denote by C(n) (resp. Cn, resp. T hick(p)) the full subcategory of C whose objects are S-log
thickenings of order (n) (resp. S-log thickening of order n, resp. (p)-nilpotent S-log thickenings).
3. Let u be an object of C . An “log thickening of order (n) (resp. of order n) induced by u” is an object u′ of C(n)
(resp. Cn) endowed with a morphism u′ → u of C satisfying the following universal property: for any object u′′
of C(n) (resp. Cn) endowed with a morphism f : u
′′ → u of C there exists a unique morphism u′′ → u′ of C(n)
(resp. Cn) whose composition with u′ → u is f . The unicity up to canonical isomorphism of the log thickening of
order (n) (resp. of order n) induced by u is obvious. We will denote by P (n)(u) (resp. Pn(u)) the log thickening
of order (n) (resp. of order n) induced by u. We also say that Pn(u) is the nth infinitesimal neighbourhood of u
(see [Kat89, 5.8]). The existence is checked below (see 1.1.11 and 1.2.13).
4. We denote by C sat (resp. C sat(n) , resp. C
sat
n , resp. T hick
sat
(p)) the full subcategory of C (resp. C(n), resp. Cn, resp.
T hick(p)) whose objects are also morphisms of fs log-schemes.
Remark 1.1.5. 1. If u′ → u is a strict cartesian morphism of C with u ∈ C(n) (resp. u ∈ Cn, resp. u ∈ T hick(p)),
then u′ ∈ C(n) (resp. u
′ ∈ Cn, resp. u
′ ∈ T hick(p)). Indeed, the corresponding square of the form 1.1.4.1 of
u′ → u remains cartesian after applying the forgetful functor from the category of fine log schemes to the category
of schemes (to check this fact, we need a priori the strictness of u′ → u).
2. The category C has fibered products. More precisely, let u : Z →֒ X , u′ : Z ′ →֒ X ′, u′′ : Z ′′ →֒ X ′′ be some objects
of C ; let u′ → u and u′′ → u be two morphisms of C . Then u′ ×u u′′ is the immersion Z ′ ×Z Z ′′ →֒ X ′ ×X X ′′.
If u′ → u is moreover cartesian, then so is the projection u′ ×u u
′′ → u′′.
In order to be precise, let us clarify the standard definitions.
Definition 1.1.6. Let f : X → Y be an S-morphism of fine log schemes.
1. We say that f is “fine formally log étale” (resp. “fine formally log unramified”) if it satisfies the following property:
for any commutative diagram of fine log schemes of the form
U
u0 // _
ι

X
f

T
v // Y
(1.1.6.1)
such that ι is an object of C1, there exists a unique morphism (resp. there exists at most one morphism) u : T → X
such that u ◦ ι = u0 and f ◦ u = v.
2. Replacing C1 by C sat1 we get the notion of “fs formally log étale” morphism and of “fs formally log unramified”)
morphism.
3. We say that f is “log étale” if f is fine formally log étale and if f is locally of finite presentation.
4. We say that f is “étale” if f is log étale and strict (which is equivalent to saying that f is étale and f is strict).
Remark 1.1.7. 1. The definitions appearing in 1.1.6 (or 1.2.1) do not depend on the choice of the fine log scheme
S over Z/pi+1Z. More precisely, let f : X → Y be an S-morphism of fine log schemes. Then we can consider f
as a Spec (Z/pi+1Z)-morphism of fine log schemes. We notice that the properties satisfied by f can be checked
equivalently when S is equal to Spec (Z/pi+1Z) (i.e. we replace S by Spec (Z/pi+1Z) in the corresponding
categories defined in 1.1.4).
2. Let f : X → Y be an S-morphism of fine log schemes. The notion of etaleness of Kato appearing in [Kat89, 3.3]
is what we have defined as "log etaleness". We distingue by definition “log etale” and “etale” morphisms in order
to avoid confusion when we say for instance “etale locally”.
3. There exists in the literature a notion of etale morphism of log schemes with coherent log structures (see in
Ogus’s book at [Ogu, IV.3.1.1]). This notion is compatible with Kato’s notion of etale morphism of fine log
schemes. Indeed, both notions have the same characterization when we focus on morphisms of fine log schemes
(see respectively Theorem [Kat89, 3.5] and Theorem [Ogu, IV.3.3.1]).
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To avoid confusion with the etale notion in the classical sense, we will call such a morphism a “log etale” morphism
of log schemes with coherent log structures (instead of “etale morphism”).
Moreover, let f : X → Y be a morphism of log schemes with coherent log structures. From [Ogu, IV.3.1.12],
X int → X and Y int → Y are log etale (see [Ogu, II.2.4.5.2] concerning the functor X 7→ X int). Hence, using
Remark [Ogu, IV.3.1.2], we check that f is log etale if and only if f int is log etale.
1.1.8. We recall in the paragraph how we can exactify an immersion. Let u : Z →֒ X be an S-immersion of fine
log-schemes. Let z be a geometric point of Z. Using the proof of [Kat89, 4.10.1] and Proposition [EGA IV4, IV.18.1.1],
we check that there exists a commutative diagram of the form
X˜
f // X ′
g //

X
Z ′
 ?
u′
OO
O/
v′
``❅❅❅❅❅❅❅❅
h // Z
?
u
OO
such that the square is cartesian, f is log étale, f is affine, g is étale, v′ is an exact closed S-immersion and h is an
étale neighborhood of z in Z.
Lemma 1.1.9. Let u′ → u be a strict cartesian morphism of C . Suppose that the P (n)(u) (resp. Pn(u)), the log
thickening of order (n) (resp. of order n) induced by u, exists. Then the log thickening of order (n) (resp. of order n)
induced by u′ exists and we have P (n)(u′) = P (n)(u)×u u
′ (resp. Pn(u′) = Pn(u)×u u
′).
Proof. Using the remarks of 1.1.5, since u′ → u is strict and cartesian, then so is the projection P (n)(u)×uu
′ → P (n)(u)
and then P (n)(u)×uu
′ ∈ C(n). Hence, we check easily that P
(n)(u)×uu
′ endowed with the projection P (n)(u)×uu
′ → u′
satisfies the corresponding universal property of P (n)(u′). We check similarly the respective case.
Lemma 1.1.10. Let n ∈ N, f : X → Y be a fine formally log étale morphism of fine log S-schemes, u : Z →֒ X and
v : Z →֒ Y be two S-immersions of fine log schemes such that v = f ◦u. If Pn(u) exists, then Pn(v) exists and we have
Pn(u) = Pn(v).
Proof. Abstract nonsense.
Proposition 1.1.11. For any integer n, the inclusion functor Forn : Cn → C has a right adjoint functor which we
will denote by Pn : C → Cn. Let u : Z →֒ X be an object of C . Then Z is also the source of Pn(u). Moreover, denoting
abusively by Pn(u) the target of the arrow Pn(u), the underlying morphism of schemes of Pn(u) → X is affine. We
denote by Pn(u) the quasi-coherent OX-algebra so that P
n(u) = Spec(Pn(u)). If X is noetherian, then so is Pn(u).
Proof. The construction of Pn is given in [Kat89, 5.8]. Since Proposition 1.1.11 is slightly more precise than the
existence of Pn, for the reader convenience, let us give a detailled proof. Let u : Z →֒ X be an S-immersion of fine
log-schemes. Using 1.1.9, the existence of Pn(u) (and then the whole proposition) is étale local on X (i.e. following
our convention, this is local for the Zariski topology and we can proceed by descent of a finite covering with étale
quasi-compact morphisms). Hence, by 1.1.8, we may thus assume that there exists a commutative diagram of the form
X˜
f // X
Z
 ?
u
OO
O/
u˜
__❅❅❅❅❅❅❅❅
such that f is log étale, f is affine and u˜ is an exact closed S-immersion. Let I be the ideal defining u˜. Let Pn →֒ X˜ be
the exact closed immersion which is induced by In+1. Using 1.1.10, we check that Pn(u) is the exact closed immersion
Z →֒ Pn. When X is noetherian, then so are X˜ and Pn.
Proposition 1.1.12. Let f : X → Y be an S-morphism of fine log schemes and ∆X/Y : X →֒ X ×Y X (as always
the product is taken in the category of fine log schemes) be the diagonal S-immersion. The following assertions are
equivalent :
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1. the morphism P 1(∆X/Y ) is an isomorphism ;
2. the morphism f is fine formally log unramified ;
3. the morphism f is formally log unramified (this notion is defined at [Ogu, IV.3.1.1]).
Proof. Following [Ogu, IV.3.1.3], the last two assertions are equivalent. Moreover, by definition, if f is formally log
unramified then f is fine formally log unramified. Using [Kat89, 5.8] and with Notation 2.1.5, the property ΩX/Y = 0
is equivalent to say that P 1(∆X/Y ) is an isomorphism. Copying the proof of “if f is formally log unramified then
ΩX/Y = 0” of [Ogu, IV.3.1.3] we check in the same way that if f is fine formally log unramified then ΩX/Y = 0 (indeed,
since X fine, then the log scheme T := X ⊕ΩX/Y is fine because its log structure is MX ⊕ΩX/Y : see [Ogu, IV.2.1.6]).
1.2 Log p-étaleness
Definition 1.2.1. Let f : X → Y be an S-morphism of fine log schemes.
1. We say that f is “log p-étale” (resp. “log p-unramified”) if it satisfies the following property: for any commutative
diagram of fine log schemes of the form
U
u0 // _
ι

X
f

T
v // Y
(1.2.1.1)
such that ι is an object of C(p), there exists a unique morphism (resp. there exists at most one morphism)
u : T → X such that u ◦ ι = u0 and f ◦ u = v.
2. Replacing C(p) by C
sat
(p) we get the notion “fs log p-étale” and of “fs log p-unramified”.
3. Replacing “fine log S-schemes” by “S-schemes” in the definition 1.2.1.1, we get the notion of “p-étale” (resp.
“p-unramified”) morphism of schemes.
Remark 1.2.2. With the last remark of 1.1.3 in mind, we can replace C(p) by T hick(p) (resp. C
sat
(p) by T hick
sat
(p)) in
the definition of log p-étale or log p-unramified (resp. fs log p-étale or fs log p-unramified).
Lemma 1.2.3. Let f : X → Y be an S-morphism of fine log-schemes. Then f is fs log p-étale (resp. fs formally log
etale, resp. fs log p-unramified, resp. fs formally log unramified) if and only if so is f sat.
Proof. This is checked by using the fact that the functor X 7→ Xsat is a right adjoint of the inclusion functor from the
category of fs log schemes to the category of fine log schemes (see [Ogu, II.2.4.5.2]).
Lemma 1.2.4. Let f : X → Y be a strict S-morphism of fine log schemes, f : X → Y , f sat : Xsat → Y sat f sat : Xsat →
Y sat be the induced morphisms (see [Ogu, II.2.4.5.2] concerning the functor X 7→ Xsat).
1. The morphism f is log p-étale if and only if f is p-étale.
2. The morphism f is fs log p-étale if and only if f sat is p-étale.
Proof. If f is log p-étale then this is straightforward that f is p-étale (from a diagram of the form 1.2.1.1 in the category
of schemes, use the diagram of fine log schemes with strict morphisms which is induced by base change with Y → Y ).
To check the converse, using the fact that any morphism u : T → Y of fine log schemes factorizes uniquely of the form
T → T ′ → Y where T ′ → Y is strict and T = T ′, we reduce to check the universal property of lop p-étaleness in the
case where the morphisms of the diagram 1.2.1.1 are strict, which is clear. The second part of the Lemma is proved
similarly.
Lemma 1.2.5. Let f : X → Y and g : Y ′ → Y be two S-morphisms of fine log-schemes. Set X ′ := X ×Y Y
′ in the
category of fine log schemes and f ′ : X ′ → Y ′ the projection. If f is log p-étale (resp. fine formally log étale, resp.
log étale, resp. fine formally log unramified, resp. fs log p-étale, resp. fs formally log etale, resp. fs formally log
unramified), then so is f ′.
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Proof. Abstract nonsense and standard.
Lemma 1.2.6. Let f : X → Y be an S-morphism of fine log-schemes and f0 : X0 → Y0 be the induced S0-morphism.
The morphism f is log p-étale (fs log p-étale) if and only if f is fine formally log etale (resp. fs formally log étale) and
f0 is log p-étale (resp. fs log p-étale). Similarly replacing everywhere "étale" by "unramified".
Proof. If f is log p-étale then by definition f is fine formally log etale and by using 1.2.5 f0 is log p-étale. Conversely,
suppose that f is fine formally log etale and f0 is log p-étale. Let
U
u // _
ι

X
f

T
w // Y
(1.2.6.1)
be a commutative diagram of fine log schemes such that ι is an object of C(p). Since f0 is log p-étale, there exists a
unique morphism υ0 : T0 → X0 such that υ0 ◦ ι0 = u0 and f0 ◦υ0 = w0 (recall f0, w0, ι0, u0 mean the reduction modulo
p). Let αT : T0 →֒ T , αX : X0 →֒ X , and αU : U0 →֒ U be the canonical nilpotent exact closed immersions. Since αT is
a nilpotent exact closed immersion, since f is in particular fine formally log etale then there exists a unique morphism
υ : T → X such that υ ◦ αT = αX ◦ υ0 and f ◦ υ = w. Since αU : U0 →֒ U is a nilpotent exact closed immersion, since
f is in particular fine formally unramified, since (υ ◦ ι) ◦αU = u ◦αU , and f ◦ (υ ◦ ι) = f ◦ u, then υ ◦ ι = u. Hence, the
morphism υ : T → X is such that f ◦ υ = w and υ ◦ ι = u. To check the uniqueness of such morphism υ : T → X , since
f0 is log p-unramified then υ0, the reduction of such υ, is unique. Since f is in particular fine formally unramified, then
such υ is unique. The unramified or fs cases are checked similarly.
Lemma 1.2.7. Let f : X → Y and g : Y → Z be two S-morphisms of fine log schemes. The morphisms f and g are
log p-étale (resp. fine formally log etale, resp. log étale, resp. fs log p-étale, resp. fs formally log etale) if and only if
so are g ◦ f and g.
Proof. Abstract nonsense and standard.
Lemma 1.2.8. Let f : X → Y and g : X ′ → X be two S-morphisms of fine log-schemes such that g is étale, quasi-
compact and surjective. The morphism f is log p-étale (resp. fine formally log etale, resp. log étale, resp. fs log p-étale,
resp. fs formally log etale) if and only so is f ◦ g.
Proof. First, let us prove the non respective case. From 1.2.7, since an étale morphism is log p-étale, we check that if
f is log p-étale then so is f ◦ g. Conversely, suppose f ◦ g is log p-étale. Let
U
u0 // _
ι

X
f

T
v // Y
(1.2.8.1)
be a commutative diagram of fine log schemes such that ι is an object of C(p). Put U
′ := U ×XX
′ and u′0 : U
′ → X ′ the
morphism induced from u0 by base change by g. Since the projection g
′ : U ′ → U is étale, using Theorem [EGA IV4,
IV.18.1.2], there exists a unique (up to isomorphisms) étale morphism h : T ′ → T such that we have an isomorphism
of the form U ′
∼
−→ T ′ ×T U . Let ι
′ : U ′ →֒ T ′ be the projection. Since f ◦ g is log p-étale, there exists a unique
morphism u′ : T ′ → X ′ such that u′ ◦ ι′ = u′0 and f ◦ g ◦ u
′ = v ◦ h. Set T ′′ := T ′ ×T T
′, U ′′ := U ′ ×U U
′. Let
p1 : T
′′ → T ′, and p2 : T
′′ → T ′ (resp. p1 : U
′′ → U ′, and p2 : U
′′ → U ′) be respectively the left and right projections.
Let ι′′ := ι′ × ι′ : U ′′ →֒ T ′′. Since f ◦ g ◦ (u′ ◦ p1) = f ◦ g ◦ (u
′ ◦ p2), (u
′ ◦ p1) ◦ ι
′′ = (u′ ◦ p2) ◦ ι
′′, and since f ◦ g is
log p-ramified, we get u′ ◦ p1 = u
′ ◦ p2 and then (g ◦ u
′) ◦ p1 = (g ◦ u
′) ◦ p2. Since T
′ → T is a strict epimorphism, this
yields that there exists a unique morphism u : T → X such that g ◦ u′ = u ◦ h. Since u ◦ ι ◦ g′ = u0 ◦ g
′, since g′ is étale
and surjective, then u ◦ ι = u0. Since f ◦ u ◦ h = v ◦ h, since h is étale and surjective, then f ◦ u = v. We conclude that
f is log p-étale. The respective cases are checked similarly.
Lemma 1.2.9. Let f : X → Y and g : Y ′ → Y be two S-morphisms of fine log-schemes such that g is étale, quasi-
compact and surjective. Set X ′ := X ×Y Y
′ in the category of fine log schemes and f ′ : X ′ → Y ′ the projection. The
morphism f is log p-étale (resp. fine formally log etale, resp. log étale, resp. fs log p-étale, resp. fs formally log etale)
if and only so is f ′.
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Proof. Since the respective cases are similar, let us only prove the non respective case. From 1.2.5, if f is log p-étale
then so is f ′. Conversally, suppose that f ′ is log p-étale. Let
U
u0 // _
ι

X
f

T
v // Y
(1.2.9.1)
be a commutative diagram of fine log schemes such that ι is an object of C(p). Put T
′ := T ×Y Y
′, U ′ := U ×Y Y
′,
and let ι′ : U ′ →֒ T ′, u′0 : U
′ → X ′, v′ : T ′ → Y ′ be the morphism induced respectively from ι, u0, v by base change by
g. Since f ′ is log p-étale, there exists a unique morphism w′ : T ′ → X ′ such that w′ ◦ ι′ = u′0 and f
′ ◦ w′ = v′. Set
Y ′′ := Y ′ ×Y Y
′, T ′′ := T ×Y Y
′′, U ′′ := U ×Y Y
′′, and let ι′′ : U ′ →֒ T ′, u′′0 : U
′′ → X ′′, v′′ : T ′′ → Y ′′, f ′′ : X ′′ → Y ′′
be the morphism induced respectively from ι, u0, v, f by base change by Y
′′ → Y . Let p1 : Y
′′ → Y ′, p2 : Y
′′ → Y ′
(resp. p1 : X
′′ → X ′, p2 : X
′′ → X ′, resp. p1 : T
′′ → T ′, p2 : T
′′ → T ′) be the left and right projections. Since f ′′ is
log p-étale, there exists a unique morphism w′′ : T ′′ → X ′′ such that w′′ ◦ ι′′ = u′′0 and f
′′ ◦ w′′ = v′′. Since f ′ is log
p-étale, we check w′ ◦ p1 = p1 ◦ w
′′, w′ ◦ p2 = p2 ◦ w
′′ (e.g. use a cube with 1.2.9.1 with primes and double primes as
respectively the front and back squares). Hence, putting u′ := g ◦ w′ : T ′ → X , we get u′ ◦ p1 = u
′ ◦ p2. Since T
′ → T
is a strict epimorphism, we conclude that there exists a unique morphism u : T → X such that u′ is the composition of
u with T ′ → T . Since U ′ → U (resp. T ′ → T ) is étale and surjective then we check u ◦ ι = u0 (resp. f ◦ u = v). Hence,
f is log p-étale.
Lemma 1.2.10. Let u : Z →֒ X be an object of T hick(p) and I be the ideal defining the closed immersion u. Then
1 + I is a subgroup of O∗X . Let n be an integer prime to p. The homomorphism 1 + I → 1 + I of groups defined by
x 7→ xn is an isomorphism. Moreover, if X is affine then for any q > 0, we have the vanishing Hq(X, 1 + I) = 0.
Proof. For N large enough, I(p
N ) = 0 and pN = 0 in OS. This yields that 1+ I is a subgroup of O
∗
X . Since (n, p
N ) = 1,
we obtain that the homorphism 1 + I→ 1 + I given by x 7→ xn is an isomorphism. Using [SGA4, VI.5.1], to check the
last statement, we can suppose that I is nilpotent. Hence, by devissage, we can reduce to the case where I2 = 0. Then
(1 + I,×) can be identified with (I,+) as a group. Since I is quasi-coherent, we are done.
Proposition 1.2.11. Let f : X → Y be a log étale S-morphism of fine log-schemes. Then f is log p-étale.
Proof. Following 1.2.8 and 1.2.9 the log p-étaleness is étale local in both X and Y . Hence, using [Kat89, Theorem
3.5], we reduce to the case where X = AP , Y = AQ and where there exists a chart of f subordinate to a morphism
φ : Q→ P of fine monoids (see the definition [Ogu, II.2.1.7]) such that the kernel and cokernel of φgp is finite of order
prime to p (i.e. is invertible in Z/pi+1Z). Let ι : U →֒ T be an object of C(p). A morphism ι→ f can be thought of as
commutative diagram
Q
θ //
h

P
g

g˜
xx
Γ(T,MT )
i // Γ(U,MU).
We need to check the existence and unicity of a map g˜ : P → Γ(T,MT ) such that i ◦ g˜ = g and g˜ ◦ θ = h. Since
this is locally étale, we can suppose T affine. Following [Ogu, IV.2.1.2.4], the natural map MT → M
gr
T ×MU M
gr
U is
an isomorphism. Moreover, the morphism MT →֒ M
gr
T is injective. Hence, we reduce to check there exists a unique
morphism g˜ : P gr → Γ(T,MgrT ) making commutative the diagram
Qgr
θgr //
h′

P gr
g′
g˜′ww
Γ(T,MgrT )
i′ // Γ(U,MgrU ),
(1.2.11.1)
where h′, g′ are the morphism canonically induced from h, g and where i′ is induced from the map MgrT → M
gr
U . By
[Ogu, IV.2.1.2.2], we have 1+ I = ker(MgrT →M
gr
U ), where I is the ideal defining the closed immersion ι. Using 1.2.10,
since T is affine, we get the exact sequence
1→ Γ(T, 1 + I)→ Γ(T,MgrT )→ Γ(U,M
gr
U )→ 1. (1.2.11.2)
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First, let us check the unicity. Let g˜1, g˜2 : P
gr → Γ(T,MgrT ) be two morphisms making the diagram 1.2.11.1 commu-
tative. From the exactness 1.2.11.2, we get g˜1g˜
−1
2 : P
gr → Γ(T, 1 + I). Since (g˜1g˜
−1
2 ) ◦ θ
gr = 1, the morphism has a
factorization by a morphism of the form coker(θgr) → Γ(T, 1 + I). Since coker(θgr) is finite of order prime to p, since
the homomorphism Γ(X, 1 + I)→ Γ(X, 1 + I) given by x 7→ xn is a bijection for any integer n prime to p (see Lemma
1.2.10) then we check that such morphism coker(θgr)→ Γ(T, 1 + I) is 1, i.e. g˜1 = g˜2.
Now, let us prove the existence. It is sufficient to copy in the proof of [Ogu, IV.3.1.8] the part corresponding to the
implication 3.1.8.(1)⇒ 3.1.8.(2). For the convenience of the reader, let us clarify it. Put E := Γ(T,MgrT )×Γ(U,MgrU ) P
gr
(the morphisms used to define the fiber product are those appearing in the diagram 1.2.11.1). Taking the pullback of
1.2.11.2 by g′, we get the exact sequence 1→ Γ(T, 1+ I)→ E
π
−→ P gr → 1, where the first map is given by x 7→ (x, 1)
and where the map π is the projection (x, y)→ y. We put φ := (h′, θgr) : Qgr → E. We get the commutative diagram
1 // ker(θgr) //

Qgr //
φ

θgr
&&◆◆
◆◆
◆◆
◆◆
◆◆
◆◆
Qgr/ ker(θgr //

1
1 // Γ(T, 1 + I) // E
π //

P gr //

1
1 // Γ(T, 1 + I) // coker(φ) // coker(θgr) // 1
whose top and middle rows are exact. Since the homomorphism Γ(X, 1+I)→ Γ(X, 1+I) given by x 7→ xn is a bijection
for any integer n prime to p, since ker(θgr) is finite of order prime to p, then the morphism ker(θgr)→ Γ(T, 1+I) is equal
to 1. Hence, using the snake Lemma to the top and middle rows, we check that the bottom row is also exact. Since the
homomorphism Γ(X, 1+ I)→ Γ(X, 1+ I) given by x 7→ xn is a bijection for n equal to the cardinal of coker(θgr), then
Ext1(coker(θgr),Γ(X, 1 + I)) = 1. Hence, the bottom row splits (and even uniquely). Let τ : P gr → coker(φ) be the
composition of P gr → coker(θgr) with a section coker(θgr)→ coker(φ) of the surjection of the bottom surjective map.
We remark that the set of morphisms g˜ : P gr → Γ(T,MgrT ) making commutative the diagram 1.2.11.1 is equipotent
with the set of sections σ : P gr → E of π such that σ ◦ θgr = φ (the bijection is given by g˜ 7→ (g˜, id)). Since the
middle and bottow rows are exact, we get that the square on the bottom right is exact. Hence, we get the morphism
σ := (τ, π) : P gr → E. We check that this morphism is a section of π such that σ ◦ θgr = φ.
Lemma 1.2.12. Let n ∈ N, f : X → Y be a log p-étale morphism of fine log S-schemes, u : Z →֒ X and v : Z →֒ Y
be two S-immersions of fine log schemes such that v = f ◦ u. If P (p
n)(u) exists, then P (p
n)(v) exists and we have
P (p
n)(u) = P (p
n)(v).
Proof. Abstract nonsense.
Proposition 1.2.13. For any integer n, the canonical functor C(pn) → C has a right adjoint functor which we will
denote by P (p
n) : C → C(pn). Let u : Z →֒ X be an object of C . Then Z is also the source of P
(pn)(u). Moreover,
denoting abusively by P (p
n)(u) the target of the arrow P (p
n)(u), the underlying morphism of schemes of P (p
n)(u)→ X
is affine. When X is noetherian, then so is P (p
n)(u).
Proof. The proof is similar to that of 1.1.11: Let u : Z →֒ X be an S-immersion of fine log-schemes. Using 1.1.9, the
existence of P (p
n)(u) (and then the proposition) is étale local on X (i.e. following our convention, this is local for the
Zariski topology and we can proceed by descent of a finite covering with étale quasi-compact morphisms). Hence, by
1.1.8, we may thus assume that there exists a commutative diagram of the form
X˜
f // X
Z
 ?
u
OO
O/
u˜
__❅❅❅❅❅❅❅❅
such that f is log étale, f is affine and u˜ is an exact closed S-immersion. Let I be the ideal defining u˜. Let P (p
n) →֒ X˜
be the exact closed immersion which is induced by I(p
n). Using 1.2.11 and 1.2.12, we check that P (p
n)(u) is the exact
closed immersion Z →֒ P (p
n).
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1.3 Log relatively perfectness
The following definition 1.3.1 will be extended in 1.3.4.
Definition 1.3.1. Let f : X → Y be an S0-morphism of fine log-schemes. We say that f is “fine log relatively perfect”
(resp. “fs log relatively perfect” ) if the diagram on the left (resp. on the right)
X
FX //
f

X
f

Y
FY // Y,
Xsat
FXsat //
fsat

Xsat
fsat

Y sat
FY sat // Y sat
(1.3.1.1)
is cartesian in the category of fine log-schemes (resp. fs log-schemes). This definition does not depend on the choice of
the fine log scheme S over Z/pi+1Z. We remark that f is fs log relatively perfect if and only if so is f sat.
Remark 1.3.2. Let ι : U →֒ T be a log S0-thickening of order (p). Let T ×FT ,T,ι U be the base change of FT by ι. Let
p1 : T ×FT ,T,ι U → T , and p2 : T ×FT ,T,ι U → U be the projections. Since ι is of order (p) then p1 is an isomorphism.
Put ̟ι := p2 ◦ p
−1
1 : T → U . We remark that the morphism ̟ι is the unique morphism T → U making commutative
the diagram
U
FU // _
ι

U _
ι

T
FT //
̟ι
>>⑥⑥⑥⑥⑥⑥⑥⑥
T.
(1.3.2.1)
Lemma 1.3.3. Let f : X → Y be an S0-morphism of fine log-schemes. If f is fine log relatively perfect (resp. fs log
relatively perfect) then f is log p-étale (resp. fs log p-étale).
Proof. Let us check the fine version. Let
U
u0 // _
ι

X
f

T
v // Y
(1.3.3.1)
be a commutative diagram of fs S0-log schemes such that i is a log S0-thickening of order (p). First, let us check the
unicity. Let u : T → X be a morphism such that u ◦ ι = u0 and f ◦ u = v. With the notation of the remark 1.3.2, we
get FX ◦ u = u ◦ FT = u ◦ ι ◦ ̟ι = u0 ◦ ̟ι. Since we have also f ◦ u = v, we obtain the uniqueness of u from the
cartesianity of 1.3.1.1. Now, let us check the existence. We have FY ◦ v = v ◦ FT = v ◦ ι ◦̟ι = f ◦ u0 ◦̟ι. Hence, via
the cartesianity of 1.3.1.1, we get the Y -morphism u = (v, u0 ◦̟ι) : T → X = Y ×FY ,Y,f X . By definition, f ◦ u = v.
Moreover, u ◦ ι = (v ◦ ι, u0 ◦̟ι ◦ ι) = (f ◦ u0, u0 ◦ FU ) = (f ◦ u0, FX ◦ u0) = u0 : T
′ → X = Y ×FY ,Y,f X .
Suppose now that f is fs log relatively perfect. Using the lemma 1.2.3, we reduce to check that f sat is fs log p-étale.
Since f sat is fs log relatively perfect, we can proceed in the same way by replacing “fine” by “fs”.
Definition 1.3.4. Let f : X → Y be an S-morphism of fine log-schemes. We say that f is “fine log relatively perfect”
(resp. “fs log relatively perfect”) if f is fine formally log etale (resp. fs formally log etale) and if f0 is fine log relatively
perfect (resp. fs log relatively perfect). This definition does not depend on the choice of the fine log scheme S over
Z/pi+1Z.
Remark 1.3.5. From lemma 1.3.3, this definition of log relative perfectness of 1.3.4 agrees that of 1.3.1 when i = 0,
i.e. S = S0.
Lemma 1.3.6. Let f : X → Y be an S-morphism of fine log-schemes. Then f is fs log relatively perfect if and only if
so is f sat.
Proof. From 1.2.3, f is fs formally log étale if and only if so is f sat. Moreover, since (f sat)0 = (f0)
sat, then f0 is fs log
relatively perfect if and only if so is (f sat)0.
Proposition 1.3.7. A fine (resp. fs) log relatively perfect morphism is log p-étale (resp. fs log p-étale).
Proof. This is a consequence of 1.2.6 and 1.3.3.
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Lemma 1.3.8. Let f : X → Y and g : Y ′ → Y be two S-morphisms of fine log-schemes. Set X ′ := X ×Y Y
′ in the
category of fine log schemes and f ′ : X ′ → Y ′ the projection. If f is fine log relatively perfect (resp. fs log relatively
perfect), then so is f ′.
Proof. Since the fs part is similar, let us only consider the fine part. Using 1.2.5, we reduce to the case where i = 0.
Since the outline of both diagrams
X ′
FX′ //
f ′

X ′ //
f ′


X
f

Y ′
FY ′ // Y ′ // Y,
X ′ //
f ′


X
FX //
f


X
f

Y ′ // Y
FY // Y
(1.3.8.1)
are the same, we conclude.
Lemma 1.3.9. Let f : X → Y be a strict S-morphism of fine log schemes (resp. fs log schemes). Then f is fine log
relatively perfect (resp. fs log relatively perfect) if and only if f is relatively perfect as defined by Kato in [Kat91, 1.1].
Proof. Since f is strict then f is the base change of f by Y → Y in the category of fine log schemes (resp. fs log schemes).
This yields that if f is relatively perfect then f is fine log relatively perfect (resp. fs log relatively perfect). Conversely,
suppose that the morphism f is fine (resp. fs) formally log étale. Then, similarly to the proof of 1.2.4, we check that f is
formally étale. Hence, we reduce to the case i = 0. Moreover, since f is strict then Y ×FY ,Y,f X = Y ×FY ,Y ,f X. Since
f is fine log relatively perfect (resp. fs log relatively perfect), we get Y = Y ×FY ,Y,f X . This yields Y = Y ×FY ,Y ,f X
and we are done.
Lemma 1.3.10. Let f : X → Y and g : Y → Z be two S-morphisms of fine log schemes. The morphisms f and g are
fine log relatively perfect (resp. fs log relatively perfect) if and only if so are g ◦ f and g.
Proof. Using 1.2.7, we reduce to the case where i = 0. Then, this is abstract nonsense.
Lemma 1.3.11. Let f : X → Y be an étale S-morphism of fine log-schemes. Then f is fine log relatively perfect.
Proof. Using 1.3.9, we reduce to check that an étale morphism of schemes is relatively perfect as defined by Kato in
[Kat91, 1.1], which is well known.
Lemma 1.3.12. Let f : X → Y and g : X ′ → X be two S-morphisms of fine log-schemes such that g is étale, quasi-
compact and surjective. The morphism f is fine log relatively perfect (resp. fs log relatively perfect) if and only so is
f ◦ g.
Proof. From 1.3.10 and 1.3.11, if f is fine log relatively perfect then so is f ◦ g. Conversely, suppose f ◦ g is fine log
relatively perfect. Using 1.2.8, we reduce to the case where i = 0. We have to check that the morphism (FX , f) : X →
X×f,Y,FY Y is an isomorphism. Since is Zariski local, we can suppose X affine. Since f ◦ g is fine log relatively perfect,
then (FX′ , f ◦ g) : X
′ → X ′ ×f◦g,Y,FY Y , is an isomorphism. We notice that (FX′ , f ◦ g), is the base change of (FX , f)
by g × id : X ′ ×f◦g,Y,FY Y → X ×f,Y,FY Y Since g × id is etale, quasi-compact and surjective, then using [Gro65,
IV.2.7.1.(viii)], we can conclude. The fs log relatively perfect case is checked similarly.
Lemma 1.3.13. Let f : X → Y and g : Y ′ → Y be two S-morphisms of fine log-schemes such that g is étale, quasi-
compact and surjective. Set X ′ := X ×Y Y
′ in the category of fine log schemes and f ′ : X ′ → Y ′ the projection. The
morphism f is fine log relatively perfect (resp. fs log relatively perfect) if and only so is f ′.
Proof. From 1.3.8, f is fine log relatively perfect then so is f ′. Let us check converse: suppose f ′ is fine log relatively
perfect. Using 1.2.9, we reduce to the case where i = 0. We have to check that the morphism (FX , f) : X → X×f,Y,FY Y
is an isomorphism. Since f ′ is fine log relatively perfect then the base change of (FX , f) by id× g : X
′ ×f ′,Y ′,FY ′ Y
′ =
X ×f,Y,FY ◦g Y
′ → X ×f,Y,FY Y is an isomorphism (to check the equality, recall from 1.3.11 that g is relatively perfect).
Hence, using [Gro65, IV.2.7.1.(viii)], we check that (FX , f) is an isomorphism. The fs log relatively perfect case is
checked similarly.
Notation 1.3.14. Let P be a monoid. We denote by AP := (Spec (Z/p
i+1Z[P ]),MP ) the log formal scheme whose
underlying scheme is Spec (Z/pi+1Z[P ]) and whose log structure is the log structure associated with the pre-log structure
induced canonically by P → Z/pi+1Z[P ].
Beware that the notation AP := (Spec (Z[P ]),MP ) seems more common in the literature, but since we are working
over Z/pi+1Z this is much more convenient for us to put AP := (Spec (Z/p
i+1Z[P ]),MP ).
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Proposition 1.3.15. Let f : X → Y be a log étale S-morphism of fine log-schemes. Then f is fs log relatively perfect.
Proof. Since these notions do not depend on S, we can suppose S = Spec (Z/pi+1Z). From [Ogu, IV.3.1.12], Xsat → X
and Y sat → Y are log etale (see [Ogu, II.2.4.5.2] concerning the functor X 7→ Xsat). Hence, using Remark [Ogu,
IV.3.1.2], f sat : Xsat → Y sat is also log étale. From Lemmas 1.2.3 and 1.3.6, we can suppose that f = f sat. Since f is
fs formally log étale, then we are reduced to the case i = 0. Next we observe that the case where f is strict is already
known (see 1.3.9 and 1.3.11). Following 1.3.12, and 1.3.13, the fs relative perfectness of f is étale local on both X
and Y . Hence, using [Ogu, II.2.2.12] and [Kat89, Theorem 3.5], we reduce to the case where X = AP , Y = AQ (see
Notation 1.3.14) and f is induced by a morphism φ : Q→ P of fs monoids such that the kernel and cokernel of φgp is
finite of order prime to p. It remains to prove that the left square below is cartesian in the category of fs log schemes:
AP
f

FAP // AP
f

AQ
FAQ // AQ,
P P
poo
Q
φ
OO
Q.
poo
φ
OO (1.3.15.1)
Since the functor P 7→ AP from the category of fine satured monoids to the category of fs log-schemes over Spec (Z/p
i+1Z)
transforms cocartesian squares into cartesian squares, it is thus sufficient to check that the right square of 1.3.15.1 is
cocartesian in the category of fine satured monoids. Let us check that P satisfies the universal property of the pushout.
Let α : P → O and β : Q→ O be two morphisms of fine satured monoids such that α ◦ φ = β ◦ p. Since O is saturated,
if z is an element of Ogp such that pz is in O then z is an element of O. Hence, we reduce to check the universal
property in the case where P = P gp, Q = Qgp and O = Ogp. Let x0 ∈ P . There exist y ∈ Q and x ∈ P such than
x0 = φ(y) + px. (Indeed, let n be an integer prime to p such that n · coker(φ) = 0. There exists y0 ∈ Q such that
nx0 = φ(y0). Using Bezout lemma, we get the desired result.) We define a morphism h : P → O satisfying α = h ◦ p
and β = h◦φ by putting h(x0) := β(y)+α(x). The morphism h is well defined. Indeed, if x0 = φ(y)+px = φ(y
′)+px′,
then φ(y − y′) = p(x′ − x) and then we can suppose y′ = 0 and x = 0, i.e. x0 = φ(y) = px
′. Since p is an isomorphism
on coker(φ), there exists z′ ∈ Q such that x′ = φ(z′). Since p is an isomorphism on ker(φ), there exists z′′ ∈ ker(φ)
such that y = p(z′ + z′′). We compute β(y) = β(p(z′ + z′′)) = α ◦ φ(z′ + z′′) = α ◦ φ(z′) = α(x′). The unicity of such
h is also clear.
Remark 1.3.16. The “fine” version of proposition 1.3.15 is wrong, i.e. a log étale morphism is not necessarily fine log
relatively perfect. Indeed, we have the following counter-example. Let n ≥ 2 such that p ∤ n. In the category of fine
(resp fine saturated) monoids the inductive limit of the diagram N N
poo n // N is the submonoid of N generated
by p and n (resp. the associated saturated monoid, i.e. N itself). Let f : AN → AN denote the morphism induced by
n : N→ N. Hence, the morphism f is log étale but not fine relatively perfect.
1.3.17. The following diagram summarizes the relations between our definitions:
log étale
1.2.11
$,
1.3.15 %-❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙
1.3.16 fine log relatively perfect

1.3.7 +3 log p-étale

+3 fine formally log étale

fs log relatively perfect
1.3.7 +3 fs log p-étale +3 fs formally log étale.
(1.3.17.1)
From now on we will work with fine (not necessarily saturated) log schemes. For our purpose the most relevant
notion among those of the above diagram turns out to be log p-etaleness (indeed, the notion of fine formally log etaleness
seems too general because, to get a satisfying theory of D-modules, we need the local description of 1.5.11, whose proof
uses 1.4.13). The reader which is only interested in the category of fs log schemes can replace log p-etaleness by fs log
p-etaleness in the sequel.
1.4 Log p-étaleness of level m, m-PD-envelopes, nth infinitesimal neighborhood of level
m
Let (IS , JS , γ) be a quasi-coherent m-PD-ideal of OS. Let us fix some definitions.
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Definition 1.4.1. 1. Let C
(m)
γ (resp. C
(m)
γ,n ) be the category whose objects are pairs (u, δ) where u is an exact
closed S-immersion Z →֒ X of fine log-schemes and δ is an m-PD-structure on the ideal I of OX defining u which
is compatible (see definition [Ber96, 1.3.2.(ii)]) with γ (resp. and such that I{n+1}(m) = 0), where I{n+1}(m) is
defined in the appendix of [Ber00]) ; whose morphisms (u′, δ′)→ (u, δ) are commutative diagrams of the form
X ′
f // X
Z ′
?
u′
OO
// Z
?
u
OO (1.4.1.1)
such that f is an m-PD-morphism with respect to the m-PD-structures δ and δ′ (i.e., denoting by I′ the sheaf
of ideals of OX′ defining u
′, for any affine open sets U ′ of X ′ and U of X such that f(U ′) ⊂ U , the morphism
f induces the m-PD-morphism (OX(U), I(U), δ)→ (OX′(U
′), I′(U ′), δ′)). Beware that theses categories depends
on S and also on the quasi-coherent m-PD-ideal (IS , JS , γ). The objects of C
(m)
γ (resp. C
(m)
γ,n ) are called m-PD-
S-immersions compatible with γ (resp. m-PD-S-immersions of order n compatible with γ). We remark that we
have the inclusions C
(m)
γ ⊂ C
(m′)
γ for any integer m′ ≥ m (recall an m-PD-structure is also an m′-PD-structure).
We say that a morphism (u′, δ′) → (u, δ) of C
(m)
γ (resp. C
(m)
γ,n ) is strict (resp. flat, resp. cartesian) if f is strict
(resp. f is flat, resp. the square 1.4.1.1 is cartesian).
2. Let u be an object of C (see the notation 1.1.4). An “m-PD-envelope compatible with γ of u” is an object
(u′, δ′) of C
(m)
γ endowed with a morphism u′ → u in C satisfying the following universal property: for any object
(u′′, δ′′) of C
(m)
γ endowed with a morphism f : u′′ → u of C there exists a unique morphism (u′′, δ′′) → (u′, δ′)
of C
(m)
γ whose composition with u′ → u is f . The unicity up to canonical isomorphism of the m-PD-envelope
compatible with γ of u is obvious. We will denote by P(m),γ(u) the m-PD-envelope compatible with γ of u. By
abuse of notation we also denote by P(m),γ(u) the underlying exact closed immersion or its target. The existence
is checked below (see 1.4.15).
3. Since p is nilpotent in S, we get the forgetful functor For(m) : C
(m)
γ → T hick(p) (resp. For
(m)
n : C
(m)
γ,n → T hick(p))
given by (u, δ) 7→ u. We denote by C ′(m)γ (resp. C
′(m)
γ,n ) the image of For
(m) (resp. For
(m)
n ).
Notation 1.4.2. In this paragraph, suppose JS = pOS . Then, there is a unique PD-structure on JS which we will
denote by γ∅. Let u : Z →֒ X be an exact closed S-immersion of fine log-schemes and δ be an m-PD-structure on the
ideal I of OX defining u. It follows from Lemma [Ber96, 1.2.4] that the m-PD-structure δ of I is always compatible
with γ∅. Hence, in the description of C
(m)
γ∅ (resp. C
(m)
γ∅,n) we can remove “compatible with γ∅” without changing the
respective categories. For this reason, we put C (m) := C
(m)
γ∅ (resp. C
(m)
n := C
(m)
γ∅,n). But, recall these categories depend
on S even if this is not written in the notation. Finally, for any quasi-coherent m-PD-ideal (IS , JS , γ) of OS , we have
the inclusions
C (m)γ ⊂ C
(m), and C (m)γ,n ⊂ C
(m)
n . (1.4.2.1)
Definition 1.4.3. Let f : X → Y be an S-morphism of fine log schemes.
1. We say that f is “formally log étale of level m compatible with γ” (resp. “formally log unramified of level m
compatible with γ”) if it satisfies the following property: for any commutative diagram of fine log schemes of the
form
U
u0 // _
ι

X
f

T
v // Y
(1.4.3.1)
such that ι is an object of C ′
(m)
γ,1 , there exists a unique morphism (resp. there exists at most one morphism)
u : T → X such that u ◦ ι = u0 and f ◦ u = v.
2. Replacing C ′
(m)
γ,1 by C
′(m)
γ , we get the notion of “log p-étale of level m compatible with γ” (resp. “log p-unramified
of level m compatible with γ”) morphism of fine log schemes. To justify the terminology, the reader might see
Proposition 1.4.7.
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3. Replacing “fine log S-schemes” by “S-schemes” in the definition 1.4.3.1, we get the notion of “formally étale of
level m compatible with γ” (resp. “formally unramified of level m compatible with γ”) morphism of schemes
and of “p-étale of level m compatible with γ” (resp. “p-unramified of level m compatible with γ”) morphism of
schemes.
4. When γ = γ∅ (see Notation 1.4.2), we remove for simplicity “compatible with γ∅” in the terminology.
Lemma 1.4.4. The collection of formally log étale (resp. log p-étale) of level m compatible with γ morphisms of fine
S-log schemes is stable under base change and under composition. Similarly replacing “étale” by “unramified” or/and
removing “log”.
Proof. This is checked similarly to 1.2.5 and 1.2.7.
Remark 1.4.5. Let f : X → Y be an S-morphism of fine log schemes.
1. If the morphism f is log p-étale then f is log p-étale of level m compatible with γ for any m ∈ N (recall
C ′(m)γ ⊂ T hick(p)). If f is log p-étale of level m compatible with γ then f is formally log étale of level m
compatible with γ (recall C ′
(m)
1,γ ⊂ C
′(m)
γ ). Similarly replacing “étale” by “unramified”. Even if we do not have
counterexamples, the converse seems false in general.
2. If f is log étale, then f is log p-étale (recall 1.2.11) and then f is log p-étale of level m compatible with γ for any
m ∈ N and then f is formally log étale of level m compatible with γ for any m ∈ N.
Lemma 1.4.6. Suppose that JS + pOS is locally principal.
1. We have the inclusion C1 ⊂ C ′
(m)
γ,1 .
2. For any n,m ∈ N such that n+ 1 ≤ pm, we have the inclusion Cn ⊂ C ′
(m)
γ,n ;
3. We have the equality ∪m∈NC ′
(m)
γ = T hick(p).
Proof. Let us check the first two assertions. Let u : U →֒ T a S-log thickening of order n, let I be the ideal defining the
closed immersion u. When I2 = 0, we get a PD-structure γ on I defined by putting γn = 0 for any integer n ≥ 2. Since
JS + pOS is locally principal, then from [Ber96, 1.3.2.(i).b)] γ extends to T . Hence, C1 ⊂ C
′(0)
γ,1, which yields the first
inclusion to prove. Suppose now In+1 = 0 and n+1 ≤ pm. In that case, I(p
m) = 0. Hence, (0, δ) is an m-PD-structure
of I (where δ is the unique PD-structure on 0). Let us check that the m-PD structure (0, δ) of I is compatible with γ.
By definition, we have to check two properties (see [Ber96, 1.3.2.(ii))]). Since γ extends to T , then the property [Ber96,
1.3.2.1] is satisfied (see Definition [Ber96, 1.2.2]). The second one [Ber96, 1.3.2.2] is a straightforward consequence of
Lemma [Ber96, 1.2.4.(i)]. Hence, (u, δ) ∈ C
(m)
γ . Since In+1 = 0, we have in fact (u, δ) ∈ C
(m)
γ,n . By definition, this
yields u ∈ C ′(m)γ,n .
Let us check the last statement. The inclusion ∪m∈NC ′
(m)
γ ⊂ T hick(p) is tautologic. Conversely, let u : U →֒ T
a S-log thickening of order (pm), let I be the ideal defining the closed immersion u. Since I(p
m) = 0, then following
the first part of the proof, we get that the m-PD structure (0, δ) is compatible with γ of I. Hence, u ∈ C ′(m)γ , which
concludes the proof of the last statement.
Proposition 1.4.7. Suppose that JS + pOS is locally principal. Let f : X → Y be an S-morphism of fine log schemes.
1. The morphism f is log p-étale if and only if for any m ∈ N f is log p-étale of level m compatible with γ. Similarly
replacing “étale” by “unramified”.
2. If f is formally log étale of level m compatible with γ then f is fine formally log étale. Similarly replacing “étale”
by “unramified”.
Proof. This is a consequence of 1.4.6.
Lemma 1.4.8. Suppose that JS + pOS is locally principal. Let f : X → Y be an S-morphism of fine log-schemes and
f0 : X0 → Y0 be the induced S0-morphism.
The morphism f is formally log étale of level m compatible with γ (log p-étale of level m compatible with γ) if
and only if f is fine formally log etale and f0 is formally log étale of level m compatible with γ (log p-étale of level m
compatible with γ). Similarly replacing everywhere "étale" by "unramified".
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Proof. Using C1 ⊂ C ′
(m)
γ,1 (see 1.4.6), we proceed similarly to 1.2.6.
1.4.9. Forgetting log structures, i.e. replacing in 1.1.4 and 1.4.1 fine log-schemes by schemes, we define similarly the
categories C , C (m)γ and C
(m)
γ,n . Following [Ber96, 1.4.1 and 2.1.1], the forgetful functor For
(m) : C (m)γ → C defined
by (u, δ) 7→ u has a right adjoint that we will denote by P (m),γ . If u is an object of C then P (m),γ(u) is called the
“m-PD-envelope compatible with γ of u”. Moreover, since p is nilpotent then the morphism of schemes induced by the
targets of P (m),γ(u)→ u is affine (see [Ber96, 2.1.1]).
1.4.10. Let u : Z →֒ X be an exact S-immersion of fine log-schemes. Set (v, δ) := P (m),γ(u) (see 1.4.9). Let (v, δ) be
the object of C
(m)
γ whose underlying object of C
(m)
γ is (v, δ) and v is defined so that the morphism v → u of C is strict
(see the definition 1.1.4). Then (v, δ) is the m-PD-envelope compatible with γ of u.
Remark 1.4.11. Let α : (u′, δ′) → (u, δ) be a strict cartesian morphism of C
(m)
γ . Let (u′′, δ′′) be an object of C
(m)
γ
and β : u′′ → u′ be a morphism of C . We remark that if For(m)(α) ◦ β is in the image of For(m) then so is β. Indeed,
the morphism α is defined by a cartesian diagram of the form 1.4.1.1. Since α is moreover strict, then we remark that
Z ′ = Z ×X X
′, i.e. the diagram 1.4.1.1 remains cartesian after applying the forgetful functor from the category of fine
log schemes to the category of schemes. Hence, we can conclude.
1.4.12. Let u′ → u be a strict, flat, cartesian morphism of C , i.e. let
X ′
g //

X
Z ′
?
u′
OO
// Z
?
u
OO
be a cartesian square whose morphism g is strict and g is flat. Suppose that the m-PD-envelope compatible with γ of u
exists (in fact, this existence will be proved later in 1.4.15). Let (v, δ) be this m-PD-envelope. Set v′ := v×u u
′ and let
g′ : v′ → v be the projection. Since g is flat and g is strict, then g′ is strict and g′ is flat. From [Ber96, 1.3.2.(i)], there
exists a canonical m-PD-structure δ′ compatible with γ on the ideal defining v′ := v ×u u
′ such that the projection
g′ : v′ → v induces a strict cartesian morphism of C
(m)
γ of the form (v′, δ′)→ (v, δ). With the remark 1.4.11, we check
that (v′, δ′) is an m-PD-envelope compatible with γ of u′.
Lemma 1.4.13. Let f : X → Y be a log p-étale S-morphism, u : Z →֒ X and v : Z →֒ Y be two S-immersions of fine
log schemes such that v = f ◦ u. If the m-PD envelope compatible with γ of u exists then it is also an m-PD envelope
of v.
Proof. Let (P (u), δ) be the m-PD envelope compatible with γ of u. Let us check that the composition of the canonical
morphism P (u) → u with the morphism u → v (induced by f) satisfies the universal property of the m-PD envelope
compatible with γ of v. Let (v′, δ′) be an object of C
(m)
γ and g : v′ → v be a morphism of C . Using the universal
property of log p-étaleness of 1.2.1 we get a unique morphism h : v′ → u of C whose composition with u → v gives
g. Using the universal property of the m-PD-envelope of u compatible with γ that there exists a unique morphism
(v′, δ′)→ (P (u), δ) of C
(m)
γ such that the composition of v′ → P (u) with P (u)→ u is h.
Lemma 1.4.14. The inclusion functor Forn : C
(m)
γ,n → C
(m)
γ has a right adjoint. We denote by Qn(m),γ : C
(m)
γ → C
(m)
γ,n
this right adjoint functor. The functor Qn(m),γ preserves the sources.
Proof. Let (u, δ) be an object of C
(m)
γ and I be the ideal defining the exact closed immersion u : Z →֒ X . Let Qn →֒ X
be the exact closed immersion which is defined by I{n+1}(m) . It follows from [Ber96, 1.3.8.(iii)] that Qn(m),γ(u) exists
and is equal to the exact closed immersion Z →֒ Qn.
Proposition 1.4.15. Let u : Z →֒ X be an object of C .
1. The m-PD-envelope compatible with γ of u exists. In other words, the canonical functor For(m) : C
(m)
γ → C
has a right adjoint. We denote by P(m),γ : C → C
(m)
γ this right adjoint functor. Similarly, we get the right
adjoint functor Pn(m),γ : C → C
(m)
γ,n of the canonical functor For
(m)
n : C
(m)
γ,n → C . We have the relation Pn(m),γ =
Qn(m),γ ◦ P(m),γ.
15
2. If γ extends to Z then the source of P(m),γ(u) is Z.
3. By denoting abusively by P(m),γ(u) (resp. P
n
(m),γ(u)) the target of the arrow P(m),γ(u) (resp. P
n
(m),γ(u)),
the underlying morphism of schemes of P(m),γ(u) → X (resp. P
n
(m),γ(u) → X) is affine. We denote by
P(m),γ(u) (resp. P
n
(m),γ(u)) the quasi-coherent OX-algebra so that P(m),γ(u) = Spec(P(m),γ(u)) (resp. P
n
(m),γ(u) =
Spec(Pn(m),γ(u))). The m-PD structure of P(m),γ(u) will be denoted by (I(m),γ(u),J(m),γ(u),
[ ] )
4. Suppose that JS + pOS is locally principal and that X is noetherian (i.e. X is noetherian). Then P
n
(m),γ(u) a
noetherian scheme.
Proof. 1) First, let us check the proposition concerning the existence of P(m),γ(u) and its properties (i.e. the second
part of the proposition and the affinity of the morphism P(m),γ(u)→ X). Using 1.4.12, the existence of P(m),γ(u) and
its properties are étale local on X . Hence, by 1.1.8, we may thus assume that there exists a commutative diagram of
the form
X˜
f // X
Z
 ?
u
OO
O/
u˜
__❅❅❅❅❅❅❅❅
such that f is log étale, f is affine and u˜ is an exact closed S-immersion. In that case, following 1.4.10 the m-PD-
envelope compatible with γ of u˜ exists and the induced object of C (m)γ is P (m),γ(u˜). Following 1.4.13, them-PD-envelope
compatible with γ of u exists and is isomorphic to that of u˜. Concerning the second statement, when γ extends to
Z, following [Ber96, 2.1.1] (or [Ber96, 1.4.5] for the affine version), the source of the immersion P (m),γ(u˜) is Z. Since
P(m),γ(u˜), u˜ are exact closed immersion, since the morphism P(m),γ(u˜)→ u˜ is strict (see 1.4.10), then so is the morphism
of sources induced by P(m),γ(u˜)→ u˜. Hence, we get the second statement. We check the third statement recalling that
the target of P (m),γ(u˜) is affine over X˜ (see 1.4.9) and that P (m),γ(u˜) → u˜ is strict. Concerning the noetherianity, if
X is noetherian then so is X˜. Hence, using [Ber96, 1.4.4] and the description of the m-PD filtration given in the proof
of [Ber96, A.2], we get that Pn(m),γ(u˜) is noetherian (but not P (m),γ(u˜)).
2) From Lemma 1.4.14, we check that the functor Qn(m),γ ◦P(m),γ is a right adjoint of For
(m)
n : C
(m)
γ,n → C . Moreover,
with the description of the functor Qn(m),γ given in the proof of 1.4.14, we check the other properties concerning P
n
(m),γ
from that of P(m),γ .
Definition 1.4.16. Let u be an object of C . We say that Pn(m),γ(u) is the “nth infinitesimal neighborhood of level m
compatible with γ of u”.
Remark 1.4.17. Let (u, δ) be an object of C
(m)
γ . Then P(m),δ(u) = (u, δ). But, beware that P(m),γ(u) 6= (u, δ) in
general.
1.4.18 (The case of an exact closed immersion). Let u : Z →֒ X be an exact closed S-immersion of fine log-schemes
and I be the ideal defining u. We denote by u(m) : Z(m) →֒ X the exact closed S-immersion of fine log-schemes so that
I(p
m) is the ideal defining u(m). Since the closed immersion u is exact, in the proof of 1.4.15, we can skip the part
concerning the exactification of u (i.e. we can suppose f = id or equivalently u˜ = u). Hence, we remark that, as in the
proof of [Ber96, 1.4.1], we get the equality
P(m),γ(u) = P(0),γ(u
(m)). (1.4.18.1)
We have also the same construction as in the the proof of [Ber96, 1.4.1] (too technical to be described here in few words)
of the m-PD ideal (I(m),γ(u),J(m),γ(u),
[ ] ) of P(m),γ(u) directly from the level 0 case. For the detailed descriptions,
see the proof of [Ber96, 1.4.1]. These descriptions, in particular 1.4.18.1, are useful to check the Frobenius descent for
arithmetic D-modules (see [Ber00, 2.3.6]).
Lemma 1.4.19. We have the equality Pn(m),γ ◦Forn ◦P
n = Pn(m),γ, where Forn : Cn → C is the canonical functor and
Pn : C → Cn is its right adjoint (see 1.1.11).
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Proof. Let u : Z →֒ X be an object of C . Looking at the construction of Pn and Pn(m),γ (see the proof of 1.1.11 and
1.4.15), we reduce to the case where u is an exact closed immersion. In that case, the Lemma is a reformulation of
[Ber96, 1.4.3.2].
The following proposition will not be useful later but it allows us to extend 1.1.12 is some particular case.
Proposition 1.4.20. Suppose that JS + pOS is locally principal. Let f : X → Y be an S-morphism of fine log schemes
and ∆X/Y : X →֒ X ×Y X (as always the product is taken in the category of fine log schemes) be the diagonal S-
immersion. The following assertions are equivalent :
1. the morphism f is fine formally log unramified ;
2. the morphism P 1(∆X/Y ) is an isomorphism ;
3. the morphism f is formally log unramified of level m compatible with γ ;
4. the morphism P 1(m),γ(∆X/Y ) is an isomorphism.
Proof. The equivalence between 1) and 2) has already been checked (see 1.1.12). Following 1.4.6, since JS+pOS is locally
principal, then C1 ⊂ C
′(m)
γ,1 . Hence, we have 3) ⇒ 1). It follows from 1.4.19 that P
1
(m),γ(P
1(∆X/Y )) = P
1
(m),γ(∆X/Y ).
If P 1(∆X/Y ) is an isomorphism, then P
1
(m),γ(P
1(∆X/Y )) = P
1(∆X/Y ). Hence, we get the implication 2) ⇒ 4). It
remains to check 4)⇒ 3). Suppose P 1(m),γ(∆X/Y ) is an isomorphism and let (ι, δ) ∈ C
(m)
γ,1 and let
U
u0 // _
ι

X
f

T
v // Y
be a commutative diagram of fine log schemes. Suppose there exist a morphism u : T → X such that u ◦ ι = u0 and
f ◦u = v, and a morphism u′ : T → X such that u′ ◦ ι = u0 and f ◦u
′ = v. We get the morphism (u, u′) : T → X×Y X .
We denote by and φ : ι → ∆X/Y be a morphism of C induced by (u
′, u) and u0. Using the universal property of the
m-PD envelope of order 1, there exists a unique morphism ψ : (ι, δ)→ P 1(m),γ(∆X/Y ) of C
(m)
γ,1 such that the composition
of For
(m)
n (ψ) with the canonical map P 1(m),γ(∆X/Y )→ ∆X/Y is φ. Since P
1
(m),γ(∆X/Y ) is an isomorphism, this yields
that (u, u′) : T → X ×Y X is the composition of a morphism of the form T → X with ∆X/Y . Hence, u = u
′.
Lemma 1.4.21. Let u → v be a morphism of C . Let δ be the m-PD-structure of P(m),γ(v) and w := P(m),γ(v) ×v u
(this is the product in C ). We denote by P(m),δ(w) the m-PD-envelope of w compatible with δ. Then P(m),δ(w) and
P(m),γ(u) are isomorphic in C
(m)
γ . Moreover, Pn(m),δ(w) and P
n
(m),γ(u) are isomorphic in C
(m)
γ,n .
Proof. Since the second assertion is checked in the same way, let us prove the first one. We check that the composition
P(m),δ(w) → w→ u satisfies the universal property of P(m),γ(u)→ u. Let (u
′, δ′) ∈ C
(m)
γ and f : u′ → u be a morphism
of C . First let us check the existence. Composing f with u → v we get a morphism g : u′ → v. Using the universal
property of the m-PD envelope, there exists a morphism φ : (u′, δ′)→ (P(m),γ(v), δ) of C
(m)
γ such that the composition
u′ → P(m),γ(v) → v is g. Hence, we get the morphism (φ, f) : u
′ → w. Using the universal property of P(m),δ(w), we
get a morphism u′ → P(m),δ(w) of C
(m)
δ (and then of C
(m)
γ ) whose composition with P(m),δ(w) → w → u is f . Let
us check the unicity. Let α : u′ → P(m),δ(w) be a morphism of C
(m)
γ whose composition with P(m),δ(w) → w → u
is f . This implies that the composition of α with P(m),δ(w) → w → P(m),γ(v) → v is g. Since the composition
P(m),δ(w) → w → P(m),γ(v) is a morphism of C
(m)
δ , then so is the composition of α with P(m),δ(w) → w → P(m),γ(v)
(in particular, this implies that α ∈ C
(m)
δ ). Using the universal property of P(m),γ(v), this latter composition morphism
is uniquely determined by g. Hence, the composition of α with P(m),δ(w)→ w is a morphism of C uniquely determined
by f . Since α is a morphism of C
(m)
δ , we conclude using the universal property of P(m),δ(w).
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1.5 Around log p-bases, log p-smoothness, local descriptions
Let (IS , JS , γ) be a quasi-coherent m-PD-ideal of OS.
Definition 1.5.1. Let f : X → Y be an morphism of fine S-log schemes.
1. We say that a set (bλ)λ∈Λ of elements of Γ(X,MX) is a “ formal log basis of f ” if the corresponding Y -morphism
X → Y ×Z/pi+1Z AN(Λ) is fine formally log étale. When Λ is a finite set, we say that (bλ)λ∈Λ is a “finite formal
log basis of f ”.
2. We say that f is “weakly log smooth” if, étale locally on X , f has finite formal log bases. Notice that this notion
of weak log smoothness is étale local on Y .
Definition 1.5.2. Let f : X → Y be an morphism of fine S-log schemes.
1. We say that a set (bλ)λ∈Λ of elements of Γ(X,MX) is a “log p-basis of f ” if the corresponding Y -morphism
X → Y ×Z/pi+1Z AN(Λ) is log p-étale. When Λ is a finite set, we say that they (bλ)λ∈Λ is a “finite log p-basis of f ”
2. We say that f “has log p-bases locally” if, étale locally on X , f has log p-bases. Notice that this notion of “having
log p-bases locally” is étale local on Y .
3. We say that f is “log p-smooth” if, étale locally on X , f has finite log p-bases. Notice that this notion of log
p-smoothness is étale local on Y .
Remark 1.5.3. Tsuji defined in [Tsu00, 1.4.1)] (resp. [Tsu00, 1.4.2)]) the notion of “a morphism of log-schemes having
p-basis” (resp. “a morphism of log-schemes having p-bases locally”).
1) Tsuji’s notion of having p-basis is different from our notion of having log p-basis of 1.5.2 and can not be clearily
compared.
2) However, we emphasize that our notion of having log p-bases locally (see 1.5.2) is more general that Tsuji’s notion
of having p-bases locally. Indeed, this fact is a consequence of Lemmas 1.3.7, 1.3.9 and [Tsu00, Lemma 1.5].
Definition 1.5.4. Let f : X → Y be an morphism of fine S-log schemes.
1. We say that a finite set (bλ)λ=1,...,r of elements of Γ(X,MX) is a “formal log basis of level m (compatible with γ)
of f ” if the corresponding Y -morphism X → Y ×Z/pi+1Z ANr is formally log étale of level m (compatible with γ).
2. We say that f is “weakly log smooth of level m (compatible with γ)” if, étale locally on X , f has formal log bases
of level m (compatible with γ). Notice that this notion is étale local on Y (use the last remark of 1.4.5).
3. We say that a finite set (bλ)λ=1,...,r of elements of Γ(X,MX) is a “log p-basis of level m (compatible with γ) of
f ” if the corresponding Y -morphism X → Y ×Z/pi+1Z ANr is log p-étale of level m (compatible with γ).
4. We say that f is “log p-smooth of level m (compatible with γ)” if, étale locally on X , f has finite log p-bases of
level m (compatible with γ). Notice that this notion of log p-smoothness of level m (compatible with γ) is étale
local on Y (use the last remark of 1.4.5).
The following Proposition indicates the link between our notions related to log smoothness.
Proposition 1.5.5. Let f : X → Y be an S-morphism of fine log-schemes.
1. If f is log smooth then f is log p-smooth.
2. If f is log p-smooth then f is log p-smooth of level m compatible with γ.
3. If f is log p-smooth of level m compatible with γ then f is weakly log smooth of level m compatible with γ.
4. If f is log p-smooth (resp. weakly log smooth) of level m + 1 compatible with γ then f is log p-smooth (resp.
weakly log smooth) of level m compatible with γ.
5. If f is weakly log smooth of level m then f is weakly log smooth.
Proof. The first statement is a straightforward consequence of Theorem [Ogu, IV.2.3] and Proposition 1.2.11. Using
Proposition 1.4.7.2, we get the last assertion. The other implications are consequences of Remark 1.4.5.
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Proposition 1.5.6. The collection of formally log étale of level m compatible with γ (resp. log p-étale of level m
compatible with γ, resp. log p-étale, resp. log smooth, resp. log p-smooth, resp. having log p-bases locally, resp. weakly
log smooth, resp. weakly log smooth of level m compatible with γ, resp. log p-smooth of level m compatible with γ)
morphisms of fine S-log schemes is stable under base change and under composition.
Proof. The etale cases are already known (see 1.2.5, 1.2.7, and 1.4.4). Let us check the stability of the collection of
morphisms having log p-bases locally. Using the étale case, the stability under base change is obvious. Moreover, from
the non respective case, if X → Y ×Z/pi+1ZAN(Λ) and Y → Z ×Z/pi+1ZAN(Λ′) are log p-étale, then so is the composition
X → Z ×Z/pi+1Z AN(Λ
∐
Λ′) . This implies the stability under composition. The other cases are checked similarly.
The following definition will not be useful but we add it for completeness.
Definition 1.5.7. Let f : X → Y be an S-morphism of fine log schemes. We say that f is formally log p-smooth if it
satisfies the following property: for any commutative diagram of fine log schemes of the form
U
u0 // _
ι

X
f

T
v // Y
(1.5.7.1)
such that ι is an object of C(p), there exists etale locally on X a morphism u : T → X such that u◦ ι = u0 and f ◦u = v.
Remark 1.5.8. Let f : X → Y be an S-morphism of fine log schemes. Using Theorem [EGA IV4, IV.18.1.2], we check
that if f has log p-bases locally then f is formally log p-smooth. (The converse seems to be false even if we do not have
a counter example.) In particular, if f is log p-smooth then f is formally log p-smooth.
Finally, we remark that f is log p-étale if and only if f is log p-unramified and formally log p-smooth.
Notation 1.5.9. With the notation of proposition 1.5.11, Let D be a fine log scheme over S. We denote by OD <
T1, . . . , Tr >(m),n the m-PD-polynomial ring and by OD < T1, . . . , Tr >(m),n the n-truncated m-PD-polynomial ring.
Lemma 1.5.10. Let i : X →֒ P be an exact closed S-immersion of fine log schemes. Then ker(i−1O∗P → O
∗
X) =
ker(i−1MgrP →M
gr
X ). In particular, ker(O
∗
P,x → O
∗
X,x) = ker(M
gr
P,x →M
gr
X,x) for any geometric point x of X.
Proof. Let x be a geometric point of X . Since i is an exact closed immersion, we have (MP /O
∗
P )x = (MX/O
∗
X)x (use
[Kat89, 1.4.1]) and thus (MgpP /O
∗
P )x = (M
gp
X /O
∗
X)x (because the functor M 7→ M
gr commutes with inductive limits).
Hence, the inclusion ker(O∗P,x → O
∗
X,x) ⊂ ker(M
gr
P,x → M
gr
X,x) is in fact an equality. Since we have the canonical
inclusion ker(i−1O∗P → O
∗
X) ⊂ ker(i
−1MgrP →M
gr
X ), this yields that this latter inclusion is an equality.
Proposition 1.5.11. Let f : X → Y be an S-morphism of fine log-schemes, (bλ)λ=1,...,r be some elements of Γ(X,MX)
Let u : Z →֒ X and v : Z →֒ Y be two S-immersions of fine log schemes such that v = f◦u. Suppose given yλ ∈ Γ(Y,MY )
whose images in Γ(Z,MZ) coincide with the images of bλ.
Let T ′ →֒ D′ and T →֒ D be the m-PD envelopes compatible with γ of u and v respectively. Let α : D′ → X
be the canonical morphism. Using multiplicative notation, put uλ :=
α∗(bλ)
α∗(f∗(yλ))
∈ ker(Γ(D′,MgrD′) → Γ(T
′,MgrT ′)) =
ker(Γ(D′,O∗D′)→ Γ(T
′,O∗T ′)) (see 1.5.10).
Let T ′ →֒ D′n and T →֒ Dn be the m-PD envelopes of order n compatible with γ of u and v respectively. Let
αn : D
′
n → X be the canonical morphism. Using multiplicative notation, put uλ,n :=
α∗n(bλ)
α∗n(f
∗(yλ))
∈ ker(Γ(D′,MgrD′n) →
Γ(T ′,MgrT ′)) = ker(Γ(D
′,O∗D′n)→ Γ(T
′,O∗T ′)).
1. If (bλ)λ=1,...,r is a formal log basis of level m compatible with γ of f , then, we have the isomorphism of m-PD-
OD-algebras
ODn < T1, . . . , Tr >(m),n
∼
−→ OD′n
Tλ 7→ uλ,n − 1.
2. If (bλ)λ=1,...,r is a log p-basis of level m compatible with γ of f , then, we have the isomorphism of m-PD-OD-
algebras
OD < T1, . . . , Tr >(m)
∼
−→ OD′
Tλ 7→ uλ − 1.
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Proof. Using lemma 1.4.13 (and the first remark of 1.1.3), we may assume that X = Y ×Z/pi+1Z ANr , f : X → Y is
the first projection, and that the family (bλ)λ=1,...,r are the elements of Γ(X,MX) corresponding to the canonical basis
(eλ)λ=1...r of N
r. Using lemma 1.4.21, we may furthermore assume that Y = S, Z →֒ Y is the exact closed immersion
whose ideal of definition is IS . In particular, we get D = Y and γ is the canonical m-PD structure of D.
Let z be a geometric point of Z. From 1.1.8, there exists a commutative diagram of the form
U
g // X = Y ×Z/pi+1Z ANr
f // Y
W
 ?
w
OO
h // Z
?
u
OO
* 

v
77♦♦♦♦♦♦♦♦♦♦♦♦♦♦♦
(1.5.11.1)
where g is log étale, h is an étale neighborhood of z in Z, and w is an exact closed S-immersion. We set vλ :=
g∗(bλ)
(f◦g)∗(yλ)
∈
Ker(Γ(U,MgpU ) → Γ(W,M
gp
W )). Since w is an exact closed immersion, using 1.5.10, shrinking U if necessary we may
thus assume that vλ ∈ Γ(U,O
∗
U ).
1) In this step, we reduce to the case where h = id. According to [EGA IV4, IV.18.1.1], there exist an étale
neighborhood Y ′ → Y of z in Y and an open Z-immersion (see the definition 1.1.2) ρ : Z ′ := Z ×Y Y
′ → W which is
a morphism of étale neighborhoods of z in Z (in particular h ◦ ρ : Z ×Y Y
′ → Z is the canonical projection). Let us
use the prime symbol to denote the base change by Y ′ → Y of a Y -log scheme or a morphism of Y -log schemes. Set
j := (ρ, v′) : Z ′ → W ×Y Y
′ = W ′. Since h ◦ ρ : Z ′ → Z is the canonical projection, then we compute that h′ ◦ j = id.
Since id is an immersion, then j is an immersion (see the first remark of 1.1.3). Since h′ and id are etale then so is j.
Hence, j is an open Y -immersion. Using h′ ◦ j = id, we get the commutative diagram over Y ′
U ′
g′ // X ′ = Y ′ ×Z/pi+1Z ANr
Z ′.U5
w′◦j
ggPPPPPPPPPPPPPPP ?
u′
OO
Using 1.1.3.3 we may assume (shrinking U if necessary) that the exact Y -immersion w′◦j is closed. Since the proposition
is étale local on Y , we can drop the primes, i.e. we can suppose h = id.
2) Consider the Y -morphism φ : U → Y ×Z/pi+1Z ANr defined by the vλ’s. Since the (dlog g
∗(b1), . . . , dlog g
∗(br))
forms a basis of ΩU/Y (because g is log étale), then so does (dlog v1, . . . , dlog vr). This implies that the canonical map
φ∗ΩX/Y → ΩU/Y induced by φ is an isomorphism. Since U/Y is log smooth we get that φ is log étale (use [Kat89,
3.12]).
Let ι : Y → Y ×Z/pi+1Z ANr be the Y -morphism defined by eλ 7→ 1 ∈ Γ(Y,MY ), and i : Y → Y ×Z/pi+1Z AZr be the
exact closed Y -immersion defined by eλ 7→ 1 ∈ Γ(Y,MY ). We compute that the diagram of morphisms of log schemes
U
φ // Y ×Z/pi+1Z ANr Y ×Z/pi+1Z AZroo
p1 // Y
Z,S3
w
ff▲▲▲▲▲▲▲▲▲▲▲▲▲ ?
ι◦v
OO
( 
i◦v
66❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧% 
v
33❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣
(1.5.11.2)
where p1 is the first projection, is commutative. Since g, φ and Y ×Z/pi+1Z AZr → Y ×Z/pi+1Z ANr are log etale,
then using lemma 1.4.13 we reduce to the case where u = i ◦ v, X = Y ×Z/pi+1Z AZr , (bλ)λ=1,...,r are the elements of
Γ(X,MX) corresponding to the canonical basis of Z
r, and (yλ)λ=1,...,r are equal to 1 (indeed, for such bλ and yλ, using
the commutativity of 1.5.11.2 and the lemma 1.4.13, we compute that the image of bλb∗(yλ) in Γ(D
′,MgrD′) is uλ).
By using the remark [Ber96, 1.4.3.(iii)] and 1.4.10, we can suppose that v = id. Since the ideal of the exact closed
immersion i is generated by the regular sequence (bλ − 1)λ=1,...r, using [Ber96, 1.5.3] and 1.4.10 we check that the
morphism of OY -algebras OY < T1, . . . , Tr >(m)→ OP(m),γ (i) given by Tλ 7→ bλ − 1 is an isomorphism.
Remark 1.5.12. With the notation 1.5.11, when v is a closed immersion then such yλ’s always exist étale locally on
Y .
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Proposition 1.5.13. Let f : X → Y be an S-morphism of fine log-schemes endowed with a formally log basis
(bλ)λ=1,...,r. Let u : Z →֒ X and v : Z →֒ Y be two S-immersions of fine log schemes such that v = f ◦ u. Sup-
pose given yλ ∈ Γ(Y,MY ) whose images in Γ(Z,MZ) coincide with the images of bλ. Let T
′ →֒ D′ and T →֒ D be the
nth infinitesimal neighborhood of order n of u and v respectively. Let α : D′ → X be the canonical morphism. Using
multiplicative notation, put uλ :=
α∗(bλ)
α∗(f∗(yλ))
∈ ker(Γ(D′,MgrD′) → Γ(T
′,MgrT ′)) = ker(Γ(D
′,O∗D′) → Γ(T
′,O∗T ′)) (see
1.5.10). Then, we have the isomorphism of OD-algebras
OD[T1, . . . , Tr]n
∼
−→ OD′
Tλ 7→ uλ − 1, (1.5.13.1)
where OD[T1, . . . , Tr]n := OD[T1, . . . , Tr]/(T1, . . . , Tr)
n+1.
Proof. By copying the proof of 1.5.11, we reduce to the case where v = id, X = Y ×Z/pi+1ZAZr , u : Y → Y ×Z/pi+1ZAZr
is the exact closed Y -immersion defined by eλ 7→ 1 ∈ Γ(Y,MY ), (bλ)λ=1,...,r are the elements of Γ(X,MX) corresponding
to the canonical basis of Zr, and (yλ)λ=1,...,r are equal to 1. This case is obvious.
1.6 The case of schemes: local coordinates
Definition 1.6.1. Let f : X → Y be an S-morphism of fine log-schemes.
1. We say that a finite set (tλ)λ=1,...,r of elements of Γ(X,OX) are “log p-étale coordinates” (resp. “formal log étale
coordinates”, resp. “formal log étale coordinates of level m”, resp. “log p-étale coordinates of level m”), if the
corresponding Y -morphism X → Y ×Z A
r, where Ar is the rth affine space over Z endowed with the trivial
logarithmic structure, is log p-étale (resp. formally log étale, resp. formally log étale of level m, log p-étale of
level m).
When f is strict (this is equivalent to say that the Y -morphism X → Y ×Z A
r is strict) we remove “log” in the
terminology, e.g. we get the notion of “p-étale coordinates”.
2. We say that f is “p-smooth” (resp. “weakly smooth”, resp. “weakly smooth of level m”, resp. “p-smooth of level
m”), if f is strict and if, étale locally on X , f has p-étale coordinates” (resp. “formal étale coordinates”, resp.
“formal étale coordinates of level m”, resp. “p-étale coordinates of level m”). Notice that these notions are étale
local on Y .
Lemma 1.6.2. Let ⋆ ∈ {log p-étale, formal log étale, formal log étale of level m, log p-étale of level m}. Let f : X →
Y be an S-morphism of fine log-schemes.
1. Let (tλ)λ=1,...,r in Γ(X,O
∗
X). Then (tλ)λ=1,...,r form a ⋆-basis if and only if they are ⋆-coordinates.
2. If the morphism f has ⋆-coordinates with r elements then, Zariski locally on X, there exist r elements of Γ(X,O∗X)
which are ⋆-coordinates of f .
Proof. Since the other cases are treated similarly, let us consider the case where ⋆ = log p-étale. Let us check the first
assertion. Using 1.2.7 we check that in both cases the elements (tλ)λ=1,...,r induce a log p-étale morphism of the form
X → Y ×Z G
r
m. We conclude by using 1.2.7.
Let us check the second assertion. By hypothesis, we have a log p-étale morphism of the form φ : X → Y ×Z A
r.
Let (t1, . . . , tr) be the elements of Γ(X,OX) defining φ. We have a covering of X by open subsets of the form
D(u1 · · ·ur) where uλ is either tλ or tλ − 1. Using a obvious change of coordinates, we check that the morphism
D(u1 · · ·ur)→ Y ×Z A
r given by the restriction of (u1, . . . , ur) on D(u1 · · ·ur) is log p-étale.
Lemma 1.6.3. Let ⋆ ∈ {p-smooth, weakly smooth, weakly smooth of level m, p-smooth of level m}. Let f : X → Y be
an S-morphism of fine log-schemes.
1. If f is ⋆ then f is log ⋆.
2. Suppose that f : X → Y is in fact an S-morphism of schemes. The morphism f is log ⋆ if and only if f is ⋆.
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Proof. Since the other cases are treated similarly, let us consider the case where ⋆ = p-smooth. Let us check the first
assertion. Suppose that f is p-smooth. Then f is p-smooth by definition. Hence, from 1) and 2), we get that f is log
p-smooth. Since f is strict, then f is the base change of f by Y → Y . Hence, using 1.5.6, we get that f is log p-smooth.
Let us check the last assertion. Suppose that f is an S-morphism of schemes which is log p-smooth. By definition,
etale locally on X , there exists a log p-étale of the form X → Y ×Z/pi+1Z ANr given by some elements (b1, . . . , br) of
Γ(X,MX). Since X is a scheme, MX = O
∗
X . Hence, using 1), we get that (b1, . . . , br) form also a finite p-basis. The
converse is already known from 3).
Remark 1.6.4. It is not clear that a strict log p-smooth morphism is p-smooth.
Proposition 1.6.5. The collection of p-smooth (resp. weakly smooth, resp. weakly smooth of level m, resp. p-smooth
of level m) is stable under base change and under composition.
Proof. This is similar to 1.5.6.
Proposition 1.6.6. Let f : X → Y be a strict S-morphism of fine log-schemes, (tλ)λ=1,...,r be some elements of
Γ(X,OX). Let u : Z →֒ X and v : Z →֒ Y be two S-immersions of fine log schemes such that v = f ◦ u. Suppose that
there exist yλ ∈ Γ(Y,OY ) whose images in Γ(Z,OZ) coincide with the images of tλ.
1. If (tλ)λ=1,...,r are formal log étale coordinates of level m, then, we have the following isomorphism of m-PD-
OPn
(m),γ
(v)-algebras
OPn
(m),γ
(v) < T1, . . . , Tr >(m),n
∼
−→ OPn
(m),γ
(u)
Tλ 7→ tλ − f
∗(yλ), (1.6.6.1)
where by abuse of notation we denote by tλ and f
∗(yλ) the canonical image in OPn
(m),γ
(u).
2. If (tλ)λ=1,...,r are log p-étale coordinates of level m, then, we have the following isomorphism of m-PD-OP(m),γ (v)-
algebras
OP(m),γ (v) < T1, . . . , Tr >(m)
∼
−→ OP(m),γ (u)
Tλ 7→ tλ − f
∗(yλ). (1.6.6.2)
3. If (tλ)λ=1,...,r are formal log étale coordinates, then, we have the following isomorphism of OPn(v)-algebras
OPn(v)[T1, . . . , Tr]n
∼
−→ OPn(u)
Tλ 7→ tλ − f
∗(yλ). (1.6.6.3)
Proof. Since the other assertions are treated similarly, let us check the first assertion. This is similar to 1.5.11 and even
easier: using lemma 1.4.13 (and the first remark of 1.1.3), we may assume that X = Y ×Z A
r, f : X → Y is the first
projection, and that the family (tλ)λ=1,...,r are the elements of Γ(X,OX) corresponding to the coordinates of A
r. Using
lemma 1.4.21, we may furthermore assume that Y = S, Z →֒ Y is the exact closed immersion whose ideal of definition
is IS . Let φ : Y ×Z A
r → Y ×Z A
r be the Y -morphism given by t1 − f
∗(y1), . . . , tr − f
∗(yr). Let i : Y →֒ Y ×Z A
r be
the exact closed immersion defined by tλ 7→ 0. Since φ is etale, since φ ◦ u = i, using lemma 1.4.13, we reduce to the
case where u is equal to i, and (yλ)λ=1,...,r are equal to 0. By using the remark [Ber96, 1.4.3.(iii)] and 1.4.10, we can
suppose that v = id. Since the ideal of the exact closed immersion i is generated by the regular sequence (tλ)λ=1,...r,
using [Ber96, 1.5.3] and 1.4.10 we check that the morphism OY < T1, . . . , Tr >(m)→ OP(m),γ (ι) = OP(m),γ (i) given by
Tλ 7→ tλ is an isomorphism.
2 Differential operators of level m over log p-smooth log schemes
Let i be an integer and S be a fine log scheme over the scheme Spec (Z/pi+1Z).
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2.1 Sheaf of principal parts, sheaf of differential operators
Let f : X → S be a weakly log smooth morphism of fine log-schemes.
Notation 2.1.1. Let ∆X/S : X → X ×S X be the diagonal morphism, ∆
n
X/S := P
n(∆X/S), P
n
X/S := P
n(∆X/S) (see
Notation 1.1.11). We denote by MnX/S the log structure of ∆
n
X/S . We denote abusively the target of ∆
n
X/S by ∆
n
X/S .
We denote by respectively pn1 , p
n
0 : ∆
n
X/S,(m) → X the composition of the canonical morphism ∆
n
X/S → X ×S X
with the right and left projection X ×S X → X .
If a ∈ MX , we denote by µ(a) the unique section of ker(O
∗
∆n
X/S
→ O∗X) such that we get in M
n
X/S the equality
pn∗1 (a) = p
n∗
0 (a)µ
n(a) (see 1.5.10). We get µn : MX → ker(O
∗
∆n
X/S
→ O∗X) given by a 7→ µ
n(a).
Lemma 2.1.2. The morphisms pn1 and p
n
0 are strict.
Proof. This is similar to [Mon02, 2.2.1]: let ιn : X →֒ ∆nX/S be the structural morphism. Since ι
−1 = id, then from
[Kat89, 1.4.1] we get the isomorphisms pn∗i (MX)/P
n∗
X/S
∼
−→ M/O∗X andM
n
X/S/P
n∗
X/S
∼
−→ ιn∗(MnX/S)/O
∗
X
∼
−→ MX/O
∗
X
(the last isomorphism is a consequence of the exactness of ιn). Hence, pn∗i (MX)/P
n∗
X/S
∼
−→ MnX/S/P
n∗
X/S . This implies
that the canonical morphism pn∗i (MX)→M
n
X/S is an isomorphism.
Proposition 2.1.3 (Local description of PnX/S). Let (aλ)λ=1,...,r be a formal log basis of f . Put ηλ,n := µ
n(aλ) − 1.
We have the following isomorphism of OX-algebras:
OX [T1, . . . , Tr]n
∼
−→ PnX/S
Tλ 7→ ηλ,n, (2.1.3.1)
where the structure of OX-module of P
n
X/S is given by p
n
1 or p
n
0 .
Proof. Since the case of pn1 is checked symmetrically, let us compute the case where the OX -module of P
n
X/S is given
by pn0 . Consider the commutative diagram
ANr

X ×S ANrp1
oo
p0
$$❏
❏❏
❏❏
❏❏
❏❏
❏
X
a
OO
X ×S Xp1
oo p0 //
b
OO
X,
(2.1.3.2)
where p0, p1 means respectively the left and right projection, where a is the S-morphism induced by a1, . . . , ar, where
b is the X-morphism induced by b1, . . . , br with bλ := p
∗
1(aλ). Since (bλ)λ=1,...,r is a formal log basis of p0 (because the
square of the diagram 2.1.3.2 is cartesian), we can apply Proposition 1.5.13 in the case where f is p0, u is ∆X/S , bλ is
as above, and uλ is aλ.
Remark 2.1.4. From the local description of 2.1.3, we get that the morphisms pn1 and p
n
0 are finite (i.e. the underlying
morphism of schemes is finite).
Notation 2.1.5. We denote by I1X/S the ideal of the closed immersion ∆
1
X/S and by Ω
1
X/S := (∆
1
X/S)
−1(I1X/S) the
corresponding OX -module (recall ∆
1
X/S∗ is an homeomorphism). To justify the notation, we refer to the isomorphism
[Kat89, 5.8.1].
Remark 2.1.6. Following the local description 2.1.3.1, since f has formal log bases locally, then Ω1X/S is a locally free
OX -module of finite rank and the rank is equal to the cardinal of the formal log basis (a basis is given by η1, . . . , ηr).
2.1.7. The exact closed immersions ∆nX/S and ∆
n′
X/S induce ∆
n,n′
X/S := (∆
n
X/S ,∆
n′
X/S) : X →֒ ∆
n
X/S ×X ∆
n′
X/S . Since the
morphisms pn1 and p
n
0 are strict (see 2.1.2), then ∆
n,n′
X/S is also an exact closed immersion. We get ∆
n,n′
X/S ∈ Cn+n′ . Using
the universal property of the n+n′ infinitesimal neighborhood of ∆X/S , we get a unique morphism ∆
n
X/S ×X ∆
n′
X/S →
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∆n+n
′
X/S of Cn+n′ inducing the commutative diagram
X 
 // ∆nX/S ×X ∆
n′
X/S

// X ×S X ×S X
p02

X
  // ∆n+n
′
X/S
// X ×S X.
(2.1.7.1)
We denote by δn,n
′
: Pn+n
′
X/S → P
n
X/S ⊗OX P
n′
X/S the corresponding morphism.
By replacing p02 by p01 (resp. p12), we get a unique morphism ∆
n
X/S ×X ∆
n′
X/S → ∆
n+n′
X/S making commutative
the diagram 2.2.14.1. We denote by qn,n
′
0 : P
n+n′
X/S → P
n
X/S ⊗OX P
n′
X/S (resp. q
n,n′
1 : P
n+n′
X/S → P
n
X/S ⊗OX P
n′
X/S) the
corresponding morphism (or simply qn,n
′
0 or q0). We notice that q
n,n′
0 = π
n+n′,n
X/S ⊗ 1 and q
n,n′
1 = 1 ⊗ π
n+n′,n′
X/S , where
πn1,n2X/S is the projection P
n1
X/S → P
n2
X/S for any integers n1 ≥ n2.
Lemma 2.1.8. For any a ∈MX , for any integers n, n
′ ∈ N, we have δn,n
′
(µn+n
′
(a)) = µn(a)⊗ µn
′
(a).
Proof. We copy word by word the proof of Montagnon of Lemma [Mon02, 2.3.1].
Definition 2.1.9. The sheaf of differential operators of order≤ n of f is defined by puttingDX/S,n := HomOX (p
n
0∗P
n
X/S ,OX).
The sheaf of differential operators of f is defined by putting DX/S := ∪n∈NDX/S,n.
Let P ∈ DX/S,n, P
′ ∈ DX/S,n′ . We define the product PP
′ ∈ DX/S,n+n′ to be the composition
PP ′ : Pn+n
′
X/S
δn,n
′
−→ PnX/S ⊗OX P
n′
X/S
Id⊗P ′
−→ PnX/S
P
−→ OX . (2.1.9.1)
Proposition 2.1.10. The sheaf DX/S is a sheaf of rings with the product as defined in 2.1.9.1.
Proof. Using Lemma 2.1.8 (instead of Lemma 2.3.2), we check the proposition 2.1.10 similarly to the proposition
2.3.3.
2.2 Sheaf of principal parts of level m
Let f : X → S be a weakly log smooth of level m morphism of fine log-schemes. Let (IS , JS , γ) be a quasi-coherent
m-PD-ideal of OS that such that γ extends to X (e.g. from [Ber96, 1.3.2.(i).c)] when JS + pOS is locally principal).
Recall that f is also a weakly log smooth of level m compatible with γ (this is a consequence of 1.4.2.1).
Remark 2.2.1. Since γ extends to X , then the m-PD envelope compatible with γ (of order n) of the identity of X is
the identity of X . Indeed, using the arguments given in the proof of 1.4.6, we check that the ideal 0 of OX is endowed
with a (unique) m-PD structure compatible with γ.
Notation 2.2.2. Let ∆X/S : X → X ×S X be the diagonal morphism, ∆X/S,(m),γ := P(m),γ(∆X/S), ∆
n
X/S,(m),γ :=
Pn(m),γ(∆X/S), P
n
X/S,(m),γ := P
n
(m),γ(∆X/S) (see Notation 1.4.15). We denote by MX/S,(m),γ (resp. M
n
X/S,(m),γ)
the log structure of ∆X/S,(m),γ (resp. ∆
n
X/S,(m),γ). We denote abusively the target of ∆X/S,(m),γ by ∆X/S,(m),γ .
Since γ extends to X , the source of ∆nX/S,(m),γ is X , i.e. ∆
n
X/S,(m),γ is a closed immersion of the form X →֒
(SpecPnX/S,(m),γ,M
n
X/S,(m),γ).
Let p1, p0 : ∆X/S,(m),γ → X be respectively the composition of the canonical morphism ∆X/S,(m),γ → X×SX with
the right and left projection X ×S X → X . Similarly we get p
n
1 , p
n
0 : ∆
n
X/S,(m),γ → X . As in 2.1.2, we check that p1
and p0 are strict morphisms.
If a ∈ MX , we denote by µ(m),γ(a) the unique section of ker(O
∗
∆X/S,(m),γ
→ O∗X) such that we get in MX/S,(m),γ
the equality p∗1(a) = p
∗
0(a)µ(m),γ(a) (see 1.5.10). We get µ(m),γ : MX/S,(m),γ → ker(O
∗
∆X/S,(m),γ
→ O∗X) given by
a 7→ µ(m),γ(a). Similarly we define µ
n
(m),γ : M
n
X/S,(m),γ → ker(O
∗
∆n
X/S,(m),γ
→ O∗X).
Proposition 2.2.3 (Local description of PX/S,(m),γ). Let (aλ)λ=1,...,r be a finite set of Γ(X,MX). Put ηλ(m),γ :=
µ(m),γ(aλ)− 1, and ηλ(m),γ,n := µ
n
(m),γ(aλ)− 1.
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1. If (aλ)λ=1,...,r is a formal log basis of level m compatible with γ of f then we have he following OX-m-PD
isomorphism
OX < T1, . . . , Tr >(m),n
∼
−→ PnX/S,(m),γ
Tλ 7→ ηλ,(m),γ,n, (2.2.3.1)
where the structure of OX-module of P
n
X/S,(m),γ is given by p
n
1 or p
n
0 .
2. If (aλ)λ=1,...,r is a log p-basis of level m compatible with γ of f then we have he following OX-m-PD isomorphism
OX < T1, . . . , Tr >(m)
∼
−→ PX/S,(m),γ
Tλ 7→ ηλ,(m),γ , (2.2.3.2)
where the structure of OX-module of P
n
X/S,(m),γ is given by p
n
1 or p
n
0 .
Proof. By symmetry, we can focus on the case where the structure of OX -module of P
n
X/S,(m),γ is given by p
n
0 . In the first
assertion, we are in the situation of the proposition 1.5.11 where u = ∆ and f is the left projection p0 : X ×S X → X .
Indeed, we first remark that (p∗1(aλ))λ=1,...,r is a formal log basis of level m compatible with γ of p0 (indeed, the log
p-étaleness of level m property is stable under base change). Since the m-PD envelope compatible with γ of order n of
the identity of X is X (see remark 2.2.1), proposition 1.5.11 yields the result.
Remark 2.2.4. 1. From the local description 2.2.3.1, we get that PnX/S,(m),γ does not depend on them-PD-structure
(satisfying the conditions of the subsection). Hence, from now, we reduce to the case where γ = γ∅ (see Notation
1.4.2) and we remove γ in the notation : we simply write PnX/S,(m), ∆
n
X/S,(m), M
n
X/S,(m), µ
n
(m), and ηλ(m),n.
2. When f is log p-smooth of level m, from 2.2.3.2, PX/S,(m),γ does not depend on the m-PD-structure (satisfying
the conditions of the subsection). Hence, we can remove γ in the corresponding notation.
Remark 2.2.5. From the local description of 2.2.3, we get that the morphisms pn1 and p
n
0 are finite (i.e. the underlying
morphism of schemes is finite).
Remark 2.2.6. For any integer m′ ≥ m, we remark that the canonical map PnX/S,(m′) → P
n
X/S,(m) sends ηλ(m′) to
ηλ(m).
Remark 2.2.7. Noticing that the main Theorem [Ogu, IV.3.2.4] on log smoothness (this is the Theorem that leads
us to our definition of log p-smoothness) is valid for coherent log structures and not only fine log structures, one might
wonder why we are focusing on fine log structures. The first reason we have in mind is that the important tool consisting
of exactifying closed immersions (see 1.1.8) needs fine log structures. One might refute that in the first chapter we
might replace in the definition of C (see 1.1.4) the word fine by coherent (but in the other categories, e.g. C
(m)
γ we
keep fine log structures). But, if we replace in 2.2.3 fine log structures by coherent log structures, the isomorphism
2.2.3.1 is not any more true: we would have in fact OXint < T1, . . . , Tr >(m)
∼
−→ PX/S,(m).
2.2.8. Let g : S′ → S be a morphism of fine log schemes over Z/pi+1Z, let (IS′ , JS′ , γ
′) be a quasi-coherent m-PD-ideal
of OS′ such that g becomes an m-PD-morphism. Put X
′ := X ×S S
′. We suppose that γ′ extends to X ′. Then, the
m-PD-morphism ∆X′/S′,(m) → ∆X/S,(m) induces the isomorphism ∆X′/S′,(m)
∼
−→ ∆X/S,(m) ×S S
′. Indeed, since the
morphisms p0 : ∆X/S,(m) → X and p0 : ∆X′/S′,(m) → X
′ are strict, then the morphism ∆X′/S′,(m) → ∆X/S,(m) ×S S
′
is strict. Hence, this is sufficient to check that the morphism g∗PX/S,(m) → PX′/S′,(m) is an isomorphism. This can be
checked by using the local description of 2.2.3.1.
2.2.9. Let m′ ≥ m be two integers. Since C ′(m)n ⊂ C
′(m
′)
n , then by using the universal property defining ∆
n
X/S,(m′) we
get a morphism ψnm,m′ : ∆
n
X/S,(m) → ∆
n
X/S,(m′) and then the homomorphism ψ
n∗
m,m′ : P
n
X/S,(m′) → P
n
X/S,(m).
From 1.4.19, we get Pn(m)(P
n(∆X/S)) = P
n
(m)(∆X/S). Hence, we get a canonical map ψ
n
m,m′ : ∆
n
X/S,(m) → ∆
n
X/S
and then the homomorphism ψn∗m : P
n
X/S → P
n
X/S,(m).
Now, suppose that X → S is endowed with a formal log basis (bλ)λ=1,...,r of level m
′. With the notation of 2.2.3,
we have ψn∗m,m′(η
{k}(m′)
(m′) ) =
q!
q′!η
{k}(m)
(m) , where kλ = p
mqλ + rλ and k
′
λ = p
m′q′λ + r
′
λ is the Euclidian division of kλ
by respectively pm and pm
′
, η
{k}(m)
(m) :=
∏r
λ=1 η
{kλ}(m)
λ,(m) , q :=
∏r
λ=1 qλ and similarly with some primes. Moreover, we
compute ψn∗m (η
k) = q!η
{k}(m)
(m) .
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Notation 2.2.10. Let I1X/S,(m) be the ideal of the closed immersion∆
1
X/S,(m) and Ω
1
X/S,(m) := (∆
1
X/S,(m))
−1(I1X/S,(m)).
Thanks to the local description 2.1.3.1 (recall from 1.5.5 that since f is weakly log smooth of level m then f is weakly
log smooth) and 2.2.3.1 and the local computation of 2.2.9, we check that the homomorphism ψ1∗m : P
1
X/S → P
1
X/S,(m)
induces the isomorphism ψ1∗m : Ω
1
X/S
∼
−→ Ω1X/S,(m), and that the homomorphism ψ
1∗
m,m′ : P
1
X/S,(m′) → P
1
X/S,(m) induces
the isomorphism ψ1∗m,m′ : Ω
1
X/S,(m′)
∼
−→ Ω1X/S,(m). Hence, we can simply write Ω
1
X/S instead of Ω
1
X/S,(m).
Remark 2.2.11. If X/S has a formal log basis (bλ)λ=1,...,r of level m of f then 2.2.3.1 implies that Ω
1
X/S is free of
rank r, a basis being given by the images dlog bλ of the ηλ,(m)’s. This implies in particular that all formal log bases
of level m of f have the same cardinality. We put ωX/S := ∧
rΩ1X/S . More generally (i.e. we do not any more assume
that X/S has a formal log basis), we define ωX/S in the same way.
Notation 2.2.12. Let E be an OX -module. By convention, P
n
X/S,(m) ⊗OX E means p
n
1∗(P
n
X/S,(m)) ⊗OX E and E⊗OX
PnX/S,(m) means E⊗OX p
n
0∗(P
n
X/S,(m)). For instance, P
n
X/S,(m) ⊗OX P
n′
X/S,(m) is p
n
1∗(P
n
X/S,(m))⊗OX p
n′
0∗(P
n′
X/S,(m)).
Lemma 2.2.13. We simply denote by ∆nX/S,(m)×X∆
n′
X/S,(m) the base change of p
n′
0 : ∆
n′
X/S,(m) → X by p
n
1 : ∆
n
X/S,(m) →
X. The immersion X →֒ ∆nX/S,(m) ×X ∆
n′
X/S,(m) induced by X →֒ ∆
n
X/S,(m) and X →֒ ∆
n′
X/S,(m) is an exact closed
immersion endowed with a canonical m-PD structure of order n+n′. By abuse of notation, we denote by ∆nX/S,(m)×X
∆n
′
X/S,(m) this object of C
(m)
n+n′ . This m-PD structure on ∆
n
X/S,(m)×X∆
n′
X/S,(m) is characterized by the following property :
the projections qn,n
′
0 : ∆
n
X/S,(m)×X∆
n′
X/S,(m) → ∆
n
X/S,(m) and q
n,n′
1 : ∆
n
X/S,(m)×X∆
n′
X/S,(m) → ∆
n′
X/S,(m) are morphisms
of C
(m)
n+n′ .
Proof. Since pn1 , p
n
0 : ∆
n
X/S,(m),γ → X are strict, we check thatX →֒ ∆
n
X/S,(m)×X∆
n′
X/S,(m) is an exact closed immersion.
Using the local description 2.2.3.1, to check the uniqueness and existence of the m-PD-structure of order n + n′, we
proceed similarly to [Ber96, 2.1.3.(i)] or [Mon02, 2.3.2].
2.2.14. Using the universal property of the m-PD-envelope of order n, we get a unique morphism ∆nX/S,(m) ×X
∆n
′
X/S,(m) → ∆
n+n′
X/S,(m) of C
(m)
n+n′ inducing the commutative diagram
X 
 // ∆nX/S,(m) ×X ∆
n′
X/S,(m)

// X ×S X ×S X
p02

X 
 // ∆n+n
′
X/S,(m)
// X ×S X.
(2.2.14.1)
We denote by δn,n
′
(m) : P
n+n′
X/S,(m) → P
n
X/S,(m) ⊗OX P
n′
X/S,(m) the corresponding morphism.
By replacing p02 by p01 (resp. p12), we get a unique morphism ∆
n
X/S,(m) ×X ∆
n′
X/S,(m) → ∆
n+n′
X/S,(m) making
commutative the diagram 2.2.14.1. We denote by qn,n
′
0(m) : P
n+n′
X/S,(m) → P
n
X/S,(m)⊗OX P
n′
X/S,(m) (resp. q
n,n′
1(m) : P
n+n′
X/S,(m) →
PnX/S,(m)⊗OX P
n′
X/S,(m)) the corresponding morphism (or simply q
n,n′
0 or q0). We notice that q
n,n′
0(m) = π
n+n′,n
X/S,(m) ⊗ 1 and
qn,n
′
1(m) = 1⊗ π
n+n′,n′
X/S,(m), where π
n1,n2
X/S,(m) is the projection P
n1
X/S,(m) → P
n2
X/S,(m) for any integers n1 ≥ n2.
The following Lemma will be useful to check the associativity of the product law of the sheaf of differential operator:
Lemma 2.2.15. We denote by ∆nX/S,(m) ×X ∆
n′
X/S,(m) ×X ∆
n′′
X/S,(m) the base change of p
n′
0 ◦ q
n′,n′′
0 : ∆
n′
X/S,(m) ×X
∆n
′′
X/S,(m) → X by p
n
1 : ∆
n
X/S,(m) → X. The exact closed immersion X →֒ ∆
n
X/S,(m) ×X ∆
n′
X/S,(m) ×X ∆
n′′
X/S,(m)
induced by X →֒ ∆nX/S,(m), X →֒ ∆
n′
X/S,(m) and X →֒ ∆
n′′
X/S,(m) is endowed with a canonical m-PD structure. By
abuse of notation, we denote by ∆nX/S,(m)×X ∆
n′
X/S,(m)×X ∆
n′′
X/S,(m) this object of C
(m)
n+n′+n′′ . This m-PD structure on
∆nX/S,(m)×X∆
n′
X/S,(m)×X∆
n′′
X/S,(m) is characterized by the following property : the projections ∆
n
X/S,(m)×X∆
n′
X/S,(m)×X
∆n
′′
X/S,(m) → ∆
n
X/S,(m), ∆
n
X/S,(m) ×X ∆
n′
X/S,(m) ×X ∆
n′′
X/S,(m) → ∆
n′
X/S,(m), and ∆
n
X/S,(m) ×X ∆
n′
X/S,(m) ×X ∆
n′′
X/S,(m) →
∆n
′′
X/S,(m) are morphisms of C
(m)
n+n′+n′′ .
Proof. This is checked similarly to 2.2.13.
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2.3 Sheaf of differential operators of level m
Definition 2.3.1. The sheaf of differential operators of level m and order ≤ n of f is defined by putting D
(m)
X/S,n :=
HomOX (p
n
0,(m)∗P
n
X/S,(m),OX). The sheaf of differential operators of level m of f is defined by putting D
(m)
X/S :=
∪n∈ND
(m)
X/S,n.
Let P ∈ D
(m)
X/S,n, P
′ ∈ D
(m)
X/S,n′ . We define the product PP
′ ∈ D
(m)
X/S,n+n′ to be the composition
PP ′ : Pn+n
′
X/S,(m)
δn,n
′
(m)
−→ PnX/S,(m) ⊗OX P
n′
X/S,(m)
Id⊗P ′
−→ PnX/S,(m)
P
−→ OX . (2.3.1.1)
Lemma 2.3.2. For any a ∈MX , for any integers n, n
′ ∈ N, we have δn,n
′
(m) (µ
n+n′
(m) (a)) = µ
n(a)(m) ⊗ µ
n′
(m)(a).
Proof. We copy word by word the proof of Montagnon of Lemma [Mon02, 2.3.1].
Proposition 2.3.3. The sheaf D
(m)
X/S is a sheaf of rings with the product as defined in 2.3.1.1.
Proof. We have to check the product as defined in 2.3.1.1 is associative. One checks the commutativity of the diagram
Pn+n
′+n′′
X/S,(m)
(PP ′)P ′′

Pn+n
′+n′′
X/S,(m)
δn,n
′+n′′
(m) //
δn+n
′,n′′
(m)
PnX/S,(m) ⊗OX P
n′+n′′
X/S,(m)
id⊗δn
′,n′′
(m)
PnX/S,(m) ⊗OX P
n′+n′′
X/S,(m)
id⊗P ′P ′′

Pn+n
′
X/S,(m) ⊗OX P
n′′
X/S,(m)
δn,n
′
(m)
⊗id
//
id⊗P ′′
PnX/S,(m) ⊗OX P
n′
X/S,(m) ⊗OX P
n′′
X/S,(m)
id⊗id⊗P ′′
P
n+n′
X/S,(m)
δn,n
′
(m) //
PP ′
PnX/S,(m) ⊗OX P
n′
X/S,(m)
id⊗P ′
OX OX P
n
X/S,(m) ⊗OX P
n′
X/S,(m)P
oo PnX/S,(m) ⊗OX P
n′
X/S,(m).
(2.3.3.1)
Indeed, let us check the commutativity of the top square of the middle. Since this is local, we can suppose that f has
a formal log basis (aλ)λ=1,...,r of level m. Using Lemma 2.3.2 and the notation of 2.2.3, we compute that the images of
η1,(m),n+n′ , . . . , ηr,(m),n+n′ by both maps P
n+n′+n′′
X/S,(m) → P
n
X/S,(m) ⊗OX P
n′
X/S,(m) ⊗OX P
n′′
X/S,(m) are the same. Using the
2.2.3, since both maps are m-PD-morphisms (see 2.2.15 for the m-PD-structure), we get the desired commutativity.
Since the commutativity of the other squares are obvious, we conclude the proof.
2.3.4 (Description in local coordinates). Suppose that X → S is endowed with a formal log basis (bλ)λ=1,...,r of level
m. With the notion of 2.2.9, the elements {η
{k}(m)
(m) }|k|≤n form a basis of P
n
X/S,(m). The corresponding dual basis of
D
(m)
X/S,n will be denoted by {∂
<k>(m)}|k|≤n. Let ǫ1, . . . , ǫr be the canonical basis of N
r, i.e. the coordinates of ǫλ are 0
except for the ith term which is 1. We put ∂λ := ∂
<ǫλ>(m) . We have the same formulas than in [Mon02, 2.3.3]. For
instance, for any section a ∈ OX , for any k, k
′, k′′ ∈ Nn,
∂<k>(m)a =
∑
i≤k
{
k
i
}
∂<k−i>(m)(a)∂<i>(m) ; (2.3.4.1)
∂<k
′>(m)∂<k
′′>(m) =
k′+k′′∑
k=max{k′,k′′}
k!
(k′ + k′′ − k)!(k − k′)!(k − k′′)!
q
k′
!q
k′′
!
q
k
!
∂<k>(m) , (2.3.4.2)
where q
k
means the quotient of the Euclidian division of k by pm and similarly with some primes. The left (or right)
structure of OX -algebra of D
(m)
X/S is generated by the operators ∂
<pj>(m)
λ with 1 ≤ λ ≤ r, 0 ≤ j ≤ m. These formulas
yield that grD
(m)
X/S is commutative and that, when X is affine and noetherian, the ring Γ(X,D
(m)
X/S) is left and right
noetherian.
2.3.5 (Comparison of the local description of differential operators with or without logarithmic structure). Suppose
given formal log étale coordinates (tλ)λ=1,...,r of level m of X/S (see definition 1.6.1).
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1. By 1.6.6, we get the following isomorphism of m-PD-OX -algebras
OX < T1, . . . , Tr >(m),n
∼
−→ PnX/S,(m)
Tλ 7→ τλ, (2.3.5.1)
where τλ := p
∗
1(tλ)− p
∗
0(tλ). The elements {τ
{k}(m)}|k|≤n form a basis of P
n
X/S,(m). The corresponding dual basis
of D
(m)
X/S,n will be denoted by {∂♭
<k>(m)}|k|≤n.
2. Suppose now that the tλ’s lie in Γ(X,O
∗
X). Then, from the Lemma 1.6.2.1 they are also a formal log basis of level
m. We have
τ{k}(m) = p∗0(t
k)η
{k}(m)
(m) and ∂
<k>(m) = tk∂
<k>(m)
♭ , (2.3.5.2)
where η
(m)
(resp. ∂<k>(m)) is defined in 2.2.3 (resp. 2.3.4).
3. Suppose now that the tλ’s lie in Γ(X,O
∗
X) and that X → S is strict. Since X → S is strict, then P
n
X/S,(m) =
PnX/S,(m). This yields D
(m)
X/S = D
(m)
X/S , where D
(m)
X/S is the sheaf of differential operators defined by Berthelot in
[Ber96]. Then the local description of 2.3.5.1 extends that given in [Ber96] when X/S has étale coordinates.
4. Consider the following diagram
Y
f

b // ANr × T

X
t // Ar × S
(2.3.5.3)
where the right arrow is induced by a morphism of fine log schemes of the form T → S and by the canonical
morphism ANr → A
r, the bottom arrow is induced by some formal log étale coordinates (tλ)λ=1,...,r of level
m and where the top arrow is induced by a formal log basis (bλ)λ=1,...,r of level m. Let η(m) (resp. ∂
<k>(m))
be the element constructed from (bλ)λ=1,...,r as defined in 2.2.3 (resp. 2.3.4). Then the functorial morphisms
f∗PnX/S,(m) → P
n
Y/T,(m) and D
(m)
Y/T → f
∗D
(m)
X/S (see 2.3.7) are explicitly described by
τ{k}(m) 7→ tkη
{k}(m)
(m) and ∂
<k>(m) 7→ tk∂
<k>(m)
♭ . (2.3.5.4)
2.3.6. For any m′ ≥ m, from the homomorphisms ψn∗m,m′ : P
n
X/S,(m′) → P
n
X/S,(m) of 2.2.9, we get by duality, the
homomorphisms ρm′,m : D
(m)
X/S → D
(m′)
X/S . Let kλ = p
mqλ + rλ and k
′
λ = p
m′q′λ + r
′
λ be the Euclidian division of kλ and
k′λ by respectively p
m and pm
′
. Now, suppose that X → S is endowed with a log basis (bλ)λ=1,...,r of level m
′. With
its notation, we get from 2.2.9 the equality ρm′,m(∂
<k>(m)) =
q!
q′!∂
<k>(m′) .
2.3.7. Let g : S′ → S be a morphism of fine log schemes over Z/pi+1Z. Consider the commutative diagram
X ′
f //
πX′

X
πX

S′
g // S
(2.3.7.1)
such that πX and πX′ are formall log smooth of level m. Using the universal property of the m-PD envelope, we get
the m-PD-morphism f∗PnX/S,(m) → P
n
X′/S′,(m). This yields the morphism D
(m)
X′/S′,n → f
∗D
(m)
X/S,n and then D
(m)
X′/S′ →
f∗D
(m)
X/S .
When the diagram 2.3.7.1 is cartesian (in the category of fine log schemes), the morphism f∗PnX/S,(m) → P
n
X′/S′,(m)
is in fact an isomorphism of rings and so is D
(m)
X′/S′ → f
∗D
(m)
X/S .
When g = id and f is formally log étale of level m, then the morphism f∗PnX/S,(m) → P
n
X′/S,(m) is in fact an
isomorphism and so is D
(m)
X′/S → f
∗D
(m)
X/S .
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2.4 Logarithmic PD stratification of level m
One can follow Berthelot’s construction of PD stratifications of level m and check properties analogous to those of
[Ber02] or [Ber96, 2.3] (or Montagnon logarithmic version in [Mon02, 2.6]). Let us give a quick exposition. Even if one
might consider the étale topology, an OX -module will mean an OX -module for the Zariski topology.
Definition 2.4.1. Let E be an OX -module. An m-PD-stratification (or a PD-stratification of level m) is the data of
a family of compatible (with respect to the projections πn+1,nX/S,(m)) P
n
X/S,(m)-linear isomorphisms
ǫEn : P
n
X/S,(m) ⊗OX E
∼
−→ E⊗OX P
n
X/S,(m)
satisfying the following conditions:
1. ǫE0 = IdE ;
2. for any n, n′, the diagram
PnX/S,(m) ⊗OX P
n′
X/S,(m) ⊗OX E
δn,n
′∗
(m)
(ǫE
n+n′
)
∼
//
qn,n
′∗
1(m)
(ǫE
n+n′
)
∼
++❱❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱❱
E⊗OX P
n
X/S,(m) ⊗OX P
n′
X/S,(m)
PnX/S,(m) ⊗OX E⊗OX P
n′
X/S,(m)
qn,n
′∗
0(m)
(ǫE
n+n′
)
∼
33❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤
is commutative
Proposition 2.4.2. Let E be an OX-module. The following datas are equivalent :
1. A structure of left D
(m)
X/S-module on E extending its structure of OX-module.
2. A family of compatible OX-linear homomorphisms θ
E
n : E → E ⊗OX P
n
X/S,(m) such that θ
E
0 = IdE and for any
integers n, n′ the diagram
E⊗OX P
n
X/S,(m)
Id⊗δn,n
′
(m)// E⊗OX P
n
X/S,(m) ⊗OX P
n′
X/S,(m)
E
θE
n+n′
OO
θE
n′ // E⊗OX P
n′
X/S,(m)
θEn⊗Id
OO
(2.4.2.1)
is commutative.
3. An m-PD-stratification on E.
An OX-linear morphism φ : E → F between two left D
(m)
X/S-modules is D
(m)
X/S-linear if and only if it commutes with
the homomorphisms θn (resp. ǫn).
Proof. The proof is identical to that of [Mon02, 2.6.1] or [Ber96, 2.3.2].
2.4.3. If X → S is endowed with a formal log basis (bλ)λ=1,...,n of level m then for any x ∈ E we have the Taylor
development
θEn(x) =
∑
|k|≤n
∂<k>(m) · x⊗ η
{k}
(m). (2.4.3.1)
In order to define overconvergent isocrystals in our context (see 3.5.5), we will need the following definition and
proposition.
Definition 2.4.4. Let B be a commutative OX -algebra endowed with a structure of left D
(m)
X/S-module. We say that
the structure of left D
(m)
X/S-module on B is compatible with its structure of OX -algebra if the isomorphisms ǫ
B
n are
isomorphisms of PnX/S,(m)-algebras. This compatibility is equivalent to the following condition : for any f, g ∈ B and
k ∈ Nd,
∂<k>(m)(fg) =
∑
i≤k
{
k
i
}
∂<i>(m)(f)∂<k−i>(m)(g).
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Proposition 2.4.5. Let B be a commutative OX-algebra endowed with a compatible structure of left D
(m)
X/S-module.
Then there exists on the tensor product B⊗OX D
(m)
X/S a unique structure of rings satisfying the following conditions
1. the canonical morphisms B→ B⊗OX D
(m)
X/S and D
(m)
X/S → B⊗OX D
(m)
X/S are homomorphisms of sheaf of rings,
2. if X → S is endowed with a formal log basis (bλ)λ=1,...,n of level m, then, for any b ∈ B and k ∈ N
n, we have
(b⊗ 1)(1⊗ P ) = b⊗ P and
(1⊗ ∂<k>(m))(b⊗ 1) =
∑
i≤k
{
k
i
}
∂<i>(m)(b)⊗ ∂<k−i>(m) .
If B→ B′ is a morphism of OX-algebras with compatible structure of left D
(m)
X/S-modules, then the induced morphism
B⊗OX D
(m)
X/S → B
′ ⊗OX D
(m)
X/S is a homomorphism of rings.
Proof. We copy [Ber96, 2.3.5].
2.5 Logarithmic transposition
We suppose that X → S is endowed with a formal log basis (bλ)λ=1,...,n of level m.
Notation 2.5.1. Put 1 := (1, 1, . . . , 1) ∈ Nn. For any k ∈ Nn, we set
∂˜<k>(m) := (−1)|k|
∑
1≤i≤k
∂<i>(m)
{
k
i
}
q
k−i
!
(
k−1
k−i
)
, (2.5.1.1)
where qk means the quotient of the Euclidian division of k by p
m. For any differential operator P of the form
P =
∑
k ak∂
<k>(m) , we set P˜ :=
∑
k ∂˜
<k>(m)ak. We say that P˜ is the logarithmic transposition of P .
Remark 2.5.2 (Comparison between transposition with or without logarithmic structure). We suppose that f is
weakly smooth of level m and that b1, . . . , bn ∈ O
∗
X (and following 1.6.2 then they form also some formal log-étale
coordinates of level m). In that case, we prefer to write tλ := bλ. With the notation of 2.3.5, any differential operator
P of D
(m)
X/S can be written of the form P =
∑
k ak∂
<k>(m)
♭ . We can extend the non logarithmic transposition as defined
by Berthelot (see [Ber00, 1.3]) to our context by putting
tP :=
∑
k
(−1)|k|∂
<k>(m)
♭ ak.
Then we have
P˜ = t tP
1
t
,
where t = t1 = t1 · · · tn. Indeed, it is enough to check it when P = ∂
<k>(m) . The definition of 2.5.1.1 was precisely
introduced to get ∂˜<k>(m) = t t∂<k>(m) 1t .
One reason to introduce the logarithmic transposition is the formula 3.6.2.1.
Proposition 2.5.3. For any differential operators P and Q, we have P˜Q = Q˜P˜ .
Proof. 0) When P ∈ OX , the proposition is obvious.
1) Suppose that P = ∂<k>(m) and Q = a ∈ OX . For any tuples i, j ∈ N
n so that i ≤ j, we put αi,j :=
(−1)|j|
{
j
i
}
q
j−i
!
(
j−1
j−i
)
if 1 ≤ i and αi,j := 0 otherwise. For any h, i, j, k ∈ N
n so that h ≤ i ≤ j ≤ k, we put
Ph,i,j,k := αi,j
〈
i
h
〉〈
k
j
〉
∂<i−h>(m)∂<k−j>(m) . On one side we have a∂˜<k>(m) =
∑
h≤k αh,ka∂
<h>(m) and on the other
side using twice the formula 2.3.4.1 we compute (∂<k>(m)a)∼ =
∑
h≤i≤j≤k Ph,i,j,k(a)∂
<h>(m) . Hence, when h and k
are fixed, this is sufficient to check αh,k =
∑
h≤i≤j≤k Ph,i,j,k. Since the coefficients of the differential operators Ph,i,j,k
are integers, shrinking X if necessary, we reduce to check the equality when the log structures are trivial. With the
remark 2.5.2, we obtained the desired equality.
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2) When P = ∂<k>(m) and Q = ∂<k
′>(m) , using the formula 2.3.4.1, we check the equality P˜Q = ∂˜<k
′>(m) ∂˜<k>(m) .
Indeed, with the remark 2.5.2, we notice that the formula we have to check is the same as that obtained using the
analogy P˜ = t tP 1t .
3) Suppose P = ∂<k
′>(m) andQ = ∂<k
′′>(m)a, with a ∈ OX . From 2.3.4.1, we have the equality ∂
<k′>(m)∂<k
′′>(m)a =∑k′+k′′
k=max{k′,k′′} βk,k′,k′′∂
<k>(m)a, where βk,k′,k′′ :=
k!
(k′+k′′−k)!(k−k′)!(k−k′′)!
q
k′
!q
k′′
!
q
k
! ∈ Z. Hence, from the step 1), we get
(∂<k
′>(m)∂<k
′′>(m)a)∼ = a
∑k′+k′′
k=max{k′,k′′} βk,k′,k′′ ∂˜
<k>(m) Applying ∼ to the equality 2.3.4.1 and using the step 1), we
obtain
∑k′+k′′
k=max{k′,k′′} βk,k′,k′′ ∂˜
<k>(m) = ∂˜<k
′′>(m) ∂˜<k
′>(m) . Again using the step 1), this yields (∂<k
′>(m)∂<k
′′>(m)a)∼ =
(∂<k
′′>(m)a)∼∂˜<k
′>(m) .
4) By additivity, using part 0) and part 4), we check the proposition.
Remark 2.5.4 (Logarithmic transposition at the level 0). At the level 0, any differential operator of D
(0)
X/S can be
written uniquely in the form P =
∑
k ak∂
k, where ∂k has not to be confounded with ∂<k>(0) . Since ∂˜ = −∂, we get
P˜ =
∑
k(−1)
|k|∂kak.
Proposition 2.5.5. For any differential operator P , we have
˜˜
P = P .
Proof. Using 2.5.3, we reduce to the case where P = ∂<k>(m) , which is left to the reader.
Remark 2.5.6. Recall that from 2.3.4.1, we have ∂<k>(m)a =
∑
i≤k
{
k
i
}
∂<k−i>(m)(a)∂<i>(m) . Using 2.5.3, this yields
a∂˜<k>(m) =
∑
i≤k
∂˜<i>(m)
{
k
i
}
∂<k−i>(m)(a). (2.5.6.1)
In the formula 2.5.6.1, beware that we can not replace ∂˜ by ∂.
2.5.7. The logarithmic transposition commutes with the canonical morphism D
(m)
X/S → D
(m+1)
X/S .
3 Differential operators over fine log formal schemes
We recall that Shiho introduced the notion of log formal V-schemes (see [Shi00, 2.1.1.(4)]) as follows: A log formal
V-scheme X is a formal V-scheme X endowed with a logarithmic structure α : MX → OX, where OX := OX (this means
that α is a logarithmic morphism of sheaves of monoids for the étale topology over X, i.e. α is such that α−1(O∗
X
)→ O∗
X
is an isomorphism). When MX is fine as sheave for the étale topology over the special fiber of X (i.e. when MX is
integral and MX is coherent in the sense defined at the end of the remark [Ogu, II.2.1.2]), we say that the logarithmic
structure MX is fine. We say that X is a fine log formal V-scheme if MX is fine. Let S := Spf V be the formal V-scheme
(endowed with the trivial log structure). A fine S-log formal scheme X will be a morphism of fine log formal V-schemes
of the form X→ S.
If X is a fine log formal V-scheme and i ∈ N, then we denote by Xi the fine log V/π
i+1V-scheme so that Xi :=
X×Spf (V) Spec (V/π
i+1V) and the morphism Xi → X is strict. For i = 0, we can simply denote X0 by X . If f : X→ Y
is a morphism of fine log formal V-schemes, then we denote by fi : Xi → Yi the induced morphism of fine log-schemes
over V/πi+1V. We remark that if f : X→ Y is a morphism of fine S-log formal schemes, then fi : Xi → Yi is a morphism
of fine log Si-schemes.
3.1 From log schemes to formal log schemes
3.1.1 (Charts for log formal V-schemes). Let P be a fine monoid and V{P} be the p-adic completion of V[P ]. Since
V is fixed, we denote by AP the fine log formal V-scheme whose underlying formal V-scheme is Spf (V{P}) and whose
log structure is the log structure associated with the pre-log structure induced canonically by P → V{P}.
Let X be a fine S-log formal scheme. We denote by PX the sheaf associated to the constant presheaf of P over X.
Following Shiho’s definition of [Shi00, 2.1.7], a chart of X is a morphism of monoids α : PX → OX whose associated log
structure is isomorphic to MX → OX. A chart of X is equivalent to the data of a strict morphism of the form X→ AP .
Lemma 3.1.2. Let X be a fine S-log formal scheme. Let i ≥ 0 be an integer. Then, the morphisms O∗
X
→ O∗Xi and
MX →MXi are surjective.
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Proof. The fact that O∗
X
→ O∗Xi is surjective comes from the fact that OX is complete for the p-adic topology. The
fact that MX → MXi is surjective is étale local on X. Hence, we can suppose there exists a fine monoid P and
a morphism of sheaves of monoids α : PX → OX (here PX means the sheaf associated to the constant presheaf of
P over X) which induces the isomorphism of sheaves of monoids PX ⊕α−1(O∗
X
) O
∗
X
∼
−→ MX and the isomorphism
PXi ⊕α−1i (O∗Xi )
O∗Xi
∼
−→ MXi . Since O
∗
X
→ O∗Xi is surjective, we conclude.
Proposition 3.1.3. Let X be a fine S-log formal scheme. Then, in the category of fine S-log formal schemes, X is the
inductive limit of the system (Xi)i.
Proof. From [EGA1, I.10.6.1], X is the inductive limit of the system (X i)i. It remains to check that the canonical
morphism of sheaves of monoids MX → lim←−iMXi is an isomorphism. Since this is étale local on X and since X is
fine then we can suppose there exists a fine monoid P and a morphism of sheaves of monoids α : PX → OX which
induces the isomorphism of sheaves of monoids PX ⊕α−1(O∗
X
) O
∗
X
∼
−→ MX. Let i ≥ 0 be an integer. We get the
morphism of sheaves of monoids αi : PXi → OXi which induces the isomorphism PXi ⊕α−1i (O∗Xi )
O∗Xi
∼
−→ MXi . Hence,
we reduce to prove that the canonical map PX ⊕α−1(O∗
X
) O
∗
X
→ lim←−i PXi ⊕α
−1
i (O
∗
Xi
) O
∗
Xi
is an isomorphism. We put
Fi := PXi“⊕ ”α−1i (O∗Xi )
O∗Xi where “⊕ ” means that the amalgamated sum is computed in the category of presheaves.
We put Ei := PXi ⊕ O
∗
Xi
, θi : Ei → Fi the canonical surjective morphism, Gi := PXi ⊕α−1i (O∗Xi )
O∗Xi and ǫi : Fi → Gi
the canonical morphism from a presheaf to its associated sheaf. We put φi := ǫi ◦ θi. We denote by πi : O
∗
Xi+1
→ O∗Xi ,
πi : Ei+1 → Ei πi : Fi+1 → Fi, πi : Gi+1 → Gi the canonical projections. Let U → X be an étale map such that U is
connected.
1) Let si+1 ∈ Fi+1(Ui+1) and si := πi(si+1) ∈ Fi(Ui). Then the canonical map πi : θ
−1
i+1(si+1) → θ
−1
i (si) induced by
πi : Ei+1(Ui+1)→ Ei(Ui) is a bijection.
a) We check the injectivity. Let (x, a), (x′, a′) ∈ θ−1i+1(si+1) such that πi(x, a) = πi(x
′, a′) (where x, x′ ∈ P and
a, a′ ∈ O∗Xi+1(Ui+1)). The latter equality yields x = x
′. Since P is integral, θi+1(x, a) = θi+1(x, a
′) implies a = a′ (for
the computation, use the remark of [Kat89, 1.3]).
b) We check the surjectivity. Let (y, b) ∈ θ−1i (si). We remark that α
−1(O∗
X
)(U) = α−1i (O
∗
Xi
)(Ui) and we denote
it by Q. Since θi+1 is an epimorphism (in the category of presheaves) then there exists (x, a) ∈ θ
−1
i+1(si+1). Since
πi(x, a) = (x, πi(a)) ∈ θ
−1
i (si), there exists q, q
′ ∈ Q(Ui) such that πi(a)αi(q) = bαi(q
′) and xq′ = yq (see the remark
of [Kat89, 1.3]). Set a′ := aαi+1(q)αi+1(q
′)−1. Then πi(a
′) = b and θi+1(x, a) = θi+1(y, a
′), i.e. πi(y, a
′) = (y, b) and
(y, a′) ∈ θ−1i+1(si+1).
2) Let ti+1 ∈ Gi+1(Ui+1) and ti := πi(ti+1) ∈ Gi(Ui). Then the canonical map πi : φ
−1
i+1(ti+1)→ φ
−1
i (ti) is a bijection.
a) We check the injectivity. Let r, r′ ∈ φ−1i+1(ti+1) such that πi(r) = πi(r
′). There exists an étale covering (Uλ → U)λ
of U such that θi+1(r)|Uλ = θ(r
′)i+1|Uλ. From 1) (applied for Uλ instead of U), this yields r|Uλ = r
′|Uλ. Hence, r = r
′.
b) We check the surjectivity. Let r ∈ φ−1i (ti). Put s := θi(r). There exist an étale covering (Uλ → U)λ of U and
sections sλ ∈ Fi+1(Uλ) such that ǫi+1(sλ) = ti+1|Uλ and πi(sλ) = s|Uλ. From 1.b), there exists rλ ∈ Ei+1(Uλ) such
that πi(rλ) = r|Uλ and θi+1(rλ) = sλ. Hence, πi(rλ) = r|Uλ and φi+1(rλ) = ti+1|Uλ. From 2.a), this yields that (rλ)λ
come from a section of Ei+1(Ui+1).
3) Now, let us check that the canonical map PX ⊕α−1(O∗
X
) O
∗
X
→ lim←−i PXi ⊕α
−1
i (O
∗
Xi
) O
∗
Xi
is an isomorphism. First,
we start with the injectivity. As above, put E := PX ⊕ O
∗
X
, F := PX“⊕ ”α−1(O∗
X
)O
∗
X
, G := PX ⊕α−1(O∗
X
) O
∗
X
, θ : E→ F,
ǫ : F → G, φ := ǫ◦θ. Let (x, a), (y, b) ∈ E(U) such that the image of φ(x, a) and φ(y, b) in lim←−i PXi ⊕α
−1
i (O
∗
Xi
)O
∗
Xi
(U) are
equal (where x, y ∈ P , and a, b ∈ O∗
X
(U)). Since the injectivity is locally etale, we reduce to check that φ(x, a) = φ(y, b).
Denote by (x, ai), (y, bi) ∈ Ei the image of (x, a), (y, b). Shrinking U if necessary, we can suppose that θ0(x, a0) =
θ0(y, b0). Doing the same computation as in 1.b), we check there exists c ∈ O
∗
X
such that θ(x, a) = θ(y, c). Moreover,
since P is integral, we check that φi(y, ci) = φi(y, bi) if and only if ci = bi (since this is etale local, we reduce to check
θi(y, ci) = θi(y, bi) if and only if ci = bi). Hence, b = c, which implies φ(x, a) = φ(y, b). Hence, we have checked the
injectivity. The surjectivity is an easy consequence of 2).
Definition 3.1.4. We define the category of strict inductive systems of noetherian fine log schemes over (Si)i∈N as
follows. A strict inductive system of noetherian fine log schemes over (Si)i∈N is the data, for any integer i ∈ N, of
a noetherian fine Si-log scheme Xi, of an exact closed Si immersion Xi →֒ Xi+1 such that the induced morphism
Xi → Xi+1 ×Si+1 Si is an isomorphism. A morphism (Xi)i∈N → (Yi)i∈N of strict inductive systems of noetherian fine
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log schemes over (Si)i∈N is a family of Si-morphism Xi → Yi making commutative the diagram
Xi //

Xi+1

Yi // Yi+1.
Lemma 3.1.5. Let X be a scheme. Let M → N be a local (see Definition [Ogu, II.1.1.2]) morphism of sheaves (for
the étale topology) of monoids over X. Suppose M integral, N fine (i.e. N is integral and N is coherent in the sense
defined at the end of the remark [Ogu, II.2.1.2]) and M = N . Then M is fine.
Proof. Let us fix some notation. Let x be a geometric point of X . Since N is fine, using [Ogu, I.1.2.1 and II.1.1.11],
we check that Nx is fine. Since M = N , we get that Mx is fine. Hence, there exist a free Z-module of finite type L
endowed with a morphism α : L → Mgrx such that the composition of α with the projection M
gr
x → M
gr
x is surjective
(following Ogus’s terminology appearing in [Ogu, II.2.2.10], this means α : L → Mgrx is a markup of Mx). We put
P := L ×Mgrx Mx. Since Mx is integral, then Mx → Mx is exact (see [Ogu, I.4.1.3.1]). Hence, we get the equality
P := L ×Mgrx Mx = L ×M
gr
x
Mx. From [Ogu, I.2.1.9.6], since L and Mx are fine and since M
gr
x is integral, then
P = L×Mgrx
Mx is fine.
Let P → Mx be the projection. Using [Ogu, II.2.2.5], there exist an étale neighborhood u : U → X of x and a
morphism of monoids P →M(U) inducing P →Mx. Let β : PU → u
∗M be the corresponding morphism. We get the
factorization of β of the form PU → P
β
U
βa
−→ u∗M , where βa is the sharp localisation of β.
We prove that, shrinking U is necessary, the morphism βa is an isomorphism (and then M is coherent). Following
[Ogu, I.4.1.2], for any geometric point y of U , since βay is sharp and since My is quasi-integral, we check that the
morphism βay : (P
β
U )y →My is an isomorphism if and only if β
a
y : : (P
β
U )y →My is an isomorphism (recall My = My).
Using [Ogu, II.1.1.11.1], we check that the canonical morphism P/β−1y (M
∗
y )→ (P
β
U )y is an isomorphism. Hence, β
a
y is
an isomorphism if and only if the canonical morphism P/β−1y (M
∗
y )→My is an isomorphism.
Let β0 be the composition of β with u
∗M → u∗N . We get the factorization of β0 of the form PU → P
β0
U
βa0−→ u∗N ,
where βa0 is the sharp localisation of β0. Since P := L×Mgrx Mx = L×M
gr
x
Mx = L ×Ngrx
Nx = L×Ngrx Nx, since N is
fine, following [Ogu, II.2.2.11] (which is checked similarly than [Kat89, 2.10]), replacing U if necessary, we can suppose
that βa0 is an isomorphism. For any geometric point y of U , this yields that the morphism β
a
0,y : (P
β0
U )y → Ny is an
isomorphism. Hence so is βa0y : (P
β0
U )y → Ny, i.e., P/β
−1
0,y(N
∗
y )→ Ny is an isomorphism.
Since the morphism M → N is local, the induced morphism M∗ → M ×N N
∗ is an isomorphism. Hence, we
get M∗y → My ×Ny N
∗
y , i.e. the morphism My → Ny is local. Hence, we get β
−1
0,y(N
∗
y ) = β
−1
y (M
∗
y ). Recalling that
My = Ny, this implies that P/β
−1
y (M
∗
y )→My is an isomorphism. Hence, we are done.
Proposition 3.1.6. Let (Xi)i∈N be a strict inductive systems of noetherian fine log schemes over (Si)i∈N. Then lim−→iXi
is a fine S-log formal scheme. Moreover, the canonical morphism Xi → (lim−→iXi) ×S Si is an isomorphism of fine log
schemes.
Proof. We already know that X := lim
−→i
Xi is a formal V-scheme such that Xi
∼
−→ X ×S Si. We have lim−→i
Xi =
(lim−→iXi, lim←−iMXi). Put M := lim←−iMXi , X := lim−→iXi. It remains to check that M is fine log structure of X. This is
checked in the step I).
I )1) The canonical map θ : M → OX, canonically induced by the structural morphisms θi : MXi → OXi , is a log
structure. Indeed, we compute M∗(U) = (lim←−iMXi(Ui))
∗ = lim←−i (MXi(Ui))
∗ = lim←−iM
∗
Xi
(Ui) = lim←−i O
∗
Xi
(Ui) = O
∗
X
(U),
for any etale morphism U → X. Hence, M∗ = O∗
X
. It remains to check that the morphism M∗ → M ×OX O
∗
X
is
an isomorphism, i.e. M∗(U) → M(U) ×OX(U) OX(U)
∗ is an isomorphism. Since M(U) ×OX(U) OX(U)
∗ ⊂ M(U), the
injectivity is obvious. Let us check the surjectivity. Let (ai)i∈N ∈ lim←−iMXi(Ui) such that (θi(ai))i∈N ∈ lim←−iO
∗
Xi
(Ui).
Since MXi is a log structure of Xi, we get ai ∈ O
∗
Xi
(Ui), hence (ai)i∈N ∈M
∗(U).
2) Let U → X be an etale morphism. Suppose U affine. We prove in this step that the canonical morphisms
MgrXi+1(Ui+1)/O
∗
Xi+1
(Ui+1)→M
gr
Xi
(Ui)/O
∗
Xi
(Ui) andMXi+1(Ui+1)/O
∗
Xi+1
(Ui+1)→MXi(Ui)/O
∗
Xi
(Ui) are isomorphisms.
First, we remark that since (πiOXi+1)
2 = 0, then we have the canonical isomorphism of groups (1 + πiOXi+1 ,×)
∼
−→
33
(πiOXi+1 ,+). Since Ui+1 is affine and π
iOXi+1 is quasi-coherent, this yields H
1(Ui+1, 1+ π
iOXi+1) = 0. Hence, we get
the commutative diagram (we use in the proof multiplicative notation)
1 1
1 // O∗Xi(Ui)
//
OO
MgrXi(Ui)
OO
// MgrXi(Ui)/O
∗
Xi
(Ui) // 1
1 // O∗Xi+1(Ui+1)
//
OO
MgrXi+1(Ui+1)
//
OO
MgrXi+1(Ui+1)/O
∗
Xi+1
(Ui+1) //
OO
1
1 + πiOXi+1(Ui+1)
OO
1 + πiOXi+1(Ui+1)
OO
1
OO
1
OO
(3.1.6.1)
whose two rows and two columns are exact. Hence, the morphism MgrXi+1(Ui+1)/O
∗
Xi+1
(Ui+1) → M
gr
Xi
(Ui)/O
∗
Xi
(Ui) is
an isomorphism. Since MXi+1 →MXi is exact (see [Ogu, IV.2.1.2.4]), we have the surjective projectionMXi+1(Ui+1) =
MgrXi+1(Ui+1) ×M
gr
Xi
(Ui) MXi(Ui) → MXi(Ui). Hence, MXi+1(Ui+1)/O
∗
Xi+1
(Ui+1) → MXi(Ui)/O
∗
Xi
(Ui) is surjective.
Since MXi(Ui) and MXi+1(Ui+1) is integral, from [Ogu, I.1.2.1], the horizontal morphisms of the commutative diagram
MXi+1(Ui+1)/O
∗
Xi+1
(Ui+1)
  //

MgrXi+1(Ui+1)/O
∗
Xi+1
(Ui+1)
∼

MXi(Ui)/O
∗
Xi
(Ui)
  // MgrXi(Ui)/O
∗
Xi
(Ui)
are injective. Hence, MXi+1(Ui+1)/O
∗
Xi+1
(Ui+1)→MXi(Ui)/O
∗
Xi
(Ui) is an isomorphism.
3) Using Mittag-Leffler condition, we get the exact sequence
1→ lim
←−i
O∗Xi(Ui)→ lim←−i
MgrXi(Ui)→ lim←−i
MgrXi(Ui)/O
∗
Xi(Ui)→ 1.
Since O∗
X
(U) = lim←−iO
∗
Xi
(Ui), using the step 2) we obtain (lim←−iM
gr
Xi
(Ui))/O
∗
X
(U)
∼
−→ MgrX0(U0)/O
∗
X0
(U0). By considering
the commutative diagram
(lim←−iM
gr
Xi
(Ui))/O
∗
X
(U)
∼ // MgrX0(U0)/O
∗
X0
(U0)
M(U)/O∗
X
(U) = (lim←−iMXi(Ui))/O
∗
X
(U)
?
OO
// MX0(U0)/O
∗
X0
(U0)
?
OO
we get the injectivity of the map M(U)/O∗
X
(U) → MX0(U0)/O
∗
X0
(U0). Since the maps MXi+1(Ui+1) → MXi(Ui) are
surjective (this is checked in the step 2), we get that M(U) → MX0(U0) is surjective and then so is M(U)/O
∗
X
(U) →
MX0(U0)/O
∗
X0
(U0). Hence, the canonical morphismM(U)/O
∗
X
(U)→MX0(U0)/O
∗
X0
(U0) is an isomorphism. This yields
M = M/M∗ = MX0/M
∗
X0
= MX0 .
4) We compute that the induced morphism M∗ → M ×MX0 M
∗
X0
is an isomorphism, i.e. that the morphism
M → MX0 is local. Hence, since M = MX0 (see step 3), since MX0 is fine and M is integral, using Lemma 3.1.5, we
get that M is fine.
II) In this last step, we establish that Xi → X×S Si is an isomorphism of fine log schemes. Let ui : Xi → X be the
canonical morphism. We already know that X i
∼
−→ X×S Si. It remains to check that the morphism u
∗
iM → MXi is
an isomorphism. Since this is a morphism of fine log structures, then using [Ogu, I.4.1.2], this is equivalent to check
the isomorphism u∗iM
∼
−→ MXi . Following [Kat89, 1.4.1], u
∗
iM = M . From the step I).3), we have M
∼
−→ MXi and
we are done.
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Theorem 3.1.7. The functors X 7→ (Xi)i∈N and (Xi)i∈N 7→ lim−→iXi are quasi-inverse equivalences of categories between
the category of fine S-log formal schemes to that of strict inductive systems of noetherian fine log schemes over (Si)i∈N.
Proof. This is a consequence of Propositions 3.1.3 and 3.1.6.
Lemma 3.1.8. Let f : X → Y be a morphism of fine S-log formal schemes. Then f is strict if and only if, for any
i ∈ N, fi is strict.
Proof. If f is strict then fi, the base change of f by Si →֒ S is strict. Conversely, suppose that for any i ∈ N, fi is
strict. Let Z be the fine S-log formal scheme whose underlying fine formal S-scheme is X and whose log structure is
f∗(MY). Then Zi → Yi is strict and Zi = Xi. Hence, Zi = Xi. Using 3.1.3, this yields that X = Z, i.e. f is strict.
3.2 Around log etaleness
Definition 3.2.1. Let f : X → Y be a morphism of fine S-log formal schemes. We say that f is “log étale” (resp. “log
smooth, resp. “formally log étale”, resp. “log p-étale”, resp. “formally log étale of level m”, resp. “log p-étale of level m”)
if for any integer i ∈ N the morphism fi is log étale (resp. log smooth, resp. fine formally log étale, resp. log p-étale,
resp. formally log étale of level m, resp. log p-étale of level m).
Remark 3.2.2. • We remark that our definition of log étaleness was named by Shiho formal log étaleness (see
[Shi00, 2.2.2]). We hope there will be no confusion.
• It is also possible define some “fine saturated” definition similar to 3.2.1 but we leave it to the interested reader.
Since we only consider the “fine” case, we have removed the word “fine” in the terminology of 3.2.1. We might
also consider the notion of “fine log relatively perfect” morphism of fine S-log formal schemes, but it seems useless
for us.
3.2.3. The following diagram summarizes the relations between our definitions:
log étale
1.2.11 +3 log p-étale
1.4.7

1.4.7
∀m, log p-étale of level m
log p-étale of level m
1.4.5 +3 formally log étale of level m
1.4.7 +3 formally log étale.
(3.2.3.1)
Proposition 3.2.4. Let Y be a fine S-log formal schemes. Let f0 : X0 → Y0 be a log smooth morphism of fine log
S0-schemes such that X0 is affine. Then there exists a log smooth morphism of fine S-log formal schemes of the form
f : X→ Y whose reduction modulo π is f0. We say that such morphism f is a log smooth lifting of f0.
Proof. From [Kat89, 3.14.(1)], there exists a unique up to isomorphism log smooth morphism of fine log Si-schemes
fi : Xi → Yi endowed with an isomorphism X0
∼
−→ Xi ×Yi Y0. Put Y := lim−→i
Yi. Let f : Y → X be the induced
morphism. Following Theorem 3.1.7, Y is a fine S-log formal schemes. By construction, f is log smooth since fi is log
smooth for any i ∈ N.
Proposition 3.2.5. Let f : X → Y be a morphism of fine S-log formal schemes. The morphism f is log étale (resp.
log p-étale, resp. formally log étale of level m, resp. log p-étale of level m) if and only if f is formally log étale and f0
is log étale (resp. log p-étale, resp. formally log étale of level m, resp. log p-étale of level m).
Proof. If f0 is log étale then f0 is of finite type. This yields that fi is of finite type, which proves the non respective
case. The respective cases are consequences of 1.2.6 or 1.4.8.
3.2.6. Let f : X→ Y be a morphism of fine S-log formal schemes. We set Ω1
X/Y := lim←−i Ω
1
Xi/Yi
. When f is log smooth,
then from [Kat89, 3.10] the OX-module Ω
1
X/S is locally free of finite type. When f log smooth and Y = S, then f is
flat. Indeed, in that case, fi : Xi → Si is integral (use [Kat89, 4.3]) and smooth and then flat (see [Kat89, 4.4]). Since
f is of finite type, then f is flat.
Lemma 3.2.7. Let f : X→ Y, g : Y→ Z be two morphisms of fine S-log formal schemes such that OX has no p-torsion,
the structural morphism g ◦ f is log smooth and f0 : X0 → Y0 is log étale. Then f is log étale.
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Proof. We construct by p-adic completion the morphism φ : f∗Ω1
Y/Z → Ω
1
X/Z, where we put f
∗Ω1
Y/Z := lim←−i f
∗
i Ω
1
Yi/Zi
.
Since g ◦ f : X → Z is log smooth, the OX-module Ω
1
X/Z is locally free of finite type (see 3.2.6). In particular, Ω
1
X/Z
has no p-torsion. The reduction of φ modulo π is canonically isomorphic to f∗0Ω
1
Y0/Z0
→ Ω1X0/Z0 . Since f0 is log étale,
this latter homomorphism is an isomorphism. Since Ω1
X/Z has no p-torsion, this yields that φ is an isomorphism (e.g.
use Lemma [Car06, 2.2.15]). This implies that the canonical morphism f∗i Ω
1
Yi/Zi
→ Ω1Xi/Zi is an isomorphism. Since
Xi → Zi is log smooth, from [Kat89, 3.12], we conclude that fi is log-étale.
Proposition 3.2.8. Let f : X → Y be a morphism of fine S-log formal schemes such that OX has no p-torsion. The
morphism f is log smooth if and only if, étale locally on X there exists a log étale Y-morphism of the form X→ Y×VANr .
Proof. Suppose f is log smooth. Since f0 is log smooth, when can suppose there exists a morphism X0 → ANr such
that the induced Y0-morphism X0 → Y0 ×ANr is log-étale. Using 3.1.2, we can suppose that X0 → ANr has the lifting
of the form X→ ANr . We get the Y-morphism X → Y×V ANr . We conclude by applying Lemma 3.2.7 that this latter
morphism is log-étale.
3.3 Sheaf of differential operators over weakly log smooth S-log formal scheme
Definition 3.3.1. As in 1.1.4 we define the category C of S-immersions of fine S-log formal schemes. For any integer
n, we denote by Cn the full subcategory of C whose objects are exact closed immersions of order n.
Lemma 3.3.2. The inclusion functor Forn : Cn → C has a right adjoint functor which we will denote by P
n : C→ Cn.
Let u : Z →֒ X be an object of C. Then Z is also the source of Pn(u).
Proof. Let u : Z →֒ X be an object of C. Since ui : Zi →֒ Xi is an object of C , from 1.1.11, we get the object
Pn(ui) : Zi →֒ P
n(ui) of C
n such that Pn(ui) → Xi is affine and P
n(ui) is noetherian. Hence, using Theorem 3.1.7,
we get that lim−→i P
n(ui) satisfies the universal property of P
n(u).
Definition 3.3.3. Let f : X→ Y be a morphism of fine S-log formal schemes.
1. We say that a finite set (bλ)λ=1,...,r of elements of Γ(X,MX) is a “ formal log basis of f ” if the induced Y-morphism
X→ Y×V ANr is formally log étale (concerning ANr , see the notation of 3.1.1).
2. We say that f is “weakly log smooth” if, étale locally on X, f has formal log bases. Notice that this notion of
weak log smoothness is étale local on Y. When Y = S, we say that X is a “weakly log smooth S-log formal scheme”
(following the terminology, the log structure of such X is understood to be fine).
Remark 3.3.4. Following Proposition 3.2.8, a log smooth morphism is weakly log smooth which justifies the termi-
nology.
3.3.5 (nth infinitesimal neighborhood). Let X be a weakly log smooth S-log formal scheme. Let ∆X/S : X →֒ X×S X
be the diagonal immersion. Since ∆X/S is not necessarily an object of C (because X×S X is not noetherian in general),
we can not use 3.3.2 and we can not put ∆n
X/S := P
n(∆X/S). But this is possible to define ∆
n
X/S by taking inductive
limits as follows. From 1.1.9, we have ∆nXi/Si = ∆
n
Xi+1/Si+1
×Si+1Si. From 1.1.11, since ∆
n
Xi/Si are noetherian schemes,
using Theorem 3.1.7, we get the fine S-log formal schemes ∆n
X/S by putting ∆
n
X/S := lim−→i∆
n
Xi/Si
. Taking the inductive
limites to the strict morphisms of fine log schemes pn0 : ∆
n
Xi/Si
→ Xi (resp. p
n
1 : ∆
n
Xi/Si
→ Xi), using Lemma 3.1.8 we
get the strict morphism of fine log formal V-schemes pn0 : ∆
n
X/S → X (resp. p
n
1 : ∆
n
X/S → X). Using the remark 2.1.4,
we check that the underlying morphism of formal V-schemes of pn0 : ∆
n
X/S → X and p
n
1 : ∆
n
X/S → X are finite (more
precisely, we can check the local description 3.3.6.1). Hence, we denote by Pn
X/S the coherent OX-algebra such that
Spf Pn
X/S = ∆
n
X/S.
If a ∈MX, we denote by µ(m)(a) the unique section of ker(O
∗
∆n
X/S
→ O∗
X
) such that we get in Mn
X/S,(m) the equality
pn∗1 (a) = p
n∗
0 (a)µ
n(a) (see 1.5.10). We get µn : MX → ker(O
∗
∆n
X/S
→ O∗
X
) given by a 7→ µn(a).
Proposition 3.3.6 (Local description of Pn
X/S). Let (aλ)λ=1,...,r be a formal log basis of f . Put ηλ,n := µ
n(aλ) − 1.
We have the following isomorphism of OX-algebras:
OX[T1, . . . , Tr]n
∼
−→ Pn
X/S
Tλ 7→ ηλ,n. (3.3.6.1)
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Proof. This is a consequence of 2.1.3.
Definition 3.3.7. The sheaf of differential operators of order≤ n of f is defined by puttingDX/S,n := HomOX(p
n
0∗P
n
X/S,OX).
The sheaf of differential operators of f is defined by putting DX/S := ∪n∈NDX/S,n.
Let P ∈ DX/S,n, P
′ ∈ DX/S,n′ . We define the product PP
′ ∈ DX/S,n+n′ to be the composition
PP ′ : Pn+n
′
X/S
δn,n
′
−→ Pn
X/S ⊗OX P
n′
X/S
Id⊗P ′
−→ Pn
X/S
P
−→ OX. (3.3.7.1)
Similarly to 2.1.10, we check that the sheaf DX/S is a sheaf of rings with the product as defined in 3.3.7.1
3.4 Sheaf of differential operators of level m over weakly log smooth of level m fine
S-log formal schemes
Let m ≥ 0 be an integer. The principal ideal (p) of V is endowed with a canonical m-PD-structure, which we will
denote by γ∅.
Definition 3.4.1. As in 1.4.1, we define the categories C
(m)
n whose objects are pairs (u, δ) where u is an exact closed
S-immersion of fine log S-schemes and δ is an m-PD-structure on the ideal I defining u (which is compatible with γ∅)
and such that I{n+1}(m) = 0 and whose morphisms (u′, δ′) → (u, δ) are morphisms u′ → u of C which are compatible
with the m-PD-structures δ and δ′.
Proposition 3.4.2. 1. The canonical functor C
(m)
n → C has a right adjoint, which we will denote by Pn(m) : C →
C
(m)
n .
2. Let u be an object of C. The source of Pn(m)(u) is the source of u.
Proof. The first assertion is a consequence of 3.1.7 and 1.4.15 (we need in particular the 1.4.15.4). Since γ∅ extends to
any S-log formal schemes (because the ideal of the m-PD-structure γ∅ is locally principal: see [Ber96, 1.3.2.c)]), we get
the second assertion.
3.4.3. Let u be an object of C. We call Pn(m)(u) the m-PD-envelope compatible of order n of u. We sometimes denote
abusively by Pn(m)(u) the target of the arrow P
n
(m)(u).
Definition 3.4.4. Let f : X→ Y be a morphism of fine S-log formal schemes.
1. We say that a finite set (bλ)λ=1,...,r of elements of Γ(X,MX) is a “log p-basis of f ” (resp. “formal log basis of
level m of f ”, resp. “log p-basis of level m of f ”) if the induced Y-morphism X → Y ×V ANr is log p-étale (resp.
formally log étale of level m, resp. log p-étale of level m).
2. We say that f is “log p-smooth” (resp. “weakly log smooth of level m”, resp. “log p-smooth of level m”) if, étale
locally on X, f has log p-bases (resp. formal log bases of level m, resp. log p-bases of level m). When Y = S,
we say that X is a log p-smooth log-formal S-scheme (resp. a weakly log smooth of level m log-formal S-scheme,
resp. a log p-smooth of level m log-formal S-scheme). Remark that the log structure of such X is always fine
following our terminology.
3.4.5. Using 3.2.3.1 and 3.2.8, we get the following diagram summarizing the relations between our definitions:
log smooth +3 log p-smooth +3 log p-smooth of level m +3 weakly log smooth of level m +3 weakly log smooth
3.4.6. Let X be a weakly log smooth of level m log-formal S-scheme. Using 2.2.5, we check the underlying scheme
of ∆nXi/Si,(m) is noetherian. Moreover, from the local description 2.2.3.1, we get ∆
n
Xi/Si,(m)
∼
−→ ∆nXi+1/Si+1,(m) ×Si+1
Si (recall also that p
n
0 : ∆
n
Xi/Si,(m)
→ Xi is strict). Using Theorem 3.1.7, we get the fine S-log formal schemes
∆n
X/S,(m) by putting ∆
n
X/S,(m) := lim−→i∆
n
Xi/Si,(m)
. Let pn1 , p
n
0 : ∆
n
X/S,(m) → X be the morphisms induced respectively
by pn1 , p
n
0 : ∆
n
Xi/Si,(m)
→ Xi. From 2.2.2, 3.1.8 and 2.2.5, the morphisms p
n
1 , p
n
0 : ∆
n
X/S,(m) → X are strict and finite
(more precisely concerning the finiteness, we have the local description 3.4.7.1).
We denote by Mn
X/S,(m) the log structure of ∆
n
X/S,(m). We denote by P
n
X/S,(m) the coherent OX-algebra corre-
sponding to the underlying formal V-scheme of ∆n
X/S,(m). Hence, ∆
n
X/S,(m) is an exact closed immersion of the form
∆n
X/S,(m) : X →֒ (Spf P
n
X/S,(m),M
n
X/S,(m)). We sometimes denote abusively by∆
n
X/S,(m) the target of the arrow∆
n
X/S,(m).
As in paragraph 2.3.1, we can define D
(m)
X/S, the sheaf of differential operator on X of level m.
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3.4.7 (Local description). Suppose in this paragraph that X → S is endowed with a formal log basis of level m
(bλ)λ=1,...,r of f . Put ηλ(m) := µ
n
(m)(bλ)− 1 (or simply ηλ), where µ
n
(m)(a) is the unique section of ker(O
∗
∆n
X/S,(m)
→ O∗
X
)
such that we get in Mn
X/S,(m) the equality p
n∗
1 (a) = p
n∗
0 (a)µ
n
(m)(a). Taking the limits to 2.2.3, we get the isomorphism
of m-PD-OX-algebras
OX < T1, . . . , Tr >(m),n
∼
−→ Pn
X/S,(m)
Tλ 7→ ηλ,(m), (3.4.7.1)
where the first term is defined as in 1.5.9. In particular, the elements {η{k}(m)}|k|≤n form an OX-basis of P
n
X/S,(m). The
corresponding dual basis of D
(m)
X/S,n will be denoted by {∂
<k>(m)}|k|≤n. Let ǫ1, . . . , ǫr be the canonical basis of N
r, i.e.
the coordinates of ǫi are 0 except for the ith term which is 1. We put ∂i := ∂
<ǫi>(m) . We can define the logarithmic
transposition as in 2.5.1 and we can check that the properties analogous to the subsection 2.5 are still satisfied in the
formal context.
We finish the subsection by the formal version of the definition appearing in 1.6.1.
Definition 3.4.8. Let f : X→ Y be a morphism of fine S-log formal schemes.
1. We say that a finite set (tλ)λ=1,...,r of elements of Γ(X,OX) are “log p-étale coordinates” (resp. “formal log étale
coordinates”, resp. “formal log étale coordinates of level m”, resp. “log p-étale coordinates of level m”), if the
corresponding Y-morphism X→ Y×S Â
r
S, where Â
r
S is the p-adic completion of the rth affine space over V endowed
with the trivial logarithmic structure, is log p-étale (resp. formally log étale, resp. formally log étale of level m,
log p-étale of level m).
When f is strict we remove “log” in the terminology, e.g. we get the notion of “p-étale coordinates”.
2. We say that f is “p-smooth” (resp. “weakly smooth”, resp. “weakly smooth of level m”, resp. “p-smooth of level
m”), if f is strict and if, étale locally on X, f has p-étale coordinates” (resp. “formal étale coordinates”, resp.
“formal étale coordinates of level m”, resp. “p-étale coordinates of level m”). Notice that these notions are étale
local on Y .
3.5 Sheaf of differential operators of finite level over log p-smooth S-log formal schemes
3.5.1. Let X be a log p-smooth S-log formal schemes. We denote by D̂
(m)
X/S the p-adic completion of D
(m)
X/S. As in the
paragraph 2.3.7, we check that D
(m)
Xi/Si
∼
−→ D
(m)
X/S ⊗V V/π
i+1. Hence D̂
(m)
X/S
∼
−→ lim←−iD
(m)
Xi/Si
.
3.5.2. Let X be a log p-smooth S-log-formal schemes. We put D†
X/S := lim−→m
D̂
(m)
X/S. This is the “sheaf of differential
operators of finite level of X/S”. When X → S is endowed with a log p-basis (bλ)λ=1,...,n, we get the usual description
([Ber96, 2.4.4]): an operator P of Γ(X,D†
X/S) is of the form
P =
∑
k∈Nn
ak∂
[k]
where ak ∈ Γ(X,OX) satisfy the condition : there exist some constants c, η ∈ R, with η < 1, such that for any k ∈ N
n
we have
‖ ak ‖≤ c η
|k|,
where ‖ ‖ is the p-adic norm i.e. whose basis of open neighbourhoods of 0 is given by (pnOX)n∈N.
3.5.3. Let X be a log p-smooth S-log-formal scheme. As in [Ber96, 2.2.5], we check that if U is a Zariski open set of
X having a log p-basis then Γ(Ui,D
(m)
Xi/Si
) is right and left noetherian. As in [Ber96, 3.1.2], we check that the sheaf
D
(m)
Xi/Si
is coherent on the right and on the left. As in [Ber96, 3.3.4], this yields that D̂
(m)
X/S is coherent on the right and
on the left. As in [Ber96, 3.4.2], this implies that D̂
(m)
X/S,Q is coherent on the right and on the left. By following the
proof of [Ber96, 3.5.3], we prove that the extension D̂
(m)
X/S,Q → D̂
(m+1)
X/S,Q is flat on the right and on the left. Hence, taking
the inductive limits, we obtain the coherence on the right and on the left of D†
X/S. Similarly, we have theorem of type
B as in [Ber96, 3]: if X is affine, for any integer q ≥ 1 we have the vanishing Hq(X,D
(m)
Xi/Si
) = 0, Hq(X, D̂
(m)
X/S) = 0,
Hq(X, D̂
(m)
X/S,Q) = 0, H
q(X,D†
X/S) = 0.
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3.5.4 (Frobenius descent). Let X be a p-smooth S-log-formal scheme (in particular X/S is strict). Using 1.4.18, we
remark that the results concerning Frobenius of [Ber00] (e.g. the fact that the functor F ∗X induces an equivalence of
categories between coherent D̂
(m)
X/S-modules and coherent D̂
(m+1)
X/S -modules) are still valid (indeed, we have only to copy
word by word the arguments or computations) in the context of a p-smooth S-log-formal scheme. Recall that when
X/S is not strict, these equivalence of categories involving Frobenius are false in general (see [Mon02]).
As in [Ber00, 4.4], since D
(0)
X/S has finite cohomological dimension (the proof is standard), this implies (by completion
and Frobenius descent) that so are D̂
(m)
X/S and then D
†
X/S,Q by passing to the limit. Since D
†
X/S,Q is also coherent, this
yields that the derived category of perfect complexes of left D†
X/S,Q-modules and that of bounded coherent complexes
of left D†
X/S,Q-modules are the same.
3.5.5 (Overconvergent isocrystals). Let X be a log p-smooth S-log-formal schemes and Z be a Cartier divisor of X0.
As in [Ber96, 4.2.3] and with its notation, the commutative OXi-algebra B
(m)
Xi
(Z) can be endowed with a (canonical)
compatible structure of left D
(m)
Xi/Si
-module (see the definition 2.4.4) such that B
(m)
Xi
(Z)→ B
(m+1)
Xi
(Z) is D
(m)
Xi/Si
-linear.
We get a structure of D̂
(m)
X/S-module on B̂
(m)
X
(Z) = lim←−iB
(m)
Xi
(Z). From 2.4.5, we get the OX-algebra B̂
(m)
X
(Z)⊗̂D̂
(m)
X/S such
that the canonical map D̂
(m)
X/S → B̂
(m)
X
(Z)⊗̂D̂
(m)
X/S is a morphism of OX-algebras. We set OX(
†Z) := lim
−→m
B̂
(m)
X
(Z) and
D
†
X/S(
†Z) := lim−→mB̂
(m)
X
(Z)⊗̂D̂
(m)
X/S. We define an isocrystal on X overconvergent along Z to be a coherent D
†
X/S(
†Z)Q-
module which is also OX(
†Z)Q-coherent (for the structure induced by the canonical morphism OX(
†Z)Q → D
†
X/S(
†Z)Q).
3.6 Structure of right D
†
X/S-module on ωX/S
Proposition 3.6.1 (Structure of right D
(0)
X/S-module on ωX/S). Let S be a fine log scheme over Z/p
i+1Z and let
(IS , JS , γ) be a quasi-coherent m-PD-ideal of OS. Let f : X → S be a weakly log smooth of level m compatible with γ
morphism of fine log-schemes such that γ extends to X.
We have a canonical structure of right D
(0)
X/S-module on ωX/S (see notation 2.2.11). Locally, this structure is
characterized by the following description. Suppose that X → S is endowed with a formal log basis (bi)i=1,...,n of level
m compatible with γ. Let dlog bi denotes the image of ηi in Γ(X,Ω
1
X/S). The action of P ∈ D
(0)
X/S on the section
a dlog b1 ∧ · · · ∧ dlog bn, where a is section of OX is given by the formula
(a dlog b1 ∧ · · · ∧ dlog bn) · P = P˜ (a) dlog b1 ∧ · · · ∧ dlog bn. (3.6.1.1)
Proof. 0) It is sufficient to check the independence of the formula 3.6.1.1 with respect to the chosen formal log basis of
level m compatible with γ. Suppose that X → S is endowed with two formal log bases (bi)i=1,...,n and (b
′
i)i=1,...,n of
level m compatible with γ.
1) Let A = (aij) ∈ Mn(OX) (resp. A
′ = (a′ij) ∈ Mn(OX)) be the matrix such that
(
∂1
...
∂n
)
= A
 ∂′1...
∂′n
 (resp. ∂′1...
∂′n
 = A′( ∂1...
∂n
)
). Hence, we get A′ = A−1,
 dlog b′1...
dlog b′n
 = tA( dlog b1...
dlog bn
)
and then dlog b1 ∧ · · · ∧ dlog bn =
|A′| dlog b′1∧· · ·∧dlog b
′
n . We compute ∂i′∂i =
∑n
j=1 ∂i′aij∂
′
j =
∑n
j=1 aij∂i′∂
′
j+
∑n
j=1 ∂i′ (aij)∂
′
j =
∑n
j,j′=1 aijai′j′∂
′
j′∂
′
j+∑n
j=1 ∂i′(aij)∂
′
j . Since ∂i′∂i = ∂i∂i′ and ∂
′
j′∂
′
j = ∂
′
j∂
′
j′ , exchaging i with i
′ yields
∑n
j=1 ∂i′(aij)∂
′
j =
∑n
j=1 ∂i(ai′j)∂
′
j .
Hence, for any i, i′, j, we have ∂i′(aij) = ∂i(ai′j) and then (by symmetry) ∂
′
i′(a
′
ij) = ∂
′
i(a
′
i′j).
2) By symmetry and OX-linearity, it is sufficient to check that both actions of ∂1 on dlog b1∧· · · ∧dlog bn coincides.
With the first choice, this is straightforward that we get 0. Now, we consider the action ∂1 on dlog b1∧· · ·∧dlog bn for the
second choice of log p-basis. Since ∂1 =
∑n
j=1 a1j∂
′
j , we get dlog b1∧· · ·∧dlog bn ·∂1 = (|A
′| dlog b′1∧· · ·∧dlog b
′
n) ·∂1 =
−
∑n
j=1 ∂
′
j(a1j |A
′|)dlog b′1 ∧ · · · ∧ dlog b
′
n. Hence, we have to check
∑n
j=1 ∂
′
j(a1j |A
′|) = 0.
a) We compute a1j |A
′| =
∑
σ∈Sn,σ(1)=j
(−1)ǫ(σ)
∏n
i=2 a
′
σ(i)i. Indeed, let L
′
1, . . . , L
′
n be the rows of A
′. We remark
that a1j |A
′| is equal to the determinant of the matrix A′ whose row L′j is replaced by a1jL
′
j and then by
∑n
l=1 a1lL
′
l.
Since AA′ = In, we get
∑n
l=1 a1lL
′
l = (1, 0, . . . , 0). This yields the desired formula.
b) We have
∑n
j=1 ∂
′
j(a1j |A
′|) =
∑
σ∈Sn,l∈{2,...,n}
(−1)ǫ(σ)∂′σ(1)(a
′
σ(l)l)
∏n
i=2,i6=l a
′
σ(i)i. Indeed, this is a consequence of
the formula ∂′σ(1)(
∏n
i=2 a
′
σ(i)i) =
∑n
l=2 ∂
′
σ(1)(a
′
σ(l)l)
∏n
i=2,i6=l a
′
σ(i)i, and of that of part a).
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c) We define on Sn×{2, . . . , n} the following equivalence relation. Two elements (σ, l) and (σ
′, l′) of Sn×{2, . . . , n}
are equivalent if either (σ′, l′) = (σ, l) or (σ′, l′) = (σ ◦ (1, l), l). Let (σ, l) and (σ′, l′) = (σ ◦ (1, l), l) be a class of
Sn × {2, . . . , n}. Using the formula checked in the part 1) of the proof, we get (−1)
ǫ(σ′)∂′σ′(1)(a
′
σ′(l)l)
∏n
i=2,i6=l a
′
σ′(i)i +
(−1)ǫ(σ)∂′σ(1)(a
′
σ(l)l)
∏n
i=2,i6=l a
′
σ(i)i = 0. Since we have a partition of Sn × {2, . . . , n} by its classes, this implies∑
σ∈Sn,l∈{2,...,n}
(−1)ǫ(σ)∂′σ(1)(a
′
σ(l)l)
∏n
i=2,i6=l a
′
σ(i)i = 0. We conclude using 2.b).
Proposition 3.6.2. Let X be a log p-smooth S-log-formal scheme. We suppose that X has no p-torsion. We put
ωX/S := lim←−i ωXi/Si . There exists a canonical structure of right D
†
X/S-module on ωX/S. It is characterized by the
following local formula: suppose that X is endowed with a log p-basis (bλ)λ=1,...,n. Let dlogbλ be the image of ηλ in
Ω1
X/S. Then, for any integer m, for any differential operator P ∈ D
(m)
X/S and a ∈ OX we have
(a dlog b1 ∧ · · · ∧ dlog bn) · P := P˜ (a) dlog b1 ∧ · · · ∧ dlog bn. (3.6.2.1)
Proof. Using 3.6.1, we get a canonical structure of right D̂
(0)
X
-module on ωX/S = lim←−i ωXi/Si . Hence, we get a structure
of right D̂
(0)
X,Q-module on ωX/S,Q. Since D
(m)
X/S ⊂ D̂
(0)
X/S,Q, we get a structure of right D
(m)
X/S-module on ωX/S,Q. Let us
check that ωX/S is a sub D
(m)
X/S-module of ωX/S,Q. Since this is local, we can suppose that X is endowed with a log p-basis
(bλ)λ=1,...,n. We compute that the right D
(m)
X/S-action on ωX/S,Q is given by the formula 3.6.2.1. This implies that ωX/S
is a sub D
(m)
X/S-module of ωX/S,Q. Using (a right log version of) [Ber90, 3.1.3], this yields that ωX/S is endowed with a
canonical structure of D̂
(m)
X
-module. Since these structures are compatible with D̂
(m)
X
→ D̂
(m+1)
X
, we are done.
Corollary 3.6.3. Let X be a log p-smooth S-log-formal scheme such that X has no p-torsion. Let i be an integer.
There exists a canonical structure of right D
(m)
Xi/Si
-module on ωXi/Si . It is characterized by the following local formula:
suppose that X is endowed with a log p-basis (bλ)λ=1,...,n. Let dlogbλ be the image of ηλ in Ω
1
Xi/Si
. Then, for any
integer m, for any differential operator P ∈ D
(m)
Xi/Si
and a ∈ OXi we have
(a dlog b1 ∧ · · · ∧ dlog bn) · P := P˜ (a) dlog b1 ∧ · · · ∧ dlog bn. (3.6.3.1)
Proof. This is a consequence of 3.6.2.
Corollary 3.6.4. Let X be a log p-smooth S-log-formal scheme such that X has no p-torsion. The functor −⊗OXi ωXi
(resp. −⊗OX ωX) is an equivalence of categories between that of left D
(m)
Xi/Si
-modules (resp. left D†
X/S-modules) and that
of right D
(m)
Xi/Si
-modules (resp. right D†
X/S-modules). The functor − ⊗OXi ω
−1
Xi
(resp. − ⊗OX ω
−1
X
) is a quasi-inverse
functor. Both functors preserve the coherence. These functors are the "twisted structures" of D-module.
3.7 Pushforwards, extraordinary pull-backs and duality
Let f : X → Y be a morphism of log p-smooth S-log-formal schemes. We suppose that the formal V-schemes X and
Y have no p-torsion. We can follow Berthelot’s construction of pushforwards, extraordinary pull-backs and duality as
explained in [Ber02] or [Ber00]. For the reader, let’s briefly sketch the construction.
3.7.1. By functoriality, the left D
(m)
Xi/Si
-module f∗D
(m)
Yi/Si
is in fact endowed with a structure of (D
(m)
Xi/Si
, f−1D
(m)
Yi/Si
)-
bimodule which we will denote by D
(m)
Xi→Yi/Si
. By twisting (see 3.6.4), we get a (f−1D
(m)
Yi/Si
,D
(m)
Xi/Si
)-bimodule by
setting D
(m)
Yi←Xi/Si
:= ωXi/Si⊗OXi f
∗
g (D
(m)
Yi/Si
⊗OYi ω
−1
Yi/Si
), where the index g means that we choose the left structure of
the left D
(m)
Yi/Si
-bimodule D
(m)
Yi/Si
⊗OYi ω
−1
Yi/Si
. Next, we put D̂
(m)
X→Y/S := lim←−iD
(m)
Xi→Yi/Si
and D̂
(m)
Y←X/S := lim←−iD
(m)
Yi←Xi/Si
.
Finally, D†
X→Y/S := lim−→m
D̂
(m)
X→Y/S and D
†
Y←X/S := lim−→m
D̂
(m)
Y←X/S. Let dX (resp. dY) be the Krull dimension of X (resp.
Y). We denote by Db(D†
X/S,Q), (resp. D
b
coh(D
†
X/S,Q), resp. Dparf(D
†
X/S,Q)) the derived category of bounded (resp. and
bounded and coherent, resp. perfect) complexes of left D†
X/S,Q-modules.
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1. As in [Ber02, 4.3.2.2], we get the functor f ! : Dbcoh(D
†
Y/S,Q) → D
b(D†
X/S,Q) by setting, for any object F of
Dbcoh(D
†
Y/S,Q),
f !(F) := D†
X→Y/S,Q ⊗
L
f−1D†
Y/S,Q
f−1F[dX − dY].
2. As in [Ber02, 4.3.7.1], we get the functor f+ : D
b
coh(D
†
X/S,Q) → D
b(D†
Y/S,Q) by setting, for any object E of
Dbcoh(D
†
X/S,Q),
f+(E) := Rf∗(D
†
Y←X/S,Q ⊗
L
D
†
X/S,Q
E).
3. As in [Ber02, 4.3.10], we get the functor DX : Dparf(D
†
X/S,Q) → Dparf(D
†
X/S,Q) by posing, for any object E of
Dparf(D
†
X/S,Q),
DX(E) := RHomD†
X/S,Q
(E,D†
X/S,Q ⊗OX,Q ω
−1
X/S,Q)[dX].
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