Abstract. To easily generalize the maximum-principle-satisfying schemes for scalar conservation laws in [X. Zhang and C.-W. Shu, J. Comput. Phys., 229 (2010), pp. 3091-3120] to convection diffusion equations, we propose a nonconventional high order finite volume weighted essentially nonoscillatory (WENO) scheme which can be proved maximum-principle-satisfying. Two-dimensional extensions are straightforward. We also show that the same idea can be used to construct high order schemes preserving the maximum principle for two-dimensional incompressible Navier-Stokes equations in the vorticity stream-function formulation. Numerical tests for the fifth order WENO schemes are reported.
Introduction.
Consider the initial value problem for the convection diffusion equation To construct maximum-principle-satisfying numerical schemes solving (1.1), the first step is to construct maximum-principle-satisfying schemes for scalar conservation laws (1.2) u t + f (u) x = 0, u(x, 0) = u 0 (x).
A practical method was proposed recently in [14] to obtain arbitrarily high order maximum-principle-satisfying finite volume or discontinuous Galerkin schemes. It was the first time that a genuinely high order maximum-principle-satisfying scheme for multidimensional nonlinear scalar conservation laws was available. Suitable generalizations result in high order schemes satisfying positivity preserving property for certain quantities for systems [13, 15, 16, 18] . For a survey of the development of such schemes, see [17] . We first review the main idea in [14] . Assume that we have a uniform mesh , u + i+ 1 2 ) − f (u − i− 1 2 , u
where n refers to the time step and i to the spatial cell,ū n i is the approximation to the cell averages of u(x, t) in the cell I i = [x i− 1 2 , x i+ 1 2 ] at time level n, and u − i+ 1 2 , u + i+ 1 2 are the approximations of the nodal values u(x i+ 1 2 , t n ) within the cells I i and I i+1 , respectively. The numerical flux f is a monotone flux, for example, the Lax-Friedrichs flux.
Assume that there is a polynomial p i (x) (for example, the reconstruction polynomial in a finite volume scheme) defined on I i such thatū n i is the cell average of p i (x) on I i , u
) and u − i+ 1 2 = p i (x i+ 1 2 ). The main idea in [14] can be summarized as follows:
• Use strong stability preserving (SSP) high order time discretizations. For more detail, see [10, 11, 3, 2] . Then it suffices to find a way to preserve the maximum principle for (1. These maximum and minimum values can be replaced by those evaluated at the Gauss-Lobatto quadrature points, hence greatly reducing the computational complexity. To generalize the idea above to the convection diffusion equations (1.1), it suffices to seek a direct generalization to the diffusion equations. Unfortunately, it seems extremely difficult to do so, if not impossible. Consider the simplest heat equation u t = u xx . Integrate the equation on I i ; we have (1.6) d dt
u(x, t)dx = u x (x i+ 1 2 , t) − u x (x i− . The monotonicity (with respect to selected point values), the most crucial step in [14] , seems to be achievable only for first and second order approximations.
For an arbitrarily high order approximation, it seems very difficult to establish the monotonicity of (1.7) with respect to selected point values, mainly because h approximates u x , not u. One way to overcome this difficulty is to remove the spatial derivatives in (1.6) by integrating the equation one more time, (1.8) d dt For a scheme of the type (1.9), we will show in section 3 that monotonicity (with respect to a selected set of point values) is true for high order schemes. Thus it is straightforward to obtain high order maximum-principle-satisfying schemes approximating the following twice-integrated version of (1.1):
(1. To this end, in this paper we will construct a high order nonconventional finite volume scheme approximating (1.10) and we will show a straightforward application of the methodology in [14] to enforce the maximum principle of this scheme. For conventional finite volume schemes whose numerical solutions are cell averages, one can use the essentially nonoscillatory (ENO) and the weighted ENO (WENO) reconstruction procedures [4, 6, 5, 12] to construct point values needed in (1.3). For a nonconventional finite volume scheme like (1.9), we can also use WENO reconstruction based on the double cell averages to construct point values u i . Such reconstructions were used in finite difference WENO schemes for parabolic equations discussed in [8] .
The paper is organized as follows. We first describe the fifth order accurate WENO reconstruction based on the double cell averages in section 2. Then we prove the maximum principle for the fifth order scheme in one space dimension in section 3. In section 4, we provide a straightforward extension to two space dimensions on rectangular meshes. Section 5 is the application to two dimensional incompressible Navier-Stokes equations in the vorticity stream-function formulation. Concluding remarks are given in section 6. Downloaded 07/20/12 to 18.51.1.228. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php 
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A fifth order WENO reconstruction based on double cell averages.
Preliminaries.
Given the double cell averagesū i of a smooth function u(x), we would like to find a fifth order accurate approximation to u(x) at any given point.
We first list the points needed in this paper, which are quadrature points for exact integrations of polynomials of degree four because we would like to construct a fifth order scheme.
I. Three-point Gauss quadrature points on
To obtain fifth order accuracy, it suffices to use the three-point Legendre-Gauss quadrature rule to approximate the integrals in (1.10). The three Legendre-Gauss quadrature points and the weights on [− 
Notice that some of the points 
For each of the four intervals [
], and [x i+ 1 2 , x i+1 ], we can use the three-point Gauss quadrature. Then 
The coefficients a l are obtained explicitly by solving the linear system
The approximation polynomial p(x) is fifth order accurate
provided that the function u(x) is smooth on the big stencil S. Following a similar argument, we obtain three polynomials of degree two, p m (x) on each small stencil S m = {I i−2+m , I i−1+m , I i+m } with m = 0, 1, 2,
Δx and they are third order accurate,
For any fixed x ∈ I j , j = i − 2, . . . , i + 2, define the linear weights, d m (x) as the combination coefficients satisfying 
20 Δx in Table 2 .3 are negative. Numerical test cases for both scalar equations and systems were shown in [9] , indicating that the presence of negative weights without special treatment may lead to instability (blow-up of the numerical solution) of WENO schemes. We use the technique in [9] to treat the negative weights. Split the linear weights into two parts, positive and negative, by defining
with m = 0, 1, 2 and θ = 3. Then scale them by
It is easy to check that
The smoothness indicators and nonlinear weights.
The smoothness indicator β m is a measure of the relative smoothness of the function u(x) based on the small stencils S m with m = 0, 1, 2. The larger the smoothness indicator β m , the less smooth the function u(x) in the stencil S m . Following [5, 12] , the smoothness indicator can be defined by
where p m (x) is given in (2.3). The right-hand side of (2.8) is just a sum of the squares of scaled L 2 norms for all derivatives of the reconstruction polynomial p m (x) over the interval
]. The factor Δx 2l−1 is introduced to remove any Δx dependency in the smoothness indicators, in order to preserve self-similarity.
The smoothness indicators in terms of the double averages are given by
For each fixed x, if the linear weights d m (x) in (2.5) are positive for all m, define the nonlinear weights based on the smoothness indicators in (2.9),
If negative linear weights are present, define the nonlinear weights for the positive and negative groups ω ± m , respectively, based on the same smoothness indicators, 
Here in (2.10) and (2.11) is introduced to prevent the denominator from becoming zero (we take, as usual, = 10 −6 in this paper), and γ ± m and σ ± are given in (2.6).
2.5. Analysis of the accuracy. First, through a Taylor expansion analysis, we have
where D is a nonzero quantity independent of m but may depend on the derivatives ofū(x) = 
) is the sufficient condition so that
holds. By the Taylor expansion
. . near x = 0 and neglecting , we obtain
Equations (2.11) and (2.7) imply
Thus the linear weights in (2.7) and the nonlinear weights defined in (2.12) satisfy (2.13)
Finally, the WENO reconstruction is fifth order accurate,
if the function u(x) is smooth in the big stencil S, because
where in the first equality we use the conditions 
Spatial discretization.
In this section, we will construct a fifth order finite volume WENO scheme for (1.1). Replace the integral by the quadrature. Then (1.10) becomes ) and u(x α i+ 1 2 ), respectively. Let u i denote the value reconstructed by Procedure 3 on the stencil
An additional complication is that the solution to the conservation laws follows characteristics, hence a stable numerical scheme should also propagate its information in the same characteristic direction, which is referred to as upwinding. This is achieved by replacing f (u(x α i+ 1 2 )) by
where f (· , · ) is a monotone numerical flux satisfying the following:
• The flux f (· , · ) is Lipschitz continuous with respect to both arguments.
• The flux f (· , · ) is nondecreasing in its fist argument and nonincreasing in its second argument symbolically f (↑, ↓).
In this paper we use the Lax-Friedrichs flux
where a = max u |f (u)|. Downloaded 07/20/12 to 18.51.1.228. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
A637
Then the semidiscrete finite volume WENO scheme can be written as
By Taylor expansion, it is straightforward to check the scheme (3.3) is fifth order accurate if f (u) and A(u) are smooth functions.
High order time discretization.
We use SSP high order time discretizations. For more detail, see [10, 11, 3, 2] . For example, the third order SSP RungeKutta method [10] (with the CFL coefficient c = 1) is
where L(u) is the spatial operator, and the third order SSP multistep method [11] (with the CFL coefficient c =
Here the CFL coefficient c for a SSP time discretization refers to the fact that if we assume the Euler forward time discretization for solving the equation u t = L(u) is stable in a norm or a seminorm under a time step restriction Δt ≤ Δt 0 , then the high order SSP time discretization is also stable in the same norm or seminorm under the time step restriction Δt ≤ cΔt 0 .
Maximum principle.
We consider only the Euler forward time discretization in this subsection since the high order SSP time discretizations are convex combinations of Euler forward and thus will keep the maximum principle if Euler forward does. The WENO scheme (3.3) with first order Euler forward time discretization can be written asū 
Given the scheme (3.6), assumingū 
It suffices to derive the sufficient conditions for
is a convex combination of them.
Part I. The convection part C α . It is well known that a first order monotone scheme solving u t + f (u) x = 0 satisfies the strict maximum principle. A first order monotone scheme has the form
Under suitable CFL conditions, typically of the form aλ ≤ 1, a = max |f (u)|, e.g., the Lax-Friedrichs scheme and the Godunov scheme, one can prove that the function
is increasing in all three arguments, and consistency implies H λ (a, a, a) = a. We therefore immediately have the strict maximum principle
The existence of such polynomials can be established by interpolation. For example, there exists a unique polynomial of degree four satisfying p 1 2 , and 1 Δx 2 . To find the explicit decomposition ofū n i , we need the N -point LegendreGauss-Lobatto quadrature rule on the interval
], which is exact for the integral of polynomials of degree up to 2N − 3. The four-point Legendre-GaussLobatto quadrature points and weights on [− 
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Replacing the outer integral by the four-point Gauss-Lobatto quadrature and the inner integral by the three-point Gauss quadrature, for each p α i (x), we havē
By the mean value theorem, there exists a point x α, * i
Notice that w 1 = w 4 ; thus we can rewrite (3.10) as
) .
With (3.11), by adding and subtracting f (u
), (3.7) can be written as
where H is the same function as in (3.9) . Therefore, C α is a monotonically increasing Downloaded 07/20/12 to 18.51. 
• Conservation:
Thenū n i can be written as a convex combinations of some point values of p i (x) including u i . By the mean value theorem, there exists a point 
Therefore, D is a monotonically increasing function of
. We have obtained the monotonicity for (3.6). Theorem 3.1. The scheme (3.6) satisfies the maximum principle, namely, u
Remark 3.2. The CFL condition (3.13) is much more restrictive than the commonly used ones. However, it is a sufficient condition rather than a necessary one to keep the maximum principle. Therefore, in practice, (3.13) can be strictly enforced only when a precalculation with a normal time stepping to the next time step or stage violates the maximum principle. In general, the percentage of small time steps required by (3.13) depends on the problem. For instance, in Example 4.2, around 90 percent of the time steps are small ones, whereas zero percent of time steps are small in Example 5.2. 
• conservation:
we define the scaled polynomial by (3.14)
where
It is easy to check that the double cell average of p i (x) is stillū i and
Following [14] , we have the next lemma.
Lemma 3.3. The modified polynomial is still accurate:
Proof. We only prove the case that p i (x) is not a constant and θ = |
M−ūi
Mi−ūi |, the other cases being similar. 
Then it suffices to prove the existence of C k such that
It is easy to check that | min x∈ [−1,1] and u i .
• Get the revised point values:
1. For each i and each α, (3.15)
where we need neither the explicit formula of p 
12).
• Get the revised schemē
The limiters (3.15), (3.16), (3.17), and (3.18) are weaker than (3.14), so the accuracy will not be destroyed. By Theorem 3.1 the scheme (3.19) satisfies the maximum principle; thus we have the following stability result.
Theorem 3.4. Assuming periodic or zero boundary conditions, the numerical solution of (3.19) satisfies
Proof. Taking the sum of (3.19) over i, we obtain iū n+1 i = iū n i . Since the numerical solutions are maximum-principle-satisfying, namely,ū
The other equality follows similarly. 
Numerical tests.
Since we use explicit time stepping, the technique in this paper is more relevant for convection dominated convection-diffusion equations. Therefore, our numerical examples below have small diffusion coefficients.
Example 3.1 (accuracy test). We test the accuracy of the scheme for the linear equation u t + u x = εu xx with initial condition sin(x) on [0, 2π] and periodic boundary conditions. Here ε is set as ε = 0.00001. The exact solution is e −εt sin(x − t). The time step is taken as (3.13). See Table 3 .1 for the errors at T = 1. We can observe the designed fifth order accuracy. However, we remark that for Runge-Kutta time discretizations, the order of accuracy may degenerate because Lemma 3.3 will not hold due to the lower order accuracy in the intermediate stages of the Runge-Kutta method. Even though the order reduction was not observed in any of the accuracy test problems in this paper, this phenomenon may be observed when the mesh is fine enough. For multistep time discretizations, there are no such problems. For more discussion on this issue of the order reduction, see [14] . Table 3 .2 for the fifth order WENO scheme with or without the limiter. We can observe that the WENO scheme with the limiter satisfies the strict maximum principle. So we refer to it as maximum-principle-satisfying WENO scheme. where u + = max(u, 0) and k = (m + 1) −1 . The initial condition is the Barenblatt solution at t = 1 and the boundary condition is zero for both ends. In [8] , it was reported that high order finite difference WENO schemes may produce undershoots. We do the same tests for the maximum-principle-satisfying WENO scheme as in [8] . The numerical solutions approximating B m (x, t) at t = 2 for m = 2, 3, 5, and 8 are shown in Figure 3 .1, where the numerical solutions are always nonnegative.
High order schemes satisfying the maximum principle in two dimensions.
Preliminaries.
We consider the two-dimensional convection diffusion equations in the form (4.1) 
Replacing the integrals by proper quadratures, we get
For convenience, we will abuse the notation by using u(x, y, t) to denote the exact solution and u(x, y) to denote the approximation reconstructed by WENO.
A fifth order finite volume WENO scheme.
We can denote the numerical scheme as 
u(x i , η, t)dηdy).
• Apply Procedure 4 to 
u(ξ, y j , t)dξdx).
• Apply Procedure 4 to {ū i−2 (y j ),ū i−1 (y j ),ū i (y j ),ū i+1 (y j ),ū i+2 (y j )} at the pointsx 
To have maximum principle, it suffices to check the monotonicity and consistency of F, G, A, and B. 
Let Q k denote the space of tensor products of one-dimensional polynomials of degree up to k. By interpolation, there exists p 
By the mean value theorem, there exists a point (x
Therefore, following the previous section, we have the next lemma.
There exists a Q 4 polynomial p • It is a fifth order accurate approximation to u(x, y, t
Part II. The diffusion terms A and B. We have
•ū 
With A (u) ≥ 0, we have the next lemma.
There exists a Q 4 polynomial q 2 ij (x, y) and a point (x 2, * i , y 2, * j ) defined similarly and the following conclusion holds. 
• For each i, j, and each β,
• For each i, j, (4.9)
where 
Finally, replacing the point values by the revised ones in the limiter (4.5)-(4.12), we get the revised scheme. . The boundary conditions are periodic. We compare the numerical solutions of the scheme in [8] and the maximum-principle-satisfying WENO scheme. See Table 4 .2 and Figure 4 .1. Even though it seems that the two solutions match very well in the figure, only the maximum-principle-satisfying WENO scheme can maintain strict nonnegativity. 5. Applications to two-dimensional incompressible Navier-Stokes equations.
Numerical tests.
Preliminaries.
We are interested in solving the two-dimensional incompressible Navier-Stokes equations in the vorticity stream-function formulation with high Reynolds number Re 1:
The exact solution satisfies the maximum principle ω(x, y, t) ∈ [m, M ] ∀(x, y, t), where m = min x,y ω 0 (x, y) and M = max x,y ω 0 (x, y). In [14] , the maximum-principlesatisfying high order schemes for scalar conservation laws were applied to constructing maximum-principle-satisfying arbitrarily high order schemes solving the conservative incompressible Euler equation ω t + (uω) x + (vω) y = 0. The key step in [14] is to achieve the consistency of the scheme, which requires the numerical velocity field u, v to satisfy the following:
1. They should be divergence free everywhere. 2. They are continuous in the normal direction across cell boundaries. 3. The quadrature used in the numerical scheme should be exact for any integral involved for the velocity field. The first two properties can be achieved by using the continuous finite element method to solve the Poisson equation. Given the double cell averagesω 
, y j+ 1 2 ].
Then we have the piecewise polynomial velocity field by
Since u(x, y) and v(x, y) are piecewise polynomials, the last property cannot be maintained if we use the same scheme for the convection part in section 4. To this end, we need to approximate the double integral by the quadrature for piecewise polynomials. The diffusion part can be discretized by the same quadrature as in section 4, which will not affect the consistency.
A consistent double average finite volume scheme.
Since the discretization for the diffusion term is the same as in section 4, we first discuss how to construct a consistent double average finite volume scheme for the Euler equation
Recall thatx 
where the Lax-Friedrichs numerical fluxes are defined by 
The divergence theorem implies
with (5.5), (5.6), and the same A, B as in section 4.
It can be written as
where the diffusion terms are the same as in section 4. Downloaded 07/20/12 to 18.51.1.228. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php It suffices to derive the monotonicity of the convection terms F and G since the full scheme is consistent in the sense thatω 
By interpolation, for each i, j, each α ∈ {1, . . . , 12}, and each β ∈ {7, . . . , 12}, there exists a polynomial of degree four p
+ . By quadrature and the mean value theorem, for each i, j, each α ∈ {1, . . . , 12}, and each β ∈ {7, . . . , 12}, there exists a point (x
Therefore, following arguments in section 4, we derive that F is monotonically increasing with respect to ω(x 
Numerical tests.
Example 5.1 (accuracy test). We test the accuracy of the scheme constructed in this section for the Navier-Stokes equations with Re = 100 and periodic boundary conditions. The exact solution is ω(x, y, t) = −2 sin(x) sin(y) exp(−2t/Re). The final time is T = 0.1. See Table 5 and periodic boundary conditions. We test the scheme in this section and the scheme in section 4. The maximum and minimum of numerical solutions are listed in Table 5.2. We can see that only the scheme in section 5 can keep the strict maximum principle, which confirms the necessity of achieving consistency by using the 12-point quadrature rule for the convection terms. See 6. Concluding remarks. In this paper, we have proposed a nonconventional fifth order finite volume WENO scheme which can be proved maximum-principlesatisfying for convection diffusion equations. We also show an extension to two dimensions. Moreover, the same idea applies to the two-dimensional incompressible Navier-Stokes equations in the vorticity stream-function formulation. We have tested the fifth order finite volume WENO scheme and clearly observed the strict maximum principle in all these tests.
Since we use explicit time stepping, the technique in this paper is more relevant for convection dominated convection-diffusion equations. Even though the CFL condition derived to preserve maximum principle is very small compared to the ones for conventional finite volume schemes, we emphasize that it is not a necessary condition. To save computational costs, one can strictly enforce the CFL conditions only when a precalculation with a usual time step produces overshoot or undershoot.
The scheme in this paper cannot be extended to nonuniform meshes in a straightforward way. High order maximum-principle-satisfying schemes on unstructured meshes and generalizations to compressible Navier-Stokes equations in gas dynamics in the context of positivity preserving of density and pressure will be explored in the future. Downloaded 07/20/12 to 18.51.1.228. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
