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NASA NEWS 
for Release: 
H1MEDIATE 
SUMMER STUDY EXPLORES COMPUTERS AS KEY TO SPACE STUDIES 
A dramatic extension of America's future space missions is possible if 
NASA vigorously pursues research and development of innovative computer 
technology now, according to partic i pants in a recent workshop on "Computer 
Science: Key to a Space Program Renai ssance." 
To increase productivity both in space and on the ground and to make 
increasingly more sophisticated missions affordable, NASA is emphasizing the 
need for an extensive research and development commitment to computer science. 
This jOintly sponsored NASA/American Society of Engineering Education 
summer study was conducted at the University of Maryland's Donaldson-Brown 
Center in Port Deposit, Md. 
August 14,1981 
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Workshop participants studied complex, innovative systems technology whj,.h 
could influence the evolution of the nation's space program at every level, 
from office performance to the structure of new satellite ~issions and beyond. 
The workshop team included a full-time i.nterdisciplinary core group of 20 
university researchers, asststed intermittently by more than 30 NASA engineers 
and project man~gers. The group has received technical and policy advice from 
Fortune 500 firms, high-technology aerospace and computer companies, various 
agenci.es of government outside of NASA and a vari.ety of academic sources. 
The 10-week workshop was completed Aug. 14, when an oral report was 
presented at NASA Headquarters in Washington, D.C., and reports were submitted 
for pUblication. 
A key conclusion of the workshop is that adoption of an aggressive 
computer science research and technology program will: 
o Enable new mission capabilities such as autonomous spacecraft, 
reliability and self-repair, and low-bandwidth i.ntelligent Earth sensing; 
o Lower manpower requirements, especially in the areas of Space Shuttle 
operati.ons, by making fuller use of control center automation, technical 
support, and internal utilization of state-of-the-art computer 
techniques; 
o Reduce project costs via i.mproved software verification, software 
engineering, enhanced scientist/engineer productivity, and increased 
managerial effectiveness; and 
o Si.gnificantly improve internal operations withi.n NASA wtth electronic 
mail, managerial computer aids, an "automated bureaucracy" and uniform 
program operating plans. 
The principal recommendation of the university faculty Study Group to NASA 
is to create a Headquarters computer science and technology program offic e . 
This office should, the group believes, encourage the establishment of 
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"critical size" computer science and technology enclaves at Agency centers and 
laboratories, and fund research and development at the cutting edge in such 
disparate fields as artificial intelligence and autonomous systems, advanced 
spacecraft computer systems, and database management systems for experimental 
data and scientific knowledge. The computer science program, if established, 
could generate long-range projections of computing needs, develop software 
engineering guidelines, adopt network policies and standards, and promote 
software exchange. Finally, the summer study participants recommended that 
specifc responsibility be assigned to this office for monitoring the 
institutional effects of new technology, and for increasing the accessibility 
of organizational information. 
The study further recommends that NASA: 
o Establish an automated work environment including executive and 
professional work stations. These stations should have access to 
decision support systems, word processing and electronic mail, effective 
local-area networks of distributed databases and data processing 
systems, agency-wide and external information bases, and computer 
applications packages. 
o Organize an agency-wide integrated data/information transport system to 
support scientific, engineering, managerial and administrative needs, 
possible eventually including general resource-sharing netWorks at the 
national level. 
o Coordinate and promote computer-aided systems engineering. 
o Develop aggressive recruiting and effective retention programs for 
computer science personnel, and improve professional interactions 
between NASA and the external computer science community. 
The study was initially structured in teams which examined topics in three 
specific areas -- information systems, networks and communications, and 
computer science and technology. Additional conclusions and recommendations 
in each of these categories will appear in appendices to the final report, 
I I 
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which will be issued later this year. 
Presentations Summary Appendix B-1 
Appendix B. Summary of 1981 Summer Study Technical Presentations 
8 June 1981 Introduction to the Summer Study 
Stan Sadin from the Office of Aeronautics and Space Technology (OAST) 
presented a general charge to the Workshop to examine two main questions: (1) 
\Jhat can be done, using the benefits of computer science and technology, to 
make NASA more efficient and effective as the Agency is presently structured? 
and (2) How might greater effectiveness be achieved by restructuring the 
Agency itself? 
Paul Schneck of Goddard Space Flight Center (GSFC) described the existing 
general organizational structure of NASA and suggested that the chief focus of 
the output of the Summer Study activity should be to produce a final product 
which can have major impact on the future organization and operations of NASA. 
Rodger Cliff (GSFC) and Virgil Gligor (University of Maryland) discussed 
logistics, facilities, schedules and support which would be available to 
participants during the course of the summer. 
9 June 1981 Libraries and Facilit i es Tours 
Morning -- The Study Group toured the spacecraft mission control and 
worldwide communications facilities at GSFC, as well as the spacecraft 
assembly, centrifuge, and other facilities. Study participants were 
introduced to the GSFC Library, the staff, and the NASA RECON database system 
(which was demonstrated). 
Afternoon -- The Group toured several libraries on the University of 
Maryland campus, available to all participants, and received library cards and 
maps. 
10 June 1981 Creativity Workshop 
Morning and Afternoon -- Under the guidance of Richard Horworth, Summer 
Study Fellows were introduced to the methodology of and possible barriers to 
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creative thinking, and participated in group activities designed to stimulate 
creativity using several distinct "hands-on" approaches. 
11 June 1981 NASA Center Presentations 
Ewald Heer presented an overview of activities at JPL, including mention 
of several possible future missions, with emphasis on the growing 
information-handling requirements of planetary and space sciences missions 
operated by JPL. 
Susan J. Voigt and John N. Shoosmith described computer science and 
automation research programs currently underway at Langley. These include 
computer-aided design for aircraft (lPAD), lCASE, stUdies of fault-tolerant 
hardware and software systems, a small program in automation involving 
teleoperation/robotics and machine intelligence, and the potential for 
computer-controlled aircraft in the 1990's. Most of the large computers there 
were procured 15 years ago. 
Max Engert briefly described the computer systems used in tracking and 
communi.cations systems support of manned operations at Johnson Space Center. 
Ralph Everett from Lewis Research Center described work in progress which 
includes massively centralized systems, the ESCORT computer system, and 
several applications programs involving computers such as maximally efficient 
heating of buildings. 
Kenneth G. Stevens, Jr. described the state of computing facjlities and 
programs at Ames Research Center. Ames has access to the ARPANET because of 
the lLLlAC-lV computer. Proposals include a state-of-the-art, high-speed 
mainframe computer architecture for high-volume computational applications, 
"dataflow" systems, and meta-control systems for managing otherwise 
incompatible operating systems. 
Carl Delaune provided an overview of the Launch Processing System at 
Kennedy Space Center (KSC). The system requires on the order of 16 gigabytes 
mass-storage capability. Problem areas under review include commonality of 
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hardware and software systems, obsolescence, lack of a plan for phased 
replacement or facility upgrading, slow database accessibility, and a lack of 
rigorous measures of LPS performance. 
Paul Schneck highlighted the peculiar disparity between the relatively 
large investment at GSFC in software development and maintenance versus the 
small number of computer scientists actually involved in the process. 
12 June 1981 NASA Headquarters Presentations 
I Before the Headquarters speakers arrived, the Study participants produced 
a series of statements, questions, and phrases with which to solicit reactions 
from the Headquarters personnel. These issues of concern included: 
(1) Most challenging problem, nonpolitical? 
(2) Facilities (hardware, software, support personnel)? 
(3) Who are you? What do you do? Why are you here? 
(4) Obsession with successful projects? 
(5) How can we help you? 
(6) What is the relationship between HQ and the Centers? 
(7) What do you want/expect the role of your office to be in the future? 
(8) Paperwork crunch -- technical documentation, bureaucratic? 
(9) Financial constraints, buy vs. lease, GSA? 
(10) How would your office participate in a computer science program 
within NASA? 
Michael Wiskerchen from the Office of Space Sciences (OSS) suggested that 
problems relating to the application of computer science and technology within 
NASA fall in the following categories: (1) Lack of coordinated planning for 
data processing, (2) technology and technology transfer, (3) education of NASA 
top- and middle-management, as well as scientific users, with respect to the 
benefits of computer science, and (4) the restrictive procurement environment. 
William Raney from the Office of Space and Terrestrial Applications (OSTA) 
offered another list of CS&T failings within the Agency, including: (1) Need 
first-quality computer science personnel, (2) procurement difficulties, (3) 
I 
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ability to manage and organize data of appropriate types, (4) need to improve 
capabilities in the area of automated materials processing using AI, and (5) 
need to examine critically the science underlying mission technologies. He 
also emphasized that hardware was not so critical a problem as software 
architecture, tracking required information through the system, and knowing 
what data to acquire and how to treat it for maximum utility for the ultimate 
user. 
Donald Soya from the Offi.ce of Management Operations (Code N) raised as 
key issues the need for office automation, improved communications (e.g., 
networking, problem of rising costs of specialized systems). the burden of 
regulations (e.g •• expensive. time-consuming), the need for new hardware to 
assist management in making prudent decisions, and improvements in software 
(e.g., specialized languages, standard high-level languages). Management 
goals for the future include updating the NASA ADPE inventory and reduction of 
procurement cycle time. Future technical goals involve software improvements, 
machine compatibility, integrated office environments, and networking systems, 
Ronald Larsen from the Office of Aeronautics and Space Technology provided 
supplementary information regarding OAST and amplified remarks made earlier by 
Stan Sadin. 
15 June 1981 Introduction to Computer Science 
Maurice Wilkes discussed ring networks and Ethernet systems, including 
their general characteristics and modes of operation, data traffic rates, and 
the various "servers" which may be appended to each net. 
16 June 1981 Database Systems/Software Engineering 
Edward Sibley discussed issues in database management systems including 
query language options, database backup and security, the problem of deadlock 
and distributed data, and criteria for database systems evaluation. He then 
provided an overview of the basic architecture of a typical database 
management system, the goals ideally to be achieved (e.g., to make data 
available, to retain data over time, to control data, to reduce cost), and a 
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few future problems which should be considered -- such as the use of natural 
English as a query language. 
Rebert C. Tausworthe described the progress in software engineering at 
JPL, with directions for the future including critical near-term needs (e.g., 
technology transfer, better education and training), software cost and 
productivity improvement (e.g., increased manpower effectiveness), and various 
software development needs as identified in the Sagan Committee report. 
E. David Callender spoke briefly and informally on the subject of 
information-intensive systems and complexity. 
17 June 1981 Issues and Problems in Computer Science 
Raymond Miller discussed the basic purposes of software modeling and 
described several theoretical models under current investigation which might 
be of use in formal software verification, network protocol analysis, 
programming analysis synchronization problems, hardware analysis, and general 
systems modeling such as Petri Nets, Dijkstra semaphores, schemata models and 
vector addition for parallel computation. 
John E. Scull from JPL presented a historical survey of spacecraft 
computers, from early satellites which used watch mechanisms for timing to 
modern-day hybrid computer systems which employ arrays of Ie chips laid out on 
a coated ceramic board with as many as thirteen layers of printed circuit 
planes (as on MJS 1977). A critical area for future advancement is 
fault-tolerant design. 
18 June 1981 Software Engineering/Database Systems 
Harlan Mills described software of the future from the perspective of 
structured programming (an orderly programming methodology intended to reduce 
debugging time and produce readily modifiable, easily-comprehensible, 
formally-verifiable "correct" software). 
Frank McGarry of the Goddard Software Engineering Laboratory pointed out 
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that less than 1% of the funds expended on software development is used in R&D 
t o produce better software development techniques. 
Harry Sonnemann from Headquarters empha s i zed the need 1',' r ~: ASJ\ t o .~,. i:-: ti le 
ARPANET or some similar network facility to permit functional specializati on 
and to s hare data. programs. and other resources among Centers. 
Guy M. Lohman discussed Data Base Management Systems (DBMS) from the JPL 
per s pectiv e , raisin g a number of i s sues including data i.ndependence. multiple 
ke y querie s , storage and access efficiency. integrity and security control. 
reliabjlity. data r etirement. and other specific problems relating to handling 
scientific data. 
19 June 198 1 Ar tificial Intelligence 
Charles Rieger of t he Univer sity of Maryland described the status of 
artificial intell ige nce in the area of natur a l language processing. 
vi] nograd ' s SHRDLU program and others were descT' ] bed in some de t a i 1, including 
concepts such as conceptual dependency. causal representations. and sentence 
parsing US ] ng "word ex perts." The Z~IOB program was bri efl y described. a 
hardware sys tem of 256 parallel processors, each of which can be programmed to 
run "word experts " in parallel to permit real-time sentence analysis. 
Leonard Friedman presented models of human problem-solving activi.ty. then 
described the A'.ltoma ted Problem Solver (APS) at JPL, various knowledge-based 
expert systems that have been developed, and several other issues such as 
non-monotonic logic and new approaches in dealing with uncertainty. 
22 June 198 1 Office Automation 
Richard Harden presented material on information support structures for 
managers. a sample exec ut ive's equipment configuration. and keys to successful 
implementation . He then demonstrated two working executive information 
support systems which have the ability to help the manager control his time 
and information resources. 
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Harvey L. Jeane reported the development of the Automated Office Data 
Center (AODC Project) at JPL, a successful office automation system presently 
being deployed mostly at JPL but also at a few other Centers on a limited 
basis. 
Michael Wiskerchen described a Headquarters viewpoint on the subject of 
office automation, including a recommendation to educate managerial people by 
starting with a simple, realizable pilot program. 
23 June 1981 Human-Machine Interface 
Ben Shneiderman discussed human factors engineering in connection with the 
design and use of programming languages, milti-user systems, text editing 
systems, and databases. A number psychological issues were raised, including 
short-term memory load, closure of tasks, anxiety, and locus of control. A 
series of recommendations were presented, the most important of which was the 
re-emphasls of the role of computers as tools strictly subordinate to 
humankind (e.g., people as users rather than human-machine partnerships). 
James F. Blinn of JPL described his recent efforts in computer animation 
and graphics, and presented several animated films displaying his work, 
including a sequence of DNA replication used in the TV series "Cosmos" and 
artistic conceptions of several recent planetary flyby missions to Jupiter and 
Saturn. 
24 June 1981 Image Processing 
Daniel Dudgeon discussed image modeling for segmentation and 
classification, iterative implementation of two-dimensional digital filters, 
and restoration of images using computer-processed reconstruction algorithms. 
Mike Naraghi described work at the JPL Image Processing Laboratory. 
Milton C. Trichel described JSC applications research areas pertaining to 
image processing, including (a) crop inventory and condition estimation, (b) 
forestry, range and land cover inventory and mapping, and (c) water 
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impoundment mapping. 
John C. Lyon from GSFC outlined progress in imaging technology in the 
LANDSAT series of Earth-sensing satellites, giving various particulars and 
conditions of operation. 
30 June 1981 NASA Communicati.ons 
Jane Riddle demonstrated the NASA "RECON" database system to the group, 
provided the necessary access instructions to permit direct use by 
participants, then conducted a trial search on a sample topic of interest to 
the group. 
Harold L. Hoff of OSTDS provided an overview of TDRSS (Tracking Data Relay 
Satellite System), in particular the process by which raw data are routed 
through the White Sands facility via domsats to JPL and GSFC. Specific 
performance characteri.stics and system capacities were briefly mentioned. 
Fut~re projects beyond TDRSS now in planning include the TDAS (Tracking Data 
Acqui.sitj on System) and the ODSRS (Orbi ting Deep Space Receiving Station). 
15 July 1981 Kerrebrook Summer Study Discussion 
Jack Kerrebrook, new Associate Administrator of the Office of Aeronautics 
and Space Technology, NASA Headquarters, spoke with the Summer Study 
participants. Dr. Kerrebrook requested that the meeting be conducted as an 
informal discussion rather than as a formal presentation. 
Stanley Sad!n (Code RS 5) introduced Dr. Kerrebrook to the group. Dr. 
Kerrebrook comes to NASA from MIT where he has been Department Chairman of 
Aeronautical Engineering for the past seven years. 
In his initial remarks, Kerrebrook voiced a strong support of aeronautics 
and the extensive use of computers to support NASA's mission. He perceives 
that the Agency is behind in computer science. The evidence he offered was a 
lack of computer terminals at NASA Headquarters and Centers, as compared to an 
abundance of terminals at MIT and in many industries. He observed that at 
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MIT: (1) The students are integrating computers into their thought processes, 
wher eas (2) th faculty was slow to understand that this had happened . About 
NASA, he noted (1) a failure to face the issue of how to provide suffic ient 
computer capability, (2) the Centers still have traditional concepts related 
to centralized computer services as compar'ed with modern distributed networks, 
and (3) NASA needs to lead in computer areas pertinent to its work. Another 
serious problem i s that the aging ~ASA work force is obsolete with respect to 
new computer technology. NASA needs to improve in-house competence in 
computer technology with ultimate attention given to money, people and 
bureaucracy problems. 
Much of Dr. Kerrebrook's discussion centered on the proposed Numeric 
Aerodynamic Simulator (NAS) and focused on the following points: 
(1) NAS is a good idea and extremely important to NASA's future. 
(2) NAS is a means for Ames Research Center to obtain the most advanced 
possible computer to solve fluid and structural mechanics problems. 
(3) Dr. Kerrebrook was concerned that NAS was evolving into a facility 
rather than a research and development effort. It is expected that 
the system will evolve and remain on the cutting edge of computing 
technology. The initial $100 million cost is the first step in this 
direction. 
(4) The grandfather of NAS, Neil Lincoln of Control Data Corporation, was 
present during the discussion and raised serious concerns about the 
direction and escalating funding of NAS. Dr. Kerrebrook invited Ne il 
to join him and the corresponding Burroughs corporation counterpart to 
meet at NASA Headquarters prior to any further decisions about NAS. 
Dr. Kerrebrook said that no decision on NAS is required until the 
Spri ng of 1982 and he solicited input from everyone prior to that time. 
The guest speaker also raised the question of how of upgrade existing NASA 
Center computational capabilities. He cited the NASA Langley CYBER 203 as the 
only "Class 6" computer anywhere in the Agency. Plans exist to have a "Class 
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6" computer at each major Center: Ames (Cray 1 being installed), Lewis, 
Goddard, and an upgrade at Langley. 
Dr. Kerrebrook stated that a satellite datal ink will exist between NASA 
Centers, enabling wide-bandwidth communications to take place from site to 
site. He stated that the biggest increases in capability will come about 
through advances in information handling, distributed computation, and 
reliability (e.g., graceful degradation, fault tolerance, and analytical 
redundancy). He solicited ideas on NASA involvement in Air Traffic Control, 
in particular: (1) An integrated avionics system with significant 
computational capabilities in the aircraft, and (2) the technological 
contribution of NASA towards more autonomy in Air Traffic Control. 
Dr. Kerrebrook concluded the session by retracing the NACA and NASA roles 
in aeronautics and suggested a corresponding thrust in support of the 
commercial satellite industry might be appropriate. 
CAD/CAM Survey 
Appendix C. Survey &f CAD/CAM Activities in NASA (contributed 
Barry Ceoper er the Jet Propulsien Laberatery) 
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Appendix D. The Need for Data Management Systems in NASA 
Various NASA space missions have generated enormouS amounts of raw data. 
A better understanding of Earth and space can be achieved by converting this 
vast resource into meaningful information using modern computer science and 
technology (CS&T). Computer science is therefore fundam ental to the space 
sciences, a research discipline opened largely by NASA itself, and to many 
other endeavors requiring the management of large data streams. In deciding 
how to incorporate CS&T into its data handling operations most effectively, 
the Agency may view itself in least two different ways: 
(1) NASA as a large organization and scientific establishment. In this 
capacity, the Agency needs to be run efficiently. For that purpose, it needs 
effective management information and decision support systems with automated 
offices. (See Appendices G and L.) 
(2) NASA as the "Eyes and Ears of Spaceship Earth." In this capacity NASA 
collects, processes, saves, retrieves. and helps utilize information vital to 
future hUman survival and prosperity on this planet. NASA will require 
enormous computing power (and novel computer' science techniques) to perform 
such a task. To date. computers have been exploited by NASA extensively but 
by no means fully. 
Most commonly. NASA is regarded as requiring advanced computers for 
physical control of complex. semj-autonomous missions in space. Indeed, the 
first few NASA unmanned spacecraft used simple mechanical control devices. 
(One employed a wristwatch-type mechanism to shut off a relay system after one 
year of operation.) By contrast, each Viking spacecraft that traveled to Mars 
during 1975-1976 had a programmable computer aboard. Each was repeatedly 
reprogrammed to cope with unanticipated developments, thus enhancing the value 
of the mission many times. 
But the technologies required to perform hardware-related objectives 
satisfactorily have been addressed elsewhere in this Report and are 
comparatively well-known. In this Appendix we briefly examine computer 
science and technology issues which are less apparent to the casunl observer 
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in particular, problems related to management of large databases generated 
by NASA missions. 
D.l Efficient Large Data Management Systems 
NASA as a data acquisition, management, and processing agency has no 
precise parallel jn industry or any other government agency past or present. 
Many of its needs and problems are unique. In particular: 
(1) NASA's scientific and applications missions generate huge volumes of 
I 
I 
I 
I 
I 
data. In 1978 alone, more than 10 13 bits of data were sent back to Earth from I 
space. In the future this rate is expected to increase substantially (see 
Appendix E). Figure D-1 gives some i.dea of the expected single-mission data 
volumes. An exact assessment of the futur e volume cannot be made since the 
launch of these missions depends upon availability of budgetary funds and on 
final on-board sensor configuration, but in any case the expected future 
traffic is expected to be considerably more than that presently being handled 
by NASA. 
(2) The rate of growth of data from scientific and applications missions 
has been nearl l exponential. For example, 4000 LANDSAT digital image scenes 
were provided to the user community in 1980 as compared to only 10 in 1973. 
Any slackening of the pace of new data processing capability installation will 
cause backlogs to build up exponentially. 
(3) Variability of data format from various missions is another 
NASA-unique problem. Since this potential information resource must be made 
understandable to the scientific user community, uniform data formats and easy 
access to databases is a pressing Agency need. 
(4) The value of data lies in the amount of information that can be 
extracted from it. NASA has no choice but to depend upon other sources for 
such extraction. Unlike industry, NASA must interact with and educate a wide 
range of scientists and other users in its data processing operations. 
I 
I 
I 
I 
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(5) 1n cases where rate of transmission of data does not match the rate of 
acquisition of data, or where acquired data is of insufficient quality to 
warrant transmission to ground stations, NASA needs on-board processing 
capabilities. The component worthiness, architecture, and data management 
problems associated with such "semi-intelligent" systems are unique by their 
very nature. 
NASA's shortcomings in the area of data management have mostly been due to 
a lack of appreciation of the complexity of the problem rather than a lack of 
some specific piece of technology. Because of indirect public pressure, 
'I 
I 
I 
I 
I 
I 
NASA's priority is to assure success of many missions in as short a period of I 
time as possible. As a consequence, in the past, "housekeeping" activities 
were largely ignored. In retrospect, a number of observations can be made. 
Most of NASA missions generate enormous volumes of data, but usually 
almost none of it is ever used -- a colossal waste of a valuable resource. 
For example, in 1978, 10 13 bits of data were sent by various missions but only 
10" bits, that is, 1%, could be processed by the Principal Investigators 
I 
I 
I 
(PIs). Further, NASA failed to adequately involve the scientific community in 
planned dissemination of information from projects before the launch of those I 
projects. And the scientific community was seldom involved in data system 
planning for data from a specific mission. 
Because of this lack of foresight, data systems and analysis activities 
were not properly funded. Underestimation of lengths of mission and cost of 
production of software have been the sources of this problem, which has been 
further compounded by transfer of allocated funding to other categories. 
On-board processing of data has not yet been seriously attempted. In 
cases where the rate of transmission of data is slower than the rate of 
accumulation of data or data having no useful information content are acquired 
(e.g., presence of large cloud covers in case of crop identification models), 
on-board processing of data seems the only solution. With some modifications, 
on-board data handling is technically possible with the latest advances in 
LSI/VLSI technologies. 
I 
I 
I 
I 
I 
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Data distribution problems have been experienced for many of the following 
reasons: Long delays between receipt of data at ground stations and delivery 
of processed data to users; high-cost data processing (e.g., $200 per "scan" 
for LANDSAT images); failure of PIs to pass on raw data to other users (after 
they 11i" ve achieved the satisfaction of first publication based on analysis of 
the data); improper cataloging and browsing facilities for users; lack of 
standardization of data formats, maki ng i.t difficult for users to understand 
and correlate different data types; data archives contain insufficient 
information about the quality and limitations of stored data -- such as time, 
attitude, orbit and sensor correlation jnformation; and the fact that some 
data are available only through PIs rather than a central agency. 
Software problems have been caused by a number of factors, among them: 
(a) Software is generally developed by each PIs to suit his needs, in many 
cases resulting in duplication of effort and higher costs for all; (b) 
Software is not adequately documented; (c) Having been developed by PIs for a 
specific local computer, software is not easily "transportable" for use on 
other computer systems; (d) Software is often not written i.n a professional 
structured format; (e) No standard software language has been specified 
Agency-wide; (f) Software is commonly incomplete at time of mission launch, 
thus adding to the eventual processing backlog. 
Another difficulty is that PIs must either depend upon local computing 
power (e.g., rented time or in some cases dedicated minicomputers) or travel 
to remote places to process data (which slows output per unit of time and 
increases dollar cost per unit of activity). Computational capabilities 
available have not kept pace with need. 
There have been serious problems in the area of data storage and 
retrieval. It is common for insufffcient storage space to be planned. To 
create space for new data, old data often must be purged -- thus material 
which might have become useful at a later date becomes instead a casualty of 
mismanagement. Tapes are the usual storage medium -- compared to optical and 
video disks, tapes require appreciable storage space and have a short life in 
terms of reliability. Further, catalogs of stored data are not widely and 
readily available. This causes serious retrieval problems. 
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The power of interactive-processing has not been fully utilized. In fact, 
no effort has been made by NASA to standardize languages and 
algorithm-definition. There has been insufficient attention to on-line 
processing of data. Intercommunicating, interactive terminals have not been 
widely used. Because of- a lack of real-time processing, robots have not been 
fully exploi ted. 
Finally, bureaucratic inertia has created a serious lag in the utilization 
of current available technology. Shortage of funds has also precluded the 
replacement of older "dumb" terminals by newer "i.ntelligent" terminals. 
D.2 Efficient Large-Scale Database Management 
If NASA is to successfully cope with the problems of (near) real-time 
processing, efficient storage, retrieval and distribution of great volumes of 
data, the following steps are urgently indicated: 
(1) Involve scientists and the rest of the user community sufficiently 
before the launch of a mission in the areas of planning, exchange, archiving, 
and retrieval of data and in software planning. NASA should consider 
establishing standing advisory committees consisting of concerned user and 
NASA personnel for the entire life of a mission. 
(2) Each mission-devoted Committee may make plans for the free flow of 
data to users at minimal dollar and time cost, for the standardization of data 
formats so that data from other missions can be correlated, for supplying 
ancillary data (e.g., time of observation, attitude, orbit, sensor 
calibration) along with primary data, for oversight of software development in 
structured format and the preparation of adequate software documentation prior 
to launch of a mission. 
(3) Upgrade computer facilities for each user. This could easily be 
achieved by making available a network of small mini/micro computers 
accessible to each user, connected by databus to a mainframe computer of 
sufficient power to handle problems not within the reach of normal 
user -devoted minis and micros. (Such a network may cost approximately 7-12% 
II 
I 
I 
I 
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I 
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I 
I 
I 
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more than a centralized system but would probably be worth it.) 
(4) Upgrade data storage facilities. A changeover from tape to optical 
and video disk modes ultimately may provide relief from physical storage 
problems. 
(5) Establishment of a standing Computer Technology Development Commit tee 
might help to ensure Agency-wide exploitation of the latest technology wi th 
reasonable speed. 
(6) Greater attention to on-board data processing and data compression 
techniques. 
(7) NASA should undertake a Public Education Program with the aim of 
alerting potential scientific and applications data users to the 
availability of and modes of data retrieval. 
(8) A decade of neglect of "housekeeping" functions in data processing i s 
finally catching up with the Agency. The time has come for NASA to commit 
serious funding to the areas of data management and software development , and 
to resist traditional temptations to transfer these funds to other areas in 
response to short-term budgetary pressures. 
(9) NASA should consider viewing universities as "vendors" of small 
software development projects and data management programs. Even though i t 
may be "easier" for NASA personnel to work with industry vendors, universi t i es 
have the potential of providing better service at a lower cost, for small-si ze 
projects. 
It is true that the Agency has begun to seriously address some of the 
issues raised above, as for instance the Applications Data Service (ADS) and 
the NASA End-to-End Data Systems (NEEDS) program. However, full 
implementation of programs such as NEEDS depends upon future Agency funding . 
In case of expected budget cuts and inadequate funding, NASA must resist t he 
short-sighted "solution" of allocating funds to physically visible mission s at 
the cost of "obscure" data management systems such as NEEDS. It makes Ii t tle 
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sense to collect data if almost none of if can be processed in any reasonable 
time-frame. 
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computer communications in the private sector, Dr. Lewis M. Branscomb (1981), 
vice-president and chief scientist of IBM, has this to say: 
One sign of this growth is the way computer terminals are pervading 
business and industry. Today in the U.S. work force, there is a 
computer terminal for every 48 employees. Among IBM customers, there 
is a terminal for every 25 employees. And within IBM itself, we have 
a terminal for every 5 employees. By 1986, moreover, it is estimated 
there will be a terminal for every 10 employees in the U.S. work 
force; one for every 6 of our customers, and one for every 2 IBM'ers. 
The protocol used by all the companies, with one exception, was the 
protocol of the equipment suppliers. Database decentralization was the 
prevailing system used by the companies, especially where there is a large 
diversity of products and subsidiaries within the company or there is a large 
volume in overseas operations. Computer equipment in use ran the entire gamut 
of the computer i.ndustry, although IBM hardware clearly was the most popular. 
Where the company grew internally. the same equipment supplier was usually 
retained; on the other hand, conglomerates tended to have a wider variety of 
equipment suppliers. Electronic mail was surprisingly popular, with only one 
company reporting no use of it at all. 
Most of the private sector personnel who were interviewed hesitated to 
predict the future, perhaps because they are so involved with the present. A 
few typical comments were: 
o Did not foresee voice activated terminals ·in the near future, if ever, 
because it's too slow and because of language barriers. 
o If voice activation was going to be used, it would occur primarily at 
the top management level. 
o Networks would reduce the need for large numbers of mail line computers. 
The companies would just hook up to a network that had the computer 
capacity needed and not need one of their own. 
However, the overwhelming impreSSion, based on the assessment of the 
private sector, was that: 
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(1) NASA and the private sector are both faced with approximately the same 
magnitude of growth, problems, diversity of operations, and new 
technologies. 
(2) The private sector has evolved their networks and communication 
systems in a coordinated and planned manner. 
(3) High-level management posit i ons must be a part of the organization 
structure to control the systems. 
(4) The computer systems managers are planning for the future with the 
whole company in mind. 
(5) TheY are making use of the necessary technology systems outside the 
company when such technology and systems are not available within the 
company or are cost effective. 
E. 2 Near-Term Prospects for Networks and Communications 
This section describes some networking activities wh i ch NASA might 
undertake more or less immediately, as natural and important first steps in 
the evolution of its information-handling capabilities. 
E.2.1 Consolidated Space Tracking and Data Network 
NASA operates two worldwide space tracking and data acqujsition networks. 
These systems provide communications, command and control (C 3) s.ervices for 
manY ' scientific and applications-oriented space vehicles. One of these 
networks, the Space Tracking and Data Network (STDN), provides c3 services for 
spacecraft in Earth orbit, including translunar orbits. The other, called the 
Deep Space Network (DSN). manages planetary exploration spacecraft (Smylie. 
1981 ) • 
STDN consists of twelve ground stations worldwide, much smaller than 
during the Apollo era. This network daily services about 40 spacecraft. The 
recently successful first mission of the Space Shuttle Celumbia was supported 
by STDN. In its present topographic cofiguration STDN provides at least one 
communication contact per orbit with each satellite (Smylie, 1981). A 
replacement for the STDN is presently being developed. called the Tracking and 
Data Relay Satellite System (TDRSS). TDRSS will become operational in 1983, 
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and will consist of two operational spacecraft in geosynchronous orbit, in 
addition to an orbiting spare . Thus a spaceborne tracking and data system 
will assume the C3 responsibilities of the ground-based STDN. 
DSN consists of three ground station complexes at Goldstone, California, 
at Canberra, Australia, and at Madrid, Spain. Its deep space C3 activities 
are managed by JPL in Pasadena, California. After TDRSS becomes operational, 
DSN and ~TDN will be merged under a network consolidation plan (Figure E-4). 
The resulting system will provide enhanced data return capabilities for 
planetary missions. New automation techniques also will be introduced into 
the network for the purpose of reducing operation and maintenance costs. 
The trend of scheduled upgrades and continued consolidation is expected to 
continue for tracking and data networks. A new generation of tracking and 
data relay satellites might provide services to synchronous orbit vehicles, 
satellite-to-satellite communications, direct lines to processing facilities, 
and full translunar and near-Earth-to-Earth orbit coverage with no gaps. For 
the 1990's there are tentative plans for the development of an Orbiting Deep 
Space Relay Station (ODSRS). An outward-looking TDRSS, the ODSRS would 
eventually replace the DSN. Consolidation of these systems (including 
standardization of communication protocols) may be necessary to meet future 
mission and scientific requirements. 
E.2.2 A General Resource Sharing Network 
NASA uses a number of computer networks and information systems. While 
these are basically functioning satisfactorily, they are dedicated systems 
which are difficult to manage, are unable to communicate with each other and 
cannot be modified or extended significantly to meet fast-changing needs. 
Simple examples are FTS (Federal Telecommunications System) and the U.S. 
Postal Service, upon both of which NASA relies heavily. 
A very short-term change which would increase NASA's contact wjth the 
computer science community and enhance resource sharing opportunities would be 
to place the Agency on the ARPANET using hosts at each Center and at 
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Headquarters. This calls for an accompanying decision to have a liberal ARPA 
access policy for Agency personnel, including the easy availability of 
terminal facilities. It also calls for administrative decisions concerning 
the NASA resources to be shared . RECON is certainly a likely candidate. 
Such an action has several anticipated beneficial effects. First, it 
would make the human and machine resources of the external world more readily 
available to NASA personnel. For example, Agency personnel would gain easier 
access to such systems as MACSYMA and DIALOG. Secondly, it would give NASA 
people far greater access to whole communities of specialists functioning in 
high-technology, computer science-or iented activities such as artificial 
intelligence (AI) and numerical linear algebra research. Networking NASA to 
the external world would make the resources of NASA available to the external 
world and thereby increase the pool of specialists knowledgeable about NASA, 
its resources, and its problems. Finally, joining the ARPANET would permit 
the computer science community within NASA itself to remain in close contact 
with the external computer science community, thus permitting them to keep in 
touch with the most recent developments. Top-quality computer scientists 
regard this form of communication as fundamental to their activities. 
Areas for experimentation with networks might include: 
o User resistance/adoption, 
o Congestion and control, 
o Standarization of protocols, 
o Distributed databases, 
o Distributed processing, 
o Remote mobile hosts, 
o Systems architectures, 
o Modeling and simulation, and 
o Reliability. 
Network Monitoring 
Contemporary research in electronic communications networks is primarily 
concerned with standqrdizing protocols, interfacing different systems, traffic 
Ne t works and Communications Appendix E - 10 
and conges tion control, system reorganization in response to failure or 
conges t ion, tariff structures, and routing strategies. These are areas that 
r e l ate to t he structure and operation of networks themselves. Howev er, the 
t r af fi c fl ow contains information about the organization or system of 
organ izations that provide the traffic. This kind of informat i on has 
interes ti ng potential, as illustrated by the following analogy. 
Suppose the flow of traffic on the network of roadways of a city is 
mo ni tored . Type of traffic, rate of flow, and congestion are tracked. From 
t his information certain higher-level insights into the city, its economy, the 
kinds of act i vities that occur (and where and when they occur) can be derived . 
Furthermore, assum i ng sufficient flexibility to reorganize the city and to 
an al yze the traffic flow in a very detailed way, this information might be 
us ed to " t une" the city structure (e.g., by rearranging the location of 
so ur ces and sinks) so that i ts traffic flows more smoothly and uses fewer 
t otal miles. 
It i s th i s idea that may also be useful in streamlining traffic flow on a 
ne twork . There are future areas for social network analysis of this type. 
For i nstance, by studying the content and flow of messages and information 
among i ndividuals i n a complex organization, the network monitor may be able 
to de t ec t gr oups of people who have interconnec t ing ac ti v jties and interests 
even before those individuals are aware of one another. 
Document Modification Analysis 
A complex system has a life cycle with many phases. In coarsest terms 
t hese phases include concept i on, des i gn, implementation, and evaluation. I n 
the case of an ongoing system this process becomes highly iterative, repeating 
i t self i n an irregular wave pattern perhaps with overlap and even interference 
of t hese waves of activities. Next consider a single cycle -- if one step is 
poorly i mplemented the next step becomes confused and inefficient. For 
exampl e , if the conce pti on is no t well thought out and agreed to by t he 
pr i ncipa l s , the de s i gn phase wil l b ~ chao tjc. Thj s wi l l m a n i f~ s t jtself i n 
the a ppearance of confusion on the par t o f tle des i gners . As the des i gn 
proces s proceed s, it will be subject t o excessive revisions because t he 
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conception will still be in an iterative stage. 
When a true understanding of systems is at last obtained, it will be 
possible to develop profiles of behavior of the design process that represent 
sound design. Then, by monitoring the development of design documents and the 
changes they undergo, it will become possible to detect weaknesses in either 
the process of developing those documents or in the conception of the project. 
This same r easoning applies to the relationship between design and 
implementation, and between implementation and evaluation. However, there are 
two very profound levels of research and understanding involved before this 
potential can be achieved. The first is a very thorough understanding of the 
development of a system, and the second is the generation of a set of 
standards for each step -- design, implementation, and evaluation -- if it is 
assumed that the previous step was carried out correctly. 
Social Implications 
While the above proposals mayor may not ever be feasible or useful, 
perhaps an even more important question is whether they will ever be 
·desirable. Clearly there are major questions of invasion of privacy. Whether 
the kinds of capabilities suggested above ever become reality or not. all 
communications networks carry with them implicit capabilities to detect and to 
accumUlate information about individual users and groups of users whi.ch today 
cannot normally be accessed. For example, one of the corporations whose 
Communications Network Director was interviewed has installed a completely 
digital telephone system as part of his company's in-house network. The 
system automatically monitors the total usage of every telephone. This means 
that managers will now have access to certain information about the behavior 
of each employee which has not customarily been in management's hands. 
Cri.tical issues affecting the quality of personal and professional life 
will undoubtedly ari.se as communications networks become more sophisticated, 
commonplace. and far-reaching. Balancing the potential for effecti.ve 
management against t he need for human dignity is a problem to be faced by 
society during the coming decades. 
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E.2.3 Voice-Data Information Exchange Systems 
To achieve message transfer at a distance, manual postal services have 
been used since the Hellenistic Age. Only after the invention of the 
t el egraph by Morse did an electric message handling service become generally 
availabl e . Yet postal systems and telegraph/telephone systems have evolved 
along different paths, with major functi onal differences. Recent 
dev elopments, however, indicate that this situation may change with the 
developmen t of integrated voice and data information exchange systems. 
Trad iticnally, mail has been transmitted through a kind of "postal 
buffer." The postal system is called here a "buffer" because the effect of 
s ending a message through the mails is equivalent to loading the message into 
a specialized buffer, there being held for an indeterminate period of time 
before it is read by its intended receiver. Electronic mail is a way of 
acc e lerating the buffer process to a point at which there is virtually no 
delay between message transmission and reception. With the new technology, 
messages typed, written, or drawn can be transmitted digitally at speeds 
approaching the speed of light. 
NASA currently employs electronic mail service only on a limited basis. 
Many potential electronic mail users are less productive because they cannot 
transmit messages quickly enough. State-of-the-art electronic mail 
capabilit i es, such as those employed by Some large corporations and 
universities, are not currently available to NASA employees. Of the 
el ectronic mail systems that are available to Agency employees, many, such as 
the Automated Information Management System are not user-fr i endly. Perhaps as 
a consequence, use of electronic mail has not yet reached the upper management 
levels. 
The age of analog telephone systems is giving way to one of all-digital 
phone systems. The telephone company plans to upgrade most of its lines 56000 
bits per second digital. Some local phone systems are already digital. 
Besides the benefits of increased reliability, digital phone systems allow 
increased data packing, higher signal-to-noise ratios, digital transmission 
and digital recor ding of vo i ce messages. 
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NA SA continues to rely on existing FTS voice-grade analog phone lines. 
The FTS sys tem will not allow high dat a-rate transmission. increased voice 
quality. nor higher reliability. Digital storage of phone messages is not 
possible within the FTS system. With regard to digital telephone technology. 
NASA (and indeed. much of the U.S. government). lags well behind the 
commerc ial state- of-the-art. 
The logical extension of contemporary electronic mail and digital 
telephone systems is an integrated voice-data information exchange system (see 
Figure E-5). Devices already capable of reading text. primarily designed for 
the blind. can be modified to transform mail messages into voice signals. It 
will then be possible to dial-up an electronic mail message service and hear 
messages . Branscomb (1981) has elaborated on other possible capabilities: 
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Developments such as speech filing and descrete word recognition will I 
bring digitized voice messages into the system. as well. Like 
images. they can be referenced, edited. distributed . and archived. 
More sophisticated networks will involve a variety of traffic types. 
including not only voice and alphanumeric data. but also digitized video and 
other imagery. The feasibility of integrating voice and data traffic in a 
broadcast using a random access scheme has already been demonstrated (Pan. 
1918). In this scheme. silent moments in voice commun i cation (typically 60S 
of total conversation time) are filled with data transmission. Channe l 
resources are used only if there is a voice signal or data packet originating 
at one of the terminals. 
E.2.4 Respons ive Databases 
One of the purposes in constructing a network is to share resources. and 
one of the most valuable resources. information itself. can be stored in 
databases at various nodes in the network. Networks thus offer opportuniti.es 
for the sharing of information. At issue. however. are such questions as the 
relevancy of shared information . ease of access. and completeness of what is 
availabl e onlj ~ e . f lso the administrator. the manager, the scientist and the 
engineer cac h has special needs. Some of these needs are easily met with 
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currently available technologjes, whereas others can be met only with 
projected extensions of these technologies (Figure E-6). 
Full-text storage databases allow some companies to digitally store and 
retrieve entire policy documents on-line. In these companies, management 
jnstructions can be entered into a central database remotely, then transmitted 
to the relevant personnel via electronic mail. This centralized approach 
allows organizational personnel to review policy statements from a single 
source , through on-line computer terminals. 
Ui thin NASA , policy documents such as NASA Management Instructions are 
mass-printed and mass-distributed. Frequently they do not reach the people 
for whom they are intended. Storage facilites consist of nothing more 
advanced than filing cabinets. Retrieval of management instructions is wholly 
man ual at present, and there is no automatic method for obsoleting or deleting 
old policy documentation. Agency administrators and managers concerned with 
t he dissemination, retrieval, and storage of policy documentation within NASA 
are not taking full advantage of computer database capabilities which are 
already commercially available. 
Contemporary database technology allows activities such as scheduling, 
message transfer, policy instructions, and case histories to be archived 
electronically as well. This database constitutes an organizational memory 
from which users can review the developmental history of projects. With a few 
keystrokes an employee accessing an organizational memory could know what has 
been tried, what works, and what does not. He can learn from the experience 
of others who have attempted similar tasks, and benefit from their mistakes 
and their successes (Figure E-7). 
NASA presently has no computerized organizational memory. Since 
scheduling, message transfer, policy instructions, and case histories are 
neither tranmitted nor stored digitally, the construction of an organizational 
memory is not immediately possible. As a result, locati.ng organizational 
records is a time-consuming and expensive task. There is no reliable method 
for learning about past accomplishments and errors within NASA other than by 
direct communication with the individuals involved. The Agency has not used 
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da t 8base technology to create an organizational memory. 
NASA pioneered the development of bibliographic databases wjth its Remote 
Conso le (R ECON ) system. RECON accelerated t he research process considerably, 
inasmuc h as it completed literature searches in a frac tion of t he time 
required by manual searching. Today, however, increased disk storage 
capabi l ities, higher communications bandwidths, and fa ster processors allow 
the construc tion of full text and graphics databases. Si nce much technical 
writi ng and publishing is accomplished using digital equipment (e.g., word 
processors and electronic typesetters), it is a comparatively tr j vjal task to 
l oad full text into databases. Di gi tizers allow drawings and illustrations to 
be stored digi tally as well. Optical character readers would permit printed 
matter to be entered without time-consuming manual keypunching. Enti re 
technical ar ticles, not just bibliographic citations with ab s tracts, coul d be 
stored electronically and sear ched automatically in full text and gra phi cs 
databases . 
NASA -RECON and other databases within the Agency continue to rely upo n 
older standards for data storage. Time delays persist ev en wi thin current 
NASA databases. RECON, for example, provides lists of references wjth 
abstracts. There is stil l a time delay during whjch the technical ar ticles 
themse lv es are retrieved. Patent licensing records have only recently become 
avail able through computer databases to NASA patent counsels, yet pate t 
drawings and full records must be retrieved from filing cab i nets. With 
ex istjng technology, these and other databases could be upgraded to handle 
full text and graphics. 
Numeric data bases have proliferated in recent years. New devel opments in 
relatjonal databases have allow numeric databases to become more t han just 
lists of numbers. Specific relations inherent in raw data can be stored in 
the databases also. Data are retrievable not only sequentially but also 
according to some specific relation. NASA Langley Research Center has 
experimented with relational databases such as RIMS (Relationa l Information 
t~anagement System) for retrieving data on the Space Shuttle's Thermal 
Protection Tiles. 
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A natural extension of existing database technology is the intelli.gent, or 
responsive, knowledge base (Figure E-8). Construction of full text and 
graphics databases is proceeding already; NASA is likely to follow suit in 
time. Relational n~eric databases such as RIMS have been developed by NASA. 
Policy data bases and organizational memories are already appearing in the 
private sector. NASA may choose to develop these as well. 
A responsive NASA knowledge base would contain a variety of management 
information (Figure E-9). It has absorbed the policy database, containing 
such items as the NASA Management Instructions, as well as the organizational 
memory, containing such items as case histories. Augmenting the database is a 
responsive query system. Characteristic of this query system is a uniform set 
of commands capable of accessing all data, whether distributed or local. 
These commands will resemble natural language as much as possible. The 
database is responsive in the sense that it can interact with the user to 
narrow or broader query requests and to obtain more specific search 
defintions. If data are gathered from more than one database source, this 
need not be apparent to the user. A responsive NASA knowledge base will allow 
managers to quickly and easily access the wide variety of data needed to 
manage effic i ently. 
A responsive technical database is an extension of full text and graphics 
technical databases and relational numeric databases. Like the responsive 
NASA knowledge bases, it can interact with users to better define search 
problems. The query language is uniform for all data stored. A responsive 
technical database, properly designed, will allow NASA engineers and 
scientists to gather research data much more quickly than was ever possible 
before. The productivity of NASA researchers can increase dramatically. 
Responsive or intelligent knowledge bases can, like many communications 
and information processing technologies, reduce needless paperwork. Data will 
be gathered as required. Hardcopy need be only an occasional by-product of an 
otherwise totally electronic, on-line information system. Users will become 
more familiar with the computerized tools over time, and query languages will 
become increasingly transparent to users. The responsive knowledge base will 
make practical laborious research which was not practical before, and it will 
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accelerate current research processes. 
E.2.5 Limited-Domain Natural Language Understanding 
Some general problems of artificial intelligence are made ex plicit in the 
domain of natural language understanding. Knowledge representatioH, symbolic 
representation, and "meaning" are typical problems faced by natural languRge 
theorists in artificial intelligence. A somewhat stronger position is that 
making a computer understand natural language insures artificial intelligence , 
just because the same general problems apply. No existing computer has 
achieved language understanding over a domain comparable to the size and scope 
of natural English. Some progress in machine understanding of natural 
language has nevertheless been made. 
Computer recognition of natural language is a highly complex task. Most 
researchers have asserted that it is best to begin with a limited domain in 
order to bound the problem. Success in the natural language area has indeed 
been greatest when highly local subsets of natural language are isolated as 
the domains of discourse. Typical examples of success in this area are the 
Lunar Sciences Natural Language Information System (LSNLIS) (Woods et al., 
1972), SHRDLU (Winograd, 1973), and MYCIN (Davis, 1977). LSNLIS knows how to 
talk about moon rocks. SHRDLU converses about a world of colored building 
blocks. MYCIN is an expert on certain types of blood disease. Within limited 
domains such as these, computers can understand natural language questjons and 
requests. 
Algorithms such as the ATN (Augmented Transition Network) (Wjnston, 1979) 
make possl.ble the generation of computer commands from natural language input. 
Once a method is discovered for associating natural language requests and 
questions with lower-level formal commands, the computer can automatically 
generate commands that it can understand. Certain types of unambiguous inputs 
are very easy to handle. The computer is less likely to understand the input 
if it is ambiguous. For instance, "The tall man the ships" and "Tjme flies 
like an arrow" are classic examples of ambjguous sentences beyond the scope of 
a computer program's capabjljty at present. Simple and limited-domain 
commands and requests may be understood by contemporary computer systems. 
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Natural language understanding has many implications for communications 
and network systems. NASA is currently developing very little in this area. 
The bulk of the research in limited-domain natural language understanding has 
been taking place in university and corporate research laboratories. 
E.2.6 User Models 
User hostility of networks and their supporting services is a major 
impediment to the growth of network systems today. To use a contemporary 
network one needs to know a number of singular pieces of information just to 
access the system. While a knowledge of passwords and code words will always 
be required to safeguard costly resources from unauthorized or illegal users, 
much of the prior knowledge demanded of today's user is unnecessarily obscure. 
In an ideal environment a user should be required to know very few things in 
approaching the system through an interactive terminal -- perhaps just a key 
name to get into a query system and his own codename if the objective is to 
use some limited access systems. 
Once into the query system, the user should be able to seek out the 
services required by consulting a heirarchy of menus consisting of no more 
than 10 items each. Because this may require many levels of menu, the query 
system should keep track of the descent through the menus which the user calls 
up. This track would tell users which option they chose on each menu and what 
the name of the menu was. User Should then be able to roll back to any menu 
on the list, alter the choice at that level, then start a new descent. This 
is all a rather straightforward kind of user friendljness. 
Developments which are not so straightforward, b
'
jt whi.ch should be sought, 
are in the area of user friendliness based on user models. The idea here is 
that the query system would have a built-in expert system on the nature of 
users and their knowledge profiles with respect to the system being accessed. 
As the user attempts to access the system or obtain information from it, the 
system would be building a model of the user. This model would inform the 
system of the apparent level of sophistication of the user and enable a 
response at a level and in the manner most likely to be informative. This 
would make the system responsive to the naive user in a helpful manner but 
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sophisticated enough to please the knowledgeable user. 
Th e motive for the above idea is quite simple. When a consultant in a 
highly tec hnical field is asked a question, he forms a model of the 
sophistication of the questioner and creates an answer in terms and at a level 
appropriate to communicate based on the model formed. As the discussion 
continues, the consultant updates the model on the basis of the exchange. If 
the questioner turns out to be highly knowledgeable, the consultant greatly 
accelerate the discussion, uses technical terms more freely and makes 
re f erences to well-known results and people in the field. If the questioner 
turns out to have little or no knowledge, however, an entirely different set 
of responses are crafted. And, of course, if the questioner is too ignorant, 
t he cons ultant may deflect the questioner to some lower level source. 
The consul tant has many different types of i.nformation available to assist 
him in updating his model of the questioner, some of which cannot easily be 
made available to a query system. Such factors as body language, eye contact, 
r a te of response, choice of terminology. and reasonableness of questions and 
statements are difficult to specify formally . Initially. query systems might 
be able to update user models on the basis of the nature and structure of 
res ponses, evidence of false starts, and so on. With more sophist i cated 
s ystems and considerable research and development, rate of response and pace 
or consi s tency could perhaps be taken into ac ~ount. Body language and eye 
contact will be far more difficult to implement. But it is altogether 
conceivable that a highly sophisticated system would look at a user as it is 
being used, and might even have sensors throughout the chair to detect signs 
of discomfor t. fatigue, or impatience. Perhaps someday, query systems may 
tell human users to "take a break" in response to the following information: 
User has been at the terminal for 82 minutes, posture has begun to slip, 
user's eyel i ds are drooping, response time has fallen one-hlf a standard 
deviation during the last nine minutes after showing steady improvement for 32 
minutes followed by essentially oonstant pattern, and the last three queries 
have been inappropriate to the intellectual level of the user. If the user 
insists on staying at the termin el, the system begins to degrade the model to 
a less-soph i sticated user level. 
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E.2.7 High-Bandwidth Fixed Optical Communications 
There is an ever-increasing demand for efficient communication systems, 
brought on by increasing costs to supply more new equipment and greater demand 
within NASA for all information services especially in telecommunications and 
computin g . Reliance on the equipment and technlolgy of the past decade 
c reates many economic problems, the most important of which are increased 
costs for metal cabling, energy, and available space on existing transmission 
lines and on available carrier frequencies. Various new forms of 
telecommunications are appearing which require large bandwidths, placing a 
considerable burden on existing lines. The use of ultra-short wave links is 
rapidly approaching its limits in applications such as conference television, 
video telephones, and viewdata systems, in part because of a shortage of 
useable bandwidth and mutual interference. An innovative solution which 
emerged during the 1970's was to investigate optical frequency carriers 
(10 13_10 15 Hz) which advances in laser technology have made possible 
(Boraiko, 1979). 
A shift to optical comminications will, in time, provide as much as t hree 
orders of magnitude improvement in information bandwidth per channel. Other 
advantages of optical tranmission links, as compared to conventional systems, 
include the following: 
(1) Fiber optic filaments 100 microns in diameter can replace a copper 
wire cable 10 centimeters in diameter, with equivalent capacity. 
(2) Optical transmissions are immune to ambient electrical noise, ringing, 
echoes, or other electromagnetic interference, and do not generate any of 
their own electrical noise. 
(3) Optical fibers are safe to use in explosive environments, and 
eliminate the hazards of short-circuits common in metal wires and cables 
because the fibers can be given total electrical isolation. Optical fiber s 
are less failure-prone at elevated temperatures than coaxial cable. 
Furthermore, pr operly designed optical transmission lines and couplers ar e 
relat i vely immune to adverse moisture conditions and hence may be used more 
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r ead i ly ~nderwa ter. 
(4) Fiber optic cables tod a y COSL alread y aboyt the same as preni ~m-&rade 
coaxi a l c abl e per ~nit ba nd width. As prod ~c t i on v ol~mes increase , fi ber costs 
wi ll d op to be l ow 5C % of the ir pre sent val~es. F~rther , jnsta ll a ti on co~ts 
of optica l cables are lower than for me tal cables s ince shipping and hand li ng 
cost Are abo~t 25% that o f metal cables and labor is abo~t 50% l ess (Eli on and 
El i on , 1978), 
Fie ld tria l s hav e been performed t o eval'.late li.gh twav e technology and to 
test ca bli ng techn i q'.le s , splictng techni q'.les, and fi ber opti c eq'.li pment 'mder 
f1 ld cond ition s . A 44.7 Mb/sec di gital transmission system was p~t into 
opera ti ')n by the Hestern Electric and Bell L8boratori es in Atlanta i n 1976 
(Bell Sy"' t em Technical JO'.lrnal, 1978 ) . Sim ilar fi eld tri a l s hav been 
performed i n Engl and at 8 and 140 ~1 b/sec by the British Pos t Office (Kerry e t 
a I., 1978 ; r·I'.lrray, 1978 ), and in Berlin , Germany , at 34 Mb/sec hy the De'.Jt sc rl ~ 
13'Jndespo s t (Uertz et a1., 1978 , Adler et a1., 1978 ). Opt:ical c ables in the 
8- 280 Mb / sec range ar e already syffic:i ently devel oped and will soon be f~lly 
compe titive economically with coaxial cables (R~sser, 1980) . At the Heinri ch 
I~rtz Insti t ute in West Germany, 8-5 60 Mbi t/ s links have been investigated and 
deve l oped , and an expertmenta l 1.12 Gbit/s transmissi on li nk has a lre ady been 
'Jst:d to carry 16 sim'.Jltaneo'.Js 70 Nbit/s television cha nnels ( Raack ~ al ., 
1979 ). Ac cording t o a representative from a major U. S . aerospac e corporation , 
20- f iber optica l cabl e~ are commercially available today a t the 4~ . 7 
Ilb / sec /fi ber level, for a total cable capact ty of 894 ~Ib/sec. The 
tpc hnologica l capnbility for 144-fiber cabl es alr eady exists , and 90 Mb /sec 
fibers are expected by 1982. This wO'.Jld place the state- o f- the- art o f optic a l 
fiher cabljng at abo~t 13 Gb/sec per cable by ne xt year. A f~rther do~blin g 
in per-fiber capacity is anticipated by the late 1980's in the commercial 
!:?>ector . 
E. 3 Mid - Term Pro!:?>pects for Networks and Communications 
Pre~ ent and near-term networking activjtie~ can be expec ted to ~ nde rgo 
phased i mplemen t a tion and evolve grac e f~lly in s~ch a ma nn ~ AS to ~hta i n at 
least some of the ad vanced ca pab jlitjes described below. 
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E.3.1 Intelligent Question-Answering 
The simplest kinds of queries are those in which the boundaries of the 
problem to be solved are extremely well-defined and familiar. For example, a 
Los Angeles, California, user might give the following command to his local 
information outlet: "Book me on the next available flight to Washington D. C." 
The machine would simply retrieve the proper airline protocol from its 
protocol djrectory, call up the airport computers and secure the necessary 
information. After asking whether you wish to fly into Dulles or National air 
terminals in the D.C. area, it might check whether an earlier flight might be 
obtained out of a Los Angeles area airport located farther away than the one 
nearest to your known address. It might also inquire whether cost, meals, 
movies, or other considerations are factors of interest, and if so what weight 
should be given to each. Finally, it would book your flight wl.th appropriate 
airline computer. Such a system, except for the natural language interface, 
is probably within state-of-the-art (\~inston, 1979; Buchanan, 1981). For 
instance, software which can interpret and explain the workings of an expert 
system database -- such as the MYCIN knowledge base tutor GUIDON (Clancey, 
1979) -- are presently being studied. 
Also under study are computer systems which can provide easy access for 
nontechnical personnel to large, distributed databases of information 
(Sacerdoti et al., 1978). The purpose is to develop mechanisms for automating 
many of the detailed tasks normally performed by a decsion-maker's technical 
staff. This includes accepting a question in natural (but not necessarily 
grammatical) English, in the decision-maker's own terms; planning a sequence 
of queries to various files to gather the requested information; developing 
the plan into a computer program or programs in the language of the database 
management system on which the needed data resides; transmitting the retri.eval 
programs, and monitoring their execution; and, finally, composing the 
retrieved information into a suitable output format. An early version of this 
system, called LADDER (Language Access to Dl.stri buted Data wi th Error 
Recovery), carried out all of these function s in at least rudl.mentary form. 
System and user performance have recently been evaluated (and improvements 
recommended) by the Navy for possible use of LADDER-like systems in a military 
command control environment (Hershman et a1., 1979). A improved version of 
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LADDER, called SODA, has extended capability to access a heterogeneous 
database consisting of both Datacomputer and DBMS-20 database management 
systems (t100re, 1979). An experimental French-language version has been 
implemented as well. 
For intelligent question-answering, a system must be able to understand 
"fuzzy req'Je s ts" (Ke, 1979; Zadeh, 1979; Faria and Simoni, 1979). The 
f ollowing is an example of a poorly-defined request: "I need to find an 
article I just heard about, written by someone named Smith, or Smythe, or some 
similar-sounding name, published sometime in the last five year ~ in an IEEE 
publication, on the use of fiber optics for nationwide networkjng." The 
s ystem would recognize that "find an article" was the operative command, and 
would know the various ways of finding Ii terature much like any modern, 
we ll-trained librarian. The first step (after verifying/confirmi.ng user 
input) would be to assume the user's information is correct as stated. Thus 
t he system would search locally available computer catalogs of published 
articl es in the title, subject, abstract, publisher, and date fields to 
r etrieve and intersect all references keyed to "Smith" or "Smythe", I EEE, 
1976-1981 publication, and the subject headings "Fiber optics," "nationwide" 
and "networking". 
If the user's information is insufficient or not quite correct, one of two 
things will result: (1) Many items are returned from the intersection, among 
which may or may not be the item sought, or (2) no items survive the 
intersection. 
In this first case, the search parameters must be further restricted 
bec ause too much was captured. For the system to do this will require 
significant amounts of AI, natural language processing capacity, and an 
"intelligent" relational database query capability. The system must perform 
at least two tasks. First, it must attempt to create a "user request model," 
a r e lationa l model of what it is the user wants. (One experimental system, 
cal led EMYC I N (Van Melle, 1980), provides some ass istance in structuring a 
person's knowledge about a problem by analyzing the attributes and 
relationships of the main objects in the domain of djscourse .) This mode l is 
matched t o the relational indexing scheme of the database itself, and then 
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another series of intersections is performed to pare down the list. After 
each iteration the system might scan the relational characteristics of the 
remaining items, asking the user something like: "Are you most interested in 
X, Y, or Z?" -- where X, Y, and Z are relational categories. The system will 
have slJbsystems which optimize this game of Twenty Questions, so that the 
fewest questions need to be asked of the user to identify the desired datum. 
Also if items can ben separated on more than one basis, those choices having 
the greatest potential payoff should be asked first, with the user having the 
option of stopping the machine at any time to see what has been found. This 
is a very powerful approach: A series of only 20 binary responses can select 
the correct item from a field of 220 1,000,000 items. The main requirement 
is that every database item be absolutely distinct, preferably in numerous 
ways, so that a binary choice strategy will always work. 
After a complete binary choice search, perhaps the desired item has not 
been found. In this instance, the situation is logically equivalent to having 
found no pertinent references, and so the procedures outlined in the second 
case become relevant as the next step of the search. 
In this second case, the search parameters must be broadened because the 
i tern wanted was not fOlJnd. This may be accomplished in one of two ways, 
perhaps using systems for deductive question-answering currently under 
development (Reiter, 1977), as follows. 
First, each of the search indices may be explored and expanded 1.n ways 
wh1.ch are relationally reasonable from the "user request model" point of view. 
This may involve try1.ng different configurations of the search terms used, 
trying synonymous search terms that have not yet been used, trying alternative 
relationally equivalent terms for the search. Or, the terms may generalized 
to higher levels of abstraction (or greater distance from the specific) and a 
new search performed. All of this is accomplished interactively with the 
user, but at a far higher level of abstraction than in any system currently 
available. 
The second avenue for expanding the search is to expand the search base 
1 tself. If the desired item 1.S not in the local system database, then perhaps 
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it is available on NASA's RECON system , Lockheed's DIALOG system, The Source, 
or some other knowledge base. However, each new resource sho'..lld be phased in 
gradually, according to some hierarchical ranking of probable success which 
also takes proper account of such matters as relative cost, speed of access, 
scope of materials available, and other relevant utility factors. 
Once the search methods of case (2) have been applied, the user may again 
be confronted either with a large list of items possibly containing the 
desired item, or again, no items. In the former, we return to the methods of 
case (1) with the enlarged list. In the latter, the system determines that it 
has exhausted all normal library channels and must try other opti.ons. For 
instance, it may use a direct-dial capability to call a resource person or 
local computer at IEEE to find if they know about the article. (The limited 
natural language capability of the system would include l.nformation about how 
to connect with and conver se with both humans and machines, including leaving 
messages on people's terminals and conversl.ng wl.th "computer secretaries.") 
The system ml.ght search a master listing of college universities to 
retrieve departments or names of individual scientists whose area of expertise 
or interest is in the area of "networks" or "fiber optics." If neg rl tive, s'..lch 
a search could be expanded to master lists of industry or government 
scl.entists. If this approach fails, then the system ml.ght try pulling 
author/institution data from relationally similar articles located in the 
earli.er search, and contact them for information. The challenges of 
coordinated problem-solving using many diverse and independent knowledge 
SO'..lrces (Erman et a1., 1976) and of content-directed translation and 
in f ormation mapping among machine-readable databases (Cahn and Herr, 197b) are 
already beginning to be addressed. 
In the mid-term period of development, information systems should be 
capable of seeking out and gaining access to almost any source of information 
required by the user. However, it is still up to the user to apply the 
information acquired to some useful end. 
Since th, · system has access to broad sources of information, it pr esumably 
also has access to the software "literature" as well. For example, perhaps 
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the user requests the mathematical integration of a particularly complex 
algebraic function. Rather than attempt to locate a publication which lists 
the integral already worked out (which may not be possible in many cases), the 
system might connect to the on-line MIT s ymbolic manipulation system MACSYMA 
(Moses, 1971), enter the formula for integration, and then report the result 
to the user. Thus the system would spare the user having to know how to 
connect to the MIT system, the login procedur es and command structures. This 
seems appropriate, since the user cares only about the result, not jn how it 
was obtained (except to verify that it came from a reliable source, which the 
system duly reports to the user.) 
The information system may also give users direct access to various expert 
systems. For instance, a researcher in geology might wish to access 
PROSPECTOR, the expert system developed at SRI International to locate and map 
ore bodies by interacting with a nonspecialist geologist (Duda et a1., 1978). 
In this instance, the researcher will know enough geology to understand 
PROSPECTOR's queries, and the system will act simply as an automatic hookup 
system. Prototype dialog programs that communciate wit l. ~ n expert to provide 
some of the same help that a "knowledge engineer" (who helps create an expert 
system) provides, such as TEIRESIAS (Davis, 1976), are now being looked at 
(Wood, 1981). 
However, nongeologist users may also require information pertaining to 
location of ore bodies. In this latter case, the system will formulate a user 
request model and itself perform the interrogation of the specialized expert 
system. Since PROSPECTOR's queries are intelligible only to a person familiar 
with the jargon of geology, the system will spare the user this prerequisite 
and will extract the needed information and pass only the results along to the 
user. Naturally, the user may request explanations of how a conclusion was 
arrived at (Buchanan, 1981), but for the lay-user this level of confirmation 
will rarely be required. In most cases it will be sufficient to report to the 
user that hjs request was processed by an established, reliable system 
(Shortliffe,1976) again, the '.lser wants to know the answer to a specifjc 
question, not full details of how to solve problems of a certain general type. 
In addition, it is expected that the system will provide access to 
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computati ona l facilities as required by the user to interactively generate new 
information. Resource-sharing networks have already made thei r debut at the 
local level, and a few low-bandwidth nation wide systems are already in 
oper ation. In theory, the system should be able to connect a user with any 
computer, subject to various necessary acces s restrictions on sp~cialized 
equi pment s'Jch as high-speed mainframes. Ul t ima t ely, it should be possi bl e to 
provid e users with a "universal computational" capability in Turing's s ense, 
thus permitting a more sophisticated user to program in any computer languag 2 
he chooses. (Less knowledgeable users may r equest self- paced learning courses 
on specific programming languages, or ma y ma ke use of software development 
tools including automatic programm ing systems ( ~ rstow, 1979 ).) Note that t h ~ 
loca l system needs only the capacity to access such capabilities -- it neeu 
not be internally available. 
In the next two decades, a wide variety of computer systems, interactive 
databases, and expert systems may be expected to come on line (Rosenberg, 
1979; Shrobe, 1980; Wilkins, 1981). Already there are software packages which 
can play Master-level chess and countless other entertaining games (Samuel, 
1959 ; Greenblatt, 1967; Waterman, 1970; Wilkins, 1980), diagnose medical 
diseases (Shortliffe. 1976; Buchanan, 198 1) and comprehend 80% of all in t ernal 
medicine (Popl e, 1977). analyze the structures of complex organic molecules 
from mass-spectrogram data (Undsay et a1. , 1980), prove theor ems (Nilson, 
1977 ; Stickel, 197 8 ), analyze and debug electronic circuits (Sussman, 1975; 
deKleer. 1979), and even wrjte computer pr ograms according to formal 
specifications (Barstow, 1979). Many of these are not yet on-line for network 
access, but there are no serious technical barriers in the way. 
Eventually a wide variety of problem- solving packages will become widely 
available in specific domai.ns of human activi.ty. This hypotheti.cal system 
would store the callup procedures, protocols, capabilities. and other 
pertinent information in a resources data base which it could consult in an 
attempt to match resources with user requests. The system resources database 
would also contain a listing of directory databases - - in effect, other 
"SO'Jrces of sources" -- which it cO'Jld consult in the event a 'Jser request for 
problem-solving could not be satisfied directly by the resources immediately 
at hand. After exhausting this approach without success, t he system might 
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report that the requested information is not presentl y available. A regular 
search as described in the previous section might then be implemented, ending 
perhaps with the system recommending various helpful literature items or the 
names of people who might be able to assist the user in solving his problem. 
S'Jch systems would require learning capabilities well beyond state-of-the-art 
in expert systems (Schank, 1976; Mitchell, 1977; Buchanan and Feigenbaum, 
1978; B'Jchanan et a1., 1978; Dunning, 1979; Hayes-Roth et a1., 1980). 
E.3.2 Intelligent Translators 
NASA has supported the development of SYSTRAN and SYSTRAN II, a commercial 
machine translation system (Halliday and Briss, 1977). SYSTRAN II is a 
software package with 500,000 lines of code, together with a computerized 
dictionary which contains terminology, technical expressions, grammatical 
rules and semantic principles. The text to be translated is fed into the 
computer, where it is analyzed for syntax and semantics, then printed out in 
the target language. The computer's draft is refined by human translators, 
whose editing procedure is also computerized. The system then prod'Jces a 
magnetic tape ready for photocomposition. It is claimed that SYSTRAN II will 
"generally increase the output of a human translator by five to eight times, 
thus affording significant cost savings by allowing a large increase in 
document production without hiring additi onal people" (Haggerty, 1981). 
SYSTRAN II applications include translation of service manuals, proposals, 
planning st 1Jdies, catalogs, parts lists, textbooks, technical reports and 
educational materials. The system is operational for six language pairs --
English/ Russian and vice versa, English/French and vice ~, 
English/Spanish, and English/Italian. Six other pairs -- English/German, 
English/Portuguese, English/Arabic, German/English, German/French, 
German/Spanish have been successfully demonstrated. English/Japanese and vice 
versa are currently being developed. 
The ultimate goal is to be able to sit down at a compute terminal anywhere 
in NASA, perform data entry in any format, program in whatever style pleases 
the user, and then have that work accessible throughout the entire 
organization's resource sharing network. Programs should be able to run on 
Networks and Communications Appendix E - 32 
any part of the system where the data they require are available. Other 
people can run the same program if they too have the data. Any kind of data 
may be retrieved from any SO'.lrce accessible to the network. The net may also 
be used for electronic mail, audiovisual teleconferencing, and for storing, 
generating and manipulating all manner of telemetered, graphic, tabular, 
textual, and audiovisual materials (Figure ,E-10). Finally, as an ultimate 
goal for the f'.lt'.lre, the NASA network system should be accessible in natural 
language and capable of performing translations among human languages and 
between h'.lman languages and machine codes fluently and in real time (Figure 
E-11 ) • 
A fundamental problem is proliferation of computer hardware and the 
nonuni formi ty and noncompatibili ty of equi pment, programming lang'.lages, and 
nat'.lral languages. How can NASA personnel work most effecti vel y usi.ng 
equi pment which is not designed to comm'.lnicate with other equi pment already in 
service? Machine-to-machine communication is analogous to the problem of 
trying to fit a square peg into a round hole. The solution is to devise a 
mechanism which can transform the programs, data structures and languages of 
one machine into those of another, while preserving implic~t algorithms. The 
proposed device is called an Intelljgent Translator. 
There are a number of very basjc difficulties which need to be examined 
prior to jmplementation of such a device. 
36-bjt words while others use 16-bit words. 
For instance, some systems use 
Thus one problem is how to 
preserve identical decimal accuracy between two systems d'.lring translation. 
Also, some systems allow a positive zero and a negative zero, while others 
have only a true zero, creating the problem of how to preserve the meaning of 
these characters. Perhaps we sho'.lld question the necessi ty of usj ng standard 
telecommunicatjons protocol between two operating systems. Ideally two 
computers would be tied together with a translator in the middle, with no 
worry about how the data is going out of one and into the other. 
When the above problems are solved and the aforementjoned systems are 
implemented, the result js an intelligent NASA computer network. Full network 
control requires djstributed processing. Also. intelligent translations 
between machines eventually may make jt possible, for jnstance. to wrjte a 
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FORTRAN program on one machine and to translate it into a Pascal program for 
use on another machine. Compilers are the simplest kind of intertranslation 
between machine languages, but systems have been developed which translate 
str'Jctur~ programming text i.nto FORTRAN (JPL, 1975; Melton, 1977; Osterweil 
and Myers, 1980), one version of ALGOL into another version (Martin, 1971; 
Kuo-Petravic et al., 1972), XPL into ALGOL (DaSilvamartins, 1978), IMP into 
PLII (Nonweiler, 1974), and GOAL to HAL/S (Stanten and Flanders, 1974). 
Dickey (1979) has suggested a simple scheme for constructing translators 
between higher level programming languages. His approach, though not 
sufficiently sophisticated to construct arbitrary translators, probably is 
adequate for constructing translators between similar comp'Jter lang'Jages. 
Other "metalinguistic" translation systems have also been discussed in the 
literature (Michels, 1978). 
The net would be accessible in a variety of languages, as well as natural 
language ultimately, for manipulating all the data within the intelligent NASA 
network system. There is some work being done in the area of "data 
translators" (Fry and Merten, 1977). Users may wish to access any NASA data, 
any NASA ~rogram, any NASA terminal, and select any input/output mode with 
which they feel comfortable. The net may be used for teleconferenci.ng and 
accessing NASA film sources, ultimately with online real-time translation of 
natural langlJages (Van Berggeijk, 1978). 
Such a system will have benefit both to NASA Project Managers and to 
people in the field. Within each NASA Center, all the computers will be able 
to communicate with one another. This capability may later be expanded to 
include other compute systems, various databases, and other nets external to 
the Agency network system. All Centers can retain their individual and 
diverse computer facilities without change and without forced standardization 
either of hardware or of software. The net will provide compatibility with 
all existing hardware full Center autonomy can be preserved, nurtured, even 
enhanced. The distribution of labor among the Centers is a matter for NASA 
Headquarters to decide, but undoubtedly each Center will have different 
functions and 'Jni q'Je computing needs. This individuality can be maintai ned. 
The intelligent NASA network can be implemented in stages, so that with 
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each new part that goes into the system some significant benefit accrues. The 
first component to be implemented should probably be the sUbstations at each 
Ce nter (in a distributed network scenario). After these prove themselves 
effective at the Centers for internal matters, the substations can be 
connected to one another via trunk lines. Finally, the capacities of the 
entire system can continue to be upgraded incrementally, with new capabilities 
initiated systemwide as they become available. There is no need to wait for 
the entire system to come on line to obtain significant results. It may also 
be necessary to construct at least one communications and control center, or a 
number of smaller sUbstations netted together in a distributed fashion. 
There should be a meta-algorithm for examining computer operating systems, 
then formally modeling them in an algorithmic fashion to break out the 
appropriate transition rules for translation into a "'Jni versal" network 
language. This might be some form of higher-level programming lang'lage which 
itself allows the description of an algorithm-oriented language. FORTRAN, for 
example, is designed to describe algebraic formulas; COBOL has 
business-oriented statements; the HALlS programming language used for the 
Space Shuttle processes spacecraft control instructions. 
Like the design of the HALlS language, the network language might be 
high-level and specific to understanding computer operating systems. All 
languages could be translated into the "Intelligent NASANET" language, then 
translated out again. A single such "universal" meta-algorithmic language 
might not be necessary. Consider that there may be 100 different computer 
dialects requiring intertranslation on the net. If you create an 
intertranslation algorithm for every pairwise combination, 20,000 separate 
algorithms are needed. On the other hand, by using a NASA network language 
the number of distinct algorithms can be reduced to 200 -- 100 algorithms into 
the universal language from any language, and another 100 to reverse the 
process -- two orders of magnitude fewer algorithms. 
It is true that inefficiencies may be introduced by inter translation -- a 
str"ong argument for trying to use the same or similar language as the SO'Jrce 
language. But if this cannot be done or is not desirable, the Intelljgent 
Translators on the net can transform existing software into a language that is 
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more compatible. The system should be able to provide some analysis of the 
validity of the translation and an assessment both of the probable errors and 
efficiencies that potentially may be introduced during intertranslation. Of 
course, the process could work the other way as well -- a programmer could 
write a program in BASIC which, upon translation into FORTRAN might turn out 
to be more efficient than before. 
Development of Intelligent Translators would simplify ground control or 
make executive supervision of spacecraft easier because communication between 
ground and space systems would be facilitated. NASA would operate more 
effectively as a government agency beca'.Jse it would possess vastly greater 
software resources and more efficient access to that information than ever 
before. Future advances in computer science and technology could easily be 
infused into the Agency in a reasonably non-threatening way, since each person 
in NASA could retain and use his/her own personal computer system to speak 
into the network and to receive information from it. This would eliminate any 
need for users to spend great effort on worrying abo'.Jt compatibility or 
communications interfaces. UltiMately, natural language might be used in some 
applications. 
A few possible directions for future research have been tentatively 
identifl.ed as follows: 
o It has been estimated that 95% of all programming code is written in 
vario'Js versions of FORTRAN. Practical implications of code-to-code 
translations i.n a FORTRAN-dominated programming environment should be 
examined further. 
o In addition to programming code translators, Job Command Language (JCL) 
translators are also required and should be reviewed. 
o Translation from ALGOL, Ada, LISP or Pascal Programs to COBOL, FORTAN. 
or BASIC is inherently challenging. Problems to be addressed include 
the difficulties of translating recursive procedures. complex data 
structures, storage generation (memory allocation in COBOL, FORTRAN and 
BASIC is static), and parallel processing. 
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o Th e e ft ~ cts on real-ti me programs should be considered -- wi 11 the y 
sti 11 be "re al-time" after translati on? 
o Re vi e w formal and informal netwo rk theory as i.t might a pply t o the 
de pl o ym e nt and interconnection of Intelli gent Transl a t o r s . 
{"1 ;" h d s o f i n tegration using in tell i gen t, machin e-code- l, Lert r ansl a ti o n 
s yst em s of existing NASA i.nfo rrna ti o n sys t ems ( e . B. , HECON , ~ , A , JDSAT da ta 
proce~s in g , and IPAD) sho uld be c on s i ae r ed . 
,!:: .) . 3 Public Infon,ation Network 
To stimulate p'Jblic awareness o f the s pac e prog ram , Nil SA c O'Jl d rr(i '/ i d,. 
i'''': '0 na uti en ann space data in a format re ad y for deli very t o a general 
a ud j e nce. The Agency is charged with the tas k of dissemi na tj ng i n f o r mat j 0 n 
Abo ut Hself to the public (National Aeronautics and Space Act, 1957 ). Un e 
f ,o s s i ble wa y t o accomplish this goal would be to dl stribute p'Jblj c ed 'Jcatj on 
mater i a l t hr o lJgh modern commercl al and public communications media. 
As ne w ne tvlo rk and comm'Jnic a tion technologie~; become avaj lable t o th E:' 
public a t large, NA SA could employ these media for the distributlon of data t o 
the p'Jblic. In the United Kingdom, the commercially avallabl e data 
d istributlon s ys tem PRESTEL provides home computer enthusiasts with daily 
a cces s t o tho usa nd s of pages of data. Systems of the PRESTEL genre are 
bncomin g av ailable in the United States . NASA could submit aeronautics and 
s pa ce d a t a f Cl' ,Iistribution through t hese public data systems. 
At pr e s ent, t o ll-free telephone numbers at John F. Kennedy Space Center 
can be called to receive recorded information about upcoming launches . One 
Ha y to lJpgrade such a system wO'Jld be to offer toll-free telephone numbers fo r 
pub l i c information databases. Home comp~ter owners could dial-up and search 
t he publi c ho tline databases. 
In some parts of the United St a te ~, c able televisj on compani e s ha ve 
constructed systems whi c h offer up t o 60 c hannels of programmin g . No c obJ e 
t elevi s i on company ha s yet been able to fjll a~ l slxty programm in g c han n c ] ~ . 
'., , 
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Public informatjon about NASA could be distributed through now-empty cable TV 
( channels. As a possible extension of this capability, the Agency should 
examjne the prospect of distributing public information through 
direct-broadcast satellites. New television technologies can be exploited for 
the transmission of text, images, and films. 
Another possible medium for disseminating public data is the home computer 
itself. NASA could make available aeronautics and space data on 
machine-readable disks and tapes. Many home computers have the capability to 
read eight-inch floppy disks. Others read inexpensive cassette tapes or 
smaller disk formats. The use of microcomputers continues to grow 
dramatically, a fact which invites pioneering efforts to distribute public 
data through magnetic storage media for home systems. 
Thus far, public data distributed by NASA has consisted of publications, 
lithographs, slides, films and the like. All could be distributed through 
electronic media. NASA's only Agency-wide newsletter, NASA News, could be 
made available on-line and through other broadcasting media such as cable TV. 
NASA News has an extremely small distribution, yet its contents are of vital 
national interest. The information in this publication, along with other 
public educatjon material, could be mass-d istributed t brough modern 
communications media. 
In the same way that weather satellite data has proven to be a lJseful 
supplement to daily televised weather reports, so it may be that LANDSAT and 
other remote-sensing data could be interesting to home viewers. Although 
remote-sensing data is not currently available on a real-time basis, future 
systems are expected to decrease turnaround times. It is reasonable to think 
of home image processing, image enhancement, or simple image viewing. Home 
viewers could find remote sensing data useful in a n'Jmber of ways. Coastal 
residents could keep in touch with local sea and sealife conditions. During 
times of danger, they could keep abreast of hazards such as oil spills 
offshore. Urban residents might find 'Jsef'JI such r emote sensi ng data as 
polllJtion monitors, traffic reports, and lJrban development maps. Farmers have 
always found remote sensing images to be valuable crop management tools. 
nmely, lJP-to-the-minute informati on about insect j nfestati ons and crop and 
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soil co~ itions could make the difference between a healthy harvest and a 
blighted crop. During emergency conditions such as flooding and earthquakes, 
remote sensing data can help authorities manage an often uncertain situation. 
During the eruption of Mt. St. Helens, for example, high-altitude aerial 
photos provided disaster crews with maps of dangerous "hot spots." Even 
private citizens could benefit from such information -- as for example, when 
they must be made aware of rising flood waters. Finally, LANDSAT data has 
served a variety of special-interest users. While it is impossible to assess 
the impact of widespread distribution of, say, geological information, there 
is undoubl tedly some portion of the population who would find these imag'es 
val
'
Jable. 
E.3.4 Gigabaud Networks 
Besides the introduction of fiber optic links into existing telephone 
networks this technology can be used for wide-band digital networks with full 
integration of data, voice, video telephone, and broadcasting applications 
(Figure E-12). A model of such an integrated network, with optical fiber 
links from 140-560 Mb/sec, was built at the Heinrich Hertz Institute in Berlin 
(Haller et al., 1978; Fussgaenger et al., 1979; Baack et al., 1979). In this 
test system, wideband signals are received from user stations via digital 
optical transmission lines at different transmission rates. User services 
include telephone, video-phone, television-radio, and communications. The 
optical lines, and the digital switching and multiplexing facilities with 
which they are combined, form a new type of digital wideband network with 
decentralized switching. The German grolJP has also experimented successfully 
with a 1.2 Gb/sec transmission link. It is their contention that laser-glass 
fiber channels will displace all other digital transmission media. 
In Japan, the government has cooperated with local communications firms to 
develop what may be the next generation of cable television (Nakahara et al., 
1978; Hara, 1977). Called HI-OVIS, the system uses a single fiber for each 
on-line television set. Each subscriber is connected to the system by two 
fibers (one for upstream and one for downstream video transmission), and can 
access local news, shopping information, train schedules, and other 
information specifically related to the locality. Programs are based on 
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information selected and edited by the local inhab!tants and system users. By 
using home-installed cameras and microphones, coupled with home keyboards and 
mobile broadcast centers, individuals can participate in a wide variety of 
programs. Home polling services can be used to obtain preferred programming 
informati on and to express collective interest in selected political , 
admini str ative, and community affairs. HI-OVIS provides a complete two-way 
communications service, including police, fire, and medical protection, 
multichannel CATV, and interactive and educational audio-visual programming. 
The basic home unit costs just a few hundred dollars to install. 
An analogous system for NASA might involve installing an in-house optical 
fi ber c able network capability at many NASA Centers. The typical NASA office 
today has a dial telephone as the sole means of communication with the outside 
world. The installation of an integrated local-area fiber optic service 
net work could do mlJch to move the Agency in the direction of increased 
organizati onal self-awareness. This might also forge a bond of organizational 
loyalty that would serve to increase productivity and an enhanced perception 
of personal relevance for NASA employees. Such a system would also make more 
feasible proposals like electronic mail and video conferencing because the 
necessary bandwi d th for these projects wO'Jld be av aHable. 
Another possibility is free-space optical laser links between satellites. 
The Ai r Force Space Laser Communicati ons (LASERCOH) program started with 
system concept and component design in the early 1970's (Roland and Whited, 
1978 ). By 1973. the communications system that has evolved demonstrated data 
rates up t o 1 gigabit/second with a bit error rate of 0.0001% for 
40.000-kilometer simulated links (Gardanier and Ryan. 1973). A six-phase 
demonstration of the LASERCOl" system outside of the White Sands laboratory 
environment is presently under way. This demonstration will include 
gro'Jnd-to-ground links up to about 20 ki lometers and aircraft-to-ground up to 
about 50 kilometers. dynamic far-field acquisition. tracking. and two-way 
communications utilizing an orbital test payload to be launched in 1982 aboard 
the Air Force P80-1 spacecraft (Ross et al., 1980). Evol'Jtion to 
satelli te-to-satelli te links is envisioned in the fut'Jre for the Ai r Force 
system, and research and development is proceeding in this direction 
throughout the communications field with capacities expected to be in the 
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15-20 Gbit/s range (Kennedy, 1974; English, 1980). 
E.4 Far-Term Prospects for Networks and Communications 
In the more distant future, perhaps around the turn of the century, NASA's 
req'.lirements in the areas of networks and comm'.lnicati.ons will be very 
different from those prevalent today. The following is a brief look at some 
of the future needs and technologies which NASA may require to perform its 
mission in the year 2000 A.D. and beyond. 
E.4.1 Terabaud Networks 
Even if one considers only those missions and applications programs 
already planned, the currently projected future bandwidth is barely adeq1Jate 
to meet Agency needs, and it is certain that the useful output of these 
missions will be significantly constrained unless additional bandwidth is 
somehow made available. However, when one considers the possibility of 
additional activities which are necessary if NASA is to achieve the goals 
outlined in Chapter 2, the projected communications capability is woefully 
inadequate. 
S'.lch "additional activities" are various functions which NASA is not 
presently performing, but which may be essential if NASA is to thrive during 
the coming "Information Age." These may include, bl.lt are not limited to, 
electronic mail, full on-line text editing and review, on-line real-time 
bibliographic search and full text retrieval, integrated voice-video-data 
conferencing, maintenance of a policy and administrative "organizational 
memory" accessible in a user-friendly content-relational format, and 
very-large-scale on-line data analysis. These are all high-bandwidth 
activities, and will require an Agency-wide communications capability far 
beyond that which is now available or anticipated. 
The question of how much bandwidth may be required is very difficult to 
answer, b1Jt the attempt must be made to get some handle on the magnitudes of 
the q1Jantities involved. Fortunately, there are three different approaches 
with coverging results. 
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First, consider the bandwidth problem from the Agency-wide viewpoint (see 
Fig
'
Jre E-13). As of 1980, large commercial bibliographic databases require 
1-10 Gb (109_10 10 bits) of storage, and large insurance corporations have 
policy databases in the 1012 bit range. These data are meant to be searched 
often and exhaustively. At the other extreme, the total information stored by 
NASA, the Library of Congress, and other large governmental entities 1S about 
10 11 _10 14 • These archival data are never searched ~ bloc, and searches and 
retrievals are expected to be in limited domains or are understood to be mere 
samplings. 
A reasonable dividing line between "archival" and "frequent-access" 
information is provided by the mass storage capability of individual users. 
Any database which exceeds in size the ability of a user to store it cannot be 
searched rapidly and exhaustively and should be viewed as an archive. 
Currently, individual-user mass memory commercially available is roughly 1 Tb 
(10 12 bits) (Eastlake et a1., 1979). Coincidentally, this is the total NASA 
planetary mission data returned to date, and also the on-line storage capacity 
desired by the planners of the OPEN (1979) project. In addition, one terabit 
seems to be the maximum sized base that might reasonably be searched 
exhaustively (at least once) in a given analysis or applications project. 
Individual-user mass storage capability of well in excess of 1015 bits is 
expected to become commercially available by the year 2000 A.D. (Whitney, 
1976) • 
Information must be consolidated in a compact, accessible form to be 
adequately controlled. For the next several decades, this basic technological 
req'Jirement impli es a need for improved optical storage techniq'Jes (Allan, 
1975; Waterworth and Reid, 1976). RTOP's have already been proposed to 
develop high capacity data systems, in particular a 10 12_10 15 Optical Archival 
Mass Memories (Reinbolt, 1974; Bailey, 1977). Such memories are intended to 
replace the use of magnetic tapes presently used in archival storage 
facilities of large database centers (Wildmann, 1975). Data stored archivally 
should be recorded on a medium that is stable or permanent, has a low cost per 
bit, can be recalled without degrading data quality, can be duplicated easily, 
and requires little maintenance. The res'Jl t of such a development acti vi ty 
would be to prod 1Jce a random access, read-wri te memory system -- probably 
. -- - ". --- - - .... -- - ' --
r-UwrURE NASA TURNAROUND ~ REQUIREMENTS I 
. - " - " 
FOR DATA/INFORMATION REQUESTS I 
108 
:<{ 10 
If YEAR 1-1 I ..... ; 
t-
:<{ 
(f) 
- ~ - .. ~~O zu: 106 ......... .. Z OUJ 
. ":-::::::: :~:~~}:>:::::.:-: . . :::5: 
rj LLI ~ WEEK . 
.. 
i 
2<{ 
D I-r I<CIOA y . 
:rl 0;3 I 
..... 
"'" 
z 104 ~O 
OW ~HOUR o:r (j) 
<( :LU 
z ::) 
CL 'd 
:Jw 
1 0
2 I~MINUTE ' ; t- :CL \( .. :::::: .. : : ...... : : ... ~ :t:' . "::::::::::::::::::::::::::::::::::::::.:. '0 
.... ... ........ ... ... '0 
CD 
::J 
P. 
.... . 
X 
tr:I 
E 
I 
1 I~ SEC 0 NO · I """ I I ..... . (Xl 
1960 , 1970 1980 11990 : 2000 
- - - - - - - - - - - -
Networks and Communications Appendix E - 49 
using holographic techiques, sophisticated memory architecture and computer 
interfaces, and high-quality optical memory components. Further research 
should focus upon key relationships bounding the technology choices for large, 
archival, digital storage devices, and clarify the motivations for selecting 
the optical technology ultimately for a petabit-exabit (10 15_10 18 bits) level 
storage system such as the BYTERON concept (Heard, 1979). 
Future NASA data/information accessibility bandwidth needs are then 
determined by the speed with which a project manager or scientist requl.res 
data to be accessible to him (see Figure E-14), If present turnaround times 
of days or weeks are sufficient, then the required capacity is only about 10 
Gb/sec by the turn of the century. If, however, the data are to be available 
within hours or minutes of a request, the necessary peak bandwidth rises into 
the 0.1-10 Tb/sec range (see Figure E-15). 
Second, one might consider the bandwidth problem from the standpoint of 
communications technology available by the year 2000 A.D •• The Air Force 
Space Laser Comm'Jnications achieved 1 Gb/sec in prototype testi ng, and the 
system has an inherent growth capacity of 8-10 Gb (Ross et al., 1978). The 
possibility of digital transmission at Gb/sec rates using fiber optical links 
has stl.mulated the development of gigabit electronic circuits necessary for 
transmitters and receivers. Gigabit/sec shift registers, modulator s and 
multiplexers, a synchronous transcievers, photomultipliers, and holographic 
digital recorders all have been developed and tested on an experi.mental basis 
(Hance et al., 1971; Andrew and Johnson, 1973; Gardanier and Ryan , 1973; 
Bardos et a1., 1976; Heinen et a1., 1976; Mause et a1., 1976; Teague and 
Allen, 1977; Brandt et al., 1978; Green, 1978). One representative of a major 
aerospace corporation suggested during a personal interview that within 5-10 
years 180 mb/sec/fiber optical fibers would be commercially available as a 
mature technology, and that 144-fiber cables were reasonable within the same 
time frame -- a commercial 26 Gb/sec capacity by the year 1990. Extrapolating 
an expected 30% per year increase in optical trunk capacity beyond the ten 
year time frame given above, by the end of the century individual 0.5 Tb cable 
systems may be available (Elion and Elion, 1978; Midwinter, 1979; Howes and 
Morgan, 1980). 
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As a third approach, note that the total data-store accumulated by NASA 
since Hs inception amounts to about 10 14 bits (CODMAC, 1981). Only about 1% 
of this tremendous resource has ever been analysed, and a far smaller fraction 
is readily accessible either to NASA personnel or to potential users from 
without. Over the years NASA has permitted intellectual control of this 
information slowly to slip from its grasp. Yet by the year 2000 A.D. it is 
estimated that the Agency will be in possession a staggering 10 15_10 17 bits of 
information. New techniques of processing are needed or else the analysis of 
such vast q'.lanti ties of information is impossj ble and its accumulation becomes 
a pointless endeavor. 
The technical difficulties of data processing in the 1012_10 15 bit/sec 
range are just beginning to be seriously addressed (Grill and Weis, 1975), 
even though such figures are suggestive of the level of capabilities likely to 
be required by the turn of the century to support an informaUon-intensive 
NASA (Whitney, 1976). A userful start in this direction, however, is the 
Massively Parallel Processor (MPP) project within the NEEDS program (Schaefer, 
1980). NPP, scheduled for delivery in 1982, is an image-data processor 
intended to be "capable of accepting 1010_10 12 bits/sec from several data 
channels, perform real-time operations on these bit streams, extract useful 
information, and reduce the bit stream required (for transmission to Earth) by 
at least three orders of magnitude." 
B'.lt will such demand materialize by the year 2000? According to Posner 
(1979) of the Jet Propulsion Laboratory, ground fiber otpics links will 
replace satellites for fixed services such as point-to-point trunking. By the 
start of the third millenium, guided waves will carry the wideband aggregated 
common carrier communications now handled by satellite links. 
Already the Datacomputer (an operational general-purpose database system) 
12 is capable of handling data sets in excess of 10 bits (Eastlake et al., 
1979). Copious inexpensive storage is provided by the incorporation of an 
Ampex Tera-Bit Memory (TBM). The TBN was first installed in 1975 and is a 
video-tape-technology-based system with an average access time of 5 seconds 
(Wildmann, 1975). The immediate p'.lrpose of the project was to support the 
ARPA-NMRO seismic data activity by providing data storage and retrieval 
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services (CCA, 1976), but the system has since been used in other applicat i ons 
as well. 
In this bandwidth-rich environment , NASA can significantly change its 
traditional manner of doing business. For example, a terabaud multi-cable 
trunk system connecting the Agency from coast to coast will give rise to an 
informationally-contiguous yet geographically-disjoint organization. Such a 
trunk provides approximately 50 Mb/sec capacity on a per-employee basis . In 
this environment video conferencing would become the rule rather than the 
exception. Tele-symposia "attended" by hundreds or even tho'lsands of 
employees could take place within the Agency. Project Centers, Headquarter s 
offices, key administrative personnel, and a variety of resource-sharing 
subgroups could be allocated (and independently operate) their own video 
channels within the closed-circuit NASA communication system -- indeed, a mer e 
0.1% of the available terabaud bandwidth is sufficjent to support 1000 
high-resolution (1 Mb/sect) video channels within the Agency. 
At the personal level. the 50 ~Ib/sec allocation would permit local office s 
or even individuals to access up to 500.000 megabytes per day for searching or 
processing. The peak rate might almost never be used. but when necessary i t 
will allow massive, full-text literature searches of entire "technical 
libraries" in hours, a thousand "books" in minutes, and full sets of specifi c 
"journals" in seconds. These three measures appear wi thin q'lotation marks 
because by their current connotations they are misleading. By the year 2000 
A.D .• "books" and "journals" may no longer exist in their present form. having 
merged into large-scale knowledge bases. The "technical libraries" of 
tomorrow may be stored entirely on portable optical disks and could represen t 
an amount of information eq~ivalent to that presently stored in the entire 
Library of Congress. Clearly. massive amounts of computer science and 
technology will be required to retain intellectual control over such vast 
quantities of information. 
There are, of course, many options which permit somewhat lower 
transmission rates. One alternative is to send the software to the data, not 
vice versa. This notion is valuable in many cases, especially in those 
instances where the raw data is stored in a straightforward sequential format 
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and the software is relatively simple. However, in the future it is likely 
that the data returned by NASA applications and exploratory satellites and 
vehicles will already be highly processed and may itself represent information 
of a fairly high order. The software for further processing will also have to 
be exquisitely sophisticated. In these cases it is unclear whether it is more 
cost-effective to transmit data to software or vice versa. 
Other possibly negative factors associated with "traveling software" 
incl ude: 
o Increased chance of error in software execution, 
o More difficult recovery from software failures, 
o Increased "middleman" costs, since software is inherently more fragile 
than data, 
o Increased potential problems associated with the use of less-compatible 
hardware, and 
o Removal of control from the local level with transfer to distant 
"network/database administrators." 
E.4.2 Information Factories 
An exciting new concept in computer science and automation which has 
received much recent attention is the notion of the self-replicating system or 
SRS (Long and Healy, 1980; Freitas, 1981). SRS is, in theory, the last 
physi cal man'Jfacturing system humankind need ever b'Jild. Such a device would 
consist of a sufficient set of machines subsuming all basic manufacturing 
, 
processes so that all higher-order processing machines can be built by the 
"properly instructed" system. Furthermore, SRS is open with respect to 
information, so it can be reprogrammed to produce any new product, or, perhaps 
more interestingly, any new machine capable of performing any new process that 
may be discovered in the f'Jture. This could also include processes which may 
already be known but are not yet being fully lJtilized. 
The counterpart of the SRS in the realm of information processing, as 
distinct from the realm of mass-energy proceSSing, is the Information Factory. 
Such systems w01Jld reside at the nodes of very-wide-bandwidth network trunks 
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and wo';ld permi t ';sers to access any informati on, any software package, 
anycomputer system, or any network which is publically available anywhere in 
the world. An Informat1.on Factory cO'Jld i nteracttvely produce new 
information, or, ultimately, autonomo'Jsly generate that information on the 
user's behalf. The total result is a comprehensive computer information 
consultant, capable of disseminating usef'Jl information and of recursively 
improving its own performance by self-education wi th or wi tho';t direct human 
assistance (see Fig'Jre E-16). 
The preceding description is, of course, the grand view. In the nearer 
term, the Information Factory concept should be applied to more restricted 
domains so that it might be more readily implemented. A major portion of 
NASA's organizational mjssion is the acquisition and processing of vast 
amo';nts of scienti fic, research, and operational data. Most of this is not 
accessible to the majority of Agency personnel, who often are surprised to 
learn that certain information relevant to their specific interests exists at 
another Center. Further, the decentralized NASA organizational structure 
makes coordination and Agency-wide planning virtually impossible without the 
availability of a good system for information dissemination and feedback. At 
present, Agency policies are too often motivated by crisis management 
considerations, which lead to optimization at the local level but 
suboptimization of resources Agency-wide. To regain intellectual control of 
its operations and information channels, NASA should take a leadership role in 
the development of technologies resulting in the ultimate goal of recursive 
information processing. 
When fully implemented, the Information Factory would be interrogated 
ei ther by keyboard or (ul timatel y) by natural language. Users would req'.lest 
information relevant to some problem they are working on. The questions may 
have ambiguous meanings, incomplete referents, or contain data of only 
questionable or partial validity. The goal of the system is, first, to 
discern what is the user actually wants, exactly what leads he can provide to 
assist the search, and precisely how confident he is of each of the data he 
has given to the machine. This accomplished, the system next sets 'Jp a search 
tree structure with alternative paths to intermediate search nodes, graded 
.according to reliability and speed of response, availability, cost, and 
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overall probability of success. The system then implements the search, 
eventually distributing the final results, positive or negative, in any form 
convenient f }r the user. 
Implementation by NASA (or any other ogranization) should proceed 
logically through four phases (see Figure E-17), each successive phase 
requiring somewhat more sophisticated machine intelligence, automation, and 
computer science capabiljties than the previous level. These phases are: 
(1) Responsive Databases, (2) Interactive ~Jestion-Answering, (3) Intelligent 
Problem-Solving, and (4) Recursive Information Manufact1Jring. 
Recursive Information Manufacturing 
Information Factories would be difficult, though hardly impossible, to 
partially implement using present-day computer systems and techniques. Much 
of the decision tree architecture has already been worked out in chess-playing 
computer games and various "intelligent" expert systems developed at SRI 
International and elsewhere (Hayes-Roth et al., 1980; Buchanan, 1981). 
Content extraction programs are now being developed which are capable of 
abstracting printed matter, and a few existing systems already do a credible 
job in limited domains (Schank, 1976; Lebowitz, 1981). Reasonably 
general-purpose text abstractor are just beyond state-of-the-art, and may be 
available within 5-10 years. Fully relational databases should enter 
state-of-the-art within the next 5 years (Salton, 1979), adequate natural 
language capacity perhaps within 5-10 years, and sufficient multilinguistic 
and intertranslational capability within perhaps 15 years. The proposed 
Information Factory capabilities would not be beyond the capacity of an 
information specialist such as a librarian, a consultant, or a competent 
research scientist (parti.cularly in his own field of expertise). Indeed, the 
search process closely mirrors the steps which a h'Jrnan expert might take to 
locate the desired information. Several dozen "expert systems" have been 
implemented in the last 10-15 years which involve one or more specialists in a 
particular field s'Jch as geology, topology, or biochemistry. In each case a 
programmer works with the specialist to identj.fy his actlJal operational 
methodology for problem-solving and at tempts to model it on a comp'Jter. There 
is no reason why the same thing could not be done wjth a specjalist in 
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information science. 
Indeed, some work has recentl y been done to automate more f'Jll y the 
now-expensive process of expert system production. EMYCIN (Van Melle, 1980) 
is one such "software tool" that helps a person design and build a MYCIN-like 
expert system. EMYCIN assumes that production rules are an appropriate 
representation framework for a person's new knowledge base and that a 
backward-chaining, or goal-djrected, interpreter is an appropriate inference 
mechanism. If a new problem can be set up as a problem of gathering evidence 
for and against alternative hypotheses that define subgoals for ultimately 
satisfying the major goal, then EMYCIN is likely to provide some help in 
constructing an initial prototype expert system to solve the problem. Work is 
progressing rapidly in this field (Buchanan, 1981). 
An expert system in informat1.on science would be qualitatively d1.fferent 
from any other kind of expert system, just as tool-making tools are quite 
different from thing-making tools. In this instance, the former has the 
theoretical potential for self -repli cation and growth, and 'Jl timately for 
dynamic self-improvement. On the other hand, the latter is stati.c and can 
never produce any product other than that for which it was origi nally 
programmed. Information Factories could retrjeve all available relevant 
information needed to solve a problem. This, of course, includes information 
about how to solve problems. With access to any other expert system which is 
developed, plus its "universal computational" (Turning machine) capability, 
recursive processing systems should be able to analyse problems and recommend 
solutions as well as any h1Jman specialist who has been properly modeled by a 
computer expert system. Augmentation or ramafication of computational 
capability represents one important class of problems which, 1.f solved with 
respect to a particular Information Factory module, could lead to increased 
performance and the possibi Ii ty of yet f'Jrther augmentation during successive 
recursions of the same process. 
Attempts have already been made to automate the processes of human 
hypothesis-generation and discovery, and although progress has been slow some 
stjdes have been made (Gettys et al., 1979: Haye_-Roth et al., 1980). For 
example, BACON is a product1.on system that discovers empirical laws by 
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incorporating some general heuristics that can lead to discovery in a n'.Jmber 
of domains (Langley, 1981). The main heuristics detect constancies and trends 
in data, and lead to the formulation of hypotheses and a definition of 
theoretical terms. BACON has the ability to carry out and relate multiple 
experiments, collapse hypotheses with identical conditions, ignore differences 
to let similar concepts be treated as equal, and to discover and ignore 
irrelevant variables. The program has demostrated its efficacy by 
rediscovering versions of the ideal gas law, Kepler's thjrd law of planetary 
motion, Ohm'S law, and Galileo's laws for the pendul'.Jm and constant 
acceleration. 
It is clear that an Information Factory will have the potential capability 
for sel f-improvement, ej ther with or without direct human assistance. To give 
an example, it is likely that such a complex system will require a number of 
internal programmatic indicators to continuously monitor levels of 
performance. This might include response times, percent of '.Jser requests 
successfully completed, mean time to completion, and so forth. Now suppose 
that a "demon" program is running continuously in the background, performing 
its computing only in off-peak hours when the system is not being fully 
utilized and spare time is available. The demon looks at the data coming from 
the system monitors, compares them to norms, and recogni.zes any significant 
deviations. Ultimately, the demon could also select various functions which 
were not being performed as efficiently as most others and could use some 
improvement. 
Having identified some problem or set of problems, the demon then queries 
the Factory controller directly, asking it to generate any materials which 
might possibly have a bearing on the solution of the problem(s). In the 
simplest case, these materials would be reported to a human supervisor to 
assist him in upgrading relevant software components. In a more sophisticated 
version, the system might abstract or perform a partial analysiS of the 
materials collected, and then propose major components of a self-upgrade plan 
to the h'..Illlan supervisor, together with the supporting documentation, for his 
approval and implementation. In the most sophisticated version of a 
self-learning system, the proposal for an i.mprovement would be planned and 
executed entirely autonomously without a human jn the loop. 
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Of course, i f additional ha r dware is required the system is powerless 
until some human being pl 'Jgs in that eq 'Ji pment. Nevertheless, Information 
Factories are information se l f - suf fi cient, in the sense t hat they may have 
access to all literature and have direct call-up capabi li ty to other computers 
and to specific people if t he y need to ask questions in an interactive mode. 
The most sophisticated versions should also be able to perform infomation 
abstraction, general problem-solv i ng, and planning without human intervention 
-- in addition to thei.r " intell i gent" information acquisition capabilities. 
Thus they can, in their ful ly i mplemented version, prod uce any information 
which can be acquired or der ived from current human knowledge and which is not 
logicall y, formally, or sociopoli tically impossible to obtain. However, the 
Information Factories wil l require matter-energy inputs such as power, new 
components, maintenan ce, and physi cal repair services. It is interesting that 
recursive information systems are the converse of the recent concept of 
Self-Replicating Systems ( SRS) . The lat t er are expected to be largely 
matter-energy self-suffic i ent and could produce virtually any material output 
which human beings (or t heir artifacts) can describe, but require information 
inputs to deal with novel s i t uations or to be taught how to manufacture new 
kinds of tools or output product types . In other words, Information Factories 
are "general product f ac tor ie s" for information, whereas the SRS is a "general 
product factory" for phys i cal materials. 
Techni ca l and Soci al Barriers to Implementation 
The major technical assumpt ion in t he concept of In f ormation Factories is 
that a variety of expert systems, software packages, networks , and interactive 
databases will come on-line for t he general publ i c in the next decade or two. 
Judging from the recent explos i ve growth of such systems, it seems likely that 
a decade from now ther e may be literally thousands of such systems to choose 
from. This seems all the more reason to automate the select i on and 
interfacing aspects of dealing with these myri.ad informational reso 'Jrces. 
Another major technic al r equi rement for such a s ystem i s an ultra-high 
bandwidth, national network capab i l i ty. Traffic calculati ons pres ented 
earlier have rev ealed the exten t of the problem. Current data channels are 
inadequate to meet such an enormous dema nd. A nationwi de optic al fiber 
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terabaud-capacity network may be the only feasible way to implement a 
full-capaci. ty Information Factory system. 
Social barriers to implementation are likely to prove more difficult than 
the technological hurdles. To take a simple example, owners of specific 
databases or expert systems may choose to restrict access to a small community 
of private users. This will be especially the case if the software in 
question has a properietary or research character. 
Another example involves the human-machine interface and public access to 
particular individuals. It is somewhat naive to expect that all professionals 
will share their expertise, free of charge, at the ring of a telephone. To 
the extent professionals may charge standard fees for their services, this 
objection may be overcome. Many people may resent being telephoned and 
interrogated by an inquisitive software package; others will demand that their 
names be removed from all relevant public directories. At present, for 
instance, most well-known a'Jthors do not make public their phone n'Jmbers or 
addresses. Even though this information is publically available (in Who's Who 
directories, voting registration listings, and the like), it is sufficiently 
diffic'Jl t to obtain to deter all but the most determined seekers. Should 
Information Factory technology become widely available, all these sources 
could be electronically searched, destroying the privacy of many individuals. 
From a broader philosophical perspective, knowledge is power -- and a 
"Phase IV" system is the ultimate knowledge factory. Whoever controls 
recursive information manufacturing technology has the potential for 
comprehending, even manipulating, large, complex socioeconomic or political 
systems for personal gain or for mischievous purposes. 
E.4.3 An Intelligent Earth-Sensing Information System 
In a previous Summer Study report (Long and Healy, 1980; Freitas, 1981), 
the Terrestrial Applications Team recommended the development of an 
Intelligent Earth-Sensing System (I~SIS) consisting of cooperative autonomous 
satellites in low Earth orbit communicating with a ground processing facility. 
This mission was proposed as a parti.al solution to the increasingly critical 
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bandwidth and data storage problem. These technical iss~es aside, remote 
sensing of the Earth is a research area of rapidly growing importance, where 
NASA leads in technological expertise. The following is a brief outline of 
the major concepts described in the above reports, with a focus here on the 
computer science issues involved. 
The heart of the IESIS system is a world model: A compact representation 
of persistent or predictable spatial and temporal characteristics of the 
Earth, its lands, oceans, and atmosphere, together with algorithms for the use 
of the representation. 
The system operates a~tonomously to: 
o Routinely acq'Jire data on board, 
o Process data through comparison with the world model, 
o Transmit abstracted data generally, and more detailed information if an 
anomaly is detected, 
o Update the world model, and 
o Archive information. 
A user can directly address the system interactively using nat~ral 
language to: 
o Req~est specific information, 
o Obtai.n cost esti.mates for requests, 
o Req~est algorithms for on-board processing, 
o Supply new algorthims, and 
o Cancel or modify req~ests. 
The world model consists of two separate components. The first is the 
state component (database) which define s the state of the world to a 
predetermined level of accuracy and completeness. Second is the theory 
component, which consists of a set of interacting expert knowledge systems 
which allow: 
o Abstraction of useful information, 
I 
I 
I 
I 
I 
I 
I 
I 
I 
Networks and ComlTJ'.mications Appendix E - 63 
o Large-scale data reduction, and 
o Learning by experience. 
This Earth-sensing system is more completely described in the references 
cjted earlier, and also in the 1980 Summer Study Team paper (Fay et al., 1981). 
The need for such an intelligent system comes from several points. With 
the world population expected to increase by more than 50% by the year 2000, 
there is an obvious need for prudent terrestrial resource management. Remote 
sensing is a major tool in resource management. Another major factor is cost 
considerations. Presently NASA spends on the order of $700 million per year 
for data handling (OAST, 1978). Without more efficient data handling 
technjques, the cost of obtaining information in a timely manner will grow out 
of proportion to its value. Furthermore, if NASA expects to move toward 
deep-space exploration with intelligent spacecraft, world model development 
and on-board data processi ng are req'Jisi.tes. Sensing the Earth a'Jtonomo1Jsly 
thus also becomes a pilot project for many of these ultimate endeavors. 
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Appendix F. An Executive Guide to the Computer Age 
In scientific prognostication we have a condition 
analogous to a fact of archery -- the farther back you 
are able to draw your longbow, the farther ahead you can 
shoot. 
-- B'Jckminster Fuller (1981) 
The assumption behind this Appendix is that computing technologies have 
the potential to radjcally transform the way we live. Such a transformation 
is not inevitable, nor is jt necessarily good. But the possibility of radical 
transformation has been explored by a variety of modern thinkers, jncluding 
Herbert Simon, Seymour Papert, James Albus, Alvin Toffler, and Buc kmj nster 
F'Jller. The p'Jrpose here is to place this possibility tnto tts proper 
historical perspective and to consider, in a general way, how one plans for it. 
The fl.rst section considers the place of the "Information Age" in history, 
suggesting that it is the fourth major tranformatjon in human cultural 
evolution. The next section develops a five-dimensional metaphor outlining 
certain basjc factors which may be considered in a strategic plan for the use 
of computjng technology. The final section discusses a specific aspect of 
that planning -- the relationship between computing and productivity and 
s'Jggests that the transforming power of computing technology Ij es j n the 
possibility of dramatically increasing productivity as jntelljgent comp'Jting 
becomes routine and reliable. 
F.l The Information Age in History 
Close examination of a number of accounts of cultural evol'Jtion (~lhj te, 
1959; Tatje and Naroll, 1970; Harris, 1977: Boulding, lf078) suggests that 
culture evolves through distinct phases involving global transformations of 
economic, organi zational, and communj cation str'Jct'Jre (see Figure F -1) • The 
first major transition occurred perhaps 50,000 -- 100,000 year s ago and 
converted isolated packs of intelligent apes into bands of hunting-gatherjng 
human beings. These people exjsted by extracting food from the envjronment: 
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they hunted the available wildlife and gathered edible plants. They lived in 
small bands (30 to 50 people) with no firm organizational structure and no 
fi.xed and 'Jndi sp'Jted leaders. The communi cati ve invention which set them 
apart from apes was. of course. speech. We should note. however. that speech 
lang'Jage -- is not merely a way of communicating; it is also an instrument 
of tho'Jght. of mental calculation and reasoning (Vygotsky. 1962; UJria. 1976). 
At the next level we find the ancient high civilizati ons -- Egypt. China. 
the Aztecs. and so forth. Cultivation has now become the principal economic 
mode of humankind; both plants and animals have been domesticated and are 
deli.berately bred and raised for h'.Jman purposes. The s e people no longer rely 
on nature to provide them with food indeed. they cannot. for hunting and 
gathering no longer can support the population densities of these 
civilizations (Harris. 1977). Hereditary hierarchies are the mode of social 
organization; to be a lord one must be the son of a lord; to be a guildsman 
one must be the son of a guildsman. Writing is a new means of communication 
at this stage. and leads to a substantial transformation in modes of thought 
(Luria. 1976; Benzon. 1978). Abstract thought becomes easier and a sense of 
history emerges. 
The transi tion to "ancient ci vi lization" took place approximatel y 5000 
years ago. a phase of cultural evolution which lasted until approximately 500 
years ago. At that time, the rich interchange of European. North African. and 
Asian cultures which had developed during the late Middle Ages catalyzed the 
European Renaissance. yielding what we know as "modern civilization." Here 
the reigning economic mode is transformation. the massive transformation of 
wood, coal. and oil into energy. the mechanized transformation of wide 
varieties of raw materi als into man'Jfact'Jred goods. Transformation is 
accompanied by the bureaucratic hierarchy. which is explicitly divorced from 
the traditional hereditary entrance requirements (Ouchi. 1981). Instead. one 
earns a place in the hierarchy according to one's achieved competence to do 
the job. 
The i nventi on of the pri nting press is the comm'.Jnicati on adv ance generally 
associated with the Renaissance. While this device was essential to 
democratizing the cultural advances of the previous era. it did not have the 
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dr iving cultural transforming force of the invention of ro~tine methods of 
calc'.Jlation. The important historical fig'.Jre here is the Moslem mathematici.an 
al-Khwarismi (Bernal, 1971; Fuller, 1981), an algebraist who consolidated 
As ian advances in mathematics and wrote a systematic text on calculation 
procedures which was translated into Latin about 1200 A.D .. Th ese procedures 
are called "algorithms," a word derived from al-Khwarismi'~· name. With the 
use of algorithms it became possible to calculate accurate astronomical 
tables, to use those tables for navigation, and finally to calculate the 
profi t or 103S from trad ing ventures. These proced'.Jres th'.Js made possible 
both modern science and modern accounting. 
From calculation we move to computation and the modern "Information Age. " 
The basic abstract foundations of computati.on were laid be Alan T'.Jring 
immediately before World War II and by John von Ne'.Jmann immediately afterward 
(Singh, 1966). By 1940 the percentage of informati.on workers in the U. S. 
labor force eq'.Jaled the percentage of industrial workers (almost 40% each), 
and in 1980 employment in the information sector was almost dO'.Jble that in the 
industrjal sector (Oettinger, 1980). We are thus in an era when the 
production and control of information is the major focus of economic activity. 
Correlative to this we have the rise of decentralized administrative 
mechanisms such as the matrix (Toffler, 1980). Such organizations no longer 
have a single organizational hierarchy. Instead, they consist of multiple 
hierarchies which coordinate a struct'.Jre of work gro'Jps that shi fts wi th the 
changi ng tactical demands and need s of the organization. The increasing '.Jse 
of comp'.Jters in management and comm'.Jnication functi.ons (e .g., decision s'Jpport 
systems, electronic mail and telconferencing) is likely to facilitate and 
accelerate this development by providing the flexible information control 
needed to manage shifting organizational structures. 
With this evolutionary sequence in mind it is possible to contemplate the 
next logical event in the series of major h'.Jman cult'.Jral developments. The 
Information Age may well also be the computer age, but the computer age is, at 
best, only partially unfolded. We know how to design hardware, but software 
is still a major problem (Rogers, 1980). The advances of T'.Jring and von 
Ne'.Jmann gave '.JS the functtonal req'.Jirements a device must meet if j t is to be 
a computer. b'.Jt this has been of Ii ttle help in the task of maki ng so ftware 
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production routine and reliable. It is quite possible that this job will 
req1.Jire basic advances which stand in relation to computing as computing is to 
calculation, calculation to writing, and writing to speech. Such levels of 
advancement are the objects of intense, but as yet unsuccessful, pursuit by 
the artificial intelligence community. 
Next consider the timing of these major advances in cultural evolution. 
While the numbers in Figure F-l may be accurate only to an order of magnitude, 
the series of major cultural events appears clearly to be converging -- 50,000 
years ago, 5000 years ago, 500 years ago, 50 years ago. This suggests that we 
may be nearing the beginning of yet a fifth phase in cultural evolution, one 
which might well be catalyzed by fundamental advances in software production 
(Hays and Benzon, 1981). This speculation is reinforced by a recent article 
in which Cesare Marchetti (1980) examines the cycles of invention and 
innovation over the last 300 years and foresees the beginnings of a new cycle 
which will create perhaps 100 new industries before the turn of the century. 
Many of these wjll be linked to information management, whether in genetic 
structures or computers. The changes ahead may well outstrip the magnitude of 
changes past. And the computer will be at the center of it all. 
F.2 Planning for Computing 
Organizational structure regulates the transfer of information and 
knowledge among people. At the lower end of an organization, people and 
machines act upon physical materials to produce goods and services. At the 
middle and upper levels of an organization, people regulate, transform, and 
communi.cate i.nformation throughout the organization. That is also what 
computers do -- reg1.Jlate, transform, and communjcate information. When the 
information is non-numerical, even state-of-the-art computers vastly inferior 
to h'.Jmans, although they still play the same kind of role in an organi zati.on 
that people do. From this it follows that a coherent plan for introd'.Jcing and 
upgrading computing technology in an organization must incorporate a model of 
the organization. Of course, this is only one component among several needed 
to think coherently about planning for computing. 
It is convenient to organize these components into a five-dimensional 
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metaphorical space. The space is "metaphorical" beca'.Jse it is not here 
developed fully enough to be a proper formal model. In the present context it 
is intended onl y to permit the clear assessment of crudal relationships. One 
I I 
I 
I 
might well wish to use this metaphor in the preliminary design stage of a I 
decision support system for comp'.Jter planning , but that '.Jsage is beyond the 
scope of this Appendix. 
Since it is difficult to imagine a five-dimensional space, it is 
convenient to '.Jnpack the metaphor into a three-dimensional component which can 
be embedded in a two-dimensional component. The three-dimensional component 
(Figure F-2) has axes for: (1) Productivity (of persons using a given set of 
computing tools); (2) Complexity of the computational domain, and (3) 
Functional type of computation. "Functional type" maps computing technologies 
into organizational structure. For a typical organization this might include 
marketing, manufacturing, financial, and research divisions -- in addition to 
overall management. The information req'Jirements of these divisions are 
likely to be quite different and hence the technologies appropriate to each 
will differ as well. 
The complexity axis represents complexity of the information processing 
required in a given function. "Complexity" ranges from routine functions, 
s'.Jch as word processing, simple accounting, and large but logi cally simple 
calculations, through more clever functions such as decision support systems , 
image segmentation and classification, relational databases, to intelligent 
functions such as natural language question answering, machine translation, 
and a'.Jtomatic programmi.ng systems. r~ost of the comp'.Jting technology in 
commerci al use for the last 25 years has performed largely routj ne f'.Jnctions. 
The last few years have seen the introduction of clever computing into the 
commercial market and this will certainly increase durl.ng the present decade. 
Intelligent computing has seen much progress in the laboratory, but it is not 
yet sufficiently reliable and flexible to have any significant impact in the 
marketplace. Intelligent comp'.Jti ng is, however, the leadi ng edge of computer 
technology and is the area where new capabilities will be developed. 
The final axis, prod 1Jctivity, represents the effectiveness of a given 
level of computational complexity in a particular functional role. How much 
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will word processing increase the prod~ctivjty of a secretary? Will increased 
secretarial productivity be translated into a productivity increase for the 
bosses of secretaries? How much will a researcher's productivity be increased 
with a computer system for real-time monitoring of experiments? Will a 
decision support system result in increased management effectiveness? The 
general question being addressed here is how a given amount of money can be 
invested in computing technology to provide the greatest overall productivit y 
increase. The answer to this question will require a fairly sophisticated 
model of the organization. The user will have to explore what types of 
computing technology can be bought for a certain amount of money , and the 
various ways each technology may be used within th~ organization . One 
organization might secure the greatest total benefit by investing in word 
processing equipment, another from a decision support system, while a third 
would do best with industrial robots . 
It is not eno1Jgh, however, to relate functtonal type and computational 
complexity to productivity. Organizations , exist in time and they have goals . 
Computing te6hnology is constantly changing. Planning for new goals and new 
methodologies casts the organization int6 the future. Hence , the three 
dimensions of function, complexity, and productivity must be embedded in a 
plane which encompasses both goals and time (Figure F-3). The temporal axis 
is needed to t rack, through time, the movement and mutual relations of both 
the organization and computing technology over time. Knowledge of the past 
can be used to project the future -- but if, as suggested in the previous 
section, mankind is about to enter a major new phase of cultural evolution, 
the future may not be sufficiently like the past to support very accurate 
prOjections. 
The essential point is that computing technology is changing so rapidly 
that one must make that change a fundamental part of one's attitude toward the 
technology. In any given decision concerning the immediate acquisition of 
computjng technology some consideration must always be given to the quest jon 
of what will be replacing that technology in five, seven, or, at most, ten 
years' time. A given piece of equipment is likely to be olJtdated in five 
years and acc urate projection of specific computing technologies is probably 
impossible beyond the ten-year frame. Where is the organization likely to be 
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i n five or ten years, what computing capacity will it need then, and whjch 
cur r ent acqutsttion will allow the most graceful transttion to the projected 
need? 
All s '.lc h projections involve potentiality. Something wi th "0" 
potentiali ty is actual, tn exi stence here and now. A pi.ece of equi. pment to be 
phased out cease s to be "actual" -- it is assigned a negative value on the 
potentiality axis. Equipment on order which has not yet arrived remains a 
po t ential resource until it is received. Hardware merely identifted as 
des irable i s even further from actuality, even more "potential." Finally, it 
i s possible to imagine computational systems which nobody yet knows how to 
des i gn, much less build or operate -- these are even further from actualit y . 
He nc e the potentiality axjs in Figure F-3 represents the difference between 
wha t is real and available and what is desired, imagined, or wished for. This 
dimension applies to general organizational goals as well as to computing 
technology (e.g., where should the organization be in five, ten, or twenty 
years?) • 
Any pur poseful organization -- of cells, organs, or people -- formulates 
its goals at middle or high levels of potentiality and then operates over time 
t o ac t llaIize that potential. At a given moment the organization j s j n a 
certai n state. An essential part of that state is a plan incorporating the 
po t ential fut ure of the organization. In fact, several potential futures 
are Ii kel y, both for the organi zation and for CO:nP'ltj ng technology. The 
organization acts on one of them, and part of that action is to compare what 
is actually happening with what had been projected to happen. The difference 
be tween actual and projected can then be used to revise the plan. 
Perhaps the most crucial projection concerns the relationship between 
productivity and the level of problem complexity which is manageable 
comp'ltationally. That is the relationship which holds the clue to the nature 
of the next pha se i n c'.llt'.lra l evolution. The final section of this Append i x 
i s a statement of potentiality which appears most likely today. 
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F.3 Comp~ting and Productivity 
Consider the three curves depicted in Figure F -4. The first r epresents 
the relationship between problem complexity and productjvity as jt was in 
1975 . Significant productivity gains were confined to routine comp~ting 
n'Jmeri cal processing, s i mple databases, industri al robots. The programs 
performing these f'Jnct ions might well have been sophisticated and complicated 
for their time, b ~t the functions they performed were simple and routine. 
By 1985 clever technology may well be the dominant force, providing t he 
largest productivity gains. Sophisticated decision support systems are 
beginning to hav e a signi ficant impact already (Geoffrion and Powers, 1981), 
and program generators -- programming tools allowing relativel y naive users to 
produce complicated applications programs -- will provide maj or assistance in 
the fut'Jre production of software (Gordon, 1981). 
The really significant shift, however, will not come unt i l exceedingly 
complex problem domains fall wi thin reach of reliable comp'Jt i ng systems. 
These will be so sophisticated that they might just be, in some non-trivial 
sense, intelligent. Whether this will happen in 1995 -- as i n the 
illustration -- or before, or after, is an open question. B~t unless there 
are heretofor undiscovered inherent limits to h'Jrnan intelligence, there is no 
reason to believe that someday s~ch machines will not exist. When that day 
arrives, man y of the computational wonders which are today t he subject of 
science fiction may become reality. 
Almost all computer programming might then be done by other comp'Jters. 
Most manufact~ri ng will be almost totally automated and most manufactured 
goods will be custom-made for the purchaser. Much education will be achieved 
with the aid of sophisticated comp'Jting systems, making high-quality learning 
a continuous and p: easant part of life (Papert, 1980). Almost all mental and 
physical drudge work may be eliminated and the remaining jobs, with the aid of 
these computer tools, will become humane. And the people who work wi 11 gain 
tremendous prod~ctivity. 
This f~ture, of course, is hardly inevitable. Even if the technology 
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makes it possible, mankind may not desire it. What does seem inevitable is 
that someday someone will have to deal with these questions, not in 
potentiality, but in actuality. 
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Appendix G. The Automated Work Environment: Opportunities for NASA 
The office of the 1970's was not much different from that of the 1960's. 
Desks, chairs, typewriters. filing cabinets, telephones and an occasional 
duplicating machine were typical furnishings. Telephones now have more 
buttons allowing more options. Filing cabinets now include microfiche or 
microfilm capability. The typewriters are electrical and have some buil t-in 
memory. 81Jt as we enter the 1980's great and radical changes are taking place. 
The typewriter is developing into a word/report processing system wlth 
extensions to electronic mail capability. The complJter system which provides 
these functions can also maintain office files and provide access to decision 
support and management information syste~s. The telephone has gained 
teleconferencing capability. with the ultimate potential of extension to video 
capaci ty. Local area networks will conne::!t offi.ces at vario'Js locations. 
This Appendix will discuss these developm(nts and what their impact is likely 
to be on the NASA office. 
G.l The Automated Office 
There are four essential components of the office of the future: A 
handset/headset for verbal communication, a {eyboard. a video-display unit, 
and a commun ications network for each of the prev ious 'In its. The physical 
configuration of these units and how they a l "e used dl.ffers according to the 
type of the office being considered, but they are the basic elements. 
The handset/headset provi.des normal telepho,", e communication. This might 
be a direct telephone conversation as we know it today. Or there is 
teleconferencing, which reduces the need for trav ~ l to. conduct face-to-face 
meetings. A third use is to speak a message which is digitally recorded by 
the intended receiver's unit (if not answered by th~ person called), an 
extension of today' s automatic answering systems. rihe handset/headset also 
allows verbal input to a computer which has the abil ' ~ y to understand spoken 
language. A digital recording of specific telephone ~ 'nversations can be made 
and entered in to office database. Video capability c·)lJld be added at a later 
date, though this is not necessary either for individua~ telephone 
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conversations or for teleconferencing to be successful. 
The keyboard and video display units interact wjth a microcomputer which 
accesses a local area network connected to other offices, data processing 
facilities, storage devices, and gateways to other networks. The user, 
whether a manager, supervisor, engineer, analyst, secretary or clerk, can 
enter written material into the system, edit and revjew it, and then transmit 
and file it without a paper copy ever being generated. This use combines the 
formal aspects of the word/report processor with those of the electronic mail 
capability. A more informal use of "electronic mailboxes" supplements the use 
of telephone conversations, since the reci.pi.ent need not be present to recei.ve 
the message at his uni.t. 
The keyboard and video display also connect users to the decjsion support, 
management i.nformati.on, or general computer system appropri.ate for his 
particular needs. Modern systems allow users to interact wi.th a system either 
to prod 1..lce what they desire or to permi. t "browsing" i.n order to consider 
varjo'..lS options before decidjng. The di.splay unit may hav e graphics 
capability, and vi.sual materi.al can be stored for i.nclus ion wjth text. Hard 
copi.es can be generated if necessary . 
The fjling system may incorporate subject/ke yboard structures but will be 
based on text processing algorithms for organization and retrieval. Not only 
can normal filing system requirements be met, but the system should also allow 
the preparation of historical summari.es for deposi.ti.on i.n the "organi.zati.onal 
database," the organizati.on's memory. 
At the least, the '.m) ts described need only the communication li nes for 
connection to the appropriate networks. Users could work at home with only 
occasi onal visits to the formal office. This may permit the development of 
the electronic cottage i.ndustry concept pop'..llarized by Alvin Toffler and 
mentioned in Chapter 3 in connection wjth the future of NASA. Also, users 
traveling with thei.r termi.nal in an attache case require only a communication 
line to be fully "pl'..lgged into" the offj ce. S'..lch an attache case, the 
handset/headset, display unit and keyboard are th'JS the "a1Jtomated 
workstatjon" (see Figure G-1). 
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G.2 Using the Automated Work Environment 
Although progress is being made , the systems described above are not 
presently available commercially. Further, once they are developed their 
jntroductjon and use will be gradual. NASA must be prepared for the changes 
which these systems will bring, and prepared to integrate components into a 
coordjnated system. 
Today the indjvidual Centers are progressing without coordjnation in 
developing word processing systems, electronic mail capability, and automated 
workstations. This Summer Study provided the first opportunity for many of 
the Centers and Headquarters to find out what the others are doing. It 
appears necessary for NASA Headquarters to provide some policy to ensure a 
coordinated growth of the automated workplace throughout the Agency. With a 
well-developed policy, NASA could be characterjzed as one of the more 
progressive government agencies in the use of computer technology. 
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Appendix H. NASA and Scientific Supercomputers 
The need to solve various critical scientific and engineering problems 
during World War II led to the development of the "computer," which today has 
emerged as the single most important tool of science. As the capacities of 
computing systems have grown and unl.t costs have dropped, scientific users 
have attacked more and more ambitious projects. The computer can be used to 
model physical processes, control experl.ments, and automatically collect, 
analyze, and archive experimental data. For each of these 'Jses there is a 
huge varjation of scale, ranging from applications by individual researchers 
carried out on a desktop microcomputer to applications requiring teams of 
researchers executing immense codes on specially-built supercomputers. This 
Appendix focuses on these large-scale scientific computing requirements. 
The commercial possibilities of the computer were recognized very early, 
and IBM with its general-purpose systems came to dominate the field. Most 
scientific problems can be readily performed on the general-purpose computer, 
but this is inadequate for scientific problems with extreme requirements. 
These extreme requirements may be a result of the need for extensive 
calculations in a modeling problem, for large data loads from the newest 
digital sensor technology (e.g., synthetic aperture radars, multispectral 
arrays), or for control of exceptionally complex systems such as a Shuttle 
launch. 
NASA's scientific missions have gjven the computer considerably more 
importance within the Agency than could possibly have been anticipated in 1958 
when NASA was created. Both aeronautical applications and space missions 
require extremely large-scale computations. Because of this the Agency has 
taken an active role in the development and operation of large-scale 
scientific computers, including the ILLIAC-IV (a pioneering array processor) 
and the five Sh'Jt tle computers wi th their voting schemes to assure 
reliability. Both projects involved innovative computlr architectures, at the 
time of their conception. 
There are several scientific and engineering problems within the Agency 
which demand computing capabilj t1 es of exceptional magni t'Jde. Sol'Jtion of 
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problems derived from the dynamics of large mechanical systems provides the 
bulk of large-scale scientific computation. In this context, a physica l 
system may be viewed as a collection of huge numbers of "particles" with 
motions and characteristics too numero'..lS to follow indi vid'..lally. Constructing 
a mathematical model of the system requires making one of two possible 
assumptions: Either the particles are considered to form a continuous fluid, 
or else a relatively small number of particles are tracked. Choice of either 
the fluid dynamic or the finite element method dictates which algori t hms are 
used to implement the sol'.Jtion on a comp'.Jter. The complexity of the reslJl ting 
programs is also affected by the capacities of available computers, the amount 
of comp'..ltational time allowed, and the required acc'..lracy . 
There are four principal advantages of using computer models in 
conjunc tion with actual experiments: Lowered costs, decreased turnaround 
time, reduced risk, and greater versatility. Nevertheless, use of computer 
simulations does not replace experimentati_on and theoretical analyses; rather, 
it interacts with both, leading to deeper insights by scientists. 
A typical NASA application in fluid dynamics might be modeling the airflow 
around a body '..Ising the Navier-Stokes equations. This creates, in effect, a 
"mathematical wind tunnel." The ftni te element approach 1.s used for t-lonte 
Carlo model1.ng of molecular motion and interaction in computational chemistry, 
and to describe individual segments of large structures to assist in 
strlJctural design. Both methods influence comp'Jter desi gn. 
Specialized computers are also being developed to handle the unprecedented 
data streams that occur in some image processing applicattons. New 
generations of sensors -- synthesic aperture radars, multi-spectral arrays, 
and so on -- produce an extraordinarily high data rate which must be 
ex tensi vely maniplJlated to produce useful images and information. 
The computer as developed in the late 1940's is characterized by its 
sequential operation. A single stream of instructions operates on a single 
dat'Jm (SISD), with, in most cases, program and data sharing the same memory. 
John von Neumann is credited with this early design -- indeed, the sequential 
architecture is named after him. This design approach has served as the 
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basis for almost all computers built. These machines are capable of doing all 
kinds of computing, provided that the processing can be done fast enough and 
cheaply enough. They are very well-suited to an era when hardware costs were 
high and reliability low, since they minimize complexity and hence the cost of 
the processing unit. 
In the last 35 years the computer has changed from an l.Jnreliable, 
room-filling $3 million behemoth to a #30,000 desk-sized tool -- without 
sacrificing processing capability -- while at the same time, mainframe 
performance has risen exponentially. This revolution was aptly summarized by 
a recent ad tn Computerworld magazine, whtch noted that if the automobjle 
industry had achieved similar economies over the past 30 years a Rolls-Royce 
wO'.Jld today sell for $2.50 and get 2,000,000 mUes per gallon. 
The main reason for the exponenttal improvement in performance is the 
development of faster and more reliable electronic devices. The relays of the 
1940' s led to the vac'.JUm tubes of the 1950' s, to transistors in the 1960' s, 
and since then increasingly dense integrated circuits for both memory and 
logic circuits have been developed. Of course there are limits to the speed 
of silicon technology, and its successor has not yet emerged. The table in 
Figure H-1 relates critical parameters for typical commercial integrated 
circuit designs with the expected fundamental physical limitations. 
Figure H-1. Commercial Integrated Circuits and Physical Limits 
(Carver and Mead, 1980) 
Factor 
Feat ure Si ze 
Junction Delay 
Swi tching Energy 
Clock Period 
Achieved by 1978 
6 microns 
0.3 nanoseconds 
10-12 joules 
30 nanoseconds 
Anticipated Physical Limit 
0.3 micron 
0.02 nanoseconds 
10-16 jO'.Jles 
1-4 nanoseconds 
The maturation of VLSI technology will reduce line width to about 1 micron 
and consequently allow faster operations, but the physical limits of silicon 
technology suggest that the next wave of improvement in computer capability 
will come from advances in computer arct i tecture rather than electronics. 
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Architectural Options 
Parallel operation is the most important current alternative to the von 
Ne um ann computer architecture. A computer doing ten operations simultaneous l y 
is , in a crude sense, operating ten times as fast as sequential machines sui ng 
dev ices wi th the same switching speed. 
The archi tectural revolution is already in progress. Starting with I BM' s 
360- 9 and CDC's 660 0 some parallel1.sm has already been used in commercial SISD 
machi nes. Early i mplementations included development of separate I/O 
(i npu t/out put ) and memory management processors, and some overlapping of 
instr uc ti on execut i on. However, there are a O'..llnber of different approache s 
that i nvolve parallel processing. 
Pipeljnes 
Execut i on of a s ingle program instruction requires a series of machine 
operat i ons . By i ncreasing the complexity of the processor, internal steps can 
be separated and di fferent parts of instruction lineages can run concurrently 
on s l.lccess i ve data elements. This strategy j s particularl y effective in 
deal i ng wj t h vector operands when the same series of operations must be 
performed on ever y entry i n the vector. Both the Cray-I and Cyber 205 ma ke 
use of several pi pel i nes, with separate provisions for vector and scalar data. 
SIMD 
A single instruct i on stream can control several processing elements wh ich 
perform t he same operations on multiple ~ streams. This strategy provides 
an al ternative approach to processing vectors, but it seems partic ularly 
well- s l.li ted for some image processing appl ications. The ILLIAC-IV, which is 
just now be i ng ret i red from service at NASA-Ames Research Center, was a 
forerunner of a fa mily of machi nes using this parallel approach. With an y of 
the multi - data-path approaches, the manner of i nterconnecting jndividual 
processors and di vi di ng the t asks among them becomes cr i tical. 
Mul ti-Comp'Jters 
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The mul ti-comp'lter is a tightl y linked network of independent computers 
each wi th its own memory. Each computer has its own part of the task to run, 
and comm'lnicates with other routi nes through the network. This is the most 
flexible approach since (depending on the program) the operation of the 
processing elements can be synchronized or allowed any level of independence. 
Pres'.II1Jably a mUlti-computer with 256 processors would be capable of somewhere 
near 256 times the processing speed of a single machine -- if it could be 
programmed efficiently. Problems that must be solved include the kind of 
network l.nterconnection which will be most useful, and how to divide 
algorithms into independent segments for implementation. 
There are other attractive features of this approach. It may be a way of 
exploiting the cheap, high-powered microcomputers developed using LSI 
technology, and some algorithms naturally lend themselves to being programmed 
in a highly modular manner. By implementing these types of multi-computers, 
some of the programming nightmare of task d1.vision can be avoided. 
There is no doubt that machines can be built based on such novel 
arc hi tectures, and there is a flood of "paper comp'lters" (proposed designs) 
emerging from university and industrial research groups. The use of (V)LSI 
technology can minimize the danger of unreliability due to increased 
complexity of the processor. However, there do exist significant difficulties. 
The most serious hurdle to be overcome is that code developed for SISD 
machines will not maximize the potential of parallel architecture. Hence it 
is very likely that the algorithms themselves must be specially tailored to 
make best use of the architecture. The experience of users of C'lrrent 
advanced scientific computers is that compilers do not effiCiently use the 
machines. Existing programs are fine-tuned by hand, thus adding considerable 
time and expense to the development process. 
To these difficul ti es m'lst be added the problems involved with development 
of a new system. Bringing a new computer into production and commercially 
introducing it can involve as m1.Jch as $100 million. The eVolution of a new 
architecture can take 10-15 years. The commercial market for large scientific 
processors is very limited and the easily fore s een software difficulties also 
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a r G ~ e ag a i ns t development of new products . It js very easy for a manufacturer 
to decline to inv est in such a high-ri~. k enter prise. Both B'.l rro'Jghs and Texas 
Instr'.lment s devel oped large-scale sci enti fj c comp'.lters wi th novel 
arch itectures (HSP and ASC). In the first case , t he mac hine wa s wit hd rawn 
without any de li veries ; in the se cond case , several machines we re del ivered 
and th en TI withdrew from the marketplace . 
NAS 
NA S is a compute r designed to solve the Navier-Stokes equations using more 
than a million points in a three-dimensional grid. Use of this system of 
differen tial equations to describe fluid flows assumes that the particles of 
the ph ysi cal syst em fr om a conti n'.lO'JS medi 'Jrn. The algori thms to solve the 
system on a computer actually deal with different equations and involve many 
floa ting po int calcula tion s on long vectors. 
Burroughs and CDC ha ve performed design work for the array processor 
needed by the s ystem. Burroughs' design calls for an array of processors , 
wi th al l possi ble i nteconnections allov;ed tt lrough the 'Jse of an electronic 
cross bar switching network. The CDC approach is a multiple vector pipeline . 
Working with l ong vec t ors , e ither design would perform about a billion 
floati ng point o perat ions per second. Thi sis two orders of magnit'.lde faster 
than the mach in es currently runn ing simulation programs . NAS would be 
incor pora t ed into a s yst em with a large scientific mainframe (which wO'.lld 
control it s ope r a tion ) and suffici e nt memory to store data about several 
var iables a t each of the grid points . 
FEt1 
The ass'Jmpti on that a physi cal system consi sts of a fini te n'Jrnber of 
particles naturally suggests a mUlti-computer arc hitecture, with each small 
process or em'.l la ti ng a sma ll segment of the overall str'.lct'.lre. The Finite 
Element Machin e (FEM), presently un der construction for NAvA -Lang ley, use s 
this appr oach to simUlate aircraft structures . It will consist of a 6 X 6 
array of TMS 9900 microprocessors each of which is connected to eight 
neighbor s . Da ta on the forces acting on the segment will be routed along t he 
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eight data paths to the processors standing in for the nearby pieces of the 
~lPP 
The Massively Parallel Processor (MPP) is an array processor based on the 
ILLIAC-IV, which could be included in an image processing system. The newest 
and most sensitive spaceborne sensors, such as the ThEmatic Mapper (TM) and 
Synthetic Aperture Radar, collect digital information \~ich is transmitted 
through a digital communication network and then requir~ s extensive digital 
processi ng to put it tnto 'Jsable form. Scenes from the ThemaU c ~lapper, a 
satellite sensor system which collects data at seven freq~encies in the 
visible and infrared spectrums will require about fifty op~rations per pixel 
to provi de geometric correction. Total O'ltP'Jt of the Tt-l ca .1 be as high as 
10 13 bits per day. The current technology allows processing only about 10 
scenes per day -- TM can generate data for 400. Synthetic Aper ture Radar will 
provide output requtring extensive ma~ipulation to recover an jmage, on the 
order of 104 operatins per pixel. Again, this is beyond currelt capabilities. 
The MPP design is for a billion operation-per-second array ~rocessor 
tailored to the image processing problem. This is accompltshed )v a 128 x 128 
array of one-bit processors operating at a 10 Mhz rate, controllec by a single 
instruction stream (SIMD), each with one thousand bits of memory. This is 
coupled wtth special staging buffers and extreme ly high-bandwidth b\ ses to 
move data in and out of the array. 
Z-I'IOB 
Extensive unmanned exploration of space and the planets (with unfor~see ~ 
hazards) and communication delays requires computers that can make loc~l 
decisions in real time. Schemes which offer hope of leading to this kinl of 
capability consist of a large number of co-routines that must interact 
extensively. The large amount of coordination makes execution of these 
programs on a SISD comp'Jter q'li te slow. IJtlt in a m'll i t-comp'lter', each rO'l':. i ne 
occupies its own computer and data is transferred between ro utines by sending 
messages between processors, while processing is conducted concurr ently. 
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Z-MOB uses thj s phj.losophy, connecting 256 Z-80 ml.crocomputers to a ring 
network that allows data to pass between any pair of computers in one machine 
cycle. The programming dtfficul ties of keeping the whole "mob" p'Jlling 
together are formidable, but the possibility of getting a highly capable 
computer for under $200,000 is very attractive. 
H.3 Conclusions 
Large-scale scientific computing is an area of great importance to NASA, 
but it is unlikely that the Agency's needs will be satisfied by an industry 
which is devoting most of its development work to the more l'JcraUve 
commerc ial markets. This requires a contin'Jing effort by NASJl (i n conjunction 
wi th the scienti fic comm'Jni ty) to develop the kinds of processors needed and 
t o make available the software tools needed to uttlize them efficiently. 
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Appendix I. Computer-Aided Design. Manufacturing. and Testing 
A CAD (Computer-Aided Design) system is an integrated hardware and 
software computer system established for the purpose of facilitating 
engineering design. Extensive use of interactive computer graphics is central 
to CAD systems, and high technology CAD systems represent the fastest growing 
market in computer graphics. 
Design and engineering are at the heart of NASA's various activities, so 
CAD and graphics systems are being implemented within the Agency, albeit on a 
piecemeal, Center-by-Center basis. There are at least 33 CAD/graphics 
projects in the various Centers, ranging from the user of turnkey systems 
(purchased as a package from vendors) to specialized, custom systems. all the 
way to the development of integrated CAD systems. 
This Appendix discusses the general capabilities and benefits of CAD; the 
terms CAD, CAM, CAT, and CAR; and the users of CAD in NASA. It also examines 
current and future areas of development including mechani.cal design, VLSI 
design, and database management and integrated design. Finally, a set of 
recommendations for NASA to act on now is gi.ven. 
1.1 CAD Capabilities and Benefits 
CAD systems range in capability from graphics systems to integrated 
systems incorporating basic graphi.cs, drafting, analysis, testing, management 
of design databases, manufacturing, and operatjons (as represented in Figure 
1-1). The design database is the link between stages of the design process, 
between subsystems wi thin the desi gn, between users, and between man'Jfacturi.ng 
and operations. EXisting CAD systems typically can reduce by a factor of four 
the amO'Jnt of routine, labor-intensive work in drafting. Factors from 2-20 
have been cited in the literature for vario'Js drafting tasks. For example, in 
NASA's LASS (Large Advanced Space Systems) program one person can perform a 
conceptual design and analysi.s in one day, so alternative conceptual designs 
can be generated in a ti rr ~ ly manner (Garrett, 1981). Such product] vi ty 
increases are essential in a time of shortage of engineers. More 
sophisticated existing systems could greatly increase capabili.ti.es, as for 
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instance by creating three-dimensional drawings, rotations, and dynamic 
, 
representations of motion. 
Special-purpose packages also greatly aid the interpretation of data from 
large-scale empirical and theoretical models, such as wind tunnel test results 
and molec'.Jlar bonding models. Integrated CAD systems '.Jnder development by 
NASA and industry would further reduce routine tasks and d'.Jplication of 
efforts (such as the time-consuming transfer of data between programs and 
systems), would allow checking by analysis and testing of the design, and 
wO'.Jld allow ti mel y design of projects which would otherwise be too large and 
complex to coordinate, manage, and operate. Such projects include structures 
of unusual size which must operate very reliably in space, including 
autonomous spacecraft, space manufacturing facilities, and controllable, 
lightweight, large-scale structures to be assembled in space and then 
controlled from the ground. Such structures include microwave antennas, solar 
energy collectors, and telescopes. (See NASA's Forecast of Space Technology.) 
The only way to analyze and test a space structure on Earth is if it were in 
space is through accurate modeling. In the past, models have often been 
expensive and time-cons'.Jming physical mock-'.Jps; in the future, computer-aided 
design and computer-based models can be used instead. Thus, SUbstantial cost 
savings can be realized from automation (see Figure 1-2). 
1.2 CAM/CAT/CAR and Graphics 
We use "CAD" here as the generic term for a variety of graphics-based 
system engineering tools, including the following: 
o CAM (Comp'.lter-Ai ded Man'.lfact'.lring) '.lsuall y refers to the use of computer 
programs in drawing '.lp the specifications for NC (n'.lmerically-
controlled) machine tool processing (e.g., setting up the NC 
instructions on a mylar tape to run the automatic machine tools). The 
design and manufacturing process could be set up so that the output of 
CAD becomes the inp'.lt to CAM, but the two processes are not now always 
directly linked together. More advanced CAM includes the use of robots 
and other forms of automated manufacturing, and such CAD procedures need 
to be developed for NASA. For example, a teleoperated mechanical arm is 
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integral to manufacturing items jn the Space Shuttle bay. Because of 
stress and bending of the structure, sensors must be devised to locate 
objects when relative positions can shift slightly. Advanced CAM 
systems also are central to space manufacturing and self-replicating 
systems (Long and Healy, 1980; Freitas, 1981). 
o CAT (Computer-Aided Testing) refers to the automated testing of 
engineering designs. The computer-aided testing may involve large-scale 
computational analysis, such as structural analysis using the NASTRAN 
finite element analysis program developed for NASA. CAT can also refer 
to the use of computer software to determine a test procedure and to run 
those procedures, such as testing of a logic design and circuit. 
o CAR (Computer-Aide~ Research) refers to the use of software tools to aid 
research, including storing and retrieving of data. For instance, 
results from empirical tests or theoretical models might be represented 
visually by the application of appropriate graphical analysis to the 
data. 
o Graphics, in addition to the above, may also be employed in command and 
control and used to visually represent the state of the system and to 
identify deviations from the norm or from some range of prescribed 
limits. Such graphics might be developed for satellite monitoring. 
Real-time image production involves the generation of visual displays 
quickly enough to monitor the current state of a system or to reporduce 
the system's behavior quickly enough t o seem instantaneous from the 
user's viewpoint. Simulation for pilot trainjng is one applicatjon. 
Non-real-time image generation may be used to realistically portray a 
mission, as in Blinn's color graphics film depictjng the flight of the 
Voyager spacecraft. Image processing applications include near-Earth 
orbit satellite images, such as LANDSAT images. 
1.3 Use of CAD and Graphics in NASA 
The users of scientific graphics in NASA are primarily researchers and 
experjmenters, so graphics is not as integral a part of thei.r Hark as for a 
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mechanical engineer using CAD. For them, it is a data analysis tool. For 
both CAD tools and graphics, current users are primarily scientists and 
en gineers who have learned to use these tools as they were found to be useful. 
However, for the systems to be fully utilized training must be available . 
This may involve formal classroom instruction or hands-on experience with very 
user-friendly systems having simple menus and instructions. Terminals must be 
readily accessible at all times. 
CAD/CAM/CAT are being implemented on a piecemeal basis in NASA through the 
in s tallation of minicomputers and turnkey systems (which are modified as 
necessary and as possible), and through the development of c'..lstom systems. 
Currently there is a lack of documentation for NASA's systems and little 
exchange of informati.on wi thin or among Centers on the software developed for 
, 
these systems. There is some transportability of the software developed 
simply because of the widespread use of VAXs, which are well - suited to 
graphics appli.cations. Of course, the problem of piecemeal development is not 
restricted to NASA but troubles American industry and agencies in general. 
~10re compatibility may result from the CORE (Computer-Oriented Reporting) 
guidelines of SIGGRAPH. 
1.4 Hardware and Software Needs 
Graphics has in the past been implemented by necessity on mainframe 
computers beca'..lse these were the only machines with sufficient memory. The 
emphasis now is on free-standing minicomputer systems for graphics, possibly 
li.nked to a mainframe for large-scale computational analysis. There are 
advantages and disadvantages to minicomputers versus mainframes as well as for 
various CAD systems, graphics display devices, input devices, and output 
devices. Hardware costs are dropping and capabilities such a resolution and 
color for graphics terminals are increasing. The mainframe computer is 
computationally more powerful than a "mini ," but as the system becomes 
saturated the response time may become too long. Minicomputers, although less 
powerful, also cost less, have less-stringent environmental restrictions 
during use, can be custom-tailored to CAD problems, and are well-suited to 
graphics applications. Size limitations can be at least partly compensated 
for by longer run times. For recent s'.Jrveys of graphics and t'..lrnkey CAD 
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systems, see Bliss and Hyman (1981), Rosenberg and Fuchs (1981), and French 
(1981). 
CAD systems and CAD-man'Jfactured products that are developed by industry 
are aimed at large-volume markets. In the next few years, it js predicted 
that the CAD systems market will emphasize general applications and b~siness 
applications, whereas NASA needs integrated systems and applications for 
special purposes such as Sh'Jttle testing and large space struct'.lres. The 
industrial design and production of VLSI circuits, which requires CAD/CAM 
tools, is geared to large-volume prod'Jction for economic reasons -- but NASA 
often requires prototype chi ps. The Agency cannot reI y on ind'.lstry to produce 
all of the CAD software tools and products it needs. 
Turnkey systems, in contrast to "custom systems," are available from 
vendors as a ready-made free-standing config'.lration of hardware and software. 
Turnkey systems cost between $20,000 and $800,000, with a "typjcal" system in 
the range $100,000 - $300,000. The current CAD systems market is ajmed at 
those who do not already have CAD systems, since such customers will generally 
experience the largest productivity gains from acquiring a new system. Some 
systems have been purchased by NASA Centers, but turnkey systems do not 
necessarily satisfy the needs of the Agency since many have only limited 
applications and no expansion capability. Accordingly, most CAD projects at 
the Centers involve custom systems for which NASA purchases the hardware and 
develops at least part of the software (see Appendix C). 
The application of CAD is far more a software than a hardware problem, and 
the former is becoming increasingly important in developing high-level systems 
which integrate analysis and testing into CAD. The development of software 
can take several years, but due to the piecemeal development wi thin Centers 
the software may not be transportable between Centers. Efforts should be made 
to generalize software tools and advertise them to potential Agency users. To 
encourage the development of more general tools, some means of directly 
supporting their development must be found. Currently, a manager has little 
incentive ·to spend, say, an extra 10% to make a tool his team has produced 
usable or available to NASA as a whole. 
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1.5 Using CAD: Areas for Development 
Particular areas for developrnent of CAD are j n mechani cal desi.gn, 
electrical design (particularly VLSI design), and database management and 
integrated design. 
Mechanical Design 
The foc~s of CAD in mechanical design is on the geometric representation 
of objects, usually as "wire frame" models . These are three-dimensional line 
drawings with segments correspondi.ng to what wO'lld normally be htdden by 
"front" surfaces either being visible, modified in some way (e.g., dashed ) , or 
hidden. The treatment of hidden lines as other than visible involves a 
signi.ficant amount of storage and analysis as compared to having all the lines 
visible, and thus there is research in progress concerned with developing the 
most efficient means for storage and representation of such wire frames. 
Work is also progressing in industry and 'Jni.versities on representati.ons 
whi.ch can be analyzed as solid objects (i.e., having mass) so that, for 
instance, a sheet metal object is distinguishable in its properties from a 
solid object. With solid body models, mass and moments of inerti.a can be 
estimated and there can be a'ltomatic detection interference between 
components. A few solid-body programs already exist, but these require large 
mainframe computers and are considered still to be in the developmental stage 
(Krause, 1980). 
There is also work proceeding on incorporating the analysis of the design 
into the CAD procedure, as for example doing structural, finite element 
anaylsi.s using NASTRAN (about 320,000 lines of FORTRAN code) or SPAR (about 
30,000 lines) which were developed for NASA. There are also various 
proprietary programs available for CAD/CAM such as AD-2000 and its 
descendants. (AD-2000 Version 0.0 code has been purchased by 1PAD with 
distri.bution rights to IPAD users.) 
Computer-aided manufacturi.ng has generally referred to NC metal-cutting or 
machine tool work. Processor lang'Jages such as APT have been developed. CAr·l, 
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however, is being extended beyond machine tool control to CAM for automated 
factories. The key step is the use of the computer to control more than one 
machine or more than one function (Gettleman, 1979). This will require the 
computer to process the appropriate sensory information and take the proper 
corrective action. Gettleman envisions a hierarchy of computers for such 
automated operations. 
Electronics Design: Design Automation and VLSI 
"Design a'.Jtomation" is the application of CAD to the design of complex 
digital systems. Currently if few chips are needed TTL 
(transistor-to-transistor) logic is used, for that l.nvolves low development 
cost at the expense of moderately high reproduction costs. In contrast, LSI 
and VLSI (large and very-large scale integration) involve high development 
cost b'.Jt low reproduction costs. Thus, the focus of design a'Jtomation for 
VLSI is to decrease the development cost. 
Mathematically, many aspects of VLSI design can be represented as 
no-complete problems (Sahni and Bhatt, 1980; Donath, 1980). Given the 
complexity of the design problem, CAD tools are essential for logic design, 
circ'Ji t design, layo'Jt, and testing, b'Jt the development of advanoed CAD tools 
will require advances in artificial intelligence. Some CAD tools, for 
checking design rules, testing logic rules, simulating the circuit, and other 
tests, are already available (Hon and Sequin, 1980), and the development of 
such tools is currently a major research effort in industry and academia. 
Still, the CAD/CA~l tools actually used by a company to design hardware may be 
tai.lor-made to its architecture b'Jt then be c'Jmbersome for the design process 
of new hardware. It has been estimated that it takes at least three years to 
design the CAD/CAT tools needed in hardware design. 
With current approaches to VLSI design it is estimated to take 1.5-4 years 
from conception to final tested design, with the usual estimates being 1.5-2 
years -- and the design process is costly. For these reasons, industry is 
geared to high-vol'JJlle prod'.Jcts to amorti.ze development costs. Those users who 
do not require high volume are left to design and fabricate on their own or to 
hire out the desi gn and fabrication (or just the fabrication) to a company 
'. 
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speciali zing in the production of c'lstom chips. For desi gn .and fabrication to 
be readily separable functions, however, there needs to be an ind~stry 
standard interface. No such standard now exists. 
One design approach is to forego using a11 of the area of a chip that is 
optimally available and simplify the design process by dividing the problem 
into sma11er pieces by 'lsing the PLA or master slice approach (Robin son, 
1980). With another approach developed by Mead and Conway (1980), ' a st~dent 
wi th no previo'Js experience can perform a VLSI design wi thin a four-month 
school term and have it produced at part of a m~lti-project chip (Conway et 
al., 1980) . 
It i s important to involve not just the circuit designers but also the 
systems designers in VLSI design. It is interesting to note also that VLSI 
may make possible new computer architectures (see Appendix H) which wi11 
permit solution of larger design and analysis problems than are now feasible. 
For instance, to solve the no-complete design problem one can develop 
approximation techniques or "usually good" algorithms or use highly parallel 
algorithms with hardware designed to implement such algorithms. 
CAD for VLSI is especia11y important to NASA because the Agency typically 
need s prototype, space-qualifiable, high-reliability chips. NASA needs 
s pecial-p~rpose processors for signal, visible and radar image processing. 
Good CAD tools for VLSI design wo~ld allow the Agency to specify the necessary 
desi gn to be manufactured by industry, possibly as part of a multi-project 
shipment or class run. (A class r~n occurs when one chip is prod~ced to meet 
the special orders of several uses or users; the cost of the chip is then 
shared among the users, and each can take his copy of the chip and mask cut 
the unnecessary part.) 
Database Management for Integrated Design 
Database management is an integral part of any CAD process because of the 
large amount o f memory required to store graphics information and design 
s pecifications. To implement integrated systems. the database str'Jcture and 
management becomes even more cri.tical since the database is the link between 
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stages of the design process (e.g., conceptual, preliminary, and detailed 
design), between subsystems (e.g., structural, electrical, propulsion), 
between users (e.g., design engineers, project managers), and between design, 
manufacture, and operation of the system. A spacecraft has structural, 
electrical, and propulsive systems, among others, and it is necessary to 
ensure that the total system operates properly. One would like to do a 
variety of analyses on structure, propulsion, vibration, heat transfer, 
radiation, and buckling as well as checking cost, footprint analysis, mission 
timelines, and flight simulation and operations. Within a subsystem, there 
are a variety of levels. For example, a VLSI circui. t can be vario'Jsl y 
represented by a register diagram, by a circuit diagram, by layout topology 
ty mask geometry, and by a behavioral or test description. One would like to 
)e able to access and change the appropriate level and also be assured that 
each level is consistent with all other levels. To conduct an analysis of the 
whole system there must be some means of transferring data from one analysis 
through pre- and post-processors or a database. A design database should in 
turn be linked into operations, where operations and control of an autonomous 
system wO'Jld require the appli cation of arti fi cial intelligence to the 
construction of expert systems. S'Jt the necessary expertise and technology to 
implement such a database has not yet been developed. 
A major development for CAD is the construction of a standardized 
database, and hence the development of associated specifications and 
standards. The enormous amount of data needed in the database will require 
new storage technologies (such as video disks) so that the data can be readily 
stored and stjll be quickly accessed. 
NASA has taken the lead in the proof of concept of such a database in the 
IPAD (Integrated Programs for Aerospace-Vehicle Design) project. IPAD, a 
joint NASA-industry project, has as its purpose "to define and implement an 
integrated computer software system to support planning, data definition, and 
control of an integrated engineering deSign process, storage definition and 
control of databases containing large quantiti.es of engineering data, and 
control and use of a large library of engineering application computer 
programs" (NASA IPAD Documentation, 1976). This project has been co-sponsored 
by NASA since it will help increase the productivity of an important 
CAD/CAM/CAT Appendix I - 12 
contractee industry. 
There are three components of IPAD: Executive software, data management 
software, and geometry and uttltty graphics software. The components of IPAD 
are still betng developed, but some programs are available. For instance RIM 
(Relati.onal Information Management) is a working rel ational database, although 
it is not yet capable of the large-scale operations ultimately en vis ion ed for 
IPIP (IPAD InformaUon Processor). (See the IPAD references listed tn Section 
1.7.) The IPAD project is coordinated wjth the Air Force Project ICAM 
(Integrated Computer-Aided Manufac tur ing) . 
1 .6 Recommendations 
For NASA to better utilize CAD in the near future and to develop 
capabilities for space utilization, NASA must: (1) Promote the exchange of 
information on the use and development of CAD ; (2) strengthen its ties with 
researchers a t universities; (3) develop CAD software; and (4) develop and 
promote methodologies for integrated design, such as Computer-Aided Systems 
Engineering (CASE). Each of these recommendations is discussed briefly below. 
Exchange of Information 
A major problem in NASA with respect to CAD is the lack of doc'.llTJentatton 
for the systems as well as the meager exchange of information within and among 
Agency Centers on the software developed and the systems used. Hence there is 
duplication of effort and consequently less work on areas that have 
potentially great usefulness. 
The acquisition of graphics hardware and software development should be 
coordi.nated by establishing a database/information system which can, for 
example, be searched to find software for particular applications. Such a 
system should be designed to encourage the interactive entry of new 
i nfo rmati on tn to t he s ystem by the ortginal developer or acquirer of the 
software. The system could perhaps be based on the teleconferencing and 
electronic mail systems that already exist outside NASA. 
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Wi thi n Centers, working gro'.lps should be establi shed for informal 
discussion of the use and implementation of CAD/CAM/CAT/CAR and graphics. 
Examples include the CAD Steering Committee at JPL and CADRE at Langley. 
Workshops for NASA personneel pursuing related software projects at different 
Centers should be sponsored regularly. It is to be expected that the number 
of users and the use of graphics wtll remain wid~ly distributed since the 
trend is toward minicomputers, application areas are distributed across the 
Centers, and long-distance graphics capability is currently impractical due to 
the high bandwidth requirements. 
University Ties 
Ties with universities should be strengthened to promote an exchange of 
information and state-of-the-art knowledge and to ease the Agency personnel 
shortage in CAD and computer sciences. Given the already large NASA 
investment in sophisticated state-of-the-art graphics and CAD/CAM systems 
(which are largely unavailable in academia), and the unique nature of some of 
NASA's desjgn problems, it should be possible to attract visiting scholars and 
student interns to work on projects of m'.lt'.lal interest to NASA and the 
researchers. This is now being done on a limited basis by the large-scale 
computational chemists who 'Jse SlJper-computers available only at Ames Research 
Center. NASA should also continue to actively participate in the newly formed 
CAD/CAM consortium of universities. 
Software Development 
NASA should directly apply and integrate existing CAD technology wherever 
possible, but the Agency should support development of those applications for 
which existing technology is insufficient and is unlikely to be developed 
l.ndependently outside NASA. The CAD and graphi.cs technology areas to some 
degree all involve applications unique to NASA, and appropriate software will 
have to be developed for these (e.g., structl.lral analyses of large structlJres 
in space, design and testing of space - qualifiable VLSI and LSI). Validation 
and verification procedures for the design and hence for the software 
underlying the design -- must be developed to ensure the accuracy of the 
analysis and the correctness and '"eliability of the design. 
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NASA does not need to "drive" the development of graphics hardware since 
there is a burgeoning industry already producing such hardware. In t he 
near-term, the major innovations predicted for graphics are better hardware 
that is, color and better resolution for less money. 
NASA shol.Jld conti n'.Je its support and for the development of computer 
architectures especially suited to the large-scale computations required for 
aerospace design. Examples include the NAS (Numerical Aerodynamic Simulator). 
the MPP (Massively Parallel Processor), and the FEM (Finite Element Machine) 
(see Appendix H). 
Integrated Design: Computer-Aided Systems Engineering (CASE) 
Further work must be done on database management in CAD and on integrating 
the analysis of the design into CAD. Significant effort is needed to tie the 
design proces into the actual maintenance, repair, and operations of the craft 
designed. The design database can be tied into the operations database. 
Further, documentation and manuals should be maintained using a computer 
database to allow timely update of all appropriate instructions. Thus the 
design and operation of a system such as an autonomous spacecraft can be 
facilitated by a set of integrated computer-aided tools: CAD, computer-aided 
operations (e.g., expert systems), and database-managed documentation (Fi gure 
1-3 ) • 
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Appendix J. Expert Systems and Artificial Intelligence 
Several studies recently have considered the potential ~tility of various 
artificial intelligence disciplines within NASA. McReynolds (1978) at JPL 
concl'Jdes that cost red'Jctions co'.lld be achi eved from a major cornmi tment to 
extensive automation. McReynolds projects direct annual cost savings from 
reduced man-hour requirements of $1.5 billion (in 1978 dollars) by the year 
2000. (There are no explicit estimates of research and implementation costs 
req'Jired to attain the implied levels of automati.on necessary to effect s'Jch a 
savjngs, presumably because these are well below the expected return.) The 
report of the "Sagan Committee" (Sagan, 1980) focuses on machine intelligence 
in general and robotics in particular, and recommends that NASA quickly 
increase its capability in computer sci.ence. The 1980 NASA/A SEE Summer St'Jdy 
(Long and Healy 1980; Freitas, 1981) took a more futuristic look at the 
application of AI and robotics to NASA missions in space, and concluded that 
both were essential to NASA's long-range goals. Heer (1981) also has 
f avorably reviewed autonomo~s systems in NASA's f~ture from the JPL 
perspective. All of these studies concluded, explicitly or implicitly, that 
increased automati on wi thin NASA is both possi.ble and cost-effective. In each 
case, speci.fic Agency-related areas of application were examined and 
recommendations made as to how NASA might adopt particular technoiogies. 
In the context of the present st'Jdy and in view of the preceding work, it 
i s both inappropriate and unnecessary to reassess the entire field of 
artificial intelligence and robotics. This Appendix focuses instead on a 
particular class of AI systems which has received insufficent attention in the 
past, "expert systems," an emerging software technology ready for application. 
J.l Relationship of Expert Systems Technology to AI 
M~ch of AI is either only in the research stage -- clearly not ready for 
seri0~s applications -- or is not proven technology, so that applications run 
a high risk of failure. However, expert systems technology, while entailing 
some risks, is sufficiently well-characterized to make it attractive in 
applications today. 
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D~ring the 1950's, the not jon of mechanization of the aspects of h~man 
behavior commonly called "intelligent" began to attract the interest of people 
in both ps yc hological and computer sciences. By 1960, several interesting 
successes i n acc omplishing this had occurred. The pyschology-oriented 
r ese arc her s we re successful in modeling some aspects of behavior, and today 
this work continues and can be viewed either as a s~b-field within AI, or, 
more commonly, as part of the discipline known as cognitive science. A 
related area of AI i s concerned with the attainment of intelligent peformance 
by compute r s, but is neutral with respect to whether or not the methods 
em ployed are simi l ar to the workings of the h1..Iman brai n. Thi~, latter approach 
i s often called the performance approach, and comprises the major effort in AI 
research which is of concern in the present discussion. 
By 1960 , o ptimi sm was high on achieving, in the very near future, 
mec hani zat i on of powerf'll and rather general-p'Jrpose intelligences which would 
prove us e f~l in a variety of applications. Unfortunately, during the 1960's 
it became apparent that this goal would be much harder to achieve than 
orginally believed, and by 1970 it was clear the near-term promise of AI would 
be limited to producing special-purpose systems rather than general-purpose 
intelligences. 
The emphasis during the 1960's had been on the methods of inference that a 
mechani zed i.ntell i gence wO'lld employ, called the power-based approach. 
Examples of power-based systems are the theorem-proving systems such as STRIPS 
(Fikes and Nilsson, 1971) and question-answering systems (Raphael and Green, 
1968 ). Power-based AI systems gave the most promising successes in the 1950's 
and early 1960's but these successes were obtained by using extremely 
simplified domains. When more realistic, complex application areas were 
approached, it was found that "power-based" methods were in fact rather 
powerles s . A new appr oach was needed, and by 1970 the first examples of 
"expert sys tems" began to appear. These are knowledge-based systems in which 
large am oun t s of high-level knowledge about the domain of interest is 
ex plicitly available t o the s ystem. 
The kn owled ge-based approach is r eady for appli.cati ons in t he real world. 
It has alr ead y produced s evera l products which have demonstr a t ed use fulne s s in 
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real-world situations, and the underlying reasons for their success are well 
eno~gh understood to give confidence that the technology is indeed ready for 
use in producing new systems. 
J.2 Introduction to Expert Systems 
Expert systems are computer programs which contain a large amount of 
explicit knowledge about a restricted domain, and are able to apply this 
knowledge to achieve acceptable levels of problem-solving power in the 
restricted domain. The overall process of designing and implementing such 
systems, including the acquisition of the domain knowledge, is generally 
referred to as knowledge engineering. 
In the past, AI researchers had attempted to produce competent 
problem-solvers by concentrating on the inferencing methods of the 
problem-solver, and paying relatively little attention to the form of the 
explicit knowledge. Such problem-solvers are described as power-based 
problem-solvers, since they depend on the power of the inferencing mechanism. 
Examples of systems taking the power-based approach are the theorem proving 
systems such as STRIPS (Fikes and Nilsson, 1971) and question answering 
systems (Raphael and Green, 1968). It has become clear that current and 
expected near-term technology for power-based problem-solvers is simply 
inadequate for use in most problem-solving situations involving real world 
complexity. During the last 15 years, the technology of the knowledge 
engineering approach has developed to the point where real world applications 
are possible. 
The most common expert system architecture is based on the production rule 
formalism. This formalism consists of the following three parts: (a) A set 
of rules, (b) a database, and (c) a rule interpreter. Each rule is composed 
of an antecedent part and a conseq~ent part. In a "pure" production rule 
system, the rule interpreter tries to find a rule whose antecedent part 
matches the database, in which case, the consequent part of the rule is used 
to replace, in the database, the item(s) matched by the antec edent o f the rule. 
As an example of a production system consider the following set of rules, 
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where the antecedent and consequent parts of the rules are sequences of 
characters: 
1 • 00 0 
---> bo 
2. 010 
---> b 
3. 011 ---> 01 
4. 001 
---> b1 
5. bo ---> b 
6. bl0 
---> R 
7. b 11 ---> F 
8. bl ---> A 
9. 01 ---> R 
10. 
---> R 
11. b 
---> R 
Thus rule 6 says that if the database contains the consecutive characters 
"b". "1". and "0". then remove them and replace them by the character "F". 
For this example there is the additiona l restric t ion that the rules are 
allowed to match only the leftmost characters in the database. Th'JS rule 6 
cO'Jld match its an·tecedent to the database entry "bl00ll0" but not to 
"lbl00l10." Also. the interpreter is req'Jired to select and apply only the 
earliest applicable rule in the list of rules. 
Figure J-1 shows four example sequences of what the output databases look 
like for four different initial choices of database. A database containing 
"A" is interpreted as meaning" acceptance" of the ini tl al database and a 
database containing "R" as meaning "rejection" of the initial database. The 
set of all strings of characters accepted by this production rule system are 
described as follows. A stri ng j s accepted if and only if it starts with "0", 
then has some number (possibly zero) or consecutive l's followed by some 
number (again, possibly zero) or consecutive D's, and then ending with a 
single additional "1". Note that witho'Jt the restrictions of matching only 
the leftmost characters in the database and also using only the earliest 
applicable rule, this production system would not accept exactly the set of 
strings just jndicated . 
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Fjgure J-1. Sample Process Sequences for Expert Systems 
01 -------> A 
rule 3 rule 3 rule 3 rule 9 
01111 -------> 0111 -------> 011 -------> 01 -------> A 
rule 3 rule 2 rule 8 
01101 -------> 0101 -------> b1 -------> A 
rule 2 
010101 -------> bl01 -------> Rl 
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F~rther variations might include: 
o The order in which r'Jles are chosen may vary (this matters beca'.lse more 
than one r~le may be applicable). 
o The exact meaning of the notion of an antecedent- of a rule "matching" 
the database can vary in several ways. 
o Instead of having the consequent parts of a rule simply be things to be 
added to the database, the consequent part may be a more general entit y 
such as a piece of code to be executed. 
o The database may have various alternative structures , such as a set of 
elemen ts or an ordered list of elements , and there may be probabilisti c 
certainty information included for each element . Also , the database may 
have a hierarchical str~cture, and different rules may manipulate th~ 
database at different levels of the hi era r chy. 
The database contains all of the state- dependent information for the 
control of t he rule applications -- that is , there are no program state 
control vari abl es in the rule interpreter. This means that min or ·detailed 
features of the database are continually being checked in the process of 
choosing rules for execution. This gives production r~le systems great 
sensitivi.ty in dealing with domains of applica t ion that involve many spec ial 
cases, and is one of the main reasons for the s~ccess of production rule-based 
expert systems in dealing with real world complexity in limited domains. (The 
benefits of this type of expert system are summar ized in Figure J-2.) The 
alternative approach of procedural-based programming leads to such complicated 
software structures for the same real world complex i ty si t'Jations that it is 
in some circumstances impractical (Davis and King , 1977). 
As attempts to automate systems become more ambitious, it is clear that 
hardware capabilities have progressed well beyond our ability to program 
complex tasks. Programs have been characterized as having two aspects - -
logic and control (Kowolski, 1979). The " logic" part is the specificatton of 
wha t the program is to compute, but not the full detail s of how to compute jt. 
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Fig'.lre J-2. Benefi ts of Expert System Technology 
The overall benefits of 'Jsing expert ~; ystems i ncl'Jde those related to the 
use of c omputer science in general, namely: 
o Cost red'Jction 
o Increased capability 
o (fJali ty i.mprovement 
o Freeing personnel from m~ndane activities 
Benefits more specific to production rule based expert systems are: 
o Increased portability of systems (by transfer of the knowledge base) 
o Systems more consonant wi th human tho'Jght processes than previo'.ls AI 
systems 
o Systems which are more 'Jnderstandable and can explain themselves 
o Systems with knowledge modularity and modifiability 
o Systems able to handle real world complexi ti es at h'JmCin level competency 
o Abi.li ty to handle domains for which there is no formal '.lnderl yi ng theory 
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The control part is the additional information specifying how to comp'.Jte what 
the logic part specifies. 
The standard process in programming a complex task is to use a procedural 
programming lang~age in which logic and control become inextricably enmeshed 
in executable code. This confusion of logic and control aspects leads to 
extreme difficulty in the implementation of complex tasks because: 
(1) The code has a tendency to be "brittle," in the sense that each piece 
can perform its task properly only when executed 1n a precisely 
defined context and when called by a precisely defined calling 
environment, any deviations causing erroneous computation; and 
(2) The logic of what is being done becomes lost in the control details 
of how to do it. 
The procedural programming approach consequentl y becomes focused on the 
problem of understanding in detail the configuration state of the program in 
terms of state control variables and overall program state. This requires 
that the task or computation to be implemented be analyzed and understood at a 
level of detail well beyond that which is really needed for the task itself. 
Factor (1) above leads to programs which are difficult to modify, are unable 
to explain their behavior to a user, and, along with factor (2), are diffic'jlt 
to understand. All of this contrjbutes to the difficulty of developing such 
software. 
The production rule formalism avoids many of these difficulties for some 
tasks and seems complimentary to the procedural programming approach (although 
neither is totally effective in replacing the other) (Feigenbaum, 1980). Each 
production rule represents a high-level piece of knowledge about the domain of 
interest. This gives modularity at the most appropriate level -- the 
knowledge level -- and enhances modifiability and understandibility. In 
additi on , an expert system using production rules can explain its behavior to 
a user by tracing the sequence of rule it is using. 
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J.3 S~rvey of Existing Expert Systems 
The following is a s~rvey of some of the better-known expert systems (ES). 
A variety of applications and internal architectures are represented. 
MACSYMA (r~a rtj n and Fa ternan, 1971) MACSYMA is a system developed at IHT for 
the symbolic manjp~lation of mathematical expressions, solving 
equations and sets of equations, and other mathematical operations. 
MACSYMA is accessible over the ARPANET and has received a 
considerable amo'lnt of expos'Jre to a di verse technj cal a'Jd ience. It 
has earned a reputation as an effective pragmatic tool for problems 
j n its domain. 
DENDRAL, META-DENDRAL (Feigenba'Jm et al., 1971) -- DENDHAL is an ES in 
experjmental chemistry which infers the str~cture of molecules based 
primarjly on mass spectrogram data. There is also the ability to 
accept additional experimental evidence, such as jnformation based on 
nuclear magnetic resonance spectra. DENDRAL is a production rule 
system which generates a list of potential molecular str~ctures. and 
then simulates or models the operation of a mass spectrograph on 
each molec'Jle, generating a sim'Jlated mass spectra. These calc'Jlated 
spectra are compared to the act'Jal mass spectrum to select the most 
likely structure. The performance level of DENDRAL is comparable to 
that of a human expert, and thus DENDRAL has become an accepted 
working tool in several university and industrial laboratory 
environments. The META-DENDRAL program is an attempt to infer the 
production rules used in DENDRAL from experimental evidence. 
MYCIN (Shortliffe, 1976) -- MYCIN is a medical consultation program which 
offers diagnosis and therapy advice for blood infections and 
meningitis. MYCIN developed after MACSYMA and DENDRAL were 
operational is the prototypical example of a production rule-based 
ES. The KYCIN system is cleanly separable into a set of production 
r'Jles and an "inference engine." There are rO'Jghly 500 r'Jle in 
MYCIN. The production rule are of the form: "If X holds, then 
conclude Y," where X is a set of elementary statements, and Y is a 
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single elementary statement. X holds only if every elementary 
statement in X is true , i .e., X is a conjunction of elementary 
statements. The inference engine of MYCIN is of relatively simple 
design, using the well-known me thod of backward chaining , where if 
the current goal is to establish that Y is true , this goal is 
replaced by the set of subgoals which are to establish the truth of 
each elementary statement in X. The name "EMYCIW' (Van ~'lelle, 1979) 
is used to refer to MYCIN with its rules removed. By developing new 
sets of rules for EMYCIN, expert systems can be produced for other 
domains . 
PUFF, MEADMED, SACON (Van ~lelle, 1979) -- PUFF is ErHCIN pl'JS approxi mately 60 
rules for interpreting pulmonary function test data. PUFF is 
currently operating in a realistic medical environment and produces 
test interpretations which are then reviewed by a physician. HEADHED 
is another EMYCIN-based system, working in the domai.n of clinjcal 
psychopharmacology. Approximately 275 production rules are used . 
SACON (Bennet and Engelmore, 1979), also based on EMYCIN , was 
developed to assist structural engineers in using a large and compl ex 
structural analysis system called MARC. MARC has many optional ways 
of analyzing an engineering structure (such as an aircr: ft wing or a 
nuclear reactor pressure vessel) and thus has required a large 
investment in time to learn how to use it. SACON acts as an 
jnterface system to assist the engineer in using NARC more quickly 
and efficiently. 
NUDGE (Goldste in and Roberts, 1979) -- Scheduling problems are commonly 
encountered and handled by standard techniques (and are usually 
considered to fall into the domain of operations research). In 
certain situations, however, the scheduling problems are initially 
formulated in an ill-structured, informal , or imcomplete manner, and 
it would be desirable to have the capability to handle these types of 
scheduling request s also. The NUDGE s ystem work$ in the domain of 
scheduling meeting s between personnel, and accepts inc0mplete 
requests. NUDGE knows about such basic things as time and place as 
characteristics of meetings, and also knows about and has the abjljty 
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to reason with s~ch information as the role or function a particular 
person plays in a given meeting. For example, if Jack as ks NUDGE to 
schedule a meeting with Jill for Monday, and Jill' s sched~le is full 
on Monday with other meetings, NUDGE has the ability to free Jill 
from certa in already scheduled meetings by finding another person who 
can play the same role in those meetings as Jill. 
CRYSALIS (Englemore and Terry, 1979) -- CRYSALIS is an expert system which 
uses electron density maps and amino acid seq~ence information to 
infer the three-dimension structure of protein molecules. Bo th the 
database and the production rule set have a hierarchical struct~re. 
The database contains, at its lowest level, a listing of geometric 
positions of the atoms that have already been identified. Other 
levels of the database identify composite structures, for example, 
"side chains" or "alpha helix." The three levels of production r'oJles 
are (a) low-level specialist rules for identifying configurations , 
(b) task rules for selecting groups of low-level rule s to be used 
together, and (c) strategy r~les which are the highest level of 
control f or focusing attention on vario~s parts of the interpretation 
process. 
PROSPECTOR (Gaschnig, 1979) -- PROSPECTOR accepts geological and sampling data 
from a mineralogical site and attempts to predict the presence and 
location of significant ore deposits. 
SOPHIE (Brown and B'Jrton, 1975) -- SOPHIE is an expert system 'lsed to teach 
electronics stUdents how to diagnose faults in electronics circuits. 
Th'lS SOPHIE m'lst be competent in both electronics and in the area of 
teacher-student interaction. In particular, SOPHIE has to model the 
state of knowledge of the student, and judge if the student is 
"testing" the electronic circuit in an effective manner relative to 
his current state of knowledge. SOPHIE does not use the production 
rule approach, and because of this it is weak in explain i ng to the 
user why or how it is making vario~s concl~si ons. 
GUIDON (Clancey, 1979) -- Guidon is an expert system of c omputer-aid ed 
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in s truction (CAl) whose domain is the interpreta ti on of production 
r ule ~· . Thus, GUIDON can be assistance tn impiem.en'ting the knowledge 
bases ( that is, the production rule sets) of ot her expert systems by 
giving the program a current copy of the production rul es of the 
developing knowledge base as input. 
AGE. EXPERT (Ni i and .Ai ello, 1979; Wei ss and K'Jli kowski, 1979) -- These are 
both expert systems whose domain is the task of generating (designing 
and tmplementtng) expert systems . 
TEIRESIAS (Davis, 1976) -- This ES performs interactive analysis between a 
hum an expert and MYCIN to aid in debugging ex is ti ng MYCIN rules. 
SU/X (Nii and Feigenba'Jm, 1977) SU/X interprets spectra l lines of input to 
und erstand the motions of physical objects in space . 
MOLGEN 0 1artin et a1., 1977) -- MOLGEN is '.lsed to plan experiments in 
molecular biology, specifically experiments on DNA. 
J. 3.1 Applications Areas for Expert Systems 
Figure J-3 lists some areas of application of the exper t systems which 
were used as examples above. Each system is listed with a single primary 
appll.cation, b'lt most have m'll ti.ple application possibil i t ies. For example, 
NETA-DENDRAL could also be included under "construction of expert systems" 
stnce it infers rules which can be used by DENDRAL. SOPHIE could be used to 
help diag nose electronic faults in a real e~vironment, in s t ead of using its 
dtagnostic analysi.s capabill.ty to s'lpport a teaching appli.cation. Fig'Jre J-4 
i s a listing of areas of potential application in terms of ca t egories at the 
same level of generality as Figure J-3. Virtually any spec i. f ic existing or 
imag inary expert system is likely to fall into more than one applications 
category. 
Fi.gure J-5 represents a more speci.fic set of applicat i. ons for expert 
s ystems, emphasizing those areas most likely to be of particular interest t o 
NASA . For in s tance, previous studies have tdentified t he area of ground 
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Fig
'
.Jre J-3. Application Areas of Some Existing Expert Systems 
Node of Use 
Consultation-Diagonsis 
Technjcal and Research 
Asslstants 
Management (of personnel) 
CAl 
Perception 
Construction of Expert 
Systems 
Examples 
MYCIN, PUFF, PROSPECTOR, HEAD1ED 
DENDRAL, t-1ACSYMA, CRYSALIS, 
META-DENDRAL, MOLGEN 
NUDGE 
SOPHIE 
SU/X 
GUIDON, AGE, EXP ERT , 
TEIRESIAS 
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Figure J-4. General Areas and Modes of Use of Expert Systems 
o Autonomous control and maintenance (spacecraft, ground operations) 
o Consultatjon-diagnosis 
o Interpreta tion of sensing data 
o Anomal y detecUon and highlighting, management by exception (image 
interpretation) 
o Technical and research assistants 
o Management of: personnel, projects, facilities, contract s 
o In t er facing - computer to human and h'Jman to env j ronment 
o CAl and s imulation training 
o Management of expert systems 
, 
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Fi gure J-5. Potential Applications of Expert Systems In NASA 
a Ground support operations for earth orbit and planetary spacecraft, and 
shuttle space operations. 
o Shuttle scheduljng and monitoring for shuttle turnaround (e. g ., payload 
schedu ling) • 
o Fault analysis and management for shuttle and other space systems. 
o Monitoring and management of astronaut health. 
o Sched'..lU ng of meetings for personnel. 
o Software development al.ds, both programming tools and software project 
management tools. 
o Systems development aids (comp'Jter aided systems engineeri.ng). 
o Research aids and analysis aids, 3'Jch as DENDRAL and MACSYMA~ and 
experiment scheduling, design, and interpretation aids; sophisticated 
r eal -time control of experiments. 
o Image interpretation; anomaly detection for further analysis by humans. 
o Automatl.c management to technical doc'~entatl.on. 
o Traini.ng of flight personnel; e.g., fll.ght sl.mulators for pilots; space-
cra f t-failure management training for ground support personnel. 
o Air traffic controller aids. 
o Policy analysis for NASA management. 
o Self-managing databases. 
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operations a~tomation as an area where cost reduction or capability increase, 
or both, are currently feasible. The procedures for tracking, command 
seq~e nce generation, and data processing are labor-intensive at pr 'esent, and 
ex tensive a'..ltomati on seems practj cal wi. th C'..lrrent A I technology. Effor ts at 
JPL to automate the process of ~plinking commands to a spacecra ft is a first 
t ep. In the future there i s potential for efficjency incr~3ses through the 
~se of e xpe rt sys tems in the process of generating and verifying command 
sequence s , and in overall control of the management of ~plink activit iE S . 
For the Sh~ttle, economic considerations require rapid orbiter t~rnaround. 
Th i s req~ires careful control of a large-scale operation which has several 
po tential bottlenecks. The use of a sophisticated automated scheduling , 
monitoring and control system may be mandatory to achieve the required degre e 
of control for rapid turnaro'..lnd. The current sched'..lling approach involves the 
use o f a comp~ter-based, interactive, b~t people-driven scheduling system --
the computer serves primarily as a communication device between man y people 
who collectively build a set of tasks into the computer for each flight ( Coe , 
1977). The program does some consistency checking and verifies the 
a~thenticity of the information being entered, as well as performing some 
s tandard OR-type sched~ling. However, this system has very little knowledge 
about the s pecific domain of the STS ground operations. As such, it is 
l imited in it s abiljty to control the overall process and is thereby red~ced 
to bejng an electronic messaging system for people. As additional experience 
is gain ed with the gro~nd operations scheduling task, it would s eem 
appropriate to move m~ch of the initiative in the sched~ling process from 
i ndivid ua l s to the computer. This will req~ire an automated sys tem containing 
cons iderable information abo~t the ground operations activities, and expert 
s y~. tems would seem appropri ate for thi s task. 
Fault analysis and management is another area particularly well-suited to 
the expert systems production rule approach. The nature of the fault 
detection process often involves scanni.ng and interpreting data over a long 
period of nominal operat i on, not an appropriate acti vity for human beings. 
When a fa~lt is detected, the process of isolating its nat~re naturally f all s 
into a many-case analys is. which can be handled by prod'Jction rules . 
Similarly, the control decisions required for managing the f a ulted sy s tem (in 
I 
I 
I 
I 
I 
I 
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the ca se of spacecraft which must remain in operation) is also a task that can 
be handled by expert systems. 
Every area identified in Figure J-5 could be automated without the use of 
the expert system prod'Jcti on r'Jle approach. However, the complexi ty of the 
task of automating these areas by more conventional software architectures is 
very high. This results in limitation of the goals of slJch implementations, 
simply to keep the effort at a manageable level. 
J.3.2 Current Technology Level of Expert Systems 
The performance of several expert systems is impressive by human 
standards. DENDRAL is a competent interpreter of mass spectra data at the 
professional level. MACSYMA has also proven itself competent in a work 
envi ronment. The medical consultation systems such a~, MYCIN and PUFF seem to 
be roughly at the level of performance of a human expert in the particular 
domain, blJt in this area the objective qlJali.ty of the performance is di fficul t 
to assess. Instead, the comparison is to the human experts in a domain, 
independently of the issue of whether or not the human experts are effective 
in an objective sense. This is particularly true for PROSPECTOR (Ga schnig, 
1979) • The performance of SOPHIE is qlJi te interesting 1.n that two' areas of 
competence, electronics and instructional, are successfully joined. 
At present, the major stumbling block to further progress with rule-based 
expert systems is the large amount of work required to explicate the 
domain-specific knowledge. In many domains this knowledge exists only inside 
the head s of human experts, and is in a procedural rather than an explicit 
declarative form. The process of extracting this implicit information from 
experts and converting 1.t into an explicit set of production rules is 
time-consuming, involving (in the past) extensive interaction between the 
h'Jman expert and t he knowledge engi neer. Efforts are under way to develop 
technique s to reduce both the amount of t1.me and the level of knowledge 
engineer i ng skill required to build expert systems. 
Most of the expert systems that have been built are either interactiv e 
. con s ultation systems or data interpretation systems. In s uc h modes of use, 
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the human user can accept or reject the analysis of the expert system. Little 
work has been done in designing production rule expert systems f or 
environments where close human interact jon and revie~ of results does not 
occ ur. These more autonomous modes of action are of interest to NASA, for 
ex am ple, in the case of on-board control of interplanetary spacecraft. In 
order to have confidence in rule-based expert systems for such applicatjons, 
it will be necessary to develop techniques to formally verify their 
correctness. 
There have been a variety of modifications for the basic production rule 
fo rma lism and the expectation is that no single standard will evolve. The 
reader is referred to the literature for descriptions of these (Davis and 
King, 1977; Feigenbaum, 1980; Georgeff, 1979; and Rychener, 1979). 
J.4 Opportunity for NASA 
Expert s ystems are a new technology which now exist primarily in academjc 
and private research institutions, but is likely to diffuse rapidly into the 
industrial aerospace environment. There are a n'Jmber of areas of activity 
within NASA to which expert systems cO'Jld be profitably appli.ed. This is both 
a challenge and an opportunity for NASA. The challenge is for NASA to acquire 
sufficient in-house capability with respect to expert systems to be able to 
recognize and evaluate potential application areas of this technology, and to 
be able to adeq'.lately manage contracts where expert systems are involved. The 
opportunity for NASA is for the agency to become proficient in thjs technology 
now, and thus further enhance its reputation as a progressive agency with 
re s pect to innovations in computer science, and to use the experience with 
expert sytems as a lead-in activity for a general increase in the Agency's 
capabilities in the field of artificial intelligence. 
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Appendix K. Software Engineering and Technology 
This Appendix consid~rs the role of comp~ters within NASA and examines the 
software environment within the United States as it pertains to the Agency. 
Briefly it has been found that: 
o Software has impr'oved greatl y in the last decade since the term 
"software crisi~." first appeared (Dijkstra and Hoare, 1972). 
o Techniques exist today for producing good, reliable software, but they 
are not always used. 
o The dem ands on software, both in the amount and in the complexity, are 
growing faster than the ability to produce good software. 
o Software costs are rising and have become the dominant part of computer 
systems. 
This Appendix starts with a description of the phases involved in any 
software project, then examines the software environment at NASA. Some of the 
problems associated with producing good software are discussed next, follwed 
by a section on the state-of-the-art, including techniques and tools. 
Conclusions and recommendations are described at the end but are briefly 
summarized below. NASA should: 
(1) Expand jts efforts to test and eval'.Jate new software techniq'.Jes. 
(2) ~lonj tor Hself, ind'.Jstry, and academia for new developments in 
software engineering. 
(3) Enco~rage new developments jn software engineering. 
(4) Plan for software exchange. 
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K.l Introduction to Software 
"Software" is a generic term used to refer to a set of instructions to be 
performed by some computing device. This includes machine code as well as 
high-level language programs. Software may come in layers (for example, a 
'Jser may inp'Jt instr'Jctions into a statistical package which is wr1.tten in 
some programmin~ lang'Jage and run on an 1.nterpreter -- three software layers). 
"Software eng1.neer1.ng" 1. s a disci pI ine concerned wi th the constr'Jction and 
maintenance of reliable software in some cost-effective manner. It uses 
mathematics for analyzing and certify1.ng algorithms; engineering to estimate 
costs and define tradeoffs; and management to define requirements, assess 
risks, oversee personnel, and monitor progress. Unlike a purely academic 
discipline, software engineering treats the 1.ssues of applying principles, 
skillS, and art to the economical development of programs which will nm 
reliably and efficiently on real machines. One of the objectives of software 
engineering is to provide metrics and methods for measuring software (perhaps 
in t e rms of complexity. reliability, robustness, eff1.ciency, usabjlity, and 
generali.ty) • 
An important 'Jnifying concept in software engi neering j s th e "software 
l1.fe cycle," which describes the sequence of phases that comprise software 
development and evolution (Figure K-l). These phases typically include, but 
I 
I 
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are not limited to: I 
Requirements -- the detailed specification of what 1.s needed. 
Design -- the plan of the individ'jal computer programs needed to 
accomplish the task. 
Programming -- writing (coding) of the programs. 
Testing and Verification -- running programs to see if they work correctly. 
Maintenance -- fixing bugs in a program. 
Modification -- changing programs to accomplish some new task beyond that 
originally planned. 
Since software specification is often 1.mprecise and since the demands on 
software ch ange with time, backtracking to earlier cycles often takes place. 
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It is not ~ncommon for several stages to co-exist and influence each other's 
progress. Th'.JS it is important to be able to move both forward and backward 
from one phase of the life cycle to another and to review the progress 
(q'.Jality and q'.JanUty) of the _Jork at a number of intermediate checkpoints. 
In this manner, it becomes possible to identi.fy problems early i.n the project, 
take corrective actions, and most importantly to comm~nicate the content and 
statys of the development across groyps. 
It has been gradually recognized that creation of an integrated software 
development system involves the use of appropriate management and design 
skills, as well as organizational strYctYres and the selection of a number of 
techniq'.Jes that span the life cycle. Througho'lt the process, aspects of 
management and communication, inclyding documentation, budgeting, personnel 
deployment, project review, scheduli ng, and config'.Jration management, serve to 
tie the stages together and to provide the organizational environment in which 
the technical proced'.Jre can be made effective. While new technical procedures 
and modern management techniques can each improve the software production 
process, innovatjons acting on the combination of these areas can have a 
potentially greater effect on the software project as well. 
K.2 Current NASA Status 
NASA has a large inventory of software for many different computers, 
wri tten in many lang'.Jages. Software is developed for many uses, incl'.Jding (1) 
one-time or short-time use and (2) long-life usage to be passed on from 
mission to mission. Software may be developed directly by NASA personnel, by 
software contractors according to a specification, by contractors 
participating as a team with NASA personnel, or by contractor personnel as a 
byproduct of an engineering task. In addition, NASA acquires license to use 
propri etary software on its comp'.Jters. 
Many of NASA's software projects are large and complex. It is becoming 
increasingly important to understand the relationshjps between the parts of 
the system. Much of NASA's software has been developed as a subsystem to a 
m'.Jch larger system. for example, the software for a flj ght projec t (on board 
spacecraft software as well as ground software). Much of this is custom 
I 
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software for a partic'.llar system. Addi tional '.lses of the so ftware for f'.lt'.lre 
projects requires modification to the existing software. In many cases these 
modifications can be sUbstantial. If time and funds had exist ed during the 
or-igi nal development, the software could have been developed wi th more 
flexibility to accomodate itself to many flight projects. 
A major portion of the software in NASA is contracted to i nd'.Jstry. Thus, 
NASA acts in large part as a manager of software projects. The relationship 
between NASA and a software contractor can be s'.lmmari zed '.Jsing the categori es 
in the following discussion. 
Requirements -- Typically, NASA gives a specification to the cont r actor of 
what is to be done. For example, the Agency might want a program to comp'.Jte 
midcour se corrections on a deep-space mission. Other things mi ght be 
specifted such as the programming language t o be used, the reliabili ty of the 
program, the speed and memory to be used. The contract might also include the 
way in which the software is to be created (e.g., top-down design, structured 
programming), the way in which progress is t v be reported back to NASA (e.g., 
doc'..IJTlentation, recording of milestones), and ",he way in Hhich the program is 
to be tested once it is running. Tnere are a few requirements languages 
avai lable to assist in this process, b '.Jt gener .! ll y they ar e given in Engli sh. 
Design -- NASA mayor may not be involved i 1 th 1. s phase. The concepts of 
a top-down approach and modular programs seem t c be widespread and popular, 
but the process is still manual, and little help l S currently available. 
Coding -- NASA is '.Js'.Jally not involved. There are several higher-order 
lang'.Jages in '.Jse today and there are many aids av :); lable (compil ers, 
debuggers, editors, preprocessors). Structured plogramming seems to be a 
popular and effective aid for programs written in 3 high-order language but 
not for programs written in machine or assembly la lg uages. 
Testing and Verification -- Th e contractor geD e!311y pe r fonns t he iD iti a l 
testing. For cr'.Jcial software, NASA often does it s '. wn testi ng a nd 
verification once the software is delivered. Testing is s till l arge ly a 
manual task and involves running the programs against t es t dat a t o see if t he y 
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perform correctly. There are some aids available including path testing and 
s tatic an alys is (checking for type and whether variables have been referenced ) . 
Maintenance and Modification -- Tnese are done e ither by NASA or by the 
original contractor or sometimes even by a new contractor. These are 
diffic~lt tasks becaus e of the communication problems involved. Modifications 
often ar e not don e by the original team and frequently there is time gap 
between the ori ginal project and the chang e . The phases inv olv ed include 
lJnderstanding the existing software, modifying the existing software, and 
t esting and verifying the new software. There are few aids available for 
those tasks other than using the best people available. 
SoftwAre quality has improved drastically within the last decade. New 
management techniques and new tools have contributed greatly to this 
improvement, but still there is a wide range of quality in the software 
produced today . Currently one factor limiting improvement in software 
development a t NASA is the inability of Agency personnel to use new techniques 
as they are developed. 
K. 3 Costs and the Software Gap 
Software in the United States is a large and growi ng doma i n . While 
hardware cos ts have drastically declined , software costs have risen. A recent 
s tudy of t he software industry (Belady, 1979) projects a do~bling every five 
years from 2% of the United States GNP in 1970 to over 20% of the GNP by 1995 
if current trends continue (Figure K-2). 
As hardware t echnologies improve at a spectac 1llar rate, the problems of 
software development are changing. Computer systems will become widely 
available with greater processing power and more storage capability, with 
m~ltiple microprocessors handling functions which were once software functions 
and with f ault-tolerance in hardware systems providing more reliability. In 
general, these systems will provide more productivity and r eli ability for the 
hardware dollar. I t is this hardware r evolution that is putti ng th e pressur e 
on so ftwar e t o becom e more cost-effective and r eli able . 
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Hardwar e now acco'.mts for 20% of a comput er ~,ystem' s li feU me cost and 
software for the rest (Fi g'Jre K-3) . By 1990 the ratio may get wor s e , with 
s oftware approachi ng the 90% mark ( Boehm , 1979b) . Data from TRW, ']TE , and IBM 
indicate t ha t the costs of fi xing an error grows tremendously the later in the 
l i f e cycle it is discovered (Figure K- 4) . Specifically, an error fo und in the 
coding pha se costs 7 times as much t o correc t as an error found in the 
requirements pha se, and 5 times more during testi ng than duri ng coding (Figure 
K-5) . 
According to McGowan and McHenry (1979 ), perhaps nothing has motiv ated new 
software pr actices more than the realization of the true costs o f large 
c om p'Jter sys tem s and where in the life c ycle the costs are inc 'Jrred. ~irst , 
software is the dominant component in comp'Jting systems. Software now t ak E: 
over 70% of the budget and it is the software rather than the hardware t ha t 
determines any system response and provides essenti81 adaptability. Second , 
within the so ftware realm, maintenance costs now exceed development costs . At 
Gil , 75% of their software effort goes f or maintenance (see Fig'Jre K-6 ). In 
general, software maintenance accounts for 50- 80S of the total life cycle cost 
of a software system. TI1 i rd, the detection and correction of errors accoun t 
f or a major portion of system cost . MITRE Corporation estimate s 50% of total 
life cycle cos ts are tied di rectly to errors. FO'Jrth, req'Jirements and design 
errors are by far the most crucial and costly . It is thus important to 
concentrate whenever possible on the requirements/design phases of soft ware 
development. The cheapest way to fix a software mi s take i s not to make it i n 
the first place. 
Software complexity is growing exponentially while prod'Jctivity has been 
growing linearly. Software i s currently labor intensive and wi ll probably 
remain so for many years. According to a Texas Instrumen t s survey (Sc hindler , 
1981), there are currently 200,000 softwar e people in the United States and 
roughly 10,000 computer science gradua t es wil l be produced per year for the 
next decade. The projected demand by 1990 will be for between 1 and 2. 4 
milli on prog rammers. Given the current tr end , it i s es tim at ed t hat by 1990 
there will be a 10 to 1 gap in the United States betwe en the number of people 
needed to prod 'Jce so ftware and the number of trai ned people act'Jally 
ava ilable. Even if all t he nation's engjneerjng gr aduates (50,000 per yea r ) 
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became programmers they could not fill the gap. 
K.4 Software Development Techniques 
Modern software management employs many techniques proven effective in the 
software development process. Many of these tools assist the management 
function, and others assist in solving the technical problem of generating a 
correct and proper software system. Some examples include: 
o Management planning and control of software packages s'lch as work 
breakdown management and PERT/CPM. 
o Software cost estjmate modeling programs. 
o PSL/PSA (see below). 
o Software design lang'.lages such as PDL and SDDL. 
o Interactive computing with text editing. 
o Document processing systems for generation and maintenance of 
doc'lmentati on. 
o Standard mathematical libraries. 
o Str'.lct'lred programming lang'lages. 
o Cross-compiler systems. 
o Programming systems where editors, compilers, and debugging aids are 
integrated together (e.g., UNIX). 
o Program performance analysis packages. 
o Optimization packages. 
Several techniques for softWare development are now in operation. Most 
familiar is the chief programmer concept 'lsed at IB~l ( Mills, 1979). This is 
at top-down structured programming approach with one person (the chief) 
responsible. In general the approach has been successful, but it has been 
difficult to find one person with enough energy and talent to lead the team. 
Boehm (1979b) gives examples of several other techniques 'lsed at Softech, TRW, 
SDC, and SPL. 
Two other important techniques in software development are structured 
programming and the top-down approach to system design, Dijkstra first 
introduced the concept of structured programming in 1968 , and since then 
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str'Jct'Jred coding has become an important techniq'Je used by all "leading edge" 
software developers. In the top-down design, the programs that control 
interfacing of f~nctional modules are written and tested first, then the 
functional mod~les are added, level by level, with testing and integration 
accomplished during each level. Conversely , in bottom-~p development the 
f~nctional mod~les are written first b~t cannot be tested in the final system 
until the end of the development. 
A large n~mber of methods, techniques, and tools have been developed to 
address vario'Js aspects of software development and evol'Jtion acti vi ty. 
Initially these approaches focused on the coding activity, b~t more recently 
efforts have been made to cover all phases of the software life cycle from the 
initial system concept through testing and system modifications. Uncontrolled 
proliferation of techniq~es and tools has demonstrated the need for an 
integrated, systematic approach to software development environments . Some of 
the tools available during the software life cycle are disc~ssed below. 
Requirements -- Currently software requirements are usually expressed in 
English, but there are several requirements languages also in use: Structured 
Anal ysis and Design Techniq'.les (SADT) by Softech, Problem Statement 
Language/Analyser (PSL/PSA) from the University of Michigan, Planning 
Proced'Jres to Develop Systems (PPDS) by Hitachi, and Software Req'.lirement 
Engineering Program (SREP) by TRW. 
Design -- Software design is still almost completely a manual process. 
The top-do\m approach has worked well and provides a way of organizing a 
system which focuses early attention on the critical issues of integration and 
interface definition. Flow charts remain a popular aid for design 
representation, although they have deficiencies particularly in expressing 
interfaces. Hierarchical Inp'Jt=Process - O'Jtput (HIPO) represents relationshi ps 
between modules b1Jt is largely a manlJal techniq'.le. Systems Architects 
Apprentice (SARA) is another manual tool using modules and limited connection 
between them. 
Coding -- The list of tools available includes compilers, editors, 
preprocessors, and the high level languages such as FORTRAN. 
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Testing -- Generally, testing is not done until after the coding has been 
written. In general, the high cost of testing is a result of the high cost of 
rewriting the code at this stage. Additionally, much of the testing activity 
is still a tedio'.ls, manual process which is itself highly error-prone. There 
are many tools available and so only a few types are mentioned below (after 
B::>ehm, 1979a). 
o Stati.c code analysis: Tools incl'lde the 'Jsual compiler error 
diagnostics, plus data type checking, as well as set-use analysis of 
variables, and there are also programs to check control flow and 
reachability. 
o Test Case Preparation: There have been attempts to automate the 
generation of test data to make a program execute along a desired path. 
One drawback is that these programs generate onl y inp'lts, so the tester 
must still calculate the expected outputs himself. 
o Debugging: Traditional aids include the core dump, the trace, the 
snapshot, and the breakpoint. Another tool is interactive walkthrough 
or backtracking. Again. it is still a manual task to check whether the 
outputs are correct. 
Maintenance and Modification -- These are stjll largely manual tasks, 
limited by the time lag between the original design and codjng and the need 
for making changes. The team must fj rst 'lnderstand the origj nal program, make 
changes to it, and then test the new version for correctness. 
There has been a proliferation of tools, all claiming to help improve 
software productivity. Still the need for some cordinated approach for the 
selection and 'Jse of tools exists. Some of the problems with softWare tools 
are as follows: 
o The tools should be evaluated for their effectiveness . This is done on 
a small scale at the Software Engineering Laboratory at NASA/Goddard, 
but more needs to be done. 
o Tools are generally not portable. A tool developed on one comp'Jter may 
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not work on another computer. 
o Many tools, al tho'.lgh effective, are not '.lser-friendl y. Thi s greatl y 
inhibjts thejr acceptance. 
o Very few of the tools are integrated so that a combination of them can 
be used together. 
o The high cost of learning a new tool discourages the use of tools. 
o The environment is forced to fit the tool. 
o Often it is the tool that is driving the requirement. 
o The tool capacity is misr'epresented or mis'.lnderstood. 
o Some tools are too general and try to solve too many problems. 
Clearly, a useful software tool will be one that operates in a 
minicomputer environment, is highly interactive, is relatively independent of 
an operating system, does not require elaborate peripheral devices, has a 
relatively short learning period, is relatively inexpensive to operate, is 
easy to maintain and enhance, and is portable. 
While much has been done in developing tools, it is generally agreed that 
more work is needed in the tools area and partj c1.11arl yin thej r j ntegration 
jnto a user friendly and supportive environment for the management and 
development of software. Tools also need to be made more portable. 
NASA should continue to test tools, both for its own use and for its 
contractors to use, and should provide specifjc incentives for its contractors 
either to develop new tools or to use existing ones as part of a portable, 
integrated package. NASA should encourage industry and universities to 
conduct software research, and then use these new techniques and tools as they 
are developed. 
K.5 Conclusjons 
NASA is a technical agency with perhaps more computer science expertise 
than any other government agency. To perform its future mjssions it will need 
computer science capabilities well beyond what it has now. The field of 
comp'lter science is growing rapidly and wl.ll contj n'le to do ~. o, dO'Jblj ng in 
vol '.lme perhaps every two to three years. 
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Software G'Jideli nes and Policies 
The software development effort wi thin NASA is hetergeneo'Js. Each Center 
participates in the process with different organizations, different 
contractors, and different standards. Although the benefits of software 
engineering techniques are generally recognized, there is no clear agreement 
on which techni ques are most 'Jsef'Jl or on how they sho'Jld be applied. This 
lack of uniformity is also reflected in the contractual structure. Most 
contractors have implemented their own standards for software production . 
But the state-of-the-art in software engineering is encouraging. Within 
the last decade, software development methodology has demonstrated great 
improvement in reliability and reduction of maintanence costs. It seems clear 
that uniform application of the best current software engineering techniques 
would produce immediate cost reductions for NASA. 
For NASA, software management is the most important component of software 
engineering. Modern software management methodologies are understood and 
employed in many software development areas wi thin the Agency. NASA 
Headq'Jar'ters has recogni zed the importance of this area and has developed some 
g'Jidelines for flight projects (NMI 2410.6.), but more work clearly needs to 
be done. NASA should be in a position to formulate and adopt reasonable 
guidelines for software management techniques, software tools, interfaces 
between tool s, doc'Jmentation, portabi Ii ty of programs, and so forth. To 
achieve effective software management, these g'Ji deli.nes sholJld be reinforced 
by the following policies: 
o Formal traini ng for software managers. 
o S'Jpported mechanism for software technology infusi.on. 
o Effort to develop NASA software envjronment. 
o Coordinated effort to evaluate software engineering practices. 
o Coordinated effort to advance software engineering practices. 
NASA Software Database 
There is a general lack of interactive, integrated, portable software 
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development environments wi thin NASA . T1l1Js, it is slJggested that NASA cond'Jct 
a survey of the software engineering and technology activities of Agency 
employees involved in the development of various tools, techniques, methods , 
and standards s'Jpporti ng the software development process . The purpose of 
this effort is to establish a basis for coordinating software engineering and 
technology activities among the NASA Centers, with the aim of eliminating 
wastef'Jl d 1Jpli cation and of keepi ng abreast of new developments. following 
the survey, a software specialist should be assigned to coordinate software 
activities within NASA. A database should also be established and ma de 
accessible to users for sharing software information resources which are 
constantly updated. 
NASA Position on Ada 
In 1975 DOD began an effort aimed at r educing the rapidly increasing 
expense of military software systems. four of the original goals (Brender and 
Nassi, 1981) of the DOD common hi gh-order lang'Jage effort were to: 
o Address the problem of life-cycle program costs. 
o Improve program reliability. 
o Promote the development of portable !:.oftware. 
o Promote the development of portable software tools . 
The eff~rt has evolved into one of software engineering's most exciting and 
far-reachi ng developments -- the Ada programming lang'Jage and associ ated 
support environment. 
Ada was intended principally for embedded computer applications but was 
also deemed suitable for general systems programming, real-time industrial 
applications, general applications programming, numeric computation, and for 
teaching good programming practice. The facilities in Ada have been 
formulated to p~ovide mechanisms for modularization. 
Ada incorporates and directly supports modern programming concepts of 
abstraction and modularization, separate compilation of program units without 
loss of program-wide checking, concurrency, and features for efficient systems 
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programming. Since Ada has widespread support of both DOD and many commercial 
hardware and software vendors, jt co~ld possibly affect the ind~stry in a 
significant way. Thus, it is recommended that NASA j ni tj ate a plan which will 
prepare the Agency to take full advantage of the potential benefits of Ada in 
its f~t~re projects. 
K.6 Recommendations 
Four recommendations are given which, wjth f~t~re budgets ~ncertain, need 
not be fully implemented to get ~sef~l res~lts. A small investment will yield 
genero~s improvements in the present sit~ation. 
1. NASA should expand its efforts to test and to evaluate new software 
techniques. The National B'.lrea'.l of Standards maintains a Software Tools 
Database listing over 300 tools. Tools are often designed for a speci.fic 
task and may work well in one environment but not in another. The Software 
Engineering Laboratory (SEL) at Goddard is a good example of a software 
testing facility, but more needs to be done. It might be desirable to have 
some type of SEL at each Center. These labs co~ld also act as 
clearingho~ses for software information (see Recommendation 2), and also as 
nodes on a NASA software network (see Recommendatjon 4). 
2. NASA sho'Jld monitor itself, industry, and academia for new developments in 
software engineering. It is important for any high-technology organizatjon 
to keep abreast of new developments. While there have been many efforts in 
this direction by individual NASA personnel, there has been little 
coordination or sharjng of res~lts. The coordination might be done thro~gh 
the SEL, and the sharing of res'.llts cO'.lld be done via some NASA-wide 
network. 
3. NASA should encourage new developments in software engineering. The 
software realm in the United States is large (over $20 billion annually), 
and NASA plays a relatively small part in it (less than $500 million per 
year). NASA can participate in, b'.lt cannot hope to drive or lead, software 
development. Major breakthroughs are not likely to come from NASA, and its 
role sho'Jld be to f:ontin'.le to enco'.lrage ind'Jstries and 'Jniversjtjes to do 
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software research. Grants to universitjes should be continued and ex pand ed 
if possible. NASA's software contractors have a vital intere~t in 'Jsing 
modern techniques, and it i~ recommended that software contracts target 
money specifically for research and impr ovements in software development . 
Thus, a contractor could implement new techniques or improve existing ones , 
NASA would '..11 timately get better software, and con t ractors wO'Jld get more 
efficient operations. 
4. NASA should plan for software exchange . There are currently several 
efforts underway by government agencies to establish databases for software 
information. The National Bureau of Standards maintains a Software Tools 
Database listing over 300 tools , and the GSA maintains a Software Exchange 
Program for sharing software programs among government agencies. Howe ver, 
without appropriate incentives to encourage the submission of a program t o 
the database and to encourage the use of the database, such a database wi l l 
be ineffective. As a first step towards a NASA software database , the 
Agency needs to recognize that tools and programs must be portable, user 
friendly, and often be part of a larger integrated system before they can 
be shared effectively. 
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Appendix L. Decision Support Systems 
A Deci sion S'.lpport System, or DSS , is a comp'.lter-based tool to as~· ist 
exec~tives, managers, analysts, and professionals in per fo~ming their jobs 
more effectively and efficiently. The f~nctjon of DSS is to assist in 
planning, in analyzing decision alternatives, and in monitoring the prog~ess 
of activities . The tool addresses nonstr~ctured rather than str~ctured tasks, 
provi des suppor"t to a decision-maker rather than replacing the judgment of the 
DM, and focuses on effectiveness rather than effjciency in the decision 
process (Alter, 1980). 
L.l Elements of a Decision Support System 
A comp~ter-based DSS usually consists of four e l ements. A database 
management system (DBMS) controls the storage and access of data by the 
system. A query language allows users to interact wjth the DBMS. 
Applications programs permit users to operate on the data ~sing statistical 
techni q'.les or planni ng models. Finally, a report writer allows '.lsers to 
specify how their output is to be presented . 
The DBMS controls the access to system data. Even i f these data are 
distrib~ted over a network, the DBMS can still locate and ~tilize them . The 
DBMS must service operational needs other than the DSS in most systems, so the 
database can be separated into two parts -- operational data and management 
data (Keen and Morton, 1978). Operational data relates to detailed 
transaction information. These data must be detailed , ~p-to-the minute, and 
acc'.lrate. Management data may be s'Jmmary, historical, or c'Jrrent. The DBtvlS 
may segment the database into the operational data which belongs to operating 
organizations (such as parts of NASA Centers), and then create management data 
files accessible by Headquarters or other offices ~sing a DSS. Data integrity 
is obtained by retaining ownership of the file and control of access, and 
micromanagement can be limited by controlling the data entering the management 
files. 
The query language enables users to interact with the system to determine 
what they wish done. There are two major considerati ons . Fi t'st, the lang'.lage 
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or qyery system myst be simple or yser-friendly 50 that a manager can yse it 
on hi s own terms. One sho'.Jld not need to be an expert on the system to '.Jse 
it; the system should adapt to the manager's terms and style, rather than vice 
versa. Secondly, the langyage shoyld be rich eno~gh to satisfy diverse yser 
needs. The qyery langyage enables ~sers to select from the database the 
specific entries that are desired. How this is done will depend on the 
organization and strYctYre of the database. 
Once a user has created a file with the desired data from the database, he 
can then operate on the fjle ysing a variety of applications programs. These 
programs might assign val~es from probability distribytions, perform 
statistical analyses, perform a simulation, or perhaps add an inflation 
adjustment for bydget/plan val~esi Finally, the report-writer allows the yser 
to specify what information is to be displayed, how it is to be displayed, and 
on what medi'.Jm it is to be presented (e.g., hardcopy printer, terminal 
display, or Calcomp). 
The DS~ operates as an exec'.Jti ve computer system enabling the 'Jser to 
specify which tasks are to be accomplished. The system must be 'Jser-friendly. 
It shoyld be flexible enoygh to allow for ysers with differing degrees of 
familiarity and knowledge to yse it, from the rank novice who needs complete 
gyidance to the very sophisticated, knowledgeable user who can ~se direct 
command language. The system sho~ld be designed to minimize ~ser frustration 
for the novice. One approach is t o have the yser type a plain text 
description of what he wants and have the system cond~ct a dialog yntil it 
understands exactly what is intended. Another pop~lar approach presents a 
user with sets of men~s from which he selects the option(s) desired. 
L.2 Use of a Decision Sypport System 
A DSS may be ~sed by a planner, project manager, s~pervisor or analyst of 
any ki.nd. Some admi nistrative assi stants may also '.Jse them. It is desi gned 
to aid in solv ing ~nstryct~red problems where the analyst does not know 
exactly what the answer is or perhaps even the most appropri a te form the 
q'Jestion (Sprag'Je, 1981). 
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The flexibility of a DSS will aid the creativity of a decision-maker or 
analyst. The system will stimulate thinking and aid in the development of new 
al ternativ es and options. A good system allows these new ideas to be tested 
through analytical models or simulation and can res ult in courses of action 
which w0 1.lld not otherwise have been discovered (m 1.lch les::; considered). 
L.3 NASA Implementation of Decision Support System 
NASA js beginning to introduce some DSS technology into the organization. 
It is important that this be done in an informed , coordinated manner if the 
Agency is to benefit from the capabilities of these systens. 
It is an article of faith by proponents of decision support systems that 
they must evolve from the desire and need of the users (Carlson, 1977). 
Systems that are imposed without consideration of the responses of the users 
are just not used. The problem is how to have such systems evolve from 
employee demand throughout NASA, but evolve i n such a way that hierarchical 
access to the systems is preserved . 
Several of the Centers and Headquarters offices are developing DSS 
technologi es for their own '.lse. It would be beneficial if Headq1.larters could 
have access to some of the information and capabilities at the level of 
individ'.lal Centers. This cO'.lld be accomplished in several ways . For 
instance , NASA could promulgate a standard which would provide for consistency 
so that all DSS could be accessed by Headquarters or other Centers. 
Alternatively, specific translators could be provided as interfaces between 
specific Center or Headquarters DSS's. A third option, one already used by 
PRMS, provides for the Centers to construct files from their sys tems which can 
then be accessed by Headquarters. Whichever is selected, NASA could make a 
conscious selection and pursue it vigorously as soon as possible. 
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Appendix M. Assessment of Computer and Communication Systems in the Private 
Sector 
Fortune magazine's 500 largest industrial corporations , 50 largest 
life-insurance companies, and 50 largest commercial banking companies were the 
I 
I 
I 
I 
base from which the private sector representatives were chosen . The followin g I 
f o ur specific questions were asked of all of the companies surveyed in regard 
to their computer and communications systems modernatization programs (if any): 
(1) Wh a t proved to be the most critjcal part of your program? 
(2) What was tholJght to be important that didn 't t'Jrn O'..lt to be so 
i mportant? 
(3) What unexpected problems did you encounter? 
(4) How was the program received by the organization? 
The results and t he assessment of each company are s 1..lmmari zed below. 
M.l Industrial Companies 
All seven indus trial firms surveyed have overseas operations and have 
ex perienced some diffic'..ll ty with their overseas networks. Most companies '..lse 
ATT lines but S.B.S. is beginning to replace sOnle of the ATT lines because of 
red 1..lced ccst. There results of the assessment are as follows. 
Automotive 
o Transmission -- lease lines and direct dial 
o Protocol -- uses its own requires vendors to use it, except railroad 
o Term i nals -- interactive 
o Electronic mail -- yes 
o Decentralized 
Petroleum 
o Tr ansm ission -- lease lines and direct dial; di g ital and voice (10% 
data, 90% voice) 
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o Protocol -- comp~ter supplier's 
o Terminals -- interactive 
o Electronic mail -- yes 
o Decentralized 
o Q'Je~· tions: (1) Reliabi.U.ty of component~~ 
(2) Lead time installation and security 
(3) Manual intervention and international communications 
(4) Substantial resistance at beginning of program 
Electronic and Appliance 
o Tranmission -- lease lines and direct dial 
o Protocol -- computer supplier's 
o Terminals -- interactive 
o Electronic mail -- beginning 
o Decentralized 
o Growth -- 30% to 35% annuall y in vol'Jrne 
o QlJestions: (1) Lead time 
(2) Security 
(3) System reliability 97% when 99+% required 
(4) Acceptance good due to proper planning 
o Additional comments -- This company is on its third generation of its 
computer and network system. All three phases 
have been f~lly planned and implemented. 
Metal 
o Tranmission -- lease and direct dial, changing to S.B.S. 
o Protocol -- computer supplier's 
o Terminals -- interactive 
o Electronic mail -- yes 
o Centralized 
Conglomerate 
o Tranmis s ion -- lease line and direct dial 
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o Protocol -- computer supplier's 
o Terminals -- 75~ are interactive 
o Electronic mail -- yes 
o Decentrali zed 
Aircraft 
o Tranmission -- owns private microwave and Earth Station 
o Protoccl -- computer supplier's 
o Terminals -- interactj.ve 
o Electron mail -- yes 
o Decentralized (five major centers, link net) 
o Growth -- 30% to 35% annually jn program 
o Q1Jestions: (1) Switching f'Jnction 
(2) International, trouble reporting and tracking 
(3) Loading of system and memory problems 
(4) Very good reception 
Electronic and Appliance 
o Tranmission -- private microwave at head office; lease li nes and direct 
dial for rest of network. 
o Protocol -- comp'.lter s'.lpplier' S 
o Terminals -- 25% are interactive 
o Electronic mail -- yes 
o Decentralized 
o Q1.lestions: (1) Implementation, adj'Jstment problems 
( 2) Sec ur it y 
(3) People, learning how to maximize sytem use 
(4) Sho'.lld have no problem with new system 
o Additional comments -- This company is putting in new state-of-the-art 
network systems. It is all-digital which ties 
together all headquarters and plants within a 
30-rnile radi.'.ls. Access to this network will be 
possible with all other operatjons in t he system. 
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M.2 Commercial-Banking Companies 
Three representative commercial-banking companies were assessed for their 
experience w] th internal comm'.m]cAti on!':· and comp'Jter networks. The res'JI ts 
are as follows. 
New York 
o Tranmission -- lease lines and direct dial 
o Protocol -- computer supplier's 
o Terminals -- interactive 
o Electronic mail -- s ·;rr·e 
o Decentralized 
Chicago 
o Transmiss]on -- lease lines, direct dial, & hard wired (data) 
o Protocol -- computer supplier's 
o Terminals -- interactive 
o Electronic mail -- yes 
o Decentralized 
o Q'..lestions: (1) People 
(2) Graphic modeling, a'Jtornatice calendar 
(3) Response time 
(4) Very good reception 
o Addi tional comments -- The Vice-Presi dent of Systems intervi ewed saw no 
executi ve work stati ons in t he f'..lt'Jre, j'Jst a 
chair, couch and telephone. He believes he will 
have a small terminal in his briefcase and will 
come to the office only a couple of times a week, 
doi ng most of hi.s work at home. Another concept 
to enhance acceptance of the system (and of 
electronic mail) would be for an IBM sales team 
to sell personal systems to the employees. 
Private Sector Assessment 
San Francisco 
o Transmission -- lease lines, direct dial, and satellite 
o Protocol -- comp~ter s~pplier's 
o Terminals -- partly interactive 
o Electronic mail -- no 
o Centralized, but going to regional struct~re 
o Growth -- 20% ann~ally in program 
o Q~estions: (1) Availability and integrity 
(2) None 
(3) Mean time of recovery 
(4) Educational process for personnel 
M.3 Life Ins~rance Companies 
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Three representative life insurance companies were assessed to determine 
their commitment to the 'Jse of state-of-the- art comm'..1nications and data 
processing systems. The firms are all doing business pri.mari ly in the Uni ted 
States, with a little b~siness in Canada. TIle assessment summary follows. 
Newark 
o Transmjssion -- lease and djrect dial 
o Protocol -- comp~ter s'..1pplier's 
o Terminals -- jnteractive 
o Electronic mail -- 45% are interactive 
o Decentralized 
o Growth -- 30% to 35% ann~ally in program 
o (lJestions: (1) Reliable software 
(2) User's needs 
(3) User's needs 
(4) Changes were accepted 
New York 
o Tran smission -- lease lines and direct dial 
I 
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o Protocol -- computer supplier's 
o Termj.nal s -- tnteractj ve 
o Electronic mail -- yes 
o DecentraU zed 
o Q'Jestions: (1) Management problem anal ysi s 
(2) Phone service 
(3) People 
(4) Very good acceptance 
Hartford 
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o Transmission -- lease lines and direct dial, ATT (data), S.B.S. (voice) 
o Protocol -- comp'Jter s'Jppl ier' s 
o Terminals -- jnteractive 
o Electonic mail - - no 
o Highly centralized 
o Growth -- 25% annually in program 
o Q>Jestions: (1) Availability to 'Jser and response time 
(2) Prj vacy 
(3) Loading of system 
(4) Wide acceptance 
:0.) 
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Appendix N. The NASA Manager Survey 
The st~dy of NASA manRgement and exec~tives reported in this Appendix was 
designed and exec 1jted to explore the receptivity of key Agency personnel to 
increased computerization and their perception of the role of comp~te~s in 
NASA 's operations. It was decided that a struct~red telephone intervjew, 
1 
conducted with a reasonably large sample of management/exec~tive personnel, 
would be the most appropriate given the time and various other constraints. 
Besides receptivity to computers, other issues -- many of whjch are not 
directly addressed in this Appendix -- are reflected in the construction of 
the "agree/disagree" queries on the questionaire (particularly items #29-37). 
The findings in some of these categories are r eported in this text. The 
complete survey instrument is reproduced at the end of the Appendix, and the 
characteristics of the sam ple of managers who took part in the survey are 
s'jmmari zed in Fig'jre N-1. 
The sample included NASA Headquarters, because of the concen tration of 
management and executive personnel at that location, and representatives from 
a geographical distribution of Centers. Two of the Centers are heavily 
involved in aeronautics work while the other two concentrate on space systems 
work. This pattern of selection was ~sed to reduce potential bias. 
The sample , although not random in a technical sense, wa s taken \."i tholjt 
regard to name (except one) or position . Of the orig in al 56 names selected 
for interview, 63% (35) ~sable interviews were actually completed; 21% (12) of 
the interviews were not completed beca~se of ref~sals , retjre~ents or 
vacations, and the remaining 16% (9) were inacce~sible for various reasons. 
The 35 interviewees cannot be properly characterized as representative of 
NASA management, and therefore the conclusions are not generalized. Although 
the 35 cannot be considered a random sample, the range of years of service 
with NASA and the distrib~tion of educational backgrounds do show that a wide 
variety of indi.vi dlJals wet' e captured in the sample . This give~. some 
confjdence that the sampling proced~re did red~ce some of the bias. 
General! y, those interv i ewd have served wi th NASA for a long time, typj call y 
16- 20 years. Figure N-2 shows the distrib~tion of their Agency service time. 
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Fj gure N-1. Nh SA Manager Survey Sample 
Loc<'l tion 
NASA H.Q. 
Ames 
Langley 
Goddard 
r~arshall 
Total 
Number Selected 
16 (26.6%) 
10 ( 17.8% ) 
10 (17.8%) 
10 (17.8% ) 
10 (17.8% ) 
56 
Figure N- 2. NASA Management: Years of Servjce 
Servi.ce ,·J'Jmber 
1-5 years 2 
6-10 years 3 
11-15 years 10 
16-20 years 13 
21-25 years 5 
26-30 years 2 
Figure N-3. NASA Management: Educatjonal Levels 
Level N'lmber 
Doctorate 6 
Hasten; 14 
Bachelors 13 
Htgh School 2 
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The highest formal ed~cation levels attained by those intervj ewed , shown in 
Fjg~re N- 3 , ranged from High School diplomas at Ph.D . 's. 
In additi on t o their formal degree s , almost all intervi ewees had 
participated in job-related training within the las t fiv e years; most 
indicated it was considered "part of the job de scription . " All had extensive 
management experience and in most cases it had been with NA SA exclusivel y ; 
onl y a very few of the interviewees had recent management experience from 
o~tside the Agency. 
N.1 Find ings of the S~rvey 
The q~estionaire covered several areas . The first concerned perceptions 
of NASA's mission or p~rpose, any changes anticipated in that mission and an y 
changes that ought to occur in NASA ' s mission . The overwhelming majori ty of 
those interviewed indicated that they be l ieved NASA ' s mission to be research 
and development in the f i eld of aerospace , and the technology transfer rela t ed 
to that research and development (see Fi.g'.lre N- 4) . 
The managers did not anticipate f~t~re changes in NASA ' s mis si on nor did 
they want changes in that mission . The few that did say that a mission change 
wa s in the offing indicated that the changes wo uld be bro '.lg ht abo'.lt by 
"env ironmental" influences. The sources of change mentioned were: (1) 
Mi litarization of NASA 's functions, (2) the economy , and (3) addressing more 
practical concerns. Computing was not mentioned as a so~rce or change in the 
mission of the Agency. In addition, those who have suggest ed tha t NASA's 
function is data collection and dissemination sho~ld not look to these 
(nanagers for s'.lpport . The "serv ice agency" concept generated littl e 
enth'.lsiasm, as c an be seen i n the data at Fig'.lre N-5. These responses are 
onl y suggesti ve of the opposi tion to the " set' vice agency" concept 
additional comments were often s t r ongly cr i ti cal of the notion. 
Although computers were not seen as a major source of chan ge jn NASA , they 
were recogni zed as a salient fe a t'.lre of Agency man agement . The data showed 
that , individually, most of the managers spen t 51 or less of their time j n 
direct computer '.l sage . However, they are dependent on corup'.lte,~. for cr i.tic a l 
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data, reports, and process control. Comp~tprs are necessary for NASA 
management to get their work done, and all who are interviewed consid e~ed them 
a vital tool. Many alEo felt that computere could and sho~ld be ~sed for 
additional management support. 
When asked to evaluate a series of specific comp~ter-based systems as 
effective or not effective for a person doing their kind of work, the managers 
generally evaluated such systems ass effective. Fig~re N-6 shows the res~lts 
of their evaluations. A comparison of the Index val~es in Fig~re N-4 
j ndj cates that "effecti ve" eval'.lations far o'.ltweighed "not effective" 
eval 1.lations. 
Of the 34 '.lsable interviews on this q'.lesUon, 94% felt that word 
pr'ocessing was effective -- indeed, many vol'Jnteered "very effective." 
Computerized databases received an effective evaluation by 91%, while 
computerized management information systems received an effective eval~ation 
by 71% of the interviewees. The most disturbing res~lt was the magnitude of 
the "no eval'.lati.on" response in some categori es, whi.ch indi cates a lack of 
fami liari ty or 'Jnderstandi.ng of specific ki.nds of systelils. For eXcHople, 74;; 
gave no evaluation of computerized decjsjon support systems, and 53% gave none 
for electronic mail. Lack of famjliarity may have a more s~bstantial impact 
on how management approaches comp~terized systems than purely negatjve 
eval '.lations. 
The majority of NASA managers interviewed were not dissatisfied with their 
jnternal and external information exchange systems and in almost every case no 
recommendati ons for change were made. However, when asked abo'.lt better 
alternatives for generating or accessing computerized data, expressions of 
dissatisfaction emerged. Interactive access to data, rather than hard copy, 
was often urged as a superior alternative to present procedures of collec ting 
large piles of hard copy computer printo~t and extracting and reprinting data 
from that output. If NASA were to move toward more interactive data access, 
it would constit~te a major restr~cturjng of c omp~te r us ag e that would 0 180 
req~ire more extensive interfacing of management with comp~ters. 
It is also interesting to note that nontechnical managers were 
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Figure N- .4. NASA As A Re:>ea rc h and De ve l opm ent Agenc y 
NASA sho'.l ld continue to be a resea r ch and de ve lo pm ent ar;ency wi th t he 
primary purpose of fostering and demonstr~t i ng aerospace capabilities .* 
Agree 
Ne'.ltral 
Disagree 
100% 
0% 
0% 
US ) 
(0 ) 
( 0 ) 
* Q1Jestion '29 , see attached inter vj ew schedule . 
Fig1Jre N- 5 . NASA As A Data Service Agency 
NASA should become a serv i ce agenc y with the pr jmary p1Jrpose of ga t hering 
and dissemina t ing data 1Jsing ae r ospace t echnol ogy.* 
Agree 
Ne'.ltral 
Di sagree 
11. 4% 
5.7% 
( 4 ) 
( 2) 
82 . 8% (29 ) 
* Q1Jestion #30 , see attached interv i e w s c hed 1Jl e . 
Fig1Jre N- 6. Evaluation of Comp1Jter Based Systems 
Hord Processing 
Comp Networks 
Effec ti ve 
32 
20 
No t 
Effecti ve 
o 
N. E. * 
Electronic t1al1 14 2 
2 
13 
18 
15 Comp 
Comp 
Comp 
Com p 
Tele Conf 
Data Dases 
1-1. 1. S. 
D. S . S. 
INlJEXiHf 
18 
31 
24 
6 
4.26 
4 
3 
. 2 
2 
6 
25 
* N. E. - No Eval'.lation, not far;li.liar witt) system O T' concept . 
** INDEX - Total response j n col '.lmn/total j ntervj ews (4) 
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proportionately less satisfied with their systems than technical managers . 
Possibly this is beca~se technical managers can j~stify comp~ter acq~isition 
as part of projects whi.le nontechnical managers have greater difficulty in 
j~stifying comp~ter acquisitions. 
Based on the above data and other information gleaned d~ring the s~rvey, 
it is impossible to characterize the managers who were interviewed as 
unreceptive to new or expanded co~p~ter usage . It also appears, however, that 
careful preparation must precede any major changes which are to be made. 
Managers must be educated as to the benefits of newer systems and be assured 
that "past mistakes" will not be repeated. The past mistakes were 
characterized as " ... letting computer systems dictate management functions 
rather than managers dictating computer systems." In addition, there seems to 
be some feeling that promises or claims for computerized systems did not match 
act'Jal performance (see Figure N-7). Thjs strongly arg'Jes for the need to 
test systems or to be able to quickly reject systems that prove burdensome. 
It may even imply that lease or lease-purchase of eq'Ji pment and software is 
necessary in order to avoid "sunk cost" arg'Jments that mi Ii tate against change. 
The educational need may be addressed by providing access to short courses 
or seminars that deal with the functjons and operations of decision support 
systems, computer networks, or electronic mail systems. Since such 
educational experiences appear to be a normal part of the activities of those 
interviewed, it suggests that a mechanism is already available for this 
p'Jrpose. 
Finally, it should be noted that the proposed creation of an 
organi zati onal component of NASA that would concern itself with advancj ng the 
state-of-the-art in computers did have support from those interviewed. 
However, that SIJPport was often q'JaU fied by placing it j n the context of the 
aerospace mission. Statements which accompanied opposition to the development 
of such an organization in NASA argued that " .•. industry can do that better 
than we can" (see Fi g 'Jre N-8). 
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Fig~re N-7. Experience With Comp~ter Based Systems 
Experience wjth comp~ter based s ystems s ~ggests that thejr benefits were 
freq~ently not as great as was anticipated .* 
Agree 37 . 1% (1 3 ) 
Neutral 17 . 1% (6) 
Djsagree 45.7% (16) 
* Q~estion 031, see attached inter view sched~le. 
Fj g 'Jre N- 8. Comp'Jter Organi zation S'Jpport 
NASA sho~ld develop an organization which has the capability of advancin g 
the state-of-the-art in computer systems and technology.* 
Agree 48.6~ (17) 
Ne~tral 20.0% (7) 
Disagree 31. 4% ( 11) 
* Q~estion #33 , see attached interv iew sche ( ~le. 
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N.2 Concl
'
Jsion 
The initial problem was to explore the receptivity of NASA managers to 
change that may be brought by computer i zation. Based on the people 
interviewed, t here is little reason to believe that managemet w0
'
Jld not be 
rec e ptive, although t he door is not wide open. It is clear that for these 
people a s tudi ed introd 1Jctlon wO'Jld be necessary to establish and to maintain 
t he ir confidence. But the potential f or acceptance of a phased introduction 
of new computer systems to meet NASA's future ne eds is very high. 
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Appendix O. OPEN and ST: Two Future NASA Projects 
Two major projects planned by NASA fo the 1980 ' s are OPEN (Origin of 
Plasmas in the Earth's Neighborhood) and ST (Space TE',escope). Both an~ in 
the planning stages and th~s it may stil l be possible to incorporate new and 
innova tive ideas into them. 
0.1 The OPEN Project 
The existence of a magnetic field aro 'Jnd Earth has been known for 
cent~ries, and its shape was s~pposed to be similar to that of the magnetic 
field d'Je to a bar magnet. The correlation between the appearance of sunspots 
and other solar activity and the terrestrial phenomenon of aurora and 
interference in radio comm~nication has also been know for a n~mber of 
decades. In 1957 a pioneering discovery was made by James Van Allen using 
radiation counters aboard Explorer-l: Earth is s~rro~nded by belts of 
high-energy particles trapped in Earth's nat~ral magnetic field high above the 
atmosphere. F~rther experiments in the 1960's and 1970's led scientists to 
ask such q'Jesti,ons as: "What is geospace?" , "How is it formed?", and "How 
does it behave?" 
It is now known that different regions of the geospace are pop'Jlated by 
entirely different types off plasmas. High-energy electrons fill the 
radiation belts encircling Earth in the eq~atorial regions. Another component 
of hot ionized gas is found in the comet-like tail of Earth's magnetic field. 
On the day side, ,a f'Jnnel-shaped region j s formed in the magnetosphere near 
the poles (the polar C1JSps) that allows high-energy particles to stream down 
to Earth's s~rface. However, this picture of the geospace is still a sketch, 
so a m~lti-spacecraft program is necessary to collect data on simUltaneous 
events througho'Jt geo~,pace as a whole. 
Two plasma SO'Jrce regi ons (the solar wind and the ionsphere) and tvlO 
storage reservoirs (the extended geomagnetic t ajl and the inner plasma 
sheet/particle trapping regions) are known. These four regions r epresent the 
fO'Jr pi ece~, of tile modern geospace p'Jzzle, interconnected by a netw.) rk of 
transport processes that give rise to the overall st~~ct~re of the geospace. 
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QUESTIONNAIRE 
NASA MANAGER SURVEY 
NAME: 
---------------------------------------------------------
POSITION: ____________________________________________ __ 
1. How long have you been with NASA? yrs. 
2. (if less than ten years) What was your previous positicn befcre jcin-
ing NASA? 
3. How leng have you been in your present pcsiticr.? yrs/~o. 
-------
4. (if less than two years) What was your previous position with NASA? 
5. What is your highest academic degree? 
--------
6. When did you complete that degree? ______ _ 
7. Have you taken any additional ccllege or university ~ork since you 
compl e ted your ? When? 
-------
. 8. Have you taken any noncollege jeb-re l ated training since you ce~pleted 
your ? When? 
--------
9. In how many professional assoc i ations co you hold m e~b e ~ s hip? 
-------
10. Which of these associations do you consider more important tc you? 
11. Have you ever t aught at a college or uni ve rsity? no ye s __ __ 
part-cime ____ ; f ull-time __ __ 
12. Briefly des c r i be what you believe to be NASA's missi c n c r purpc se . 
13. Do you believe that there will be a major change in NASA's basic 
mission or purpose in the next 10-15 years? yes ____ no 
1 ~. (if yes) Wha"t de yeu believe ... ,'ill be t!1e ~:;s(. 
fer the change(s)? 
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:~;~ r t~~ t rea scr.s/:a~s~s 
15. In the future, de ycu believe that NASA's mission/purpc s e cught "t c be 
different than you described? yes ____ : ne Please explain. 
16. Briefly describe yeur werk activities and responsibilities. 
17. Briefly describe the number and ~inds ef pee ple that we rk with ye u in 
yeur area ef respensibility. 
18. On the average, what percentage cf ycur t i me de ye u us e ccmputers er 
computer ce ntr e lled equ i pment /p r ocesses in ye ur wc rk? ~ 
19. Do ycu prepare reports or pr opo sals th a t use ccmput e r gen e ra t ed data 
or append ccmputer output as part e f t he dccumer.t ? nc yes 
appreximate $/yr. 
----
20. (if yes) Do yc u feel that there ar e be tter alternative ways in wh i ch 
computeri zed data can be prepared f e r yeur use? 
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21. Do you receive reports from otter NASA officcs tha~ use ccmputer 
generated data or append comput e r output as part cf the repc r t5? 
no ; yes ____ : approximate $/ yr. ______ __ 
22. (if yes) Do you feel that there 3re better alternative ~dyS 1n ~~ich 
such data can be given to you? 
23. In general, do you believe that ou have cffective means of excha~gir.s 
info rmation ~ith others inside NASA? yes ___ nc ~hy ? why no::'? 
24. In general, do you believe that you have effective means of exchanging 
information ~ith others outside NASA? yes ___ no why? ~hy nct? 
25. On the average, ~hat ~ of the time do others in your are2 of responsi-
bility spend in the use of computers or ccmputer ccntroll ed equip~ent 
or processes? ~ 
--------
26. Do you kno~ of any NASA projects or pilot projects that are designed 
to introduce or implement ne~ ccmputer usage s at your center: NASA 
H.Q. yes ___ : no __ _ 
27. (if yes) Can you name or describe the~? 
l\ppe ndix 0 - 5 
28. I am going to read a list of iLems and I would like for yc u t c 
evaluate each item as effective or ineffective f e r a perscn dcir.g wc rk 
like you do. If you are unfamili a r wi t h t he items, you may ind ica te 
no evaluation. 
ITEMS 
1. word processing 
2. ccmputer netwcrks 
3. electronic mail 
4. ccmputerized teleconferencing 
5. computerized data bases 
6. computerized M.I.S. 
7 . computerized decision suppo r t 
systems 
EFFECTIVE I NEFFECTIVE 
NO 
EVALUATION 
The following is a series of statements in which you are asked to 
express agreement or disagreement . You may al sc indi cate whether you 
are strongly in agreement or strongly in disagreement. If ycu have r.c 
feelings ccncerning the statement , you may indicate that ycu are 
neutral. 
29. NASA sh ould continue to be a research and develcpment agency with t~e 
primary purpose of fostering and demonstrating aerospace capabilitie s . 
SA-----A-----N-----D-----SD 
30. 1 NASA should become a service agency with the pri~ary pur pcse of 
gathering and disseminating data using aercspace technclogy . 
SA-----A-----N-----D-----SD 
31. Experience with computer based systems suggest that their benefits 
were frequently not as great as was ar.ticipated . 
SA-----A-----N-----D-----SD 
32. The cost of systems support staff tends to ou tweigh the savings that 
may be brought through office autcm ation. 
SA-----A-----N-----D---- -SD 
33 . NASA should develop an organizat i on which has the capability ~f 
advancing the state-of-the-ar t i n computer systems and technology. 
SA-----A-----N-----D-----SD 
I 
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34. Ccmputer prcgrammers are gener31ly unsympathetic tc the prcblems faced 
by management. 
SA-----A-----N-----D-----SD 
35. The implementaticn cf computerized management support systems through-
out NASA would increase H.Q.·s ability to mcnitor center activities. 
SA-----A-----N-----D-----SD 
36. The cverall productivity cf NASA management wculd be greatly enhanced 
by an infusion cf advar.ced ccmputer technclogies that are presently 
available to management in the private sector. 
SA-----A-----N-----D-----SD 
37. Computer programmers tend to be overconfident and promise mor e tha~ 
they can deliver. 
SA-----A-----N-----D-----SD 
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By placing properly instrumented spacecraft in each o f the four regions, 
scientists hope to understand the storage and release of ener gy, the entry and 
transfer of plasmas in the djfferent regions, and how they change wjth time. 
The four spacecraft desjgned for this purpose are: 
(1) Interplanetary Space Laboratory (ISL) whjch wjll measure the incoming 
solar wind, magnetic fields, and particles. It will be placed at a 
point 1.5 million kilometers su~ward from Earth where the 
gravitational field of Earth balances that of the Sun. On reaching 
the stable libration point, it will be placed jn a small cjrcular 
"halo" orbi t about this location. It will then accompany Earth aro1Jnd 
the Sun and serve as an early warning system for the appearance of 
solar magnetjc storms. 
(2) Polar Plasma Laboratory (PPL) which will measure solar wind entry, 
ionosphere output and the deposition of energy into the neutral 
atmosphere at high altitudes. PPL will be placed in a highly 
eccentric polar orbit with a maximum altitude of between 25,000 and 
90,000 kilometers. 
(3) Equatorial Magnetosphere Laboratory (EML) which will measure solar 
wind entry at the sunward l obe of the magnetosphere, and record the 
transpor t and storage of plasma in the equatorial ring current and 
near-Earth plasma sheet. EML will be placed in an elliptical orbit in 
the equatorial plane with the maximum height ranging from 6,000 to 
70,000 kilometers. 
(4) Geomagnetic Tail Laboratory (GTL) which will measure solar wind entry 
and acceleration, transport, and storage of plasma in the geomagnetic 
tail. The GTL will utilize novel navigational methods that involve an 
occasional kick from the gravitational field of the Moon and keep it 
in an orbit around Earth thRt varies from Earth-Moon d istance of 
380,000 kilomete~s to points as far as 1.5 million kilometers. 
Two important factors will help in making OPE N a successful pro j ect. 
I 
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First, the earlier findings will help in realistic planning and soynd strategy 
f or th i s mi s si on. Second, the technology needed for these meas~rements has 
now becom e avail able. The OPEN proje~t will be a central element in the 
overall s olar-terrestrial exploration planned for the 1980's. 
0.2 The ST Project 
The s econd major space science ~ndertaking is the Space Tel e scope (ST) 
program. The project is 'lnder acti.ve development and the 8T \oJi 11 be la'lnched 
i n the mid-1 980's. It will be the first large optical telescope (2.4-meter 
apertYre) which will be placed o~tside of Earth's atmosphere. It will have 
several advantages over other gro~nd-based instr~ments. It will be able to 
make observations not only in the visible region, b~t also in the infrared and 
'll traviolet regions. Being o'Jtside of Earth's atmosphere i.t wEI not be 
affected by haze, cloyds, and atmospheric tYrbYlence, thus it will be able to 
see objects 50-100 fainter than those visible ~sing Earthbound telescopes. ST 
can resolve astronomical phenomena wl.thin the 0.001-1 second time-resolution 
range. The telescope will be diffraction-limited; being outside of Earth's 
atmosphere, it wi ll be able to provide sharper images than any other telescope. 
In r e lat i onship to other telescopes ~sed in previous space missions, the 
ST will be different in a least fo~r significant ways: (1) It will be a full 
optical teles cope (previous telescopes have been used only in the wavelength 
regions where the Earth's atmosphere is opaqye); (2) ST is much larger than 
pr evious instrYments, of which the largest had an aperture of only 0.6 meters; 
(3) 8T is expected to have a 20-year lifespan, with Sh'lttle maintenance 
capability if necessary; and (4) ST will be primarily a gyest-observer 
faci Ii ty. whereas previo'ls instr'Jrnents were operated excl'lsi vely for the 
Principal Inves tigators (PIs). 
Becayse the ST will have a long operational life and will be primarily a 
g'Jest-observer factli ty, NASA has followed the recommendation of the Horni ng 
Comm i ttee and has set 1lp Space Telescope Science Instit'lte (STSI) which wi 11 
be operated by a consorti'lm of 14 'lniversities. The Johns Hopkins UniversHy 
has been chosen as the site for STSI, and is already operatj ng. The STSI will 
be ~nder contract to NASA, and jts responsibilities will jncl~d e solicitating 
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and screening observing proposals, f~nding of g~est observers, planning and 
scheduling of observations , execution of science quick-look functions during 
observations, science data proceSSing and calibration, science data archiving, 
cataloguing and data retrieval, and delivery of data products to users. 
The Science Institute wi 11 eventually have a staff of abo'Jt 200 people, of 
which abo'Jt 40 will be astronomers. The staff will not have privileged access 
to the observation time but will have to complete with other proposals. 
Initially about 200 propo~als will be accepted annually by the Institute. 
The establishment of the STSI will make the data handling, processing, 
storage and retrieval more systematic and efficient. The basic data from the 
ST will consist of engineering and science data. The data will first be sent 
to the Tracking and Data Relay Satellites, then to the \-Jhi te Sands Receivi ng 
Station , then via NASCOI~ to Goddard's Data Capture Facility, and then finally 
received by STSI. At the Institute , the data will be kept on magnetic tape, 
with data analysis performed using magnetic disk medja. Data archiving will 
be done on 6250 bpj magnetic tape. New methods for data storage, such as the 
laser disk, will also be explored and implemented as they become available 
commercially. However, at present the laser disk technology is not 
sufficiently well-developed to make it superior to the magnetic media. The 
data will be retrieved by a database management system. 
It js anticipated that there will not be any full-fled ged data 
preprocessing facilities on board the ST, but there will be local intelligence 
for targeting p'Jrposes. This involves getting a target acquisition image. 
on-board processing of the image to determine the location of the target, and 
then repointing the telescope so that the image is positioned at the center of 
the apert'Jre of the telescope. There will also be some other preprocessing 
features on the ST such as averaging of successive detector readouts (with bad 
readout rejection), synchronous averaging of pulsar signals, exposure meter 
control (in \ ... hich the c'Jm'Jlati.ve expos'Jre nl'Jst reach a preset level before the 
exposure is terminated and the next one is begun), and error correction 
encoding (which inserts check bits into the data stream so data may be 
recovered in the event of telemetry errors). 
I 
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Quick look imaging data will be available immediately at the STSI and 
high-quality images within 24 hours. This will facilitate planning and 
lJpdating of the observational strategy. The data will be considered 
priviledged information for a period of one year, then will be available 
publicall y. 
The Space Institute is planning to develop transportable software. This 
will have a dual advantage. First, the guest observer will be able to do data 
analysis and reduction at his home institution. Second, the same software 
will be usable for future generations of computers. The data will be 
distributed in a star network to all users -- that is, they will all be 
connected to the STSI but not to one another. The data will also be 
distributed in a standard format and thus general database routines are being 
developed for this purpose. At present, the data handling facilities are 
being developed by Computer Science Corporation as a subcontractor. 
The data will be calibrated to a standard level by the STSI. However, the 
calibration needed for a particular observation, and the necessary algorithms, 
will be the responsibility of the guest observer. Flexible image transport 
system, which is already in use at Kitt Peak National Observatory, will be 
used for imaging. It is anticipated that about two reels of 2400 foot, 6250 
bpi magnetic tapes will be generated each day. 
The establishment of the STSI is an important step in overcoming some of 
the forthcoming basic data handling problems of NASA. The fundamental issues 
are being addressed right now and adeqlJate remedies are being proposed well 
before the problems get out of hand. 
Cost of Expertise Appendix P - 1 
Appendix P. The High Cost of Computer Science Expertise 
A major conclusion of the 1981 S'..I01lIler St'Jdy is that NASA needs to develop 
in-ho~se expertise in computer science in addition to the expertise presently 
scattered througo~t the various Centers. This expertise is essential whether 
or not the Agency decides to undertake a research and development activity in 
computer science. The field of computer science is so volatile that it is 
impossible to stay abreast of developments throughout the discipline unless 
Agency personnel remain closely associated with scientists in industry and 
academia who are relatively working in research and development. 
At present computer science is undergoing significant quantitative 
advances every two years and significant qualitative changes at a much faster 
rate than the twelve-year cycle attributed to most sciences. A NASA computer 
scientist who spends five years working with fixed eq'.lipment and software 
problems is competent to work with that equipment and software, b'Jt he will 
have difficulty stating realistic requirements for new systems, will have 
trouble know1.ng which vendor's promises are trustworthy and which are not, and 
may not be fully aware of new developments which are just over the horizon 
unless he has been able to maintain a wide range of contacts external to NASA. 
In order to acquire and retain the kind of people who are willing and able 
to stay abreast of the field, NASA must compete effectively with other 
government agencies, academia, and industry. The Agency must exploit its 
advantages an exciting image, extraordinary projects, and extens1.ve arrays 
of equipment. It must also overcome its handicaps -- low salaries, a sluggish 
b'Jreaucracy, lack of a career ladder for computer scientists, a service or 
support perspective on the role of computer scientists, and obsolescence of 
m'..Ich of its equipment. By way of comparison, most other government agencies 
have many of the same problems. However, they lack the exciting image and do 
not have programs as scientifically interesting as those with which NASA 
deals. Academ1.a has many of the same problems as the Agency but offers people 
extreme freedom in choosing their activities. Industry offers much higher 
salaries and a much more up-to-date work environment, but also offers 
considerably less freedom of activity than academia. 
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This Appendix is an attempt to bring the reader up-to-date on the state of 
affairs in employment at the doctoral level for computer science. Of course 
the Agency needs personnel beneath the doctoral level, but the leadership will 
likely come from those having doctoral or equivalent training and experience. 
The number in Figure P-l are taken from an annual survey of doctorates 
granted in computer science, conducted by Orrin Taulbee and S.D. Conte for the 
Computer Sci ence Board (Taulbee and Conte, 1979). The 1977 and 1978 estimates 
were obtained from Arden (1980). The 1980 estimate of 265 Ph.D's granted is 
taken from Denning (1981a) and its source is unknown. The alternative 1980 
estimate of 341 is taken from Ta'Jlbee and Conte (1980). The extreme optimism 
present in the 1977 and 1978 fig'lres suggests the lower 1980 estimate is 
probably closer to reality. 
Figures P-2 and P-3 show the employment of computer science doctoral 
graduates. Our sources do not contain figures for 1978 or 1980. Notice the 
decline in the total n'~ber of Ph.D's entering the academic environment. Also 
the n'Jmber of computer science Ph.D's entering government is mini.scule. Note 
that despite an annual average of 70 to 80 new doctoral graduates entering 
Ph.D-granting departments, the net increase is only 20-30 per year. This 
suggests that about 50 computer science faculty have been leaving academia 
annually. Dr. George D. Dodd of General Motors Research Laboratory recently 
noted that: 
In 1979 200 Ph.D computer scientists were graduated from 
American unversities and colleges, down from 256 in 1975. 
Of these 200, more than 100 are being absorbed into 
industry and governmental positions, leaving the remainder 
for university positions. Surveys and studies conducted 
by the Comp'lter Science Board and others have concl uded 
there exists a demand for 600 Ph.D computer scientists per 
year to meet educational needs and 1300 per year to meet 
total U.S. needs. We are indeed in a crisis nationwide. 
(Estrin, 1980) 
These figures are incomplete. Nonetheless, they strongly suggest that NASA 
Cost of Expertise 
Figure P-l. S'lppl Y of PhD Graduates 
Year CS PHDs ~ranted Estimates 
1973 
1974 
1975 
1976 
1977 
1978 
1979 
1980 
208 
203 
256 
246 
208 
214 
248 
265 
310 
299 
341 
Figure P-2. Employment of Computer Science PhD graduates 
Year PhD ~rantin~ DeEts Non-PhD ~rantin~ Deets 
1975 84 53 
1976 76 51 
1977 66 48 
1978 
1979 73 36 
Fig'lre P-3. Number of Faculty Holding PhD 
Year Number of Fac'll tx: Holdin~ PhD 
1974 787 
1975 805 
1976 773· 
1977 790 
1978 825 
1979 837 
• The structure of the survey changed. 
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Government Industrl 
12 69 
9 94 
12 75 
8 122 
Chan~e 
18 
-32 
17 
35 
12 
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must expect difficulty in recruiting and much more rapid turnover among 
personnel in CS&T than in other fields. 
It is widely believed that salaries are the driving force behind these 
figures (Denning, 1981a). In 1980, average industrial-setting salaries were 
$20,000 (B.S . degree), $24,000 (M.S. degree), and $32,000 (Ph.D degree). Even 
for ordinary programmers, salaries have skyrocketed: The national average 
salary for the DP field rose 12.8% in 1980 (Lusa and Winkler, 1981). Examples 
of these salaries in 1981 were: Applications programmer trainee, $14,800; 
Senior systems programmer, $23,800; Systems Analysis Manager, $33,900. By 
comparison, new Ph.D's were offered an average 9-month salary of $22,000 for 
academic positions. 
The computer science community and the government have recognized this 
problem for several years. The Feldman Report (1979), resulting from a 
November 1978 NSF -sponsored workshop, argues that there is a crisis in 
experimental computer science. The Snowbird Report (Denning, 1981b), 
resulting from the July 1980 biennial meeting of computer science department 
chairmen, states: 
There is a severe manpower shortage in the computing field. 
It is most aC'Jte at the Ph.D level: The supply of neH Ph.D's 
is about 20% of the demand. The crisi s has been precipitated 
by an explosive growth of the computing field with no matching 
growth of university budgets in computer science. Unless the 
trend reverses, the country will soon lose its lead in computer 
technology because eno~gh computer experts cannot be trained 
and because the basic research to ensure a continuing supply of 
new concepts for the long-term f'Jture cannot be conducted. 
In October 1980 the Office of Science and Technology in the executive 
Office of the President released a report entitled Science and Engineering 
Education for the 1980s and Beyond, which was requested from NSF and ED 
(Eduction Department) by President Carter. This report singled out the 
computing profession as one with special, pressing problems; it foresaw 
shortages of computer professionals persisting into the 1990s. Finally, in 
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March 1981, a consensus statement issued by the NSF-supported "Panel in 
Computing and Higher Education" stated: 
There i s a major crjsis in training computer sc i entists. 
There is a lack of s upport to graduate .students, which 
leads to a shortage of faculty. New capjtal is also 
required for the eq'.Ji pment to support these needs. 
Already there i s a crisis in computer science -- the 
faculty members needed to teach the growing numbers of 
students are preferring to enter industry in order to 
have access to up-to-date research facilities. This 
resul ts j n the twofold problem of not enough grad'Jates 
with advanced degrees and not enough faculty to provide 
computing education. (Estrin, 1981) 
NASA will have to make special efforts to provide comptetive salaries and 
other incentives in order to continue to attract talented and qualified 
people. Furthermore, i f NASA should take the role of lead government agency 
in driving the development of computer science in this country, it should 
recognize the critical i mportance of increasing the production of computer 
scjence trained people at all levels. 
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Append i x Q. An Ins i de View of CS&T in NASA: Problems and Po tentials 
D~ring the 19M1 S~mmer St~dy a large n~mber o f A~enc y pe~ ~0~ne l ca~e i nto 
con t~ct WiLh the fClc'Jlty fellow p<lrUcipar:ts , cw d n'JmerC 'J ~ i'r 'Ci!'lk c isc'Js$i on ~:, 
of the problems and potentials of computer science and techn ol cgy in ~ASA wer e 
t h ~ s initi a ted. Tho~gh sometimes controv e~sial , this Append ix presents th e 
cand i d concerns and i SS'Jes of importanc e to t he I:P.SA parti c1 p,wts them~, e l ve s 
d'Jring the CC'Jrse of the St'Jdy , expressed 10 the ir own .. 'rcl~: . . 
0 . 1 Research Productivity 
The prcd'Jctivi ty of a research 3d entist or' enGi neer' en5 Cif~Ft1 j n e i the:' 
exper i menta l 0r theoretical work can be s i gnificantly en ha nc ed by t he n i ~ rf 
C mp 'Jter". At present, a typi cal researcher c 'Jr'rentl Y 'Jses a cOlnp'Jter' t \~ 
mat hemati cally mode l some physi cal phenomenon or to display and ana l yz e 
exper i mental data. Movies and color video displays are o ften ~$ e d to provide 
phy s i.cal instght j nto the processes . Expanded 'Jse cf comp'Jters can cre Cl te an 
envirol"rnent more cond'Jcive to prod'Jc t i vity . A researcher , f o r e XClI.l ple , rle ~d!:. 
j nfonnati on from vari ety of SO'Jrces -- such a~, books , j< 'Jrnals , report~~ , 
e XIJeriments , cornp'Jtational res'Jlts , and colleag'Jes - - which CO'Jlo be obta i nf:o 
thr'o'J E', h a comp'Jter network. 
Cornp ~t ers may be ~sed by researchers for 2nal ytica l st~di~s ~n~ for 
i nform a th)n ".t orage and retri eval of data . Ar eas for improvin g cotnp 'Jter 
f aci liti es for re search incl~de: 
o An intellj gent comp~ter termin a l which can provide easy access to 
crnnp~ter facilities, libraries and bibl i ographjc searches , tools f or 
$oftware development and graphical d isplay, el ec t ronic mail c apa bility 
for comm~nication with colleag~es , t ext processs i ng for report 
preparation and editing , tracking of administra t ive information , read y 
access to a s~mmary of key res~lts o f other research, a calendar of 
events and action items , and a l og of r esearch finJi~ gs . 
o I mprov ed computer graphics tools . 
o Rob~st ma thema tical libraries . 
a Specjal-p~rpose high-level lang ~ages (e. g . , PDE). 
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Just as a typewriter and a telephone are essential tools for the 
secretary, so an intelli 8ent comp'Jter termi nal should be available in the 
office of every NASA research scientjst and engineer. 
Q.2 Institutional and Scientific Data Management 
NASA has and will face an ever-increasing information problem. This 
problem is (at the very least) a threat to efficient operation of the 
organization, and to the successful completion of its missions. We can look 
at the problem from two perspectives -- an institutional information 
perspecti ve or a scientific informaUon perspective. 
From the instltutional perspective, existing procedures are too dependent 
on hardcopy, do not provide sufficient or timely access, are too fragmented, 
lack commonality among similar components, require hand transfer of 
information, and store redlJndant data. Among these are administrative 
procedures such as payroll, personnel, procurement, financial and resource 
management, property inventory, and the like; interoffice communication; 
information retrieval; the manual processes involved in report generation; and 
project management tools for smaller projects which frequently include 
haphazard determination of items SIJch as critical path. The net result of the 
above ls an organi zation whose affinity fot' the "old way" is stifling the 
administrative and management functions. 
From the scientific perspective, at least two concerns are paramount: 
(a) Information exchange in a timely manner, and (b) the collection, storage, 
manipulation, retrieval, and distribution of scientific data. These data have 
many origins (e.g., analytical studies, experimental data, satellite 
transmissions), diverse characteristj.cs, and varyjng degrees of usage. Any 
effect ive stlJdy m'Jst deal with large vol urnes, htgh bandwidths, ability to 
browse or scan, means of jnsuring integrity and securtty, tdentification and 
categortzation of data, the multidisciplinary nature of users, the 
mantpulation of large blocks of data in the face of commerci a lly available 
systems tuned to managing many identical small block data sets, the file level 
jncompatibjlity of data management tools and user proerRms, remote access and 
transmisston of data, data presentation, and the geographically dtstributed 
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nature of both data and users. 
:' 07:3 f.lj ght-Cr'.Jci al Systems 
.-- -
Digital flight control systems are typical of flight-drucial systems in 
which a generic software fault (i.e., a system failure not haridled correctly 
by software) can be catastrophic, resulting in loss of life or loss of 
substantial resources. Systems of this kind must be developed in a more 
methodical and systematic manner than conventional digital systems. 
G'.Jidelines for developing s l.Jch system~. , as well as '.Jp-to-date experiences with 
r eal life problems; need to be shared among the various groups in this 
business (i .e., several NASA Centers, the control system houses, and the 
airframers). Many of these guide~ines must be applied early -- in the 
specifj cations. For example, the req'Jj rement to have good vi ~. ibni ty into the 
system m'Jst be called out, or the visibilj ty won't be there when j t 1.s needed 
d'.Jring checko'.Jt. D'.Jring the development of the system, there are freq'Jently 
geographically-dispersed organizations involved where caref'Jlly controlled 
transfer of in formation is necessary, such as control system constants or 
simulation databases. Guidelines for carrying out verification and validati.on 
of flight software need to be shared among the various NASA Centers such that 
confidence is built up within all parties of a particular project and the most 
systematic approach is taken to ferret out software bugs early, before they 
become responsible for delays along the ct'i tj cal path. Typical questions are: 
(1) How many of the hardware elements need to be included in the sim'.Jlation? 
(2) How much testing is required at each stage of development? (3) How much 
retesting when a change is made just before first flight? (4) How many of the 
failure cases need to be tested in closed-loop simulation? 
0.4 End-to-End System Engineering 
End-to-End System Engineering (EESE) deals with the process and discipline 
by which large, multi-user, information-intensive systems are initiated, 
specified, implemented, and operated. It deals with the definition, 
application, and control of the means for responsively dealing with user 
requirements, expectations, and uncertainties; sponsor's goals and 
constrai nts; technology 1 imi tations and possi bi 11 ties; and h'.J!llan capabili ti es 
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and frailties -- all toward the realization of stated goals. ~~ch goals 
include implementation, transfer to operatjons, and maintenance of the 
partic'Jlar ::.ystem. EESE may be v iewed as a finite set of "black boxe::~" 
(people, machines, and data) which receive and process (or store) input data 
(or events) and produce output data (or actions) which, hopef~lly, contribute 
toward the intermediate and final system prod~cts, either directly (by 
implementation) or indirectly (as in management and administration). 
Each S'Jch "black box" is th'ls a transformati on and tran ~·mi ssi on r.Jedl. um 
that must be dealing with inaccurate (noisy) input, miSSing information, and 
faulty, untimely control (management). It may be overloaded with more input 
than it can handle, or be called upon to process beyond its capability. It 
may respond to given requirements or constraints erroneo~sly, or to unstated , 
ass~med requirements or constraints needlessly. These black boxes are 
connected vi a a compli.cated, seldom well-defined network f)f relationshi ps 
mirroring system design, project or5anization, and administrative 
organization. Data, project controls, and prod'Jcts flow throlJgh this mesh in 
a rather stochastic fashion that generally trends toward the classical 
"top-down" engi neering cycle -- that is, from req'.lirements capt'.Jre to 
analysis, to functional design and reso~rce allocation. (Maintenance may be 
viewed as the same kind of EESE process, b~t with a large inherited baseline, 
and perhaps fewer' -- and perhaps also less well-defi.ned -- pieces than the 
original development). 
The [[SE process m'.J~· t cope with many problems, chi ef of which are: 
o Syster.J (task) complexity. 
o Organizational complexity and burden. 
o Requirements complexity, errors, omissions, and conflicts. 
o Communication overhead (meetings, reviews, paper flow volume and 
timeliness, and so forth. 
o Interrace mismatches between EESE elements . 
o Process irreg'.JlariUes (revoltine development, req'.Jit'ement<~ dynamics) . 
o Technology transfer, portability, reuse. 
o New technology adoption, adaption, utilizatjon; Dot-jnvented-here 
~.yndr" )me • 
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o Fjsc al and schedule c onstraints , overruns. 
o Near-te rm expediency vs . long- term payoffs . 
o Inadequate tools, aids, and mode l s for EES~ . 
o Poorly trained personnel, failure to keep current . 
o Inel'tia in everything : Sponsors , '.Jser'~· , managers , and s t a ff. 
a Institutional burden s (e . g ., pr0cur em ent prac t ices). 
o Software quality and reliability . 
Q.5 Software Development Producti vity 
As hardware technologies improve at a spectac ular r ate, t he problems of 
so ftware development are changing . Comp '.Jter systems \.i 11 become widely 
available with greater proces sing power and More storage ca pabilit y , with 
multiple microprocessors handling functions which were once so ftware 
functions, with fault-tolerance in hard ware systems providing ~ore 
reliabil ity, with continued evolution and breakthro ugh certain in hardware. 
In general, these systems will provid e more productivity and r eli ability for 
the hardware dollar. 
This hardware revolution is pl.J tting the press'.Jre on software dev elopmen t 
to become cost-effective and reliable. In a NASA flight project the software 
dev~lopment ma y be the driving cost. This problem may be particularly evident 
in NASA-peculiar software, while outside of NASA a pool of por t ab le, usable 
software will be avai.lable. The problem NASA faces is the development of 
capabilities in the following areas to deal with software development i n the 
futur e for flight projects: 
o Requirements specifications. 
o Port2bility. 
o So ftware tool s for speci.fication , constr'.Jction , testing , anal ysis, 
man ageme nt, docl~entation, and main t enance. 
o Reliabi lity and quality assurance . 
Q. 6 Shuttle Planning and Operations 
The era of Shuttle operations has a principal object i ve of supporting 
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a pproximately one vehicle launch per week with a resource of four vehicles. 
Functional facet s involve mission planning and scheduling, vehicle 
preparations, flight crew p~eparations and operations, and ve hicle recovery 
and status assessment. Characteristically, the deve16pment and implementation 
o f these functions involves: 
o The inter' actiofl of factions which have geographic, organi zaUonal , and 
discipline-oriented differences. 
o Vehicle hardware/software modifications and functional validation to 
accomodate miSSion and performance requirements. 
o Vehicle, ground -support equipment, ~ayload integration, and checkout 
preparatory to launch. 
o i _aI-time flight data assessment for vehicle configuration management 
and contingency reactions to off-nominal conditions. 
o Flight crew and flight controller training/'Jpgradinp;. 
Sched'Jling responsiveness dictates the need for increased alJtomation 
and/or more efficient techniques. Budgetary limitations create the n ed for 
increased levels of autonomous operations and greater productivity. A key 
iss'J.? to all of the above i ncl'Jdes the informati on managelOent of complex and 
vol'Jmino'Js documents invol vi ng definition and doc'Jmentati on of information or 
reqUirements, distribution for interdisciplinary coordination, revision to 
reflect responses, and final approval and distribution for usa ge. Information 
criticality dictates review by affected organizations, and usage criticality 
necessitates formalized management scrutiny and final configuration approval. 
The issue of autonomous and automatic operations Must consider safety of 
manned flight. The probability of correct operations must approach 100%. 
Intelligence i.s needed to resolve conflicts between red'.mdant actions or 
react ions, and the abi.lity to reconcile transient off-nominal conditions 
(so ft failures) is essential. 
Launch Operaticns in the S! uttle Era 
STS launch operations comprise veh icles, cargo, and ground s upport 
activities fr om orbiter landing to launct .. These activities i nc lud e orbiter 
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deservi cing, vehjcle stacking, c argo integration, rcl l o~t , cc~~tdown , and 
la~nch . All components of the STS m~st be test~d and monjtor ed d~rjng these 
procf>d'Jr~!':, . As t he prograln rnatlJre !':" gro'Jnd t'Jr n", ro'J!1d tjme!':, m'Jst dec r e<'lse 
from several mon t hs t o a few weeks. It is req~ired tha t la ~nch oper8tinns be 
p . f ormed on mlJl tj pIe orbi t ers, in t'Jrn arrl'Jnd tj me of we eks , wi th f e\.Jer 
personnel on the la'Jnch team. This probler.1 is compUc a ted by the f~ct t hat 
e.3ch mi ssi on wi 11 be 'Jni q'Je. Cargo operations Cll'e tail ored t.;) the sp ci fi c 
payload , and it is estimatf>d that for the fir s t f ew year s o f operR ti on , ?O~ o f 
the vehi cle proced'Jres will be modified ( and valida ted) for each fli[~ht . Ir. 
addition t o the direct operatjons, all support activitjes will be a ff ec t ed by 
the high l a ~nch rate. Sched ~lin g and log istics, for exam ple , m~st bec om e more 
e fficient. If these req~irements ar e to be fulfilled, jt seems nf>cessary to 
devel op and apply innovatjve techniques t o a ~tomate launch procedure s . 
Shuttle Documentation 
Typically, mann ed space vehicl e program s employ <'l compre hensi ve " 
doc'Jmentat i on system t o manage the progr am and to maintain confi C;'JraU ·) n 
con trol of the vehicle sys tem d'Jri ng the phases o f devel opment -- des i ["'. n 
de fini tion, development, certi fi cat i on , and mt !':,s i on oper a ti on!", . The 
documentation system can be highly interactive with some e l ements b ecom i n~ 
q~ite dynamic during specific program phases . 
Looking at the Space Shuttle system, it i s noted that there ar e four major 
program elements involved -- the orbite r vehjcle, th e exter na l tank, the sol i d 
rocket boost ers , ar.d the launch proces s} ng ~,yst el'l . Th e doc 'Jm ent aU on ~, yst em 
involved i'" basically as follows. At th e top is a se t of pr()~ram d'Jc'Jments 
r e f erred to as level II. Th ese defi ne overall Sh 'Jttle and program 
req'Ji reme nts, Shut tIe operations and performance , and crj terj a on req'Ji remen t s 
for so ftware systems . Next are Level III doc~ment s which cor.tra l a specific 
element. The orbiter vehicle end item (OVEI) specjfjcation i s typical . 
The OVEr ~, peci ficati on i ' l ev ied or. HockYll2ll (the orb ite, man'Jf Clc t'J r'(:: :' ) 
and is the basis for design, devel o pment , and cons tructi on of the orbite r' . It 
establ i shed (1) the basis f a r individual sub s ystpw de~ i gn r eq~ir empnt~ (C . K., 
avi onics hardware and software , mec hanjcal structures , envjronmental contr~l , 
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propulsion, power), (2) the environmental certification requirements, and (3) 
the reliability and quality criteria. Based on the OVEI specifications, 
Rockwell develops individual hardware specifications and contacts with 
suppliers to build and test the items. 
SofbJare is '.miq'Je. There are fO'Jr programmable devices on the orbiter' 
and each is managed differently. They are: (1) The fj ve general-purpose 
computers (GPC), (2) the four multifunction CRT displays, (3) the three main 
engine controllers, and (4) the two Pulse Code Modulation (PC~) 
instrumentation units. JSC (IBM) specifies, deSigns, and verifies the 
software operating system for the primary GPCls. Rockwell defines the 
applications requirements which are coded and implemented by JSC (IBM). The 
display system and PCM unit software are Rockwell responsibilities. TIle 
engine software is a MSFC responsibility. Its design integration with the 
orbi ter system is vi a an interface control doc'.Jment (lCD) wi th Rockwell, who 
identifi es the orbi ter GPC f'Jnctional s'Jpport req'Jirements. 
The ShlJt tIe development phase activi ty req'Jires veri fication testi ng which 
is a key to the decision to launch. Successive verification levels and 
activities include: 
o Black box qualification. 
o Software verifjcation. 
o Avionics hardware/software integration. 
o Integrated avionics and flight control. 
o Manufactured vehicle checkout prior to delivery. 
o Crew, vehicle, and ground controller integration. 
o Pre-launch checkout and countdown demonstration tests. 
Preparatory to all flights is the activity of mission planning and mission 
operations definition which are driven or influenced by flight test 
req'.Ji rements, and the composite of vehicle and sUbsystem performance 
capabili ties and software de<'.ign. O'.JtP'Jts from mis~. ion planning typi cally 
consist of (1) trajectories and flight dynamics definition, (2) mission 
events, (3) logistics, and (4) contingency planning. Mission oper Rtions 
planning outputs are typically (1) crew procedures, (2) consumables 
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management, (3) vehicle config~ration management , and ( 4) m a lf~nction 
proced~r es. The mission planning and operations outp~t becomes the guiding 
document to accomplish [light crew and ground controller training , an d are 
~tilized for the a ct~al mission. 
The above dialogue is intended to identify major activities which are 
formally recorded by the doc~mentation system , which is characterized by its 
need for wi de geographic distributi on , review by n~merous contractor and NASA 
or ganiza tions, and involvement by varying engineering and management 
d i sciplines. In the case of new missions , the program management, mission 
o per a tion, or payload req~irements which differ from the baseli ne m~st be 
pro perly doc~mented, resulting in a seri e s of activities dependent upon the 
scope of t he change and the verification level required. 
The man~a l involvement for ground servicing and flight operations concerns 
(1) the req~irement for continuo~s flight moni toring of vehicle and crew 
performance and for control of mission activities by complex ground elements, 
and (2) the magnitude of vehicle recovery and t~rnaro~nd operations by the 
la'Jnch processing sys tem program element. For the initial re se arch and 
development phase on new programs, high maD'.Jal involvement is appropri ate . 
For an opera tions phase, it is widely acknowledged that more advanced computer 
techniques m~st be employed to reduce the on-line, real-time mi s sion operation 
s~pport by orders of magnitude. Likewise, ground t~rnaround must employ 
comp~ter techniques to streamline operations. Highly reliable a~toma ted 
decision- mak i ng methods, along with automated configuration management and 
a lJt o::)mated sched'Jl1.ng of activities tn nominal or off-nominal conditions typify 
t he technolog y needs. 
Mission Operations 
Mission operations, in this context, refers to the support activities 
re quired t o fly a spacecraft and to deliver a data product to the user 
comm'.mi ty. It is 2 contin'Jo'Js process at GSfC for appr 'o xima te ly 30 
s pacecraft, and c an be c Qaracterized by a r ec'Jrri ng seq'Jence o f acti vt ti e:-:. : 
o Provide pl anni ng data to inves tjga tors , e . g., space c r af t t r ajectory, 
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status, day/njght; 
o Investjgators request spacecraft eve~ts; 
o Spacecraft sequence is generated; 
o Seq'Jence j~: tnerged with other seq'Jence~. to form opel'at i onal sE:q'Jence for 
tracking and com:n'Jni catj on system (global); 
o Control Center generates command seq'Jence whi cr. is 'Jplinked to tile 
spacecraft; tracking and telemetry data are taken (scjentjfjc and 
housekeepj ng); 
o Ancjllary data (attitude and orbjt) are completed and merged with 
scient) fi.c data; 
o Scientjfic data are provided to jnvest i gators; and 
o The cycle is repeated. 
This is a highly simpljfied portrayal of a large su~pcrt capabjljty which 
involves well over a thousand people in a con :inuing proces8 of system 
operation, maintenance, and enhancement. It ilvolves many separate Rnd 
distinct s'Jbsystems -- spacecraft control cente-s, network control center, 
orbit computations, attjtude computations, comm.nd sequence management, image 
processing, and so forth. All of these are mana~ . d separately and involve 
distinct computer systems, many of which are very )ld (10-15 years). It must 
support a geo~raphically distributed u~er populati n, and interfaces with them 
primarily through voluminous hardcopy (e.g., planllng data) and magnetic tape 
(e.g., scientific data). Plannjng and scheduljng is a substantial portion of 
the acti vi ty, done c'Jrrentl y throlJgh largel y man 1J ) means with some COmp'Jter 
aids. Interface control among the subsystems js growing problem (most are 
manual or tape). Operations are split between cr ~ e jnteractive aDd batch --
no graphics. Response time to users is long (wee :s ); operations are 
labor-intensive; software is largely custom. A c Jntinuous support capability 
m'Jst be mai ntained 24 hours a day, every day of t le week. There is a large 
dependence on contracted manpower with high turnc {er rates, and there are many 
external interfaces to other Centers and agencies 
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PreU rninarie s 
1 . Introd 'Jcti on 
The work~hop was convened to prod~ce a set of goals fo r the ten- wee k 19B 1 
Conp'lte r' ~cience S'll'lJr.1er St~dy which immediately [0110\ ... 3 . It ha~~ ;wai l a bl e , 
f~om the beg jnninJ, materjals reporting two previo~s ~t ~die s (Sa gan , 19 0 ; 
L nr, and Hea ly, 1980 ). Altho'lgh agreeing witll sevet"al of th e cOl')cl'l~ion~, and 
r'(~ c0mmend8tj ons of these r e ports, the present workL~hop maintc, i ntd a p(}~', i tj on 
which is, perhaps, at some vari,ance : That !'JASA ex i sts to f'Jl fi 11 it s l"ole i n 
a . rol')a~t i cs and space and not primarily to advance the tech~010g1es it ~ses to 
accompli sh its r.1jssions. At the same t iMe \,Jorkshop members n0t ed th.1t th e 
p~e v alent NA A [jew of computers as off- the - shelf tools has ~ ~b ~t an tially 
i nhibi ted the creative and prod'lctive 'lse of s'lch machines thr 'o'lgho'Jt the 
g e ncy. In partj c'Jlar, Agency management n1'Jst be made r10re a\'iare t L8t a 
~~y~, t em can exhtbit the many benefits (and pjtfall~, ) of newness as m'Jch b y 
r e~son of it s software as its hardware. 
We ~ugRest the following broad study goals : 
A. Identify those NA~A operati ons where comp'lter-based j nformat i on management 
t echni,q'Jes and syst ems wO'Jld, in the view 'Jf NASA mana gement, f'Jlf111 the 
most cri tical se t of currently ~nsatified needs . To achievp this Koal a 
me thod o log y is s~ggested which will immedi~t e ly perMit a bro ad an J dee p 
interchange between NASA personnel and S~r1mer St~dy participants. The 
yltimate res~lt will be the indentificati on o f relations betwe en the arra y 
o f needs to be sati sfi ed and the technolog ical cor! ~, tj t'J er!ts o f t he [.leans t o 
be 'J~,ed . 
B. Develop a plan for the j ncorporati on of COr'l p'Jt e r networ ks :i.nto those NASA 
operations which co~ld most bene f it f rom the r es~l t ing heightened levels o f 
reso~rce s harjn g . Such a plan should com pr ehen d not only the immed i ate 
cost and performance benefit s of better hardware , so ftwar , a nd da ta 
'ltili.ziltion b'Jt a lso the less- e,]'si 1 y mea!5'JrClbl e benefi t s acct"J) ng ft"Or,1 tk! 
conc ommi tant establishment of a single techn ical com~unity nut o f 
seogr aphically and adm i strati.vel y di stArlt p!"o fN' ~:,ionals . 
I 
I 
I 
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C. Formulate th e research and servi.ce charter f·:>r a dtscipli ·1E:- or ien t ed (a s 
opposed t o mission-oriented) NASA Comp'Jte!'" ~c ienc e anel Te chn·:>l o/;y ( CS& T) 
OrBan ization. It is OIJ!' intention that thi!:· Org an iza ti on be reClson ably 
focu sed on engineering approaches and engineering soluti on~ to hardware, 
so ftwa re and application problems wjthjn the scope of NASA activjtie s . 
'~ i~ i s in contrast to the theoretical and abstract areas that are now and 
~ght to r emain the concern of univer sity computer science departments . 
Goal - Setting vJorksl}op 19 8 1 Appendi x R - 7 
2. Managemen t reols 
The rapid advance of Comp~ter Science and Technolog y during t he past 
twenty ye.ars '. q.~'lpled with NASA's intense and t:. llccess f ll l foc1.J.s on its 
instjtuti6~~1 mission, offer an opport~nity to captur e these advances and to 
exploit them for NASA's managers. NASA missions cuiminate in deliv ery of 
technical data to users, whereas the NASA management r ole beg ins with receipt 
of admin i st r ati ve and project data for use in planning , decision maki ng , 
control and eval~ation. A systems view of managerial information need s and 
styles will res~lt in the design of a s~p por t ing system that frees NASA 
managers of man y c~rrent constraints and makes them increasingly effecti ve , 
more productive, and better able to carry out the Agency's mission according 
to plan . 
2 .1 Immediate Opportunities 
Because o f the wide-range of managerial responsibi l ities and styles i t is 
not appropriate to attempt to create a compr ehensive stereotype. Instead , a 
sample of 25 key NASA managers can be ~sed to construct five profiles which 
are "typical" in terms of responsibi l ities , deci~· ions req'Jired, and 
information needs (both personal and organizational). Each manager intevjewed 
can characteri ze the need for improvements and their worth as well as cost . 
Integrating the real and perceived needs of NASA man agement with recent 
advances in compl.Jter technology sl.Jch as network i ng , databases , offl c e 
automation, communications and graphics can lead to a system design tha t 
satisfies those needs. A s econd seq~ence of indivjd~a l meetings are importan t 
at this time t o ensure each manager recognizes that hjs or her stated 
information needs are be ing addressed by the program plan . 
2.2 Lon ge r - Term Opport~nities 
NASA has been cited freq'lentl y as a role mod e l f or management i n other 
organizati ons . The introd~ction of advanced CS&T in support of ma nagement 
will enh ance NASA ' s ability to continue jn it s management le adersh ip role and 
will provi de a basi:-:. for " exportin g" Agency experience and ap prcaches t o othe r 
I 
I 
I 
I 
I 
I 
I 
Genl-Setting Workshop 1981 Appendix R - 8 
agencjes and national organj zations. 
Goal - Se tting Workshop 1981 
3. lJetworki ng 
App erJd ix 11 - 9 
The principal technical concl~sion of the Workshop st~dy ero~p is th a t 
NASA needs to develop a single , gener a l p~rpose comp~ter and da t a network . 
\inile speciali zed, fixed-purpo~e nets do e xi!:~ t within the Agenc y, it~, 
geogra phi ca lly decentralized character clearly implies that th ~ addit ion o f an 
Agenc y-wid e network will reduce co~, ts and provide maDY q'Jalita Uv e an 
q~ant jt a tiv e benefits. In addition, such a control network will amplify the 
uses of specialized and local nets within NASA, he lping Pr oject Ce nters to 
retain t heir local character while jnter facin g with all other services 
available. 
ome henefits of developing such a single net incl~de: 
(1) The ability to interface and coordinate the activjtjes of NASA 's 'Jsen, 
from a technical viewpoint and NASA's centers from a manager ia l , 
, 
vi.ewpoint. This wO'Jld permit new modes of interacti on a ~, \-Jell as 
decreased costs to NASA . 
( 2 ) The ab ility to share reso~rces. funong the re8o ~rces to be shared are 
data, software, and s peciaU zed equi pment 'Jni q'Je t,) one local si te . 
Networking makes all indivi d ~al facili ties available to everyone OD 
the net. 
( 3 ) A s pecial case of reSO'Jrc e sharing -- the ~, h aring of t hf' .Ior k pr'od'Jc t 
of people who access the net . A networ k allows the dev e lopmeDt of 
local "centers o f competeDce" in sped fi.c di sci pline s . The~, e centers 
can concentrate the personDel reSO'Jrce to achieve a "cri tical mass" 
effect, whi Ie making work and exper'tise available to all ( ~'Jbject to 
t he control of the owner of the data) . 
(4) Allowin g easier access to exi~ting Don- NASA networks so as to make 
ava il ab le to NASA the res')'Jrces o f the ent i re techni cal c ', ln:n'J ni ty . 
(5) Di splac i nc; travel cost::: anu savin g the time of key NASA Lec l.:i ca l cHld 
man~gerial personnel. 
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(6) /lAki.ng pt'oject data s'lch as techni,cal stat'J!':. and scheJ'Jl es acces::.ab l e 
on a more timely and more acc~rate basis wjthin the Agency. 
(7) Facilita ting an electronic mail system. 
(8 ) Enhancing the credibility of NASA as an organization dev e lo pjng an d 
exploiting advanced comp~ter technology. In addition, it will create 
A more attractj,ve image for the recr~itMent of new personnel. 
In general, s~ch a central network will allow NASA to mai ntain its Project 
Center and Pri ncipal Investieator orientations, \·,h ile conferri ng m::my of the 
advantages cf close i.nteraction among these 'Jnits urd indjvid'Jal~:. The 
techni,cal route to the development of a network can be selected fr om among the 
many already in existence doing highly 'lsef'.11 work, or ne ', .... aven'le ::, can be 
explored if this is clearly preferable and necessary. It m~~t be recognized 
that the netting of heterogeneous systems from different manufacturers and 
"o'Jrces wi 11 complj cate the development of a techniCal sol'Jt ion. ',!e bel i.eve 
that the proposed CS&T Organization, mentioned else .... h~re j n thi::, r epol ~ " c0 1Jld 
playa key role in making that decisi.on. 
The benefits of netting are not free. Usually there must be major changes 
in the way a networki.ng organization views and manages the informati on flow. 
One key q'Jestion is network lJsage~ In the absence of a network, no ne i s 
percej ved to be needed. However, t ts very exi stence SIJggests opport 1Jni ti es 
for effecti.ve servjce heretofore unanticipated . It is essential that 
net working usage begin modestly and grow at a natural pace. Unreali stic 
expectat ions will lead to disjllusjonment on the part of management. But 
ne t owr king represents an area where i ntens1.ve 'Jsage press'Jre devel·::>ps on the 
part o f users, once they can experience its benefits and the additjonal 
functions jt offers. 
Another i::.s
'
Je which must be addressed is net\,I()rk [oanagerner.t. Al ternat i yes 
include management by a committee consisting o f key exec~tjon personnel from 
eacrl of the local center:,;, or by a 5i ngle crganj zat icn resp·)n ~· j tJl e f,)r' netw)T' k 
development and IJsage. vJhile management by committee is in principle 
feasi.ble, experjence with real, wor·ki.n p, net~:. s IJ gge::.ts that the chcice mi ght 
• 
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lean towards a ~ore centralized approach. I 
I 
I 
I 
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4. Recommendations for a Comp~ter Science and Technology Activity 
The scope of computer science is defined in this section by illustratin g 
the problems, activities, and exciting advances now on the horizo~ . The 
difference between the st~dy of computers and the applications of computers 
must be communicated effectively to NASA management, so this distinct jon has 
been highljghted. Also, a list of significant potential payoffs i s provided 
to demon~trate the benefits to the agency if CS&T is f~ll embraced and 
utilized. These payoffs are categorized into three classes: 
(1) Improvements that can be achieved now , ~sing CS&T technique s . 
(2) CS&T that wO'lld enable NASA to f'Jlfi 11 its r.li ssion 1.n ways whi ch 
cannot be done without that technology . 
(3) Areas in which NASA has a unique stake that could also contrib~te to 
national priorities in productivity improvement and au tomati on. 
A gr eatly abbreviated list of CS technologies potentially i mp0rtant to the 
Agency i s provided, suggesting recommendatjons to NASA regarding possjble 
fjrst steps jn moving towards the acquisition of an advanced in- house CS&T 
capability. A n~mber of constraints are addressed (which must be overcome to 
achjeve CS&T goals) to emphasize the desired pragmatic character of the 
recommend ed program. 
4.1 Defi ni ti ons 
The 10-vJeek S'lmmer St'Jdy must define the scope of Comp'lter Scj ence and 
Technology. To cOlnm'Jnj cate more effectively with NASA middle- and 
lJPper - managernent, th1.s definition sho'Jld highlight the distinction between 
COlllp'Jte!'" science and computer applications . 
The t e r m "computer science" i e-. g ~n e! ' ally 'Jsed to du:.cribt' tha t !:.e t of 
activities and di sci plines which 1.ncl'Jde sys tem development as \Jell a s 
hardware and software design and construction. In the context o f NA~A 
activities this means aspects of the field that are really state-of- the-art 
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computer t echnology as distinct from the abstract and theoretical views which 
vl'J'Jld be more appropriate to a Uni versi t y "computer science" depar'tment. ~\fe 
are concerned here with an engineering approach and engineering sol~tions t o 
those ~egments of NASA ' s mission for which computer ::lnd s ystem technology cal: 
be of benefi t. 
4.2 Payoffs and Opportunities 
What can a strong, new compl.lter technology and service program do for 
NASA? From a near-term point of view, there are specific practical effects 
which may res~lt from the creation of an informed core grol.lp of NASA people 
involved in CS&T work. From a longer- term point of view, Compl.lter Science and 
Technology issues are a part of every projected Agency Goal ~nd may be 
reg::lrded both as a level-raiser and as ~ SOl.lrce of expertise . 
A permanent non-projected-ot'i ented CS&T program cO'Jld be cons'Jl ted for 
examinatjon of operating assl.lmption s and proced~res ~sed jn compl.lter areas of 
NA SA proj ects . For instance, the software verific ation procedures l.ls ed in the 
Shuttle program failed to detect a problem with initialization and 
synchronization of the spacecraft flight computer s . This minor crj sis might 
have been averted if the CS&T di.sci pline had been represented in the STS 
flight software ver ification grol.lp . 
Also in the short-term , 2 coherent CS&T program should be ch2rged with 
ed'JcatioTJ by demonstration. This activi ty sho'Jld be tre a t ed as a model fOt' 
the use of compl.lters in everyday agency practices including word proc essing , 
telecommuni cations, forms management and project management so that ~. avi ngs by 
us ing CS&T can be clearly shown . 
As a agency charged with the long-term goal of space l.ltilization, NASA 
also needs a research program in · CS&T . The scope of all advanced future 
missions will chang e with the infl.lsion of the resl.llts of such 3 progra ln . In 
fact, to achieve some of these f'Jt'Jre goals , ve-r y advanced CS& T is mandatory . 
Finally, the ~niql.le motivatjons for NASA to acq~ire advanced CS&T in s p~ c e 
3'Jtornat.ion and machj ne intelligence places the Agency iT! a 'Jnj q'Je pos i tj on to 
Goal-Setting Workshop 1981 
contrib~te s~bstantially to national prjorities in prod~ctivjty imp~ove~ent 
and gener a l a~tomat ion. This may come about jf NASA si~ply make s avajlable 
its own technology to ind~stry. 
11.3 Comp'Jter Sci ence Technologtes 
There are many Comp',lter Science technologi es that cO',lle prov j de high 
leverage in both short- and long-term NASA activities. We have assembled a 
repesentatjve set o f important examples as a conceptual aid for the read er, 
but without any pretensions of completeness. A n~mber of items are jmportant 
to the basic Agency mission and havR been classifjed into pight broad groups 
including softwar e engineerjng, space data mana~ement and distrjbution, system 
arch i t ec t'Jt'e , i nteractj ve systenls and graph ics, In.::>del tng oDd n'JlTIl::Tica l 
comp~tation, office procedures, theory of computation, 2nd artifici al 
intelli gence. 
4.3.1 Software Engineering 
Software systems designed from user requirements are essenttal for proper 
operatj on. Proper management and quali ty control in software development 
processes are well-recognized as essential in reducjng devel o pment and ljfe 
cycle cos ts, as well as ens',lring correct programs. Software development m',lst 
be pursued wjthtn NASA wtth the recognttion that software cannot tndefjnitely 
prolong the useful ltfetime of ancient hardware and aging computer facjlities. 
Subject a reas of note tnclude : 
o Software prod',lcttvi ty and management 
o Formal verificatton 
o Ope r a ting systems 
o Software tools 
o Software q',lal i ty assessment 
o Di s tribut ed software 
4.3.2 Space Data Management and Distribution 
A fljg ht mjssjon beg ins, both cllt'onclog icall y and op8rat iorla lly, wh E' rJ OJ 
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sensor on a ~ pa cecraft transfers data to the NASA gro~nd system . It i s 
completed wh en data are acce~·sed by and dissemi nated to 'J~, ers . In recent 
years uata ra t es and cornplexi ty of 'jse ha ve i ncreo::,.ed by ot 'ders ,)f r~ag r!j t'jde . 
Two i SS 'je s cri ti cal to the s 'Jccessf'jl 'Jtj 1 i zatj on of space data ar e : (1) The 
evolution of the 1: 1 relati onship between user Rod data to a ma ny:m bny 
r e l a ti on ~hip; and (2 ) the evolution from manual indexing and storage o f data 
( by prjnted catalog and computer ta pes ) to on-Ijn e catalogues ~ ~d da tab ases . 
Particularly relevant areas of research are : 
o Da tabase management/di ssemination 
o Dn ta ne tworks 
o Cataloging 
o Da t a accees 
4 . 3 . 3 Sy s tem Architecture 
fvlarl Y NASA mi esi.ons depend on hi. gh performance s ystems controlling 
real-ti me critical processes . Advances in system architecture , partjcular ly 
those made possbile by VLSI, could prov ide super ior performance together with 
the high availability required of these s ystems . Is sues to be addressed 
j ncl'jd e : 
o Adv anced - sensor data processing 
o ~icroprocessor-based networks 
o Project- specific advanced system architectur e expl oiting VLSI 
4 . 3 . 4 Interactive Sys tems and Graphics 
Interact iv e s ystens and graphjcs he l op desi ~ ners ac hieve proper design 
conceptualization s and facilitate good design decisions while va s tly i mprovin g 
user produc tjvjty. Interactive analysjs f acilities wjll ass i s t jn rapj d ly and 
completel y va lidating t he correctnes s of design and it s respons jveness t o 
requirements . Relevant areas include: 
o Com p~ter-aided design/m anufacturin g/tastin~ (CAD/CA N/CAT) 
I 
, 
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o Gr aphics for sim~lation and eval~ation 
.) t<an-machine interactive display systems 
4.3.5 Modeling and N~merical Comp~tation 
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Science inv olves the creation, testing, and refinement of models 
repr esenting the real world. Previo'Jsly expre~. sed analytically only in 
explicit form, physical phenomena can now be implicitly modeled due to the 
advent of advanced comp~ter technology. Previo~sly insignificant n~merjcal 
effects may become significant and r9q~jre better understanding. 
In eng i neering , models are used to simulate well-understood physical 
systems f or p~rposes of speed, safety, and cc nvenience. Much of NASA's 
modeling , by contra s t, is used in an exploratory fashion as an aid in 
unlOCking the secrets of the physical interactions. Often there is no 
opportunity to explore the process directly -- as in stellar evolution. NASA 
m'Jst be a leader in the numeri cal and comp'Jtati onal techniq'JeE. of model iog, 
S'Jch a ,,· .... . 
o N~meric a l analys is 
o rlodel ing and s i m'Jlati on techni q'Je s 
o N~merical mathematics 
4.3.6 Office Procedures 
The technologies listed below have proven helpf~l in a~tomating certain 
repetitive dat a-driven and office tasks. Management informa ti on s ystems 
permit more effective management and cost control. Da t abase techniques are 
essential in managing vast quantities of data, in analysis, and in effective 
utilization of dA ta to produce inform a tion. 
o Offi ce database management/dissemination 
o Office a'Jtoma tion incl'Jding small comp'Jte r s , word pr oc ;ssing , and 
r e lated si mple software aids 
o Electronjc mail 
o M2 na~em ent information systems 
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4. 3.7 Theory of Comp~tatjon 
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NA SA's operations as they are presently conceived have a f~~d am ental 
depe nde ncy '.l pon algori thmic sol '.ltions. fr om relati vel y strai ghtforward 
monitori ng of spacecraft status to highly complex information extraction 
pr ocess es . As the trend to more highly a~tomated systems and missj on 
so phisti ca t i on continue to grow, algorithmic dependency wjll likewi se increase 
a nd the fundamental ~nderlying processes become more complex. 
Com p~t a ti onal theory provides the found ation for developing efficient, 
cort' ect a l gori thmic ~.ol~tions to complex problems and. therefore, should be 
considered a si gnificant technological el ement of CS&T within NASA. Study 
area s may include: 
o Logic and form ~ l systems 
o Co~putatjonal complexity 
o Effici ency o f algorithms 
o N'Jmeri cal anal ysi s 
4. 3.8 Artificial Intelligence (AI) and A~tomation 
For p'Jrpos es of convenience we include comp'Jter-based a'Jtomation in t hi s 
gr oupi ng . I t must at once be pointed o~t , however, th a t NASA's interest i n 
automation commences from the lowest level of linear (non-feedback) s equence 
automation t o efforts in robotics traditionally associ a ted with artificial 
i ntelligence. Planned ~nmanned probes will continue to give NASA a unique 
s ta ke in a~tom a tion. Spinoffs are likely to involve other nationa l 
priorities . NASA interes ts in AI jnclude the followin g : 
o A~tom ati o n s yst em s 
o Robotics 
o Knowled ge repr esentat j on 
o "Ex per t " s ystems 
o Theorem provinG 
o Image proc essing 
I 
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a continuing commjtment to maintain. The appointment of an o~tsjde review 
gro~p sho~ld be considered to eval~ate NASA CS&T needs and pl ans , and to 
provide a formal ] nterface to the C')mputer SC] ence and Technology commu:Ji ty. 
I n t he brief time available to the particjpants in the Goal-Setting 
Workshop , the group has attempted to outline some of the potentially fr~itf~l 
areas in which NASA cO'Jld reap si gnificant benefHs from CS& T and to identi fy 
some of the problems which sho~ld be anticipated. We sincerely hope our 
insights prove to be of some assistance to those who will be exploring this 
area in depth d'Jring the S'Jmmer. CS&T is an exciting area, one in whjch we 
believe NASA can become an affirmative national fo rce . 
I 
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