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Liste der Bezeichnungen und Symbole
a untere Schranke der Kontrolle
a(·, ·) Bilinearform
A Operator zu a(·, ·)
Ah Steifigkeitsmatrix
Am Newtonmatrix
b obere Schranke der Kontrolle
B linearer Operator fu¨r Kontrolle
B∗ adjungierter Operator zu B
Br(u
∗) Kugel mit Radius r um u∗ in der Menge Uad ⊆ U
Br(p
∗) Kugel mit Radius r um p∗
c, c˜, c¯, C eine beliebige Konstante aus R
Cn, cn eine spezielle Konstante aus R
Cn Raum der n-mal stetig differenzierbaren Funktionen
C0,σ Raum der Ho¨lder-stetigen Funktionen
D Ableitungen
DG(u) Fre´chet-Differential von G(u)
DG(p) Fre´chet-Differential von G(p)
e, ep Abbruchfehler des Newtonverfahrens
E gescha¨tzter Fehler
EOC experimentelle Konvergenzordnung
f(y) Funktion in der Differentialgleichung
fy(y) erste Ableitung von f(y) nach y
fyy(y) zweite Ableitung von f(y) nach y
Fh(v) Newtonfunktional von Gh(v)
Fh(p) Newtonfunktional von Gh(p)
g Indikatorfunktion der inaktiven Menge
G(u) Residualfunktional der Fixpunktgleichung
Gh(u) variationell diskrete Form von G(u)
G(p) Residualfunktional der nach p aufgelo¨sten Fixpunktgleichung
Gh(p) variationell diskrete Form von G(p)
h Gitterweite
h0 bestimmte maximale Gitterweite
h∗ Gitternummer
Hm Sobolev-Raum
H10 Sobolev-Raum, mit homogenen Dirichlet-Randwerten
I Einheitsmatrix oder Identita¨tsfunktional
J(y, u) Zielfunktional
Jˆ(u) reduziertes Zielfunktional
Jˆh(u) diskretes reduziertes Zielfunktional
K linearisierter Lo¨sungsoperator der Zustandsgleichung
K∗ Lo¨sungsoperator der adjungierten Gleichung
K˜ Matrix fu¨r Operator K
Lp Raum der zur p-ten Potenz integrierbaren Funktionen
L(y) Funktional im Kostenfunktional
Ly(y) erste Ableitung von L(y) nach y
Lyy(y) zweite Ableitung von L(y) nach y
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M Schranke an Norm von y
M Massematrix in Ω
MU Massematrix in ΩU oder Massematrix auf inaktiver Menge
n Dimension des Gebietes Ω
N∗ Operator, Ableitung der rechten Seite der adjungierten Gleichung bezu¨glich y
Nu Umgebung einer (optimalen) Lo¨sung u
o(·) Landau-Symbol fu¨r u¨berlineare Konvergenz
O(·) Landau-Symbol fu¨r lineare Konvergenz
p adjungierter Zustand
p∗ optimaler adjungierter Zustand
ph diskreter adjungierter Zustand
pk Vektor im CG-Verfahren
P Projektionsoperator auf Uad
q Konvergenzordnung
r Radius von Kugeln
r Potenz der Integrierbarkeit fu¨r Lr
r(·, ·) Rest bei Fre´chet-Differential
R Menge der reellen Zahlen
R+ Menge der positiven reellen Zahlen
Rn n-dimensionaler Vektorraum u¨ber R
Rn Folge rechter Seiten
T Lo¨sungsoperator des Newtonsystems bei SSC
u Steuerung
un verschiedene Steuerungen
u∗ optimale Steuerung
uh variationell diskrete Steuerung
u∗h optimale Steuerung des variationell diskretisierten Problems
U Raum der Kontrollen
Uad Menge der zula¨ssigen Kontrollen
U˜ad Teilmenge der zula¨ssigen Kontrollen
v Testfunktion
w,w1 Hilfs-, Testfunktion
x Ortsvariable
xn verschiedene Ortsvariablen oder Komponenten von x
X Norm fu¨r adjungierten Zustand p
y Zustand
yn verschiedene Zusta¨nde
y∗ optimaler Zustand
yh diskreter Zustand
Y Raum der Zustandsvariablen
Y ∗ Dualraum zu Y
Yh Raum der diskreten Zustandsvariablen
z gewu¨nschter Zustand
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α Regularisierungsparameter
αn Regularisierungsparameter im n-ten Homotopieschritt
β Funktion der Schranken
β Konvergenzordnung
γ0(·) Spuroperator in H1(Ω)
Γ Rand des Gebietes Ω, also ∂Ω
λ Konvergenzordnung fu¨r L∞-Norm
φi Basisfunktionen der Finite-Elemente-Diskretisierung von Y
φ1 halbe Fixpunktiteration, Projektion von adjungiertem Zustand p auf Uad
φ2 andere Ha¨lfte der Fixpunktiteration,
= p(u) adjungierter Zustand als Funktion der Kontrolle
φ2h = ph(yh(u)), diskretisierte Version von φ2
Φ Infimum von J(y(u), u)
Πh Projektion auf die Knoten eines Finite-Elemente-Gitters mit Gitterweite h
Ω Gebiet des Zustandes y
ΩU Gebiet der Steuerung u
Ωα(p1, p2) Gebiet, auf dem sich die aktiven Mengen unterscheiden
‖·‖O O-Norm
|·| Betrag, Maß einer Menge
< ·, · > Anwendung eines Elements von Y ∗ auf ein Element aus Y
(·, ·) Skalarprodukt
∆ Laplace-Operator
∇ Gradient
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1 Einleitung
1.1 Einfu¨hrung
Steuerungsprobleme treten in vielen Anwendungen in Naturwissenschaft und Technik auf.
Oft wurden nur Steuerungsprobleme mit einer endlichen, kleinen Anzahl von Kontrollva-
riablen betrachtet, die zudem nur mit gewo¨hnlichen Differentialgleichungen als Nebenbe-
dingungen verbunden waren. Zunehmend werden auch Optimalsteuerungen mit partiellen
Differentialgleichungen betrachtet, da die Weiterentwicklung von Theorie und Computer-
geschwindigkeit dies erlaubt.
Semilineare elliptische partielle Differentialgleichungen, die in den Kontrollproblemen vor-
kommen, sind Gleichungen, in denen zwar die Ableitungen des Zustands und die Steuerung
linear eingehen, aber der Zustand selbst nichtlinear.
Oftmals sind zusa¨tzliche Einschra¨nkungen an das Problem no¨tig. Eine Mo¨glichkeit sind
Restriktionen an die Kontrolle. Damit wird erreicht, dass sich die Kontrolle in einem
vorhersagbaren Rahmen bewegt.
In der vorliegenden Arbeit werden Optimalsteuerungsprobleme mit semilinearen ellipti-
schen partiellen Differentialgleichungen als Nebenbedingungen untersucht. Die Kontrolle
wird durch Kontrollschranken als Ungleichungsnebenbedingungen eingeschra¨nkt.
Ein neuer Zugang, welcher in [31] vorgeschlagen wurde, ist die variationelle Diskretisie-
rung. Die variationelle Diskretisierung geht davon aus, nur unbedingt notwendige Ra¨ume
zu diskretisieren. Aufgrund der impliziten Diskretisierung des Kontrollraums durch den
adjungierten Zustand, kann auf eine zusa¨tzliche Diskretisierung der Kontrollen verzichtet
werden. Dieser Zugang erlaubt ho¨here Konvergenzraten fu¨r die Kontrolle fu¨r kontrollre-
stingierte Probleme als bei einer Diskretisierung des Kontrollraumes. In der vorliegen-
den Arbeit wird die Methode der variationellen Diskretisierung auf semilineare elliptische
Optimalkontrollprobleme angewendet und Fehlerabscha¨tzungen fu¨r die Kontrollen bewie-
sen. Dabei wird hauptsa¨chlich auf die verteilte Steuerung Wert gelegt, aber auch die
Neumann-Randsteuerung mitbehandelt. Bei einer Dirichlet-Randsteuerung erzwingt die
Diskretisierung des Zustandes eine Diskretisierung der Kontrollen, falls die Randbedin-
gungen exakt erfu¨llt werden sollen. Dies ist anders als bei der Neumann-Randsteuerung,
bei der die Randbedingungen nur schwach erfu¨llt werden. Daher wird die variationelle
Diskretisierung fu¨r Probleme mit Dirichlet-Randsteuerung nicht behandelt.
Es werden eine andere Beweismethode, sowie andere Voraussetzungen als u¨blich verwen-
det. Dabei wird die nichtlineare Fixpunktgleichung mittels semismooth Newtonverfahrens
linearisiert. Es wird eine stationa¨re Bedingung, die Invertierbarkeit des Newtonoperators
DG in der Lo¨sung u∗, gestellt, anstelle lokaler Konvexita¨t durch hinreichende Bedin-
gung zweiter Ordnung (SSC) in einer Umgebung der Lo¨sung u∗. Das entspricht Newton-
Kantorowitsch fu¨r die Projektionsbedingung. Daraus wird gefolgert, dass die Ordnung der
Finite-Elemente-Methode der Zusta¨nde die Ordnung fu¨r u∗h ist.
Die Approximierbarkeit der Optimallo¨sung u∗ durch Lo¨sungen u∗h des variationell diskre-
tisierten Problems wird untersucht. Zu einer Lo¨sung u∗ gibt es zu einer Finite-Elemente-
Diskretisierung mit Schrittweite h in der Umgebung Br(u
∗) mit r = chβ eine Lo¨sung u∗h.
Außerdem wird die Implementation des semismooth Newtonverfahrens fu¨r die variatio-
nelle Diskretisierung erla¨utert. Dies geschieht mit Blick auf die Besonderheiten durch den
unendlichdimensionalen Kontrollraum. Dabei wird besonders auf den zweidimensionalen
verteilten Fall eingegangen.
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1.2 Bisherige Arbeiten
In [31] wird die variationelle Kontrolle fu¨r linear-quadratische Probleme eingefu¨hrt. Die
Erweiterung auf semilineare Probleme ist Gegenstand der vorliegenden Arbeit. In [4] wer-
den Fehlerabscha¨tzungen von semilinearen elliptischen Kontrollproblemen bei verteilter
Kontrolle und Kontrollschranken fu¨r stu¨ckweise konstante Kontrollen untersucht. Teile der
Analysis dieses Papers werden in der vorliegenden Arbeit auf die variationelle Kontrolle
erweitert. In [10] werden Fehlerabscha¨tzungen von semilinearen elliptischen Kontrollpro-
blemen bei verteilter Kontrolle und Kontrollschranken fu¨r stu¨ckweise lineare Kontrollen
untersucht. In [11], fortgesetzt in [13], wurde die Neumann-Randkontrolle fu¨r stu¨ckweise
lineare Kontrollen untersucht. In [13] wurde auch die variationelle Kontrolle diskutiert.
Es wurden unter der hinreichenden Bedingung zweiter Ordnung (SSC) fu¨r die Neumann-
Randkontrolle und Ω ⊂ R2 eine Ordnung von h 32−ε, ε > 0 in der L2(Γ)-Norm erhalten.
In [18] wurde die hinreichende Bedingung zweiter Ordnung fu¨r lineare elliptische Proble-
me mit nichtlinearen Randbedingungen untersucht. In [17] wurden notwendige und hin-
reichende Optimalita¨tsbedingungen zweiter Ordnung fu¨r nichtlineare Optimierung unter-
sucht. In [16] wurden stu¨ckweise konstante und lineare Randkontrolle auf konvexen poly-
gonalen Gebieten fu¨r linear-quadratische Probleme untersucht und Fehlerabscha¨tzungen
hergeleitet. In [15] wurde die Dirichlet-Randkontrolle fu¨r stu¨ckweise lineare Kontrollen
untersucht und eine Ordnung von 1 − 1/p in der L2-Norm erhalten. In [39] wurde die
Kontrolle stu¨ckweise konstant approximiert, der Zustand und der adjungierte Zustand
mit linearen finiten Elementen und damit linear-quadratische Probleme gelo¨st. Durch
ein Postprozessing wird Superkonvergenz erreicht und fu¨r Zusatzannahmen an die aktive
Menge erreicht die Konvergenz h2 in L2 Norm. In [34] wurde eine adaptive Verfeinerung
angewandt, um den Rand der aktiven Menge trotz diskreter Kontrolle besser auflo¨sen zu
ko¨nnen.
In [43] wurden verschiedene Optimalsteuerungen elliptischer und parabolischer Differen-
tialgleichungen insbesondere auch ohne Regularisierung betrachtet. In [33] wurden semis-
mooth Newtonverfahren fu¨r variational diskrete Probleme untersucht. In [23] wurde die
variationelle Diskretisierung fu¨r bang-bang-Kontrollen bei elliptischen Probleme unter-
sucht und Fehlerabscha¨tzungen hergeleitet. In [14] und [8] wurden mit Kontroll- und Zu-
standschranken Kontrollprobleme mit SSC behandelt. Variationelle Diskretisierung wurde
auch fu¨r andere partielle Differentialgleichungen untersucht, zum Beispiel in [21] wurde die
variationelle Diskretisierung und Fehlerabscha¨tzungen fu¨r die Navier-Stokes-Gleichungen
im Zweidimensionalen behandelt. In [32] wurde der lineare Fall fu¨r Neumann-Randwerte
betrachtet, dabei wurde eine Ordnung von h
3
2 fu¨r n = 2 in der L2(Γ)-Norm und fu¨r
glatte Ra¨nder h2−
n
q | log h| + γ(h)h2, fu¨r n ≤ q ≤ ∞, mit γ(h) = | lnh| fu¨r n = 2 und
γ(h) = h−
1
2 fu¨r n = 3 in der L∞-Norm erhalten. Es wurden auch numerische Ergebnisse
fu¨r semilineare und lineare Beispiele pra¨sentiert. Diese finden sich auch in Abschnitt 7.3.
1.3 Ausblick auf die Kapitel
Die vorliegende Arbeit ist wie folgt aufgebaut. Dieses Kapitel ist die Einleitung. Das zwei-
te Kapitel entha¨lt die Problemstellung und die Annahmen fu¨r die gegebenen Funktionen,
Ra¨ume und Gebiete, welche fu¨r die Analysis gebraucht werden. Auch die variationelle Dis-
kretisierung wird darin beschrieben. Die Analysis befindet sich in den Kapiteln drei bis
fu¨nf. Im Kapitel drei wird die Existenz einer variationell diskreten Lo¨sung nachgewiesen.
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Im Kapitel vier wird die Konvergenz der Kontrollen gezeigt. Außerdem werden Finite-
Elemente-Konvergenzraten angegeben, die im folgenden Kapitel fu¨r die Konvergenzord-
nungen von u∗h beno¨tigt werden. Im fu¨nften Kapitel befinden sich die zentralen Ergebnisse
der vorliegenden Arbeit. Es wird nachgewiesen, dass sowohl adjungierter Zustand, als auch
die Kontrolle mit der Rate des Finite-Elemente-Fehlers des Zustandes sowie des adjun-
gierten Zustandes konvergieren. Dabei wird ein anderes Regularita¨tskonzept verwendet,
welches sich an Newton-Kantorowitsch anlehnt und nicht an die lokale Konvexita¨t durch
die hinreichende Bedingung zweiter Ordnung (SSC). In Corollaren werden basierend auf
konkreten Finite-Elemente-Fehlerabscha¨tzungen konkrete Raten angegeben. Im sechsten
Kapitel werden die Algorithmen fu¨r die numerische Lo¨sung von Aufgaben mittels va-
riationeller Diskretisierung beschrieben, mit welchen die numerischen Resultate erhalten
werden, die in Kapitel sieben pra¨sentiert werden. Dies gilt besonders fu¨r das semismooth
Newtonverfahren angewendet auf die variationelle Diskretisierung. Im achten Kapitel gibt
es eine Zusammenfassung sowie Schlussfolgerungen aus den analytischen und numerischen
Ergebnissen. Danach folgt ein Anhang, in den einige Beweise ausgelagert wurden.
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2 Aufgabenstellung
2.1 Das kontinuierliche semilineare Optimalsteuerungsproblem
In diesem Abschnitt wird die Aufgabenstellung beschrieben. Zuna¨chst wird das Problem
formuliert und es werden die Optimalita¨tsbedingungen angegeben.
2.1.1 Problemformulierung
Es wird folgendes Optimalsteuerungsproblem betrachtet. Das Kostenfunktional J(y, u)
hat die Form
J(y, u) :=
∫
Ω
L(x, y)dx+
α
2
‖u‖2U . (1)
Die Funktionen u(x) und y(x) stellen die Kontrolle und den Zustand dar. L ist ein Funk-
tional. Ω ⊂ Rn ist ein beschra¨nktes Gebiet mit dem Lipschitzrand ∂Ω =: Γ, siehe [2] S.161.
Es gibt einen Regularisierungsparameter α > 0, mit dem das Normquadrat der Kontrolle
in die Zielfunktion eingeht. U = L2(ΩU) bezeichnet den Raum der Kontrollen, Uad ⊂ U die
Menge der zula¨ssigen Kontrollen. Der Zustand und die Kontrolle erfu¨llen im schwachen
Sinn die semilineare partielle Differentialgleichung
Ay = f(x, y) +Bu in Ω (2)
y = 0 auf Γ.
A ist ein linearer Operator. f ist eine nichtlineare Funktion in y, B ist ein linearer, stetiger
Operator B : U → Y ∗. Y ∗ ist der Dualraum zum Zustandsraum Y .
Die schwache Formulierung der partiellen Differentialgleichung (2) zusammen mit dem
Kostenfunktional (1) ergeben das Problem (3),(4), welches in der vorliegenden Arbeit
untersucht wird.
min J(y, u) =
∫
Ω
L(x, y)dx+
α
2
‖u‖2U y ∈ Y, u ∈ Uad (3)
a(y, v) = < f(·, y), v > + < Bu, v > ∀v ∈ Y (4)
a(y, v) bezeichnet das dem linearen Operator A zugeordnete bilineare Funktional. Der
Raum der Testfunktionen ist fu¨r das Problem mit dem Zustandsraum Y identisch, und
v ist eine Testfunktion aus dem Raum Y . In dieser schwachen Form ko¨nnen neben der
verteilten Steuerung auch Neumann-Randsteuerungsprobleme mitbehandelt werden.
Die Kontrolle u ist eine Funktion aus U = L2(ΩU) auf dem messbaren Gebiet ΩU . Beispiele
fu¨r ΩU sind Ω, im Falle verteilter Kontrolle, eine Teilmenge von Ω, falls die verteilte
Kontrolle nur auf einem Teil des Gebietes betrieben wird oder der Rand des Gebietes Ω,
also ∂Ω im Falle von Neumann-Randbedingungen. Der lineare Operator B ist in diesen
Fa¨llen die Adjungierte des Spuroperators. Dies bedeutet, dass fu¨r ΩU ⊆ Γ gilt
Bu(·) =
∫
ΩU
uγ0(·)dx : L2(Ω)→ H1(Ω)∗, (5)
wobei γ0(·) der Spuroperator in H1(Ω) ist.
In den Fa¨llen mit verteilter Steuerung bei homogenen Dirichlet-Randbedingungen gilt
Y = H10 (Ω), sonst gilt Y = H
1(Ω).
Annahmen und Eigenschaften dieser Funktionen und Operatoren, welche fu¨r die Analysis
beno¨tigt werden, insbesondere Annahmen u¨ber f und L, befinden sich in Abschnitt 2.3.
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2.1.2 Adjungierte Gleichung und Optimalita¨tsbedingungen
Die adjungierte Gleichung zur Gleichung (4) ist
a(v, p) =< fy(·, y)∗p, v >Y ∗Y + < Ly(·, y), v >Y ∗Y ∀ v ∈ Y (6)
in ihrer schwachen Formulierung, siehe zum Beispiel [42] Abschnitt 4.5. p bezeichnet den
adjungierten Zustand, fy und Ly die Ableitungen von f und L nach y. v bezeichnet wie
bisher eine Testfunktion.
Die Optimalita¨tsbedingungen fu¨r das Problem (3),(4) sind nun die Folgenden
< αu∗ +B∗p, v − u∗ >U∗U≥ 0 ∀ v ∈ Uad (7)
a(y, v) = < f(·, y), v >Y ∗Y + < Bu∗, v >Y ∗Y ∀ v ∈ Y (8)
a(v, p) = < fy(·, y)∗p, v >Y ∗Y + < Ly(·, y), v >Y ∗Y ∀ v ∈ Y , (9)
siehe dazu [42] Abschnitt 4.5. Die Optimalita¨tsbedingungen bestehen aus der Variations-
ungleichung (7) und den Gleichungen fu¨r Zustand (8) und adjungierten Zustand (9).
Fu¨r das Problem (3),(4) haben die Optimalita¨tsbedingungen die bekannte Form
u∗ = PUad(−
1
α
B∗p(u∗)) (10)
der Projektion auf die Menge der zula¨ssigen Kontrollen. Die Projektionsbedingung (10)
ist a¨quivalent zu den Optimalita¨tsbedingungen (7)-(9), siehe zum Beispiel [42].
Im na¨chsten Abschnitt wird die variationelle Diskretisierung des Problems (3),(4) be-
schrieben.
2.2 Das variationell diskretisierte Optimalsteuerungsproblem
2.2.1 Variationell diskretisiertes Problem
In diesem Abschnitt wird die variationelle Diskretisierung des Problems (3),(4) abgeleitet.
Die Untersuchung dieser variationellen Diskretisierung, insbesondere ihre Konvergenzei-
genschaften, sowie die numerische Implementierung ist das Ziel der vorliegenden Arbeit.
Bei der variationellen Diskretisierung wird nur der Zustand y und der adjungierte Zustand
p, nicht aber die Kontrolle u diskretisiert, siehe dazu [31], auch [30].
Wichtig fu¨r die Analysis der variationellen Diskretisierung ist, dass der Raum der Kon-
trollen U der gleiche sowohl fu¨r das kontinuierliche Problem als auch fu¨r das variationell
diskretisierte Problem ist. Deswegen muss ΩhU = ΩU gewa¨hlt werden. Daher wird voraus-
gesetzt, dass Ωh = Ω gilt, um dies fu¨r verteilte und Randkontrollen zu sichern. Diskreti-
sierungen mit gekru¨mmten Randelementen, welche fu¨r nichtpolygonal berandete Gebiete
Ω beno¨tigt werden, werden in [5] untersucht. Falls dies nicht wu¨nschenswert oder geeignet
ist, ist ein mo¨glicher Ausweg, den Operator B als Bh zu diskretisieren, um verschiedene
Ra¨ume fu¨r u und uh zu vermeiden.
Nun wird das variationell diskretisierte Problem aus (3),(4) in seiner schwachen Formu-
lierung (11),(12) erhalten.
min J(yh, uh) =
∫
Ω
L(x, yh)dx+
α
2
‖uh‖2U yh ∈ Yh, uh ∈ Uad (11)
a(yh, v) = < f(·, yh), v >Yh∗Yh + < Buh, v >Yh∗Yh ∀v ∈ Yh (12)
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Der Raum Y wird als Yh ⊂ Y diskretisiert. Damit wird die Zustandsvariable y und
der adjungierte Zustand p diskretisiert. Die Diskretisierung wird im Zweidimensionalen
auf einem Dreiecksgitter mit stu¨ckweise linearen stetigen finiten Elementen durchgefu¨hrt.
Fu¨r andere Dimensionen ist eine Diskretisierung mit zum Beispiel stu¨ckweise linearen
stetigen finiten Elementen auf n-Simplices mo¨glich. Es ist mo¨glich, beliebige konforme
Finite-Elemente-Diskretisierungen zu wa¨hlen. Fu¨r die Analysis ergibt dies keinen Unter-
schied, da nur die Konformita¨t, ΩU = Ω
h
U und die Finite-Elemente-Konvergenzordnungen
beno¨tigt werden. Im Falle der Implementierung ist jedoch bei nichtlinearen Elementen
mit zusa¨tzlichen Schwierigkeiten bei der Berechnung der Projektion auf Uad sowie der
Verwaltung der Kontrolle uh im Computer zu rechnen vor allem in ho¨heren Dimensionen.
Der Raum der Kontrollen U und damit die Kontrollen u selbst werden nicht diskreti-
siert. Damit ist der Kontrollraum unendlichdimensional. Die variationelle Diskretisierung
fu¨hrt aber zu einer impliziten Diskretisierung des Raumes der Kontrollen u durch die
Projektion (17) des adjungierten Zustands. Die Kontrolle des variationell diskretisierten
Problems zu u wird mit uh bezeichnet. Im Weiteren wird statt Kontrolle des variationell
diskretisierten Problems variationelle Kontrolle geschrieben.
2.2.2 Adjungierte Gleichung und Optimalita¨tsbedingungen des variationell
diskretisierten Problems
Die adjungierte Gleichung des variationell diskretisierten Problems ist
a(v, ph) =< fy(·, yh)∗ph, v >Y ∗Y + < Ly(·, yh), v >Y ∗Y ∀ v ∈ Yh (13)
in ihrer schwachen Formulierung. ph bezeichnet die diskrete adjungierte Variable, yh die
diskrete Zustandsvariable.
Das System der Optimalita¨tsbedingungen ist
< αuh +B
∗ph, v − uh >U∗U≥ 0 ∀ v ∈ Uad (14)
a(yh, v) = < f(·, yh), v >Y ∗Y + < Buh, v >Y ∗Y ∀ v ∈ Yh (15)
a(v, ph) = < fy(·, yh)∗ph, v >Y ∗Y + < Ly(·, yh), v >Y ∗Y ∀ v ∈ Yh . (16)
Man beachte, dass Uad die gleiche unendlichdimensionale Menge ist wie im kontinuierlichen
Fall. Die Optimalita¨tsbedingungen bestehen ebenfalls aus der Variationsungleichung und
den schwachen Gleichungen fu¨r Zustand und adjungierten Zustand.
Die Projektionsform der Optimalita¨tsbedingungen ist in diesem Fall analog (10)
u∗h = PUad(−
1
α
B∗ph(u∗h)). (17)
Man beachte, dass im Unterschied zur vollen Diskretisierung hier die Projektion nicht
auf einer diskretisierten Menge Uhad erfolgt, sondern auf der unendlichdimensionalen Men-
ge Uad.
Wie in (17) wird imWeiteren auch ph(u) geschrieben, wenn ph(yh(u)) gemeint ist. Dagegen
wird ph(y(u)) immer ausgeschrieben.
Im Kapitel 6 wird die konkrete Umsetzung und Implementation der variationellen Dis-
kretisierung beschrieben.
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2.3 Annahmen
2.3.1 Allgemeine Annahmen
Fu¨r die Analysis in den folgenden Kapiteln werden Voraussetzungen an die gegebenen
Funktionen und Operatoren beno¨tigt.
Ω ⊂ Rn ist ein beschra¨nktes Gebiet mit dem Lipschitzrand ∂Ω = Γ, siehe [2] S.161.
Fu¨r A wird vorausgesetzt, dass es linear, beschra¨nkt und koerzitiv ist, das bedeutet
< Ay, v >=< Bu, v > ∀v ∈ Y
hat eine eindeutige Lo¨sung, auch fu¨r ΩU ⊆ Γ.
Sei ΩU Lebesgue-messbar mit 0 < |ΩU | < ∞ und U = L2(ΩU). Uad ist die Menge der
zula¨ssigen Kontrollen. Es gibt eine untere und obere Schranke a < b ∈ R und es gilt
Uad := {v(x) ∈ U, a ≤ v(x) ≤ b fu¨r fast alle x ∈ ΩU}
Demnach gilt Uad ⊆ L∞(ΩU) aber auch Uad ⊆ Lp(ΩU) fu¨r 1 ≤ p <∞ wegen |ΩU | <∞.
Es sei α > 0.
2.3.2 Annahmen an B und B∗
Annahme 1 Fu¨r den linearen Operator B und seinen adjungierten Operator B∗ werden
folgende Annahmen getroffen.
Fu¨r ΩU ⊆ Ω oder ΩU ⊆ Γ seien B stetig von L2(ΩU)→ Y ∗ und B∗ stetig von C(Ω¯) nach
C(Ω¯U). Dies bedeutet auch Stetigkeit in L
∞, da max und ess sup fu¨r stetige Funktionen
u¨bereinstimmen.
Fu¨r verteilte Steuerung, das bedeutet ΩU ⊆ Ω, gilt zusa¨tzlich Folgendes. B ist stetig von
Lr(ΩU) nach L
r(Ω) fu¨r r > n/2. Fu¨r B∗ aufgefasst als Operator von L2(Ω)→ L2(ΩU) gilt
‖B∗‖L2 <∞. Im Falle von ΩU ⊆ Ω gilt fu¨r B∗ aufgefasst als Operator von Y → H1(ΩU)
‖B∗‖H1 < ∞. Fu¨r ΩU ⊆ Γ erlaubt der Spuroperator im Allgemeinen keine dieser Stetig-
keiten.
Fu¨r die Analysis in Kapitel 5 werden verschiedene Fa¨lle unterschieden, die eventuell
zusa¨tzliche Voraussetzungen an B beziehungsweise B∗ beno¨tigen. Der Fall O) gilt in den
Abschnitten 5.1.2 und 5.1.3. Fu¨r die Fa¨lle A,B,C) siehe Abschnitt 5.2, insbesondere An-
nahme 5.
Fall O) B ist stetig von L2 nach Lr, fu¨r ein r > n/2 bei verteilter Steuerung.
Fall A) Sei B∗ stetig von L2(Ω)-Norm nach Lr¯(ΩU)-Norm mit einem r¯ > n/2 nur bei
verteilter Steuerung.
Fall B) Sei B∗ stetig von H1(Ω)-Norm nach Lr¯(ΩU)-Norm mit einem r¯ > n/2, bezie-
hungsweise r¯ > n− 1 bei Randsteuerung.
Fall C) Keine zusa¨tzliche Stetigkeit fu¨r verteilte und Randsteuerung.
Im Falle verteilter Steuerung und falls B∗ der Identita¨tsoperator ist, ergibt das wegen der
Einbettungssa¨tze folgende Einschra¨nkungen an die Dimension n: O,A) n < 4, B) n < 6,
C) keine, n ∈ N.
Im Falle von Randsteuerung und falls B∗ der Spuroperator ist, gibt es wegen der Einbet-
tungssa¨tze folgende Einschra¨nkungen an die Dimension n: O,A) n < 3, wird aber nicht
betrachtet, B) n < 4, C) keine, n ∈ N.
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2.3.3 Annahmen an f und L
Es werden Voraussetzungen und Annahmen getroffen, wie sie auch in [42], Vorausset-
zung 4.12, getroffen wurden.
Annahme 2 Die Funktionen f(x, y) und L(x, y) sind messbar bezu¨glich der Ortsvaria-
blen x fu¨r jedes reelle y und zweimal differenzierbar bezu¨glich y fu¨r fast alle x ∈ Ω. Sie
genu¨gen Beschra¨nktheits- und lokalen Lipschitzbedingungen der Ordnung k = 2.
Dies bedeutet, es existiert eine Konstante K und eine von M abha¨ngige Konstante L(M),
so dass gilt |f(x, 0)|+|fy(x, 0)|+|fyy(x, 0)| ≤ K und |fyy(x, y1)−fyy(x, y2)| ≤ L(M)|y1−y2|
fu¨r fast alle x ∈ Ω und alle |yi| ≤M .
Weiterhin gilt |L(x, 0)| + |Ly(x, 0)| + |Lyy(x, 0)| ≤ K und |Lyy(x, y1) − Lyy(x, y2)| ≤
L(M)|y1 − y2| fu¨r fast alle x ∈ Ω und alle |yi| ≤M .
Außerdem sei −fy(x, y) ≥ 0 fu¨r fast alle x ∈ Ω.
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3 Existenz einer Lo¨sung
3.1 Existenz einer variationell diskreten Lo¨sung
Es wird ein Theorem u¨ber die Existenz einer optimalen Lo¨sung fu¨r die Optimierungspro-
bleme (3),(4) und (11),(12) formuliert. Zuna¨chst werden zwei Lemmata fu¨r den Beweis
des Theorems 3.1 beno¨tigt.
Lemma 3.1 Unter den Annahmen aus Abschnitt 2.3 hat die Zustandsgleichung (4) fu¨r
jede Kontrolle u ∈ Uad genau einen Zustand y = y(u) ∈ H1(Ω) ∩ C(Ω¯), welcher die
Zustandsgleichung erfu¨llt. Und es gilt die Abscha¨tzung ‖y(u)‖C(Ω) ≤M .
Beweis. Siehe [4] Theorem 6.1, oder analog zu den Sa¨tzen 4.7 und 4.8 in [42].
Damit kann das reduzierte Kostenfunktional definiert werden.
Jˆ(u) := J(y(u), u) =
∫
Ω
L(x, y(u))dx+
α
2
‖u‖2U (18)
Nun folgt ein Lemma fu¨r die Konvergenz der Folge der y(un).
Lemma 3.2 Falls (un)n ⊂ Uad schwach in Lr-Norm gegen u¯ konvergiert, gilt y(un)→ y(u¯)
in L2(Ω) fu¨r zumindest eine Teilfolge un. Dabei sei r > n/2 bei ΩU ⊆ Ω oder r > n − 1
bei ΩU ⊆ Γ
Beweis. Der Beweis erfolgt wie in [42] S. 156. Man beachte Y ist H1(Ω) oder H10 (Ω).
Sei yn = y(un). Da yn beschra¨nkt in L
∞ nach Lemma 3.1 ist, ist auch f(x, yn(x)) be-
schra¨nkt in L∞(Ω) und in Lr(Ω). Damit folgt die schwache Konvergenz der Nichtlinea-
rita¨t f(x, yn(x)) in L
r(Ω) gegen ein z in Lr(Ω), zuna¨chst einer Teilfolge. Diese schwach
konvergente Teilfolge wird als die neue Folge gewa¨hlt.
Die rechte Seite der Zustandsgleichung strebt schwach in Lr(Ω) gegen z+ u¯, damit lo¨st yn
lineare Randwertprobleme
a(yn, v) =< f(·, yn), v > + < Bun, v >=< Rn, v > ∀v ∈ Y (19)
mit rechten Seiten Rn. Wie aus dem Lax-Milgram-Lemma 5.1 folgt, ist Rn 7→ yn linear
und stetig von L2 und Lr in Y .
Lineare stetige Abbildungen sind auch schwach stetig, damit folgt yn ⇀ y¯ in Y , wobei
y¯ ∈ Y .
Da Y kompakt eingebettet in L2(Ω) ist, siehe [42] Satz 2.40, sind in Y schwach konvergente
Folgen stark konvergent in L2, daher yn → y¯ ∈ L2(Ω)
Nun folgt das Theorem, welches die Lo¨sbarkeit von (3),(4) beweist.
Theorem 3.1 Das Problem (3),(4) hat unter den Annahmen aus Abschnitt 2.3 minde-
stens eine optimale Kontrolle u∗ mit einem optimalen Zustand y∗.
Beweis. Die Ausfu¨hrung des Beweises ist analog zu [42] Seite 154ff.
u 7→ y(u) ist eindeutige Abbildung und es gilt die Abscha¨tzung von ‖y(u)‖C(Ω) ≤M nach
Lemma 3.1.
J(y, u) ist nach den Annahmen aus Abschnitt 2.3 nach unten beschra¨nkt, daher existiert
Φ = infu∈Uad J(y(u), u).
Sei {un}∞n=1 Minimalfolge von Jˆ(u) := J(y(u), u), un ∈ Uad, yn := y(un).
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Uad ⊂ Lr(ΩU) ist beschra¨nkt. Da Lr(ΩU) ein reflexiver Banachraum ist, also beschra¨nkte
Mengen in ihm relativ schwach folgenkompakt sind, existiert eine schwach konvergente
Teilfolge in Uad, o.B.d.A. gilt un ⇀ u¯ in L
r(Ω).
Da Uad abgeschlossen und konvex ist, ist es auch schwach abgeschlossen, somit gilt u¯ ∈ Uad.
Mit Lemma 3.2 folgt aus un ⇀ u¯ ∈ Lr(ΩU) nun yn → y¯ ∈ L2(Ω) fu¨r eine Teilfolge,
o.B.d.A. gilt yn → y¯ ∈ L2(Ω).
Da {yn} beschra¨nkt in L∞(Ω) ist, folgt aus [42] Lemma 4.9 f(·, yn) → f(·, y¯) in L2(Ω)
und auch die schwache Konvergenz von un gegen u¯ in L
2(ΩU).
Nun wird gezeigt, dass y¯ die schwache Lo¨sung zu u¯ ist. Setze dazu y¯ und u¯ in die schwa-
che Formulierung der Zustandsgleichung ein. Die starke Konvergenz von yn in L
2 und
Beschra¨nktheit in L∞ sichern auch die Konvergenz des Integrals mit der Nichtlinearita¨t
f , der Rest folgt aus der schwachen Konvergenz von y¯ in Y , und u¯ in Lr(ΩU).
Wegen der Konvexita¨t von J(y, u) in u ist dies schwach halbstetig nach unten, woraus die
Optimalita¨t folgt. Also gilt u∗ = u¯, y∗ = y¯.
Nun folgt mit Corollar 1 die Hauptaussage dieses Kapitels.
Corollar 1 Das variationell diskretisierte Problem (11),(12) hat unter den Annahmen
aus Abschnitt 2.3 mindestens eine optimale Kontrolle u∗h mit einem optimalen Zustand
y∗h.
Beweis. Die Aussage folgt direkt aus Theorem 3.1, da das variationell diskretisierte Pro-
blem genau in die kontinuierliche Problemstellung passt.
Damit kann das reduzierte Kostenfunktional fu¨r das variationell diskrete Problem definiert
werden.
Jˆh(uh) := J(yh(uh), uh) =
∫
Ω
L(x, yh(uh))dx+
α
2
‖uh‖2U (20)
Bemerkung 1 Wegen der Projektionen (10),(17) und des dadurch entstehenden Knickes
am Rand der aktiven Menge ist fu¨r Regularita¨t von u und uh maximal W
1,∞(ΩU) zu
erwarten, siehe [32], falls B∗p diese oder eine bessere Regularita¨t hat.
Dies begrenzt letztlich auch die maximal zu erwartende Regularita¨t von y und p fu¨r Rand-
steuerung auf W 2,s beziehungsweise W 4,s mit 1 ≤ s <∞. Falls sie nicht ohnehin geringer
ist wegen konvexem polygonalem Gebiet eingeschra¨nkt aufW 2,s mit n ≤ s <∞, siehe [32].
Nach der Lo¨sbarkeit des kontinuierlichen Problems (3),(4) und des variationell diskretisier-
ten Problems (11),(12) wird im na¨chsten Kapitel die Konvergenz der optimalen Kontrollen
des variationell diskretisierten Problems gegen die optimale Kontrolle des kontinuierlichen
Problems untersucht. Außerdem werden Finite-Elemente-Konvergenzordnungen angege-
ben, die fu¨r die Aussagen in Kapitel 5 beno¨tigt werden.
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4 Konvergenz der optimalen Kontrollen
4.1 Konvergenz der diskreten Lo¨sungen
In anderen Arbeiten wurde bisher Folgendes untersucht. In [4] wurde die Konvergenz fu¨r
stu¨ckweise konstante Kontrollen bewiesen. In [10] wurde fu¨r stu¨ckweise lineare Kontrollen
eine Konvergenzordnung von o(h) fu¨r die L2-Norm gezeigt.
In diesem Kapitel erfolgt der Beweis der Konvergenz der variationellen Kontrollen.
4.2 Konvergenz der Methode der finiten Elemente
Fu¨r dieses und das folgende Kapitel werden die Finite-Elemente-Konvergenz beziehungs-
weise die Finite-Elemente-Konvergenzordnungen fu¨r den Zustand und den adjungierten
Zustand in verschiedenen Normen beno¨tigt. Es wird sowohl die Konvergenz fu¨r h→ 0 fu¨r
festes v ∈ Uad beno¨tigt als auch die gesamte Konvergenz fu¨r vh ∈ Uad fu¨r h → 0. Diese
liefern die folgenden Theoreme.
Zuna¨chst folgt fu¨r die verteilte Steuerung Theorem 4.2 aus [4].
Theorem 4.1 Seien ΩU = Ω, n < 4 und sei Ω konvex oder mit einem C
1,1-Rand beran-
detes Gebiet. Sei (v, vh) ∈ L∞(Ω)2 und erfu¨lle ‖v‖L∞(Ω)+‖vh‖L∞(Ω) ≤M . Seien weiterhin
y(v) und yh(vh) Lo¨sungen der Zustandsgleichungen (4) und (12) zu den Kontrollen v und
vh. Und seien p(y(v)) und ph(yh(vh)) die Lo¨sungen der adjungierten Gleichungen zu den
Kontrollen v und vh. Dann gelten die folgenden Abscha¨tzungen
‖y(v)− yh(vh)‖H1(Ω) + ‖p(y(v))− ph(yh(vh))‖H1(Ω) ≤ C(h+ ‖v − vh‖L2(Ω)) (21)
‖y(v)− yh(vh)‖L2(Ω) + ‖p(y(v))− ph(yh(vh))‖L2(Ω) ≤ C(h2 + ‖v − vh‖L2(Ω)) (22)
‖y(v)− yh(vh)‖L∞(Ω) + ‖p(y(v))− ph(yh(vh))‖L∞(Ω) ≤ C(hλ + ‖v − vh‖L2(Ω)) (23)
wobei C = C(Ω, n,M) eine positive Konstante unabha¨ngig von h und λ = 2 − n/2 ist.
Zusa¨tzlich, falls die Triangulierung von nichtnegativem Typ ist, gilt
‖y(v)− yh(vh)‖L∞(Ωh) + ‖p(y(v))− ph(yh(vh))‖L∞(Ωh) ≤ C(h+ ‖v − vh‖L2(Ω)) (24)
unabha¨ngig von h.
Beweis. Fu¨r den Beweis wird auf Theorem 4.2 aus [4] verwiesen.
Nun folgt fu¨r die Randsteuerung Theorem 4.1 aus [13].
Theorem 4.2 Seien ΩU = Γ, n = 2, Ω konvex polygonal oder mit einem C
1,1-Rand
berandetes Gebiet und erfu¨lle die Finite-Elemente-Diskretisierung von y und p die Vor-
aussetzungen aus [13] Kapitel 4.
i) Fu¨r jedes v ∈ H 12 (Γ) gibt es C > 0 stetig abha¨ngig von ‖v‖
H
1
2 (Γ)
, so dass
‖y(v)− yh(v)‖Hs(Ω) + ‖p(y(v))− ph(yh(v))‖Hs(Ω) ≤ Ch2−s ∀ 0 ≤ s ≤ 1 (25)
‖y(v)− yh(v)‖L2(Γ) + ‖p(y(v))− ph(yh(v))‖L2(Γ) ≤ Ch
3
2 (26)
ii) Fu¨r jedes v ∈ L2(Γ) gibt es C > 0 stetig abha¨ngig von ‖v‖L2(Γ), so dass
‖y(v)− yh(v)‖Hs(Ω) + ‖p(y(v))− ph(yh(v))‖Hs(Ω) ≤ Ch
3
2
−s ∀ 0 ≤ s ≤ 1 (27)
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iii) Fu¨r alle v1, v2 ∈ L2(Γ) gibt es ein C > 0, so dass
‖y(u1)− y(u2)‖H1(Ω) + ‖yh(u1)− yh(u2)‖H1(Ω)+
‖p(y(u1))− p(y(u2))‖H1(Ω) + ‖ph(yh(u1))− ph(yh(u2))‖H1(Ω) ≤ C ‖u1 − u2‖L2(Γ) (28)
Beweis. Fu¨r den Beweis wird auf Theorem 4.1 aus [13] verwiesen.
Jetzt folgt ein L∞-Konvergenztheorem fu¨r Neumann-Randbedingungen.
Theorem 4.3 Sei n ≥ 2, ΩU ⊆ Γ, Ω mit genu¨gend glattem Rand, (mindestens C1,1-
Rand fu¨r [27], ansonsten so glatt wie fu¨r [40] Theorem 2.2 beno¨tigt) und die Bedingungen
aus A1-A4 aus [40] fu¨r die Finite-Elemente-Diskretisierungen von y und p erfu¨llt. Sei
v ∈ W 1− 1q ,q(Γ), dann gilt fu¨r lineare Probleme
‖p(y(v))− ph(yh(v))‖L∞(Ω) ≤ Ch2−
n
q |log h|
fu¨r n ≤ q <∞, mit einer Konstanten C unabha¨ngig von h.
Beweis.
‖p(y(v))− ph(yh(v))‖L∞(Ω) ≤ ‖p(y(v))− ph(y(v))‖L∞(Ω) + ‖ph(y(v))− ph(yh(v))‖L∞(Ω)
Im Falle eines C1,1-Randes ist nach [27] Lemma 2.4.1.4. p und y sogar in W 2,q fu¨r alle
1 ≤ q <∞. Nach [32] und [40] Theorem 2.2. gilt
‖p(y(v))− ph(y(v))‖L∞(Ω) ≤ Ch2−
n
q |log h| ‖p‖W 2,q
fu¨r n ≤ q <∞.
Wegen Lemma 5.2 ist ph(y) Fre´chet-differenzierbar also auch Lipschitz-stetig
‖ph(y(v))− ph(yh(v))‖L∞(Ω) ≤ C(y, p) ‖y(v)− yh(v)‖L∞(Ω)
fu¨r hinreichend kleine h.
Wieder nach [40] Theorem 2.2 gilt
‖y(v)− yh(v)‖L∞(Ω) ≤ Ch2−
n
q |log h| ‖y‖W 2,q (29)
fu¨r n ≤ q <∞.
C ist eine generische Konstante mit verschiedenen Werten.
Bemerkung 2 Falls sich die Aussage von [40] Theorem 2.2 auf semilineare Probleme
u¨bertragen la¨sst, dann gilt (29) und damit Theorem 4.3 auch fu¨r semilineare Probleme.
4.3 Konvergenz der variationellen Lo¨sung gegen die Lo¨sung des
kontinuierlichen Problems
4.3.1 Lemmata
Um die Konvergenz der Kontrolle u∗h → u∗ zu beweisen, wird so wie in [4] vorgegangen.
Zuerst wird die schwach* Konvergenz einer Teilfolge u∗h → u∗ und dann die Konvergenz
von u∗h in den L
2- und L∞-Normen bewiesen. Es werden die Annahmen aus Abschnitt 2.3
beno¨tigt.
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Lemma 4.1 Seien die Annahmen aus Abschnitt 2.3 erfu¨llt und fu¨r v, vh ∈ L∞(ΩU) gilt
‖vh‖L∞(ΩU ) + ‖v‖L∞(ΩU ) ≤M . Dann gilt
1. limh→0 Jˆh(v) = Jˆ(v).
2. Sei die Folge (vh)h ⊂ Uad schwach* konvergent gegen v. Dann ist v ∈ Uad und es
gilt Jˆ(v) ≤ lim infh→0 Jˆh(vh)
Beweis. 1.) Mit (3),(11) folgt
lim
h→0
Jˆh(v)− Jˆ(v) = lim
h→0
∫
Ω
L(x, yh(v))dx+
α
2
‖v‖2U − (
∫
Ω
L(x, y(v))dx+
α
2
‖v‖2U) = (30)
= lim
h→0
∫
Ω
L(x, yh(v))− L(x, y(v))dx. (31)
Dies konvergiert gegen Null wegen der Konvergenz von yh(v) gegen y(v) wegen Theo-
rem 4.1 beziehungsweise Theorem 4.2 und der Stetigkeit von L(x, ·) nach Annahme 2 fu¨r
fast alle x ∈ Ω.
2.) Ist wie [4] Lemma 4.2 ii).
Lemma 4.2 Seien die Annahmen aus Abschnitt 2.3 erfu¨llt und sei (u∗h)h>0 eine Folge
von Lo¨sungen von (11),(12). Dann gibt es eine schwach* konvergente Teilfolge, welche
weiterhin (u∗h)h>0 heißt. Falls die Teilfolge (u
∗
h)h>0 schwach* gegen u
∗ konvergiert, dann
ist u∗ eine Lo¨sung von (3),(4)=: (P ). Und es ergibt sich
lim
h→0
Jˆh(u
∗
h) = Jˆ(u
∗) = inf (P ) (32)
Beweis. Der Beweis ist einfacher fu¨r variationelle Kontrollen als im Falle von Proposi-
tion 4.3 aus [4], da alle Kontrollen genau dann fu¨r (P ) = (3),(4) zula¨ssig sind, wenn sie
fu¨r (11),(12) zula¨ssig sind.
Die Folge (u∗h)h>0 ist beschra¨nkt in L
∞(ΩU). Dann gibt es eine Teilfolge, weiterhin mit h
als Index, welche gegen ein Element u∗ in der schwach* Topologie von L∞(ΩU) konvergiert.
Aus Lemma 4.1, Teil 2. folgt u∗ ∈ Uad und
Jˆ(u∗) ≤ lim inf
h→0
Jˆh(u
∗
h). (33)
Sei w∗ eine Lo¨sung von (P ). w∗ ist zula¨ssig fu¨r (11),(12) und daher existiert Jˆh(w∗).
Wegen Lemma 4.1, Teil 1. gilt
lim
h→0
Jˆh(w
∗) = Jˆ(w∗) = inf (P ). (34)
Weil w∗ zula¨ssig fu¨r (11),(12) ist, gilt Jˆh(u∗h) ≤ Jˆh(w∗) und im Grenzwert gilt
lim inf
h→0
Jˆh(u
∗
h) ≤ lim sup
h→0
Jˆh(u
∗
h) ≤ lim sup
h→0
Jˆh(w
∗) = Jˆ(w∗). (35)
Mit (33) und (34) ergibt sich
lim
h→0
Jˆh(u
∗
h) = lim inf
h→0
Problem (11), (12) = Jˆ(u∗) = inf (P ). (36)
Im verbleibenden Teil wird eine derartige Teilfolge u∗h, welche weiterhin (u
∗
h)h>0 heißt,
festgehalten. Ihr Grenzwert wird mit u∗ bezeichnet, einer Lo¨sung von (3),(4), wie in
Lemma 4.2 gezeigt wurde.
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4.3.2 L2-Konvergenz
In diesem Abschnitt wird die Konvergenz in der L2(ΩU)-Norm bewiesen.
Theorem 4.4 Unter den Annahmen aus Abschnitt 2.3 konvergiert uh in der L
2(ΩU)-
Norm
lim
h→0
‖uh − u∗‖L2(ΩU ) = 0 (37)
fu¨r alle in L∞(ΩU) schwach* konvergenten Folgen uh.
Beweis. Wegen der speziellen Form des Kostenfunktionals und U = L2(ΩU) gilt
α
2
‖uh − u∗‖2L2(ΩU ) =
α
2
‖uh‖2U −
α
2
‖u∗‖2U + α (u∗, u∗ − uh)L2(ΩU ). (38)
Der letzte Term konvergiert gegen Null wegen der L∞(ΩU) schwach* Konvergenz, aus der
die schwach* Konvergenz in L2(ΩU) folgt. Aus den Kostenfunktionalen (18),(20) folgt
α
2
‖uh‖2U −
α
2
‖u∗‖2U = Jˆh(uh)− Jˆ(u)−
∫
Ω
L(yh(uh)) +
∫
Ω
L(y(u)). (39)
Der erste Term konvergiert gegen Null wegen Lemma 4.2. Wegen der Annahme 2 an Ly
gilt fu¨r genu¨gend kleine h∣∣∣∣−∫
Ω
L(yh(uh)) +
∫
Ω
L(y(u))
∣∣∣∣ ≤ C ‖y(u)− yh(uh)‖L2(Ω) (40)
und konvergiert auch gegen Null wegen Theorem 4.1.
4.3.3 L∞-Konvergenz
Jetzt wird die Konvergenz von uh in der L
∞-Norm bewiesen.
Theorem 4.5 Unter den Annahmen aus Abschnitt 2.3 und der Konvergenz der Finite-
Elemente-Methode aus Theorem 4.1 oder mit
‖ph(uh)− p(uh)‖L∞(Ω) → 0 (41)
bei h → 0 fu¨r alle uh gleichma¨ßig in einer Umgebung von u∗ konvergiert u∗h in der L∞-
Norm
lim
h→0
‖u∗h − u∗‖L∞(ΩU ) = 0 (42)
Beweis. Es gelten die Projektionen (10) und (17) fu¨r das kontinuierliche und das varia-
tionell diskretisierte Problem, also
u = PUad(−
1
α
B∗p(u)) und uh = PUad(−
1
α
B∗ph(uh)). (43)
Damit gilt
|u(x)− uh(x)| =
∣∣∣∣PUad(− 1αB∗p(u))(x)− PUad(− 1αB∗ph(uh))(x)
∣∣∣∣ (44)
≤
∣∣∣∣( 1αB∗p(u))(x)− ( 1αB∗ph(uh))(x)
∣∣∣∣ (45)
=
1
α
|(B∗p(u))(x)− (B∗ph(uh))(x)| (46)
≤ 1
α
‖B∗‖L∞ ‖(p(u)− ph(uh)‖L∞(Ω) fu¨r fast alle x ∈ ΩU . (47)
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Im Falle, dass die Voraussetzungen des Theorems 4.1 erfu¨llt sind, folgt unmittelbar mit
Theorem 4.1
‖(p(v)− ph(vh)‖L∞(Ω) ≤ C(hλ + ‖v − vh‖L2(ΩU )) (48)
mit λ = 2− n/2. Nun gilt
|u(x)− uh(x)| ≤ 1
α
‖B∗‖L∞ C(hλ + ‖u− uh‖L2(ΩU )) (49)
Nun ergibt sich die Konvergenz in der L∞-Norm nur fu¨r n < 4 bei verteilter Steuerung.
Mit Theorem 4.4 folgt die Konvergenz der rechten Seite und auch die Konvergenz von
|u(x)− uh(x)| gegen 0 fu¨r h→ 0 fu¨r fast alle x ∈ ΩU .
Falls die Voraussetzungen fu¨r Theorem 4.1 nicht erfu¨llt sind, aber (41) gilt, folgt die
Behauptung so.
‖p(u)− ph(uh)‖L∞(Ω) ≤ ‖p(u)− p(uh)‖L∞(Ω) + ‖p(uh)− ph(uh)‖L∞(Ω)
Mit Lemma 5.2 folgt die Lipschitz-Stetigkeit von p(v) in u von Lr(ΩU) nach L
∞(Ω) mit
r > n/2 fu¨r ΩU ⊆ Ω oder r > n− 1 fu¨r ΩU ⊆ Γ.
Also gilt ‖p(u)− p(uh)‖L∞(Ω) ≤ C ‖u− uh‖Lr(ΩU ) fu¨r alle uh in einer Umgebung von u.
Mit der Ho¨lderschen-Ungleichung [2] la¨sst sich Lr(ΩU) fu¨r r ≥ 2 durch L2(ΩU) und
L∞(ΩU) abscha¨tzen.
‖u− uh‖Lr(ΩU ) ≤ ‖u− uh‖
1− 2
r
L∞(ΩU ) ‖u− uh‖
2
r
L2(ΩU )
Also gilt
‖u(x)− uh(x)‖L∞(ΩU ) ≤
1
α
‖B∗‖L∞ (‖(p(uh)− ph(uh)‖L∞(Ω)
+C ‖u− uh‖1−
2
r
L∞(ΩU ) ‖u− uh‖
2
r
L2(ΩU )
) (50)
woraus die Konvergenz mittels Youngscher Ungleichung folgt.
In diesem Kapitel wurde die Konvergenz der variationellen Kontrolle uh gegen die opti-
male Kontrolle u∗ des Problems (3),(4) gezeigt. Im na¨chsten Kapitel werden die Fehler-
abscha¨tzungen fu¨r die Kontrolle uh und auch fu¨r den Zustand yh und den adjungierten
Zustand ph gezeigt.
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5 Fehlerabscha¨tzungen und Konvergenzordnungen
In diesem Kapitel werden Fehlerabscha¨tzungen fu¨r die Kontrolle in der L2-Norm und fu¨r
weitere Normen hergeleitet.
Zuna¨chst werden die Konvergenzordnungen fu¨r alle α > 0 bewiesen, in Abschnitt 5.1 fu¨r
die L2-Norm, in Abschnitt 5.2 auch fu¨r andere Normen. Spa¨ter, in Abschnitt 5.3.1, werden
dann noch Konvergenzordnungen fu¨r große α, aber ohne zusa¨tzliche Annahmen bewiesen.
Dieser einfache Beweis beruht auf der Fixpunktiteration. In Abschnitt 5.3.2 werden fu¨r
die L∞- und H1-Normen Abscha¨tzungen gefolgert. In Abschnitt 5.3.3 werden fu¨r lineare
finite Elemente konkrete Konvergenzraten erhalten.
5.1 Konvergenzordnungen fu¨r u∗h in der L
2-Norm fu¨r alle α
5.1.1 Lemmata
In diesem Abschnitt wird die Konvergenzordnung der optimalen variationellen Kontrolle
u∗h in der L
2-Norm gegen die optimale Kontrolle u∗ fu¨r alle α > 0 gezeigt.
Die nun folgenden Beweise der Haupttheoreme basieren auf dem semismooth Newton-
verfahren. Dieses wird auch fu¨r die numerische Lo¨sung des Problems eingesetzt, siehe
Kapitel 6. Die Voraussetzung fu¨r die Konvergenzordnung ist dabei außer im Falle 5.1.3
nicht die SSC, die hinreichende Bedingung zweiter Ordnung, sondern die Invertierbar-
keit des Newtonoperators DG(u∗). Dies ist eine stationa¨re Bedingung an DG(u∗) in der
Lo¨sung u∗ anstatt der lokalen Konvexita¨t bei der SSC in einer Umgebung von u∗. Dies
ermo¨glicht die Konvergenzordnung auch gegen andere Fixpunkte der Projektion (17).
U¨ber die Optimalita¨t der Lo¨sung des Newtonverfahrens im Sinne des Minimierungspro-
blems muss dann spa¨ter entschieden werden beispielsweise auf Grund notwendiger oder
hinreichender Bedingungen zweiter Ordnung.
Der Schaudersche Fixpunktsatz wird benutzt, um fu¨r die Newtongleichung einen Fixpunkt
innerhalb der gewu¨nschten Umgebung zu beweisen.
Zuna¨chst folgen einige Lemmata und Definitionen, die fu¨r den Beweis der Theoreme 5.1,
5.2 und 5.3 beno¨tigt werden. Das Lax-Milgram-Lemma wird fu¨r die Invertierbarkeit des
Lo¨sungsoperators der Newtongleichung gebraucht.
Lemma 5.1 Lax-Milgram, siehe beispielsweise [46] S.68f, S.339f.
Sei T : X → X ein linearer stetiger Operator auf dem Hilbertraum X u¨ber R. Sei c > 0
so, dass
(Tu, u) ≥ c ‖u‖2 ∀u ∈ X
gilt. Dann hat die Gleichung fu¨r jedes f ∈ X
Tu = f, u ∈ X
eine einzige Lo¨sung. Und es gilt ‖u‖X ≤ C ‖f‖X .
Zur Abku¨rzung werden die Operatoren K und N∗ definiert.
Definition 1 Sei
K := A− fy(y¯)
der Operator der in y¯ linearisierten Zustandsgleichung. Damit ist K−1 der Lo¨sungsoperator
der linearisierten Zustandsgleichung, also yl = K
−1Bu, sowie K∗ = A∗ − fy(y¯)∗ ist der
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Operator der adjungierten Gleichung und K∗−1 der Lo¨sungsoperator der adjungierten
Gleichung, also p = K∗−1Ly(y¯).
Außerdem gilt dp
dy
= K∗−1N∗ mit N∗ = Lyy(y¯) + fyy(y¯)∗p¯.
Dies gilt auch fu¨r die Optimallo¨sung u∗, y∗ = y(u∗), p∗ = p(y(u∗)) mit y¯ = y∗, p¯ = p∗.
Im weiteren wird die Fre´chet-Differenzierbarkeit von p(v) beno¨tigt. Diese wird im folgen-
den Lemma erhalten. Die Regularita¨t wird in den numerischen Beispielen, insbesondere
bei glatterem Rand, im Allgemeinen ho¨her sein, als hier gezeigt.
Lemma 5.2 Seien die Annahmen an Ω aus Abschnitt 2.3 und die Annahme 2 an f
erfu¨llt. Dann sind p(v) = p(y(v)) und ph(v) = ph(yh(v)) stetig und Fre´chet-differenzierbar
nach v von Lr(ΩU) nach H
1(Ω)∩C(Ω¯) in einer Umgebung von u∗. Dabei ist r > n/2 bei
ΩU ⊆ Ω oder r > n− 1 bei ΩU ⊆ Γ.
Beweis. Es wird [42] S.156-161 benutzt. Die Sa¨tze werden als Sub-Lemmata an die Auf-
gabenstellung angepasst. Die Beweise befinden sich im Anhang, Abschnitt 9.1.
Teil 1: Zuna¨chst wird die Stetigkeit von y(u) von Lr(ΩU) nach H
1(Ω) ∩ C(Ω¯) gezeigt.
Sub-Lemma 5.2.1 Dies ist ein angepasstes Zitat von Satz 4.14 [42] S.159.
Seien die Annahmen an Ω aus Abschnitt 2.3 und die Annahme 2 an f erfu¨llt. Dann ist
u → y(u) Lipschitz-stetig von Lr(ΩU) nach H1(Ω) ∩ C(Ω¯) mit r > n/2 bei ΩU ⊆ Ω oder
r > n− 1 bei ΩU ⊆ Γ. Es existiert eine Konstante L > 0, so dass
‖y1 − y2‖H1(Ω) + ‖y1 − y2‖C(Ω¯) ≤ L ‖u1 − u2‖Lr(Ω) (51)
fu¨r alle u1, u2 ∈ Lr(ΩU) und y1 = y(u1), y2 = y(u2) gilt.
Teil 2: Nun wird die Fre´chet-Differenzierbarkeit von u→ y(u) von Lr(ΩU) nach H1(Ω)∩
C(Ω¯) gezeigt.
Sub-Lemma 5.2.2 Dies ist ein angepasstes Zitat von Satz 4.15 [42] S.160.
Seien die Annahmen an Ω aus Abschnitt 2.3 und die Annahme 2 an f erfu¨llt. Dann ist
u→ y(u) Fre´chet-differenzierbar von Lr(ΩU) nach H1(Ω)∩C(Ω¯) mit r > n/2 bei ΩU ⊆ Ω
oder r > n− 1 bei ΩU ⊆ Γ. Die Ableitung hat die Form
y′(u¯)u = y,
wobei y die schwache Lo¨sung des an der Stelle y¯ = y(u¯) linearisierten Randwertproblems
a(y, v)− < fy(x, y¯)y, v >Y ∗Y=< Bu, v >Y ∗Y ∀v ∈ Y (52)
ist.
Teil 3: Nun wird die Stetigkeit und Fre´chet-Differenzierbarkeit von p(y) gezeigt.
Leider kann nicht das Lax-Milgram-Lemma 5.1 angewendet werden, da die Differential-
gleichung zwar linear in p, aber nicht in y ist. Daher ist p(y) nichtlinear.
Sub-Lemma 5.2.3 Seien die Annahmen an Ω aus Abschnitt 2.3 und die Annahme 2 an
f erfu¨llt. Dann ist y → p(y) stetig und Fre´chet-differenzierbar von C(Ω¯) nach Y ∩C(Ω¯).
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Teil 4: Da nur die Fre´chet-Differenzierbarkeit aus letztem Sub-Lemma folgt, aber nicht
die Ableitung berechnet wurde, wird nun noch die Fre´chet-Differenzierbarkeit analog der
von y(u) nun fu¨r p(y) gezeigt.
Sub-Lemma 5.2.4 Seien die Annahmen an Ω aus Abschnitt 2.3 und die Annahme 2
an f erfu¨llt. Dann ist y → p(y) Fre´chet-differenzierbar von C(Ω¯) nach H1(Ω)∩C(Ω¯) mit
r > n/2. Und die Ableitung hat die Form
p′(y¯)y = p,
wobei p die schwache Lo¨sung des an der Stelle y¯ linearisierten Randwertproblems
a(v, p)− < fy(x, y¯)∗p, v >Y ∗Y=< N∗y, v >Y ∗Y ∀v ∈ Y (53)
mit N∗ = Lyy(y¯) + fyy(y¯)∗p¯ ist, siehe Definiton 1.
Da y(v) stetig und Fre´chet-differenzierbar von Lr(ΩU) nach H
1(Ω)∩C(Ω¯) nach den Sub-
Lemmata 1 und 2, sowie p(y) stetig und Fre´chet-differenzierbar von C(Ω¯) nach H1(Ω) ∩
C(Ω¯) nach den Sub-Lemmata 3 und 4 ist, folgt, dass p(v) stetig und Fre´chet-differenzierbar
von Lr(ΩU) nach H
1(Ω) ∩ C(Ω¯) ist. Das Lemma und die Sub-Lemmata gelten auch fu¨r
ph(yh(v)).
Es werden einige Funktionale definiert, die in den folgenden Lemmata und Theoremen
benutzt werden, zuna¨chst das Funktional fu¨r die zu lo¨sende Fixpunktgleichung.
Definition 2 Sei fu¨r u ∈ Lr(ΩU)
G(u) := u− PUad(−
1
α
B∗p(y(u))) (54)
das Funktional der Fixpunktgleichung. Dabei sei r im weiteren so, dass Lemma 5.2 an-
wendbar ist. Fu¨r die optimale Kontrolle u∗ gilt G(u∗) = 0 wegen (10). Seien außerdem
φ1(p) := PUad(−
1
α
B∗p) (55)
φ2(u) := p(y(u)). (56)
Damit gilt
G(u) = u− φ1(φ2(u)).
Außerdem wird Ωα(p, p
∗) definiert als das Teilgebiet von ΩU , auf dem sich die aktiven
Mengen unterscheiden, also mit u1(x) := − 1α(B∗p)(x), u∗1(x) := − 1α(B∗p∗)(x)
Ωα(p, p
∗) := ΩU \
x ∈ ΩU ;
(u1(x) ∈ (a, b) und u∗1(x) ∈ (a, b)) oder
(u1(x) > b und u
∗
1(x) > b) oder
(u1(x) < a und u
∗
1(x) < a)
 (57)
fu¨r p, p∗ ∈ Y ∩ C(Ω¯).
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Um spa¨ter das Newtonverfahren auf die Fixpunktgleichung anwenden zu ko¨nnen, wird die
Ableitung von G(u) nach u beno¨tigt. Dazu soll nun die Fre´chet-Differenzierbarkeit von
G(u) in u∗ nachgewiesen werden. φ2(u) = p(y(u)) ist als Fre´chet-differenzierbar bekannt
wegen Lemma 5.2. Nun muss noch die Fre´chet-Differenzierbarkeit von φ1(p) nachgewiesen
werden. Es ist nicht selbstversta¨ndlich, dass φ1(p) Fre´chet-differenzierbar ist, wegen der
Projektion auf die zula¨ssige Menge Uad, welche am Rand der aktiven Menge nicht klassisch
differenzierbar ist.
Dazu wird, wegen der enthaltenen Projektion auf Uad, erst einmal die stetige Abha¨ngigkeit
der aktiven Menge von p beno¨tigt. Danach folgt erst das Lemma fu¨r die Fre´chet-Differen-
zierbarkeit von φ1(p).
Lemma 5.3 Seien die Annahmen aus Abschnitt 2.3 erfu¨llt.
Die aktive Menge ist mit der Voraussetzung∣∣∣∣{x ∈ ΩU ; ∣∣∣∣− 1α(B∗p∗)(x)− b
∣∣∣∣ < ε oder ∣∣∣∣− 1α(B∗p∗)(x)− a
∣∣∣∣ < ε}∣∣∣∣→ 0 (58)
fu¨r ε→ 0 stetig von p abha¨ngig, das heißt es gilt
|Ωα(p, p∗)| → 0 falls ‖p− p∗‖C(Ω¯) → 0, (59)
mit Ωα aus Definition 2.
Bemerkung 3 Die Voraussetzung (58) impliziert, dass der Rand der aktiven Menge fu¨r
die Projektion p∗ eine Nullmenge ist.
Bemerkung 4 Die Voraussetzung (58) kann nicht durch eine Voraussetzung nur an u∗
ersetzt werden. Dazu ein Gegenbeispiel fu¨r n = 1. Sei Ω = ΩU = (−3, 3) ⊂ R, b = 0,
α = 1, B∗ = I, a < 0 hinreichend klein, so dass nicht aktiv und
p∗(x) =
{
0 falls x ∈ (−1, 1)
(x− 1)2(x+ 1)2(x− 2)(x+ 2) falls x /∈ (−1, 1)
Dann ist wegen u∗ = P[a,b](−p∗)
u∗(x) =
{
0 falls x ∈ (−2, 2)
−(x− 1)2(x+ 1)2(x− 2)(x+ 2) falls x /∈ (−2, 2)
Dann kann es eine stetige Abha¨ngigkeit der aktiven Menge von p in einer Umgebung von
p∗ nicht geben, da fu¨r beliebig kleine Sto¨rungen die Menge (−1, 1) inaktiv werden kann,
was aber der Funktion u∗(x) nicht anzusehen ist.
Beweis. Nach Annahme 1 ist B∗ stetig von C(Ω¯) nach C(Ω¯U).
Sei ‖p− p∗‖C(Ω¯) < δ, dann gilt∣∣∣∣− 1α(B∗(p∗ − p))(x)
∣∣∣∣ < δα ‖B∗‖C
fu¨r alle x ∈ ΩU . Damit gilt
Ωα(p, p
∗) ⊆
{
x ∈ ΩU ;
∣∣∣∣− 1α(B∗p∗)(x)− b
∣∣∣∣ < ε oder ∣∣∣∣− 1α(B∗p∗)(x)− a
∣∣∣∣ < ε}
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fu¨r ‖p− p∗‖C(Ω¯) < δ und mit ε = δα ‖B∗‖C.
Mit ∣∣∣∣{x ∈ ΩU ; ∣∣∣∣− 1α(B∗p∗)(x)− b
∣∣∣∣ < ε oder ∣∣∣∣− 1α(B∗p∗)(x)− a
∣∣∣∣ < ε}∣∣∣∣→ 0
fu¨r ε→ 0 folgt die Behauptung (59).
Jetzt kann die Fre´chet-Differenzierbarkeit des Funktionals φ1(p) und damit die von G(u)
gezeigt werden.
Lemma 5.4 Seien die Annahmen aus Abschnitt 2.3 sowie die Voraussetzung (58) aus
Lemma 5.3 erfu¨llt.
1. φ1(p) = PUad(− 1αB∗p) ist in p∗ Fre´chet-differenzierbar nach p von der H1(Ω) ∩ C(Ω¯)-
Norm nach der Lr(ΩU)-Norm, mit r > n/2 fu¨r ΩU ⊆ Ω oder r > n− 1 fu¨r ΩU ⊆ Γ. Und
die Ableitung ist
φ′1(p) = −
1
α
P ′Uad(−
1
α
B∗p)B∗ = − 1
α
g(p)B∗ , (60)
wobei g(p) in (64)-(66) definiert wird.
2. Seien die Voraussetzungen an B oder n so, dass in Lemma 5.2 r = 2 wa¨hlbar ist. Dann
ist G(u) in u∗ Fre´chet-differenzierbar nach u in der L2(ΩU)-Norm nach der L2(ΩU)-Norm
und die Ableitung ist
DG(u) = I +
1
α
P ′Uad(−
1
α
B∗p(y(u)))B∗p′(y(u))y′(u) (61)
und sie ist stetig.
Beweis. Teil 1: Sei X := H1(Ω) ∩ C(Ω¯) mit ‖·‖X = ‖·‖H1 + ‖·‖C. Fu¨r die Fre´chet-
Differentiale gilt per Definition [45]
φ1(p) = φ1(p
∗) + φ′1(p
∗)(p− p∗) + o(‖p− p∗‖X). (62)
Also ist zu pru¨fen, ob
‖r(p∗, p− p∗)‖Lr(ΩU )
‖p− p∗‖X
→ 0 fu¨r ‖p− p∗‖X → 0 (63)
mit
r(p∗, p− p∗) := φ1(p)− φ1(p∗)− φ′1(p∗)(p− p∗)
gilt, wobei φ′1(p
∗) in (60) definiert ist.
Die Projektion ist im Allgemeinen nicht klassisch differenzierbar, aber φ1 ist semismooth
mit dem verallgemeinerten Differential ∂φ1(p), siehe [32], [29] und [44].
sup
M∈∂φ1(p+s)
‖φ1(p+ s)− φ1(p)−Ms‖Lr(ΩU ) = o(‖s‖X) wenn ‖s‖X → 0
g ist eine Indikatorfunktion der inaktiven Menge
{
x ∈ ΩU ;− 1αB∗p(x) ∈ (a, b)
}
. Nun gilt
∂φ1(p) :=
{
D(p)(− 1
α
B∗)
}
(64)
D(p)(x) =

0 falls − 1
α
B∗p(x) /∈ [a, b]
∈ [0, 1] falls − 1
α
B∗p(x) ∈ {a, b}
1 falls − 1
α
B∗p(x) ∈ (a, b)
(65)
g ∈ D(p) = ∂PUad(−
1
α
B∗p) (66)
φ′1(p) = g(p)(−
1
α
B∗) ∈ ∂φ1(p) (67)
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Bemerkung 5 Falls die Menge
{
x ∈ ΩU ; (− 1αB∗p)(x) ∈ {a, b}
}
eine Nullmenge ist, dann
sind alle g ∈ D(p) a¨quivalent in Lr(ΩU) und somit φ1 klassisch Fre´chet-differenzierbar
nach Lr(ΩU). Die Voraussetzung (58) und Lemma 5.3 implizieren, dass diese Menge fu¨r
p∗ eine Nullmenge ist.
Nun ist
r(p∗, p− p∗) = φ1(p)− φ1(p∗)− φ′1(p∗)(p− p∗)
= PUad(−
1
α
B∗p)− PUad(−
1
α
B∗p∗) +
1
α
g(p∗)B∗(p− p∗).
Jetzt werden mehrere Teilgebiete von ΩU unterschieden, je nachdem, ob die Projektionen
aktiv sind oder nicht. Zur Vereinfachung wird eine Funktion β(p) eingefu¨hrt, die auf der
aktiven Menge gleich den Schranken und sonst Null ist
β(p)(x) :=

a falls (− 1
α
B∗p)(x) ≤ a
b falls (− 1
α
B∗p)(x) ≥ b
0 sonst
und es gilt β = β(p), β∗ = β(p∗).
Im Gebiet, in dem beide Projektionen nicht aktiv sind, gilt
r(p∗, p− p∗) = (− 1
α
B∗p)− (− 1
α
B∗p∗) +
1
α
B∗(p− p∗) = 0.
Im Gebiet, in dem beide Projektionen an der gleichen Schranke aktiv sind und g(p∗) = 0
gilt, ist
r(p∗, p− p∗) = +β − β∗ + 0 = 0.
Der Rest des Gebietes ΩU heißt Ωα, siehe Definition 2 (57). Es gilt
‖r(p∗, p− p∗)‖Lr(Ωα)=
∥∥∥∥PUad(− 1αB∗p)− PUad(− 1αB∗p∗) + 1αg(p∗)B∗(p− p∗)
∥∥∥∥
Lr(Ωα)
≤
∥∥∥∥PUad(− 1αB∗p)− PUad(− 1αB∗p∗)
∥∥∥∥
Lr(Ωα)
+
∥∥∥∥ 1αg(p∗)B∗(p− p∗)
∥∥∥∥
Lr(Ωα)
≤
∥∥∥∥(− 1αB∗p)− (− 1αB∗p∗)
∥∥∥∥
Lr(Ωα)
+
∥∥∥∥ 1αB∗(p− p∗)
∥∥∥∥
Lr(Ωα)
= 2
∥∥∥∥ 1αB∗(p− p∗)
∥∥∥∥
Lr(Ωα)
.
Bemerkung 6 Mit einer Fallunterscheidung la¨sst sich auch
‖r(p∗, p− p∗)‖Lr(Ωα) ≤
∥∥∥∥ 1αB∗(p− p∗)
∥∥∥∥
Lr(Ωα)
zeigen. Dies wird aber nicht gebraucht.
Also ist ‖r(p∗, p− p∗)‖Lr(ΩU\Ωα) = 0 und r(p∗, p − p∗) la¨sst sich auf Ωα folgendermaßen
nach oben abscha¨tzen
‖r(p∗, p− p∗)‖Lr(ΩU )
‖p− p∗‖X
≤
2
∥∥− 1
α
B∗p+ 1
α
B∗p∗
∥∥
Lr(Ωα)
‖p− p∗‖X
=
2
∥∥− 1
α
B∗(p− p∗)∥∥
Lr(Ωα)
‖p− p∗‖X
≤ . . .
28
Mit der Ho¨lderschen Ungleichung gilt fu¨r ein q′ mit 1 < q′ ≤ ∞, 1/q′ + 1/q = 1, siehe
zum Beispiel [46] S.37,
≤
2
α
|Ωα|
1
qr ‖B∗(p− p∗)‖Lrq′ (ΩU )
‖p− p∗‖X
≤
2
α
|Ωα|
1
qr ‖B∗‖X,Lrq′‖(p− p∗)‖X
‖p− p∗‖X
=
2
α
|Ωα|
1
qr ‖B∗‖X,Lrq′→ 0
fu¨r ‖p− p∗‖X → 0. Die Konvergenz folgt mit der Stetigkeit von B∗ auf Y in der H1(Ω)∩
C(Ω¯)-Norm nach der Lrq
′
(ΩU)-Norm nach Voraussetzung, siehe Abschnitt 2.3, da nach
Lemma 5.3 |Ωα| → 0 gilt, wenn ‖p− p∗‖X → 0. Dabei ist rq′ = r¯ > n/2 oder r¯ > n − 1
bei Randsteuerung.
Die Stetigkeit von φ′1(p) folgt aus der Stetigkeit von B
∗ aus Y in der X-Norm nach der
Lr(ΩU)-Norm, nach den Voraussetzungen an B
∗, siehe Abschnitt 2.3.
Teil 2: Aus dem 1. Teil,
G(u) = u− φ1(φ2(u)) = u− φ1(p(u))
und Lemma 5.2 folgt die Behauptung des 2. Teils.
Nun werden das variationell diskrete Funktional der Fixpunktgleichung Gh(v), sowie das
Funktional der Newtongleichung Fh(v) fu¨r das Haupttheorem definiert. Dabei gibt es fu¨r
Fh mehrere Mo¨glichkeiten. Zuna¨chst die direkte Variante des Newtonverfahrens, dann
die modifizierte Form mit einem Lo¨sungsoperator, der der Bedingung aus der SSC, der
hinreichenden Bedingung zweiter Ordnung, entspricht. Außerdem kann die Fixpunktglei-
chung nach dem adjungierten Zustand p aufgelo¨st werden. Dies ist in Fa¨llen mit nur
Kontrollschranken vorteilhaft, da dann der adjungierte Zustand p glatt ist.
Definition 3 Die variationell diskrete Form von G ist
Gh(v) := v − PUad(−
1
α
B∗ph(yh(v)))
fu¨r v ∈ Lr(ΩU). Diese Gleichung soll jetzt mittels des Newtonverfahrens in eine Newton-
gleichung umgeschrieben werden. Mittels dieser Gleichung soll im Haupttheorem die glei-
che Konvergenzrate fu¨r u∗h−u∗ in der L2(ΩU)-Norm gezeigt werden, die ph(yh(v))−p(y(v))
als Finite-Elemente-Konvergenzrate in der L2(Ω)-Norm hat.
Eine direkte Anwendung des Newtonverfahrens, wobei das Verfahren so modifiziert wird,
dass die Ableitung DG(u∗) an der optimalen Kontrolle u∗ festgehalten wurde, fu¨hrt zu der
Newtongleichung
Fh(v) = v −DG(u∗)−1Gh(v)
fu¨r v ∈ Lr(ΩU). Dies ergibt Fh(v) = v genau dann, wenn Gh(v) = 0 ist und dies genau
dann, wenn v die variationell diskrete Lo¨sung von (17) ist. Dazu wird die Invertierbarkeit
von DG(u∗)−1 beno¨tigt. Dieser Fall wird in Abschnitt 5.1.2 weiter verfolgt.
Andererseits kann ein Verfahren erhalten werden, wie in [42] S.82. Dies ist eine primal-
duale aktive-Mengen-Strategie, welche als semismooth Newtonverfahren interpretiert wer-
den kann. Dabei arbeitet das Newtonsystem eigentlich nur auf der inaktiven Menge, und
zudem ist die Matrix damit symmetrisch. Dabei wird anstelle von
DG(u) = I +
1
α
g(p(u))B∗p′(y(u))y′(u) (68)
T (u) := I +
1
α
g(p(u))B∗p′(y(u))y′(u)g(p(u)) (69)
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verwendet. Außerdem gilt
T (u) = DG(u)g(u) + (I − g(u))
fu¨r jeweils u ∈ Lr(ΩU).
Da die starke Monotonie von T mittels Lemma 5.8 einfach aus der hinreichenden Be-
dingung zweiter Ordnung (SSC) folgt, wird in Abschnitt 5.1.3 der Operator T verwendet.
Dabei arbeitet der volle Ableitungsoperator nur auf der inaktiven Menge g(u), wa¨hrend
auf der aktiven Menge nur der Identita¨tsoperator I wirkt, welches eine Fixpunktitera-
tion darstellt. Dies entspricht genau dem Vorgehen in [42] fu¨r lineare Probleme, der
primal-dualen aktive-Mengen-Strategie, welche als semismooth Newtonverfahren interpre-
tiert werden kann.
Ein semismooth Newtonverfahren, so modifiziert, dass DG(u∗) festgehalten wird, fu¨hrt zu
DG(u∗)u = DG(u∗)v −Gh(v)
T (u∗)u = DG(u∗)v−Gh(v)+(T (u∗)−DG(u∗))u = DG(u∗)v−Gh(v)+H(u∗)(g(u∗)−I)u
mit H(u∗) := DG(u∗) − I. Neben dem Festhalten von DG(u∗) an der Stelle u∗ wird
das Newtonsystem weiter so modifiziert, dass u auf der rechten Seite durch v − Gh(v)
ersetzt wird. v − Gh(v) ist das Ergebnis eines Fixpunktiterationsschrittes mit v. Dies ist
notwendig, da g(u∗)− I nur die aktive Menge von u∗ ist und nicht die aktive Menge von
u, sonst ko¨nnte man die Schranken setzen. Auch ist u = v zu setzen nicht mo¨glich, da
dann die Abbildung in sich im Theorem 5.2 so nicht gezeigt werden kann. Damit kann
nun das Funktional Fh(v) definiert werden:
Fh(v) := T (u
∗)−1(DG(u∗)v −Gh(v) +H(u∗)(g(u∗)− I)(v −Gh(v)))
fu¨r v ∈ Lr(ΩU). Dies ergibt Fh(v) = v genau dann, wenn Gh(v) = 0 ist, siehe Lemma 5.9
und dies genau dann, wenn v die variationell diskrete Lo¨sung von (17) ist. Man beachte,
dass
T (u∗) = DG(u∗) +H(u∗)(g(u∗)− I)
gilt. Dabei arbeitet der volle Ableitungsoperator jetzt nur auf der im kontinuierlichen Opti-
mum inaktiven Menge g(u∗), wa¨hrend auf der aktiven Menge nur der Identita¨tsoperator I
wirkt. Dieser Fall wird in Abschnitt 5.1.3 weiter verfolgt. Fu¨r den Fall, dass die Schranken
nicht aktiv sind, sind die beiden Fa¨lle identisch, denn es gilt dann T (u) = DG(u).
Sei im weiteren r = 2 wa¨hlbar, das heißt es gilt n < 4 fu¨r ΩU ⊆ Ω oder n < 3 fu¨r ΩU ⊆ Γ.
Zuna¨chst folgt ein Lemma fu¨r die Kompaktheit von K∗−1.
Lemma 5.5 Mit der Definition 1 gilt. K∗−1N∗ = dp
dy
ist kompakt (und stetig) von C(Ω¯)
nach L2(Ω).
Beweis. Nach drittem Sub-Lemma von Lemma 5.2 ist K∗−1 stetig von C(Ω¯) nach Y .
Da Y in L2(Ω) kompakt eingebettet ist, ist nach Rellich-Einbettungsatz [2], A5.4, S.162,
K∗−1 kompakt.
Es wird noch der Schaudersche Fixpunktsatz zitiert. Auf diesem basieren die Beweise der
Haupttheoreme.
Lemma 5.6 Schauderscher Fixpunktsatz, Zeidler I Seite 26, Theorem 2.6 [45]
Voraussetzung: T : M ⊂ X → M , vollstetig, X B-Raum, M abgeschlossen, beschra¨nkt,
konvex, nichtleer
Behauptung: T besitzt (mindestens) einen Fixpunkt
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5.1.2 Konvergenzordnung mit DG(u∗) invertierbar
In diesem Abschnitt wird das Haupttheorem unter der Voraussetzung, dass DG(u∗) in-
vertierbar ist, bewiesen. Nach der Linearisierung durch das semismooth Newtonverfahren
sichert diese stationa¨re Bedingung an DG in der Lo¨sung u∗ die Konvergenzrate. Damit
gibt es einen Fixpunkt, wie in Theorem 5.1 gezeigt wird. Da die Stetigkeit von B∗ in der
L2-Norm beno¨tigt wird, wird nur die verteilte Steuerung betrachtet.
Annahme 3 Sei DG(u∗) das Fre´chet-Differential von G in u∗. Es existiere die Inverse
DG(u∗)−1 von L2(ΩU) nach L2(ΩU) und es gilt ‖DG(u∗)−1‖L2(ΩU ) <∞.
Definition 4 Sei DG(u∗) das Fre´chet-Differential von G in u∗, die Existenz der Inversen
DG(u∗)−1 wird nach Annahme 3 vorausgesetzt.
Die variationell diskrete Form von G ist
Gh(v) := v − PUad(−
1
α
B∗ph(yh(v)))
Ein semismooth Newtonverfahren, so modifiziert, dass das Differential von G(u∗) festge-
halten wird, fu¨hrt zu
Fh(v) := v −DG(u∗)−1Gh(v)
Dies ergibt Fh(v) = v genau dann, wenn Gh(v) = 0 ist und dies genau dann, wenn v die
variationell diskrete Lo¨sung von (17) ist.
Nun wird die Vollstetigkeit von Fh(v) bewiesen, welche fu¨r den Beweis des Haupttheo-
rems 5.1 gebraucht wird.
Lemma 5.7 Seien die Annahmen aus Abschnitt 2.3, die Annahme 3, sowie die Voraus-
setzung (58) aus Lemma 5.3 erfu¨llt.
Damit ist Fh(v) vollstetig als Funktion von L
2(ΩU) → L2(ΩU). Dies ist in reflexiven
Ra¨umen a¨quivalent zur Kompaktheit [2].
Beweis. Es wird verwendet, dass die Zusammensetzung aus stetigem und kompaktem
Operator wieder kompakt ist, siehe [2] S.212, Lemma 8.2. Sei H(u∗) = DG(u∗)− I.
Fh(v) = v −DG(u∗)−1Gh(v) = (I +H(u∗))−1(H(u∗)v + PUad(−
1
α
ph(v)))
Nach Annahme 3 gilt, dass DG(u∗)−1 = (I +H(u∗))−1 stetig ist.
PUad(− 1αph(v)) ist kompakt, da die Projektion PUad stetig ist und ph(v) kompakt ist, weil
es ein endlichdimensionales Bild hat und stetig nach Lemma 5.2 ist.
H(u∗) ist kompakt, weil aus stetigen Operatoren zusammengesetzt
H(u∗) =
1
α
g(u∗)B∗(K∗)−1N∗K−1B
und K∗−1N∗ kompakt nach Lemma 5.5 ist. Dabei ist g(u∗) := g(p(u∗)) und N∗ in Defi-
nition 1 definiert. Die Stetigkeit der Teile von H(u∗) folgt aus den Lemmata 5.2 und 5.4
sowie Voraussetzung 1.
Nachdem die Vorbereitungen abgeschlossen sind, folgt das Haupttheorem des Abschnittes.
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Theorem 5.1 Falls
‖ph(yh(v))− p(y(v))‖L2(Ω) ≤ Chβ ∀v ∈ Br0(u∗) (70)
mit einem r0 > 0, β > 0, C unabha¨ngig von h und v und die Annahmen aus Abschnitt 2.3,
die Annahme 3, sowie die Voraussetzung (58) aus Lemma 5.3 gelten, dann gilt
‖u∗h − u∗‖L2(ΩU ) ≤ chβ
fu¨r genu¨gend kleine h > 0.
Br0(u
∗) ist eine Kugel mit Radius r0 in der L2(ΩU)-Norm.
Beweis. Die Funktionale Gh(v), Fh(v), DG(u
∗) aus den Definitionen 2 und 4 werden
verwendet. Um das Theorem zu beweisen, wird der Schaudersche Fixpunktsatz Lemma 5.6
auf Fh(v) angewendet. Zuna¨chst werden die Voraussetzungen dafu¨r gezeigt.
Zuerst wird die Abbildung in sich selbst auf Br(u∗) fu¨r 0 < r < r0 bewiesen, das heißt
Fh(Br(u∗)) ⊂ Br(u∗). Br(u∗) ist eine Kugel mit hinreichend kleinem r > 0 in der L2(ΩU)-
Norm um u∗. Es wird eine sta¨rkere Aussage gezeigt, da diese am Ende des Beweises noch
gebraucht wird. Sei v ∈ Br(u∗), dann gilt
−u∗ + Fh(v) = v − u∗ −DG(u∗)−1Gh(v) =
= v − u∗ −DG(u∗)−1(Gh(v)−G(v))−DG(u∗)−1(G(v)−G(u∗)) = . . . .
Jetzt wird ausgenutzt, dass G(u∗) = 0 gilt, da u∗ die Lo¨sung von (3),(4) ist.
. . . = DG(u∗)−1DG(u∗)(v − u∗)−DG(u∗)−1(Gh(v)−G(v))−DG(u∗)−1(G(v)−G(u∗))
= DG(u∗)−1(DG(u∗)(v − u∗)− (G(v)−G(u∗)))−DG(u∗)−1(Gh(v)−G(v)) =: W
Fu¨r die Fre´chet-Differentiale gilt per Definition [45]
G(v) = G(u∗) +DG(u∗)(v − u∗) + o(‖v − u∗‖L2(Ω)) (71)
womit der erste Teil abgescha¨tzt werden kann, da DG(u∗)−1 stetig ist.
Wegen ‖ph(yh(v))− p(y(v))‖L2(Ω) ≤ Chβ folgt, dass
‖Gh(v)−G(v)‖L2(ΩU ) =
∥∥∥∥PUad(− 1αB∗ph(yh(v)))− PUad(− 1αB∗p(y(v)))
∥∥∥∥
L2(ΩU )
≤ c¯hβ
gilt, mit c˜ = ‖DG(u∗)−1‖L2(ΩU ) c¯, c¯ = ‖B∗‖L2 C.
Jetzt gilt
‖W‖L2(ΩU ) ≤ o(‖v − u∗‖L2(ΩU )) + c˜hβ
mit ‖v − u∗‖L2(ΩU ) ≤ r wegen v ∈ Br(u∗).
Sei nun r = chβ mit c > c˜, c unabha¨ngig von h. Insgesamt gilt
‖−u∗ + Fh(v)‖L2(ΩU ) = . . . ≤ . . . = o(‖v − u∗‖L2(ΩU )) + c˜hβ < chβ = r < r0
falls h genu¨gend klein ist, fu¨r alle v ∈ Br(u∗). Damit ist die Abbildung in sich gezeigt.
Insbesondere gilt fu¨r einen potentiellen Fixpunkt u∗h von Fh in Br(u
∗)
‖u∗h − u∗‖L2(ΩU ) ≤ r = chβ (72)
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Offensichtlich ist Br(u∗) abgeschlossen, beschra¨nkt, konvex und nicht leer.
Die Vollstetigkeit von Fh(v) in der L
2(ΩU)-Norm folgt aus Lemma 5.7.
Jetzt kann mit dem Schauderschen Fixpunktsatz die Existenz von mindestens einem Fix-
punkt u∗h von Fh(v) in Br(u
∗) gefolgert werden. Jeder solcher Fixpunkt ist eine Lo¨sung
von Gh(v) und diese Lo¨sungen konvergieren wie behauptet, weil (72) fu¨r h→ 0 gilt.
Bemerkung 7 Es folgt ebenfalls die Approximierbarkeit aller Lo¨sungen u∗ des kontinu-
ierlichen Problems, die die Voraussetzungen des Theorems 5.1 erfu¨llen, da der Schauder-
sche Fixpunktsatz die Existenz eines Fixpunktes fu¨r alle hinreichend kleinen h garantiert.
Das bedeutet, dass eine Folge von u∗h existiert, die fu¨r h → 0 gegen u∗ konvergiert. Dies
ist eine Erweiterung gegenu¨ber Kapitel 4, in dem nur die Konvergenz von Folgen gegen
eine Lo¨sung des kontinuierlichen Problems gezeigt wurde. Dies gilt auch fu¨r die folgenden
Theoreme 5.2 und 5.3.
Bemerkung 8 Damit konvergiert auch p(y(u∗)) − ph(yh(u∗h)) fu¨r h → 0 in der L2(Ω)-
Norm wegen (70) sowie der Stetigkeit von p(y(·)) nach Lemma 5.2.
Corollar 2 Seien die Voraussetzungen von Theorem 5.1 erfu¨llt. Der Fixpunkt u∗h von Fh
in Br(u
∗) ist fu¨r hinreichend kleine h eindeutig, falls Gh(u∗h) in u
∗
h Fre´chet-differenzierbar
in L2(ΩU) ist.
Bemerkung 9 Sei fu¨r h klein genug erfu¨llt, dass fu¨r alle ph(u
∗
h), u
∗
h Fixpunkt von Fh
auf keinem Element − 1
α
B∗ph(u∗h) identisch gleich einer Schranke ist. Dann erfu¨llten alle
diese ph die Bedingung (58) und aus den Lemmata 5.2 und 5.4 folgt, dass auch Gh(v)
Fre´chet-differenzierbar in dem Fixpunkt u∗h ist.
Beweis. Angenommen es gibt zwei Fixpunkte u1, u2 von Fh(v) in Br(u
∗). Dann gilt
u1 − u2 = Fh(u1)− Fh(u2) = DG(u∗)−1(DG(u∗)(u1 − u2)− (Gh(u1)−Gh(u2)))
= DG(u∗)−1(DGh(u1)(u1 − u2)− (Gh(u1)−Gh(u2)) + (DG(u∗)−DGh(u1))(u1 − u2)).
Der erste Term ist o(‖u1 − u2‖L2(ΩU )), da Gh gleichma¨ßig in h Fre´chet-differenzierbar ist,
da (DG(u∗)−DGh(u1)) gegen 0 fu¨r h→ 0 konvergiert. Dies folgt aus dem weiteren Teil.
Es bleibt noch zu zeigen, dass der zweite Term fu¨r kleine h eine Kontraktion ist. Es reicht
dazu DG(u∗)−DGh(u1(h)) gegen 0 in L2(ΩU)-Norm fu¨r h→ 0, wegen u1 ∈ Br(u∗) mit
r = chβ.
Sei y∗ = y(u∗), y1 = yh(u1), gh(u1) = g(ph(u1)), g(u∗) = g(p(u∗)). Es gilt
α(DG(u∗)−DGh(u1)) = g(u∗)B∗p′(y∗)y′(u∗)− gh(u1)B∗p′h(y1)y′h(u1)
= g(u∗)B∗p′(y∗)y′(u∗)−gh(u1)B∗p′(y∗)y′(u∗)+gh(u1)B∗p′(y∗)y′(u∗)−gh(u1)B∗p′h(y1)y′h(u1)
= (g(u∗)− gh(u1))B∗p′(y∗)y′(u∗) + gh(u1)B∗(p′(y∗)y′(u∗)− p′h(y1)y′h(u1)).
Der erste Term konvergiert gegen 0 fu¨r h→ 0 wegen der Konvergenz von p(u∗)− ph(u1)
fu¨r h→ 0 nach Bemerkung 8 und der Stetigkeit der aktiven Menge nach Lemma 5.3.
Die Stetigkeit der Ableitungen in u, y und p und die Konvergenz von
‖y1 − y∗‖+ ‖p1 − p∗‖+ ‖u1 − u∗‖ → 0 fu¨r h→ 0
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fu¨hrt zur Konvergenz von ‖p′(y∗)y′(u∗)− p′h(y1)y′h(u1)‖ → 0 fu¨r h → 0 in der L2-Norm.
Damit folgt
‖u1 − u2‖L2(ΩU ) ≤ c1(h) ‖u1 − u2‖L2(ΩU ) + c2(h) ‖u1 − u2‖L2(ΩU )
mit c1(h), c2(h) ≥ 0 und c1(h)+ c2(h)→ 0 fu¨r h→ 0, wodurch sich fu¨r hinreichend kleine
h die Eindeutigkeit des Fixpunktes von Fh(v) in der L
2-Norm ergibt.
5.1.3 Konvergenzordnung mit SSC
In diesem Abschnitt wird an Stelle der Invertierbarkeit von DG(u∗) die SSC als Voraus-
setzung verwendet. Da die Stetigkeit von B∗ in der L2-Norm beno¨tigt wird, wird nur die
verteilte Steuerung betrachtet.
Die zweite Ableitung des Zielfunktionals Jˆ(u) : Lr(ΩU) → R, r > n/2 ist nach [42] Ab-
schnitt 4.9
Jˆ ′′(u)[u1, u2] =
∫
Ω
(Lyy(x, y(u)) + p(y(u))fyy(x, y(u)))[y1, y2]dx+
∫
ΩU
αu1u2dx
mit y1 = K
−1Bu1, y2 = K−1Bu2 die Lo¨sungen der linearisierten Zustandsgleichung.
Annahme 4 Sei die hinreichende Bedingung zweiter Ordnung (SSC) in u∗ erfu¨llt.
Nach [42] S.192 ist die SSC u¨bertragen in die Schreibweise hier
Jˆ ′′(u∗)v2 = (N∗y, y)L2(Ω) + α(v, v)L2(ΩU ) ≥ δ ‖v‖2L2(ΩU ) (73)
fu¨r alle v ∈ C0(u∗) im kritischen Kegel mit y = K−1Bv
C0(u
∗) =
v ∈ L2(ΩU);
v(x) ≥ 0 fu¨r u∗(x) = a
v(x) ≤ 0 fu¨r u∗(x) = b
v(x) = 0 fu¨r
∣∣− 1
α
(B∗p∗)(x)− u∗(x)∣∣ > 0
 .
Nach [4] Remark 3.2 fu¨r verteilte Steuerung und [12] Remark 3.3 fu¨r Randsteuerung
beziehungsweise [14] Theorem 4.4 ist dies a¨quivalent zu der scheinbar sta¨rkeren Forderung
auf dem τ -kritischen Kegel
Cτ (u
∗) =
v ∈ L2(ΩU);
v(x) ≥ 0 fu¨r u∗(x) = a
v(x) ≤ 0 fu¨r u∗(x) = b
v(x) = 0 fu¨r
∣∣− 1
α
(B∗p∗)(x)− u∗(x)∣∣ > τ

in zum Beispiel [42] fu¨r τ > 0, wegen der Form des Kostenfunktionals in u und α > 0.
Nach [42] Satz 4.27 impliziert die SSC lokale Konvexita¨t und damit eine lokal eindeutige
Lo¨sung u∗. Fu¨r weitere Einzelheiten siehe auch [7].
Lemma 5.8 Seien die Annahmen aus Abschnitt 2.3 sowie die Voraussetzung (58) aus
Lemma 5.3 erfu¨llt. Sei weiterhin mit Annahme 4 die hinreichende Bedingung zweiter
Ordnung (SSC) in u∗ erfu¨llt.
Dann ist der lineare, stetige Operator T (u∗), siehe (69), stark monoton und damit inver-
tierbar. Die Inverse ist stetig in U = L2(ΩU), das heißt es gilt ‖T (u∗)−1‖L2(ΩU ) <∞.
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Beweis. Der Rand der aktiven Menge ist eine Nullmenge nach Lemma 5.4. Dann ist die
SSC im Punkt u∗ a¨quivalent zu
(αDG(u∗)g(u∗)v, v) = (N∗y, y) + α(v, v) ≥ δ ‖v‖2L2(ΩI) ,
wobei ΩI = {x ∈ ΩU ; g(u∗)(x) = 1} die inaktive Menge ist. T ist aber
T (u∗) = DG(u∗)g(u∗) + (I − g(u∗)),
somit gilt
(T (u∗)v, v) ≥ min( δ
α
, 1) ‖v‖2L2(ΩU ) .
Damit ist T (u∗) stark monoton auf L2(ΩU). Außerdem ist T (u∗) stetig. Nach dem Lax-
Milgram-Lemma 5.1 ist T (u∗) invertierbar auf L2(ΩU) und die Inverse ist beschra¨nkt
Die A¨quivalenz von Fixpunktgleichung und Projektionsbedingung ist notwendig. Da dies
nicht so offensichtlich wie im Falle der Newtongleichung ist, hier der Beweis.
Lemma 5.9 Fu¨r
Fh(v) := T (u
∗)−1(DG(u∗)v −Gh(v) +H(u∗)(g(u∗)− I)(v −Gh(v)))
gilt ‖Fh(v)− v‖L2(ΩU ) = 0 genau dann, wenn ‖Gh(v)‖L2(ΩU ) = 0 ist.
Beweis. Sei Gh(v) = 0 in L
2(ΩU). Dann gilt in L
2(ΩU)
Fh(v) = T (u
∗)−1(DG(u∗)v − 0 +H(u∗)(g(u∗)− I)(v − 0))) =
T (u∗)−1((DG(u∗) +H(u∗)(g(u∗)− I))v) = T (u∗)−1T (u∗)v = v.
Sei Fh(v) = v in L
2(ΩU).
v = Fh(v) = T (u
∗)−1(DG(u∗)v −Gh(v) +H(u∗)(g(u∗)− I)(v −Gh(v)))
= T (u∗)−1(T (u∗)v −Gh(v) +H(u∗)(g(u∗)− I)(−Gh(v))) =
v − T (u∗)−1(I +H(u∗)(g(u∗)− I))Gh(v)
Also mit der Invertierbarkeit von T (u∗) gilt dies genau dann, wenn
0 = (I +H(u∗)(g(u∗)− I))Gh(v)
Es gilt, g(u∗) ist fast u¨berall 0 oder 1, da der Rand der aktiven Menge eine Nullmenge ist.
Man zerlegt nun
Gh(v) = G1 +G2
mit G1 = 0 auf der aktiven Menge von u
∗, das heißt wo g(u∗) = 0 und G2 = 0 wo
g(u∗) = 1, der Rest wird als Nullmenge vernachla¨ssigt. Außerdem beachte man, dass
H(u∗) =
1
α
g(u∗)B∗(K∗)−1N∗K−1B
gilt. Nun ist
0 = (I +H(u∗)(g(u∗)− I))Gh(v) = (I + g(u∗)H(u∗)(g(u∗)− I))(G1 +G2).
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Auf der aktiven Menge I − g(u∗) gilt
0 = I(G1 +G2) = G2,
also gilt G2 = 0 fast u¨berall, also auch in L
2(ΩU). Auf der inaktiven Menge g(u
∗) gilt, da
(g(u∗)− I))G1 = 0 fast u¨berall
0 = (I + g(u∗)H(u∗)(g(u∗)− I))G1 = G1
Damit folgt die Behauptung ‖Gh(v)‖L2(ΩU ) = 0.
Nun wird die Vollstetigkeit von Fh(v) bewiesen, welche fu¨r den Beweis des Haupttheo-
rems 5.2 gebraucht wird.
Lemma 5.10 Seien die Annahmen aus Abschnitt 2.3 sowie die Voraussetzung (58) aus
Lemma 5.3 erfu¨llt.
Fh(v) ist vollstetig als Funktion von L
2(ΩU) → L2(ΩU). Dies ist in reflexiven Ra¨umen
a¨quivalent zur Kompaktheit [2].
Außerdem ist H(u∗) := DG(u∗)− I kompakt als Funktion von L2(ΩU)→ L2(ΩU).
Beweis. Der Beweis erfolgt analog Lemma 5.7. Es wird verwendet, dass die Zusammen-
setzung aus stetigem und kompaktem Operator wieder kompakt ist, siehe [2] Lemma 8.2.
Fh(v) = T (u
∗)−1(DG(u∗)v −Gh(v) +H(u∗)(g(u∗)− I)(v −Gh(v))) (74)
= T (u∗)−1(H(u∗)v + PUad(−
1
α
B∗ph(v)) +H(u∗)(g(u∗)− I)PUad(−
1
α
B∗ph(v))) (75)
Nach Lemma 5.8 gilt, dass T (u∗)−1 stetig ist.
PUad(− 1αB∗ph(v)) ist kompakt, da die Projektion PUad und B∗ stetig sind und ph(v) kom-
pakt ist, weil es ein endlichdimensionales Bild hat und stetig nach Lemma 5.2 ist.
H(u∗) ist kompakt, weil aus stetigen Operatoren zusammengesetzt
H(u∗) =
1
α
g(u∗)B∗(K∗)−1N∗K−1B
und K∗−1N∗ kompakt nach Lemma 5.5 ist. Dabei ist g(u∗) := g(p(u∗)) und N∗ in Defi-
nition 1 definiert. Die Stetigkeit der Teile von H(u∗) folgt aus den Lemmata 5.2 und 5.4
sowie nach Voraussetzung 1.
Jetzt folgen noch zwei Lemmata, die fu¨r den Beweis des Haupttheorems gebraucht werden.
Lemma 5.11 Sei Ωv ⊂ ΩU , |Ωv| → 0 fu¨r ‖v − u∗‖L2(ΩU ) → 0 und
‖φ(v)− φ(u∗)‖L2(ΩU ) ≤ c ‖v − u∗‖L2(ΩU )
fu¨r alle v in einer L2-Umgebung von u∗ ∈ L2(ΩU). Dann gilt∫
Ωv
1
‖v − u∗‖L2(ΩU )
(φ(v)− φ(u∗))wdx→ 0
fu¨r alle w ∈ L2(ΩU) und ‖v − u∗‖L2(ΩU ) → 0.
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Beweis. Sei IΩv die Indikatorfunktion von Ωv. Dann gilt∫
Ωv
1
‖v − u∗‖L2(ΩU )
(φ(v)− φ(u∗))wdx =
∫
ΩU
1
‖v − u∗‖L2(ΩU )
(φ(v)− φ(u∗))IΩvwdx
≤
∥∥∥∥∥ 1‖v − u∗‖L2(ΩU ) (φ(v)− φ(u∗))
∥∥∥∥∥
L2(ΩU )
‖IΩvw‖L2(ΩU ) .
Der erste Ausdruck ist beschra¨nkt wegen der Lipschitz-Stetigkeit von φ (Lemmata 5.2, 5.4),
der zweite konvergiert gegen 0 fu¨r alle festen w ∈ L2(ΩU) wegen |Ωv| → 0.
Lemma 5.12 Seien die Annahmen aus Abschnitt 2.3, sowie die Voraussetzung (58) aus
Lemma 5.3 erfu¨llt. Dann gilt∥∥∥∥H(u∗)(I − g(u∗))(PUad(− 1αB∗p(u∗))− PUad(− 1αB∗p(v)))
∥∥∥∥
L2(ΩU )
= o(‖v − u∗‖L2(ΩU ))
fu¨r alle v ∈ L2(ΩU).
Beweis. Der Rand der aktiven Menge ist wegen (58) eine Nullmenge. Er braucht daher
nicht beru¨cksichtigt zu werden. I − g(u∗) stellt die Indikatorfunktion der aktiven Menge
von
PUad(− 1αB∗p(u∗)) = u∗ dar. Dort ist die Projektion gleich den Schranken. Auf dem Teil
der aktiven Menge von u∗, auf dem auch PUad(− 1αB∗p(v)) an der gleichen Schranke aktiv
ist, gilt
PUad(−
1
α
B∗p(u∗))− PUad(−
1
α
B∗p(v)) = 0.
Der Rest der aktiven Menge von u∗ geho¨rt zu Ωα, siehe (57). Sei IΩα die Indikatorfunktion
von Ωα. Damit gilt
H(u∗)(I − g(u∗))(PUad(−
1
α
B∗p(u∗))− PUad(−
1
α
B∗p(v))) =
= H(u∗)(I − g(u∗))IΩα(PUad(−
1
α
B∗p(u∗))− PUad(−
1
α
B∗p(v))).
Zu zeigen ist nun
1
‖v − u∗‖L2(ΩU )
∥∥∥∥H(u∗)(I − g(u∗))IΩα(PUad(− 1αB∗p(u∗))− PUad(− 1αB∗p(v)))
∥∥∥∥
L2(ΩU )
→ 0
fu¨r alle v mit ‖v − u∗‖L2(ΩU ) → 0.
Wegen ‖v − u∗‖L2(ΩU ) → 0 folgt mit Lemma 5.2 ‖p(v)− p(u∗)‖Y ∩C(Ω) → 0. Daraus folgt
mit Lemma 5.3 |Ωα| → 0.
Mit Lemma 5.11 und der Fre´chet-Differenzierbarkeit von v 7→ PUad(− 1αB∗p(v)) in L2(ΩU)
nach Lemma 5.4, welche die Lipschitz-Stetigkeit von φ1(φ2(·)) in einer Umgebung von u∗
impliziert, folgt damit die schwache Konvergenz in L2(ΩU), das heißt
1
‖v − u∗‖L2(ΩU )
(I − g(u∗))IΩα(PUad(−
1
α
B∗p(u∗))− PUad(−
1
α
B∗p(v)))⇀ 0
fu¨r ‖v − u∗‖L2(ΩU ) → 0.
Da H(u∗) nach Lemma 5.10 kompakt auf L2(ΩU) ist, folgt daraus die starke Konvergenz.
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Nachdem die Vorbereitungen abgeschlossen sind, folgt das Haupttheorem des Abschnittes.
Theorem 5.2 Falls
‖ph(yh(v))− p(y(v))‖L2(Ω) ≤ Chβ ∀v ∈ Br0(u∗)
mit einem r0 > 0, β > 0, C unabha¨ngig von h und v und die Annahmen aus Abschnitt 2.3,
sowie die Voraussetzung (58) aus Lemma 5.3 gelten und die Annahme 4, das heißt die
hinreichende Bedingung zweiter Ordnung (SSC) (73) in u∗ erfu¨llt ist, dann gilt
‖u∗h − u∗‖L2(ΩU ) ≤ chβ
fu¨r genu¨gend kleine h > 0.
Br0(u
∗) ist eine Kugel mit Radius r0 in der L2(ΩU)-Norm.
Beweis. Die Funktionale Gh(v), Fh(v), DG(u
∗), H(u∗) und T (u∗) aus den Definitionen 2
und 3 werden verwendet. Es wird analog wie in Theorem 5.1 vorgegangen.
Um das Theorem zu beweisen, wird der Schaudersche Fixpunktsatz Lemma 5.6 auf Fh(v)
angewendet. Zuna¨chst werden die Voraussetzungen dafu¨r gezeigt.
Zuerst wird die Abbildung in sich selbst auf Br(u∗) mit 0 < r < r0 gezeigt, das heißt es gilt
Fh(Br(u∗)) ⊂ Br(u∗). Br(u∗) ist eine Kugel mit hinreichend kleinem r > 0 in der L2(ΩU)-
Norm um u∗. Es wird eine sta¨rkere Aussage gezeigt, da diese am Ende des Beweises noch
gebraucht wird. Sei v ∈ Br(u∗), dann gilt
−u∗ + Fh(v) = −u∗ + T (u∗)−1(DG(u∗)v −Gh(v) +H(u∗)(g(u∗)− I)(v −Gh(v))) = . . . .
Jetzt wird ausgenutzt, dass G(u∗) = 0 gilt, da u∗ die Lo¨sung von (3),(4) ist. Außerdem
werden T := T (u∗), H := H(u∗) und g := g(u∗) als Abku¨rzungen verwendet.
. . . = T−1(−Tu∗+DG(u∗)v− (Gh(v)−G(v))− (G(v)−G(u∗))+H(g− I)(v−Gh(v))) =
= T−1(DG(u∗)(v−u∗)−(G(v)−G(u∗))−(Gh(v)−G(v))+H(I−g)u∗+H(g−I)(v−Gh(v))) =
= T−1(DG(u∗)(v− u∗)− (G(v)−G(u∗))− (Gh(v)−G(v)) +H(I − g)((u∗− v+G(v))
+(Gh(v)−G(v)))) =: W
Fu¨r die Fre´chet-Differentiale gilt per Definition [45]
G(v) = G(u∗) +DG(u∗)(v − u∗) + o(‖v − u∗‖L2(ΩU )) (76)
womit der erste Teil abgescha¨tzt werden kann, da T (u∗)−1 stetig ist.
Wegen u∗ = u∗−G(u∗) = PUad(− 1αB∗p(u∗)) und −v+G(v) = −PUad(− 1αB∗p(v)) gilt mit
Lemma 5.12
H(u∗)(I − g(u∗))(u∗ − v +G(v)) = o(‖v − u∗‖L2(ΩU )).
Nun werden die verbleibenden Teile abgescha¨tzt. Wegen ‖ph(yh(v))− p(y(v))‖L2(Ω) ≤ Chβ
folgt, dass
‖Gh(v)−G(v)‖L2(ΩU ) =
∥∥∥∥PUad(− 1αB∗ph(yh(v)))− PUad(− 1αB∗p(y(v)))
∥∥∥∥
L2(ΩU )
≤ c¯hβ
gilt mit c¯ = ‖B∗‖L2(ΩU )C. Aus der Stetigkeit von T (u∗)−1 und H(u∗)(I−g(u∗)) in L2(ΩU)
folgt, dass diese Terme kleiner c˜hβ sind.
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Zusammen gilt
‖W‖L2(ΩU ) ≤ o(‖v − u∗‖L2(ΩU )) + c˜hβ
mit ‖v − u∗‖L2(ΩU ) ≤ r wegen v ∈ Br(u∗).
Sei nun r = chβ mit c > c˜, c unabha¨ngig von h. Insgesamt gilt
‖−u∗ + Fh(v)‖L2(ΩU ) = . . . ≤ . . . = o(‖v − u∗‖L2(ΩU )) + c˜hβ < chβ = r < r0
falls h genu¨gend klein ist, fu¨r alle v ∈ Br(u∗). Damit ist die Abbildung in sich gezeigt.
Insbesondere gilt fu¨r einen potentiellen Fixpunkt u∗h von Fh in Br(u
∗)
‖u∗h − u∗‖L2(ΩU ) ≤ r = chβ. (77)
Offensichtlich ist Br(u∗) abgeschlossen, beschra¨nkt, konvex und nicht leer.
Die Vollstetigkeit von Fh(v) in der L
2(ΩU)-Norm folgt aus Lemma 5.10.
Jetzt kann mit dem Schauderschen Fixpunktsatz die Existenz von mindestens einem Fix-
punkt u∗h von Fh(v) in Br(u
∗) gefolgert werden. Jeder solcher Fixpunkt ist eine Lo¨sung
von Gh(v) und diese Lo¨sungen konvergieren wie behauptet, weil (77) fu¨r h→ 0 gilt.
Bemerkung 10 Aus den Beweisen der Theoreme 5.1 und 5.2 folgt, dass der Finite-
Elemente-Fehler von ph(yh(v)) der Hauptfehlerterm fu¨r u
∗
h ist, da sich die anderen Feh-
lerkomponenten wie o(‖u∗h − u∗‖L2(ΩU )) verhalten.
Bemerkung 11 Ebenso wie in Corollar 2 folgt die Eindeutigkeit des Fixpunktes u∗h fu¨r
hinreichend kleine h, falls Gh(u
∗
h) in u
∗
h Fre´chet-differenzierbar in L
2(ΩU) ist.
5.2 Konvergenzordnung mit G(p) fu¨r ph, mit DG(p
∗) invertierbar
Jetzt wird die Fixpunktgleichung fu¨r den adjungierten Zustand p anstelle der Kontrolle u
aufgestellt und mit dem Newtonverfahren gelo¨st. Da es keine Zustandsschranken gibt, ist
p genu¨gend glatt. Dies entspricht dann einer Aufgabe fu¨r p, wobei sich u durch die Projek-
tion aus p ergibt. Wa¨hrend bisher fu¨r die u¨blichen B∗ Einschra¨nkungen an die Dimension
des Gebietes no¨tig waren, sind im Fall B) gro¨ßere und im Fall C) alle n zula¨ssig. Fu¨r die
detaillierte Darstellung wird auf den Anfang des Beweises von Theorem 5.3 verwiesen.
In diesem Abschnitt wird fu¨r die Fa¨lle B) und insbesondere C) auch die Randsteuerung
betrachtet.
Annahme 5 Um nicht mehrere Theoreme schreiben zu mu¨ssen, werden drei Fa¨lle unter-
schieden.
Fall A) X := L2(Ω),
Fall B) X := H1(Ω) und seien die Voraussetzungen fu¨r Lemma 5.13 erfu¨llt.
Fall C) X := C(Ω¯) und seien die Voraussetzungen fu¨r Lemma 5.14 erfu¨llt.
Es gelten die Annahmen aus Abschnitt 2.3. Dabei soll fu¨r alle Fa¨lle gelten, B∗ ist stetig
nach Annahme 1 von X nach Lr, wobei r > n/2 fu¨r ΩU ⊆ Ω oder r > n− 1 fu¨r ΩU ⊆ Γ.
Dies ergibt fu¨r die u¨blichen B∗ Schranken an n,
A) n < 4 verteilt,
B) n < 6 verteilt beziehungsweise n < 4 Randsteuerung,
C) keine Beschra¨nkung an n.
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Außerdem erfu¨lle Ω im Fall C) die gleichma¨ßige a¨ußere Kegelbedingung, das heißt fu¨r alle
x ∈ Γ existiert ein endlicher Kegel Vx mit Spitze in x und Ω∩Vx = x und alle diese Kegel
sind kongruent.
Damit ko¨nnen die Lemmata 5.4 und 5.15 angewendet werden, und G(p∗) ist Fre´chet-dif-
ferenzierbar und stetig. Sei DG(p) das Fre´chet-Differential von G(p), also das im Beweis
von Theorem 5.3 in Gleichung (93) definierte Funktional.
Es existiere die Inverse DG(p∗)−1 in p∗ von X nach X und es gilt ‖DG(p∗)−1‖X <∞.
Fu¨r die Kompaktheit des unten definierten Operators H wird fu¨r ho¨here Dimensionen, die
r = 2 nicht mehr ermo¨glichen, also die Fa¨lle B,C), eine ho¨here Regularita¨t der Lo¨sungen
der Randwertaufgaben beno¨tigt als in Lemma 5.2. Dazu dienen die beiden folgenden
Lemmata.
Lemma 5.13 Unter den Voraussetzungen, dass Ω entweder konvex ist oder einen C1,1
Rand hat, ist die schwache Lo¨sung von
A∗p = fy(x, y)p+ Ly(y)
fu¨r y ∈ C(Ω¯) sogar in H2(Ω)∩C(Ω¯) und die Abbildung von y ∈ C(Ω¯) nach H2(Ω)∩C(Ω¯)
ist stetig.
Beweis. Zum Beweis siehe [42] Abschnitt 2.14.3, sowie [27] Theoreme 2.2.2.3, 2.2.2.5,
3.2.1.2, 3.2.1.3.
Lemma 5.14 Falls Ω die gleichma¨ßige a¨ußere Kegelbedingung erfu¨llt, gilt unter den Vor-
aussetzungen von Lemma 5.2, dass die schwache Lo¨sung der linearisierten Zustandglei-
chung von
Ay = fy(x, y¯)y +Bu
fu¨r u ∈ L∞ sogar in H1(Ω)∩C0,σ(Ω¯) ist, mit einem σ > 0 und die Abbildung von u ∈ C(Ω¯)
nach H1(Ω) ∩ C0,σ(Ω¯) ist stetig.
Beweis.Wegen y¯, y ∈ C(Ω) und [42] Lemma 4.10 ist fy(x, y¯)y ∈ L∞(Ω). Mit Bu ∈ L∞(Ω)
und L∞(Ω) ⊆ Lp(Ω), fu¨r 1 ≤ p < ∞, da Ω beschra¨nkt ist, gilt fu¨r das linearisier-
te Randwertproblem nach [25] Theorem 8.29 y ∈ C0,σ(Ω¯). Im Falle eines C1,1-Randes
ist nach [27] Lemma 2.4.1.4. y sogar in W 2,p fu¨r alle 1 ≤ p < ∞. Fu¨r p > n gilt
nach [3] S.8.13 W 1,p(Ω) ⊆ C0,σ(Ω) fu¨r ein σ > 0, da 1− n/p > 0 ist.
Fu¨r die Fa¨lle A,B) ist Lemma 5.4 nicht ausreichend. Deswegen folgt eine Erweiterung
dieses Lemmas.
Lemma 5.15 Seien die Voraussetzungen fu¨r Lemma 5.3 erfu¨llt und r > n/2 fu¨r ΩU ⊆ Ω
und r > n− 1 fu¨r ΩU ⊆ Γ.
Im Falle A), X = L2(Ω) beziehungsweise B), X = H1(Ω) und der Stetigkeit von B∗ von
X nach Lrq
′
(ΩU), mit den Beschra¨nkungen an n aus Annahme 1, gilt
|Ωα|
1
qr ‖B∗(p− p∗)‖Lrq′ (ΩU )
‖p− p∗‖X
→ 0 (78)
fu¨r ‖p− p∗‖X → 0 und ein q′ mit 1 < q′, 1/q′ + 1/q = 1.
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Fall A): Falls B∗ von L2(Ω) nur nach L2(ΩU) stetig ist, gilt zusa¨tzlich q′ ≤ 2r . Dabei ist
r < 2 zu wa¨hlen, was nach [42] S.271 mo¨glich ist.
Fall B): Wegen der Einbettung H1(Ω) nach Lrq
′
(ΩU) darf q
′ nicht zu groß werden [1].
Damit gilt Lemma 5.4 auch fu¨r X = L2(Ω) und X = H1(Ω) und auch X = C(Ω).
Beweis. Sei X = L2(Ω) oder X = H1(Ω).
Nach Annahme 1 ist B∗ stetig von X nach L2(ΩU).
Sei ‖p− p∗‖X < δ, dann gilt∣∣∣∣− 1α(B∗(p∗ − p))(x)
∣∣∣∣ < δ1α ‖B∗‖X,L2
fu¨r genau alle x ∈ ΩU \ Ωδ und mit |Ωδ| =: δ2 und
δ¯2 ≥
∫
ΩU
(− 1
α
(B∗(p∗ − p))(x))2dx ≥
∫
Ωδ
(− 1
α
(B∗(p∗ − p))(x))2dx ≥
∫
Ωδ
δ¯21dx = δ¯
2
1|Ωδ| = δ¯21δ2
mit δ¯ = δ
α
‖B∗‖X,L2 und δ¯1 = δ1α ‖B∗‖X,L2.
Damit gilt
Ωα(p, p
∗) ⊆
{
x ∈ ΩU ;
∣∣∣∣− 1α(B∗p∗)(x)− b
∣∣∣∣ < ε oder ∣∣∣∣− 1α(B∗p∗)(x)− a
∣∣∣∣ < ε} ∩ Ωδ
fu¨r ‖p− p∗‖X < δ und mit ε = δ¯1 = δ1α ‖B∗‖X,L2.
Wa¨hle δ¯21 = δ¯ =
δ
α
‖B∗‖X,L2 , δ¯1 > 0. Dann gilt |Ωδ| = δ2 ≤ δ¯.
Mit ∣∣∣∣{x ∈ ΩU ; ∣∣∣∣− 1α(B∗p∗)(x)− b
∣∣∣∣ < ε oder ∣∣∣∣− 1α(B∗p∗)(x)− a
∣∣∣∣ < ε}∣∣∣∣→ 0
fu¨r ε→ 0 folgt die Behauptung (59).
Sei B∗ stetig von X nach Lrq
′
(ΩU). Im Allgemeinen wird dies nur fu¨r kleine n gelten.
Dann gilt
‖B∗(p− p∗)‖Lrq′ (ΩU ) ≤ ‖B∗‖X,Lrq′ ‖(p− p∗)‖X
wegen der Stetigkeit von B∗ die Behauptung (78).
Fall C) mit X = C(Ω) ist analog Lemma 5.4.
Nun wird die Vollstetigkeit von Fh(p) bewiesen, welche fu¨r den Beweis des Haupttheo-
rems 5.3 gebraucht wird.
Lemma 5.16 Fu¨r die Fa¨lle A), B) und C) gilt: Fh(p) ist vollstetig als Funktion von
X → X.
Vollstetigkeit ist in reflexiven Ra¨umen a¨quivalent zur Kompaktheit [2].
Beweis. Es wird verwendet, dass die Zusammensetzung aus stetigem und kompaktem
Operator wieder kompakt ist, siehe [2] S.212, Lemma 8.2.
Fh(p) = p−DG(p∗)−1Gh(p) = DG(p∗)−1(DG(p∗)p− (p− φ2h(φ1(p)))) (79)
= DG(p∗)−1(p− φ′2(φ1(p∗))φ′1(p∗)p− p+ φ2h(φ1(p)))) (80)
= DG(p∗)−1(−φ′2(φ1(p∗))φ′1(p∗)p+ φ2h(φ1(p)))) (81)
Nach Annahme 5 gilt, dass DG(p∗)−1 stetig von X nach X ist.
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φ2h(φ1(p))) ist kompakt, da es ein endlichdimensionales Bild hat und stetig nach Lem-
ma 5.2 ist.
H(p∗) ist kompakt, weil aus stetigen Operatoren zusammengesetzt
H(p∗) = φ′2(φ1(p
∗))φ′1(p
∗) = p′(y(u(p∗)))y′(u(p∗))P ′Uad(−
1
α
B∗p∗)(− 1
α
)B∗ (82)
und
A) K∗−1 kompakt nach Lemma 5.5 ist.
B) Mit Lemma 5.13 und der kompakten Einbettung von H2(Ω) nach H1(Ω) [2] Satz 8.7,
ist K∗−1N∗ kompakt.
C) Mit Lemma 5.14 und der kompakten Einbettung von C0,σ(Ω¯) fu¨r σ > 0 nach C(Ω¯) [2]
Satz 8.6, ist K−1B kompakt.
Der Rest von H ist stetig von X nach X nach den Lemmata 5.2, 5.4 und 5.15.
Nachdem die Vorbereitungen abgeschlossen sind, folgt das Haupttheorem des Abschnittes.
Theorem 5.3 Fu¨r die Fa¨lle A), B) und C) gilt.
Es gelten die Annahmen aus Abschnitt 2.3, die Annahme 5, sowie die Voraussetzung (58)
aus Lemma 5.3. Bezeichnen u∗ und u∗h die optimalen Kontrollen des stetigen Problems
beziehungsweise der variationell diskretisierten Probleme. Wenn
‖ph(yh(v))− p(y(v))‖X ≤ Chβ ∀v ∈ φ1(Br0(p∗)) (83)
fu¨r ein r0 > 0 so groß, dass u
∗
h ∈ φ1(Br0(p∗)) ∀h < h0, C unabha¨ngig von h und v
und p∗ = p(y(u∗)) bezeichnet den optimalen adjungierten Zustand zu u∗, Br0(p
∗) ist eine
Kugel mit Radius r0 in der X-Norm und β > 0. Dann gilt
‖ph(yh(u∗h))− p(y(u∗))‖X ≤ chβ (84)
fu¨r hinreichend kleine h.
Beweis. Es wird analog wie in Theorem 5.1 vorgegangen. Der Ausgangspunkt ist die
Fixpunktgleichung (10)
u = PUad(−
1
α
B∗p(y(u))), (85)
welche so geschrieben wird
φ1(p) = PUad(−
1
α
B∗p) (86)
φ2(u) = p(y(u)). (87)
Damit wird (85) zu
u = φ1(φ2(u)). (88)
Wenn die Fixpunktgleichung durch Iteration gelo¨st wird, wird abwechselnd φ1 und φ2 an-
gewendet. Durch Verschieben des Start- und Endpunkts der Fixpunktiteration um je eine
halbe Iteration erha¨lt man
p = φ2(φ1(p)). (89)
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Im vorhergehenden Abschnitt wurde das semismooth Newtonverfahren auf die Gleichung
(85), (88) angewendet. Jetzt wird das Gleiche fu¨r die Gleichung (89) ausgefu¨hrt. Analog
zum vorhergehenden Abschnitt ergibt sich
G(p) := p− φ2(φ1(p)) = p− p(y(PUad(−
1
α
B∗p))) (90)
und
Gh(p) := p− φ2h(φ1(p)) = p− ph(yh(PUad(−
1
α
B∗p))). (91)
Das Fre´chet-Differential DG(p∗) existiert und ist stetig von X nach X wegen der Lem-
mata 5.2, 5.4 und 5.15 und ist
DG(p) = I − φ′2(φ1(p))φ′1(p) = I − p′(y(u))y′(u)P ′Uad(−
1
α
B∗p)(− 1
α
)B∗ (92)
= I − p′(y(PUad(−
1
α
B∗p)))y′(PUad(−
1
α
B∗p))P ′Uad(−
1
α
B∗p)(− 1
α
)B∗ (93)
DG(p∗)−1 existiert und ist stetig von X nach X nach Annahme 5 und fu¨r das Fre´chet-
Differential DG(p∗) gilt
G(q) = G(p∗) +DG(p∗)(q − p∗) + o(‖q − p∗‖X). (94)
Es wird Fh(p) definiert
Fh(p) := p−DG(p∗)−1Gh(p). (95)
Daraus folgt, dass Fh(p) = p genau dann, wenn Gh(p) = 0 gilt und dies genau dann, wenn
p der adjungierte Zustand zur Lo¨sung u∗h des variationell diskretisierten Problems (17) ist.
Trotz des diskreten ph und Gh(·) fu¨r diskrete Argumente kann das Brouwersche Fixpunkt-
theorem nicht benutzt werden, weil Gh auf ein gro¨ßeres unendlichdimensionales Gebiet
angewendet werden muss und das Fre´chet-Differential DG(p∗) unendlichdimensional ist.
Daher wird der Schaudersche Fixpunktsatz Lemma 5.6 auf Fh(p) angewendet. Zuna¨chst
werden die Voraussetzungen gezeigt. Zuerst wird die Abbildung in sich selbst auf Br(p∗)
mit 0 < r < r0 gezeigt, das heißt Fh(Br(p∗)) ⊂ Br(p∗). Es wird eine sta¨rkere Aussage
gezeigt, da diese am Ende des Beweises noch gebraucht wird. Sei q ∈ Br(p∗), dann gilt
−p∗ + Fh(q) = q − p∗ −DG(p∗)−1Gh(q) =
= q − p∗ −DG(p∗)−1(Gh(q)−G(q))−DG(p∗)−1(G(q)−G(p∗)) = . . . .
Jetzt wird ausgenutzt, dass G(p∗) = 0 gilt, weil p∗ der adjungierte Zustand zur optimalen
Lo¨sung u∗ ist und p∗ = φ2(u∗), u∗ = φ1(p∗) gilt.
. . . = DG(p∗)−1DG(p∗)(q − p∗)−DG(p∗)−1(Gh(q)−G(q))−DG(p∗)−1(G(q)−G(p∗))
= DG(p∗)−1(DG(p∗)(q − p∗)− (G(q)−G(p∗)))−DG(p∗)−1(Gh(q)−G(q)) =: W
Der erste Teil verha¨lt sich wegen der Definition des Fre´chet-Differentials (94) wie
o(‖q − p∗‖X).
Es folgt
‖Gh(q)−G(q)‖X =
∥∥∥∥q − p(y(PUad(− 1αB∗q)))− q + ph(yh(PUad(− 1αB∗q)))
∥∥∥∥
X
=
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=∥∥∥∥−p(y(PUad(− 1αB∗q))) + ph(yh(PUad(− 1αB∗q)))
∥∥∥∥
X
= ‖ph(yh(v))− p(y(v))‖X ≤ Chβ
mit v := φ1(q) und c˜ = ‖DG(p∗)−1‖X C.
Dies ergibt zusammen
‖W‖X ≤ o(‖q − p∗‖X) + c˜hβ (96)
und es gilt ‖q − p∗‖X ≤ r = chβ wegen q ∈ Br(p∗), mit c > c˜, c unabha¨ngig von h.
Insgesamt gilt
‖−p∗ + Fh(q)‖X = . . . ≤ . . . = o(‖q − p∗‖X) + c˜hβ < chβ = r < r0 (97)
falls h genu¨gend klein ist, fu¨r alle q ∈ Br(p∗). Damit ist die Abbildung in sich gezeigt.
Insbesondere fu¨r einen mo¨glichen Fixpunkt p∗h von Fh in Br(p
∗) gilt
‖p∗h − p∗‖X ≤ r = chβ. (98)
Offensichtlich ist Br(p∗) abgeschlossen, beschra¨nkt, konvex und nichtleer.
Die Vollstetigkeit von Fh(p) in der X-Norm folgt aus Lemma 5.16.
Aus dem Schauderschen Fixpunktsatz folgt die Existenz von mindestens einem Fixpunkt
p∗h ∈ Br(p∗). Fu¨r diesen gilt (98). Am Ende folgt u∗h = φ1(p∗h).
Bemerkung 12 Ebenso wie in Corollar 2 folgt die Eindeutigkeit des Fixpunktes p∗h fu¨r
hinreichend kleine h, falls Gh(p
∗
h) in p
∗
h Fre´chet-differenzierbar in X ist.
Nun werden die Konvergenzordnungen von u∗ − u∗h aus denen von p∗ − p∗h erhalten.
Corollar 3 Seien die Voraussetzungen von Theorem 5.3 erfu¨llt. Mit Theorem 5.3 folgen
aus den Konvergenzordnungen fu¨r ph die fu¨r uh.
Fu¨r die verteilte Steuerung gilt:
In den Fa¨llen A,B,C), mit X = L2(Ω), X = H1(Ω), X = C(Ω¯) gilt, da B∗ stetig ist, also
‖B∗‖X <∞ gilt,
‖u∗ − u∗h‖X(ΩU ) ≤
1
α
‖B∗‖X ‖p∗ − p∗h‖X(Ω) ≤ chβ
Fu¨r die Randsteuerung gilt fu¨r Fall C):
‖u− uh‖L2(ΩU ) ≤ c ‖u− uh‖L∞(ΩU ) ≤
c
α
‖B∗‖C ‖p∗ − p∗h‖C
Leider ist die L2-Abscha¨tzung damit nicht optimal.
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5.3 Fixpunkt-Fehlerabscha¨tzung und Ordnungen fu¨r L∞ und H1
5.3.1 Fixpunkt-Fehlerabscha¨tzung fu¨r große α
Es werden optimale Fehlerabscha¨tzungen fu¨r die Kontrolle in der U = L2(ΩU)-Norm
gezeigt. Dies geschieht mittels Fixpunktsatz auf einfachere Weise als in den bisherigen
Abschnitten, gilt aber nur fu¨r genu¨gend große α. Falls B∗ stetig in L2 ist, gilt das folgende
Theorem.
Theorem 5.4 Falls α > ‖B∗‖L2 C1 und
‖y(v)− yh(vh)‖L2(Ω) + ‖p(y(v))− ph(yh(vh))‖L2(Ω) ≤ C2hq + C1 ‖v − vh‖U (99)
fu¨r alle v, vh in einer Umgebung Nu ⊂ Uad von einer optimalen Lo¨sung des kontinuierli-
chen Kontrollproblems u und fu¨r alle h < h0 fu¨r ein q ∈ R+ gelten, dann gilt
‖u− uh‖U ≤ Chq (100)
‖y(u)− yh(uh)‖L2(Ω) ≤ Chq (101)
‖p(y(u))− ph(yh(uh))‖L2(Ω) ≤ Chq . (102)
fu¨r genu¨gend kleine h.
C bezeichnet eine beliebige positive Konstante von mo¨glicherweise verschiedenen Werten.
Beweis. Wegen der Konvergenz der Fixpunktiteration folgt die Behauptung auf einfache
Weise. Wegen der Projektionen (10) und (17) gilt
α ‖u− uh‖U = α
∥∥∥∥PUad(− 1αB∗p(u))− PUad(− 1αB∗ph(uh))
∥∥∥∥
U
≤ α
∥∥∥∥(− 1αB∗p(u))− (− 1αB∗ph(uh))
∥∥∥∥
U
. (103)
Mittels (99) gilt nun
α
∥∥∥∥(− 1αB∗p(u))− (− 1αB∗ph(uh))
∥∥∥∥
U
≤ ‖B∗‖L2 ‖p(y(u))− ph(yh(uh))‖L2(Ω)
= ‖B∗‖L2 C2hq + ‖B∗‖L2 C1 ‖uh − u‖U . (104)
So gilt
α ‖u− uh‖U ≤ ‖B∗‖L2 C2hq + ‖B∗‖L2 C1 ‖uh − u‖U (105)
Im Falle α > ‖B∗‖L2 C1 kann man auf
‖u− uh‖U ≤
‖B∗‖L2 C2
α− ‖B∗‖L2 C1
hq (106)
schließen und davon folgt zusammen mit (99)
‖p(y(u))− ph(yh(uh))‖L2(Ω) ≤ C2hq + C1 ‖u− uh‖U ≤ C2(1 +
‖B∗‖L2 C1
α− ‖B∗‖L2 C1
)hq (107)
und
‖y(u)− yh(uh)‖L2(Ω) ≤ C2hq + C1 ‖u− uh‖U ≤ C2(1 +
‖B∗‖L2 C1
α− ‖B∗‖L2 C1
)hq. (108)
Dieses Theorem gilt nicht fu¨r kleine α. Deswegen wurde die Konvergenzordnung fu¨r alle
α unter weiteren Annahmen am Anfang dieses Kapitels gezeigt.
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Dies gilt auch fu¨r die H1(Ω)- und die L∞(Ω)-Norm von p, ph, aber man erha¨lt keine
optimalen Abscha¨tzungen und daher geringere Konvergenzordnungen fu¨r die U = L2(ΩU)-
Norm von uh. Sollte dagegen B
∗ nicht stetig in der L2-Norm sein, kann die L∞-Norm
benutzt werden. Dies ist zum Beispiel fu¨r den Spuroperator der Fall.
Theorem 5.5 Falls α > C3 ‖B∗‖L∞ C1 wobei C3 die Konstante ist, mit der sich die
L2(ΩU)-Norm gegen die L
∞(ΩU)-Norm abscha¨tzen la¨sst und
‖p(y(v))− ph(yh(vh))‖L∞(Ω) ≤ C2hq + C1 ‖v − vh‖U (109)
fu¨r alle v, vh in einer Umgebung Nu ⊂ Uad von einer optimalen Lo¨sung des kontinuierli-
chen Kontrollproblems u und fu¨r alle h < h0 fu¨r ein q ∈ R+ gelten, dann gilt
‖u− uh‖U ≤ Chq (110)
‖u− uh‖L∞(ΩU ) ≤ Chq (111)
fu¨r genu¨gend kleine h.
C bezeichnet eine beliebige positive Konstante von mo¨glicherweise verschiedenen Werten.
Beweis. Analog zum Beweis des vorherigen Theorems folgt analog (103) und mit (109)
α ‖u− uh‖U ≤ αC3 ‖u− uh‖L∞(ΩU ) ≤ αC3
∥∥∥∥(− 1αB∗p(u))− (− 1αB∗ph(uh))
∥∥∥∥
L∞(ΩU )
≤ C3 ‖B∗‖L∞ ‖p(y(u))− ph(yh(uh))‖L∞(Ω)
= C3 ‖B∗‖L∞ C2hq + C3 ‖B∗‖L∞ C1 ‖uh − u‖U . (112)
So gilt
α ‖u− uh‖U ≤ C3 ‖B∗‖L∞ C2hq + C3 ‖B∗‖L∞ C1 ‖uh − u‖U (113)
Im Falle α > C3 ‖B∗‖L∞ C1 kann man auf
‖u− uh‖U ≤
C3 ‖B∗‖L∞ C2
α− C3 ‖B∗‖L∞ C1
hq (114)
schließen. Aus (112),(114) folgt (111).
Man beachte, dass q verschiedene Werte in den Theoremen 5.4, 5.5, 5.6 und 5.7 annehmen
kann, da die Konvergenzordnungen der Normen verschieden sind.
5.3.2 Ordnungen fu¨r L∞ und H1
In den na¨chsten zwei Theoremen gilt der erste Teil fu¨r alle α > 0 ohne zusa¨tzliche An-
nahmen. Nur der zweite Teil beno¨tigt die Konvergenzordnung von uh in der U -Norm.
Theorem 5.6 Falls ‖u− uh‖U ≤ Chq, ‖B∗‖L∞ <∞ und
‖p(y(v))− ph(yh(vh))‖L∞(Ω) ≤ C1(hq + ‖v − vh‖U) (115)
fu¨r alle v, vh in einer Umgebung Nu ⊂ Uad von einer optimalen Lo¨sung des kontinuierli-
chen Kontrollproblems u und fu¨r alle h < h0 fu¨r ein q ∈ R+ gelten, dann gilt
‖u− uh‖L∞(ΩU ) ≤ Chq. (116)
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Beweis. Siehe Theorem 4.5. Fu¨r alle α gilt
‖u− uh‖L∞(ΩU ) ≤
1
α
‖B∗‖L∞ ‖p(u)− ph(uh)‖L∞(Ω) (117)
Mit (115) gilt
‖u− uh‖L∞(ΩU ) ≤
1
α
‖B∗‖L∞ C1(hq + ‖u− uh‖U) (118)
Weil die Konvergenzordnung q in der U = L2-Norm aus Theorem 5.4 nicht kleiner als
die Ordnung in der L∞-Norm ist, gilt
‖u− uh‖L∞(ΩU ) ≤ Chq (119)
fu¨r genu¨gend große α, so dass Theorem 5.4 angewendet werden kann.
Ein a¨hnliches Ergebnis wird fu¨r die H1-Norm erhalten, falls B∗ in dieser stetig ist.
Theorem 5.7 Falls ‖u− uh‖U ≤ Chq, ‖B∗‖H1 <∞ und falls
‖p(y(v))− ph(yh(vh))‖H1(Ω) ≤ C1(hq + ‖v − vh‖U) (120)
fu¨r alle v, vh in einer Umgebung Nu ⊂ Uad von einer optimalen Lo¨sung des kontinuierli-
chen Kontrollproblems u und fu¨r alle h < h0 fu¨r ein q ∈ R+ gelten, dann gilt
‖u− uh‖H1(ΩU ) ≤ Chq (121)
Beweis. Fu¨r alle α gilt wie im Falle der L∞-Norm
‖u− uh‖H1(ΩU ) ≤
1
α
‖B∗‖H1 ‖p(u)− ph(uh)‖H1(Ω) . (122)
Mit (120) gilt
‖u− uh‖H1(ΩU ) ≤
1
α
‖B∗‖H1 C1(hq + ‖u− uh‖U). (123)
Weil die Konvergenzordnung q in der U = L2-Norm aus Theorem 5.4 nicht kleiner ist als
die in der H1-Norm, gilt fu¨r α groß genug, um Theorem 5.4 anwenden zu ko¨nnen
‖u− uh‖H1(ΩU ) ≤ Chq. (124)
5.3.3 Ordnungen fu¨r lineare finite Elemente
Mit Hilfe der Ergebnisse dieses Kapitels und der Finite-Elemente-Konvergenzordnungen
aus Abschnitt 4.2 lassen sich konkrete Abscha¨tzungen fu¨r die Konvergenzordnungen der
Kontrolle uh finden. Dazu folgen nun einige Beispiele
Fu¨r lineare finite Elemente mit Theorem 4.1 lassen sich fu¨r die verteilte Steuerung folgende
Abscha¨tzungen finden.
Corollar 4 Seien die Voraussetzungen aus 2.3 erfu¨llt und sei ΩU = Ω mit n < 4. Die
Diskretisierung des Zustandes y und des adjungierten Zustandes p erfolge mit stu¨ckweise
linearen, stetigen finiten Elementen auf einem konvexen oder mit einem C1,1-Rand beran-
deten Gebiet.
Sei außerdem mindestens eine der folgenden Voraussetzungen erfu¨llt
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• α > ‖B∗‖L2 C1, wobei C1 die Konstante C aus (22) ist, fu¨r Theorem 5.4,
• α > 0, die Voraussetzung (58) aus Lemma 5.3, außerdem die Annahme 4, das heißt
die hinreichende Bedingung zweiter Ordnung (SSC) (73), in u∗, fu¨r Theorem 5.2,
• α > 0, die Annahme 3, sowie die Voraussetzung (58) aus Lemma 5.3, fu¨r Theo-
rem 5.1,
• α > 0, die Annahme 5 Fall A), sowie die Voraussetzung (58) aus Lemma 5.3, fu¨r
Theorem 5.3 und Corollar 3.
Dann folgt mit einem dieser Theoreme und Theorem 4.1 (21,23) aus den Theoremen 5.6,
5.7, dass die Abscha¨tzungen
‖u− uh‖L2(Ω) ≤ Ch2 (125)
‖u− uh‖L∞(Ω) ≤ Chλ (126)
‖u− uh‖H1(Ω) ≤ Ch1 (127)
gelten mit λ = 2− n/2, wobei n die Dimension von Ω ist. Falls zusa¨tzlich die Triangulie-
rung von nichtnegativem Typ ist, gilt
‖u− uh‖L∞ ≤ Ch1 . (128)
In [10] wurde die Konvergenz fu¨r stu¨ckweise lineare Kontrollen bei voller Diskretisierung
und verteilter Steuerung eine Ordnung von o(h) fu¨r die L2-Norm bewiesen, welche nach
Aussage dieses Papers [10] optimal fu¨r die volle Diskretisierung ist. Bei Anwendung der
variationellen Diskretisierung erha¨lt man wegen Corollar 4 O(h2) fu¨r die L2-Norm.
Mit Theorem 4.3 kann man fu¨r die Neumann-Randsteuerung folgende Fehlerabscha¨tzung
finden.
Corollar 5 Seien die Voraussetzungen von Theorem 5.3 und aus Abschnitt 2.3 erfu¨llt
und sei ΩU = Γ. Die Diskretisierung des Zustandes y und des adjungierten Zustandes p
erfolge mit stetigen finiten Elementen, die die Bedingungen A1-A4 aus [40] erfu¨llen, auf
einem Gebiet mit genu¨gend glattem Rand.
Mit Corollar 3 und den Theoremen 4.3 und 5.3 mit der L∞-Abscha¨tzung von p− ph folgt
fu¨r lineare Probleme mit Neumann-Randkontrolle
‖u− uh‖L2(Γ) ≤ c ‖u− uh‖L∞(Γ) ≤ c˜ ‖p∗ − p∗h‖C ≤ Ch2−
n
q |log h| (129)
fu¨r hinreichend kleine h, wobei n ≤ q <∞ und C unabha¨ngig von h ist.
Dies ist eine bessere Rate als in [13].
Bemerkung 13 Falls sich die Aussage von [40] Theorem 2.2 auf semilineare Probleme
u¨bertragen la¨sst, dann gilt Theorem 4.3 und damit Corollar 5 auch fu¨r semilineare Pro-
bleme.
Die Konvergenzraten werden in Kapitel 7 numerisch untersucht.
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5.4 Fehlerabscha¨tzungen fu¨r die aktive Menge
Ohne Zusatzvoraussetzungen ist eine Konvergenzrate fu¨r die Differenz der aktiven Mengen
nicht zu erwarten.
Theorem 5.8 Unter der zusa¨tzlichen Annahme∣∣∣∣{x ∈ ΩU ; ∣∣∣∣− 1α(B∗p∗)(x)− b
∣∣∣∣ < ε oder ∣∣∣∣− 1α(B∗p∗)(x)− a
∣∣∣∣ < ε}∣∣∣∣ ≤ cεw (130)
fu¨r alle 0 < ε < ε0 und fu¨r ein w > 0 gilt
|Ωα(p∗h, p∗)| ≤ c ‖p∗ − p∗h‖wL∞(Ω)
Beweis. Es wird wie im Beweis von Lemma 5.3 vorgegangen.
Sei ‖p∗h − p∗‖L∞ < δ, mit B∗ stetig von C(Ω¯) nach C(Ω¯U) fu¨r p ∈ C(Ω¯), dann gilt∣∣∣∣− 1α(B∗(p∗ − p∗h))(x)
∣∣∣∣ < δα ‖B∗‖C
fu¨r alle x ∈ ΩU . Mit ε := δα ‖B∗‖C gilt
Ωα(p
∗
h, p
∗) ⊆
{
x ∈ ΩU ;
∣∣∣∣− 1α(B∗p∗)(x)− b
∣∣∣∣ < ε oder ∣∣∣∣− 1α(B∗p∗)(x)− a
∣∣∣∣ < ε}
und mit der Zusatzannahme (130) folgt die Behauptung.
Bemerkung 14 Eine intuitive Bedingung wie |∇p(x)| ≥ δ > 0 fu¨r alle mit − 1
α
B∗p(x) ∈
{a, b} ist dagegen problematisch. Erstens ist p normalerweise nur in H1(Ω)∩C(Ω¯), siehe
Lemma 5.2 und nicht in C1(Ω¯) und zweitens folgt fu¨r solche Funktionen offenbar nicht
die Zusatzannahme (130) mit w = 1.
Dazu ein Gegenbeispiel.
Sei Ω = (0, 2
pi
) ⊂ R, a < −1, b = 0, α = 1, B∗ = I und p∗(x) = x2 cos( 1
x
). p ist offenbar
stetig, auch in 0 und p′(x) = 2x cos( 1
x
) + sin( 1
x
) zwar nicht in C1(Ω¯) aber in H1(Ω). Fu¨r
alle x ∈ Ω, p(x) = 0 gilt |p′(x)| = 1. Die Bedingung (58) ist offenbar erfu¨llt. Trotzdem ist
‖p˜− p∗‖L∞ → 0 nicht hinreichend fu¨r |Ωα(p˜, p∗)| ≤ c ‖p˜− p∗‖L∞ bei p˜ = p∗ + c.
Bemerkung 15 Sei p∗ in C1 in einer Umgebung des Randes der aktiven Menge, welcher
ein endliches Maß in Rn−1 hat und dort gilt |∇p∗(x)| ≥ δ > 0, dann la¨sst sich w = 1 in
Theorem 5.8 wa¨hlen und es gilt
|Ωα(p∗h, p∗)| ≤ c ‖p∗ − p∗h‖L∞(Ω) .
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6 Numerik und Algorithmus
Die Implementation der variationellen Diskretisierung ist wegen des nicht endlichdimen-
sionalen Raumes fu¨r die Kontrollvariable nicht einfach. In diesem Kapitel werden die
Algorithmen fu¨r die Anwendung der variationellen Diskretisierung zur Lo¨sung kontrollre-
stringierter elliptischer Optimalkontrollprobleme beschrieben.
Diese Algorithmen werden auf der Projektionsbedingung
uh = PUad(−
1
α
B∗ph(uh))
basieren.
Zuna¨chst werden Besonderheiten der variationellen Diskretisierung und Berechnungen be-
schrieben, die fu¨r die Algorithmen gleich sind. Danach wird die Fixpunktiteration darge-
stellt. Diese ist zwar einfach, kann aber nur fu¨r große α angewendet werden. Im na¨chsten
Abschnitt wird dann das semismooth Newtonverfahren beschrieben. Dieses Verfahren
kann auch fu¨r kleine Werte von α angewendet werden.
Implementiert sind die Algorithmen in MATLAB mit der PDE-Toolbox.
6.1 U¨ber die Implementation der variationellen Diskretisierung
6.1.1 Die variationelle Kontrolle uh
Die Diskretisierung des Zustands und des adjungierten Zustands erfolgt mittels linearer
finiter Elemente auf einem Dreiecksgitter fu¨r die Dimension n = 2. Andere Diskretisierun-
gen und ho¨here Dimensionen sind mo¨glich, ko¨nnen aber die Implementation der Kontrolle
uh komplizieren. Ein Problem bei der Implementation der variationellen Diskretisierung
ist, dass der Raum U der Kontrollen nicht diskretisiert wird und somit unendlichdimensio-
nal ist. Zum Glu¨ck, wegen der Projektion (17) der stu¨ckweise linearen Finite-Elemente-
Funktion ph auf die Menge der zula¨ssigen Kontrollen Uad, ist die Kontrolle uh implizit
diskretisiert. Dadurch ist uh in einer endlichdimensionalen nicht-konvexen Teilmenge, ge-
nannt U˜ad, der unendlichdimensionalen konvexen Menge Uad. Es gilt
Uad ⊂ U, U˜ad ⊂ Uad, B∗Yh ⊂ U (Unterraum),
und
B∗Yh = {w : w = B∗ph, ph ∈ Yh} ,
und
U˜ad = {uh : uh = PUad(B∗ph), ph ∈ Yh} .
Im Besonderen ist die Kontrolle keine Finite-Elemente-Funktion auf dem durch ph indu-
zierten Gitter, das heißt U˜ad 6⊆ B∗Yh. So ist die Darstellung dieser Variablen im Computer
komplizierter als gewo¨hnlich. Zusa¨tzlich muss sichergestellt werden, dass die Anzahl der
Dimensionen der Approximation von u∗h im Iterationsprozess nicht anwa¨chst. Im Falle
einer Fixpunktiteration wird dies dadurch gewa¨hrleistet, dass jede Approximation von
u∗h durch eine Projektion einer Finite-Elemente-Funktion u¨ber einem festen Gitter auf die
Menge der zula¨ssigen Kontrollen Uad entsteht. Im Falle des semismooth Newtonverfahrens
ist dies nicht der Fall. Dort sind die Approximationen von u∗h wa¨hrend des Iterationspro-
zesses im Allgemeinen unstetig am Rand der aktiven Menge und deswegen nicht in U˜ad.
50
Außerdem sind diese Funktionen im Allgemeinen nicht einmal in Uad und daher unzula¨ssig.
Nichtsdestotrotz sind diese Funktionen aber Finite-Elemente-Funktionen auf dem durch
ph induzierten Gitter eingeschra¨nkt auf die inaktive Menge. Wegen der semilinearen par-
tiellen Differentialgleichung ist die rechte Seite linear in u, so dass dies einfacher ist, als
im voll nichtlinearen Fall. Auf der aktiven Menge sind die Approximationen von u∗h gleich
den Schranken.
Im weiteren Teil bedeuten lineare Funktionen auf Ω, ΩU oder Teilen davon affin-lineare
Funktionen. Es wird im Wesentlichen der Fall der verteilten Steuerung im Zweidimensio-
nalen beschrieben.
6.1.2 Integration u¨ber uh
In diesem Abschnitt wird die Integration u¨ber uh multipliziert mit einer Finite-Elemente-
Basisfunktion φi
ui =
∫
ΩU
uhφidx
beschrieben. Hier ist ui das Integral u¨ber die Finite-Elemente-Basisfunktion φi multipli-
ziert mit uh. Dieses Integral wird in Integrale u¨ber die Dreiecke des Gitters zerlegt. Die-
jenigen Dreiecke, welche der Rand der gegenwa¨rtig aktiven Menge nicht schneidet, sind
einfach zu berechnen. Weil sowohl uh als auch φi lineare Funktionen auf diesen Dreiecken
sind, wird die Seitenmittelpunktsregel benutzt, welche exakt fu¨r quadratische Funktionen
auf Dreiecken ist, siehe zum Beispiel [26]. Auf der aktiven Menge ist uh gleich den Schran-
ken der aktiven Menge. Die Dreiecke, welche vom Rand der gegenwa¨rtigen aktiven Menge
geschnitten werden, mu¨ssen gesondert berechnet werden. Fu¨r lineare finite Elemente ist
der Rand der aktiven Menge eine gerade Linie auf jedem Dreieck. Die Ursache ist die
Projektion, wodurch der Rand der aktiven Menge der Schnitt von zwei Ebenen auf jedem
Dreieck ist. Nun kann man das Dreieck so teilen, dass uh eine lineare Funktion auf jedem
Teildreieck ist. Es genu¨gen drei Teildreiecke, falls es nur einen Schnitt mit der oberen
oder unteren Schranke gibt. Im Falle des Schnittes mit der oberen und unteren Schranke
werden fu¨nf Teildreiecke beno¨tigt. Die Integration auf den Teildreiecken wird wie oben
mit der Seitenmittelpunktsregel ausgefu¨hrt.
6.1.3 Berechnung der Fehler von uh
Die Berechnung der Fehler von uh ist schwieriger als die Berechnung des Integrals in dem
vorhergehenden Abschnitt 6.1.2. Daher wird nur der zweidimensionale Fall mit verteil-
ter Kontrolle beschrieben. In diesem Fall ist es no¨tig, verschiedene uh auf verschiedenen
Gittern zu subtrahieren. Insbesondere werden die aktiven Mengen nicht u¨bereinstimmen.
So muss das uh vom groben Gitter auf das feinere Gitter interpoliert werden. Wegen der
Kanten in einigen Dreiecken wird daher ph linear auf das feinere Gitter interpoliert und
dann auf die aktive Menge projiziert. Dies funktioniert, da die Schranken konstant sind.
Nach der Subtraktion ko¨nnen sich die Kanten auf einem Dreieck schneiden. Dies kompli-
ziert die Berechnung von ∫
∆
(u1h − u2h)2dx.
Dadurch muss das Dreieck in mehr Teildreiecke unterteilt werden als bei Abschnitt 6.1.2.
Im Fall, dass es nur obere oder untere Kanten in einem Dreieck gibt, ist die Anzahl der
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Unterdreiecke fu¨nf oder weniger. So werden die Fehler fu¨r die L2-Norm, die im na¨chsten
Kapitel bei den numerischen Experimenten gezeigt werden, berechnet. Der Fehler in der
H1-Seminorm wird a¨hnlich wie der Fehler in der L2-Norm berechnet, der der H1-Norm
aus H1-Seminorm und L2-Norm. Der Fehler in der L∞-Norm wird an allen Gitterpunkten
und zusa¨tzlich an den Schnittpunkten des Randes der aktiven Menge mit dem Gitter
berechnet.
Die symmetrische Mengendifferenz der aktiven Mengen wird bei der Zerlegung der Drei-
ecke mit berechnet.
Fu¨r Probleme, bei denen die exakte Lo¨sung bekannt ist, kompliziert sich dies, da die
Lo¨sung normalerweise nichtlinear ist und der Rand der aktiven Menge nicht aus Gera-
denstu¨cken besteht. In diesem Fall wurde eine adaptive Quadratur benutzt. Die Kenntnis
der exakten Lo¨sung hat den Vorteil, dass u¨berpru¨ft werden kann, ob das Verfahren gegen
die richtige Lo¨sung konvergiert.
Fu¨r Probleme, bei denen die exakte Lo¨sung nicht bekannt ist, beno¨tigt man eine Abscha¨t-
zung des Fehlers. Dafu¨r werden die Funktionen uh, yh, ph auf aufeinanderfolgend feineren
Gittern, bei gleichma¨ßig globaler Verfeinerung, subtrahiert. Die Alternative ist, die Lo¨sung
auf dem feinsten Gitter als ’exakte’ Lo¨sung zu nehmen. Die erste Methode hat den Vor-
teil, dass die experimentelle Konvergenzordnung auf feineren Gittern nicht u¨ber- oder
unterscha¨tzt wird, wenn das feinste Gitter nicht viel feiner ist, als die anderen Gitter. Der
Nachteil ist, dass der Fehler selbst nicht so gut abgescha¨tzt wird. In Kapitel 7 werden
beide Methoden verwendet.
6.1.4 Diskretisierung und Quadraturformel
Fu¨r die Diskretisierung und die Aufstellung der Matrizen wird MATLAB mit der PDE-
Toolbox genutzt. Die rechten Seiten werden ohne PDE-Toolbox integriert, da die Integra-
tion mit dieser nicht exakt ist. Die Finite-Elemente-Funktionen und die Kontrolle, siehe
Abschnitt 6.1.2, werden exakt integriert. Fu¨r glatte Funktionen wird eine sieben Punkte
fu¨nfter Ordnung Gaußquadraturformel auf dem Dreieck benutzt. Die Koeffizienten sind
aus Tabelle 6.3.1 von [24].
QFj(f) = Aj
7∑
i=1
cif(ξi)
c1 = 0.225, c2 = c3 = c4 = 0.125939180544827, c5 = c6 = c7 = 0.132394152788506
ξ1 = (1/3, 1/3, 1/3)
ξ2 = (0.797426985353087, 0.101286507323456, 0.101286507323456)
ξ3 = (0.101286507323456, 0.797426985353087, 0.101286507323456)
ξ4 = (0.101286507323456, 0.101286507323456, 0.797426985353087)
ξ5 = (0.059715871789770, 0.470142064105115, 0.470142064105115)
ξ6 = (0.470142064105115, 0.059715871789770, 0.470142064105115)
ξ7 = (0.470142064105115, 0.470142064105115, 0.059715871789770)
ξi sind die baryzentrischen Koordinaten der Quadraturpunkte auf den Dreiecken, Aj ist
die Dreiecksfla¨che. Diese Quadraturformel wird fu¨r die Berechnung von f , Ly und dem
Operator N des Newtonsystems im Falle des semismooth Newtonverfahrens verwendet.
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Siehe Abschnitt 6.3.3 fu¨r Details. Die aufgestellten Systeme werden mit dem Sparse-
Matrixlo¨ser ’A\b’ von MATLAB gelo¨st.
6.1.5 Berechnung von ph
Um die Fixpunktiteration oder das semismooth Newtonverfahren anwenden zu ko¨nnen,
muss der Zustand yh und der adjungierte Zustand ph aus der alten Kontrolle uh berechnet
werden. Es wird die Berechnung fu¨r ph(uh) beschrieben. Die Zustandsgleichung
Ahyh = f(·, yh) +Buh (131)
wird mittels des Newtonverfahrens gelo¨st
(Ah − fy(·, yh))(y˜h − yh) = −Ahyh + f(·, yh) +Buh (132)
wobei mit yh vom vorhergehenden uh gestartet wird. Im ersten Schritt wird stattdessen
die Nullfunktion genommen. Die Integration u¨ber uh wird in Abschnitt 6.1.2 beschrieben,
die Integration u¨ber f , fy, und Ly in Abschnitt 6.1.4. Die adjungierte Gleichung
A∗hph = fy(·, yh)∗ph + Ly(·, yh) (133)
ist linear und wird direkt mit dem Sparse-Matrixlo¨ser von MATLAB gelo¨st
(A∗h − fy(·, yh)∗)ph = Ly(·, yh). (134)
Damit wird ph aus uh berechnet.
Nun werden die einzelnen Algorithmen beschrieben.
6.2 Fixpunktiteration
In diesem Abschnitt wird der Algorithmus der Fixpunktiteration beschrieben. Dies kann
auch als projiziertes Gradientenverfahren mit einer speziellen Schrittweite angesehen wer-
den.
Die Steuerung uh wird durch die Optimalita¨tsbedingung (17) definiert
uh = PUad(−
1
α
B∗ph(uh)).
Diese kann als Fixpunktiteration geschrieben werden
u˜h = PUad(−
1
α
B∗ph(uh)).
Diese Gleichung kann iterativ gelo¨st werden, falls sie kontraktiv ist. Als Anfangswert der
Iteration kann uh = 0 genommen werden oder falls mo¨glich, die Interpolation der Lo¨sung
auf einem gro¨beren Gitter. Der Kontraktionskoeffizient der Iteration ha¨ngt linear von 1/α
ab, so dass fu¨r kleine α die Iteration nicht konvergiert. Die untere Schranke fu¨r α ist die
gleiche wie in Theorem 5.4.
Die gleiche Iterationsvorschrift kann aus einem projizierten Gradientenverfahren mit einer
bestimmten Schrittweite hergeleitet werden.
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Der adjungierte Zustand ph ist eine stu¨ckweise lineare Finite-Elemente-Funktion auf ei-
nem festen Gitter, und die Projektion fu¨hrt zu maximal zwei zusa¨tzlichen Kanten pro
Element. Dadurch bleibt die Anzahl der zusa¨tzlichen Kanten beschra¨nkt und das pro-
jizierte Gradientenverfahren ist implementierbar. Die nichtlineare Funktion f wird bei
der Fixpunktiteration mit iteriert. Der Unterschied in der Berechnung von yh und ph zu
Abschnitt 6.1.5 bei der Implementation der Fixpunktiteration ist in den untersuchten
Beispielen nicht von Belang.
d = Jˆ ′h(uh) =
d
du
J(yh(uh), uh) = αuh +B
∗ph (135)
u˜h = P[a,b](uh − ρd) (136)
Es ist notwendig ρ = α−1 zu wa¨hlen, dann ergibt sich
y˜h = A
−1
h (f(·, yh) +Buh) (137)
p˜h = A
−∗
h (fy(·, y˜h)∗ph + Ly(·, y˜h)) (138)
u˜h = P[a,b](−α−1B∗p˜h). (139)
So ha¨ngt u˜h nur von p˜h und nicht explizit von uh ab und daher wird keine Aufdatierung
von uh gemacht. Es ist mo¨glich, mit 0 fu¨r uh, yh, ph zu starten.
Der Nachteil ist, dass dies nicht fu¨r zu kleine α funktioniert. Fu¨r kleinere α wird ei-
ne aktive-Mengen Strategie, die als semismooth Newtonverfahren interpretiert werden
kann [42] Abschnitt 2.12.4, benutzt. Sie wird im folgenden Abschnitt dargestellt. Die Be-
rechnung der vollen Diskretisierung, mit welcher in einigen Beispielen verglichen wird,
nutzt den gleichen Algorithmus, aber berechnet u˜h als Finite-Elemente-Funktion aus der
Projektion von − 1
α
B∗p˜h in den Knoten.
6.3 Semismooth Newtonverfahren
In diesem Abschnitt wird der Algorithmus, der das semismooth Newtonverfahren benutzt,
beschrieben. Dieses Verfahren funktioniert auch fu¨r kleinere α als die Fixpunktiteration.
Andererseits ist das semismooth Newtonverfahren komplexer als die Fixpunktiteration.
Zur Erho¨hung der Lesbarkeit wird in diesem Abschnitt der Index h an der variationellen
Kontrolle uh weggelassen und nur u geschrieben.
6.3.1 Einfu¨hrung
In diesem Verfahren wird die Fixpunktgleichung (140) als ein Funktional G(u) geschrie-
ben, siehe (141). Um die Nullstelle dieses Funktionals zu finden, wird das semismooth
Newtonverfahren (146) genutzt. Fu¨r das semismooth Newtonverfahren siehe [6] und [36].
Dabei sind einige Besonderheiten bei der Implementation fu¨r das variationell diskreti-
sierte Problem zu beachten. Diese resultieren aus der Tatsache, dass der Raum U nicht
diskretisiert wurde und die Lo¨sung u somit nicht in einem endlich- sondern in einem un-
endlichdimensionalen Raum liegt. Daher ist es wichtig, dass keine Aufdatierungsfunktion
du berechnet wird, da sonst die Anzahl der Kanten pro Element beliebig wachsen kann.
Statt dessen wird direkt nach u˜ aufgelo¨st, um die Anzahl der Kanten pro Element zu be-
schra¨nken. Wegen dieser Unterschiede zu den bisherigen Implementierungen wird dieses
Verfahren hier ausfu¨hrlich dargestellt.
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Das Gebiet ΩU muss in die gegenwa¨rtig aktive und inaktive Menge geteilt werden. Auf
der gegenwa¨rtig aktiven Menge wird u auf die Schranken gesetzt. u wird mit dem New-
tonverfahren nur auf dem Rest von ΩU berechnet, der gegenwa¨rtig inaktiven Menge. Es
folgt die Beschreibung von Teilen des semismooth Newtonverfahrens und des konjugierten
Gradientenverfahrens (CG-Verfahrens), mit dem das Newtonsystem gelo¨st wird.
6.3.2 Newtonalgorithmus
In diesem Abschnitt wird das semismooth Newtonverfahren zur Berechnung der variatio-
nellen Kontrolle u erla¨utert. Zuna¨chst wird ein Funktional G(u) (141) definiert, welches
Null ist, falls die Fixpunktgleichung (140) erfu¨llt ist. Um die Nullstelle dieses Funktio-
nals G(u) zu finden, wird das Newtonverfahren (146) angewendet. Im folgenden wird die
Herleitung des Newtonsystems angegeben.
u = PUad(−
1
α
B∗ph(u)) (140)
G(u) = u− PUad(−
1
α
B∗ph(u)) (141)
Die Projektion ist nicht klassisch differenzierbar, aber G ist semismooth mit dem verall-
gemeinerten Differential ∂G(u), siehe [32], [29] und [44]
sup
M∈∂G(u+s)
‖G(u+ s)−G(u)−Ms‖U = o(‖s‖U) wenn ‖s‖ → 0.
g ist eine Indikatorfunktion der inaktiven Menge
{
x ∈ ΩU ;− 1α(B∗ph(u))(x) ∈ (a, b)
}
.
Nun gilt
∂G(u) :=
{
I −D(u)(− 1
α
B∗p′h(u))
}
(142)
D(u)(x) =

0 falls − 1
α
B∗ph(u)(x) /∈ [a, b]
∈ [0, 1] falls − 1
α
B∗ph(u)(x) ∈ {a, b}
1 falls − 1
α
B∗ph(u)(x) ∈ (a, b)
(143)
g ∈ D(u) = ∂PUad(−
1
α
B∗ph(u)) (144)
G′(u) = I − g(− 1
α
B∗p′h(u)) ∈ ∂G(u). (145)
Nach der Definition von G′ wird der Newtonalgorithmus formuliert
G′(u)u˜ = G′(u)u−G(u) (146)
siehe [31] und [32]. Man beachte, dass keine Aufdatierung du berechnet wird, sondern
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direkt die neue Iterierte u˜. Mit der Abku¨rzung β fu¨hrt dies zu
β = (I − g)Schranken =

a falls − 1
α
B∗ph(u) < a
b falls − 1
α
B∗ph(u) > b
0 sonst
(147)
(I + g
1
α
B∗p′h(u))u˜ = (I + g
1
α
B∗p′h(u))u− u+ PUad(−
1
α
B∗ph(u)) (148)
(I + g
1
α
B∗p′h(u))u˜ = (g
1
α
B∗p′h(u))u+ g(−
1
α
B∗ph(u)) + β (149)
(I + g
1
α
B∗p′h(u))gu˜ = −β − g
1
α
B∗p′h(u)β + (g
1
α
B∗p′h(u))u+ g(−
1
α
B∗ph(u)) + β (150)
(gI + g
1
α
B∗p′h(u)g)u˜ = −g
1
α
B∗p′h(u)β −
1
α
g(B∗ph(u)−B∗p′h(u)u) (151)
(αgI + gB∗p′h(u)g)u˜ = −gB∗(ph(u)− p′h(u)(u− β)) (152)
Auf der aktiven Menge ist u˜ gleich den Schranken. Die Indikatorfunktion der aktiven
Menge von u˜ ist I − g. Es muss beachtet werden, dass die aktive Menge von u nicht I − g
ist, sondern die aktive Menge, welche in dem vorhergegangenen Iterationsschritt auftrat.
Daher arbeitet das Newtonverfahren nur auf der inaktiven Menge.
6.3.3 Darstellung von p′h
Das Newtonsystem wird mit dem CG-Verfahren gelo¨st. Um u˜ mit dem CG-Verfahren zu
berechnen, wird eine Darstellung von p′h(u) beno¨tigt. Aus Lemma 5.2 folgt
p′h(u) = (K
∗)−1N∗K−1B (153)
N∗ = f ∗yy(yh)ph + Lyy(yh) (154)
K = Ah − fy(yh). (155)
und die Newtonmatrix ist
Am = (αgI + gB
∗p′h(u)g)ij =
∫
Ω
φi(αgI + gB
∗p′h(u)g)φjdx (156)
Am = (αgI + gB
∗p′h(u)g)ij = αMU +M
T
UB
T (K˜T )−1N˜K˜−1BMU (157)
N˜ = f ∗yy(yh)ph + Lyy(yh) (Matrix fu¨r N
∗) (158)
K˜ = Ah − fy(yh) (159)
MU =
∫
ΩU
φigφjdx. (160)
Dabei ist MU die Massematrix auf der inaktiven Menge. Im CG-Schritt wird p
′
h(u) nicht
explizit berechnet, sondern nur auf rechte Seiten durch aufeinander folgende Integration
und Zusammenstellung von rechten Seiten und der Lo¨sung von du¨nnbesetzten linearen
Gleichungssystemen angewendet.
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6.3.4 Aufbau des Newtonsystems und Lo¨sung mit dem CG-Verfahren
Fu¨r die Diskretisierung und den Aufbau der Matrizen siehe Abschnitt 6.1.4. Die Newton-
matrix AN (157) ist im Allgemeinen nur positiv semidefinit, weil Elemente der Massema-
trix MU mit Komponenten, welche vollsta¨ndig in der aktiven Menge liegen, Null sind.
Das Newtonsystem wird mit dem CG-Verfahren, Implementation wie in [41], gelo¨st, weil
die Matrix Am nicht explizit beno¨tigt wird, sondern nur Ampk fu¨r einen Vektor pk.
Es ist mo¨glich, Ampk zu berechnen, ohne Berechnungen mit vollbesetzten Matrizen, son-
dern nur mit Integrationen u¨ber die inaktive Menge und Lo¨sen oder Multiplikationen mit
vorherberechneten du¨nnbesetzen Matrizen.
6.3.5 Abbruchbedingungen fu¨r die Iterationen
Die Abbruchbedingung fu¨r das Newtonverfahren, welches die semilineare Zustandsglei-
chung lo¨st, ist, dass die Euklidische Norm der diskreten Zustandsa¨nderung dy kleiner sein
muss als ein vorgegebener Wert. Außerdem wird abgebrochen, falls die maximale Itera-
tionsanzahl von 10 erreicht ist, welche aber in den gerechneten Beispielen nicht erreicht
wird. Das Newtonsystem fu¨r die Zustandsgleichung selbst ist linear und wird direkt mit
dem Sparse-Matrixlo¨ser von MATLAB gelo¨st.
Nun werden die Abbruchbedingungen fu¨r die innere CG-Iteration und die a¨ußere semis-
mooth Newtoniteration beschrieben, mit welchen die Gleichung (141) gelo¨st wird. Das
Newtonverfahren konvergiert nicht, falls die innere CG-Iteration bei zu großen Residu-
en abgebrochen wird. Wie die numerischen Experimente in Kapitel 7 zeigen, hat das
nichtvorkonditionierte CG-Verfahren zumindest fu¨r geringe α ≤ 10−4 bis 10−6, mitunter
Schwierigkeiten die notwendige Genauigkeit zu erreichen.
Es wird die Euklidische Norm des Vektors pk des CG-Verfahrens getestet. Außerdem
wird abgebrochen, falls die maximale Iterationsanzahl von 1000h∗ erreicht ist. Dabei ist
h∗ die Gitternummer. Leider wird fu¨r kleine α diese Anzahl fu¨r feine Gitter erreicht.
Daher wird in diesem Fall das Verfahren einmal neu gestartet, bis das nicht so genaue
Resultat akzeptiert wird. Es ist eine Vorkonditionierung no¨tig, um das zu verhindern,
wie dies im Falle des Newtonverfahrens fu¨r die nach p reduzierte Gleichung geschieht,
siehe Abschnitt 6.4. Dort wird abgebrochen wenn 10(h∗ + it) erreicht ist, wobei it die
Newtoniterationsanzahl ist. Dies wird selten erreicht. Neustarts gibt es nicht.
Das CG-Verfahren wird bis zur maximal mo¨glichen Genauigkeit ausiteriert, damit die
Konvergenz des Newtonverfahrens nicht beeintra¨chtigt wird. Die Bedingung ist
‖pk‖2 < εCGmin(1, α), εCG = 2e− 10/h∗.
Nun wird die Abbruchbedingung der a¨ußeren Newtoniteration beschrieben. Dabei wird
eine Kombination von Fehlerindikatoren (161) benutzt. Diese sind die Vera¨nderung in
ph und der relative Defekt des Newtonsystems. Diese Fehler werden zum Gesamtfehler e
addiert.
e = ep + nd/nr (161)
nd =
∥∥∥Ampk − f˜∥∥∥
2
; nr =
∥∥∥f˜∥∥∥
2
; ep = ‖pneu − p‖2 ;
Da es bei sehr kleinem nr sein kann, dass der relative Defekt des Newtonsystems nicht
klein genug wird, wird dieser Term fu¨r nd < εCG weggelassen.
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Diese gewichteten Fehler werden addiert und mu¨ssen kleiner sein als ein bestimmter Wert.
Die Iteration wird auch abgebrochen, falls eine maximale Iterationsanzahl von 10000 New-
tonschritten erreicht ist. Damit fu¨r kleine α das Newtonverfahren im Konvergenzbereich
gestartet werden kann, werden Homotopieschritte durchgefu¨hrt, siehe 6.3.6. Diese ma-
ximale Iterationsanzahl ist die Summe aller Newtonschritte fu¨r alle Homotopieschritte.
Diese Anzahl wird selbst fu¨r eine große Anzahl von Homotopieschritten nicht erreicht.
6.3.6 Globalisierung, Homotopie in α und Start mit der Lo¨sung vom gro¨beren
Gitter
Das Newtonverfahren ist nur ein lokal konvergentes Verfahren. Daher wird eine Globali-
sierungsstrategie beno¨tigt, falls die Konvergenz nicht anderweitig garantiert werden kann.
Fu¨r kleine α konvergiert das Newtonverfahren nicht fu¨r Startwerte 0. Eine Mo¨glichkeit
ist, mit der Lo¨sung vom na¨chstgro¨beren Gitter zu starten, falls dies dann konvergiert.
Diese schnellere Methode ist im Newtonverfahren fu¨r die nach p reduzierte Gleichung,
siehe Abschnitt 6.4, implementiert. Dies muss aber nicht fu¨r alle α mo¨glich sein, daher
wurde auch folgende Methode implementiert. Es wird die Lo¨sung zuna¨chst fu¨r gro¨ßere
Werte von α berechnet und diese als Startwert fu¨r u fu¨r kleinere Werte von α genutzt,
solange, bis der gewu¨nschte Wert von α erreicht ist. Dies hat den Vorteil α in beliebig
kleinen Schritten verkleinern zu ko¨nnen, wa¨hrend die Gitterverfeinerung nur in diskreten
Schritten sinnvoll mo¨glich ist.
Die Verringerung αn+1 = cαn mit 0 < c < 1 funktioniert nicht gut fu¨r sehr kleine α (etwa
≤ 10−6), weil offenbar der Konvergenzradius des Newtonverfahrens zu schnell abnimmt.
Es gilt r ≥ cα2 fu¨r kleine α, falls ph(u) Lipschitzstetig ist und ‖G′(u∗)−1‖ > 0 siehe [35].
Daher ist
αn =
c
n3
implementiert. Wobei c der kleinste Wert ≥ 0.01 ist, fu¨r den gilt α ∈ {αn}N. Dies ergibt
eine Konvergenz des Newtonverfahrens in den getesteten Beispielen.
Wie oben schon erwa¨hnt, wird alternativ die lineare Interpolation der Lo¨sung von einem
gro¨beren Gitter auf das na¨chst feinere Gitter genutzt. Dies funktioniert in den getesteten
Beispielen und spart auch Rechenzeit.
6.3.7 Nachteile
Ein Nachteil des semismooth Newtonverfahrens ist, dass die Kontrollen u˜, welche nach
einem Newtonschritt erhalten werden, im Allgemeinen nicht stetig und auch nicht zula¨ssig
sind. Obwohl die Newtoniteration gegen eine stetige und zula¨ssige Lo¨sung konvergiert, ist
es notwendig, das Newtonverfahren nach einer endlichen Anzahl von Iterationen abzubre-
chen. Dies ergibt zwar eine Lo¨sung u˜, die sehr nahe am Grenzwert der Newtoniteration
liegt, aber im Allgemeinen unzula¨ssig ist. Zula¨ssigkeit ist aber fu¨r die meisten Anwen-
dungen eine notwendige Bedingung. Daher wird ein Postprocessing-Schritt wie in [39]
beschrieben durchgefu¨hrt
uˆ = PUad(−
1
α
B∗ph(u˜)).
Dies ergibt eine zula¨ssige und stetige Lo¨sung uˆ, hat aber den Nachteil, den Fehler der
Lo¨sung uˆ in den Fa¨llen, in denen wegen zu kleinem α die Fixpunktiteration nicht kon-
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vergiert, gegenu¨ber u˜ zu vergro¨ßern. Eine Lo¨sung fu¨r dieses Problem wird im na¨chsten
Abschnitt als Newtonverfahren fu¨r die nach p reduzierte Gleichung pra¨sentiert.
6.4 Newtonverfahren fu¨r die nach p reduzierte Gleichung
Das Newtonverfahren fu¨r die nach p reduzierte Gleichung wird eingefu¨hrt, um das im vor-
hergehenden Abschnitt beschriebene Problem zu beheben. Es iteriert auf p anstelle von u,
da p eine Finite-Elemente-Funktion ist. Dies ergibt eine stetige Finite-Elemente-Funktion
ph in jedem Iterationsschritt. u wird aus der Projektion von ph errechnet. Dies fu¨hrt
zu einer stetigen und zula¨ssigen Kontrolle in jedem Schritt. Ein eigentlicher zusa¨tzlicher
Postprocessing-Schritt ist nicht mehr no¨tig. Die Anzahl der Iterationen des CG-Verfahrens
wa¨chst dabei leider viel sta¨rker fu¨r kleinere h an, als im Falle des semismooth Newton-
verfahrens angewendet auf u. Aber ein geeigneter Vorkonditionierer ergibt eine geringe
Anzahl von CG-Iterationen, welche nahezu unabha¨ngig von h sind.
6.4.1 Der Algorithmus
Es wird wie in Abschnitt 5.2 vorgegangen und ein semismooth Newtonverfahren nicht auf
die Gleichung (141), sondern auf p in der Gleichung
G(p) = 0
mit
G(p) := p− ph(PUad(−
1
α
B∗p)))
angewendet.
Grundlage ist das Newtonverfahren
G′(p)dp = −G(p).
Dabei kann direkt dp bestimmt werden, weil eine Aufdatierung hier mo¨glich ist, da der
Raum Yh der Finite-Elemente-Funktionen des adjungierten Zustands bezu¨glich der Ad-
dition abgeschlossen ist. Dies ist ein Unterschied zum semismooth-Newtonverfahren auf
u, bei dem eine Aufdatierung wegen der variationellen Diskretisierung vermieden werden
muss.
Die Bedeutung der N,K,B, g im Folgenden ist die gleiche, wie sie im vorangegangenen
Abschnitt eingefu¨hrt wurde. Der Operator N sollte symmetrisch sein. Im Falle von nicht-
symmetischen N sind sonst andere Lo¨sungsverfahren statt des CG-Verfahrens no¨tig fu¨r
das nichtsymmetrische Newtonsystem.
Mit der Einfu¨hrung von Z
Z := K∗−1NK−1
lautet G′(p) so
G′(p) = I − ZBg(p)(− 1
α
)B∗.
Jetzt kann der Operator so symmetrisiert werden
X = αG′(p)Z∗.
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Damit ergibt sich das urspu¨ngliche, nicht geeignet vorkonditionierte Verfahren fu¨r die
nach p reduzierte Gleichung.
Verfahren fu¨r die nach p reduzierte Gleichung nicht vorkonditioniert:
X = αG′(p)Z∗ = αZ∗ + ZBg(p)B∗Z∗ (162)
αG′(p)Z∗Z∗−1dp = α(−p+ ph(u(p))) (163)
Xw = α(−p+ ph(u(p))) (164)
Die Aufdatierung ergibt sich mit dp = Z∗w zu p˜ = p+ dp.
Das nicht vorkonditionierte, also nur mit Z∗ transformierte Verfahren beno¨tigt im Allge-
meinen noch mehr CG-Iterationen, als das semismooth Newtonverfahren auf u angewen-
det. Deswegen wird ein geeigneter Vorkonditionierer eingesetzt.
Verfahren fu¨r die nach p reduzierte Gleichung vorkonditioniert:
Es wird der Vorkonditionierer K∗ angewendet. Damit entsteht ein symmetrisch vor-
konditioniertes PCG-Verfahren, siehe zum Beispiel [38]. Der Ergebnisvektor w¯ des CG-
Verfahrens muss danach mit K∗−1N∗ multipliziert werden, um ihn auf dp zuru¨ckzutrans-
formieren. Damit ergibt sich
(K∗XK)K−1w = K∗α(−p+ ph(u(p))) (165)
X¯ = αN∗ +NK−1Bg(p)B∗K∗−1N∗ (166)
X¯w¯ = K∗α(−p+ ph(u(p))). (167)
Die Aufdatierung ergibt sich mit dp = K∗−1N∗w¯ zu p˜ = p+ dp.
Dieses Verfahren beno¨tigt nur eine geringe Anzahl von CG-Iterationen fu¨r das Lo¨sen des
Newtonsystems, siehe dazu Kapitel 7. Insbesondere in Kombination mit dem Start mit
dem vom gro¨beren Gitter interpolierten adjungierten Zustand p ergibt sich eine erhebliche
Verringerung der Rechenzeit.
Die Berechnungen erfolgen sonst auf die gleiche Weise, wie sie in den Abschnitten 6.3
und 6.1 beschrieben werden.
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7 Numerische Beispiele
In diesem Kapitel werden numerische Beispiele, die mit den Algorithmen des vorherigen
Kapitels berechnet wurden, pra¨sentiert. Das Ziel ist zu untersuchen, ob die theoretischen
Konvergenzordnungen auch in den numerischen Experimenten beobachtet werden. Die
experimentelle Konvergenzordnung, welche in diesem Kapitel benutzt wird, ist definiert
durch
EOC =
logE(h1)− logE(h2)
log h1 − log h2 .
h1 und h2 sind zwei verschiedene Gittergro¨ßen und E(h1) und E(h2) sind die tatsa¨chlichen
oder gescha¨tzten Fehler auf diesen Gittern. Aus dieser Definition der EOC folgt, dass falls
E(h) = O(hγ) fu¨r h→ 0 gilt, dann gilt EOC ≈ γ.
Zuna¨chst werden zwei Beispiele aus der Literatur gerechnet. Es werden dabei die Resul-
tate mit variationeller Diskretisierung mit den vorhandenen Resultaten aus der Literatur
verglichen. Danach werden einige zusa¨tzliche Beispiele gezeigt, um die Algorithmen zu
testen und verschiedene Parameter α zu untersuchen. Im Abschnitt 7.3 gibt es dann noch
Beispiele mit Neumann-Randsteuerung im Vergleich zu Resultaten aus der Literatur.
Die Diskretisierung erfolgt in allen Beispielen mit stu¨ckweise linearen finiten Elementen
auf einem Dreiecksgitter und variationeller Diskretisierung, wie in Kapitel 6 beschrieben.
7.1 Beispiele aus der Literatur verglichen mit variationeller Dis-
kretisierung
7.1.1 Beispiel 1
Die Problemstellung erfolgt nach [28] Example 9.2 und [37] Example 3. Zu minimieren ist
das Funktional J(y, u),
min
y∈Y,u∈Uad
J(y, u), J(y, u) :=
1
2
‖y − z‖2L2(Ω) +
α
2
‖u‖2L2(Ω) (168)
mit den Ra¨umen und der semilinearen partiellen Differentialgleichung
Y = H10 (Ω), Uad =
{
u ∈ L2(Ω) : a ≤u(x)≤ b in Ω} , Ω = (0, 1)2 (169)
−∆y = f(y) + u in Ω, y = 0 auf ∂Ω. (170)
Es ist f = − exp(y) [28] oder f = exp(y) [37] Example 3, aber ohne Zustandsschranken,
z = sin(2pix1) sin(2pix2), α = 1e − 3, b = 5, a = −1000. Die Funktion f = exp(y) erfu¨llt
die Annahme 2 nicht, konnte aber trotzdem gerechnet werden.
Die Ergebnisse sind in den Tabellen 1 und 2 zu sehen. Die EOC betra¨gt in beiden Fa¨llen
2 fu¨r die L2- und L∞-Norm sowie fu¨r die aktive Menge. Fu¨r die H1-Norm ist sie 1. In den
Quellen sind leider keine Vergleichszahlen angegeben.
7.1.2 Beispiel 2
Nun wird ein Beispiel betrachtet, dass in [39] untersucht wurde. Die Problemstellung ist
wie folgt. Zu minimieren ist das Funktional J(y, u),
min
y∈Y,u∈Uad
J(y, u), J(y, u) :=
1
2
‖y − z‖2L2(Ω) +
α
2
‖u‖2L2(Ω) (171)
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h* EuL2 Eusup EuH1 Eas EOCuL2 EOCusup EOCuH1 EOCas
1-2 3.95e+0 1.09e+1 4.12e+1 2.02e-1 - - - -
2-3 2.28e-1 9.68e-1 6.73e+0 1.31e-2 4.12 3.50 2.61 3.95
3-4 6.15e-1 1.85e+0 1.95e+1 4.39e-2 -1.43 -0.94 -1.54 -1.75
4-5 1.52e-1 6.43e-1 9.53e+0 7.78e-3 2.02 1.53 1.04 2.50
5-6 3.76e-2 1.70e-1 4.83e+0 1.99e-3 2.02 1.91 0.98 1.97
6-7 9.35e-3 4.36e-2 2.42e+0 4.76e-4 2.01 1.97 1.00 2.06
7-8 2.34e-3 1.10e-2 1.21e+0 1.23e-4 2.00 1.99 0.99 1.96
h∗ = 1− log2 h, Gitternummer, Differenz auf zwei Gittern
Eu∗ sind die gescha¨tzten Fehler in der L2-, L∞- und H1-Norm,
Eas ist der Fehler der aktiven Menge,
EOCu∗ sind die EOCs der entsprechenden Normen
Tabelle 1: Beispiel 1: α = 1e− 3 Fehler der Kontrolle uh und experimentelle Konvergen-
zordnung in verschiedenen Normen
h* EuL2 Eusup EuH1 Eas EOCuL2 EOCusup EOCuH1 EOCas
1-2 4.27e+0 1.14e+1 4.31e+1 1.48e-1 - - - -
2-3 2.21e-1 8.34e-1 6.87e+0 1.42e-2 4.27 3.77 2.65 3.39
3-4 6.90e-1 2.01e+0 1.96e+1 4.50e-2 -1.64 -1.27 -1.51 -1.67
4-5 1.66e-1 6.81e-1 1.01e+1 8.78e-3 2.05 1.56 0.96 2.36
5-6 4.12e-2 1.81e-1 4.99e+0 2.11e-3 2.01 1.92 1.02 2.06
6-7 1.03e-2 4.62e-2 2.50e+0 5.14e-4 2.00 1.97 1.00 2.03
7-8 2.56e-3 1.17e-2 1.25e+0 1.29e-4 2.00 1.99 1.00 2.00
Bezeichnungen siehe Tabelle 1.
Tabelle 2: Beispiel 1: α = 1e− 3 Fehler der Kontrolle uh und experimentelle Konvergen-
zordnung in verschiedenen Normen
mit den Ra¨umen
Y = H10 (Ω), Uad =
{
u ∈ L2(Ω) : a ≤u(x)≤ b in Ω} , Ω = (0, 1)2. (172)
Die partielle Differentialgleichung ist die Poissongleichung mit homogenen Dirichlet-Rand-
bedingungen
−∆y = u in Ω, y = 0 auf ∂Ω. (173)
Der gewu¨nschte Zustand z ist definiert als
z = sin(pix1) sin(pix2)− yg + 4pi4α sin(pix1) sin(pix2) , (174)
wobei yg die Lo¨sung von
−∆yg = g in Ω
yg = 0 in ∂Ω
g(x1, x2) =

uf (x1, x2)− a falls uf (x1, x2) < a
0 falls uf (x1, x2) ∈ [a, b]
uf (x1, x2)− b falls uf (x1, x2) > b
sowie uf (x1, x2) = 2pi
2 sin(pix1) sin(pix2) und α = 1 ist.
Fu¨r dieses Problem erhalten [39] das folgende Resultat durch die Anwendung stu¨ckweise
konstanter Kontrollen mit Postprocessing. Sie erhalten lineare Konvergenz EOC = 1 mit
den stu¨ckweise konstanten Kontrollen vor dem Postprocessing und quadratische Konver-
genz EOC = 2 fu¨r die Kontrollen nach dem Postprocessing, jeweils in der L2-Norm.
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Nun folgen die Resultate fu¨r dieses Problem mit variationeller diskretisierter Kontrol-
le. Zur Vereinfachung wird die stetige Funktion yg durch die lineare Finite-Elemente-
Approximation auf dem aktuellen Gitter ersetzt. Außerdem wird a = 2, b = 15 von
figure 5.1 in [39] gescha¨tzt, weil die Werte nicht gegeben waren.
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Abbildung 1: Beispiel 2: α = 1, a = 2, b = 15, Optimale Kontrolle uh mit h =
1
4
links und
h = 1
8
rechts
Im Bild 1 sind die Kontrollen zu sehen, welche mit variationeller Diskretisierung fu¨r h = 1
4
und h = 1
8
erhalten werden. Die gute Approximation der aktiven Menge ist sichtbar.
h* EuL2 Eusup EuH1 Eas EOCuL2 EOCusup EOCuH1 EOCas
1-2 4.66e-1 9.07e-1 8.43e+0 3.07e-2 - - - -
2-3 1.47e+0 3.22e+0 1.94e+1 1.58e-1 -1.66 -1.83 -1.20 -2.37
3-4 3.22e-1 8.52e-1 9.07e+0 2.60e-2 2.19 1.92 1.10 2.61
4-5 8.32e-2 2.60e-1 4.86e+0 8.82e-3 1.95 1.72 0.90 1.56
5-6 2.13e-2 7.09e-2 2.35e+0 1.97e-3 1.96 1.87 1.05 2.16
6-7 5.36e-3 1.76e-2 1.20e+0 5.14e-4 1.99 2.01 0.98 1.94
Bezeichnungen siehe Tabelle 1.
Tabelle 3: Beispiel 2: Fehler der Kontrolle uh und experimentelle Konvergenzordnung in
verschiedenen Normen
In der ersten Spalte von links in Tabelle 3 sind die Gitternummern angegeben. 3− 4 zum
Beispiel bedeutet, dass die Kontrollen der Gitter fu¨r h = 2−2 und h = 2−3 subtrahiert
werden. Die na¨chsten Spalten enthalten die Normen dieser Differenzen, die L2-, L∞- und
H1-Norm und die symmetrische Differenz der aktiven Mengen. Die H1-Seminorm wurde
in den Tabellen weggelassen, da sie praktisch gleich zurH1-Norm ist und aus derH1-Norm
und der L2-Norm errechnet werden kann.
Die EOC ist 2 fu¨r die L2- und fast 2 auch fu¨r die L∞-Norm und die aktive Menge. Fu¨r
die H1-Seminorm und die H1-Norm ist die Konvergenzordnung 1.
Die Iterationsanzahlen sind in Tabelle 4 dargestellt. Fu¨r h∗ = 7 wurde eine gro¨ßere Anzahl
von Newtonschritten beno¨tigt, um die gewu¨nschte Genauigkeit zu erreichen. Im Prinzip
war diese schon nach 4 Schritten erreicht. Danach war die Konvergenz langsam, weil
das Newtonsystem nicht mehr exakt genug mit dem CG-Verfahren gelo¨st werden konn-
te. Abgesehen davon scheint die Anzahl der Newtonschritte unabha¨ngig von h zu sein.
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h* h # nn it in cgt cga
1 1.0000 5 1 4 4.0 8 2.0
2 0.5000 13 1 3 3.0 12 4.0
3 0.2500 41 1 4 4.0 40 10.0
4 0.1250 145 1 4 4.0 146 36.5
5 0.0625 545 1 4 4.0 212 53.0
6 0.0313 2113 1 4 4.0 713 178.2
7 0.0156 8321 1 6 6.0 2823 470.5
h∗ Gitternummer
h Gro¨ße des gro¨ßten Dreiecks
# Anzahl der Unbekannten in uh, einschließlich Rand
nn Anzahl der Homotopieschritte
it Gesamtzahl der Newtonschritte
in mittlere Anzahl der Newtonschritte pro Homotopieschritt
cgt Gesamtzahl der CG-Iterationen
cga mittlere Anzahl von CG-Iterationen pro Newtonschritt
Tabelle 4: Beispiel 2: Anzahlen der Iterationen, nichtvorkonditioniertes Verfahren
Die mittlere Anzahl der CG-Schritte erho¨ht sich mit sinkendem h wie in den anderen
Beispielen.
Dieses Resultat wird mit dem Resultat aus [39] verglichen. Die Konvergenzordnung in der
L2-Norm ist 2, die gleiche wie mit dem in [39] benutzen Postprocessing. Aber dies gilt bei
der variationellen Kontrolle bereits vor dem Postprocessing-Schritt. Zusa¨tzlich wird die
Konvergenzordnung in den L∞- und H1-Normen und fu¨r die aktive Menge angegeben.
7.2 Weitere Beispiele
Nach der Untersuchung einiger Beispiele aus der Literatur mittels variationeller Diskreti-
sierung, werden einige andere Beispiele betrachtet.
7.2.1 Beispiel 3
In diesem Beispiel wird ein semilineares Problem untersucht, bei dem die exakte Lo¨sung
bekannt ist. Damit la¨sst sich der Fehler exakt bestimmen und es kann herausgefunden
werden, ob die numerische Lo¨sung gegen die exakte Lo¨sung konvergiert. Dies ist beim
Vergleich gegen die Lo¨sungen auf einem feineren Gitter nicht der Fall.
Das Kostenfunktional ist quadratisch, aber die partielle Differentialgleichung ist semi-
linear. Das Gebiet ist das Einheitsquadrat. Die Zustandsgleichung ist eine semilineare
elliptische partielle Differentialgleichung mit homogenen Dirichlet-Randbedingungen und
verteilter Kontrolle.
min
y∈Y,u∈Uad
J(y, u), J(y, u) :=
1
2
‖y − z‖2L2(Ω) +
α
2
‖u‖2L2(Ω) (175)
Y = H10 (Ω), Uad =
{
u ∈ L2(Ω) : a ≤ u(x) ≤ b in Ω}
−∆y = −y3 + eΩ + u in Ω
y = 0 auf ∂Ω.
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Mit f(x, y) = −y3+ eΩ. Das Gebiet ist Ω = (0, 1)2, die Schranken fu¨r die Kontrolle u sind
a = 0 und b = 1. Die adjungierte Gleichung ist
−∆p = −3py2 + y − z in Ω
p = 0 auf ∂Ω.
Die Lo¨sung wird vorgegeben, damit die exakte Lo¨sungen bekannt ist und dann daraus eΩ
und z so errechnet, dass die Gleichungen erfu¨llt sind. Fu¨r diese Methode siehe beispiels-
weise [42]. Der optimale adjungierte Zustand soll
p∗ = −32(1− x1)x1(1− x2)x2
sein, wa¨hrend der optimale Zustand
y∗ = 32(1− x1)x1(1− x2)x2
sein soll. Damit ergibt sich die optimale Kontrolle u∗ zu
u∗ = P[a,b]
(
− 1
α
p∗
)
= P[a,b]
(
32
α
(1− x1)x1(1− x2)x2
)
.
Damit die Zustandsgleichung und die adjungierte Gleichung erfu¨llt sind, muss gelten
z = ∆p∗ − 3p∗y∗2 + y∗
= 64x2(1− x2) + 64x1(1− x1) + 98304x31(1− x1)3x32(1− x2)3 + 32x1(1− x1)x2(1− x2)
sowie eΩ ist dann
eΩ = −∆y∗ + y∗3 − u∗ = 64((1− x1)x1 + (1− x2)x2)
+(32(1− x1)x1(1− x2)x2)3 − P[a,b]
(
32
α
(1− x1)x1(1− x2)x2
)
Es wird α = 1 gewa¨hlt. Das Newtonverfahren fu¨r die nach p reduzierte Gleichung wird
zur Lo¨sung benutzt.
h* EuL2 Eusup EuH1 Eas EOCuL2 EOCusup EOCuH1 EOCas
1 1.60e-1 4.14e-1 2.40e+0 1.74e-1 - - - -
2 1.23e-1 3.41e-1 2.22e+0 1.16e-1 0.38 0.28 0.12 0.58
3 3.25e-2 9.42e-2 1.12e+0 2.56e-2 1.92 1.86 0.98 2.17
4 8.29e-3 2.74e-2 5.79e-1 6.40e-3 1.97 1.78 0.96 2.00
5 2.08e-3 7.33e-3 2.89e-1 1.57e-3 2.00 1.90 1.00 2.03
6 5.19e-4 1.89e-3 1.45e-1 3.98e-4 2.00 1.95 0.99 1.98
7 1.30e-4 4.81e-4 7.21e-2 9.76e-5 2.00 1.98 1.01 2.03
8 3.24e-5 1.21e-4 3.61e-2 2.46e-5 2.00 1.99 1.00 1.99
Bezeichnungen siehe Tabelle 1.
Tabelle 5: Beispiel 3: Fehler der Kontrolle uh und Konvergenzordnungen in verschiedenen
Normen bezu¨glich der exakten bekannten Lo¨sung
Wie in Tabelle 5 zu sehen ist, sind die Konvergenzraten fu¨r die Kontrolle 2 fu¨r die L2-
und L∞-Norm und 1 fu¨r die H1-Norm sowie 2 fu¨r die aktive Menge. Fu¨r den Zustand und
den adjungierten Zustand sind die Raten in den Tabellen 6 und 7 zu sehen. Bis auf den
Zustand yh, bei dem die Konvergenzrate in der L
∞-Norm etwas geringer als 2 ist, sind die
Konvergenzraten auch hier 1 fu¨r die H1-Semi- und die H1-Norm und 2 fu¨r die anderen
Normen.
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h* EyL2 Eysup EyH1 EOCyL2 EOCysup EOCyH1
1 2.08e-1 3.76e-1 2.14e+0 - - -
2 1.67e-1 3.02e-1 1.90e+0 0.32 0.32 0.18
3 4.42e-2 1.12e-1 1.02e+0 1.92 1.44 0.90
4 1.13e-2 3.66e-2 5.19e-1 1.97 1.61 0.97
5 2.83e-3 1.14e-2 2.61e-1 1.99 1.69 0.99
6 7.11e-4 3.41e-3 1.31e-1 2.00 1.74 1.00
7 1.78e-4 9.95e-4 6.54e-2 2.00 1.78 1.00
8 4.45e-5 2.84e-4 3.27e-2 2.00 1.81 1.00
Bezeichnungen siehe Tabelle 1.
Tabelle 6: Beispiel 3: Fehler des Zustandes yh und Konvergenzordnungen in verschiedenen
Normen bezu¨glich der exakten bekannten Lo¨sung
h* EpL2 Epsup EpH1 EOCpL2 EOCpsup EOCpH1
1 2.77e-1 4.44e-1 2.16e+0 - - -
2 2.15e-1 3.81e-1 1.98e+0 0.36 0.22 0.13
3 5.69e-2 1.17e-1 1.04e+0 1.92 1.70 0.93
4 1.44e-2 3.07e-2 5.22e-1 1.98 1.93 0.99
5 3.61e-3 7.76e-3 2.62e-1 2.00 1.98 1.00
6 9.02e-4 1.94e-3 1.31e-1 2.00 2.00 1.00
7 2.26e-4 4.86e-4 6.54e-2 2.00 2.00 1.00
8 5.64e-5 1.22e-4 3.27e-2 2.00 2.00 1.00
Bezeichnungen siehe Tabelle 1.
Tabelle 7: Beispiel 3: Fehler des adjungierten Zustands ph und Konvergenzordnungen in
verschiedenen Normen bezu¨glich der exakten bekannten Lo¨sung.
7.2.2 Beispiel 4
In diesem Beispiel wird ein semilineares Problem untersucht. Das Kostenfunktional ist
quadratisch, aber die partielle Differentialgleichung ist semilinear. Das Gebiet ist das
Einheitsquadrat. Es existiert effektiv keine untere Schranke. Dieses Problem wird fu¨r
verschiedene Werte von α untersucht. Es soll der Einfluss des Regularisierungsparameters
α auf semilineare, aber nicht lineare Probleme untersucht werden. Daher wird ein weiter
Bereich von α untersucht. Es werden variationelle Diskretisierung und Volldiskretisierung
miteinander verglichen.
Zuna¨chst wird die Aufgabenstellung angegeben. Die Zustandsgleichung ist eine semilineare
elliptische partielle Differentialgleichung mit homogenen Dirichlet-Randbedingungen und
verteilter Kontrolle.
min
y∈Y,u∈Uad
J(y, u), J(y, u) :=
1
2
‖y − z‖2L2(Ω) +
α
2
‖u‖2L2(Ω) (176)
Y = H10 (Ω), Uad =
{
u ∈ L2(Ω) : a ≤ u(x) ≤ b in Ω}
−∆y = −y3 + u in Ω
y = 0 auf ∂Ω.
Das Gebiet ist Ω = (0, 1)2. Die Schranken fu¨r die Kontrolle u sind a = −1017 und b = 3.
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Daher gibt es keine aktive Menge von der unteren Schranke. Der gewu¨nschte Zustand ist
z = c(1− x1)x1(1− x2)x2.
Verschiedene α > 0 und c ∈ R+ werden in den Berechnungen untersucht. Das Hauptau-
genmerk liegt auf dem Einfluss des Parameters α. Die Werte von c sind so gewa¨hlt, dass
die aktive Menge unterschiedliche Anteile am Gebiet Ω hat. Die Newtonverfahren sowohl
fu¨r die nach u als auch fu¨r die nach p reduzierte Gleichung werden zur Lo¨sung benutzt.
Beispiel 4.1
Zuerst werden in Beispiel 4.1 die Parameter α = 10−3 und c = 10 untersucht.
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Abbildung 2: Bilder fu¨r Beispiel 4 mit α = 10−3 und c = 10 links, c = 5 rechts, optimale
Kontrolle uh mit h =
1
4
, variationelle Diskretisierung
Abbildung 3: Bilder fu¨r Beispiel 4 mit α = 10−3 und c = 10 links, c = 5 rechts, optimale
Kontrolle uh mit h =
1
4
, Volldiskretisierung
Im Bild 2 sind die Kontrollen uh fu¨r Beispiel 4.1 (links) und Beispiel 4.2 (mit c = 5, rechts)
zu sehen. Die aktive Menge im Falle mit c = 10 hat Anteile auf jedem der Dreiecke fu¨r
h = 1
4
. Trotzdem und infolge der Na¨he zum Rand ist die Kontrolle wegen der variationellen
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Diskretisierung gut aufgelo¨st. Fu¨r den Fall c = 5 ist die inaktive Menge gro¨ßer. Zum
Vergleich sind in Bild 3 die Resultate der gleichen Aufgabe bei Volldiskretisierung zu
sehen. Die aktiven Mengen sind schlecht als Quadrate auf dem Gitter approximiert.
Nun folgen die Fehler der Kontrolle uh und Konvergenzordnungen in verschiedenen Nor-
men fu¨r Beispiel 4.1. Wie man in den Tabellen 8, 9 sehen kann, ist die EOC von uh 2
h* EuL2 Eusup EuH1 Eas EOCuL2 EOCusup EOCuH1 EOCas
1-2 6.05e-2 2.17e-1 6.21e+0 1.62e-2 - - - -
2-3 3.02e-1 1.33e+0 1.34e+1 6.70e-2 -2.32 -2.61 -1.11 -2.04
3-4 1.33e-1 8.88e-1 7.64e+0 1.31e-2 1.18 0.58 0.81 2.36
4-5 3.20e-2 2.20e-1 4.47e+0 1.08e-3 2.06 2.01 0.78 3.60
5-6 7.89e-3 5.43e-2 1.66e+0 4.48e-4 2.02 2.02 1.43 1.26
6-7 1.97e-3 1.36e-2 8.57e-1 1.66e-4 2.00 2.00 0.95 1.43
7-8 4.91e-4 3.39e-3 4.29e-1 4.31e-5 2.00 2.00 1.00 1.94
8-9 1.23e-4 8.47e-4 2.13e-1 1.03e-5 2.00 2.00 1.00 2.07
9-10 3.07e-5 2.12e-4 1.08e-1 2.67e-6 2.00 2.00 0.98 1.95
Bezeichnungen siehe Tabelle 1.
Tabelle 8: Beispiel 4.1: Fehler der Kontrolle uh und Konvergenzordnungen in verschiedenen
Normen fu¨r die Parameter α = 10−3 und c = 10
h* EuL2 Eusup EuH1 Eas EOCuL2 EOCusup EOCuH1 EOCas
1-10 3.27e-1 2.12e+0 1.34e+1 6.24e-2 - - - -
2-10 3.38e-1 2.24e+0 1.34e+1 6.04e-2 -0.05 -0.08 0.00 0.05
3-10 1.40e-1 9.24e-1 8.21e+0 1.39e-2 1.27 1.28 0.71 2.12
4-10 3.32e-2 2.28e-1 3.82e+0 2.93e-3 2.07 2.02 1.10 2.24
5-10 8.19e-3 5.70e-2 2.17e+0 6.67e-4 2.02 2.00 0.82 2.13
6-10 2.04e-3 1.43e-2 9.36e-1 1.69e-4 2.00 2.00 1.21 1.98
7-10 5.09e-4 3.55e-3 4.70e-1 4.54e-5 2.00 2.00 0.99 1.90
8-10 1.27e-4 8.77e-4 2.31e-1 1.11e-5 2.00 2.02 1.02 2.03
9-10 3.07e-5 2.12e-4 1.08e-1 2.67e-6 2.05 2.05 1.10 2.06
1-10 1.75e+0 2.73e+0 2.07e+1 7.54e-1 - - - -
2-10 1.14e+0 2.46e+0 1.95e+1 5.04e-1 0.62 0.15 0.09 0.58
3-10 5.72e-1 1.92e+0 1.67e+1 1.91e-1 0.99 0.36 0.22 1.40
4-10 1.54e-1 8.65e-1 9.73e+0 8.18e-2 1.90 1.15 0.78 1.23
5-10 6.73e-2 5.16e-1 7.78e+0 5.05e-2 1.19 0.75 0.32 0.69
6-10 1.68e-2 2.25e-1 4.27e+0 2.42e-2 2.00 1.20 0.87 1.06
7-10 7.16e-3 1.14e-1 3.27e+0 1.24e-2 1.23 0.98 0.39 0.96
8-10 2.56e-3 6.38e-2 2.26e+0 5.71e-3 1.48 0.84 0.53 1.12
9-10 6.76e-4 3.16e-2 1.18e+0 1.75e-3 1.92 1.01 0.94 1.70
Bezeichnungen siehe Tabelle 1.
Tabelle 9: Beispiel 4.1: Fehler der Kontrolle uh und Konvergenzordnungen in verschie-
denen Normen fu¨r die Parameter α = 10−3 und c = 10, variationelle Kontrolle oben,
Volldiskretisierung unten
fu¨r die L2- und L∞-Norm. Die EOC oszilliert um 1 fu¨r die H1-Semi- und H1-Norm. Die
Werte fu¨r die EOC fu¨r die aktive Menge oszillieren um 2. Die Konvergenzraten fu¨r die
Volldiskretisierung sind deutlich schlechter. In diesem Beispiel ist die aktive Menge sehr
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groß, wie im Bild 2 zu sehen ist. Zum Vergleich wird der Parameter c auf 5 in der na¨chsten
Berechnung reduziert.
Beispiel 4.2
Nun werden in Beispiel 4.2 die Parameter α = 10−3 und c = 5 untersucht. Es folgen
die Fehler der Kontrolle uh und die Konvergenzordnungen in verschiedenen Normen fu¨r
Beispiel 4.2. Wie man in den Tabellen 10, 11 sehen kann, ist die experimentelle Konver-
h* EuL2 Eusup EuH1 Eas EOCuL2 EOCusup EOCuH1 EOCas
1-2 4.77e-2 1.11e-1 2.11e+0 1.78e-2 - - - -
2-3 2.70e-1 9.66e-1 5.28e+0 5.18e-2 -2.50 -3.13 -1.33 -1.54
3-4 6.02e-2 2.63e-1 2.42e+0 9.29e-3 2.16 1.88 1.13 2.48
4-5 1.47e-2 6.44e-2 1.23e+0 2.79e-3 2.04 2.03 0.98 1.74
5-6 3.66e-3 1.58e-2 6.09e-1 7.01e-4 2.00 2.02 1.01 1.99
6-7 9.15e-4 3.95e-3 3.08e-1 1.84e-4 2.00 2.00 0.98 1.93
7-8 2.29e-4 9.87e-4 1.53e-1 4.55e-5 2.00 2.00 1.01 2.02
8-9 5.72e-5 2.47e-4 7.67e-2 1.14e-5 2.00 2.00 1.00 2.00
Bezeichnungen siehe Tabelle 1.
Tabelle 10: Beispiel 4.2: Fehler der Kontrolle uh und Konvergenzordnungen in verschie-
denen Normen fu¨r die Parameter α = 10−3 und c = 5
h* EuL2 Eusup EuH1 Eas EOCuL2 EOCusup EOCuH1 EOCas
1-10 2.76e-1 1.04e+0 5.55e+0 5.22e-2 - - - -
2-10 2.92e-1 1.13e+0 5.65e+0 5.28e-2 -0.08 -0.12 -0.02 -0.02
3-10 6.72e-2 2.82e-1 2.75e+0 1.12e-2 2.12 2.00 1.04 2.23
4-10 1.65e-2 7.26e-2 1.41e+0 3.51e-3 2.02 1.96 0.96 1.68
5-10 4.14e-3 1.83e-2 7.42e-1 9.16e-4 2.00 1.98 0.93 1.94
6-10 1.03e-3 4.59e-3 3.52e-1 2.35e-4 2.00 2.00 1.08 1.96
7-10 2.57e-4 1.13e-3 1.75e-1 5.78e-5 2.01 2.02 1.01 2.02
8-10 6.30e-5 2.70e-4 8.52e-2 1.38e-5 2.03 2.07 1.04 2.07
9-10 1.43e-5 6.17e-5 3.83e-2 2.83e-6 2.14 2.13 1.15 2.28
1-10 1.08e+0 1.99e+0 8.02e+0 3.65e-1 - - - -
2-10 3.52e-1 9.76e-1 6.06e+0 1.15e-1 1.62 1.03 0.41 1.66
3-10 1.24e-1 5.10e-1 3.92e+0 1.15e-1 1.50 0.94 0.63 -0.00
4-10 3.85e-2 2.10e-1 2.28e+0 6.85e-2 1.69 1.28 0.78 0.75
5-10 1.60e-2 1.36e-1 1.69e+0 4.50e-2 1.27 0.63 0.43 0.60
6-10 4.75e-3 6.81e-2 1.03e+0 2.06e-2 1.75 0.99 0.71 1.13
7-10 1.77e-3 3.31e-2 7.56e-1 1.03e-2 1.42 1.04 0.45 0.99
8-10 6.00e-4 1.68e-2 4.94e-1 4.61e-3 1.56 0.98 0.61 1.17
9-10 1.84e-4 8.72e-3 2.93e-1 1.42e-3 1.70 0.95 0.76 1.70
Bezeichnungen siehe Tabelle 1.
Tabelle 11: Beispiel 4.2: Fehler der Kontrolle uh und Konvergenzordnungen in verschie-
denen Normen fu¨r die Parameter α = 10−3 und c = 5, variationelle Kontrolle oben,
Volldiskretisierung unten
genzordnung 2 fu¨r die L2- und L∞-Norm und ebenso fu¨r die aktive Menge. Die Konver-
genzraten fu¨r die Volldiskretisierung sind deutlich schlechter.
69
h* h # nn it in cgt cga it in cgt cga
1 1.0000 5 1 5 5.0 10 2.0 5 5.0 4 0.8
2 0.5000 13 1 5 5.0 15 3.0 3 3.0 5 1.7
3 0.2500 41 1 6 6.0 52 8.7 4 4.0 17 4.2
4 0.1250 145 1 6 6.0 128 21.3 3 3.0 24 8.0
5 0.0625 545 1 6 6.0 287 47.8 3 3.0 21 7.0
6 0.0313 2113 1 6 6.0 623 103.8 3 3.0 17 5.7
7 0.0156 8321 1 6 6.0 1831 305.2 2 2.0 14 7.0
8 0.0078 33025 1 6 6.0 3656 609.3 2 2.0 12 6.0
9 0.0039 131585 1 6 6.0 5110 851.7 2 2.0 11 5.5
Bezeichnungen siehe Tabelle 4.
Tabelle 12: Beispiel 4.2: Iterationsanzahlen, α = 10−3 und c = 5, semismooth Newtonver-
fahren mit Homotopie links, rechts Newtonverfahren fu¨r die nach p reduzierte Gleichung,
vorkonditioniert, Start mit der Lo¨sung vom gro¨beren Gitter
Die Iterationsanzahlen des CG-Verfahrens sind fu¨r das Beispiel 4.2 exemplarisch in Ta-
belle 12 dargestellt. Dabei werden das nichtvorkonditionierte Verfahren fu¨r die nach u
reduzierte Gleichung und das vorkonditionierte Verfahren fu¨r die nach p reduzierte Glei-
chung verglichen. Das nichtvorkonditionierte Verfahren fu¨r die nach p reduzierte Glei-
chung beno¨tigt noch mehr CG-Iterationen als das nichtvorkonditionierten Verfahren fu¨r
die nach u reduzierte Gleichung. Daher wurde es nicht weiter verfolgt. Homotopieschritte
sind bei α = 10−3 noch nicht no¨tig, dagegen halbiert der Start mit dem Resultat auf dem
na¨chstgro¨beren Gitter die Anzahl der Newtonschritte. Die Rechenzeiten liegen fu¨r h∗ = 8
oder 9 je nach Rechner auf einem Kern bei ein paar Minuten fu¨r das vorkonditionierte
Verfahren fu¨r die nach p reduzierte Gleichung und bei ein paar Stunden fu¨r das nicht-
vorkonditionierte Verfahren. In Beispielen mit kleinerem α, wo noch Homotopie-Schritte
no¨tig werden, kann das nichtvorkonditionierte Verfahren mehrere Tage beno¨tigen, weswe-
gen das vorkonditonierte Verfahren vorzuziehen ist. Auch hat das Newtonverfahren fu¨r
die nach p reduzierte Gleichung den Vorteil, in jedem Schritt eine zula¨ssige und stetige
Kontrolle zu produzieren, siehe Abschnitt 6.4. Daher wurde es als Standardverfahren ge-
nommen. Die Anzahl der Newtonschritte scheint in beiden Fa¨llen unabha¨ngig von h zu
sein, im letzteren Fall noch eher abzunehmen.
h* EuL2 Eusup EuH1 Eas EOCuL2 EOCusup EOCuH1 EOCas
1-2 8.66e-1 1.50e+0 6.06e+0 2.50e-1 - - - -
2-3 2.74e-1 7.13e-1 4.51e+0 0.00e+0 1.66 1.07 0.43 ∞
3-4 9.78e-2 3.93e-1 3.01e+0 4.69e-2 1.48 0.86 0.58 −∞
4-5 2.74e-2 1.40e-1 1.52e+0 3.91e-2 1.83 1.49 0.98 0.26
5-6 1.29e-2 1.21e-1 1.33e+0 2.44e-2 1.09 0.21 0.20 0.68
6-7 3.63e-3 6.81e-2 7.12e-1 1.03e-2 1.83 0.83 0.90 1.25
7-8 1.40e-3 3.31e-2 5.68e-1 5.74e-3 1.37 1.04 0.32 0.84
Bezeichnungen siehe Tabelle 1.
Tabelle 13: Beispiel 4.2: Volldiskretisierung, Fehler der Kontrolle uh und Konvergenzord-
nungen in verschiedenen Normen fu¨r die Parameter α = 10−3 und c = 5
In Tabelle 13 sind die Fehler fu¨r die Volldiskretisierung zu sehen. Offenbar ist die Kon-
vergenz schlechter als bei variationeller Diskretisierung, siehe Tabelle 10.
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Abbildung 4: Beispiel 4.2, Konvergenz der L2-, L∞- und H1-Norm von uh sowie die aktive
Menge fu¨r die Volldiskretisierung und die variationelle Kontrolle
In Bild 4 sind die Fehler fu¨r die verschiedenen Normen verglichen worden. Die variatio-
nelle Kontrolle ist offensichtlich besser, als die Volldiskretisierung. Am gro¨ßten ist die
Verbesserung bei der aktiven Menge im Bild rechts unten. Die Fehlerkurven bei der Voll-
diskretisierung verlaufen nicht glatt, sondern je nach Na¨he des Randes der (nichtdiskreten)
aktiven Menge zu dem Gitter verschieden. Das Verhalten bei den anderen Beispielen ist
prinzipiell a¨hnlich, deshalb wird dies nur hier exemplarisch dargestellt.
Beispiel 4.3
In Beispiel 4.3 werden die Parameter α = 10−4 und c = 4 untersucht. Es folgen die Fehler
der Kontrolle uh und die Konvergenzordnungen in verschiedenen Normen. Wie man in
den Tabellen 14, 15 sehen kann, ist die experimentelle Konvergenzordnung 2 fu¨r die L2-
Norm und na¨hert sich auch 2 fu¨r die L∞-Norm. Die EOC ist 1 fu¨r die H1-Semi- und
H1-Norm. Fu¨r die aktive Menge ist die EOC ebenfalls 2. Die Konvergenzraten fu¨r die
Volldiskretisierung sind deutlich schlechter.
Beim Newtonverfahren fu¨r die nach u reduzierte Gleichung wurden in diesem Beispiel drei
Homotopieschritte in α durchgefu¨hrt. Beim Start mit der Lo¨sung vom gro¨beren Gitter
eru¨brigt sich dies.
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h* EuL2 Eusup EuH1 Eas EOCuL2 EOCusup EOCuH1 EOCas
1-2 4.58e-2 1.83e-1 6.48e+0 1.11e-2 - - - -
2-3 5.02e-1 1.98e+0 1.65e+1 1.09e-1 -3.46 -3.43 -1.35 -3.29
3-4 1.76e-1 7.86e-1 9.30e+0 4.08e-2 1.52 1.33 0.83 1.42
4-5 4.98e-2 2.56e-1 4.22e+0 1.25e-2 1.82 1.62 1.14 1.70
5-6 1.26e-2 6.41e-2 2.08e+0 3.13e-3 1.98 2.00 1.02 2.00
6-7 3.18e-3 1.68e-2 1.05e+0 8.14e-4 1.99 1.93 0.99 1.94
7-8 7.97e-4 4.29e-3 5.16e-1 1.98e-4 2.00 1.97 1.03 2.04
8-9 1.99e-4 1.06e-3 2.59e-1 5.02e-5 2.00 2.01 0.99 1.98
Bezeichnungen siehe Tabelle 1.
Tabelle 14: Beispiel 4.3: Fehler der Kontrolle uh und Konvergenzordnungen in verschie-
denen Normen fu¨r die Parameter α = 10−4 und c = 4
h* EuL2 Eusup EuH1 Eas EOCuL2 EOCusup EOCuH1 EOCas
1-10 6.75e-1 2.72e+0 2.01e+1 1.78e-1 - - - -
2-10 6.47e-1 2.68e+0 1.89e+1 1.67e-1 0.06 0.02 0.09 0.09
3-10 2.22e-1 9.50e-1 1.01e+1 5.75e-2 1.54 1.50 0.91 1.53
4-10 6.34e-2 3.22e-1 4.85e+0 1.67e-2 1.81 1.56 1.06 1.78
5-10 1.61e-2 7.83e-2 2.40e+0 4.21e-3 1.98 2.04 1.02 1.99
6-10 4.06e-3 2.05e-2 1.32e+0 1.07e-3 1.99 1.94 0.86 1.97
7-10 1.01e-3 5.17e-3 5.96e-1 2.60e-4 2.01 1.98 1.15 2.05
8-10 2.41e-4 1.24e-3 2.89e-1 6.27e-5 2.06 2.06 1.04 2.05
9-10 4.98e-5 2.70e-4 1.29e-1 1.24e-5 2.28 2.20 1.16 2.33
1-10 1.56e+0 2.57e+0 1.52e+1 6.40e-1 - - - -
2-10 9.05e-1 2.14e+0 1.37e+1 3.90e-1 0.78 0.26 0.15 0.71
3-10 4.11e-1 1.30e+0 1.01e+1 2.03e-1 1.14 0.72 0.45 0.95
4-10 1.32e-1 6.24e-1 6.38e+0 1.09e-1 1.64 1.06 0.66 0.90
5-10 5.22e-2 3.50e-1 4.73e+0 6.58e-2 1.34 0.84 0.43 0.72
6-10 1.55e-2 1.60e-1 3.18e+0 2.58e-2 1.75 1.13 0.57 1.35
7-10 4.64e-3 7.60e-2 1.97e+0 1.26e-2 1.74 1.08 0.69 1.03
8-10 1.59e-3 4.21e-2 1.33e+0 5.58e-3 1.54 0.85 0.56 1.17
9-10 4.67e-4 2.09e-2 7.76e-1 1.72e-3 1.77 1.01 0.78 1.70
Bezeichnungen siehe Tabelle 1.
Tabelle 15: Beispiel 4.3: Fehler der Kontrolle uh und Konvergenzordnungen in verschie-
denen Normen fu¨r die Parameter α = 10−4 und c = 4, variationelle Kontrolle oben,
Volldiskretisierung unten
Beispiel 4.4
In Beispiel 4.4 werden die Parameter α = 10−5 und c = 4 untersucht. Es folgen die Fehler
der Kontrolle uh und Konvergenzordnungen in verschiedenen Normen. Wie man in den
Tabellen 16, 17 sehen kann, ist die experimentelle Konvergenzordnung 2 fu¨r die L2-Norm
und fast 2 fu¨r die L∞-Norm. Die EOC ist etwa 1 fu¨r die H1-Semi- und H1-Norm. Fu¨r die
aktive Menge steigt die EOC auf 2 an, wenn das Gitter feiner wird. Die Konvergenzraten
fu¨r die Volldiskretisierung sind deutlich schlechter. Beim Newtonverfahren fu¨r die nach u
reduzierte Gleichung wurden in diesem Beispiel fu¨nf Homotopieschritte in α durchgefu¨hrt.
Beim Start mit der Lo¨sung vom gro¨beren Gitter eru¨brigt sich dies.
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h* EuL2 Eusup EuH1 Eas EOCuL2 EOCusup EOCuH1 EOCas
1-2 1.85e-2 2.21e-1 2.32e+1 1.54e-3 - - - -
2-3 2.61e-1 2.23e+0 5.90e+1 3.22e-2 -3.82 -3.33 -1.34 -4.39
3-4 3.01e-1 2.26e+0 3.36e+1 3.22e-2 -0.21 -0.02 0.81 -0.00
4-5 1.03e-1 1.07e+0 1.80e+1 1.27e-2 1.55 1.08 0.90 1.34
5-6 3.44e-2 3.47e-1 1.02e+1 4.05e-3 1.58 1.63 0.82 1.66
6-7 8.61e-3 8.87e-2 4.43e+0 9.25e-4 2.00 1.97 1.21 2.13
7-8 2.18e-3 2.33e-2 2.28e+0 2.49e-4 1.98 1.93 0.96 1.89
8-9 5.47e-4 5.87e-3 1.11e+0 6.16e-5 1.99 1.99 1.04 2.02
Bezeichnungen siehe Tabelle 1.
Tabelle 16: Beispiel 4.4: Fehler der Kontrolle uh und Konvergenzordnungen in verschie-
denen Normen fu¨r die Parameter α = 10−5 und c = 4
h* EuL2 Eusup EuH1 Eas EOCuL2 EOCusup EOCuH1 EOCas
1-10 5.30e-1 2.99e+0 7.42e+1 8.38e-2 - - - -
2-10 5.24e-1 2.99e+0 7.04e+1 8.23e-2 0.02 0.00 0.08 0.03
3-10 3.74e-1 2.83e+0 3.89e+1 5.01e-2 0.48 0.08 0.86 0.72
4-10 1.31e-1 1.36e+0 2.09e+1 1.79e-2 1.51 1.06 0.89 1.49
5-10 4.22e-2 4.01e-1 1.05e+1 5.26e-3 1.64 1.76 1.00 1.77
6-10 1.06e-2 1.01e-1 5.35e+0 1.25e-3 1.99 1.99 0.97 2.07
7-10 2.67e-3 2.65e-2 2.61e+0 3.26e-4 1.99 1.93 1.04 1.94
8-10 6.45e-4 6.50e-3 1.25e+0 7.79e-5 2.05 2.03 1.06 2.07
9-10 1.37e-4 1.47e-3 5.60e-1 1.49e-5 2.24 2.14 1.16 2.39
1-10 1.96e+0 2.94e+0 4.20e+1 8.95e-1 - - - -
2-10 1.42e+0 2.87e+0 4.13e+1 6.45e-1 0.47 0.03 0.02 0.47
3-10 1.31e+0 2.95e+0 4.14e+1 4.57e-1 0.12 -0.04 -0.00 0.50
4-10 7.97e-1 2.51e+0 3.82e+1 2.54e-1 0.71 0.23 0.12 0.85
5-10 2.75e-1 1.97e+0 3.08e+1 6.30e-2 1.53 0.35 0.31 2.01
6-10 7.95e-2 9.49e-1 1.89e+1 2.49e-2 1.79 1.05 0.70 1.34
7-10 3.21e-2 5.16e-1 1.42e+1 1.46e-2 1.31 0.88 0.41 0.77
8-10 8.95e-3 2.20e-1 8.21e+0 5.28e-3 1.84 1.23 0.79 1.47
9-10 3.00e-3 1.38e-1 5.30e+0 1.89e-3 1.58 0.67 0.63 1.48
Bezeichnungen siehe Tabelle 1.
Tabelle 17: Beispiel 4.4: Fehler der Kontrolle uh und Konvergenzordnungen in verschie-
denen Normen fu¨r die Parameter α = 10−5 und c = 4, variationelle Kontrolle oben,
Volldiskretisierung unten
Beispiel 4.5
Jetzt werden fu¨r Beispiel 4 die Parameter α = 10−6 und c = 3.5 untersucht. In Bild 5 ist
die Kontrolle uh auf zwei verschiedenen Gittergro¨ßen dargestellt. Nun folgen die Fehler
der Kontrolle uh und Konvergenzordnungen in verschiedenen Normen fu¨r Beispiel 4.5.
Wie man in den Tabellen 18, 19 sehen kann, ist die experimentelle Konvergenzordnung
2 fu¨r die L2-Norm und zwischen 1.5 und 2 fu¨r die L∞-Norm. Die EOC ist 1 fu¨r die H1-
Semi- und H1-Norm. Fu¨r die aktive Menge ist die EOC etwa 2. Fu¨r diesen geringen Wert
von α ist die Regularisierung nicht mehr ganz ausreichend. Die Konvergenzraten fu¨r die
Volldiskretisierung sind deutlich schlechter.
Bei diesem Beispiel wurden zehn Homotopieschritte durchgefu¨hrt. Die Anzahl der New-
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Abbildung 5: Beispiel 4.5: α = 10−6 und c = 3.5, optimale Kontrolle uh mit h = 14 links
und h = 1
8
rechts
h* EuL2 Eusup EuH1 Eas EOCuL2 EOCusup EOCuH1 EOCas
1-2 3.82e-2 8.55e-1 9.76e+1 1.71e-3 - - - -
2-3 1.16e+0 3.06e+0 1.53e+2 2.09e-1 -4.93 -1.84 -0.65 -6.93
3-4 7.07e-1 2.44e+0 3.37e+1 1.68e-1 0.72 0.33 2.18 0.31
4-5 1.56e-1 1.01e+0 1.42e+1 3.30e-2 2.18 1.27 1.25 2.35
5-6 4.63e-2 4.09e-1 7.50e+0 1.16e-2 1.75 1.31 0.92 1.51
6-7 1.19e-2 1.15e-1 3.45e+0 2.09e-3 1.96 1.84 1.12 2.47
7-8 2.99e-3 3.19e-2 1.79e+0 6.00e-4 1.99 1.85 0.95 1.80
Bezeichnungen siehe Tabelle 1.
Tabelle 18: Beispiel 4.5: Fehler der Kontrolle uh und Konvergenzordnungen in verschie-
denen Normen fu¨r die Parameter α = 10−6 und c = 3.5
tonschritte steigt leicht an. Fu¨r h = 1/128 gibt es Probleme, die gewu¨nschte Genauig-
keit in der CG-Iteration zu erreichen. Dies fu¨hrt zu einer Vergro¨ßerung der Anzahl der
CG-Schritte und der Rechenzeit. Eine Erho¨hung des erlaubten Fehlers in der Abbruchbe-
dingung des CG-Verfahrens wu¨rde zu einer erho¨hten Anzahl von Newtonschritten fu¨hren.
Beim vorkonditionierten Verfahren mit Start vom gro¨beren Gitter gibt es dieses Problem
nicht.
Es ist mo¨glich, das Problem mit bedeutend kleineren α als 10−2 zu lo¨sen, welches oft
die Grenze fu¨r die Fixpunktiteration darstellt, wenn das semismooth Newtonverfahren
genutzt wird. Dies gilt bis zu einem Wert von etwa 10−6. Fu¨r zu kleine α wie << 10−6
wird das Problem schlecht konditioniert und die Lo¨sung oszilliert auf hohen Frequenzen.
Daher werden die erwarteten Konvergenzraten in diesem Fall nicht erreicht. Außerdem
funktioniert der Start mit dem Wert vom gro¨beren Gitter nicht mehr und es muss zur
Homotopie in α gegriffen werden.
Die Zusammenfassung des Beispiels 4 erfolgt in Tabelle 20. Fu¨r die EOC wurde jeweils der
Mittelwert der letzten Zeilen aus den entsprechenden Tabellen genommen. Die variatio-
nelle Diskretisierung fu¨hrt zu besseren Konvergenzordnungen als die Volldiskretisierung,
vor allem fu¨r die L∞-Norm und die aktive Menge.
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h* EuL2 Eusup EuH1 Eas EOCuL2 EOCusup EOCuH1 EOCas
1-10 1.23e+0 3.00e+0 1.82e+2 4.27e-1 - - - -
2-10 1.22e+0 3.00e+0 1.53e+2 4.25e-1 0.00 0.00 0.25 0.01
3-10 7.86e-1 2.31e+0 3.25e+1 2.16e-1 0.64 0.38 2.24 0.98
4-10 1.94e-1 1.20e+0 1.63e+1 4.75e-2 2.02 0.94 0.99 2.18
5-10 5.90e-2 4.83e-1 8.70e+0 1.45e-2 1.72 1.32 0.91 1.71
6-10 1.51e-2 1.24e-1 3.97e+0 2.89e-3 1.97 1.96 1.13 2.33
7-10 3.75e-3 3.37e-2 2.06e+0 7.96e-4 2.00 1.88 0.95 1.86
8-10 8.99e-4 8.64e-3 1.02e+0 1.96e-4 2.06 1.96 1.02 2.02
9-10 1.86e-4 2.09e-3 4.42e-1 3.65e-5 2.28 2.04 1.20 2.42
1-10 1.40e+0 2.56e+0 1.49e+1 5.67e-1 - - - -
2-10 7.32e-1 2.12e+0 1.36e+1 3.17e-1 0.93 0.27 0.13 0.84
3-10 4.53e-1 1.28e+0 1.23e+1 1.30e-1 0.69 0.73 0.15 1.29
4-10 4.04e-1 2.08e+0 1.32e+1 1.30e-1 0.16 -0.70 -0.11 -0.00
5-10 1.79e-1 8.80e-1 9.42e+0 7.90e-2 1.17 1.24 0.49 0.72
6-10 6.96e-2 4.20e-1 5.78e+0 4.38e-2 1.36 1.07 0.71 0.85
7-10 1.15e-2 1.57e-1 3.63e+0 1.16e-2 2.60 1.42 0.67 1.92
8-10 3.59e-3 8.57e-2 2.39e+0 4.58e-3 1.68 0.87 0.60 1.34
9-10 9.32e-4 3.96e-2 1.33e+0 1.50e-3 1.95 1.11 0.85 1.61
Bezeichnungen siehe Tabelle 1.
Tabelle 19: Beispiel 4.5: Fehler der Kontrolle uh und Konvergenzordnungen in verschie-
denen Normen fu¨r die Parameter α = 10−6 und c = 3.5, variationelle Kontrolle oben,
Volldiskretisierung unten
Nr. α c uL2 usup uH1 as uL2 usup uH1 as
4.1 1e-3 10 2.0 2.0 1.0 2.0 1.5 0.9 0.5 1.0
4.2 1e-3 5 2.0 2.0 1.0 2.0 1.5 0.9 0.6 1.0
4.3 1e-4 4 2.0 2.0 1.0 2.0 1.6 1.0 0.6 1.1
4.4 1e-5 4 2.0 2.0 1.0 2.0 1.6 1.1 0.6 1.2
4.5 1e-6 3.5 1.9 1.8 1.0 2.0 1.9 1.1 0.7 1.4
Tabelle 20: Untersuchte Parameter in Beispiel 4, links EOC variationelle Kontrolle, rechts
EOC Volldiskretisierung
7.2.3 Beispiel 5
Dies ist ein lineares Beispiel auf dem Einheitskreis. Es werden sowohl die Fixpunktiterati-
on als auch das semismooth Newtonverfahren benutzt, um dieses Beispiel fu¨r verschiedene
α zu lo¨sen.
Aufgabenstellung
Die Zustandsgleichung ist eine lineare elliptische partielle Differentialgleichung mit homo-
genen Dirichlet-Randbedingungen und verteilter Kontrolle.
min
y∈Y,u∈Uad
J(y, u), J(y, u) :=
1
2
‖y − z‖2L2(Ω) +
α
2
‖u‖2L2(Ω) (177)
Die Ra¨ume fu¨r Beispiel 5 sind
Y = H10 (Ω), Uad =
{
u ∈ L2(Ω) : a ≤ u(x) ≤ b in Ω} .
75
−1
−0.5
0
0.5
1
−1
−0.5
0
0.5
1
−0.2
−0.1
0
0.1
0.2
−1
−0.5
0
0.5
1
−1
−0.5
0
0.5
1
−0.2
−0.1
0
0.1
0.2
Abbildung 6: Beispiel 5.1: α = 10−1, a = −0.2, b = 0.2, optimale Kontrolle uh mit h = 14
links und h = 1
8
rechts
und die Zustandsgleichung ist
−∆y = u in Ω
y = 0 auf ∂Ω.
mit Ω = B(0, 1) dem Einheitskreis und dem gewu¨nschten Zustand
z = (1− x21 − x22)x1.
Es werden verschiedene α > 0, a, b untersucht. Die Diskretisierung erfolgt mit linearen fini-
ten Elementen auf einem Dreiecksgitter und variationeller Diskretisierung, wie in Kapitel 6
beschrieben. Der Rand wird als Polygon approximiert, obwohl in den Analysis-Kapiteln
angenommen wurde, dass der Rand exakt behandelt wird. Die numerischen Ergebnisse
zeigen keine negativen Auswirkungen fu¨r dieses Beispiel und die Konvergenzordnungen
sind wie erwartet, wie unten zu sehen ist. Das semismooth Newtonverfahren fu¨r die nach
u reduzierte Gleichung wird bei diesem Beispiel eingesetzt. Ebenfalls getestet wurde die
Fixpunktiteration, die aber nur fu¨r die Beispiele 5.1 und 5.2, also fu¨r α ≥ 10−2 konver-
giert. Sie konvergiert in diesen Fa¨llen gegen die gleiche Lo¨sung. Es werden verschiedene
Werte fu¨r α untersucht. Bei kleiner werdendem α wird die aktive Menge immer gro¨ßer,
da die Werte a, b nicht vera¨ndert werden.
Beispiel 5.1
Im Bild 6 ist die optimale Kontrolle uh fu¨r Beispiel 5.1, Parameter α = 10
−1, a = −0.2,
b = 0.2, zu sehen. Die aktive Menge ist auf dem groben Gitter gut aufgelo¨st. Wie man im
Bild 7 sehen kann, ist die Auflo¨sung des Randes der aktiven Menge fu¨r die variationelle
Diskretisierung gut. Im Falle der vollen Diskretisierung ist der Rand der aktiven Menge
nicht gut repra¨sentiert. Die volldiskrete aktive Menge fu¨r die obere oder untere Schranke
ist weder konvex, noch ist Konvexita¨t fu¨r kleine h zu erwarten, obwohl die aktiven Mengen
des Ausgangsproblems konvex sind. Auch wird die La¨nge des Randes der volldiskrete ak-
tiven Menge nicht gegen die La¨nge des Randes der aktiven Menge des Ausgangsproblems
konvergieren. Beide Nachteile hat die variationell diskrete aktive Menge nicht. Auch wenn
nicht auf allen groben Gittern die diskreten aktiven Mengen konvex sind.
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Abbildung 7: Beispiel 5: Vergleich der aktiven Mengen mit denen der Volldiskretisierung,
Beispiel 5.2 α = 0.01, h = 1/4 (links) und Beispiel 5.1 α = 0.1, h = 1/8 (rechts): volle
Diskretisierung, innere gezackte Kurven; variationelle Diskretisierung, mittlere Kurven;
Exakte Lo¨sung, a¨ußere Kurven
h* EuL2 Eusup EuH1 Eas EOCuL2 EOCusup EOCuH1 EOCas
1-2 1.77e-1 2.00e-1 7.77e-1 1.73e-1 - - - -
2-3 4.64e-2 7.69e-2 4.22e-1 2.13e-1 1.93 1.38 0.88 -0.30
3-4 9.25e-3 2.29e-2 2.40e-1 9.61e-2 2.33 1.75 0.82 1.15
4-5 2.39e-3 5.80e-3 9.95e-2 2.19e-2 1.95 1.98 1.27 2.14
5-6 6.06e-4 1.47e-3 5.06e-2 5.49e-3 1.98 1.98 0.97 1.99
6-7 1.53e-4 3.68e-4 2.59e-2 1.40e-3 1.99 2.00 0.97 1.97
7-8 3.82e-5 9.36e-5 1.26e-2 3.23e-4 2.00 1.97 1.04 2.12
Bezeichnungen siehe Tabelle 1.
Tabelle 21: Beispiel 5.1: Fehler der Kontrolle uh und Konvergenzordnungen in verschie-
denen Normen fu¨r die Parameter α = 10−1, a = −0.2, b = 0.2
Fu¨r Beispiel 5.1 folgen die Fehler der Kontrolle uh und die Konvergenzordnungen in ver-
schiedenen Normen. Wie man in der Tabelle 21 sehen kann, ist die EOC 2 fu¨r die L2-,
L∞-Norm und auch fu¨r die aktive Menge. Fu¨r die H1-Norm und die H1-Seminorm ist die
Konvergenzordnung 1. Die Anzahl der Newtonschritte ist unabha¨ngig von h.
Beispiel 5.2
Nun folgen die Fehler der Kontrolle uh und die Konvergenzordnungen in verschiedenen
Normen fu¨r Beispiel 5.2 fu¨r die Parameter α = 10−2, a = −0.2, b = 0.2. Wie man in
Tabelle 22 sehen kann, ist auch im Fall α = 10−2, die EOC 2 fu¨r die L2- , L∞-Norm und
auch fu¨r die aktive Menge.
Beim nicht vorkonditionierten Verfahren gibt es einen starken Anstieg der Anzahl der CG-
Iterationen mit feiner werdendem Gitter. Fu¨r h∗ = 7 erreicht die CG-Iteration in keinem
Newtonschritt die gewu¨nschte Genauigkeit und es muss die maximale Anzahl der CG-
Iterationen ausgefu¨hrt werden. Beim vorkonditionierten Verfahren gibt es dieses Problem
nicht.
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h* EuL2 Eusup EuH1 Eas EOCuL2 EOCusup EOCuH1 EOCas
1-2 3.11e-1 2.00e-1 2.86e+0 2.30e+0 - - - -
2-3 8.72e-2 2.00e-1 2.21e+0 2.51e-1 1.84 0.00 0.38 3.20
3-4 2.07e-2 1.13e-1 1.11e+0 4.73e-2 2.08 0.82 0.99 2.41
4-5 5.20e-3 3.15e-2 5.71e-1 1.17e-2 1.99 1.84 0.96 2.02
5-6 1.34e-3 8.34e-3 2.75e-1 2.49e-3 1.95 1.92 1.05 2.23
6-7 3.40e-4 2.08e-3 1.32e-1 5.55e-4 1.98 2.00 1.06 2.16
7-8 8.56e-5 5.35e-4 7.15e-2 1.80e-4 1.99 1.96 0.89 1.63
Bezeichnungen siehe Tabelle 1.
Tabelle 22: Beispiel 5.2: Fehler der Kontrolle uh und Konvergenzordnungen in verschie-
denen Normen fu¨r die Parameter α = 10−2, a = −0.2, b = 0.2
Beispiel 5.3
Nun folgen die Fehler der Kontrolle uh und die Konvergenzordnungen in verschiedenen
Normen fu¨r Beispiel 5.3 fu¨r die Parameter α = 10−3, a = −0.2, b = 0.2. Die aktive Menge
h* EuL2 Eusup EuH1 Eas EOCuL2EOCusupEOCuH1 EOCas
1-2 3.26e-1 2.00e-1 9.15e+0 2.64e+0 - - - -
2-3 1.07e-1 2.00e-1 7.32e+0 2.93e-1 1.60 -0.00 0.32 3.17
3-4 4.93e-2 2.00e-1 4.14e+0 6.29e-2 1.12 -0.00 0.82 2.22
4-5 1.67e-2 2.00e-1 2.28e+0 1.05e-2 1.56 0.00 0.86 2.58
5-6 4.19e-3 7.04e-2 1.56e+0 3.87e-3 2.00 1.51 0.55 1.44
6-7 1.13e-3 1.88e-2 9.31e-1 9.89e-4 1.89 1.91 0.74 1.97
7-8 3.09e-4 4.86e-3 6.08e-1 2.90e-4 1.88 1.95 0.61 1.77
Bezeichnungen siehe Tabelle 1.
Tabelle 23: Beispiel 5.3: Fehler der Kontrolle uh und Konvergenzordnungen in verschie-
denen Normen fu¨r die Parameter α = 10−3, a = −0.2, b = 0.2
ist in diesem Beispiel gro¨ßer, da α kleiner ist und die Schranken und der gewu¨nschte
Zustand beibehalten wurden. So geht hier die aktive Menge bis nahe an den Rand, welches
die Konvergenzordnung auf groben Gittern reduziert insbesondere fu¨r die L∞-Norm von
uh. Aber die Konvergenz der aktiven Menge wird nicht beeintra¨chtigt.
h* h # nn it in cgt cga
1 1.0000 9 3 4 1.3 0 0.0
2 0.5000 25 3 9 3.0 164 18.2
3 0.2500 81 3 9 3.0 719 79.9
4 0.1250 289 3 9 3.0 2148 238.7
5 0.0625 1089 3 9 3.0 14759 1639.9
6 0.0313 4225 3 9 3.0 19646 2182.9
7 0.0156 16641 3 10 3.3 87817 8781.7
Bezeichnungen siehe Tabelle 4.
Tabelle 24: Beispiel 5.3: Iterationsanzahlen α = 10−3, a = −0.2, b = 0.2
Die Iterationsanzahlen des semisooth Newtonverfahrens mit nicht vorkonditioniertem CG-
Verfahren fu¨r Beispiel 5 sind exemplarisch fu¨r Beispiel 5.3 in Tabelle 24 zu sehen, fu¨r
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andere α sind sie prinzipiell a¨hnlich. Die Anzahl der Newtonschritte scheint unabha¨ngig
von h zu sein. Die Anzahl der CG-Schritte ist gro¨ßer und steigt mit fallendem h und α an.
Im Falle von h∗ ≥ 6 wird die CG-Iteration von der maximalen Iterationsanzahl gestoppt,
ohne den gewu¨nschten Fehler zu erreichen. Die Rechenzeit erreicht beim nicht vorkondi-
tionierten Verfahren u¨ber einen Tag. Offensichtlich sollte ein geeigneter Vorkonditionierer
in Betracht gezogen werden, wie er dann beim Newtonverfahren fu¨r die nach p aufgelo¨ste
Gleichung implementiert wurde.
Beispiel 5.4
Nun folgen die Fehler der Kontrolle uh und die Konvergenzordnungen in verschiedenen
Normen fu¨r Beispiel 5.4 fu¨r die Parameter α = 10−4, a = −0.2, b = 0.2.
h* EuL2 Eusup EuH1 Eas EOCuL2EOCusupEOCuH1 EOCas
1-2 3.27e-1 2.00e-1 2.90e+1 2.67e+0 - - - -
2-3 1.09e-1 2.00e-1 2.32e+1 2.99e-1 1.58 -0.00 0.32 3.16
3-4 5.42e-2 2.00e-1 1.33e+1 7.36e-2 1.01 -0.00 0.80 2.02
4-5 2.61e-2 2.00e-1 7.48e+0 1.72e-2 1.05 0.00 0.83 2.09
5-6 1.12e-2 2.00e-1 4.71e+0 3.46e-3 1.22 0.00 0.67 2.32
6-7 3.13e-3 1.52e-1 3.22e+0 7.81e-4 1.84 0.39 0.55 2.15
7-8 8.62e-4 4.04e-2 2.28e+0 2.44e-4 1.86 1.92 0.50 1.68
Bezeichnungen siehe Tabelle 1.
Tabelle 25: Beispiel 5.4: Fehler der Kontrolle uh und Konvergenzordnungen in verschie-
denen Normen fu¨r die Parameter α = 10−4, a = −0.2, b = 0.2
Es gilt das Gleiche, wie fu¨r Beispiel 5.3 geschrieben wurde. Die L∞-Norm beginnt erst auf
feinen Gittern zu konvergieren, weil die inaktive Menge am Rand und zwischen den aktiven
Mengen nicht vom Gitter aufgelo¨st werden konnte. Trotzdem sind die Fehler in der aktiven
Menge und der Kontrolle in der L2-Norm klein infolge der variationellen Diskretisierung.
Vermutlich wu¨rde bei noch feinerer Diskretisierung auch die Konvergenzordnung in der
L∞- und H1-Norm die Werte der Beispiele 5.1 oder 5.2 erreichen.
Die Anzahl der Newtonschritte erho¨ht sich mit fallendem h. Das CG-Verfahren erreicht
nicht die gewu¨nschte Genauigkeit trotz einer großen Iterationsanzahl.
Die hohen Iterationsanzahlen motivierten zur Verbesserung des Verfahrens. Dies geschah
durch den Start mit der Lo¨sung vom gro¨beren Gitter, der Umstellung auf das Newton-
verfahren fu¨r die nach p aufgelo¨ste Gleichung, sowie der Vorkonditionierung des CG-
Verfahrens.
Die Zusammenfassung des Beispiels 5 erfolgt in Tabelle 26. Fu¨r die EOC wurde jeweils
Nr. α a, b EOCuL2 EOCusup EOCuH1 EOCas
5.1 1e-1 -0.2,0.2 2.0 2.0 1.0 2.0
5.2 1e-2 -0.2,0.2 2.0 2.0 1.0 1.9
5.3 1e-3 -0.2,0.2 1.9 1.9 0.7 1.9
5.4 1e-4 -0.2,0.2 1.9 1.2 0.5 1.9
Tabelle 26: Untersuchte Parameter in Beispiel 5
der Mittelwert der letzten beiden Zeilen aus den entsprechenden Tabellen genommen.
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In Beispiel 5 wurde getestet, wie es sich auswirkt, wenn die aktiven Mengen nahezu
zusammenstoßen. Bei voller Diskretisierung ist dies nicht zu verarbeiten, der Abstand der
aktiven Mengen sollte mindestens h betragen, um sinnvolle Ergebnisse zu erhalten. Bei der
variationellen Diskretisierung ist dies nicht notwendig. Auch wenn die Konvergenzordnung
auf gro¨beren Gittern nicht ganz die optimale Ordnung erreicht.
7.2.4 Beispiel 6
Dies ist die Poissongleichung mit homogenen Dirichlet-Randbedingungen und verteilter
Kontrolle. Das Optimalkontrollproblem lautet
min
y∈Y,u∈Uad
J(y, u), J(y, u) :=
1
2
‖y − z‖2L2(Ω) +
α
2
‖u‖2L2(Ω) (178)
mit
Y = H10 (Ω), Uad =
{
u ∈ L2(Ω) : a ≤ u(x) ≤ b in Ω} (179)
bezu¨glich
−∆y = u in Ω (180)
y = 0 auf ∂Ω. (181)
Im Beispiel ist Ω = [−1, 1]2\[−1, 0] × [0, 1] ein L-fo¨rmiges Gebiet, α = 0.1, a = −0.2,
b = 0.2. Es werden zwei verschiedene gewu¨nschte Zusta¨nde z untersucht
Beispiel 6.1
In Beispiel 6.1 ist z = (1− x21 − x22).
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Abbildung 8: Beispiel 6.1: Optimale Kontrolle uh mit h =
1
4
variationeller Diskretisierung
links und Volldiskretisierung rechts, hervorgehoben ist der Rand der aktiven Menge
In Bild 8 sind die optimalen Kontrollen uh fu¨r h =
1
4
zu sehen. Die aktive Menge wird trotz
der Na¨he zum Rand von Ω mittels der variationellen Kontrolle gut approximiert. Zum
Vergleich ist die Approximation der aktiven Menge bei Volldiskretisierung schlechter.
In Tabelle 27 sind die Normen und EOC fu¨r die L2-Norm fu¨r die variationelle und volle
Diskretisierung angegeben. In der L2-Norm ist der Fehler mit der variationellen Diskreti-
sierung etwas geringer als mit der vollen Diskretisierung. Der Unterschied ist aber geringer
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h∗ Euvari
L2
Euvoll
L2
Epvari
L2
Epvoll
L2
EOCuvari
L2
EOCuvoll
L2
EOCpvari
L2
EOCpvoll
L2
1-2 5.35e-2 8.30e-2 2.01e-2 1.99e-2 - - - -
2-3 3.40e-2 5.79e-2 6.44e-3 6.32e-3 0.66 0.52 1.64 1.66
3-4 9.80e-3 2.38e-2 2.04e-3 2.02e-3 1.79 1.29 1.66 1.65
4-5 3.23e-3 7.49e-3 6.76e-4 6.71e-4 1.60 1.66 1.59 1.59
5-6 1.09e-3 2.59e-3 2.37e-4 2.35e-4 1.57 1.53 1.51 1.51
6-7 3.96e-4 9.48e-4 8.71e-5 8.67e-5 1.46 1.45 1.44 1.44
7-8 1.44e-4 3.20e-4 3.31e-5 3.30e-5 1.41 1.57 1.40 1.39
Bezeichnungen siehe Tabelle 1.
Tabelle 27: Beispiel 6.1: Die Konvergenzraten fu¨r uh sind fu¨r die variationelle Diskre-
tisierung bei der einspringenden Ecke kaum ho¨her. Die Raten sind mit den Raten von
ph vergleichbar. Trotzdem ist der L
2 Fehler in uh bei der variationellen Diskretisierung
weniger als halb so groß, als bei der vollen Diskretisierung.
als bei den vorangegangenen Beispielen, da aufgrund der einspringenden Ecke keine ho¨here
Finite-Elemente-Konvergenzordnung fu¨r ph und damit fu¨r uh erreichbar ist. Dies ist ein
Fall, in dem sich eine angepasste Verfeinerung an der einspringenden Ecke lohnen wu¨rde.
Beispiel 6.2
In Beispiel 6.2 ist z = (1− x21 − x22)x1.
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Abbildung 9: Beispiel 6.2: Optimale Kontrolle uh mit h =
1
4
variationeller Diskretisierung
links und Volldiskretisierung rechts, hervorgehoben ist der Rand der aktiven Menge
In Bild 9 sind die optimalen Kontrollen uh fu¨r dieses z und h =
1
4
zu sehen. Die aktive
Menge wird mittels der variationellen Kontrolle gut approximiert. Zum Vergleich ist die
Approximation der aktiven Menge bei Volldiskretisierung wesentlich schlechter. Denn die
diskrete aktive Menge ist hier nicht nur nicht konvex, sondern hat auch eine singula¨re
Linie, das heißt der Abschluss des Inneren der aktiven Menge ist nicht die gesamte aktive
Menge.
In Tabelle 28 sind die Normen und die EOC fu¨r die L2-Norm fu¨r die variationelle und volle
Diskretisierung angegeben. In der L2-Norm ist der Fehler fu¨r kleine hmit der variationellen
Diskretisierung etwas geringer als mit der vollen Diskretisierung. Der Unterschied ist auch
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h∗ Euvari
L2
Euvoll
L2
Epvari
L2
Epvoll
L2
EOCuvari
L2
EOCuvoll
L2
EOCpvari
L2
EOCpvoll
L2
1-2 6.33e-2 5.24e-2 5.30e-3 5.30e-3 - - - -
2-3 2.46e-2 1.93e-2 2.17e-3 2.17e-3 1.37 1.44 1.29 1.29
3-4 7.04e-3 6.31e-3 6.29e-4 6.26e-4 1.80 1.61 1.79 1.79
4-5 2.01e-3 2.05e-3 1.82e-4 1.80e-4 1.81 1.62 1.79 1.80
5-6 5.57e-4 6.29e-4 5.17e-5 5.13e-5 1.85 1.70 1.81 1.81
6-7 1.60e-4 2.10e-4 1.54e-5 1.53e-5 1.80 1.58 1.74 1.74
7-8 4.97e-5 6.95e-5 5.01e-6 4.98e-6 1.69 1.60 1.62 1.62
Bezeichnungen siehe Tabelle 1.
Tabelle 28: Beispiel 6.2: Die Konvergenzraten fu¨r uh sind fu¨r die variationelle Diskretisie-
rung hier auch bei der einspringenden Ecke ho¨her. Die Raten sind mit den Raten von p
vergleichbar.
hier geringer als bei den vorangegangenen Beispielen, da aufgrund der einspringenden Ecke
keine ho¨here Finite-Elemente-Konvergenzordnung fu¨r ph und damit fu¨r uh erreichbar ist.
Wegen der verringerten Konvergenzordnung auf dem L-fo¨rmigen Gebiet ist der Vorteil der
variationellen Diskretisierung gegenu¨ber der Volldiskretisierung geringer als auf konvexen
Gebieten, wie in den Beispielen 6.1 und 6.2 zu sehen ist.
7.2.5 Bemerkungen
Wie zu sehen ist, funktioniert nicht nur die Fixpunktiteration, sondern auch das semis-
mooth Newtonverfahren sowohl fu¨r die nach u als auch fu¨r die nach p reduzierte Gleichung.
Daher ist die variationelle Diskretisierung fu¨r semilineare Problem implementierbar.
Wie die große Anzahl von CG-Iterationen fu¨r das nichtvorkonditionierte Verfahren zeigt,
wird eine Vorkonditionierung beno¨tigt. Außerdem muss die Abbruchbedingung fu¨r das
CG-Verfahren sorgfa¨ltig gewa¨hlt werden. Im Falle des vorkonditionierten Verfahrens fu¨r
die nach p reduzierte Gleichung ist die Rechenzeit viel geringer als beim nichtvorkondi-
tionierte Verfahren.
Die erwarteten Konvergenzraten wurden erreicht, oder im Falle der L∞-Norm sogar u¨ber-
troffen. Dies zeigt, dass man eine ho¨here Rate fu¨r die L∞-Norm, als in Theorem 4.1
erhalten, erwarten kann.
7.3 Numerische Beispiele mit Neumann-Randkontrolle
Es werden zwei numerische Beispiele aus [13] fu¨r die Neumann-Randkontrolle untersucht.
Dabei werden die Resultate des klassischen Ansatzes von stu¨ckweise linearen stetigen
Funktionen dort mit dem variationell-diskreten Ansatz verglichen. Diese Beispiele sind
in [32] erschienen.
In den hier untersuchten Beispielen gibt es zusa¨tzlich zur Aufgabenstellung in Kapitel 2
eine nichtlineare Funktion eu : Γ→ R, durch welche die Projektion (182) von nichtlinearen
Funktionen notwendig wird.
u = PUad(−
1
α
(B∗ph + eu)) (182)
Um u¨ber die Randkontrolle mit den Knicken zu integrieren, wird der Rand zusa¨tzlich
zur Finite-Elemente-Diskretisierung an den Positionen der Knicke geteilt. Diese Knicke
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treten einerseits an festen Punkten durch eu auf und andererseits am Rand der aktiven
Menge, welcher aus den Schnittpunkten des Arguments der Projektion mit den Schranken
besteht. Die letzteren werden jedesmal neu berechnet mit Hilfe des Pegasus-Verfahrens
(einem verbesserten Regula-Falsi-Verfahren) wegen der Nichtlinearita¨t in eu.
7.3.1 Beispiel 7, das lineare Beispiel
Dieses Beispiel stammt aus [13, Section 7.1] und die Aufgabenstellung lautet so.
min Jˆ(u) =
1
2
∫
Ω
(yu(x)− yΩ)2dx+ α
2
∫
Γ
u(x)2dx+
∫
Γ
eu(x)u(x)dx+
∫
Γ
ey(x)yu(x)dx
bezu¨glich u ∈ Uad = {u ∈ L2; 0 ≤ u(x) ≤ 1 f.u¨. x ∈ Γ}, wobei yu die Gleichungen
−∆yu(x) + c(x)yu(x) = e1(x) in Ω,
∂νyu(x) + yu(x) = e2(x) + u(x) auf Γ.
erfu¨llt. Hier ist Ω = (0, 1)2, α = 1, c(x) = 1 + x21 − x22, ey(x) = 1, yΩ(x) = x21 + x1x2,
e1(x) = −2 + (1 + x21 − x22)(1 + 2x21 + x1x2 − x22),
eu(x) =

−1− x31 auf Γ1
−1−min
{
8(x2 − 0.5)2 + 0.58
1− 16x2(x2 − y∗1)(x2 − y∗2)(x2 − 1)
}
auf Γ2
−1− x21 auf Γ3
−1 + x2(1− x2) auf Γ4,
mit y∗1 =
1
2
−
√
21
20
und y∗2 =
1
2
+
√
21
20
. Weiterhin gilt
e2(x) =

1− x1 + 2x21 − x31 auf Γ1
7 + 2x2 − x22 −min {8(x2 − 0.5)2 + 0.58, 1} auf Γ2
−2 + 2x1 + x21 auf Γ3
1− x2 − x22 auf Γ4
wobei Γ1 bis Γ4 die vier Seiten des Einheitsquadrates sind. Die Numerierung erfolgt von
der untersten Seite aus gegen den Uhrzeigersinn. Die adjungierte Gleichung lautet
−∆φ(x) + c(x)φ(x) = yu(x)− yΩ(x) in Ω
∂νφ(x) + φ(x) = ey(x) auf Γ.
Die optimale Lo¨sung ist leicht zu berechnen und lautet
u¯(x) =

x31 auf Γ1
min {8(x2 − 0.5)2 + 0.58, 1} auf Γ2
x21 auf Γ3
0 auf Γ4,
der dazugeho¨rige optimale Zustand ist y¯(x) = 1 + 2x21 + x1x2 − x22 und der optimale
adjungierte Zustand ist φ¯(x) = 1.
Das Funktional G(u), von welchem die Nullstelle gesucht wird, muss in diesem Beispiel
durch
G(u) = u− PUad(−
1
α
(B∗ph + eu))
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ersetzt werden. Bei der Berechnung der Projektion auf Uad ist dabei besonders die nichtli-
neare Funktion in eu zu beachten. Fu¨r die Berechnung der Schnittpunkte dieser Funktion
mit den Schranken wird das Pegasus-Verfahren eingesetzt.
Die Fehler und EOCs sind in Tabelle 29 zu sehen, zum Vergleich fu¨r den klassischen
volldiskreten Ansatz und die variationelle Diskretisierung. Die EOC fu¨r die numerischen
Experimente von Casas und Mateos wurde aus den Werten der Tabellen aus [13] be-
rechnet. Sie ist 1.5 fu¨r die L2-Norm und etwa 1.0 fu¨r die L∞-Norm. Die EOC fu¨r das
variationell diskretisierte Problem ist 2 fu¨r beide Normen. Es ist zu beachten, dass bereits
auf dem gro¨bsten Gitter mit h = 1 die Fehler bei dem variationell diskreten Ansatz kleiner
sind als fu¨r h = 2−4 oder h = 2−6 im konventionellen volldiskreten Ansatz, den Casas und
Mateos wa¨hlten.
Die Newton-Iteration wird beendet, falls
‖G(ui)‖/‖G(u0)‖ ≤ 10−5
und
‖ui − ui−1‖/max(‖ui‖, ‖ui−1‖) ≤ 10−5
gelten. Die innere CG-Iteration wird beendet, falls
‖r‖ ≤ 10
−4
i
min
{
1, ‖G(ui)‖, ‖G(ui)‖/‖G(u0)‖}
gilt, wobei r das Residuum des Newtonsystem bezeichnet.
Im Bild 10 ist die optimale Kontrolle und der Fehler fu¨r h = 0.5 zu sehen. Die Kreuze
stellen die Finite-Elemente-Randgitterpunkte dar.
Volldiskret Variationell Volldiskret Variationell
h EuL2 EuL∞ EuL2 EuL∞ EOCuL2 EOCuL∞ EOCuL2 EOCuL∞
2−0 - - 6.67e-3 5.03e-3 - - - -
2−1 - - 2.27e-3 2.14e-3 - - 1.55 1.23
2−2 - - 6.28e-4 5.72e-4 - - 1.86 1.90
2−3 - - 1.62e-4 1.47e-4 - - 1.95 1.96
2−4 8.5e-3 4.1e-2 4.10e-5 3.73e-5 - - 1.98 1.98
2−5 3.0e-3 1.5e-2 1.03e-5 9.34e-6 1.5 1.5 1.99 2.00
2−6 1.1e-3 1.1e-2 2.58e-6 2.34e-6 1.4 0.4 2.00 2.00
2−7 3.7e-4 3.8e-3 6.44e-7 5.84e-7 1.6 1.5 2.00 2.00
2−8 1.4e-4 2.7e-3 1.61e-7 1.46e-7 1.4 0.5 2.00 2.00
2−9 - - 4.03e-8 3.65e-8 - - 2.00 2.00
2−10 - - 1.00e-8 9.09e-9 - - 2.01 2.01
Tabelle 29: Beispiel 7: Fehler in uh fu¨r das lineare Beispiel
7.3.2 Beispiel 8, das semilineare Beispiel
Dieses Beispiel stammt auch aus [13, Section 7.2], hat eine semilineare Zustandsgleichung
und die Aufgabenstellung lautet so.
min Jˆ(u) =
1
2
∫
Ω
(yu(x)− yΩ)2dx+ α
2
∫
Γ
u(x)2dx+
∫
Γ
eu(x)u(x)dx+
∫
Γ
ey(x)yu(x)dx
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Abbildung 10: Beispiel 7: Optimale Kontrolle uh links, Fehler in uh rechts, jeweils fu¨r
h = 0.5
bezu¨glich u ∈ Uad = {u ∈ L2; 0 ≤ u(x) ≤ 1 f.u¨. x ∈ Γ}, wobei yu die Gleichungen
−∆yu(x) + c(x)yu(x) = e1(x) in Ω
∂νyu(x) + yu(x) = e2(x) + u(x)− y(x)2 auf Γ.
erfu¨llt. Hier ist Ω = (0, 1)2, α = 1, c(x) = x22 + x1x2, ey(x) = −3− 2x21 − 2x1x2, yΩ(x) =
1 + (x1 + x2)
2, e1(x) = −2 + (1 + x21 + x1x2)(x22 + x1x2),
eu(x) =

1− x31 auf Γ1
1−min
{
8(x2 − 0.5)2 + 0.58
1− 16x2(x2 − y∗1)(x2 − y∗2)(x2 − 1)
}
auf Γ2
1− x21 auf Γ3
1 + x2(1− x2) auf Γ4,
mit y∗1 =
1
2
−
√
21
20
und y∗2 =
1
2
+
√
21
20
. Weiterhin gilt
e2(x) =

2− x1 + 3x21 − x31 + x41 auf Γ1
8 + 6x2 + x
2
2 −min {8(x2 − 0.5)2 + 0.58, 1} auf Γ2
2 + 4x1 + 3x
2
1 + 2x
3
1 + x
4
1 auf Γ3
2− x2 auf Γ4,
mit den gleichen Γ1 bis Γ4 wie in Beispiel 7. Die adjungierte Gleichung lautet
−∆φ(x) + c(x)φ(x) = yu(x)− yΩ(x) in Ω
∂νφ(x) + φ(x) = ey(x)− 2y(x)φ(x) auf Γ.
Die optimale Lo¨sung ist leicht zu berechnen und lautet
u¯(x) =

x31 auf Γ1
min {8(x2 − 0.5)2 + 0.58, 1} auf Γ2
x21 auf Γ3
0 auf Γ4
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Volldiskret Variationell Volldiskret Variationell
h EuL2 EuL∞ EuL2 EuL∞ EOCuL2 EOCuL∞ EOCuL2 EOCuL∞
2−0 - - 1.13e-2 1.83e-2 - - - -
2−1 - - 4.72e-3 6.43e-3 - - 1.26 1.51
2−2 - - 1.33e-3 2.19e-3 - - 1.82 1.55
2−3 - - 3.45e-4 6.69e-4 - - 1.95 1.71
2−4 8.5e-3 4.1e-2 8.75e-5 1.89e-4 - - 1.98 1.82
2−5 3.0e-3 1.5e-2 2.20e-5 5.11e-5 1.5 1.5 1.99 1.89
2−6 1.1e-3 1.1e-2 5.50e-6 1.33e-5 1.4 0.4 2.00 1.94
2−7 3.8e-4 3.8e-3 1.38e-6 3.42e-6 1.5 1.5 2.00 1.96
2−8 1.4e-4 2.7e-3 3.44e-7 8.66e-7 1.4 0.5 2.00 1.98
2−9 - - 8.61e-8 2.18e-7 - - 2.00 1.99
2−10 - - 2.15e-8 5.47e-8 - - 2.00 1.99
Tabelle 30: Beispiel 8: Fehler in uh fu¨r das lineare Beispiel
der dazugeho¨rige optimale Zustand ist y¯(x) = 1+x21+x1x2 und der optimale adjungierte
Zustand ist φ¯(x) = −1.
Fu¨r die numerische Lo¨sung wird wieder das semismooth Newtonverfahren angewendet.
Die numerischen Ergebnisse sind a¨hnlich denen in Beispiel 7, weil die Nichtlinearita¨t
monoton ist.
Die Fehler und EOCs fu¨r dieses Beispiel 8 werden in der Tabelle 30 gezeigt, zum Vergleich
fu¨r den klassischen volldiskreten Casas-Mateos-Ansatz und die variationelle Diskretisie-
rung. Die EOC fu¨r die numerischen Experimente von Casas und Mateos wurde aus den
Werten der Tabellen aus [13] berechnet. Sie ist 1.5 fu¨r die L2-Norm und etwa 1.0 fu¨r die
L∞-Norm. Die EOC fu¨r das variationell diskretisierte Problem ist 2 fu¨r beide Normen.
Es ist zu beachten, dass auch fu¨r Beispiel 8 bereits auf dem gro¨bsten Gitter mit h = 1 die
Fehler bei dem variationell diskreten Ansatz kleiner sind als fu¨r h = 2−4 im konventionellen
volldiskreten Ansatz. Die Abbruchbedingungen sind dieselben wie im Beispiel 7.
Im Bild 11 ist die optimale Kontrolle und der Fehler fu¨r h = 0.5 zu sehen. Die Kreuze
stellen die Finite-Elemente-Randgitterpunkte dar.
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Abbildung 11: Beispiel 8: Optimale Kontrolle uh links, Fehler in uh rechts, jeweils fu¨r
h = 0.5
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8 Schlussfolgerungen und Zusammenfassung
8.1 Zusammenfassung
In der vorliegenden Arbeit wurde die Anwendung der variationellen Diskretisierung auf
semilineare Probleme untersucht. Nach einem U¨berblick u¨ber die Literatur wurde die
Aufgabenstellung mit den Voraussetzungen aufgeschrieben. Zuna¨chst wurde die Problem-
stellung und die Optimalita¨tsbedingungen angegeben. Danach wurde die Existenz einer
Lo¨sung, sowie die Konvergenz der diskreten Lo¨sungen gegen eine kontinuierliche Lo¨sung
gezeigt. Außerdem wurden Finite-Elemente-Konvergenzordnungen angegeben, die fu¨r Ka-
pitel 5 beno¨tigt werden.
Dann wurden optimale Fehlerabscha¨tzungen in verschiedenen Normen fu¨r die Kontrolle
u∗h bewiesen. Dies ist eine Erweiterung von linearen [31] auf semilineare Probleme. Insbe-
sondere wurden die Fehlerabscha¨tzung in Abha¨ngigkeit vom Finite-Elemente-Fehler des
Zustandes y∗h und des adjungierten Zustandes p
∗
h angegeben. Dabei wurde eine andere
Methode verwendet, die anstelle der SSC eine andere Regularita¨tsbedingung voraussetzt,
die nur beno¨tigt, dass der Rand der aktiven Menge eine Nullmenge ist und die Inver-
tierbarkeit des Newtonoperators in der Optimallo¨sung. Der Beweis des Haupttheorems
basiert auf dem semismooth Newtonverfahren, wie es auch fu¨r die numerische Lo¨sung
des Problems eingesetzt wird. Die Voraussetzung fu¨r die Konvergenzordnung ist dabei,
außer im Falle des Abschnitts 5.1.3, nicht die SSC, die hinreichende Bedingung zweiter
Ordnung, welche eine lokale Konvexita¨t in der Zielfunktion impliziert, sondern die Inver-
tierbarkeit des Newtonoperators. Dies ist eine stationa¨re Bedingung in u∗. Es entspricht
Newton-Kantorowitsch fu¨r beschra¨nkte Aufgaben. Dies ist ein Unterschied zu bisherigen
Arbeiten, die auf der lokalen Konvexita¨t durch die SSC basieren. Dies ermo¨glicht die
Konvergenzordnung auch gegen andere Fixpunkte der Projektion (17) zu zeigen. U¨ber
die Optimalita¨t der Lo¨sung des Newtonverfahrens im Sinne des Minimums muss dann
anders entschieden werden, beispielsweise auf Grund notwendiger oder hinreichender Be-
dingungen zweiter Ordnung. Der Schaudersche Fixpunktsatz wird benutzt, um fu¨r die
Newtongleichung die Existenz eines Fixpunktes innerhalb der gewu¨nschten Umgebung zu
beweisen. Außerdem wurde die Eindeutigkeit eines solchen Fixpunktes fu¨r eine gegebene
Triangulation bei hinreichend kleinem h gezeigt.
Das Ergebnis der Haupttheoreme ist, dass die Konvergenzrate nicht nur, wie zu erwarten,
der Konvergenzrate von ph(yh(uh)) in der gleichen Norm und auf dem gleichen Gebiet
entspricht, sondern auch nur durch die Finite-Elemente-Konvergenzraten von ph und yh
beschra¨nkt wird. Dabei ist zu beachten, dass diese Rate nicht nur durch die Ansatz-
funktionen, sondern auch durch die Glattheit der rechten Seite beschra¨nkt wird, so dass
der Knick am Rand der aktiven Menge hier ein Grenze setzt. Maximal ist W 1,∞(ΩU) zu
erwarten.
Es folgt eine Aussage zur Approximierbarkeit der Optimallo¨sung u∗ durch Lo¨sungen u∗h
des variational diskreten Problems. Zu einer Lo¨sung u∗ gibt es zu einer Finite-Elemente-
Diskretisierung mit Schrittweite h in der Umgebung Br(u
∗) mit r = chβ eine Lo¨sung u∗h.
Es wurden die bewiesenen Konvergenzraten an einigen semilinearen und linearen Beispie-
len mit der variationellen Diskretisierung demonstriert.
Es entsprechen sich die bei den analytische Beweisen und der numerischen Lo¨sung einge-
setzten Verfahren, die Fixpunktiteration sowie das nach u oder p aufgelo¨ste Newtonverfah-
ren. Dabei sind einige Besonderheiten bei der Implementation zu beachten. Beispielsweise
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darf die Kontrolle nicht inkrementell mit dem Newtonverfahren oder der Fixpunktitera-
tion aufdatiert werden, sondern muss in jedem Schritt neu berechnet werden.
8.2 Ausblick
Um auch diskrete Gebiete der Kontrolle, das heißt ΩhU 6= ΩU , betrachten zu ko¨nnen,
kann ein Bh 6= B eingefu¨hrt werden. Das Beispiel 7.2.3 zeigt numerisch, dass die gleiche
Konvergenzordnung in diesem Fall mo¨glich ist. In diesem Fall ko¨nnte B auf der Seite von
u in der Optimalita¨tsbedingung stehen, statt B∗ auf der Seite von p.
Die Implementierung fu¨r mehr als zwei Dimensionen ist leicht mo¨glich, fu¨hrt aber zu
noch mehr Fallunterscheidungen. Schwieriger wird die Implementierung fu¨r nichtlineare
finite Elemente, zum Beispiel quadratische Elemente. Da die Berechnung des Schnittes
komplizierter wird und die variationell-diskrete aktive Menge bei nichtlinearen Elementen
auf einem Element nicht mehr zusammenha¨ngend sein muss. A¨hnliches gilt fu¨r nicht
stu¨ckweise lineare Schranken a und b.
Bei einspringenden Ecken, wie im Falle des Beispiels 6, ist eine adaptive Verfeinerung
in Kombination mit der variationellen Diskretisierung sicher gut einsetzbar. So sollte die
gleiche Konvergenzordnung wie ohne die einspringende Ecke erreichbar sein.
Adaptive Verfeinerung am Rand der aktiven Menge ko¨nnte als Alternative zur variationel-
len Diskretisierung genommen werden. Bei genu¨gend starker Verfeinerung am Rand der
aktiven Menge sollten die gleichen Konvergenzordnung wie fu¨r die variationelle Diskreti-
sierung erreicht werden, bei nur einem konstanten Faktor an mehr Elementen. Allerdings
la¨sst sich so der Rand der aktiven Menge trotzdem nicht so gut approximieren. Eine
zusa¨tzlich adaptive Verfeinerung am Rand der aktiven Menge ist bei der variationellen
Kontrolle nicht no¨tig.
Falls der Raum der Kontrollen U nicht selbstadjungiert ist, also U∗ 6= U , wird der Riesz-
Isomorphismus R : U∗ → U beno¨tigt.
w := Rw1 : < w1, v >U∗U= (w, v)U ∀v ∈ U
Im Fall eines selbstadjungierten Kontrollraumes U∗ = U kann der Riesz-Isomorphismus
R weggelassen werden, wie im betrachteten Fall U = L2(ΩU). Mo¨glicherweise muss auch
der Riesz-Isomorphismus diskretisiert werden. In diesem Fall ergibt sich
u∗ = PUad(−
1
α
RB∗p(u∗)) (183)
und
u∗h = PUad(−
1
α
RhB
∗ph(u∗h)). (184)
Wie in Kapitel 5.2 angedeutet, la¨sst sich der Beweis auch auf ho¨here Dimensionen erweitern.
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9 Anhang
9.1 Beweise der Lemmata
Hier folgt noch einmal Lemma 5.2 mit ausfu¨hrlichem Beweis.
Lemma 9.1 Seien die Annahmen an Ω aus Abschnitt 2.3 und die Annahme 2 an f
erfu¨llt. Dann sind p(v) = p(y(v)) und ph(v) = ph(yh(v)) stetig und Fre´chet-differenzierbar
nach v von Lr(ΩU) nach H
1(Ω)∩C(Ω¯) in einer Umgebung von u∗. Dabei ist r > n/2 bei
ΩU ⊆ Ω oder r > n− 1 bei ΩU ⊆ Γ.
Beweis. Es wird [42] S.156-161 benutzt. Die Sa¨tze werden als Sub-Lemmata an die Auf-
gabenstellung angepasst.
Teil 1: Zuna¨chst wird die Stetigkeit von y(u) von Lr(ΩU) nach H
1(Ω) ∩ C(Ω¯) gezeigt.
Sub-Lemma 9.1.1 Dies ist ein angepasstes Zitat von Satz 4.14 [42] S.159.
Seien die Annahmen an Ω aus Abschnitt 2.3 und die Annahme 2 an f erfu¨llt. Dann ist
u → y(u) Lipschitz-stetig von Lr(ΩU) nach H1(Ω) ∩ C(Ω¯) mit r > n/2 bei ΩU ⊆ Ω oder
r > n− 1 bei ΩU ⊆ Γ. Es existiert eine Konstante L > 0, so dass
‖y1 − y2‖H1(Ω) + ‖y1 − y2‖C(Ω¯) ≤ L ‖u1 − u2‖Lr(Ω) (185)
fu¨r alle u1, u2 ∈ Lr(ΩU) und y1 = y(u1), y2 = y(u2) gilt.
Beweis. Nach Satz 4.13 [42] sind yi stetig auf Ω¯. Die Differenz der Differentialgleichun-
gen von y1 und y2 lautet
A(y1 − y2)− f(x, y1) + f(x, y2) = B(u1 − u2) in Ω (186)
y1 − y2 = 0 auf Γ. (187)
Nun gilt
−f(x, y1) + f(x, y2) = −
∫ 1
s=0
d
ds
− f(x, y1(x) + s(y2(x)− y1(x)))ds (188)
=
∫ 1
s=0
−fy(x, y1(x) + s(y2(x)− y1(x)))ds(y1(x)− y2(x)). (189)
Das Integral in der obigen Darstellung stellt eine stetige Funktion β = β(x) dar, denn fy,
y1 und y2 sind stetig. Außerdem ist β nichtnegativ wegen der vorausgesetzten Monotonie
von f , siehe Annahme 2. Offenbar ha¨ngt β auch von y1 und y2 ab, was aber fu¨r die
weiteren Schlu¨sse ohne Belang ist. Wir definieren z = y1 − y2 und v = u1 − u2. Nach
Einsetzen sieht man das z und v folgendes Problem lo¨sen
Ay + β(x)y = Bv in Ω (190)
y = 0 auf Γ (191)
Wegen β ≥ 0 ist β(x)y monoton wachsend bezu¨glich y. Jetzt wenden wir Satz 4.7 [42],
(siehe auch [9], sowie Satz 7.3 [42]) an, mit c0 = 1 d(x, y) = β(x)y f = u, g = b = α = 0.
Aus Satz 4.8 [42] folgt dann direkt
‖y‖H1(Ω) + ‖y‖C(Ω¯) ≤ L ‖u‖Lr(ΩU )
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fu¨r alle u und die zugeho¨rigen y, insbesondere fu¨r u = v = u1 − u2 und y = z = y1 − y2.
Daraus folgt die Abscha¨tzung (185).
Es wurden nur Beschra¨nktheit und Lipschitz-Bedingungen aus den Voraussetzungen 2.3,
Annahme 2 bis zur Ordnung 1 gebraucht.
Teil 2: Nun wird die Fre´chet-Differenzierbarkeit von u→ y(u) von Lr(ΩU) nach H1(Ω)∩
C(Ω¯) gezeigt.
Sub-Lemma 9.1.2 Dies ist ein angepasstes Zitat von Satz 4.15 [42] S.160.
Seien die Annahmen an Ω aus Abschnitt 2.3 und die Annahme 2 an f erfu¨llt. Dann ist
u→ y(u) Fre´chet-differenzierbar von Lr(ΩU) nach H1(Ω)∩C(Ω¯) mit r > n/2 bei ΩU ⊆ Ω
oder r > n− 1 bei ΩU ⊆ Γ. Die Ableitung hat die Form
y′(u¯)u = y,
wobei y schwache Lo¨sung des an der Stelle y¯ = y(u¯) linearisierten Randwertproblems
Ay − fy(x, y¯)y = Bu in Ω (192)
y = 0 auf Γ (193)
ist.
Beweis. Es ist zu zeigen
y(u¯+ u)− y(u¯) = Du+ r(u¯, u)
wobei D : Lr(ΩU)→ H1(Ω) ∩ C(Ω¯) ein linearer stetiger Operator ist und
‖r(u¯, u)‖H1(Ω)∩C(Ω¯)
‖u‖Lr(ΩU )
→ 0
gilt fu¨r ‖u‖Lr(ΩU ) → 0. Dabei wurde
‖r‖H1(Ω)∩C(Ω¯) = ‖r‖H1(Ω) + ‖r‖C(Ω¯)
verwendet. Dann folgt y′(u¯) = D.
Die Subtraktion der Differentialgleichungen ergibt y¯ = y(u¯) und y˜ = y(u¯+ u)
A(y˜ − y¯)− f(x, y˜) + f(x, y¯) = Bu in Ω (194)
y˜ − y¯ = 0 auf Γ (195)
A(y˜ − y¯)− fy(x, y¯)(y˜ − y¯)− rd = Bu in Ω (196)
y˜ − y¯ = 0 auf Γ (197)
Zur Differenzierbarkeit von f .
Der Nemyzki-Operator f(y) ist nach Lemma 4.10 [42] S.151, Fre´chet-differenzierbar von
C(Ω¯) in L∞. So gilt
f(y˜)− f(y¯) = fy(y¯)(y˜ − y¯) + rd
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mit einem Rest rd, welcher die Eigenschaft
‖rd‖L∞(Ω)
‖y˜−y¯‖C(Ω¯) → 0 fu¨r ‖y˜ − y¯‖C(Ω¯) → 0 hat. Daraus
folgt
y˜ − y¯ = y + yp
mit der Lo¨sung y des linearisierten Randwertproblems und einem Rest yp, der die Glei-
chung
Ayp − fy(x, y¯)yp = rd in Ω (198)
yp = 0 auf Γ (199)
erfu¨llt. Aus der Lipschitz-Stetigkeit von Satz 4.14 [42] folgt
‖y˜ − y¯‖C(Ω¯) + ‖y˜ − y¯‖H1(Ω) ≤ L ‖u‖Lr(ΩU )
Außerdem gilt fu¨r rd
‖rd‖L∞(Ω)
‖u‖Lr(ΩU )
=
‖rd‖L∞(Ω)
‖y˜ − y¯‖C(Ω¯)
‖y˜ − y¯‖C(Ω¯)
‖u‖Lr(ΩU )
≤ ‖rd‖L∞(Ω)‖y˜ − y¯‖C(Ω¯)
L
und deshalb ‖rd‖L∞(Ω) = o(‖u‖Lr(ΩU )). Nun gilt
‖yp‖C(Ω¯) + ‖yp‖H1(Ω) ≤ o(‖u‖Lr(ΩU ))
Die Abbildung u 7→ y ist linear und stetig. Alles zusammen ergibt
y(u¯+ u)− y(u¯) = y˜ − y¯ = Du+ r(u¯, u)
wobei r(u¯, u) = yp die geforderte Eigenschaft hat.
Teil 3: Nun wird die Stetigkeit von p(y) gezeigt.
Leider kann nicht das Lax-Milgram-Lemma 5.1 angewendet werden, da die Differential-
gleichung zwar linear in p, aber nicht in y ist. Daher ist p(y) nichtlinear.
Sub-Lemma 9.1.3 Seien die Annahmen an Ω aus Abschnitt 2.3 und die Annahme 2 an
f erfu¨llt. Dann ist y → p(y) stetig und Fre´chet-differenzierbar von C(Ω¯) nach Y ∩C(Ω¯).
Beweis. Dieser Beweis basiert auf der Idee von Satz 4.22 [42].
Die Funktion p(y) ist
A∗p = f ∗y (x, y)p+ Ly(y).
Definiere
F (p, y) := p− A∗−1(f ∗y (x, y)p+ Ly(y))
mit F : C(Ω¯)× C(Ω¯)→ C(Ω¯). p = p(y) ist offenbar a¨quivalent zu F (p, y) = 0.
A∗−1 ist linear und stetig in L∞(Ω) nach X = Y ∩ C(Ω¯) als Lo¨sungsoperator eines
elliptischen Randwertproblems. f ∗y (x, y)p ist stetig differenzierbar nach y und p, da nach
Satz 4.20 [42] f zweimal stetig differenzierbar nach L∞(Ω) ist und p in C(Ω¯) ist. Ly(y)
ist stetig differenzierbar nach y. Wenn p ∈ C(Ω¯) und Lo¨sung von F (p, y) = 0 ist, dann
liegt es im Bild von A∗−1 und damit in Y .
Damit ist auch F (p, y) als zusammengesetzte Funktion stetig differenzierbar nach p und y.
DpF (p, y) ist surjektiv, da DpF (p, y)w = z a¨quivalent zu w−A∗−1f ∗y (x, y)w = z oder mit
w˜ = w−z zu A∗w˜−f ∗y (x, y)w˜ = −f ∗y (x, y)z ist. Damit sind die Voraussetzungen des Satzes
u¨ber implizite Funktionen erfu¨llt. Damit folgt aus dem Satz u¨ber implizite Funktionen, dass
p = p(y) stetig und Fre´chet-differenzierbar ist.
91
Teil 4: Da nur die Fre´chet-Differenzierbarkeit aus letztem Sublemma folgt, aber nicht die
Ableitung berechnet wurde, wird nun noch die Fre´chet-Differenzierbarkeit analog der von
y(u) nun fu¨r p(y) gezeigt.
Sub-Lemma 9.1.4 Seien die Annahmen an Ω aus Abschnitt 2.3 und die Annahme 2
an f erfu¨llt. Dann ist y → p(y) Fre´chet-differenzierbar von C(Ω¯) nach H1(Ω)∩C(Ω¯) mit
r > n/2. Und die Ableitung hat die Form
p′(y¯)y = p,
wobei p schwache Lo¨sung des an der Stelle y¯ linearisierten Randwertproblems
A∗p− fy(x, y¯)∗p = N∗y in Ω (200)
p = 0 auf Γ (201)
mit N∗ = Lyy(y¯) + fyy(y¯)∗p¯ ist.
Beweis. Der Beweis erfolgt analog Sub-Lemma 2. Die Fre´chet-Differenzierbarkeit ist aus
Sub-Lemma 3 schon bekannt, aber es wird noch der Ausdruck fu¨r die Ableitung beno¨tigt.
Aus Sub-Lemma 3 ist die Stetigkeit von p(y) fu¨r den Beweis dieses Sub-Lemmas erforder-
lich.
Es ist zu zeigen
p(y¯ + y)− p(y¯) = Dy + r(y¯, y)
wobei D : C(Ω¯)→ H1(Ω) ∩ C(Ω¯) ein linearer stetiger Operator ist und
‖r(y¯, y)‖H1(Ω)∩C(Ω¯)
‖y‖C(Ω¯)
→ 0
gilt fu¨r ‖y‖C(Ω¯) → 0. Dabei wurde
‖r‖H1(Ω)∩C(Ω¯) = ‖r‖H1(Ω) + ‖r‖C(Ω¯)
verwendet. Dann folgt p′(y¯) = D. Die Subtraktion der Differentialgleichungen ergibt mit
p¯ = p(y¯) und p˜ = p(y¯ + y) und y˜ = y¯ + y
A∗(p˜− p¯)− fy(x, y˜)∗p˜+ fy(x, y¯)∗p¯ = Ly(y˜)− Ly(y¯) in Ω (202)
p˜− p¯ = 0 auf Γ (203)
A∗(p˜− p¯)− fy(x, y˜)∗p˜+ fy(x, y¯)∗p¯ = Lyy(y¯)y + rL in Ω (204)
p˜− p¯ = 0 auf Γ. (205)
Ly ist Fre´chet-differenzierbar von C(Ω¯) nach L
∞(Ω) nach Voraussetzung
Ly(y˜)− Ly(y¯) = Lyy(y¯)(y˜ − y¯) + rL
mit einem Rest rL, welcher die Eigenschaft
‖rL‖L∞(Ω)
‖y˜−y¯‖C(Ω¯) → 0 fu¨r ‖y˜ − y¯‖C(Ω¯) → 0 hat.
Nun gilt
A∗(p˜− p¯)− fy(x, y˜)∗p˜+ fy(x, y¯)∗p˜− fy(x, y¯)∗p˜+ fy(x, y¯)∗p¯ = Lyy(y¯)y + rL in Ω (206)
p˜− p¯ = 0 auf Γ (207)
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A∗(p˜− p¯)− fy(x, y˜)∗p˜+ fy(x, y¯)∗p˜− fy(x, y¯)∗(p˜− p¯) = Lyy(y¯)y + rL in Ω (208)
p˜− p¯ = 0 auf Γ (209)
und nun ist
−fy(x, y˜)∗p˜+ fy(x, y¯)∗p˜ = −fyy(y¯)yp˜− rf p˜.
fy ist Fre´chet-differenzierbar von C(Ω¯) nach L
∞(Ω) nach Voraussetzung
fy(y˜)
∗ − fy(y¯)∗ = fyy(y¯)∗(y˜ − y¯) + rf
mit einem Rest rf , welcher die Eigenschaft
‖rf‖
L∞(Ω)
‖y˜−y¯‖C(Ω¯) → 0 fu¨r ‖y˜ − y¯‖C(Ω¯) → 0 hat.
Damit gilt
A∗(p˜− p¯)− fyy(y¯)∗yp˜− fy(x, y¯)∗(p˜− p¯) = Lyy(y¯)y + rL + rf p˜ in Ω (210)
p˜− p¯ = 0 auf Γ (211)
A∗(p˜− p¯)− fy(x, y¯)∗(p˜− p¯) = Lyy(y¯)y + fyy(y¯)∗yp˜+ rL + rf p˜ in Ω (212)
p˜− p¯ = 0 auf Γ (213)
und nun ist
fyy(y¯)
∗yp˜ = fyy(y¯)∗yp¯+ fyy(y¯)∗y(p˜− p¯)
mit rN = fyy(y¯)
∗y(p˜− p¯) und damit gilt
A∗(p˜− p¯)− fy(x, y¯)∗(p˜− p¯) = Lyy(y¯)y + fyy(y¯)∗yp¯+ rL + rf p˜+ rN in Ω (214)
p˜− p¯ = 0 auf Γ. (215)
Daraus folgt
p˜− p¯ = p+ pp
mit der Lo¨sung p des in y¯ linearisierten Randwertproblems und einem Rest pp, der die
Gleichung
A∗pp − fy(x, y¯)∗pp = rL + rf p˜+ rN in Ω (216)
pp = 0 auf Γ (217)
erfu¨llt. Es gilt ‖rL + rf p˜‖L∞(Ω) = o(‖y‖C(Ω¯)) und wegen der Stetigkeit von p¯(y¯) in y¯
von C(Ω¯) nach H1(Ω) ∩ C(Ω¯) und der Stetigkeit von fyy von C(Ω¯) nach L∞(Ω) auch
‖rN p˜‖L∞(Ω) = o(‖y‖C(Ω¯)). Nun gilt
‖pp‖C(Ω¯) + ‖pp‖H1(Ω) ≤ o(‖y‖C(Ω¯)).
Die Abbildung y 7→ p ist linear und stetig. Alles zusammen ergibt
p(y¯ + y)− p(y¯) = p˜− p¯ = Dy + r(y¯, y)
wobei r(y¯, y) = pp die geforderte Eigenschaft hat.
Da y(v) stetig und Fre´chet-differenzierbar von Lr(ΩU) nach H
1(Ω)∩C(Ω¯) nach den Sub-
Lemmata 1 und 2, sowie p(y) stetig und Fre´chet-differenzierbar von C(Ω¯) nach H1(Ω) ∩
C(Ω¯) nach den Sub-Lemmata 3 und 4 ist, folgt, dass p(v) stetig und Fre´chet-differenzierbar
von Lr(ΩU) nach H
1(Ω) ∩ C(Ω¯) ist. Das Lemma und die Sub-Lemmata gelten auch fu¨r
ph(yh(v)).
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