Introduction
Let M and N be a compact differentiable manifolds of dimension d and d + 1 respectively. Given a compact interval I ⊂ R, we suppose that we have a (fixed) embedding I × M ⊂ N . See figure 1. Let N 0 denote the complement of {0} × M . Let h be a Riemannian metric on M , and let ρ be a positive function on R 2 that is positively homogeneous of degree 1 and smooth away from (0, 0). Given (a, b) ∈ R 2 , we consider continuous families, g ǫ , of symmetric (0, 2)-tensors on N such that
and such that g ǫ is positive definite on N 0 . Note that for ǫ = 0, the tensor g ǫ is a Riemannian metric on all of N , but that the tensor g 0 is singular on {0} × M if (a, b) = (0, 0). Example 1.1 (Hyperbolic Degeneration). A degenerating family of hyperbolic surfaces on a compact surface is a classical example. In this special case, M is a circle embedded in a compact oriented surface N of negative Euler characteristic. It is well known that there exist families, g ǫ , of metrics of constant curvature −1 on N such that
where θ is the usual coordinate on the circle M = R/Z. 1 The surface (N 0 , g 0 ) is a hyperbolic surface with cusps.
In this paper and its sequel [Jdg00] we study the ǫ-behavior of the spectrum of the Laplace-Beltrami operator ∆ ǫ associated to g ǫ where throughout we assume that a ≤ −1 and b > 0. Within this class, eigenfunctions limit to eigenfunctions: . Let ǫ j → 0. Any sequence ψ j of eigenfunctions of ∆ ǫj with uniformly bounded eigenvalues has a subsequence that converges (up to rescaling) to an eigenfunction ψ * = 0 of ∆ 0 . In particular, for each compact subset of A ⊂ N 0 the subsequence converges to ψ * in H 1 (A, dV 0 ).
In the special case of hyperbolic degeration of surfaces, Theorem 1.2 was obtained independently by Wolpert [Wlp92] and Ji [Ji93] . Note that the manifold (N 0 , g 0 ) is Riemannian complete if and only if a ≤ −1 as observed in [Mlr] §8.1. We show here in §4 that if g 0 is 'marginally complete', that is a = −1, then the essential spectrum of ∆ 0 on L 2 (N 0 , dV 0 ) equals [(2 −1 bdc) 2 , ∞[ where c is determined by ρ (see Proposition 4.2). In the 'overcomplete' case, a < −1, the essential spectrum is [0, ∞[. On the other hand, for ǫ = 0, the operator ∆ ǫ has purely discrete spectrum. Hence one is led to ask about the nature of the transition from discrete to continuous spectrum as ǫ tends to zero. The following gives a precise quantitative description this transition. Theorem 1.3 (Theorem 7.1). Let a = −1, b > 0, and let c ± satisfy ρ(0, t) = c ± t for ±t > 0. For Λ > 0, let N Λ (ǫ) be the number of eigenvalues of ∆ ǫ that lie in
L. Ji and M. Zworski [JiZwr93] obtained Theorem 1.3 in the special case of hyperbolic degeneration following the earlier work of [Ji93] and [Wlp87] .
We now provide an outline of the present paper. In §2 we establish notation. In §3 we separate the action of the Laplacian on functions that are constant on each fibre of I × M → I, from its action on those functions whose integral along each fibre vanishes. Using a classical transformation of Sturm-Liouville theory we demonstrate a unitary equivalence of the former action with the operator
Here α is a diffeomorphism of intervals determined by ρ. We also provide a convexity estimate on the fibrewise L 2 (M, dV h )-norm of Laplace eigenfunctions whose integral along each fibre is zero (Lemma 3.4).
In §4 we specialize to ǫ = 0, thus obtaining the basic spectral theory of a manifold with (generalized) cusps as a consequence of §3. For example, we show that the 'cutoff' Laplacian ∆ ⊥ 0 is compactly resolved, and that the fibrewise L 2 (M, dV h )-norm of a cusp form vanishes to arbitrary order at t = 0.
In §5 we prove Theorem 1.2 using the results of earlier sections. In §6 we show that the spectrum of ∆ ⊥ ǫ varies continuously in ǫ including at ǫ = 0. We use this continuity in §7 together with Dirichlet-Neumann bracketing and elementary Sturm-Liouville theory to prove Theorem 1.3.
Preliminaries and notation
Let g be a Riemannian metric g on a manifold N , and let dV g and ∇ g denote respectively the associated density and gradient.
2 The Laplace-Beltrami operator
) is defined via the Friedrichs extension 3 of the form Q(φ, ψ) = N g(∇φ, ∇ψ)dV g with respect to the L 2 (N, dV g )-norm. In particular, by design
for any φ and ψ in the domain of ∆ g . The core used in this Friedrichs extension is the space of smooth functions f such that Q(f, f )+ N f 2 < ∞ satisfying symmetric boundary conditions. Consider a metric g on I × M of the form given in (1), and recall that d denotes
and
The volume form restricted to I × M is
The function t → ρ(0, t) is positive and positively homogeneous of degree 1. Hence, there exist unique positive constants c + and c − such that
We will refer to c ± as constants of homogeneity.
The constant mode and its complement
Remark 3.1. In this section, if ǫ = 0, then replace I with I \ {0}.
Viewing I × M as an M -fibre bundle over I, we use integration along the fibres to analyse Laplace eigenfunctions on
One may regard f 0 as a function on I × M that is constant along the fibres {t} × M . From this point of view P 0 (f ) = f 0 defines an orthogonal projection onto a closed subspace of L 2 (I × M, dV g ). Let P ⊥ be the orthogonal projection onto the complementary subspace L 2 ⊥ (I × M, dV g ). These projections diagonalize the Laplacian:
The operator P 0 ∆ g P 0 is unitarily equivalent to the operator −L (densely) defined on L 2 (I, ρ a+bd dt) via the Friedrichs extension. In particular, if ∆ψ = λψ, then
The operator P ⊥ ∆ g P ⊥ is unitarily equivalent to the restriction, ∆
To analyse a solutions to (12), we conjuagte L with a unitary operator found in classical Sturm-Liouville theory (see, for example, [CrnHlb] V §3.3). For t 0 ∈ I and ǫ fixed, let
Proof. The first claim is straightforward. The second claim is a lengthy but straightforward computation.
By hypothesis, we have ψ∆ψ = λ ψ 2 and hence by (5)
Integrating by parts over M gives
Also note that from (7) we have
The claim follows.
Let µ 1 denote the smallest non-zero eigenvalue of ∆ h .
Lemma 3.4 (Convexity). For any Laplace eigenfunction ψ on
Proof. Since ψ 0 ≡ 0, the function m → ψ(t, m) is orthogonal to the constants. Since the 0-eigenspace consists of the constants, by the minimax principle
The claim then follows from Proposition 3.3 and (19).
The spectral theory of manifolds with cusps
Assumption 4.1. In this section, we assume a ≤ −1, b > 0, and c > 0.
The manifold I \ {0} × M equipped with the metric g 0 of (1) is a disjoint union of 'cusps'. Here we use the ǫ = 0 case of the analysis in the previous section to derive results about manifolds with cusps.
Let I + ⊂ R + be an interval with lower endpoint equal to zero. The manifold I + × M equipped with the metric
will be called a cusp of type (a, b, c). Note that the limiting manifold (N 0 , g 0 ) of an (a, b) degenerating family is a manifold with ends isometric to cusps.
In the following, we let σ ess (T ) denote the essential spectrum of an operator T .
Proposition 4.2. Let (N, g) be a d-dimensional Riemannian manifold with finitely many ends each of which is a cusp of type (a j , b j , c j ). If for some j, we have
Proof. By assumption a ≤ −1, and hence (N, g) is Riemannian complete [Mlr] §8.1. Therefore σ ess (∆) depends only on the geometry of the ends. (See, for example, [DnlLi79] Proposition 2.1). In particular, let ∆ j be the Friedrichs extension of ∆ restricted to smooth functions supported in the j th end with respect to the L 2 -norm induced by dV g . Then
Hence the claim reduces to the consideration of a single cusp. From (11) we have that
Hence the claim is a consequence of Propositions 4.4 and 4.3 below.
Proof. Let U be as in Proposition 3.2 where ǫ = 0. Since U is unitary, we have
Thus, with a = −1 and ǫ = 0, identity (15) specializes to
The first claim follows.
If a < −1, then (15) becomes
as s tends to −∞. Since s −2 belongs to L 2 (] − ∞, −1], ds), the second claim follows from standard results on the essential spectrum of Schrödinger operators. See, for example, Theorem XIII.15 [RdSmn] .
The proof of the following is modeled on the proof of Lemma 8.7 in [LaxPhl] . Proof. Without loss of generality, the homogeneity constant c equals 1. Note that the operator ∆ ⊥ is a Friedrichs extension associated to the form
In particular, to prove the claim it will suffice to show that the intersection of the Q-unit ball with L 2
(See, for example, Theorem XIII.64 [RdSmn] ).
We claim that for any δ ∈ I + = [0, t 0 ] and any (smooth) function φ with Q(φ, φ) ≤ 1 and φ 0 ≡ 0, we have
where µ 1 is the smallest nonzero eigenvalue of ∆ h . Indeed, (21) holds and hence
The claim then follows from inspecting (29). Now let f i be a sequence of functions such that Q(f i , f i ) ≤ 1. Since b > 0, given ǫ > 0 small, there exists δ < t 0 such that δ 2b /µ 1 = ǫ/2. By Rellich's theorem, the restriction of f i restricted to [δ, t 0 ] × M is an L 2 Cauchy sequence. In particular, there exists N such that if i, j > N , then
Applying (30) to φ = f i − f j then gives the claim.
The following Proposition gives the decay of 'cusp forms'. 
) and U is a unitary transformation, we have f ∈ L 2 (] − ∞, α(t 0 )], ds). Thus, it follows from (37) that f is convex and that f (s) = O(e ks ) as s → −∞.
Note that if h is a linear, then since b > 0, and a ≤ −1, the function U (h) is also convex. Thus, since f is conxex, it follows from (36) that U (f ) = ||ψ|| 2 M is convex. Moreover, from the definition of U , we find that U (f ) = ||ψ|| 2 M satisfies (34) with
Remark 4.6. Estimate (34) is far from optimal. A less crude use of the method above, gives exponential decay for a = −1 and super-exponential decay for a < −1.
Lemma 4.7. Let (N, g) be a manifold with a cusp
Proof. Since b > 0, there exists t * > 0 such that for 0 < t < t * , we have λ−µ 1 t −2b < 0. It then follows from Proposition 3.3, (21), and (19), that for 0 < t < t * (ct)
Multiply both sides by t 2a and integrate over I t = [t, t * ] to obtain
Thus, it suffices to show that the integral on the right hand side remains bounded as t tends to zero. To verify this, we integrate by parts and obtain
where α = 2a(−a + bd + 2a − 1). By Proposition 4.5, ||ψ|| 2 M is convex and satisfies (34). It follows that both t −2+a+bd ||ψ|| 2 M and t a+bd ∂ t ||ψ|| 2 M are bounded for sufficently small t. The claim follows.
Convergence of eigenfunctions
Theorem 5.1. Let (N, g ǫ ) be a (a, b) -degenerating family with a ≤ −1 and b > 0. For ǫ j → 0, let ψ j be a sequence of eigenfunctions of ∆ ǫj on L 2 (N, dV g ) with eigenvalues λ j ≤ Λ. Then there is a subsequence ψ k , a sequence a k ∈ R, and a nontrivial eigenfunction ψ * of the C ∞ Laplacian on N 0 , such that for every compact
where f 0 is the constant mode of f . Now define
where || · || is the L 2 (N, dV g ) norm. We will show that this renormalized sequence satisfies the claim.
Let χ ∈ C 2 ) and the fact that Q(φ j ) = λ j · ||φ j ||, we find that
Using integration by parts and the fact that ∆φ j = λ j · φ j , one finds a constant C depending only on χ such that N χ 2 |∇φ j | 2 is less than C ·(Λ+C) times the integral of φ Hence the boundary conditions of (12) on I \ K converge as j → ∞ for each nontrivial interval 0 ∈ K ⊂ I. Since the metrics converge, the coefficients of (12) converge. It follows that (φ * ) 0 extends uniquely to all of I and the convergence extends as well.
Since φ j is obtained from φ j by adding on the constant mode (φ j ) 0 , we find that for every interval K ⊂ I, the restriction of φ j to N \ (K × M ) is uniformly bounded in L 2 -norm. Hence, for each K ⊂ I, the argument above can be applied to give a further subsequence φ j whose restriction converges in H 1 (N \ (K × M ), dV g ). Diagonalization yields a further subsequence that converges to a function φ * for every K.
Since λ j bounded, we may take a further subsequence such that λ j converges to some λ * ≥ 0. For each test function T supported away from {0} × M , we have that Q ǫj (φ j , T ) → Q 0 (φ * , T ). It follows that φ * is a weak-and hence by elliptic regularity, a strong-solution to ∆ 0 φ * = λ * · φ * .
It remains to show that φ * does not vanish identically. Since b > 0 and a ≤ −1, there exists an interval J ⊂ 1 3 I symmetric about 0 such that for all t ∈ J and ǫ sufficiently small
Indeed, the operator L adds −2a − 2 to the degree of homogeneity. Let χ ∈ C ∞ 0 (J) with χ ≡ 1 on 1 2 J. From (44), Lemma 3.4, and the self-adjointness of L, we obtain:
plus a smooth function supported on J \ 1 2 J bounded by C. Hence from (45) and (46) µ
Thus, by (41), we have
2 to φ * , the function φ * is nontrivial.
6. Eigenvalue continuity for ∆ ⊥ In this section, g ǫ is a family of (a, b)-degenerating metrics on I ×M that depends continuously on ǫ. By Proposition 4.4, for each ǫ-including ǫ = 0-the operator ∆ ⊥ ǫ has a countable collection of eigenvalues (including multiplicities)
Theorem 6.1. Let a ≤ −1 and b > 0. Then for each i, the function ǫ → λ i (ǫ) is continuous.
Proof. The operator ∆ ⊥ ǫ is defined via the (sesquilinear) form
). For any power c, the function ρ c is uniformly continuous in ǫ over closed intervals that do not contain 0. It follows from §VI.3.2 [Kat] that ∆ ⊥ ǫ is continuous in the 'generalized sense' for ǫ = 0. Thus, by §IV.3.5 [Kat] , any finite system of eigenvalues varies continuously for ǫ = 0. It follows that each λ i is continuous for ǫ = 0.
We are left with showing the continuity at ǫ = 0. Let V k−1 (ǫ) be a span of eigenfunctions associated to the first k eigenvalues: λ 1 (ǫ), . . . , λ k (ǫ). Then by the minimax principle, λ k+1 (ǫ) is the minimum value of the functional
⊥ where || · || ǫ denotes the L 2 (I × M, dV gǫ )-norm. Let φ 1 be an eigenfunction of ∆ ⊥ 0 with eigenvalue λ 1 (0). By Proposition 4.7, the function φ 1 belongs to the domain of F ǫ for small ǫ. From the continuity of ρ, we find
Hence, by the minimax principle, lim sup ǫ→0 λ 1 (ǫ) ≤ λ 1 (0). For each ǫ, let φ 1 (ǫ) be an eigenfunction of ∆ ⊥ ǫ with eigenvalue λ 1 (ǫ). By applying Theorem 5.1 to a subsequence whose eigenvalues limit to lim inf ǫ→0 λ 1 (ǫ), we obtain an eigenfunction φ of ∆ ⊥ 0 with eigenvalue λ * = lim inf ǫ→0 λ 1 (ǫ) less than or equal to λ 1 . But since λ 1 is the smallest eigenvalue, λ * = λ 1 . It follows that lim ǫ→0 λ 1 (ǫ) = λ 1 (0).
The continuity at ǫ = 0 of λ k for general k follows from a straightforward inductive argument involving V k (ǫ). (Note that no claim is made about the continuity of the family V k (ǫ).)
Remark 6.2. With minor modifications, the proof of Theorem 6.1 gives the continuity of the eigenvalues of the cut-off (or pseudo-)Laplacian defined as in [Ji93] .
Counting relatively small eigenvalues
In the following O(1) will denote a bounded function of ǫ. 
Here the value of the square root is taken to be zero if the argument is negative. 
By (11) the Dirichlet (resp. Neumann) spectrum decomposes into the Dirichlet (resp. Neumann) eigenvalues of L acting on L 2 (I, ρ n−2 dt) and those of ∆ ⊥ ǫ acting on L 2 ⊥ (I × M, dV gǫ ). By Theorem 6.1, the number of Dirichlet (resp. Neumann) eigenvalues of ∆ ⊥ ǫ is O Λ (1). Hence, the claim reduces to the Lemma 7.2 below.
To emphasize its dependence on ǫ, we let L ǫ denote the operator defined in (6). (ǫ, t) , the eigenvalue problem (53) on I is equivalent to the problem
on the dilated interval ǫ −1 I. By conjuagting both sides of (54) by U = U 1 and applying Proposition 3.2 , we obtain the equivalent eigenvalue problem 
Thus, it will suffice to show that
as ǫ tends to zero, and that 
and the claim would follow from (56).
To verify (57) and (58), we use homogeneity. We have ρ −1 (1, t) ∼ c ± t −1 , and hence α(t) ∼ c ± ln(t) as t → ±∞. Estimate (57) follows and moreover, α −1 (t) ∼ e exp(c ± t) .
To prove (58), we use the following fact: If σ(ǫ, t) is smooth, homogeneous of degree k, and σ(0, t) ≡ 0, then σ(1, t) = O(|t| −k+1 ) as |t| tends to infinity. (Indeed, we have h(1, t) = t −k h(t −1 , 1) and Taylor expand in the first coordinate.) By applying this fact to ρ The following appears in [ChvDdz94] . To make our exposition self-contained, we include it here with an alternate proof. Proof. Let 0 = µ 0 (a) < µ 1 (a) < µ 2 (a) < · · · denote the (necessarily simple) Dirichlet (resp. Neumann) eigenvalues of (64) 
