Abstract. We introduce the non-commutative f -divergence functional Θ( A, B) :
Introduction and Preliminaries
Let B(H ) be the algebra of all bounded linear operators on a complex Hilbert space H and I denote the identity operator. If dim H = n, we identify B(H ) with the algebra M n (C) of all n × n matrices with entries in the complex number field C. A continuous real valued function f defined on an interval J is said to be operator convex if f (λA + (1 − λ)B) ≤ λf (A) + (1 − λ)f (B), for all self-adjoint operators A, B with spectra contained in J and any λ ∈ [0, 1]. If −f is operator convex, then f is said to be operator concave. Let J 1 and J 2 be two real intervals. A jointly operator convex function is a function f defined on J 1 × J 2 such that f (λ(A, B) + (1 − λ)(C, D)) ≤ λf (A, B) + (1 − λ)f (C, D), for all self-adjoint operators A, C with spectra contained in J 1 , all self-adjoint operators B, D with spectra contained in J 2 and all λ ∈ [0, 1]; see e.g. [16] for the definition of f (A, B).
The Jensen operator inequality, due to Hansen and Pedersen states that f : J → R is operator convex if and only if
for any isometry C and any self-adjoint operator A with spectrum contained in J, see [10] for various equivalent assertions. If 0 ∈ J and f (0) ≤ 0, then f is operator convex on J if and only if (1.1) holds for any contraction C. Some other various characterizations of operator convexity can be found in [10, Chapter 1] ; see also [18, 19] and references therein. The Choi-Davis-Jensen inequality states that if f is operator convex, then
for any unital positive linear map Φ and any self-adjoint operator A, whose spectrum is contained in the domain of f ; see [20] for a characterization for the case of equality. An extension of this significant inequality reads as follows.
Theorem A. [17] Let f be an operator convex function on J and Φ 1 , · · · , Φ n be positive linear maps on B(H ) with
3)
for all self-adjoint operators A i (i = 1, · · · , n) with spectra contained in J. In particular,
whenever n i=1 C * i C i = I. Let T be a locally compact Hausdorff space and A be a C * -algebra of Hilbert space operators. A field (A t ) t∈T of operators in A is said to be continuous if the function t → A t is norm continuous on T . Moreover, If µ is a Radon measure on T and the function t → A t is integrable on T , then the Bochner integral T A t dµ(t) is defined to be the unique element of A with the property that
for any linear functional ρ in the norm dual A * of A.
Furthermore, let A and B be C * -algebras of operators. A field (Φ t ) t∈T : A → B of positive linear maps is said to be continuous if the function t → Φ t (A) is continuous on T for every A ∈ A. If the C * -algebras A and B are unital and the function t → Φ t (I) is integrable on T with integral I, then we say that the field (Φ t ) t∈T is unital.
The following result, is the Jensen operator inequality for continuous fields of operators.
Theorem B.
[11] Let f be an operator convex function defined on an interval J, and let A and B be unital C * -algebras. If (Φ t ) t∈T : A → B is a unital field of positive linear maps defined on a locally compact Hausdorff space T with a bounded Radon measure µ, then
for every norm bounded continuous field (A t ) t∈T of self-adjoint operators in A with spectra contained in J. Let f be a convex function on a convex set K ⊆ R. Following [12] , the perspective function g associated to f is defined on the set {(x, y) : y > 0 and As an operator extension of the perspective function, Effros [9] introduced the perspective function of an operator convex function f by
for commuting strictly positive operators L and R and proved the following notable theorem.
Theorem C. [9] If f is operator convex, when restricted to the commuting strictly positive operators, then the perspective function
is jointly operator convex.
He also extended the generalized perspective function, defined by Maréchal [14, 15] to operators. Given continuous functions f and h and commuting strictly positive operators L and R, Effros defined the operator extension of the generalized perspective
and proved the following assertion.
Theorem D. If f is operator convex with f (0) ≤ 0 and h is operator concave with h > 0, then f ∆h is jointly convex on commuting strictly positive operators. The authors of [8] extended Effros results by removing the restriction to commuting operators and proved analogue results to Theorem C and Theorem D.
An interesting study of such functions for operators was introduced by Kubo and Ando. They considered the case where f is an operator monotone function and established a relation between the operator monotone functions and the operator means (see [10, Chapter 5] ).
One of the most principal matters in applications of probability theory is to find a suitable measure between two probability distributions. Many kinds of such measures have been studied and applied in several fields such as signal processing, genetics and economics. One of the most famous of such measures is the Csiszár f -divergence functional, which includes several measures.
For a convex function f : [0, ∞) → R, Csiszár [4, 5] introduced the f -divergence functional by 6) for positive n-tuples p = (p 1 , · · · , p n ) and q = (q 1 , · · · , q n ), in which undefined expressions were interpreted by
Also Csiszár and Körner [6] obtained the following result.
is jointly convex in p and q and
for all positive n-tuples p = (
A series of results and inequalities related to f -divergence functionals can be found in [1, 3, 7, 13] .
The paper is organized as follows. In section 2, we introduce an operator extension of f -divergence functional for an operator convex function f , which is more general than the perspective function associated to f . We give some properties of our noncommutative f -divergence functional and establish its relationship to the perspective of f . In particular, an operator extension of (1.7) is presented. In section 3, we provide some applications for our results. More precisely, a refinement of the Choi-DavisJensen operator inequality is obtained, some unitarily invariant norm inequalities are presented and some results related to the Kullback-Leibler distance are given.
Non-commutative f -divergence functionals
Throughout this section, assume that T is a locally compact Hausdorff space with a bounded Radon measure µ and A and B are C * -algebras of Hilbert space operators.
Assume that A = (A t ) t∈T and B = (B t ) t∈T are continuous fields of self-adjoint and strictly positive operators in A, respectively, and (Φ t ) t∈T : A → B is a unital field of positive linear maps. Furthermore, when T is the finite set {1, · · · , n} and µ is the counting measure, suppose that L = (L 1 , · · · , L n ) and R = (R 1 , · · · , R n ) are n-tuples of self-adjoint and strictly positive operators on a Hilbert space H , respectively, and
where L is a self-adjoint operator and R is a strictly positive operator on a Hilbert space H . In [8] it is shown that f is operator convex if and only if g is jointly operator convex. We consider a more general case. Let us define the non-commutative f -divergence functional Θ by
Hence, in the discrete case Θ is defined by
By the same argument as in [8] , it is easy to see that Θ is jointly operator convex if and only if f is operator convex. In the sequel, we study some properties of Θ and establish some relations between Θ and g. The following result is an extension of (1.7).
Theorem 2.1. Let f be an operator convex function, and g be the corresponding perspective function. Then
where A = T A t dµ(t) and B = T B t dµ(t).
Proof.
whence we obtain the desired inequality (2.3).
Corollary 2.2. Let f be an operator convex function and g be the perspective function of f . Then
The perspective function g of an operator convex function f is sub-additive.
Let T 1 and T 2 be disjoint locally compact Hausdorff spaces and T = T 1 ∪ T 2 . The following refinement of (2.3) holds.
Corollary 2.3. Let g be the perspective function of an operator convex function f . Then
where
, the first inequality of (2.5) follows from the joint convexity of g. The second inequality follows immediately from Theorem 2.1.
Theorem 2.4. Let L ij and R ij (1 ≤ i, j ≤ n) be self-adjoint and strictly positive operators, respectively, and let
Proof. Using (2.3) for A i and
Summing (2.6) over i we get
For continuous functions f and h and commuting matrices L and R,
He also proved that if f is operator convex with f (0) ≤ 0 and h is operator concave with h > 0, then f ∆h is jointly operator convex. In [8] , definition and properties of f ∆h were naturally given for two not necessarily commuting self-adjoint operators. Let f and h be continuous real valued functions defined on an interval J and µ be a probability measure on T . As a generalization of f ∆h, we define f ∇h by
It is not hard to see that f is operator convex with f (0) ≤ 0 and h is operator concave with h > 0 if and only if f ∇h is jointly operator convex.
The next result, is a Choi-Davis-Jensen type inequality for f ∆h.
Theorem 2.5. Let f be an operator convex function with f (0) ≤ 0 and h be an operator concave function with h > 0.
In particular, if g is the perspective function of f , then
where B t is strictly positive for any t ∈ T .
Proof. Let (B t ) t∈T be a continuous filed of self-adjoint operators. Define the field of positive linear maps Ψ t : A → B by
Since h is operator concave, h > 0 and T Φ t (I)dµ(t) ≤ I, we have
(by the Jensen operator inequality (1.5))
which gives rise to (2.8).
As special cases of Theorem 2.5 we have the following result. for all self-adjoint operators A, B. In particular, if g is the perspective function associated to f , then
11)
for any self-adjoint operator A and any strictly positive operator B.
Example 2.7. Let Φ be a positive linear map on B(H ). Applying Corollary 2.6 to the operator convex function f (t) = t
(2.12)
In particular, for α = and β = −1, inequality (2.12) gives rise to
Note that with α = 1 and β = −1, inequality (2.12) gives rise to the known inequality
Corollary 2.8. Let f be an operator convex function with f (0) ≤ 0 and h be an operator concave function with h > 0. Then
for all self-adjoint operators A, B ∈ B(H ) and all unit vectors x ∈ H . In particular, if g is the perspective function of f , then
13)
for any self-adjoint operator A ∈ B(H ), any strictly positive operator B ∈ B(H ) and any unit vector x ∈ H .
Theorem 2.9. Let f 1 and f 2 be operator convex functions with f 1 (0) ≤ 0 and f 2 (0) ≤ 0 and let h be an operator concave function with h > 0. The following assertions are equivalent:
unital fields (Φ t ) t∈T and all continuous fields of operators (A t ) t∈T and (B t ) t∈T ;
(1) ⇒ (2) Let f 1 ≤ f 2 and (B t ) t∈T be a continuous field of self-adjoint operators in A. Let C = T Φ t (B t )dµ(t). Define the field of positive linear maps (Ψ t ) t∈T : A → B by
It follows from the operator concavity of h and h > 0 that
(3) ⇒ (1) Putting T = {1} and Φ 1 (A) = A in (3) we get (1).
Applying the theorem above to h(t) = t we get the following result.
Corollary 2.10. Let f 1 and f 2 be operator convex functions and g 1 and g 2 be the corresponding operator perspective functions, respectively. The following assertions are equivalent: A, B) ) for any unital positive linear map Φ on B(H ), any self-adjoint operator A ∈ B(H ) and any strictly positive operator B ∈ B(H ).
(3) f 1 (Φ(A)) ≤ Φ(f 2 (A)) for any unital positive linear map Φ on B(H ) and any self-adjoint operator A ∈ B(H ).
In the next theorem, we establish a relation between two functions f ∆h and f ∇h. where A = T A t dµ(t) and B = T B t dµ(t).
dµ(t) .
(2.15)
Since h is operator concave,
So, (2.15), the operator convexity of f and f (0) ≤ 0 imply that
whence we get the required inequality (2.14).
In the discrete case, assume that p = (p 1 , · · · , p n ) and q = (q 1 , · · · , q n ) are probability distributions. In this case let us define f ∇h by
Note that with p 1 = q 1 = 1 and p i = q i = 0 (i = 2, · · · , n), f ∇h = f ∆h.
Remark 2.12. We can generalize (2.10) to f ∇h as follows. If f is operator convex with f (0) ≤ 0, h is operator concave with h > 0, and Φ is a unital positive linear map on B(H ), then
The following result similar to (2.14) may be stated.
Corollary 2.13. Let f be an operator convex function with f (0) < 0 and h be an operator concave function with h > 0. If p = (p 1 , · · · , p n ) and q = (q 1 , · · · , q n ) are probability distributions, then
The next theorem, gives a bound for the non-commutative f -divergence functional, when f is differentiable.
Theorem 2.14. Let g and Θ be the perspective function and the non-commutative f -divergence functional associated to a differentiable operator convex function f , respectively. Then
Proof. It follows from the convexity of f that 18) for each x, y. Using the functional calculus to (2.18) we obtain 19) for each t ∈ T . Multiplying both sides of (2.19) by B t and integrating over t we get
which ensures (2.17).
Corollary 2.15. If f is operator convex and differentiable and g is the perspective function of f , then
Applications
In this section, we use the results of section 2 to derive some interesting operator inequalities.
3.1. Refinements of Choi-Davis-Jensen inequality. Let T 1 and T 2 be disjoint locally compact Hausdorff spaces, T 1 ∪ T 2 = T and µ be a bounded Radon measure on T . As the first application of our result in section 2, we obtain the following refinement of the Jensen operator inequality (1.5).
Theorem 3.1. Let f be an operator convex function, (A t ) t∈T be a continuous field of self-adjoint operators in A, (Φ t ) t∈T : A → B be a unital field of positive linear maps,
and
which is the first inequality of (3.1). Assume that g is the perspective function of f . It follows from Theorem 2.1 that
whence we get the second inequality of (3.1). For each t ∈ T , let the unital positive linear map Ψ t : A → B be defined by
Since f is operator convex, we have
The last inequality of (3.1) now follows from (3.3).
(ii) Let Ψ be the unital positive linear map defined by
Applying Choi-Davis-Jensen's inequality (1.2) to Ψ we obtain
The last inequality follows from (1.5).
Assume that Φ 1 , · · · , Φ n be positive linear maps on B(H ) with n i=1 Φ i (I) = I and A 1 , · · · , A n be self-adjoint operators on H . Applying Theorem 3.1 to T = {1, · · · , n}, T 1 ⊆ T , T 2 = T − T 1 and the counting measure µ, we have the following consequence, which is a refinement of (1.3).
Corollary 3.2. Let f be an operator convex function,
We give an example to show that all inequalities of (3.4) are sharp. So either (3.1) or (3.4) is really a refinement of the Choi-Davis-Jensen inequality. 
where A ∈ M 3 (C). Clearly Φ 1 (I 3 ) + Φ 2 (I 3 ) + Φ 3 (I 3 ) = I 2 , where I 3 and I 2 are the identity operators in M 3 (C) and M 2 (C), respectively. Also show that all inequalities of (3.1) can be strict. By similar computations, one may show that inequalities of (ii) are strict.
Corollary 3.4. Let f be an operator convex function, A 1 , · · · , A n be self-adjoint operators and C 1 , · · · , C n be such that
3.2. Unitarily invariant norm inequalities. Now we use the results of section 2 to obtain some norm inequalities. For this end, we need to recall some preliminary concepts. A norm |||·||| on M n (C) is said to be unitarily invariant if |||UAV ||| = |||A|||, for any A ∈ M n (C) and all unitaries U, V ∈ M n (C). For a Hermitian matrix A ∈ M n (C), we denote by λ 1 (A) ≥ λ 2 (A) ≥ · · · λ n (A) the eigenvalues of A arranged in the decreasing order with their multiplicities counted. By
we denote the eigenvalues of |A| = (A * A) 1/2 , i.e., the singular values of A. One of important classes of unitarily invariant norms is the class of the Ky Fan k-norms defined by
We need the following lemmas.
where the maximum is taken over all choices of orthonormal vectors u 1 , · · · , u k ∈ C n under the usual inner product ·, · . The following lemma is an extension of the Jenesen inequality to separately convex functions of two variables. for all unitarily invariant norms ||| · ||| and positive-definite matrices A, B ∈ M n (C).
Proof. Let λ i (A), µ i (B) denote the eigenvalues of A, B, respectively. We have for all unitarily invariant norms ||| · |||.
3.3.
Kullback-Leibler distance. The Kullback-Leibler distance is obtained from f -divergence functional (1.6), where f (t) = − log t and is defined by
where p = (p 1 , · · · , p n ) and q = (q 1 , · · · , q n ) are probability distributions. By definition (2.2), the non-commutative f -divergence functional Θ, which we will call it "the operator Kullback-Leibler functional", is defined by
Applying Corollary 2.2 to f (t) = − log t, we get
In particular, for strictly positive operators A, B, C, D, we have Moreover, f ′ (t) = −1/t. Using Corollary (2.15) we get
In particular, for L = (C, D) and R = (A, B), we obtain A + B ≤ C + D + A The function f (t) = t log t is operator convex and f ′ (t) = log t + 1. Again, it follows from Corollary 2.15 that 
