The acquisition of huge sensor data has led to the advent of the smart field phenomenon in the petroleum industry. A lot of data is acquired during drilling and production processes through logging tools equipped with sub-surface/down-hole sensors. Reservoir modeling has advanced from the use of empirical equations through statistical regression tools to the present embrace of Artificial Intelligence (AI) and its hybrid techniques. Due to the high dimensionality and heterogeneity of the sensor data, the capability of conventional AI techniques has become limited as they could not handle more than one hypothesis at a time. Ensemble learning method has the capability to combine several hypotheses to evolve a single ensemble solution to a problem. Despite its popular use, especially in petroleum engineering, Artificial Neural Networks (ANN) has posed a number of challenges. One of such is the difficulty in determining the most suitable learning algorithm for optimal model performance. To save the cost, effort and time involved in the use of trial-and-error and evolutionary methods, this paper presents an ensemble model of ANN that combines the diverse performances of seven "weak" learning algorithms to evolve an ensemble solution in the prediction of porosity and permeability of petroleum reservoirs. When compared to the individual ANN, ANN-bagging and RandomForest, the proposed model performed best. This further confirms the great opportunities for ensemble modeling in petroleum reservoir characterization and other petroleum engineering problems.
INTRODUCTION
The deluge of data in the petroleum industry acquired from dayto-day data acquisition processes such as Sensing While Drilling has made the petroleum reservoir characterization process complicated and difficult to manage. The data acquired from down-hole sensors that are attached to probes at the end of an insulated cable lowered into a borehole is called a well-log. These logs are recorded digitally as a function of depth. They are used for identifying potential reservoir rock, fracture zones, and estimation of reservoir properties such as porosity and permeability. More details about the acquisition of sensor data through the well-logging process can be found in [1] .
Artificial Neural Networks (ANN) has been commonly applied in most scientific and engineering fields, including the reservoir characterization process and other petroleum engineering problems [2, 3, 4, 5] . ANN has been able to meet the acceptable level of accuracy required in petroleum engineering problems despite its limitations and deficiencies [6] . Most petroleum engineering problems require a high level of accuracy to ensure successful exploration, production and management of petroleum resources, hence the persistent quest for algorithms with better and increased performance indices [7] . In addition to its wellknown limitations and deficiencies, the successful application of ANN has been marred with various challenges such as [8] :
• Which neural network architectures should be used? • How large should a neural network be? • Which learning algorithms are most suitable?
There have been some few reported attempts and continuing effort to handle the first two challenges [9, 10] . To our knowledge, no work has been found in literature to address the third, hence the focus of this paper. Researchers conventionally spend considerable amount of time and effort using trial-and-error methods to determine the most appropriate learning algorithm for their ANN applications. Most times, they settle for what is far from the optimal choice as the searches are not exhaustive enough. Evolutionary algorithms have also been used for the optimization of this phenomenon [11 -16] . However, since these algorithms are population-based exhaustive search techniques, they also come with their own problems such as occasional inability to converge on global optima [11] , possibility of overfitting [12] , time and computational complexity [13, 17] , and occasional inefficiency [18, 19] . To overcome these problems, we propose an ensemble learning model that combines the performances of different ANN learning algorithms to evolve the best solution to our chosen petroleum engineering problem.
The choice of ANN for this work has been due to its successful application in the petroleum industry. It is pertinent to improve on the performance of a technique that is already being successfully applied in the industry. The choice of the petroleum reservoir characterization process to prove the ensemble learning concept is due to its importance in meeting the world energy needs. Hence, even a marginal improvement in the accuracy of predictive models has the potential to yield results for more effective exploration and production of hydrocarbon resources.
The objectives of this paper are: to establish the need for ensemble learning application as a way to overcoming one of the challenges of ANN design; implement an ANN ensemble model with different learning algorithms; and demonstrate the superiority of our proposed ensemble algorithm over conventional techniques.
The rest of this paper reviews the relevant literature in Section 2, presents a detailed research methodology in Section 3, discusses the results in Section 4, and concludes in Section 5.
LITEARATURE REVIEW 2.1 Petroleum Reservoir Characterization
Petroleum reservoir characterization is an important process in the petroleum industry in which various properties of petroleum reservoirs are estimated. The process involves measuring various reservoir rock properties such as porosity, permeability, water saturation, diagenesis, etc. from reservoir rock samples obtained from the field using some specialized laboratory equipment. Out of these properties, porosity and permeability are the most important since they are key indicators of reservoir quantity and quality. Most other reservoir properties depend on these two for their estimation. Porosity, measured in percentages, is the amount of pores in a standard sized rock sample. Permeability, in milliDarsy, is the degree of connectivity of the such pores. A good reservoir rock should have large number of pores that are well connected for easy recovery of hydrocarbons [4, 7, 9, 10] . Empirical equations were used to estimate reservoir properties from laboratory core measurements. However, the entire length of a well could not be cored due to the huge cost. Recently, sensor data obtained from the entire profiles of the fields (serving as input variables) are combined with the available core data (serving as target variables) estimated in the laboratory to predict the desired properties of the uncored reservoir zones. This has saved a lot of time and money. However, since the petroleum industry is always in search of improved and better-performing models for increased prediction accuracies [2 -7] , this study is quite imperative, very relevant and highly desirable.
The Ensemble Learning Methodology
Much has been written about the ensemble learning methodology and its successful applications from the fundamentals [20, 21] through the early bird implementations [22, 23] to the most recent efforts [9, 24, 25] . This methodology has not been well applied in the petroleum industry despite numerous reports of its successful application and superior performance over individual learners outside the petroleum industry [24, 26, 27] . The few successful applications in petroleum engineering [9, 10, 28, 29] , despite their limitations, have been a source of motivation to explore more efficient ensemble solutions. Ensemble models are especially suitable for the petroleum industry where sensor data are usually high-dimensional, heterogeneous, highly noisy and sometimes very scarce. The ensemble methodology is justified by its mimic of the human belief that the consensus of a committee of experts is superior to that of individuals, provided each member of the committee has a reasonable level of expertise [30] .
One of the ensemble methods for regression tasks is the Bootstrap Aggregate (bagging) [22] and was first implemented in the RandomForest technique [23] . The bagging method trains a set of "weak" learners and combines their outputs by taking an average of the individual learner's output. A weak learner is a model which is only slightly correlated with the true target. This can be contrasted with a strong learner that arbitrarily correlates well with the true target [31] .
The aforementioned studies [9, 10, 28, 29] did not address the third challenge. Refs. [9] and [10] addressed the second challenge by employing the ensemble methodology to determine the optimal number of hidden neurons using exhaustive sequential search and randomized assignment respectively. Ref. [28] did not address any of the challenges but proposed a multi-technique ensemble model that combines the results of ANN, Support Vector Machines (SVM) and Adaptive Neuro-Fuzzy Inference System (ANFIS).
We argue that not all researchers in a multi-disciplinary endeavor will have the luxury of mastering three Artificial Intelligence (AI) techniques at a time for the purpose of building an ensemble model. Hence, there is the need to focus on a single technique that is widely used in the industry. A similar argument applies to Ref. [29] that used a multi-objective Genetic Algorithm (GA) to design an ensemble model of ANN in the prediction of open-hole triplecombo of oil wells. Further, the negative sides of using evolutionary algorithms such as GA have been discussed in Section 1. This further explains our reasons for the choice of ANN in this proposed ensemble model.
The major contribution of this paper is the successful application of an ensemble model of a single technique that is already familiar in the petroleum industry. This reduces the effort and complexity of dealing with multiple and possibly unfamiliar techniques.
Overview of Artificial Neural Networks
ANN, modeled after the biological nervous system, is the most commonly applied AI technique in the petroleum industry. It is made up of layers of neurons interconnected by links with weights assigned. The ANN architecture is generalized [32] as:
where x k are inputs to the input neuron k, w ik are weights assigned to the inputs of the neuron k, µ i is a bias, f (•) is a transfer function and y i is the output of a neurons k.
More details on ANN can be found in [32] .
RESEARCH METHODOLOGY 3.1 Description of Data
A total of six core and well log datasets for porosity and permeability were used for the design, implementation, and validation of our proposed ensemble model. Three of the datasets are for porosity (Data 1) and were obtained from a drilling site in the Northern Marion Plat-form of North America while the other three datasets for permeability (Data 2) were obtained from a giant carbonate reservoir in the Middle East. The porosity datasets have five predictor variables viz. Top Interval, Grain Density, Grain Volume, Length and Diameter while the permeability datasets have eight predictor variables viz. Gamma Ray, Porosity, Density, Water Saturation, Deep Resistivity, Microspherically Focused, Neutron and Caliper Logs.
Following the standard machine learning paradigm, the data for each well was divided into training and test subsets using a stratified sampling technique. This stratification technique uses a randomly selected 70% of the samples in each dataset for training and the remaining 30% for testing. The 70% consists of pairs of logs and their corresponding core measurements while the 30% consists of only the logs without the core measurements for blind testing of the implemented models. This was meant to represent the uncored sections of the petroleum reservoirs. Table 1 summarizes the stratification results. As shown in the table, Data 1 Well 3 was purposely selected to evaluate the performance of the models in the face of small data.
The choice of our 70:30 data stratification method over the more conventional k-fold and leave-one-out validation methods is based on its popularity in AI application in the petroleum engineering field for fairness and ensuring high confidence of results. We believe that using the latter methods will give similar results. Using the above measures, the results of the ensemble base learners were combined to evolve the best result using the Max(Rsquare), Min(RMSE), and Min(MAE) algebraic rules [20, 21] . With these rules, the output of the base learner with the highest Rsquare, which mostly corresponds to that with the least error, automatically represents the evolved output of the ensemble model. This is in contrast with the conventional Mean() rules of the bagging algorithm and the RandomForest technique which computes the average of all individual results to evolve the ensemble solution.
Ensemble Model Design, Implementation Strategy and Diversity Measure

Learning Algorithms of ANN
For the implementation of this study, we used a 3-layer Neural Network architecture comprising one input layer and two hidden layers. We used a sigmoid and linear activation functions in the hidden and output layers respectively. This is based on the recommendation of [32] that such architecture is enough to solve any non-linear problem with minimal error margin. The input layer has five neurons for porosity and eight neurons for permeability corresponding to the number of input features for the porosity and permeability datasets discussed in Section 3.1. The output layer consists of one neuron corresponding to the target porosity and permeability for each dataset.
According to [8] , it is mostly unknown that not all popular learning algorithms can train every neural network. More interestingly, no single learning algorithm can effectively learn all problems. The great challenge in learning neural networks is that different problem scenarios may require different learning algorithm for effective generalization. Interestingly, a commonly used learning algorithm such as the Levenberg-Marquardt and the Gradient descent backpropagation may not work optimally for all problems all the time. Hence, we refer to a typical single ANN as a "weak" learner.
The seven ANN learning algorithms considered in this study are Levenberg-Marquardt (LM), Gradient Descent Backpropagation (GDB), Gradient Descent with Momentum and adaptive learning backpropagation (GDM), Quasi-Newton Backpropagation (QNB), Scaled Conjugate Gradient backpropagation (SCG), One Step Secant backpropagation (OSS), and Conjugate Gradient Backpropagation with Fletcher-Reeves updates (CGF). The explanation of each of these can be found in [32, 33] . These were used to create seven base learners in our ensemble model. Though the base learners are few but their diversities are large. Also, the training algorithms are gradient-based local optimizers but that only makes them better candidates for ensemble modeling [20, 21] . Hence, they are gradient-based algorithms but with diverse levels of performance. Our proposed methodology agrees with the definition of ensembles as "the combination of weak learners to evolve a strong ensemble solution" [20, 21] .
Implementation Strategy
We designed seven ANN base learners with each using one of the learning algorithms consecutively. Rather than using the trial-anderror method to determine the number of hidden neurons, we employed the methodology of [10] by using a randomized algorithm to assign the number of hidden neurons in their respective hidden layers. This further increased the diversity in the ensemble system. For fair comparison, we passed each Well dataset through all the base learners under the same computing and data stratification conditions. Hence, the same training and testing subsets were used to train and validate each base learner with its respective learning algorithm in turn. The basic pseudo code for our proposed ensemble model is presented below:
1. Start with the stated ANN architecture 2. Do for k = 1 to 6 //there are 6 datasets 3.
Randomly divide data to training-testing in 70:30 ratio 4.
Do for n = 1 to 7 //there are 7 learning algorithms 5.
Randomly assign the # of hidden neurons from 1 -50 6.
Use the training data to train the base learner, S n 7.
Use the testing data to predict the target 8.
Keep the result of each run learner as Hypothesis, H n 9.
Continue// pick the next learning algorithm 10.
Compute the best of all hypotheses, This algorithm is bound to work excellently based on the statistical and computational justifications given for ensemble methods in [20] . With each learning algorithm treated as a weak learner, combining them has been proved by [21] to produce a very powerful ensemble. Apart from the number of hidden neurons that were randomly assigned and the learning algorithms that were used consecutively for each learner, all other ANN parameters were set in the models as follows:
• The input and output neurons correspond to the number of input and output variables of the datasets while the others were based on recommended default values by [32] . We benchmarked the performance of our proposed ensemble model with the individual ANN, an ensemble of ANN with the conventional bagging method and the conventional RandomForest ensemble technique.
For the individual ANN, we used an optimized architecture similar to the above but using the LM learning algorithm with 15 hidden neurons which corresponded to the point of best performance (with the least overfitting) as shown in Figure 1 . For the ANN-bagging implementation, we used the algorithm proposed by [22] with the same ANN architecture used for the single ANN model. The ANN architectures were implemented using the codes extracted from the ANN MATLAB Toolbox [32] and customized with other user-defined functions such as those found in the NETLAB Toolbox [34] . The RandomForest technique composed of individual Decision Trees was implemented using the MATLAB code available in [35] according to the algorithm proposed by [23] .
Each ensemble model is unique in that: our proposed algorithm utilized the diversity of different learning algorithms to evolve a robust ensemble technique, the bagging method assumes that the mean of a diverse set of outputs can adequately represent an ensemble model; and the RandomForest is the conventional implementation of the bagging method in Decision Trees. We then combined the outputs of all base learners of our proposed model using the evaluation criteria discussed in Section 3.2. With the combination rules (also discussed in Section 3.2), we compiled the evolved results of the ensemble models. 
Existence and Measure of Diversity
Diversity is a major prerequisite for the implementation of the ensemble learning methodology. We introduced the required diversity to our ensemble model by using: random assignment of the number of hidden neurons instead of fixing it; different learning algorithms; and random selection of the input data for each base learner.
A number of graphical [9, 10] and numerical [36 -38] diversity measures have been proposed. We have presented succinct graphical proofs for the existence of diversity in this study mainly due to the space limitation. Figure 2 through 5 show random examples of the diversity in the random assignment of the number of hidden neurons, and the performance of the ensemble models in terms of R-Square, RMSE and MAE. We have presented random examples since all the available plots and graphs, like the huge analyses of the numerical measures, would not fit into the limited space provided in this paper. The presented graphs will be discussed in Section 4.
RESULTS AND DISCUSSION
The comparative results of our proposed ensemble model with the standard ANN, ANN-bagging ensemble and the RandomForest technique in terms of R-Square, RMSE and MAE are shown in Figure 6 through 8. The irregularities observed in the graphs shown in Figure 2 through 5 are the graphical proofs of the existence of the required diversity in our study. Figure 2 shows the diversity in the random assignment of the number of hidden neurons taking that of Data 2 Well 3 as a case. This further introduced some elements of diversity to the overall performance of the ensemble models in addition to those already introduced by the learning algorithms and random selection of the input data for each base learner. and Data 2 Well 1 as a sample cases. In each of these, the base learners performed distinctly and non-uniformly from the others as wide fluctuations among the base learners are noticeably clear. The degree of scatter in these graphs is a show of diversity. If they had been almost straight lines, the proposed ensemble model would have been unacceptable. Figure 6 showed that our proposed ensemble model outperformed the other models by having the highest R-Square consistently for all the datasets. The standard ANN performed comparatively and mostly better than the RandomForest technique and the bagging method. For the especially small dataset (Data 1 Well 3), our proposed ensemble model showed an excellent performance over the other models. Despite that ANN is well known for its overfitting with respect to small data [32, 39, 40] as it needs a good quantity of data to attain a good fit, which usually results in ANN unstably performing well in some instances and overfitting in others, our ensemble model was able to capture the best performances. With RMSE, Figure 7 (a) and (b) confirmed the superiority of our proposed algorithm by having the least root mean square errors for all datasets. The robustness of our proposed model was also confirmed with its least errors when fed with small data. The same trend was observed with the MAE measure as our proposed algorithm emerged with the least mean absolute errors for all datasets (Figure 8 (a) and (b)).
Overall, our proposed ensemble model performed excellently well and proved to be a better alternative to the conventional bagging method and the RandomForest technique while having the capability to handle overfitting when fed with small data. The diverse performance of the base learners further confirms the diversity of our study. The real novelty of this study is in being the first of this type of economic and effortless ensemble architecture to be applied to reservoir characterization and in petroleum engineering while the main strength is its efficiency and accuracy.
Since we have used six different datasets for two different reservoir properties from diverse regions of the world, we are confident that the datasets are representative enough for the models to be reproduced and generalized on other datasets and in other application domains with very similar results.
CONCLUSION
This paper presented a novel ensemble model of ANN with different learning algorithms in the prediction of porosity and permeability of petroleum reservoirs. The analysis of the problem and the comparative results showed that the problem of diversity in the performance of different learning algorithms of ANN is best handled and the excellent result well utilized by an ensemble model rather than the trial-and-error method commonly used in literature.
The conclusions reached on the results of this study are presented as follows:
• The proposed ensemble model outperformed the single ANN, ANN with the conventional bagging method and RandomForest technique. This perfectly agrees with literature on the superiority of ensemble models over their individual base learners.
• This study is a further proof that the ensemble concept is applicable in petroleum reservoir characterization.
• There is a comparative performance between the ANNbagging algorithm and the Random Forest model.
With the success of this study, more ensemble models of ANN using different activation functions and more training algorithms are proposed in our future studies. 
