





















Za strokovno pomoč, usmerjanje med raziskovalnim delom, konstruktivne komentarje in 
predloge ter nenehno motivacijo se zahvaljujem doc. dr. Jožetu Guni. 
 
Zahvaljujem se tudi sodelavcem v Laboratoriju za multimedijo za vse strokovne nasvete. 
 
Zahvala gre tudi moji družini za podporo in pomoč med študijem in izdelavo disertacije, še 


























1 UVOD ................................................................................................................................. 15 
1.1 STRANSKI UČINKI UPORABE TEHNOLOGIJ NAVIDEZNE RESNIČNOSTI ..................................................................... 21 
1.1.1 VR slabost........................................................................................................................................ 23 
1.1.2 Faktorji, ki vplivajo na VR slabost ................................................................................................... 25 
1.1.3 Vzroki nastanka VR slabosti ............................................................................................................ 28 
1.1.4 Teorija stacionarnih referenčnih okvirjev ........................................................................................ 29 
1.1.5 Metode za zmanjšanje VR slabosti.................................................................................................. 32 
1.1.6 Metode za subjektivno vrednotenje VR slabosti ............................................................................. 34 
1.1.7 Metode za objektivno vrednotenje VR slabosti ............................................................................... 38 
1.2 UPORABNIŠKA IZKUŠNJA V SISTEMIH NAVIDEZNE RESNIČNOSTI .......................................................................... 39 
1.2.1 Metode za vrednotenje uporabniške izkušnje ................................................................................. 40 
1.3 PREDSTAVITEV PROBLEMA IN MOTIVACIJA .................................................................................................... 44 
1.4 METODOLOGIJA ...................................................................................................................................... 46 
1.5 RAZISKOVALNA VPRAŠANJA ....................................................................................................................... 48 
1.6 POVZETKI OBJAVLJENIH DEL ....................................................................................................................... 49 
1.6.1 Vrednotenje VR slabosti in uporabniške izkušnje z uporabo različnih VR prikazovalnikov ............. 50 
1.6.2 Vpliv različnih tipov stacionarnih referenčnih okvirjev na VR slabost in uporabniško izkušnjo v 
navideznih okoljih ........................................................................................................................................ 51 
1.6.3 Primernost in primerjava subjektivnih vprašalnikov za vrednotenje VR slabosti in uporabniške 
izkušnje v navideznih okoljih ........................................................................................................................ 54 
2 ESTIMATING VR SICKNESS AND USER EXPERIENCE USING DIFFERENT HMD TECHNOLOGIES: AN 
EVALUATION STUDY ................................................................................................................... 57 
2.1 ABSTRACT .............................................................................................................................................. 57 
2.2 INTRODUCTION ....................................................................................................................................... 58 
2.3 BACKGROUND AND RELATED WORKS ........................................................................................................... 62 
2.3.1 Research in the domain of VR Sickness ........................................................................................... 63 
2.3.2 360 Video in Virtual Reality ............................................................................................................. 65 
2.3.3 User Experience in VR...................................................................................................................... 66 
2.3.4 Overview of background and related works ................................................................................... 67 
2.4 RESEARCH QUESTIONS AND HYPOTHESIS ...................................................................................................... 73 
2.5 METHOD ............................................................................................................................................... 73 
2.5.1 Participants ..................................................................................................................................... 73 
2.5.2 Apparatus ........................................................................................................................................ 74 
2.5.3 Metrics ............................................................................................................................................ 75 
2.5.4 Experiment Environment ................................................................................................................. 77 
2.5.5 Procedure ........................................................................................................................................ 77 




2.7 DISCUSSION ............................................................................................................................................ 88 
2.8 LIMITATIONS AND MITIGATIONS .................................................................................................................. 90 
2.9 CONCLUSION AND FUTURE WORK............................................................................................................... 90 
2.10 REFERENCES ........................................................................................................................................... 92 
3 IMPACT OF DIFFERENT TYPES OF HEAD-CENTRIC REST-FRAMES ON VRISE AND USER 
EXPERIENCE IN VIRTUAL ENVIRONMENTS .................................................................................... 99 
3.1 ABSTRACT .............................................................................................................................................. 99 
3.2 INTRODUCTION ..................................................................................................................................... 100 
3.3 BACKGROUND AND RELATED WORKS ........................................................................................................ 106 
3.4 RESEARCH QUESTIONS AND HYPOTHESIS .................................................................................................... 110 
3.5 METHOD ............................................................................................................................................. 111 
3.5.1 Participants ................................................................................................................................... 111 
3.5.2 Apparatus ...................................................................................................................................... 112 
3.5.3 Software and Game Design ........................................................................................................... 112 
3.5.4 Metrics .......................................................................................................................................... 117 
3.5.5 Experiment Environment ............................................................................................................... 119 
3.5.6 Procedure ...................................................................................................................................... 119 
3.6 RESULTS .............................................................................................................................................. 123 
3.6.1 VRISE ............................................................................................................................................. 124 
3.6.2 User Experience ............................................................................................................................. 128 
3.6.3 Presence ........................................................................................................................................ 132 
3.6.4 Performance (Score and Time) ...................................................................................................... 134 
3.6.5 Impact of Previous Experience with VR Technology ...................................................................... 137 
3.6.6 Impact of Usage of Distance Spectacles/Contact Lenses .............................................................. 140 
3.7 DISCUSSION .......................................................................................................................................... 144 
3.8 LIMITATIONS AND MITIGATIONS ............................................................................................................... 146 
3.9 CONCLUSIONS AND FUTURE WORK ........................................................................................................... 148 
3.10 REFERENCES ......................................................................................................................................... 149 
4 SUITABILITY AND COMPARISON OF QUESTIONNAIRES ASSESSING VIRTUAL REALITY-INDUCED 
SYMPTOMS AND EFFECTS AND USER EXPERIENCE IN VIRTUAL ENVIRONMENTS ......................... 155 
4.1 ABSTRACT ............................................................................................................................................ 155 
4.2 INTRODUCTION ..................................................................................................................................... 156 
4.2.1 VRISE Assesment and Evaluation .................................................................................................. 156 
4.2.2 User Experience Assesment and Evaluation .................................................................................. 157 
4.2.3 Virtual Reality Neuroscience Questionnaire .................................................................................. 158 
4.2.4 The Results of the Study and Key Contributions ............................................................................ 158 
4.3 BACKGROUND AND RELATED WORKS ........................................................................................................ 159 
4.4 RESEARCH QUESTIONS AND HYPOTHESIS .................................................................................................... 164 
4.5 METHOD ............................................................................................................................................. 165 
4.5.1 Participants ................................................................................................................................... 165 
4.5.2 Apparatus ...................................................................................................................................... 166 
4.5.3 Software and Game Design ........................................................................................................... 166 




4.5.4.1 VRISE ..................................................................................................................................................169 
4.5.4.2 User Experience .................................................................................................................................170 
4.5.4.3 Virtual Reality Neuroscience Questionnaire ......................................................................................170 
4.5.5 Experimental Environment ............................................................................................................ 172 
4.5.6 Procedure ...................................................................................................................................... 173 
4.6 RESULTS .............................................................................................................................................. 176 
4.6.1 VRISE ............................................................................................................................................. 176 
4.6.2 User Experience ............................................................................................................................. 182 
4.6.3 VR Software Suitability .................................................................................................................. 186 
4.7 DISCUSSION ......................................................................................................................................... 188 
4.7.1 VRISE ............................................................................................................................................. 188 
4.7.2 User Experience ............................................................................................................................. 189 
4.7.3 VR Software Suitability .................................................................................................................. 189 
4.8 LIMITATIONS AND MITIGATIONS ............................................................................................................... 190 
4.9 CONCLUSIONS AND FUTURE WORK ........................................................................................................... 191 
4.10 REFERENCES ......................................................................................................................................... 193 
5 ZAKLJUČEK ....................................................................................................................... 197 
IZVIRNI PRISPEVKI K ZNANOSTI ................................................................................................. 203 
ZNANSTVENE OBJAVE ............................................................................................................... 205 










Kratice in izrazi 
Kratica / izraz Pomen Prevod / razlaga 
AR Augmented Reality Izboljšana / Obogatena / Nadgrajena resničnost 
BCI Brain-Computer Interface Vmesnik možgani-stroj 
CAVE C-Automatic Virtual Environment C-samodejno navidezno okolje 
DOF Degrees of Freedom Prostorske stopnje 
FOV Field-of-View Vidno polje 
FMS Fast Motion Sickness Score Vprašalnik za vrednotenje potovalne slabosti 
FPS Frames per second Število slik na sekundo 
HCI Human-Computer Interaction Interakcija človek-stroj 
HMD Head Mounted Device VR naglavni prikazovalnik 
IOT Internet of Things Internet stvari 
IPD Interpupillary Distance Medzenična razdalja 
IVB Independent visual background Neodvisno vizualno ozadje 
MR Mixed/Merged Reality Mešana/združena resničnost 
MMI Multi-Modal Interaction Večmodalna interakcija 
NUI Natural User Interface Naravni uporabniški vmesnik 
PSTD Post Traumatic Stress Disorder Posttravmatska stresna motnja 
SLAM Simultaneous Localization and Mapping Sočasna določitev kraja in položaja 
SRO Rest-frame Stacionarni referenčni okvir 
SSQ Simulation Sickness Questionnaire Vprašalnik za vrednotenje simulacijske slabosti 
SUDS Subjective Units of Distress Scale Vprašalnik za vrednotenje tesnobe/strahu 
UEQ User Experience Questionnaire Vprašalnik za vrednotenje uporabniške izkušnje 
UEQ-S User Experience Questionnaire – short 
version 
Krajša različica Vprašalnika za vrednotenje 
uporabniške izkušnje 
UX User experience Uporabniška izkušnja 
VAS Visual Analogue Scale Vizualno analogna lestvica 
VE Virtual Environment Navidezno okolje 
VR Virtual Reality Navidezna resničnost 










V okviru doktorske disertacije smo za področje tehnologij navidezne resničnosti (VR) izvedli 
pregled, primerjavo in analizo ustreznosti obstoječih metodologij za vrednotenje VR slabosti 
in uporabniške izkušnje. Kljub razvoju tehnologije je VR slabost še vedno pogosta in prisotna 
med uporabniki. S hitrim razvojem tako programskih kot strojnih rešitev, različnih metod 
interakcije in lokomocije je še posebej pomembno, da obstajajo zanesljive subjektivne 
metode, ki omogočajo hitro vrednotenje VR slabosti in uporabniške izkušnje. Za vrednotenje 
VR slabosti smo pokazali, da lahko SSQ vprašalnik nadomestimo z enostavnimi in hitrimi 
vprašalniki, kot so SUDS, FMS, VRNQ, pa tudi z podskalo SSQ-D, ki vrednoti simptome 
dezorientacije, ki so med uporabniki navidezne resničnosti najizrazitejši in najbolj pogosti. 
SUDS in FMS sta se izkazala še posebej primerna, saj omogočata vrednotenje VR slabosti brez 
preračunavanja rezultatov in tako nudita hitro oceno VR slabosti, FMS pa omogoča tudi 
beleženje časovnega poteka slabosti med navidezno izkušnjo. Za vrednotenje uporabniške 
izkušnje v sistemih VR obstaja potreba za široko sprejeto metodologijo, saj trenutno namreč 
še ne obstaja uveljavljena metodologija. Pokazali smo primernost vprašalnika UEQ in njegove 
skrajšanje različice UEQ-S, ki v predhodnih študijah za oceno uporabniške izkušnje v sistemih 
navidezne resničnosti še nista bila uporabljena. Pokazali smo tudi, da VR slabost negativno 
vpliva na uporabniško izkušnjo. Na podlagi teorije stacionarnih referenčnih okvirjev (SRO) smo 
izdelali 3D VR igro ter v njej ocenjevali vpliv SRO na VR slabost, uporabniško izkušnjo, občutek 
prisotnosti in uspešnosti. Izkazalo se je, da so SRO primerni za uporabo v sistemih navidezne 
resničnosti, saj niso vplivali na uporabniško izkušnjo in uspešnost. Tudi na občutek prisotnosti 
uporaba SRO ni vplivala, razen zaznanega manjšega vpliva pri uporabi očal v nizko-akcijskem 
načinu igre. Pozitiven vpliv se je izkazal pri uporabi SRO na VR slabost, ki se je značilno 
zmanjšala za uporabnike, ki se že imeli izkušnje s tehnologijami VR. Poleg tega se je izkazalo, 
da so SRO očala bolj primerna za uporabnike, ki nosijo očala, ščit kape pa za uporabnike, ki 
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This dissertation presents the review, comparison, and analysis of the adequacy of existing 
methodologies for evaluating Virtual Reality-Induced Symptoms and Effects (VRISE) and user 
experience in the field of virtual reality. Although virtual reality (VR) has already achieved 
technological maturity, there are still some significant drawbacks for technology acceptance 
and broader user adoption, presenting research challenges. The side effects of VR usage are 
still common among users of VR technology. With the rapid development of software and 
hardware VR solutions, various interaction, and locomotion techniques, it is necessary to 
identify reliable and valid subjective methods that allow rapid evaluation of VRISE and user 
experience. To evaluate the VRISE, we showed that we could replace the SSQ questionnaire 
with quick and straightforward evaluation methods such as SUDS, FMS, VRNQ, as well as the 
SSQ-D subscale of the SSQ Questionnaire. SSQ-D subscale evaluates the symptoms of 
disorientation, which are most expressed, most severe, and frequent among VR users. SUDS 
and FMS proved especially suitable. The calculation of responses is not needed, which enables 
quick evaluation of VRISE, while FMS also allows to record the VRISE levels during the virtual 
experience and capture its time course. There is a need for a established methodology to 
evaluate the user experience in virtual reality, as there is no widely adopted methodology. We 
have shown the suitability of the UEQ Questionnaire and its short version UEQ-S, which were 
not previously used for assessing user experience in VR research. We also showed that the 
presence of VRISE has a negative impact on the user experience. Based on the Rest-Frame 
theory, we have developed a 3D VR game, and we have analyzed the effect of rest-frames 
VRISE, user experience, sense of presence, and performance. The VRISE disorientation 
symptoms were alleviated in a high action mode of the game with rest-frame glasses for the 
users experienced with VR technology. We found no negative effect of rest-frames on the user 
experience and presence, except for some negative impact when using rest-frame glasses in 
the low action mode of the game. No negative effect on the performance itself was observed. 
That means that the usage of head-centric rest-frames is suitable for use in VR applications. 




wearers of the distance spectacles, and a baseball hat is more suitable for non-wearers of 
distance spectacles. 
Keywords: virtual reality, VR Sickness, VRISE, Cybersickness, user experience, presence, user 






Navidezna resničnost (angl. Virtual Reality – VR) je tehnologija, ki obljublja, da nam bo v bližnji 
prihodnosti spremenila način dela, zabave, komunikacije, izobraževanja in življenja sploh. Po 
oceni analitske hiše Gartner, ki je v svojem poročilu »Krivulja posvajanja tehnologij« za leto 
2018 [1] umaknila tehnologije navidezne resničnosti, so tehnologije VR dosegle tehnološko 
zrelost in so dovolj zrele za poslovno uporabo in uporabo v namene informacijskih tehnologij. 
Vendar pa so stranski učinki uporabe med uporabniki še vedno prisotni, kar pa mora biti 
preseženo, da pride tehnologija v širšo uporabo [2]. Po mnenju Stanney idr. [2] so ravno 
stranki učinki uporabe, predvsem VR slabost, najpomembnejši faktor, ki vpliva na negativno 
sprejetje tehnologije in njeno širšo uporabo (angl. Mass Adoption). 
Tehnologije VR so vzbudile veliko zanimanje v 90-letih, a so ravno zaradi vseprisotne VR 
slabosti kaj kmalu zamrle. Drugi val oziroma renesansa VR tehnologije se je zgodila leta 2012 
z razvojem naprave Oculus Rift. Projekt je zaživel zaradi velikega uspeha na Kickstarter 
platformi, in še vedno velja za enega najuspešnejših projektov na tej platformi za skupinsko 
investiranje (angl. Crowdfounding). Projekt je bil tako uspešen, da je ga je čez dve leti prevzelo 
podjetje Facebook, naprava pa še vedno uživa status referenčne naprave. 
Od prve komercialne različice Oculus Rift CV1 leta 2016 se je na trgu pojavilo veliko 
proizvajalcev. Na trg redno prihajajo nove naprave, tehnologije pa se nenehno izpopolnjujejo. 
Predstavljeno je bilo veliko različnih VR aplikacij, namenjenih tako za domačo kot tudi 
poslovno uporabo. Prav tako je bilo razvitih veliko različnih metod interakcije in lokomocije. 
Lokomocija pomeni premikanje oziroma gibanje v alternativnem okolju. Naprave postajajo 
cenovno čedalje bolj dostopne potrošnikom, nenehno se razvijajo novi koncepti za reševanje 
tako strojnih kot programskih omejitev in izzivov [3]. Tudi znanstveno raziskovalno delo na 
področju VR je zelo obsežno (v času pisanje te disertacije iskanje po ključni besedi Virtual 





Velikost trga je rasla skupaj s hitrim razvojem tehnologije. Glede na Fortune Business Insights 
2019 se ocenjuje, da bo globalni trg zrasel iz 7,3 milijard USD iz leta 2018 na 120 milijard USD 
v letu 2026 [4]. 
Navidezna resničnost je pojem, ki opisuje tridimenzionalno, popolnoma računalniško 
ustvarjeno okolje, ki ga lahko uporabnik raziskuje in v katerem idealno težko loči, kaj je 
resnično in kaj ni [5]. Glede na rek, da slika pove več kot 1000 besed, bi lahko rekli, da VR pove 
več kot 1000 slik. LaValle [6] je navidezno resničnost definiral z: »VR is defined as a technology 
that induces targeted behavior in an organism by using artificial sensory stimulation, while the 
organism has little or no awareness of the interference«. Tehnologija VR stimulira več čutil in 
skupaj z multi-modalnimi interakcijami (angl. Multi-Modal Interaction – MMI) ustvarja 
občutek prisotnosti (angl. Presence) v navideznem okolju (angl. Virtual Environment – VE). 
Človeški možgani morajo integrirati vhodne čutne zaznave, kot so vid in sluh, ter zaznavo 
vestibularnih in proprioceptivnih čutil. Vse to se mora dogajati v realnem času, da se ustvari 
prepričljiv in občutek prisotnosti v VE [7]. Pri izkušnji navidezne resničnosti ne sme biti nobene 
zunanje sile, ki bi vplivala na stimulacijo vestibularnih čutil, in obstajati mora vsaj en 
mehanizem za nadzor vizualnega gibanja, ki bi imel za posledico skladne vizualne in 
vestibularne zaznave [8].  
Navidezna resničnost je osebi najpogosteje predstavljena s pomočjo naglavnega VR 
prikazovalnika, slušalk, haptičnih in taktilnih naprav itd. Vsak del tega sistema je potreben za 
simuliranje določenih čutil za dojemanje navideznega okolja kot resničnega. Zaslon je osrednji 
in najpomembnejši del izkušnje na področju navidezne resničnosti, saj se med VR izkušnjo 
popolnoma vklopimo v navidezno okolje in izklopimo resnično okolje. Za optimalno delovanje 
VR je treba vključiti kar precej podrejenih tehnologij, ki so v zadnjih letih izjemno napredovale, 
da lahko skupaj omogočijo kakovostno uporabniško izkušnjo brez, oziroma z najmanj 
stranskimi učinki. Najpomembnejše s tem povezane tehnologije so računalniška grafika, zajem 
360-stopinjske slike in videa v visoki ločljivosti, shranjevanje in prenos velikih količin podatkov, 
izdelava visoko ločljivih in hitro odzivnih zaslonov, računalniški vid, senzorske tehnologije, 
razpoznava govora, gest in kretenj, obraznih izrazov, haptične in taktilne tehnologije ter 




natančne in robustne, da lahko omogočijo tako profesionalno uporabo kot tudi znanstveno 
raziskovanje [3]. 
Navidezna resničnost, ki je namenjena potrošnikom, se trenutno največ uporablja za igranje 
iger in zabavo (ogled 360-stopinjskih videov in spremljanje dogodkov v živo), vendar je 
področje uporabe zelo široko in primerno tudi za industrijo in poslovna okolja. Navidezna 
resničnost se uporablja za treninge in simulacije [9], [10], povečanje empatije, ki jo občuti 
uporabnik, ko je vživet v zgodbo, iz tega izhaja tudi t. i. vživeto novinarstvo [11]–[13], je del 
industrije 4.0, v kateri se uporablja predvsem za izdelavo prototipov [14], [15]. Uporabna je 
tudi na področjih izobraževanja [16], [17], medicine in zdravstva [18]–[23], trženja in prodaje 
[24], [25], nepremičnin in arhitekture [26]–[29], umetnosti [30], druženja in oddaljenega 
skupinskega dela [31], turizma (navidezna potovanja) [32], vizualizacije velikih količin 
podatkov [33]–[35], kinematografije VR [36] in drugih. 
Zelo veliko uporabnost imajo tehnologije VR v medicini in zdravstvu. Tako imenovana VR 
terapija (angl. VR Therapy) se je izkazala za uspešno pri fobijah, npr. strahu pred letenjem [18], 
pomaga pri motnji PTSD (angl. Post Traumatic Stress Disorder) [22], kroničnih bolečinah [20], 
medicinski rehabilitaciji [23], Parkinsonovi bolezni [19], depresijah  itd. 
Izdelava prototipov se uporablja v avtomobilski, letalski in vesoljski industriji, pri izdelavi 
pohištva in notranje opreme, oblačil itd. [14], [15]. Z uporabo VR prototipa se razvijalec lahko 
postavi v VR okolje, ki vsebuje njegov prototip. Z njim je lahko interaktiven in lahko hitro izvede 
spremembe. Možno je tudi prototip v VR okolju predstaviti naročnikom, ki si ga tako lažje 
predstavljajo in ga doživijo. Največja prednost takšne tehnologije pa je prav gotovo jasna 
predstava o končnem izdelku, ki prihrani veliko časa in ne nazadnje denarja. 
VR tehnologija se je zelo razširila v arhitekturi in pri prodaji nepremičnin [27], [28]. Arhitekt si 
lahko ogleda svojo stvaritev še pred izgradnjo, lahko simulira svetlobo in vpad sonca v 
prostore, pri prodaji nepremičnin se ogled nepremičnin lahko opravi kar od doma ali v 
prostorih nepremičninske agencije, kar še posebej pride v poštev pri ogledu oddaljenih 
nepremičnin. 
Prvoosebna izkušnja, ki jo daje VR, je močno orodje za doseganje empatije do drugih ljudi in 




usmerjenost, socialni status in izobrazbo. Tu napredek najbolj omejuje to, da si večina ljudi ne 
predstavlja, kako je biti v koži nekoga drugega [6]. Nekateri imajo lahko sočutje do ljudi, vendar 
prvoosebna izkušnja prinese močnejša čustva, kot pa samo branje ali poslušanje o stiskah 
drugih ljudi. Primer je projekt v navidezni resničnosti, ki so ga sponzorirali Združeni narodi, ko 
gledalce postavili v izkušnjo sirske begunke [12]. Z uporabo empatije lahko tako dosežemo 
sprejemljivost drugih družbenih slojev in ras. 
Iz tega se je razvila tudi nova veja novinarstva, tako imenovano vživeto novinarstvo (angl. 
Immersive Journalism), ki ljudem omogoča prvoosebno izkušnjo dogodkov oziroma situacij, o 
katerih se poroča v novicah ali dokumentarnih filmih [11]. Pri tem je ključno, da se z novim 
medijem ne spreminja samo pogled, temveč tudi način podajanja zgodb. Zgodbe na ta način 
doživimo bistveno bolj intenzivno in nismo samo bralci oziroma opazovalci, ampak tudi 
udeleženci. 
Sorodne tehnologijam VR so tehnologije izboljšane/obogatene (angl. Augmented Reality - AR) 
in mešane (angl. Mixed Reality – MR) resničnosti, ki se vključno z VR poimenujejo s skupnim 
nazivom tehnologije XR (angl. Extended Reality). Medtem ko se pri tehnologijah VR 
nadomešča resnično z navidezno stimulacijo enega ali več čutnih organov, se pri AR in MR 
združuje resnično in navidezno stimulacijo [2] in resnično okolje ostane v centru izkušnje. V 
primeru AR je resnično okolje obogateno s prekrivanjem digitalnih informacij, v primeru MR 
pa se resnični in navidezni svet prepletata, kar omogoča interakcijo in manipulacijo v tako 
fizičnem kot tudi navideznem okolju. Pri izboljšani in mešani resničnosti se ne potopimo 
popolnoma v navidezni svet in ne zakrijemo svojega resničnega okolja v celoti, temveč v 
resnično okolje, v katerem se nahajamo, dodamo digitalne elemente in informacije. Mešana 
resničnost je podobna izboljšani resničnosti, vendar pa so pri njej digitalni elementi umeščeni 
v resnični svet tako, da se zavedajo prostora, v katerem se nahajajo, in z resničnim svetom 
interaktirajo. Medtem ko je VR že 30 in več let stara tehnologija, so AR in MR nove tehnologije. 
Za predstavo o prostoru se s pomočjo (globinskih) kamer in tehnike SLAM (angl. Simultaneous 
Localization and Mapping), ki izhajajo iz računalniškega vida in robotike, izdela 3D model 





Navidezno resničnost lahko izkusimo z naglavnimi prikazovalniki (angl. HMD – Head Mounted 
Device) ali v posebnih projekcijskih sobah (angl. C-Automatic Virtual Environment - CAVE), v 
katerih se na tri do šest stranic projicira sliko in tako ustvarja iluzijo navidezne resničnosti. Tudi 
veliki zasloni, večji kot 152 cm (60 inčev) [37], lahko zagotovijo zanimivo navidezno izkušnjo. 
Naprave navidezne resničnosti lahko delimo na naslednje štiri glavne tipe: 
 Prenosne/brezžične naprave: 
o ki za svoje delovanje potrebujejo mobilni telefon (Google Cardboard, Google 
DayDream, Samsung Gear VR, Zeiss VR One itd.); 
o samostojne prenosne VR naprave (Oculus Go, Oculus Quest 2, Lenovo/Google 
Mirage Solo, Pico Neo 2/G2 itd.); 
 Ožičene naprave: 
o naprave, ki za svoje delovanje potrebujejo povezavo z zmogljivim računalnikom 
(Oculus Rift S, HTC Vive Cosmos, Valve Index, OSVR, Windows Mixed Reality 
naprave, Varjo VR itd.); 
o naprave, ki se priključijo na igralno konzolo (Sony Playstation VR); 
 profesionalne postavitve CAVE VR; 
 veliki monitorji. 
Najpreprostejša in najcenejša naprava za prikazovanje navidezne resničnosti je Google 
Cardboard oziroma Googlova kartonka [38]. Sestavljena je iz kartonastega ogrodja in para leč, 
ki poskrbita za pravilen prikaz slike, in magnetnega stikala za preprosto interakcijo v 
aplikacijah. Za prikaz potrebujemo pametni telefon, ki služi kot zaslon in procesna enota in ga 
vstavimo pred leči v temu namenjen prostor. Tudi pri drugih napravah iz te skupine se pametni 
telefon vstavi v napravo, prednost le teh pa je priložen krmilnik za upravljanje in interakcijo in 
večje udobje med uporabo. Slabost teh naprav je nizek čas osveževanja zaslona (tipično 60 
Hz), mobilni telefon se običajno precej segreva in imajo kratek čas avtonomije. Še posebej pa 
izstopa dejstvo, da naprave omogočajo določanje pozicije in usmerjenosti položaja glave in 
krmilnika samo v treh prostostnih stopnjah. Običajno zaznavajo samo rotacije glave v treh 
prostostnih stopnjah, ne pa tudi položaja glave oziroma telesa v prostoru, kar vpliva na slabšo 
uporabniško izkušnjo pri raziskovanju navideznih svetov. To pomeni, da, ko se nagnemo ali 




okolje premakne skupaj z nami. Prenosne naprave, ki za svoje delovanje potrebujejo mobilni 
telefon, se umikajo s trga. V letu 2020 so se umaknile s trga tako Samsung Gear VR kot tudi 
Google DayDream. Kot smo napovedali [5], je poudarek pri razvoju novih generacij na 
samostojnih prenosnih napravah VR, ki imajo zaslon, procesorsko in grafično enoto vgrajeno 
v sam prikazovalnik.  
Samostojne prenosne VR naprave, ki imajo vgrajen lasten zaslon, lahko temeljijo na mobilni 
procesorski tehnologiji ali pa imajo vgrajeno zmogljivejšo procesorsko in grafično enoto. 
Prednost prenosnih naprav je nizka cena, saj uporaba ne zahteva nakupa zmogljivega 
računalnika, in prenosljivost, da lahko naprave uporabljamo tako rekoč kjerkoli in kadarkoli. 
Slabost pa je v manjših zmogljivostih procesorske in grafične enote za izris realistične grafike 
in ostrih tekstur. Novejše generacije naprav imajo že vgrajene senzorje za prepoznavo 
prostora, s čimer omogočajo gibanje v resničnem okolju, ki se preslika v lokomocijo znotraj 
navideznega okolja. 
Ožičene naprave imajo vgrajene zaslone z večjo ločljivostjo in hitrejšim osveževanjem slike. S 
posebnim kablom so priključene na zmogljiv računalnik, kjer se izvajajo procesorske in grafične 
operacije. Na voljo so tudi brezžični adapterji, ki nadomeščajo povezavo preko kabla. Za 
slednje v prostoru imajo nove generacije prikazovalnikov VR (kot tudi nekatere prenosne 
naprave) vgrajene kamere, ki razpoznavajo prostor na način znotraj-navzven (angl. Inside-Out 
tracking). Nekatere od zmogljivejših ožičenih naprav imajo vgrajeno tudi zaznavanje 
usmerjenosti pogleda (angl. Eye-tracking), razpoznavo gest in kretenj ter prepoznavanje glasu. 
VR prikazovalnik služi za prikaz slike in je v glavnem sestavljen iz zaslona (ali dveh) z visoko 
ločljivostjo, ki omogoča visokokakovostno stereoskopsko upodabljanje slike. Za doseganje 
iluzije 3D slike je uporabljen stereoskopski prikaz, kjer se vsakemu očesu izriše ustrezno 
zamaknjena slika. Bolj ko sta sliki zamaknjeni, bliže je navidezni objekt. Da bi se vsaka slika 
pravilno izrisala na zaslonu, mora sistem ves čas zaznavati usmerjenost in položaj 
uporabnikove glave, slika pa se mora osveževati dovolj hitro s čim manjšo zakasnitvijo in v 
dovolj visoki ločljivosti. Zvok se predvaja z vgrajenimi binauralnimi zvočniki,  povečini pa VR 
prikazovalniki omogočajo tudi priklop zunanjih slušalk. VR prikazovalniki imajo tudi integrirano 
zaznavanje položaja in usmerjenosti (angl. Tracking) rok in telesa v prostoru. Slednje je 




navideznem okolju (angl. Room-scale experience). Interakcija in upravljanje v navideznem 
okolju je omogočena s komplementarnimi krmilniki.  
VR naprave so pogosto razvrščene tudi po prostostnih stopnjah (angl. DOF – Degrees of 
Freedom), ki jih omogočajo. To velja tako za naglavne prikazovalnike, kot tudi za krmilnike. 
Šest prostostnih stopenj pomeni svobodo gibanja togega telesa v 3D prostoru. Zajema 
translacije v pravokotnem koordinatnem sistemu, kot so naprej/nazaj (angl. 
forward/backward, oziroma surge), dol/gor (angl. up/down, oziroma heave), levo/desno  
(angl. left/right, oziroma sway) in rotacije okrog koordinatnih osi, kotaljenje (angl. Roll), nagib 
(angl. Pitch) in odklon (angl. Yaw). Poznamo delno potopljene (angl. Semi Immersive) VR 
izkušnje (npr. PowerWall, Immersa desk, Monocular headset) in popolnoma potopljene (angl. 
Full immersive) VR izkušnje, ki jih dosežemo z VR prikazovalniki in v projekcijskih sobah CAVE. 
Ker v VR okoljih nimamo klasične miške, s katero upravljamo računalnik, je veliko razvoja 
namenjenega tudi naravnim uporabniškim vmesnikom (angl. NUI – Natural User Interface), ki 
jih upravljamo s pomočjo gest, kretenj, glasu in pogleda. Razvoj pa je usmerjen tudi k 
najpopolnejšemu vmesniku za komunikacijo z računalnikom, tako imenovanim vmesnikom 
možgani–stroj (angl. BCI – Brain Computer Interface). 
Živimo v internetni dobi, v dobi interneta stvari (angl. Internet of Things), kjer je (bo) vsaka 
naprava povezana v internet, in tako kot je zdaj pametni mobilni telefon brez dostopa do 
interneta tako rekoč neuporabna naprava, enako velja tudi za VR tehnologije. Tako je še en 
pomemben dejavnik množičnega sprejetje tehnologije in njene širše uporabe, nadgradnja 
sedanjih mobilnih omrežij 4G na 5G, saj 4G ne more obvladati velike količine podatkov, ima 
preveliko zakasnitev (angl. Latency) in omejitev hkratnih povezav, ki jih zahteva pretakanje 
360-stopinjskih video posnetkov in uporaba drugih aplikacij (npr. MMO - Massively 
multiplayer online games), kar je še posebej pomembno za prenosne naprave VR. Trendi pa 
so, da bi se izvajale procesorske in grafične operacije kar v oblaku. 
1.1 Stranski učinki uporabe tehnologij navidezne resničnosti 
Uporaba navidezne resničnosti prinaša določene nezaželene stranske učinke: VR slabost [39], 




Accommodation conflict) [40], [41], pri slabo načrtovanih interakcijah nas lahko doleti 
simptom t. i. gorilje roke (angl. Gorilla Arm) [42], obstaja pa tudi tveganje za asocialnost 
uporabnikov. Glede na to, da med uporabo VR zakrijemo svoje resnično okolje, uporaba VR 
prinaša tveganje za padce in s tem povezane poškodbe, ki je pa še večje pri uporabi ožičenih 
VR naprav VR izkušnjah, ki omogočajo gibanje v resničnem okolju (angl. room-scale). Tveganje 
za padec obstaja tudi, da se uporabnik spotakne ob mizo, otroka, domačo žival ali kako drugo 
oviro, česar pa ni pri uporabi AR/MR, saj uporabnik med uporabo vidi svoje resnično okolje. 
Priporočljivo je, da uporabniki pri uporabi VR ostanejo znotraj fizičnih meja, kar omogočajo 
senzorji na VR prikazovalnikih, ki z vizualnim izrisom meja, opozorijo uporabnika, da se je 
preveč približal steni oziroma robu območja, ki je zaznavano oziroma predhodno nastavljeno. 
Ker prenosne naprave na računalnik niso povezane s kablom, je njihova uporaba nekoliko 
varnejša, še vedno pa obstaja tveganje, da se uporabnik spotakne ob kako drugo oviro. 
Pri souporabi naprav VR med uporabniki je pomembna tudi higiena, saj se lahko preko naprave 
prenašajo patogeni ali kake druge bolezni. Zato je primerno, da se v teh primerih uporabljajo 
papirnate kape in robčki, ki se vstavijo med napravo in obraz uporabnika, tam kjer se VR 
naprava dotika obraza. Po vsaki uporabi se napravo in leče očisti z razkužilno tekočino. 
Poseben poudarek pri načrtovanju VR prikazovalnikov in tudi uporabniških vmesnikov je 
upoštevanje ergonomskih dejavnikov. Namen ergonomije je izpolnitev dveh ciljev: 
zagotavljanje zdravja uporabnikov, zmanjšanje utrujenosti in povečanja udobja ter 
produktivnosti. Pri VR pomeni tako prilagoditev navideznega in resničnega okolja, v katerem 
se uporabnik nahaja. Pri razvoju VR aplikacij moramo biti pozorni na udobje uporabnika, 
predvsem glede na utrujenost rok in ramen. Z ustreznim ergonomskim načrtovanjem se 
preprečijo poškodbe zaradi ponavljajočih se gibov, ki se lahko sčasoma razvijejo in povzročijo 
dolgotrajno delovno nezmožnost. VR prikazovalniki morajo biti lahki, da zagotovijo udobje 
uporabnika pri njihovem nošenju, težišče mora biti malo nad centrom glave, biti pa morajo 
tudi ustrezno oblazinjeni, da pri dolgotrajnem nošenju ne povzročajo bolečin oziroma 
neudobja. 
Sistemi za prikaz navidezne resničnosti lahko povzročajo tudi prostorsko dezorientacijo in 
težave z ravnotežjem po uporabi. Stranski učinki po uporabi VR lahko trajajo tudi več ur in celo 




učinki uporabe VR tehnologij so v veliki meri še vedno neznani, saj temeljite raziskave še niso 
bile izvedene [46]. Vzrok dolgotrajnim učinkom je senzomotorična adaptacija na navidezno 
izkušnjo, ki je naraven in samodejen odziv na nepopolno navidezno izkušnjo zaradi plastičnosti 
živčnega sistema, ki se nenehno prilagaja na nove čutilne zaznave [2]. 
Stranski učinki po uporabi, ki lahko trajajo še dolgo časa, so: 
 Sindrom izkrcanja (Dissembarkment syndrome - MdDS) – občutek gibanja, zibanja, ki 
lahko trajajo več dni ali celo let; 
 Ponoven pojav potovalne slabosti ali slabosti pri gledanju hitrih prizorov na 
računalniškem monitorju oziroma TV zaslonu; 
 Poslabšana proprioceptivna koordinacija med očmi, glavo in rokami (koordinacija oko-
roka); 
 Poslabšanje vestibularno-okularnega refleksa; 
 Posturalna nestabilnost (težave z ravnotežjem). 
Ker je bila VR slabost ožje področje našega raziskovalnega dela, se v nadaljevanju osredimo 
nanjo, kako se manifestira in kateri faktorji vplivajo na njen pojav. Podajamo pregled nad 
teorijami, ki pojasnjujejo nastanek VR slabosti, metodami za zmanjšanje VR slabosti in 
metodologijami za oceno VR slabosti. 
1.1.1 VR slabost 
V literaturi se za VR slabost, izraz, ki ga uporabljamo v naši disertaciji za opis stranskih učinkov 
povezanih z uporabo navidezne resničnosti, uporabljajo različni termini, kot so: Cybersickness, 
VR Sickness, Visually-Induced Motion Sickness (VIMS), Virtual Reality-Induced Symptoms and 
Effects (VRISE) in Simulator Sickness. Izraz VR Slabost predlagamo kot nov slovenski izraz za 
vključitev v terminološki slovar. 
VR slabost je najpogostejši nezaželeni stranski učinek. Je precej podobna potovalni slabosti 
(angl. Motion Sickness) in simulacijski slabosti (angl. Simulation Sickness), a jo povzroči zgolj 
vizualni prikaz gibanja, zato se ponekod v literaturi uporablja izraz »Visually induced motion 




ljudje ne bodo nikoli mogli uporabljati VR, ne glede na to kako dobro je zasnovana strojna in 
programska oprema. Pri nekaterih ljudeh je za slabost, zadosti že samo da namestijo VR 
prikazovalnik na glavo in se razgledajo naokrog, drugi pa VR slabosti morda ne bodo nikoli 
doživeli. 
VR slabost ima veliko simptomov, vendar je za njo v prvi vrsti značilna dezorientacija (vključno 
z ataksijo, občutkom motenega ravnovesja), vrtoglavica, slabost in utrujenost (najverjetneje 
kot posledica iluzornega zaznavanja premikanja telesa) in očesno neugodje (naprezanje), 
simptomi pa lahko trajajo še kar nekaj ur ali celo dni po prenehanju uporabe [43]. Od 
potovalne slabosti se razlikuje po tem, da jo lahko povzroči zgolj vizualni prikaz gibanja in pri 
tem dejansko gibanje ni potrebno. Razlika je tudi v tem, da do simptomov VR slabosti ne pride, 
v kolikor ima posameznik med VR izkušnjo zaprte oči, zaprte oči pa ne preprečijo potovalne 
slabosti, obstaja pa tudi razlika v izraženih simptomih. 
Pri potovalni slabosti so bolj izraženi simptomi, kot so splošno nelagodje, bruhanje, riganje in 
zaspanost, pri VR slabosti pa bledica, potenje, povečan izloček sline, apatija, glavobol, 
želodčno zavedanje, dezorientacija in posturalni odziv. VR slabost je polisimptomatska (ima 
več različnih simptomov) in poligena (izraženi simptomi so različni po posameznikih). 
Simptomi VR slabosti so močnejši in izrazitejši kot pri potovalni in simulacijski slabosti, do 
simptomov VR slabosti za razliko od potovalne slabosti pride v krajšem času izpostavljenosti 
dražljajem [44]. 
Z uporabo SSQ vprašalnika [47] so pretekle študije pokazale, da v navideznih okoljih doživi 
blage do resne simptome VR slabosti med 50 % do 80 % udeležencev [48]. Najmanj 5 % ljudi 
ni zmožno uporabljati tehnologij VR dalj časa, približno 1 % ljudi pa bo ob uporabi doživelo 
močno VR slabost z bruhanjem, kar je še posebej značilno ob dolgotrajnejši uporabi VR 
prikazovalnikov [2].  
VR slabost ima vpliv na kognitivno funkcijo, kar so pokazali Nesbitt idr. [49], in sicer je 
prisotnost VR slabosti vplivala na zmanjšanje reakcijskega časa. Učinek VR slabosti na 
uporabnike vpliva tudi na sprejetje tehnologije, saj zaradi stranskih učinkov uporabe VR 





1.1.2 Faktorji, ki vplivajo na VR slabost 
Faktorji, ki vplivajo na VR slabost, so bili v preteklosti temeljito preučeni [50], [40], [7], [45]. 
Odkritih je bilo že preko 40 faktorjev [51]. Zgodovinsko je bila VR slabost pripisana vzrokom 
zaradi pomanjkljive strojne opreme, še posebej zakasnitvam pri prikazu slike (angl. Motion-to-
photons latency), utripanju slike (angl. Flicker), optičnim popačenjem in napakam pri 
zaznavanju usmerjenosti, gibanja in položaja telesnih delov (sledenje) [6], [43]. V novih 
generacijah naprav VR so vse te pomanjkljivosti v večini odpravljene, toda tudi z brezhibno 
izvedbo strojne opreme lahko neprimerno zasnovana vsebina oziroma način izvajanja nalog 
še vedno povzroči neprijetno navidezno izkušnjo. 
Faktorje, ki vplivajo na VR slabost, lahko delimo v tri skupine, kot so: (1) tehnologija, (2) 
posameznik in (3) način izvajanja nalog/vsebina [7], [52]. Tehnologija je že tako napredovala, 
da ima minimalni vpliv na VR slabost, na faktorje vezane na posameznika ne moremo vplivati, 
zato je pomembno, da je poudarek pri razvoju VR aplikacij na faktorjih načina izvajanja nalog 
in vsebine. 
Glavni faktorji, ki vplivajo na VR slabost: 
 Iluzija gibanja povzročena zaradi vizualnih dražljajev (angl. Vection) [53]–[56]; 
 Konflikt akomodacije konvergence (angl. Vergence-Accommodation conflict) [40]; 
 Posameznik 
o Starost in spol; 
o Bolezen, stres, neprespanost, utrujenost [7], [43]; 
o Dovzetnost za potovalno slabost [7], [44]; 
 Tehnologija 
o Zakasnitve pri izrisu slike (angl. Motion-to-photons Latency) [7], [57]; 
o Napake pri sledenju, slaba kalibracija [7], [43], [57]; 
o Optična popačenja, neizostrena slika [57]; 
o Realizem vizualne upodobitve slike [52]; 
o Širina vidnega polja (angl. Field-of-View – FOV) [44], [58]; 
o Utripanje slike (angl. Flicker) [7], [53]; 




 Izvajanje nalog/vsebina 
o Aktivnost/pasivnost med navidezno izkušnjo [7], [43]; 
o Čas trajanja navidezne izkušnje [7]; 
o Položaj uporabnika med navidezno izkušnjo (sede/stoje); 
o Metode interakcije in lokomocije. 
 
Slika 1 Konflikt akomodacije konvergence [40] 
Do utrujenosti oči pride zaradi pojava, ki se imenuje konflikt akomodacije konvergence (angl. 
Vergence-Accomodation Conflict) [40]. Pri tem gre za to, da se pri uporabi naglavnih VR 
prikazovalnikov goriščna razdalja očesnih leč razlikuje od konvergentne razdalje očesnih zrkel. 
Na sliki 1 je v primerih A in B prikazana primerjava med pogledom v resničnem okolju in pri 
pogledu z VR prikazovalnikom, na primeru C in D pa primerjava med izkušnjo globine. V 
resničnem okolju sta goriščna razdalja leč in konvergenčna razdalja zrkel enaki, pri uporabi 
naglavnih VR prikazovalnikov pa se razlikujeta. Pri pogledu se zgodita dve stvari. Najprej 
usmerimo zrkli na objekt, ki ga želimo videti. Če je objekt blizu, očesni zrkli konvergirata 




imenujemo akomodacija. V resničnem okolju sta konvergenca in akomodacija združeni 
oziroma usmerjeni na enako razdaljo, pri VR prikazovalnikih pa leči vedno akomodirata na 
razdaljo zaslona, a zrkli konvergirata na neko oddaljeno točko. Zaradi tega pride do 
nezaželenih učinkov, kot so neudobje, utrujenost, glavobol itd., pojav pa lahko pripomore k 
VR slabosti. Do utrujenosti oči pride še hitreje, če je spreminjane pogleda na daleč in blizu 
hitro in nenadno. Za rešitev tega problema je bilo izvedenih že veliko raziskav in predlaganih 
rešitev. Rešitev je lahko strojna prilagoditev, kot npr. uporaba svetlobnih polj (angl. Light Field) 
[60]. 
Na povečano VR slabost vplivajo bolezen, stres, neprespanost, utrujenost, odvisna je od 
položaja posameznika pri izkušnji (manj je izrazita v sedečem položaju) in je podobno kot pri 
potovalni slabosti manjša, v kolikor je posameznik pri VR izkušnji aktiven in ne samo pasiven 
udeleženec [43], [7], [6]. Osebe, ki so bolj dovzetne za potovalno slabost, bodo bolj verjetno 
občutile VR slabost in bodo bolj verjetno pri navidezni izkušnji občutile manj užitka [45]. Tudi 
utripanje slike doprinese k povečani VR slabosti, še posebej v perifernem vidu, ki je na 
utripanje slike še bolj občutljiv kot rumena pega. Za gladko izkušnjo mora biti časovna 
zakasnitev med gibom in spremembo slike na zaslonu med 15 in 25 milisekundami [6]. Višje 
vrednosti lahko pripomorejo k povečani VR slabosti.  
Pri vplivu starosti je v literaturi zaslediti nasprotujoče se izsledke raziskav. V študiji [45] po 
pokazali, da simptomi VR slabosti in njihova pogostost naraščata s starostjo, medtem ko [43] 
navaja, da s starostjo pada, da so otroci med 4  do 12 let najbolj dovzetni in da po 50-em letu 
praktično ni več prisotna [7], [43].  
Glede spola so študije pokazale, da so ženske na VR slabost bolj dovzetne zaradi širšega FOV, 
hormonskih ciklov in razlik v posturalni stabilnosti med spoloma [43], [45]. V novejši študiji so 
Stanney idr. [61] ugotovili, da je bila neustrezna medzenična razdalja (angl. Interpupillary 
Distance - IPD) glavni vzrok za razlike med spoloma glede dovzetnosti za VR slabost, medtem 




1.1.3 Vzroki nastanka VR slabosti 
Natančni vzroki za VR slabost (in dejansko vse oblike bolezni gibanja) niso popolnoma 
razjasnjeni [44], [45]. Teorija neskladij med čutili (angl. Sensory Conflict Theory [62]) je 
prevladujoča in pojasnjuje, da do VR slabosti privede konflikt oziroma neujemanje med 
vidnimi, vestibularnimi in proprioceptivnimi čutili, ki zagotavljajo informacije o telesni 
orientaciji in gibanju. To se zgodi, kadar vizualne zaznave iz simuliranega okolja predstavljajo 
gibanje, vendar pa posameznik miruje, in ne prejema zaznav iz vestubularnih in 
proprioceptivnih čutil. Druge teorije so evolucijska reakcija na domnevno zastrupitev (teorija 
zastrupitve) ali dolgotrajna potreba po ohranjanju stabilne drže telesa (teorija posturalne 
nestabilnosti) [7]. 
Teorije vzroka VR slabosti so [44], [45]: 
 Teorija neskladij med čutili (angl. Sensory Conflict Theory) [50]; 
 Teorija zastrupitve (angl. Poison Theory) [63]; 
 Teorija posturalne nestabilnosti (angl. Postural Instability Theory) [64]; 
 Teorija stacionarnih referenčnih okvirjev (angl. Rest Frame Theory) [65]; 
 Teorija premikanja oči (angl. Eye Movement Theory); 
 Nestabilnost scene (angl. Scene Instability) [66]. 
Teorija gibanja oči pojasnjuje, da je vzrok VR slabosti neustrezno premikanje in naprezanje oči 
ter težave z izostritvijo. Nastanek VR slabosti je možno razložiti tudi z nestabilnostjo scene, to 
je kako se navidezno okolje rotira glede na resnično rotacijo glave. Če na primer oseba v 
navidezni resničnosti fizično obrne glavo, bo temu sledila tudi navidezna glava. A pri tem pride 
do razlik tako v času kot v prostoru. Ko se navidezno okolje umiri, se zdi, da so tla nestabilna, 
čeprav tla v resničnem okolju ostajajo mirna. Ugotovljeno je bilo [66], da kotna razlika med 
premikom navidezne in fizične glave ne ustvarja samo občutek nestabilnega okolja, temveč 
tudi vpliva na jakost in verjetnost pojava VR slabosti. 
Teorija posturalne nestabilnosti je tudi temelj za objektivno vrednotenje VR slabosti in 




spontani posturalni nestabilnosti med posamezniki lahko napovedo, kdo bo bolj verjetno 
občutil VR slabost [67]. 
V naši tretji študiji (Poglavje 4) smo glede na teorijo stacionarnih referenčnih okvirjev (SRO) 
ugotavljali vpliv SRO na VR slabost, uporabniško izkušnjo, prisotnost in uspešnost. V 
nadaljevanju zato podrobneje predstavljamo teoretske osnove teorije SRO. 
1.1.4 Teorija stacionarnih referenčnih okvirjev 
Teorija SRO ponuja nadomestno teorijo o nastanku VR slabosti, kjer je poudarek na vlogi 
prostorsko-zaznavnih referenc, na katere vplivajo referenčni in stacionarni referenčni okvirji 
(SRO). 
 
Slika 2 Stranice sobe kot alocentrični stacionarni referenčni okvir [68] 
Referenčni okvir je koordinatni sistem, glede na katerega je mogoče presoditi položaj, 
usmerjenost in gibanje v prostoru. Stacionarni referenčni okvir (SRO) je posebna vrsta 
referenčna okvirja, ki ga opazovalec vzame za mirujočega [69] in presoja druga gibanja glede 
na njega. SRO  lahko definiramo kot navpične reference, ki jih zagotavljajo vizualni in idiotropni 
navpični znaki, ki so relativno mirujoči glede na opazovalca [70]. SRO velja za enega izmed 
številnih referenčnih okvirjev, do katerih ima živčni sistem dostop in opazovalcu zagotavlja 




enega izmed njih kot primerjalnik za prostorsko oceno, ki ga imenujemo izbrani SRO. V 
nekaterih primerih pa živčni sistem ne more izbrati samcatega SRO [69]. Egocentrični SRO-ji 
(angl. player-fixed rest-frames) so mirujoči in določeni glede na opazovalca. Alocentrični SRO-
ji se nahajajo v okolju in so opredeljeni z značilnostmi okolja [68]. Alocentrični SRO-ji, ki so 
mirujoči in določeni glede na zemljo (angl. Earth-fixed), se začno premikati, če se posameznik 
v navideznem razgleduje naokoli in lahko izginejo iz vidnega polja, zaradi česar ne bodo več na 
voljo kot SRO. Egocentrični SRO-ji lahko predstavljajo izziv pri razvoju VR aplikacij, saj lahko 
prekrijejo ali so prekriti z drugimi objekti v navideznem okolju [72]. Egocentrične SRO-je 
delimo na telesno osredotočene (angl. Body-centric), osredotočene na glavo (angl. Head-
centric) in osredotočene na oči (angl. oculo-centric) [73]. V navideznem okolju so SRO-ji 
integrirani v sceno, ostanejo fiksni glede na resnični svet ali na del telesa in se ne premikajo, 
ko se dejansko premika uporabnik ali del telesa. SRO-ji se lahko uporabljajo kot ozadja, prav 
tako pa lahko manjše reference v ospredju služijo kot SRO. 
Teorija stacionarnih referenčnih okvirjev navaja, da VR slabost ne izhaja neposredno iz 
neskladja med vidnimi, vestibularnimi in proprioceptivnimi čutilnimi zaznavami, temveč iz 
nasprotujočih si SRO-jev, ki jih nakazujejo te zaznave [65]. Ključnega pomena ni celoten nabor 
referenc v okolju, temveč način, kako se ti namigi interpretirajo, da vplivajo na občutek, kaj je 
in kaj ni stacionarno. VR slabost je neločljivo povezana z notranjim mentalnim modelom tega, 
kaj bi moralo biti stabilno. Čeprav je to le majhno preoblikovanje teorije konflikta med čutili 
[50], se kaže, da se lahko poskusi zmanjšanja VR slabosti osredotočijo na določene čutilne 
zaznave, ki vplivajo na izbrani SRO, ne pa na vse orientacijske in gibalne dražljaje. RFH ponuja 
razlago za pojav VR slabosti in tudi pristop k takojšnjemu zmanjšanju in predpostavlja, da imajo 
možgani notranji mentalni model, kateri objekti mirujejo in kateri se gibljejo. Kadar nove 
vhodne čutilne zaznave gibanja ne ustrezajo trenutnemu mentalnemu modelu SRO ali pa ima 
oseba težave pri izbiri konsistentnega SRO, se pojavi VR slabost. SRO mora ostati skladen z 
gibalnimi in vizualnimi čutilnimi zaznavami. RFH omogoča obstoj neskladja med čutili, ne da bi 
to povzročalo VR slabost, če te nasprotujoče si zaznave niso bistvene za stabilnost SRO. Teorija 
SRO pojasnjuje nastanek VR slabosti na podlagi odvisnosti od ujemanja med izbranim SRO in 
gibanjem posameznika. Prothero in Parker [73] trdita tudi, da se VR slabost pojavi, kadar je na 
izbiro preveč SRO-jev in posameznik postane zmeden. Možen način za zmanjšanje VR slabosti 




visual background - IVB), ki je dovolj izražen, da zmanjša fokus na druge konkurenčne in 
nasprotujoče si SRO-je [74]. Pomembnost izraženost SRO je pomembna, vendar študija 
Weinrich idr. [72] ni pokazala nobenega pomembnega vpliva izraženosti SRO niti na VR slabost 
niti na uporabniško izkušnjo. Na sliki 2 je prikazana implementacija dveh SRO-jev v igri v 
navidezni resničnosti, kot smo ju uporabili v naši študiji (Poglavje 4). 
Neodvisno vizualno ozadje (IVB) je vizualna scena, narejena tako, da se prikaže v ozadju in je 
nadzorovana neodvisno od vsebine zanimanja (angl. content-of-interest) [69]. Gre za nekoliko 
drugačno obliko SRO, ki se je izkazalo za učinkovito pri blaženju simptomov VR slabosti [70]. 
Vizualno sceno lahko tako razdelimo na sestavne dele, med katerimi je ena z oznako vsebina 
zanimanja, in druga, imenovana neodvisno vizualno ozadje. IVB lahko zagotavlja vizualne 
znake gibanja in orientacije, ki ustrezajo tistim, ki jih zaznava vestibularni sistem. Njegova 
vključitev v VE lahko blaži simptome VR slabosti [75]. 
 
Slika 3 Primer stacionarnih referenčnih okvirjev v igri v navidezni resničnosti, ki so mirujoči 
glede na glavo igralca. Levo so prikazana očala, desno pa ščit kape. 
VR slabost je manj prisotna pri uporabi AR in MR tehnologij, saj lahko uporabniki neposredno 
vidijo resnično okolje, ki služi kot SRO, ki je v skladu z vestibularnimi čutilnimi zaznavami. VR 






1.1.5 Metode za zmanjšanje VR slabosti 
Na zmanjšanje VR slabosti lahko vplivamo z naslednjimi tehnikami oziroma metodami [57]: 
 Navajanje s ponovitvami navidezne izkušnje (angl. Habituation oziroma Adaptation) 
[43], [53]; 
 Pravilna zasnova uporabniškega vmesnika in interakcij; 
 Lokomocija, ki se izogiba občutku gibanja, ki se ne ujema z gibanjem uporabnika 
(gibanje v prostoru, večsmerna tekalna steza, preusmerjena hoja) [43], [76]; 
 Izogibati se je potrebno hitremu pospeševanju in zaviranju ali uporaba teleportacij [77]  
za gibanje v navideznem prostoru;  
 Stimulacija čutil (haptično, vonj, sluh - gibajoč izvor zvoka, veter itd.); 
 Stimulacija vestibularnega sistema (GVS – Galvanic Vestibular Stimulation, GCS - 
Galvanic Cutaneous Stimulation, BCV – Bone Conducted Vibration) [43], [45], [78]–
[80]; 
 Zoožanje vidnega polja (angl. FOV reduction - FOVR) ali zameglitev slike pri gibanju 
(angl. Peripheral Blurring - PB, Rotation Blurring - RB) [58], [81]–[84]; 
 Selektivno upodabljanje kakovosti slike (angl. Foveated rendering) v delu, ki ga zaznava 
rumena pega [57]; 
 Prilagodljivi zasloni (angl. Adaptive displays), ki omogočajo povečanje resolucije in časa 
osveževanja v izbranih delih VR slike [85], [45]; 
 Uporaba zaslonov z nizko persistenco (angl. Low Persistance), ki ne povzročajo 
zamegljene slike ob premikanju; 
 Hiter čas osveževanja zaslona (90 Hz in več) in nizek čas zakasnitve (angl. Photons-to-
Motions Latency). 
Teleportacije omogočajo takojšnjo spremembo lokacije posameznika v navideznem okolju, 
tako da se označi lokacijo, kamor se želi posameznik premakniti. Ta način gibanja v 
navideznem okolju se je izkazal, da vpliva na zmanjšanje VR slabosti, v primerjavi z ostalimi 
enostavnimi metodami lokomocije [86]. V kolikor pa VR naprava in resnično okolje 
omogočata, je najprimerneje, da se posameznikovo gibanje v resničnem okolju preslika v 




voljo tako imenovan udobni način (angl. Comfort Mode), kjer je rotacija zamenja z zasuki za 
10 in več stopinj, ki se upravljajo s krmilnikom. Pri tem je potrebno biti pozoren na korake 
zasuka, in sicer če so koraki zasuka premajhni, to lahko privede do bočne iluzije gibanja, če pa 
preveliki, pa lahko posamezniki postanejo zmedeni glede svoje orientacije v prostoru. 
Nekateri ljudje se lahko prilagodijo na VR slabost z navajanjem [53]. Uporaba kratkih intervalov 
izpostavljenosti navideznemu okolju je ena izmed učinkovitih metod za izboljšanje hitrosti 
navajanja. S postopnim povečanjem časa izpostavljenosti se uporabniki lahko prilagodijo na 
navidezno resničnost [20]. V študiji sta Howarth in Hodder [53] v desetih ponovitvah 
izpostavila 70 posameznikov. Udeleženci so bili navidezni resničnosti izpostavljeni vsak dan, 
vsaka dva dni in tako do vsakih sedem dni. Vse skupine udeležencev skupine so poročale o 
izrazitem zmanjšanju simptomov VR slabosti. Ugotovila sta, da je število izpostavljenosti 
pomembnejši dejavnik kot čas med posameznimi intervali. Omejitev te metode je negotovost 
časa trajanja prilagoditve oziroma navajanja [45]. Druga omejitev pa je v tem, da bolj kot so 
posamezniki prilagojeni navideznemu okolju, manj so prilagojeni resničnemu okolju, kar  lahko 
prinese dolgotrajnejše stranske učinke [87]. Obstaja pa tudi možnost, da ljudje po prvi 
neprijetni izkušnji ne bodo več želeli izkusiti VR [43]. 
V navidezni resničnosti se pri gibanju v omejenem prostoru lahko izkoristi t.i. efekt 
preusmerjene hoje (angl. Redirected Walking) [88]–[90], kjer lahko z manipulacijo slike in 
pametno zasnovanim navideznim svetom ustvarimo iluzijo neskončnega prostora. Namreč 
zelo težko hodimo naravnost, če ne uporabljamo oči za korekcijo orientacije, saj bo ena smer 
dominirala zaradi neravnovesja v moči in zaznavanju čutil, kar bo povzročilo, da bodo ljudje 
hodili v krogih. Hoditi naravnost po ravni črti brez vizualnih znamenj je za človeka zelo težko, 
ker je v resničnem svetu nemogoče doseči popolno simetrijo [91]. 
Za večino primerov se lahko izognemo VR slabosti s pravilno zasnovo uporabniškega vmesnika 
in interakcij. Cilj je, da se izognemo temu, da oči zaznavajo občutek gibanja, medtem ko 
vestibularni čutni sistem zaznava, da se ne gibljemo. 
Prisotnost VR slabosti ocenjujemo z samo-ocenjevalnimi subjektivnimi vprašalniki in z 




1.1.6 Metode za subjektivno vrednotenje VR slabosti 
Subjektivno vrednotenje VR slabosti se izvaja z vprašalniki, kot so SSQ [47], SUDS [92], FMS 
[93], Nausea Profile [94], VRSQ [95] in drugimi. Vsi omenjeni vprašalniki razen vprašalnika FMS 
ne omogočajo  sprotnega vrednotenja VR slabosti, ki jo občuti posameznik med navidezno 
izkušnjo. Dovzetnost za potovalno slabost se vrednoti z Motion Sickness Susceptibility 
Questionnaire (MSSQ) [96]. 
 
Najpogostejši način vrednotenja VR slabosti je s samo-ocenjevalnim vprašalnikom SSQ (angl. 
Simulation Sickness Questionnaire), ki so ga razvili Kennedy idr. [47] leta 1993 za oceno 
simulacijske slabosti pri uporabi simulatorjev v vojaški in vesoljski industriji. Kaj kmalu se je 
SSQ vprašalnik začel uporabljati tudi v študijah na področju navidezne resničnosti [97] in je 
postal eden uveljavljenih metod za vrednotenje VR slabosti. 
 
SSQ je sestavljen iz treh posameznih lestvic: (1) dezorientacija (SSQ-D), (2) slabost (SSQ-O), 
okulomotor (SSQ-O) in skupnega rezultata (SSQ-T): 
 SSQ-D (Disorientation – dezorientacija). Simptomi so: težave z osredotočenjem, 
slabost, polnost glave, zamegljen vid, omotica z zaprtimi ali odprtimi očmi, vrtoglavica; 
 SSQ-N (Nausea – slabost). Simptomi so: splošno nelagodje, povečan izloček sline, 
potenje, slabost, težave s koncentracijo, želodčno zavedanje in riganje; 
 SSQ-O (Oculomotor – okulomotor). Simptomi so: splošno nelagodje, izčrpanost, 
glavobol, naprezanje oči, težave z osredotočanjem, težave s koncentracijo, zamegljen 
vid. 
Raziskave so pokazale, da je pri vrednotenju VR slabosti z SSQ vprašalnikom izrazit tipičen 
profil D > N > O [45]. To pomeni, da so simptomi povezani z dezorientacijo najbolj izraženi in 
najpogostejši, sledijo simptomi povezani s slabostjo, najmanj pa so izraženi okulomotorični 
simptomi. Ta profil se razlikuje od profilov drugih vrst potovalnih slabosti. Simulacijska slabost 
ima O > N > D profil, medtem, ko ima morska bolezen N > O > D profil. Izraženost simptomov 
povezanih z dezorientacijo pri VR slabosti nakazuje na pomembnost podskale SSQ-D za 




SSQ vprašalnik je sestavljen iz 16 vprašanj, pri čemer se ocenjuje 16 posameznih simptomov 
VR slabosti, ki se vrednotijo z 0 (brez simptomov), 1 (rahli simptomi ), 2 (zmerni simptomi) ali 
3 (močni simptomi). Izračun končnih rezultatov se izvede po formuli, ki so jo predlagali 
Kennedy idr. [47], da dobimo vrednosti SSQ-T, SSQ-D, SSQ-N in SSQ-O. Višji rezultati kažejo na 
višjo raven VR slabosti. Vprašalnik SSQ se lahko izpolni pred navidezno izkušnjo in po njej. 
SSQ je bil v nekaterih študijah [48] potrjen kot primeren za oceno, ali ima posameznik 
simptome VR slabosti, saj SSQ uporablja razmeroma enostaven pristop za točkovanje.  
Medtem pa je v bil drugih študijah [7], [8], [57], [98] kritiziran zaradi pomanjkljivosti in izražen 
je bil dvom o njegovi primernosti za uporabo v navidezni resničnosti. Pravzaprav je bil SSQ 
razvit leta 1993 v kontekstu simulacije za oceno simulacijske bolezni v simulatorjih letenja na 
podlagi eksperimentalnih podatkov ameriške mornarice, za katere je bil SSQ zasnovan in 
validiran. Kljub temu je SSQ vprašalnik postal uveljavljeno merilo, ki se najpogosteje uporablja 
pri raziskavah v navidezni resničnosti. 
 
SSQ smo uporabili v naših študijah [99]–[101] kot primarno in osnovno merilo za vrednotenje 
VR slabosti. Zaradi njegove uporabe v številnih študijah ga ocenjujemo kot merodajno merilo 
in primerno izbiro za evalvacijo novih metod za vrednotenje VR slabosti. Zaradi njegove 
pogoste uporabe omogoča tudi primerjavo rezultatov z drugimi študijami in drugimi 
metodami, tako subjektivnimi kot objektivnimi. 
 
Alternativa vprašalniku SSQ so vprašalniki o slabosti, ki vsebujejo eno samo vprašanje. Ti so 
primerni za hitre ocene VR slabosti. Imajo skupni pristop, ko udeleženci podajo odgovor na 
vprašanje glede ocene občutka slabosti ali nelagodja. 
Subjective Units of Distress Scale (SUDS) [92] je eden izmed takih vprašalnikov, ki smo ga za 
oceno VR slabosti tudi uporabili v naši raziskavi (Poglavje 2). SUDS je sestavljen iz enega 
vprašanja, kjer odgovarjajoči poda oceno med 0 do 100 za določitev tesnobe ali strahu, ki ga 
je občutil med (navidezno) izkušnjo. Ocena 0 pomeni, da udeleženec ni čutil tesnobe 
(popolnoma brez strahu), ocena 100 pa pomeni, da se je uporabnik počutil neznosno slabo in 




fizičnega in čustvenega nelagodja. Pogosto se uporablja pri izpostavljenostih zdravljenih (angl. 
Exposure Treatment), pri raziskavah tesnobnih in paničnih motenj ter fobij. 
 
Vizualno analogna lestvica (angl. Visual Analogue Scale - VAS) je lestvica, ki je bila uporabljena 
v nekaterih študijah [103], [104] za subjektivno oceno VR slabosti. Drug pogosto uporabljen 
vprašalnik je Profil slabosti (angl. Nausea profile) [94], ki je bil zasnovan za medicinsko uporabo 
za oceno slabosti pri posameznikih, s ciljem pridobitve poglobljenih informacij, kaj pacienti 
doživljajo, ko poročajo o občutku slabosti. Sestavljen je iz 17 vprašanj, ki so ocenjeni na lestvici 
od 0 (sploh ne - not at all) do 9 (zelo - severely).  
Drug subjektivni vprašalnik, ki je bil uporabljen v drugi in tretji študiji, je Fast Motion Sickness 
Score (FMS) [93]. Pri FMS se odgovori podajo verbalno na lestvici od 0 do 20, kjer 0 pomeni, 
da ni prisotne slabosti (angl. no sickness at all) do 20 (angl. frank sickness) za oceno slabosti, 
ki so jo udeleženci občutili v (navidezni) izkušnji. V nasprotju z vprašalnikom SSQ, kjer se VR 
slabost vrednoti pred ali po (navidezni) izkušnji, FMS omogoča tudi merjenje vrednosti VR 
slabosti med izkušnjo in tako lahko zajamemo potek VR slabosti skozi čas (Slika 4). Pri 
podajanju odgovorov se morajo udeleženci osredotočiti na slabost, splošno nelagodje in 
želodčne težave in te faktorje upoštevati pri presoji. Pri odgovorih se prezre druge možne 
izkrivljajoče učinke, kot so utrujenost, živčnost ali dolgčas. Ocenjujemo, da  
Pregled in primerjavo uporabljenih vprašalnikov za vrednotenje VR slabosti podajamo v tabeli 
1. Razvidno je, da lahko vprašalnike SSQ, SUDS in FMS izvedemo pred izkušnjo (za pridobitev 
izhodiščnih vrednosti) in po izkušnji za oceno vpliva izvedenega poizkusa na udeležence. VRNQ 
vprašalnik omogoča izvedbo samo po izkušnji. SUDS in FMS se izkažeta še posebej primerna, 
saj omogočata vrednotenje VR slabosti brez preračunavanja odgovorov in tako nudita hitro 
oceno VR slabosti. Oba sta nezahtevna za razumevanje, kar posledično prinaša manj napak pri 
odgovorih. Vprašalnik SSQ je od navedenih najbolj kompleksen, vendar nudi vpogled v 
izraženost posameznih skupin simptomov.  Pri uporabi FMS se odgovori podajajo verbalno, 
kar omogoča podajanje odgovorov med potekom izkušnje in beleženje časovnega poteka 
slabosti med navidezno izkušnjo. Zaradi vseh teh razlogov je vprašalnik FMS zelo primerna 




vprašalnik ocenjuje tudi druge kvalitete VR programske opreme, ne samo simptome, ki se 
nanašajo na VR slabost. 
 
Slika 4 Primer beleženja poteka VR slabosti skozi čas. Na grafu so prikazane vrednosti pred, 
med igranjem igre (ob različnih točkah), ter ob zaključku igre.  
Če bi igranje igre trajalo še dalj časa, bi se nekaterim uporabnikov VR slabost povečevala do 
kritične meje in bi izstopili iz eksperimenta. Nekateri udeleženci že tako niso občutili nobene 
slabosti, in nadaljevanje igranja ne bi vplivalo na VR slabost. Nekateri udeleženci pa bi se 





Tabela 1 Primerjava subjektivnih vprašalnikov za vrednotenje VR slabosti, ki smo jih uporabili 
v naših raziskavah 
 
 
Simulator Sickness Questionnaire 
(SSQ) 
Subjective Units of 
Distress Scale (SUDS) 
Fast Motion Sickness 
Score (FMS) 
Virtual Reality Neuroscience 
Questionnaire (VRNQ) 
Tip Subjektivni vprašalnik Eno vprašanje 
Eno vprašanje – verbalno 
podajanje odgovorov 
Subjektivni vprašalnik 
Namen VR slabost 
VR slabost – simptomi 
fizičnega nelagodja 
VR slabost – simptomi 
slabosti 
VR slabost, uporabniška izkušnja, 
mehanika igre,  pomoč pri igranju 
Število vprašanj 16 1 1 
20 (pet vprašanj na posamezno 
podskalo) 
Vrednotenje 
0 (brez), 1 (malo), 2 (srednje), 3 
(močno) 
od 0 do 100 od 0 to 20 
Sedem-stopenjska Likertova lestvica 
(od 1 to 7) 
Podskale 
Da: Dezorientacija (SSQ-D), Slabost 
(SSQ-N), Okulomotor (SSQ-O) 
Ne Ne 
DA: VR slabost, uporabniška izkušnja, 
mehanika igre,  pomoč pri igranju 
Izvedba Pred in po izkušnji Pred in po izkušnji Pred, med in po izkušnji Po izkušnji 
Čas izpolnjevanja Srednje (cca. 5 min) Zelo hitro (cca. 15 s) Zelo hitro (cca. 15 s) Srednje (cca. 2–5 min) 
Kompleksnost Srednja Zelo nizka Zelo nizka Nizka 
Potreben preračun Da Ne Ne Da 
Primerno za hitro oceno Ne Da Da Ne 
1.1.7 Metode za objektivno vrednotenje VR slabosti 
VR slabost objektivno ocenjujemo s fiziološkimi parametri (srčni utrip, dihanje, prevodnost in 
temperatura kože, frekvenca mežikanja z očmi, širina zenice, povečanje bradigastrične moči, 
zmanjšanje tahigastrične moči, EEG beta in alfa valovi itd.) [44], [7], [105], [106] in posturalnim 
odzivom (angl. Postural Sway) [107], [67]. Še posebej se je izkazalo, da je za oceno VR slabosti 
primerno merjenje spremembe prevodnosti kože na čelu [108]. Analiza posturalnega odziva 
temelji na teoriji posturalne nestabilnosti in omogoča vrednotenje in predvidevanje VR 
slabosti. Objektivne metode, ki temeljijo na fizioloških parametrih, veljajo za zanesljivejše, 
vendar je njihova uporaba zahtevnejša od uporabe subjektivnih metod z vprašalniki, 
omogočajo pa avtomatsko zajemanje podatkov oziroma meritev. Objektivne metode za 
ocenjevanje VR slabosti so v raziskavah manj razširjene od subjektivnih metod. Zaradi svoje 
intruzivnosti, nameščanja raznih senzorjev in elektrod na telo udeleženca, lahko povzročijo 




1.2 Uporabniška izkušnja v sistemih navidezne resničnosti 
Uporabniška izkušnja se nanaša na vse vidike interakcije uporabnika z izdelkom, aplikacijo ali 
sistemom, zajema pa tudi misli, občutke in dojemanja, ki izhajajo iz te interakcije [109]. Za 
doseganje dobre uporabniške izkušnje (angl. User eXperience, UX), občutka vživetosti (angl. 
Immersion) in občutka prisotnosti v okoljih VR (angl. Sense of Presence) je potrebno poleg 
dobre tehnološke izdelave (zakasnitev, osveževanje in resolucija zaslona, širina vidnega polja, 
kakovostna reprodukcija zvoka, ergonomija itd.) vplivati tudi na človeška čutila (vid, sluh, vonj, 
dotik in okus). Zelo pomembno čutilo, ki je v VR še posebej pomembno, je propriocepcija, ki 
nam daje občutek položaja telesa in gibanja v prostoru. Zmožnost prostorske orientacije in 
ravnotežja je rezultat sinhroniziranih informacij iz vestibularnih, vizualnih in proprioceptivnih 
čutilnih zaznav [65]. Na področju naprav VR za potrošniški trg postajajo vse pomembnejši tudi 
sistemi za prepoznavanje kretenj in gest [110] ter tehnologije zaznavanja usmerjenosti 
pogleda oči. Poleg stranskih učinkov, ki so posledica uporabe tehnologij VR, pomembno vpliva 
na sprejetje tehnologije in njeno širšo uporabo tudi uporabniška izkušnja. 
Zaslon je osrednji in najpomembnejši del izkušnje na področju navidezne resničnosti. Za sluh 
velja, da je za čim večji občutek prisotnosti potrebno zagotoviti kakovostno reprodukcijo zvoka 
in 3D upodobitev, da ustreza prostoru, v katerem se uporabnik nahaja, upoštevati odmeve od 
objektov v navideznem okolju, pri socialni interakciji pa zagotoviti, da zvok prihaja iz ust 
oziroma lokacije govorečega [6]. 
Na uporabniško izkušnjo vplivajo stranski učinki, uporabniški vmesniki, interakcije, ergonomija 
ter zanesljivo in hitro sledenje uporabnikovim telesnim delom in prostora, v katerem se 
nahaja. 
Zanesljivo, hitro zaznavanje položaja uporabnika (sledenje) je zelo pomembno za dobro 
uporabniško izkušnjo in občutek vživetosti [6]. Sledimo lahko posameznikovim čutilnim 
organom (kot so oči), drugim telesnim delom (glava, roke [111], telo itd.), pa tudi prostor, v 
katerem se uporabnik nahaja [65]. Sledenje delimo na aktivno in pasivno. Pri pasivnem 





Pomembna je izdelava kakovostnih mehanizmov interakcije, ki ob dobri izvedbi omogočajo 
zadovoljivo uporabniško izkušnjo, povečajo udobje in preprečijo oziroma zmanjšajo 
nezaželene stranske zdravstvene učinke uporabe tehnologij VR [6], [65], pozorni pa moramo 
biti tudi na ergonomijo in udobje uporabnika, predvsem glede utrujenosti rok in ramen. 
Pod uporabniško izkušnjo sodita tudi vživetost (angl. Immersion) in občutek prisotnosti (angl. 
Presence). Izraza vživetost in občutek prisotnosti predlagamo kot nova slovenska izraza za 
vključitev v terminološki slovar. 
Vživetost je lastnost tehnologije, v kakšnem obsegu, kako natančno in katera čutila 
posameznika stimulira. Za čim močnejši občutek vživetosti je poleg vida in sluha potrebno 
stimulirati tudi ostala čutila uporabnika. Velja pa pravilo, da več čutil kot stimuliramo, močnejši 
bo občutek vživetosti. Za to so v uporabi različne naprave, kot so haptične naprave, krmilniki 
z vibratorji, haptični jopiči, vsesmerne tekalne steze in druge naprave. Občutek prisotnosti 
lahko opredelimo kot posameznikov subjektivni občutek ali zavestno izkušnjo, kako močno se 
je fizično počutil prisotnega v navideznem okolju (angl. Feeling of being there). 
Navidezna resničnost prinaša nove izkušnje in terapevtske učinke tudi ljudem s telesnimi 
omejitvami oziroma posebnimi potrebami, hkrati pa jim tehnologija prinaša nove omejitve, 
kar lahko onemogoči ali omeji uporabo tehnologije. Področje dostopnosti je področje, v 
katerem je še veliko prostora za raziskave in izboljšave, obsega pa naslednje omejitve: VR 
slabost, okvaro motoričnih sposobnosti, okvaro sluha ter vida ter fotosenzitivno epilepsijo 
[112] . 
1.2.1 Metode za vrednotenje uporabniške izkušnje 
Ocena uporabniške izkušnje v VR je možna z več vprašalniki, vendar noben še ni sprejet kot 
uveljavljen vprašalnik [113]. Nekatere študije so za vrednotenje uporabniške izkušnje 
uporabile meCUE vprašalnik [114],  ki temelji na komponentah modela uporabniške izkušnje. 
V naši prvi študiji (Poglavje 2) smo uporabili User Experience Questionnaire (UEQ) [115], v 
drugi študiji pa smo uporabili skrajšano različico UEQ vprašalnika (Poglavje 3). Za oceno 
uporabniške izkušnje je bil v nekaterih prejšnjih študijah [72], [116] v VR uporabljen tudi 




uporabniške izkušnje za širok spekter žanrov iger. Vprašalnik GEQ ima modularno strukturo in 
ga sestavljajo: (1) osnovni vprašalnik (core questionnaire), (2) modul za socialno prisotnost 
(social presence module) in (3) modul po igri (post-game module). Poleg teh modulov je bil 
razvit tudi modul, ki se ga uporablja med igranjem (concise in-game version). 
Vprašalnik o uporabniški izkušnji (UEQ) omogoča vrednotenje uporabniške izkušnje 
interaktivnih izdelkov in daje vpogled v bolj zapletene vidike uporabniške izkušnje. Oblika 
vprašalnika omogoča, da uporabniki lahko takoj izrazijo občutke, vtise in stališča, ki so se 
pojavili, ko so uporabljali aplikacijo. Lestvice vprašalnika zajemajo celovit vtis uporabniške 
izkušnje, tj. merijo tako klasične vidike uporabnosti (učinkovitost, pronicljivost, zanesljivost) 
kot vidike uporabniške izkušnje (izvirnost in stimulacija) [115]. 
UEQ vprašalnik se sestoji iz 26 vprašanj, na katera se odgovarja na 7-stopenski Likertovi 
lestvici. Meri šest faktorjev uporabniške izkušnje: 
 Privlačnost (angl. Attractiveness): splošni vtis izdelka. Ali je uporabnikom izdelek všeč 
ali ne? 
 Razumljivost (angl. Perspicuity): Ali je izdelek enostavno spoznati? Se je enostavno 
naučiti, kako uporabljati izdelek? 
 Učinkovitost (angl. Efficiency): Ali lahko uporabniki izvedejo svoje naloge brez 
nepotrebnega napora? 
 Zanesljivost (angl. Dependability): Ali se uporabnik počuti v kontroli med interakcijo? 
 Stimulativnost: (angl. Stimulation) Ali je uporaba izdelka vznemirljiva in spodbudna? 
 Novost (angl. Novelty): Ali je izdelek inovativen in kreativen? Ali izdelek pritegne 
zanimanje uporabnikov? 
Odgovori so točkovani od −3 do + 3. Višji rezultati kažejo na večjo stopnjo strinjanja z 
vprašanjem, medtem ko nižji rezultati kažejo na večjo stopnjo nestrinjanja. Tako − 3 
predstavlja najbolj negativni odgovor, 0 nevtralen odgovor in + 3 najbolj pozitiven odgovor. 
Vsi rezultati nad vrednostjo 1 se štejejo za pozitivno oceno. Privlačnost je čista valentna 
dimenzija. Razumljivost, učinkovitost in zanesljivost so pragmatični vidiki (ciljno usmerjeni), 




Krajša različica UEQ vprašalnika (UEQ-S) [118] , ki smo ga uporabili v drugi študiji (Poglavje 3) 
omogoča hitro oceno uporabniške izkušnje. UEQ-S meri dve dimenziji (vidika kakovosti) 
uporabniške izkušnje: 
 Pragmatična kakovost opisuje lastnosti interakcije, povezane z nalogami ali cilji, ki jih 
želi uporabnik doseči pri uporabi izdelka.  
 Hedonska kakovost, ki se ne nanaša na naloge in cilje, ampak opisuje vidike, povezane 
z užitkom ali zabavo med uporabo izdelka. 
UEQ-S se sestoji iz osmih vprašanj, ki se točkujejo na 7-stopenjski Likertovi lestvici. Tako kot 
pri osnovnem UEQ vprašalniku, so odgovori točkovani od −3 do + 3. Višji rezultati kažejo na 
večjo stopnjo strinjanja z vprašanjem, medtem ko nižji rezultati kažejo na večjo stopnjo 
nestrinjanja. Tako −3 predstavlja najbolj negativni odgovor, 0 nevtralen odgovor in +3 najbolj 
pozitiven odgovor. Vsi rezultati nad 1 vrednostjo se štejejo za pozitivno oceno. 
UEQ-S ne zajema vseh šestih faktorjev uporabniške izkušnje, kot to omogoča osnovni 
vprašalnik UEQ [115]. Skladnost lestvic UEQ-S je razmeroma visoka [118] in uporaba UEQ-S je 
dovoljena za uporabo v nekaterih primerih, kot sta bili naši dve študiji (poglavje 3 in 4). Ker se 
je UEQ vprašalnik v naši prvi študiji (poglavje 2) izkazal za primernega za uporabo v raziskavah 
VR in ker UEQ-S lahko napove vrednosti osnovnega UEQ vprašalnika glede pragmatične in 
hedonske kakovosti, je izbira UEQ-S ustrezna za vrednotenje uporabniške izkušnje. 
Obetaven novi vprašalnik Virtual Reality Neuroscience Questionnaire (VRNQ) [119], ki smo ga 
ocenili glede primernosti uporabe za ocenjevanje VR slabosti in uporabniške izkušnje v tretji 
študiji (poglavje 4), je namenjen izključno uporabi v raziskavah VR. Vrednoti celostno izkušnjo 
navidezne resničnosti v štirih dimenzijah (VR slabost, uporabniška izkušnja, pomoč pri igranju 
iger in mehanika igre). Njegova prednost je tudi v tem, da podaja minimalne in parsimonske 
mejne vrednosti za oceno zadostne kvalitete programske opreme VR. Minimalne mejne 
vrednosti kažejo na najnižjo sprejemljivo kvaliteto programske opreme VR, medtem ko 
parsimonske mejne vrednosti kažejo na primerno kvaliteto programske opreme VR brez 
vidnejših vplivov na VR slabost. 
Vsaka dimenzija vsebuje pet vprašanj, ki se jih točkuje na 7-stopenjski Likertovi lestvici od 1 




programske opreme VR, in štiri ocene za vsako dimenzijo. Dimenzija VR slabost vključuje 
vprašanja glede slabosti, dezorientacije, omotice, utrujenosti in nestabilnosti. Dimenzija 
uporabniška izkušnja vključuje vprašanja glede občutka vživetosti, užitka, kakovosti grafike, 
kakovosti zvoka in splošne kakovosti tehnologije VR. Višji rezultati kažejo na bolj pozitiven 
rezultat, kar velja tudi za vrednotenje VR slabosti. 
Prostorsko prisotnost (angl. Spatial Presence) lahko opredelimo kot uporabnikov subjektivni 
občutek ali zavestno izkušnjo, da je »bil tam« (angl. being there) v prikazanem (računalniško 
ustvarjenem) okolju [59], tudi če se je fizično nahajal v drugem okolju. Ni je mogoče zlahka 
objektivno fiziološko opredeliti in izmeriti. Prisotnost je bolj prepričljiva z več interaktivnosti, 
posnemanja (angl. mimmersion - reprodukcija pogojev fizične prisotnosti) in realizma. 
Občutek prisotnosti subjektivno vrednotimo z vprašalniki, kot so Slater, Usoh, and 
Steed  Questionnaire (SUS), Spatial Presence Experience Questionnaire (SPES), Witmer and 
Singer Presence (WS) [120], [121]. Nagnjenost ali dovzetnost k vživetosti vrednotimo z 
vprašalnikom Immersive Tendency Questionnaire (ITQ) [122]. Objektivne metode vrednotenja 
občutka prisotnosti vključujejo merjenje srčnega utripa in prevodnosti kože [123] ter 
vedenjsko analizo s pomočjo posnetega videa med navidezno izkušnjo. V študiji [124] so 
občutek prisotnosti ocenjevali z beleženjem premikov glave, kot reakcijo na specifične 
dogodke v navideznem okolju. Vživetost prav tako vrednotimo z objektnimi metodami, kot so 
merjenje srčnega utripa in prevodnostjo kože [125], ter zaznavanje premikov glave, kot npr. 
izogibanje oviram, ki se nenadno pojavijo pred igralcem. 
Spatial Presence Experience Questionnaire (SPES) [121] je kratko in priročno subjektivno 
merilo, ki se sestoji iz osmih vprašanj. Izhaja iz procesnega modela prostorske prisotnosti. 
Prostorsko prisotnost se ocenjuje kot dvodimenzionalni konstrukt, ki vključuje uporabnikovo 
samo-lokacijo (angl. Self-Location) in zaznana možna dejanja v navideznem okolju (angl. 
Possible Actions). Tako vsebuje dve dimenziji (Self-Loction in Possible Actions) in skupno 
oceno prostorske prisotnosti. Vsaka dimenzija vsebuje štiri vprašanja, ki se jih točkuje na 5-
stopenjski Likertovi lestvici, od 1 (strongly disagree) do 5 (strongly agree). SPES je mogoče 
uporabiti v različnih medijskih okoljih, od navidezne resničnosti do interaktivnih video iger, 
neinteraktivne televizije in celo knjig. Vsa vprašanja so oblikovana na način, da se vprašalnik 




Pregled in primerjavo uporabljenih vprašalnikov v naših študijah za vrednotenje uporabniške 
izkušnje podajamo v tabeli 2. Vsi vprašalniki omogočajo izvedbo le po navidezni izkušnji. Z 
velikim številom vprašanj je UEQ od vseh najbolj zahteven, vendar daje vpogled v bolj 
zapletene vidike uporabniške izkušnje in meri šest faktorjev uporabniške izkušnje. V primerjavi 
z vprašalnikoma UEQ in UEQ-S, VRNQ vprašalnik ocenjuje tudi druge parametre VR 
programske opreme, ne samo uporabniške izkušnje. 
Tabela 2 Primerjava subjektivnih vprašalnikov za vrednotenje uporabniške izkušnje, ki smo jih 
uporabili v naših študijah 
 
User Experience Questionnaire 
(UEQ) 
Krajša različica UEQ 
vprašalnika (UEQ-S) 
Virtual Reality Neuroscience 
Questionnaire (VRNQ) 
Spatial Presence Experience 
Questionnaire (SPES) 
Tip Subjektivni vprašalnik Subjektivni vprašalnik Subjektivni vprašalnik Subjektivni vprašalnik 
Namen Uporabniška izkušnja Uporabniška izkušnja 
VR slabost, uporabniška 
izkušnja, mehanika igre,  
pomoč pri igranju 
Občutek prisotnosti 
Število vprašanj 26 8 
20 (pet vprašanj na 
posamezno podskalo) 
8 (štiri vprašanja na posamezno 
podskalo) 
Vrednotenje 
Sedem-stopenjska likertova lestvica 
(od – 3 do 3) 
Sedem-stopenjska likertova 
lestvica (od – 3 do 3) 
Sedem-stopenjska likertova 
lestvica (od 1 to 7) 
Pet-stopenjska likertova lestvica 
(od 1 to 5) 
Podskale 
Da: privlačnost, razumljivost, 
učinkovitost, zanesljivost, 
stimulativnost, novost 
Da: pragmatičen ter 
hedonski vidik uporabniške 
izkušnje 
Da: uporabniška izkušnja, 
mehanika igre,  pomoč pri 
igranju, VR slabost 
Da: Samo-lokacija, možne akcije 
Izvedba Po izkušnji Po izkušnji Po izkušnji Po izkušnji 
Čas izpolnjevanja Počasno (cca. 10 min) Hitro (1 min) Srednje (cca. 2 – 5 min) Srednje (cca., 2 – 5 min) 
Kompleksnost Srednja do visoka Srednja Nizka Srednja do visoka 
Potreben preračun Da Da Da Da 
Primerno za hitro oceno Ne Ne Ne Ne 
1.3 Predstavitev problema in motivacija 
Ugotavljamo, da je področje naprav navidezne resničnosti hitro razvijajoče se področje z 
velikim potencialom za razvoj novih naprav, aplikacij in programskih rešitev, ima pa tudi 
potencial za vstop na nova področja in znanstveno raziskovanje. Tehnologija bo imela tudi 
velik ekonomski vpliv v prihodnjih letih. 
Kljub tehnološkemu napredku še vedno veliko uporabnikov tehnologij navidezne resničnosti 
občuti simptome VR slabosti, kar lahko vpliva negativno na sprejetje tehnologije in njeno širšo 
uporabo. VR slabost je bila vzrok za zamrtje tehnologije v 90-ih letih. Simptomi VR slabosti so 




krajšem času po izpostavljenosti dražljajem. Stranski učinki po uporabi VR lahko trajajo tudi 
več ur in celo dni (let) po uporabi, lahko se celo ponovno pojavi potovalna slabost. 
Zaradi tega na področju navidezne resničnosti poteka precej raziskovalnega dela za 
zmanjšanje stranskih učinkov, identifikaciji ključnih faktorjev, optimizaciji uporabniških 
vmesnikov, izboljšanju metod interakcije ter lokomocije. S hitrim razvojem tako programskih 
kot strojnih rešitev posledično potrebujemo hitre, zanesljive in neintruzivne subjektivne 
metode za vrednotenje VR slabosti in uporabniške izkušnje. 
Pri tem se porajajo vprašanja, kot so: Ali lahko izluščimo spremenljivke, ki dominirajo in s 
pomočjo katerih lahko ocenimo in predvidimo VR slabost? Ali lahko izdelamo model, s katerim 
bomo lahko napovedali nivo VR slabosti, ki jo bo uporabnik doživel? Kako lahko iz ocene VR 
slabosti predvidimo stranske učinke po uporabi? Kateri faktorji še vplivajo na pojav VR slabosti 
in uporabniško izkušnjo poleg že znanih? Ali lahko izdelamo subjektivne metode merjenja VR 
slabosti, ki bodo hitre, cenovno ugodne in neintruzivne? S katerimi novimi rešitvami lahko 
vplivamo na zmanjšanje VR slabosti in izboljšanje uporabniške izkušnje? 
Pri preučevanju področja navidezne resničnosti smo ugotovili, da je za vrednotenje 
uporabniške izkušnje na voljo uveljavljen vprašalnik SSQ, ki pa je glede na raziskave nekaterih 
avtorjev primeren tudi za uporabo v VR [48], medtem ko so nekatere druge raziskave pokazale 
njegovo neprimernost za uporabo v VR [7], [8], [57], [98] ter zaključile, da  je potrebno razviti 
cenovno ugodne in natančne metode za oceno VR slabosti. Naš cilj je bil identificirati hitre in 
zanesljive subjektivne vprašalnike in potrditi primernost njihove uporabe v sistemih navidezne 
resničnosti. 
Na področju vrednotenja uporabniške izkušnje smo ugotovili, da sicer obstajajo  metodologije, 
ki pa niso splošno sprejete [113]. Tudi tu je bil naš cilj identificirati hitre in zanesljive 
subjektivne vprašalnike in potrditi njihovo primernost za uporabo v sistemih navidezne 
resničnosti.  Zanimalo nas je tudi, ali obstajajo korelacije med VR slabostjo, uporabniško 
izkušnjo, vživetostjo in občutkom prisotnosti. 
Vsi zgoraj omenjeni dejavniki napovedujejo pomembnost VR tehnologij v prihodnosti in 




postavitvijo uveljavljenih in hitrih metodologij vrednotenja VR slabosti in uporabniške 
izkušnje,  s čimer je povezana tudi motivacija za raziskovalno delo. 
1.4 Metodologija 
Za dosego zadanih ciljev smo uporabili naslednjo metodologijo: 
1. Pregled in študij relevantne domače in tuje literature iz opisanega znanstveno-
raziskovalnega področja 
Pri pripravi na izvedbo študij smo pregledali obstoječo literaturo iz znanstveno-raziskovalnega 
področja navidezne resničnosti s poudarkom na preučevanju obstoječih raziskav na področju 
VR slabosti in uporabniške izkušnje v VR sistemih.  
2. Identifikacija raziskovalnega problema in izdelavo prototipa za eksperiment 
V nadaljevanju smo analizirali pristope in obstoječe metodologije, tako subjektivne kot 
objektivne za evalvacijo VR slabosti in uporabniške izkušnje pri uporabi tehnologij navidezne 
resničnosti. Identificirali smo ključne prednosti obstoječih subjektivnih metodologij, kar je 
služilo tudi kot osnova za izvedbo raziskav in primerjavo obstoječih rešitev. Izvedli smo tudi 
pregled področja stacionarnih referenčnih okvirjev. 
Izvedli smo pregled metod in rešitev za zmanjšanje VR slabosti in izboljšanje uporabniške 
izkušnje. Analizirali smo vzroke pojava VR slabosti, njene simptome in pristope za njeno 
zmanjšanje. Prav tako smo analizirali faktorje, ki vplivajo na uporabniško izkušnjo. 
3. Zasnova eksperimenta, metodologija in izvedba 
V naših raziskavah smo dali poudarek na identifikaciji faktorjev, ki vplivajo na VR slabost, 
primerjavo metodologij vrednotenja in iskali rešitve, ki bi vplivale na zmanjšanje VR slabosti 
ter povečanje uporabniške izkušnje.  
Ocenili smo obstoječe uveljavljene subjektivne metodologije ter se na podlagi analize odločili, 
katere so najprimernejše za uporabo v naših raziskavah. Za posamezne subjektivne 




razumljivost,  primernost za uporabo v sistemih navidezne resničnosti in možnost hitre 
pridobitve ocene VR slabosti in uporabniške izkušnje. 
Na podlagi izvedene raziskave smo se odločili za izvedbo treh eksperimentov, v katerih smo 
ocenjevali VR slabost in uporabniško izkušnjo na podlagi uveljavljenih metodologij. Prvi je 
obsegal primerjavo med različnimi generacijami VR prikazovalnikov, pri drugem smo raziskavo 
razširili na več udeležencev, ki so igrali lastno razvito 3D igro v navidezni resničnosti, ki je bila 
temelj za izvedbo eksperimenta. Z igro smo omogočili možnost interakcije in lokomocije. V 
tretjem eksperimentu smo na podlagi teorije stacionarnih referenčnih okvirjev ocenjevali 
učinek stacionarnih referenčnih okvirjev na VR slabost in uporabniško izkušnjo.  
V prvi študiji smo ocenjevali, kako različne tehnologije vplivajo na VR slabost in uporabniško 
izkušnjo, in analizirali, katere subjektivne metode so primerne za vrednotenje in ali lahko 
optimiziramo obstoječe metodologije.  
V drugi študiji smo primerjalno analizo razširili še na druge subjektivne metode, pri tretji študiji 
pa smo raziskovali vpliv stacionarnih referenčnih okvirjev na VR slabost, uporabniško izkušnjo 
in uspešnost igranja igre. 
Na podlagi pregleda znanstvene literature, smo se odločili za uporabo vzorca, kot smo ga imeli 
v naših raziskavah, ki je bil v drugi in tretji študiji še večji od primerljivih raziskav na tem 
področju [126]. 
4. Zajem podatkov udeležencev in statistična analiza podatkov 
Na podlagi analize rezultatov raziskave smo izvedli analizo ustreznosti posameznih 
metodologij, jih ustrezno ovrednotili in pripravili priporočila, predloge ter rešitve za njihovo 
optimizacijo. Vprašalnike smo pripravili v spletnem orodju 1KA, katerih podatke je moč izvoziti 
v xls datoteke. Izbrali smo metode za analizo dobljenih podatkov ter izvedli analizo podatkov. 
Z orodjem Tableu Prep [127] smo izvedli pripravo podatkov za statistično analizo, ki smo jo 
nato izvedli v IBM SPSS [128] in R Studio [129]. Za oceno normalnosti porazdelitve 
spremenljivk smo uporabili Shaphiro-wilk test. Večina spremenljivk ni bila normalno 




Wilcoxonov test z rangi, Mann-Whitney U test. Za izračun korelacij smo uporabili 
Spearmanove (ρ) koeficiente korelacije. 
5. Evaluacija rezultatov in priporočila, pridobljena na podlagi rezultatov 
Analizirali smo ustreznosti posameznih metodologij za uporabo v navidezni resničnosti, jih 
ovrednotili in pripravili priporočila, predloge ter rešitve za njihovo optimizacijo. 
 
Na koncu smo evalvirali ustreznost predlaganih rešitev na podlagi dobljenih rezultatov 
raziskave. Evalvacija vsebuje tudi oceno primernosti predlaganih priporočil in hevristike za 
merjenje VR slabosti in uporabniške izkušnje. Iz končnih rezultatov smo lahko identificirali 
ustreznost predlaganih rešitve ter podali kritično oceno dela in napotke za dodatne razširitve 
in izboljšave na tem področju. 
1.5 Raziskovalna vprašanja 
V naših raziskovalnem delu in pripravi disertacije smo si zadali naslednja raziskovalna 
vprašanja. 
 Katere hitre, zanesljive, cenovno ugodne in neintruzivne subjektivne metode so 
primerne za vrednotenje VR slabosti in uporabniške izkušnje? 
 Obstajajo korelacije med VR slabostjo, uporabniško izkušnjo in občutkom prisotnosti? 
 Ali prikazovalna naprava vpliva na VR slabost in uporabniško izkušnjo? 
 Ali so hitrejši in enostavnejši vprašalniki (FMS, SUDS, UEQ, UEQ-S in VRNQ) primerni za 
vrednotenje uporabniške izkušnje in VR slabosti? 
 Ali lahko za vrednotenje VR slabosti uporabimo SSQ-D podskalo SSQ vprašalnika, saj so 
pri uporabi navidezne resničnosti simptomi povezani z dezorientacijo najbolj izraženi 
in najpogostejši? 
 Je VRNQ primeren za ocenjevanje zadostne kvalitete VR programske opreme? 
 Kakšen je vpliv SRO na VR slabost, uporabniško izkušnjo, občutek prisotnosti in 
uspešnost igranja igre? 




 Ali obstaja razlika med nizkim in visoko-akcijskim načinom igre in vplivom na VR 
slabost, uporabniško izkušnjo, občutek prisotnosti in uspešnost? 
1.6 Povzetki objavljenih del 
Rezultati raziskav, ki so nastali v okviru te disertacije, so predstavljeni v treh člankih, 
objavljenih v mednarodnih znanstvenih revijah s faktorjem vpliva. Vsebina člankov je 
predstavljena (v nekoliko spremenjeni obliki, da bi sledili formatu dokumenta), v poglavjih 2, 
3 in 4. 
Rezultati in ugotovitve analize vrednotenja VR slabosti in uporabniške izkušnje z uporabo 
različnih VR prikazovalnikov pri ogledu 360-stopinjskih videov so predstavljeni v članku 
»Vrednotenje VR slabosti in uporabniške izkušnje z uporabo različnih VR prikazovalnikov« 
(angl. Estimating VR Sickness and user experience using different HMD technologies: An 
evaluation study). Članek ki je bil objavljen v reviji Future Generation Computer Systems [99] 
se uvršča v Q1 svoje kategorije, faktor vpliva ima 6,125 (2019). Vsebina članka je predstavljena 
v 2. poglavju, povzetek članka v slovenščini pa je predstavljen v nadaljevanju tega podpoglavja. 
Rezultati in ugotovitve analize vpliva stacionarnih referenčnih okvirjev v lastno razviti 3D igri v 
navidezni resničnosti so predstavljeni v članku »Vpliv različnih tipov stacionarnih referenčnih 
okvirjev na VR slabost in uporabniško izkušnjo v navideznih okoljih« (angl. Impact of different 
types of head-centric rest-frames on VRISE and User Experience in Virtual Environments). 
Članek je bil objavljen v reviji Applied Sciences [100], ki se uvršča v Q2 svoje kategorije, faktor 
vpliva ima 2,474 (2019). Vsebina članka je predstavljena v 3. poglavju, povzetek članka v 
slovenščini pa je predstavljen v nadaljevanju tega podpoglavja. 
Rezultati in ugotovitve primerjalne analize vrednotenja VR slabosti in uporabniške izkušnje v 
lastno razviti 3D igri v navidezni resničnosti so predstavljeni v članku »Primernost in primerjava 
subjektivnih vprašalnikov za vrednotenje VR slabosti in uporabniške izkušnje v navideznih 
okoljih« (angl. Suitability and comparison of questionnaires assessing Virtual Reality-Induced 
Symptoms and Effects and User Experience in Virtual Environments). Članek je bil objavljen v 




članka je predstavljena v 4. poglavju, povzetek članka v slovenščini pa je predstavljen v 
nadaljevanju tega podpoglavja. 
Dodatno smo objavili tudi dva izvirna pregledna znanstvena članka iz širšega področja 
navidezne resničnosti, kjer smo predstavili aktualen pregled nad napravami in tehnologijami 
na področju navidezne resničnosti. Naslov obeh člankov je »Pregled naprav, tehnologij in 
področij uporabe navidezne, izboljšane in mešane resničnosti«. Objavljena sta bila v Zborniku 
šestindvajsete mednarodne Elektrotehniške in računalniške konference ERK 2017 [130]  ter v 
reviji Elektrotehniški vestnik [5].  
1.6.1 Vrednotenje VR slabosti in uporabniške izkušnje z uporabo različnih VR 
prikazovalnikov 
Cilji: V raziskavi smo ocenjevali vpliv tehnologije na VR slabost in na uporabniško izkušnjo. Na 
podlagi obstoječih uveljavljenih metod smo izvedli analizo njihove primernosti za uporabo v 
navidezni resničnosti in analizirali ali obstajajo možnosti za njihovo optimizacijo. Tako smo 
preverili primernost uporabe SUDS vprašalnika za ocenjevanje VR slabosti in UEQ vprašalnika 
za ocenjevanje uporabniške izkušnje. Z uporabo SSQ vprašalnika so najizrazitejši in 
najpogostejši simptomi dezorientacije (SSQ-D podskala), zato smo v raziskavi ocenjevali, ali 
zadostuje vrednotenje VR slabosti samo s SSQ-D podskalo SSQ vprašalnika. 
Metode: V študiji s 14 udeleženci smo ocenjevali vpliv tehnologije na VR slabost in 
uporabniško izkušnjo. Udeleženci so si ogledali 360-stopinjske video posnetke na različnih 
generacijah Oculus Rift VR prikazovalnikov (Oculus Rift DK1, DK2 in CV1), na prenosnem VR 
prikazovalniku Samsung Gear VR ter na 2D široko-zaslonskem TV zaslonu, ki je bil uporabljen 
kot referenčni zaslon. Pri vsaki ponovitvi scenarija so si ogledali dva 360-stopnijska video 
posnetka. En izmed videov je predstavljal sproščujočo vsebino (plaža), drugi video pa je 
predstavljal akcijsko vsebino (vlak smrti). Za referenčno napravo smo uporabili 2D široko-
zaslonski TV zaslon. Za vrednotenje VR slabosti smo uporabili uveljavljen SSQ vprašalnik, za 
hitro oceno pa SUDS vprašalnik. Za vrednotenje uporabniške slabosti smo uporabili UEQ 




Rezultati: Rezultati so pokazali, da prikazovalna naprava vpliva na VR slabost in na 
uporabniško izkušnjo ob ogledu istih vsebin ob enakih pogojih. Za vrednotenje VR slabosti so 
rezultati pokazali, da lahko SSQ vprašalnik nadomestimo z enostavnim in hitrim vprašalnikom, 
kot je SUDS. Z visoko stopnjo statistično značilne korelacije se je izkazalo, da je SUDS vprašalnik 
primeren za ocenjevanje VR slabosti v navidezni resničnosti. Z uporabo UEQ vprašalnika smo 
pokazali, da prisotnost simptomov VR slabosti statistično značilno negativno vpliva na 
uporabniško izkušnjo. Rezultati so tudi pokazali, da je podskala SSQ-D primerna za ocenjevanje 
VR slabosti z visoko korelacijsko stopnjo z SSQ-T (SSQ Total). 
Sklepi: Raziskava je preučevala učinke VR tehnologije na VR slabost in uporabniško izkušnjo 
uporabnikov. Raziskave na področju VR slabosti so zelo pomembne, saj kljub velikemu 
tehnološkemu napredku še vedno precejšen delež uporabnikov občuti simptome VR slabosti 
ob uporabi tehnologij VR, kar pa lahko negativno vpliva na sprejetje tehnologije in njeno širšo 
uporabo. Zaradi hitrega razvoja, tako strojne kot programske opreme, obstaja potreba po 
hitrih in zanesljivih subjektivnih metodah za vrednotenje VR slabosti. SUDS vprašalnik se je 
izkazal za primernega za uporabo pri ocenjevanju VR slabosti v navidezni resničnosti. Še 
posebej je primeren zaradi svoje enostavnosti in hitre ocene VR slabosti. Simptomi 
dezorientacije so med uporabniki navidezne resničnosti najizrazitejši in najpogostejši, kar 
potrjuje da je SSQ-D pomembno merilo za vrednotenje VR slabosti. Pokazali smo, da se lahko 
SSQ-D lahko samostojno uporablja za vrednotenje VR slabosti. Vrednotenje uporabniške 
izkušnje v navidezni resničnosti je možno z več subjektivnimi metodami, vendar nobena še ni 
uveljavljena. Z uporabo UEQ vprašalnika, ki v predhodnih študijah v navidezni resničnosti še ni 
bil uporabljen, smo pokazali, da je primeren tudi za uporabo pri vrednotenju uporabniške 
izkušnje v navidezni resničnosti. 
1.6.2 Vpliv različnih tipov stacionarnih referenčnih okvirjev na VR slabost in 
uporabniško izkušnjo v navideznih okoljih 
Cilji: V raziskavi smo ocenjevali vpliv egocentričnih referenčnih okvirjev (SRO), stacionarnih 
glede na glavo, na VR slabost, uporabniško izkušnjo, prisotnost in uspešnost igranja VR igre. 
Metode: Študijo smo izvedli s 44 udeleženci. V ta namen smo razvili 3D VR igro, ki so jo 




igrana v nizko-akcijskem načinu ter v visoko-akcijskem načinu. V nizko akcijskem načinu so 
uporabniki skozi različne scene igre (gozd, puščava, vas) hodili, v visoko akcijskem načinu igre 
so tekli in tudi izvajali skoke. Pot je vodila uporabnike tako, da so sledili na poti nastavljenim 
kovancem, ki so jih morali pobirati. Pri tem smo uporabili SRO-je, ki so bili stacionarni glede 
na glavo uporabnika. Uporabili smo dva različna SRO-ja: (1) očala v centralnem vidu, ter (2) 
ščit kape, ki je bila izrisan v zgornjem delu perifernega vida. Za ocenjevanje uporabniške 
izkušnje smo uporabniki krajšo različico vprašalnika UEQ (UEQ-S), za oceno VR slabosti pa SSQ 
in FMS vprašalnik. UEQ-S vprašalnik je bil v originalni validirani angleški različici, za pomoč 
udeležencem pri odgovorih pa so služili slovenski prevodi. Poleg tega smo uporabili tudi VRNQ 
vprašalnik, ki ocenjuje štiri različne kategorije ocenjevanja VR tehnologije: VR slabost, 
uporabniško izkušnjo, mehaniko igre in pomoč med igranjem. Za uspešnost igranja igre smo 
beležili porabljen čas in število doseženih točk. Udeleženci so FMS oceno za vsak scenarij 
podali šestkrat. Prvič so podali FMS oceno preden so si nadeli VR prikazovalnik, štirikrat med 
samo igro in zadnjo FMS oceno po zaključku scenarija, še preden so sneli VR prikazovalnik. V 
igri so bila za oddajo FMS ocene predvidena mesta, ki so bila označena z veliko tablo, in na 
kateri se je izpisal napis »Kako se počutite?«, ko se je igralec dovolj približal tabli. Pred prvo 
podajo FMS ocene smo udeležencem natančno razložili, kako morajo podati svojo oceno 
slabosti v razponu med 0 in 20. Ocena 0 je pomenila, da slabost ni bila prisotna, 20 pa da je 
bila slabost najmočnejša oziroma še posebej izrazita (tik bred bruhanjem). Pri podajanju FMS 
ocen so se morali udeleženci osredotočiti na simptome slabosti, splošnega nelagodja in 
želodčne težave, pri tem pa ignorirati občutke, kot so živčnost, dolgočasje in utrujenost. Ko je 
udeleženec podal oceno 15 smo ga povprašali, če ne bi raje z eksperimentom zaključil, saj je 
bil že blizu skrajne vrednosti, in bi lahko nadaljevanje privedlo do močne slabosti. 
Rezultati: Odkrili nismo statistično značilnih razlik v uporabniški izkušnji in uspešnosti igranja 
igre med igranjem igre z in brez SRO, s čimer sklepamo, da so SRO primerni za uporabo v 
sistemih navidezne resničnosti. Tudi na občutek prisotnosti uporaba SRO ni vplivala, razen 
zaznane statistično značilne razlike pri uporabi očal v nizko-akcijskem načinu igre. V nizko-
akcijskem načinu igranja igre smo ugotovili statistično značilne razlike v VR slabosti med 
igranjem igre z in brez SRO. Uporaba SRO, tako očal kot ščita kape, je v nizko-akcijskem načinu 
igre poslabšala simptome VR slabosti. V visoko-akcijskem načinu igranja igre so bile povprečne 




Opažene pa so bile znatno nižje največje vrednosti SSQ-T in SSQ-D, v primerjavi z igranjem igre 
brez in z SRO. Pri analizi podskupin naših udeležencev smo za podskupino udeležencev, ki so 
že imeli pretekle izkušnje s tehnologijami navidezne resničnosti, ugotovili statistično značilne 
razlike v VR slabosti med igranjem igre z in brez SRO. Uporaba SRO očal je v visoko-akcijskem 
načinu igre zmanjšala simptome dezorientacije. Dodatno smo udeležence delili v podskupine 
glede na uporabo korekcijskih očal. Pri tem smo ugotovili statistično značilne razlike v VR 
slabosti med obema tipoma SRO, in sicer se je izkazalo, da so SRO očala bolj primerna za 
uporabnike, ki nosijo očala (na eksperimentu so nosili kontaktne leče), kapa (oziroma ščit 
kape, ki je bil v vidnem polju) pa za uporabnike, ki očal ne nosijo. Pri primerjavi obeh načinov 
igre so rezultati pokazali statistično značilne razlike, in sicer da ima bolj provokativna vsebina 
s hitrejšim premikanjem, hitrejšimi rotacijami in skoki, pozitiven vpliv na uporabniško izkušnjo 
in občutek prisotnosti ter negativen vpliv na VR slabost. 
 Sklepi: Na podlagi teorije stacionarnih referenčnih okvirjev (SRO) smo izdelali 3D VR igro ter 
v njej ocenjevali vpliv SRO na VR slabost, uporabniško izkušnjo, občutek prisotnosti in 
uspešnosti. Izkazalo se je, da so SRO primerni za uporabo v sistemih navidezne resničnosti, saj 
niso vplivali na uporabniško izkušnjo in uspešnost igranja. Tudi na občutek prisotnosti uporaba 
SRO ni vplivala, razen zaznanega manjšega vpliva pri uporabi očal v nizko-akcijskem načinu 
igre. Pozitiven vpliv se je izkazal pri uporabi SRO očal na VR slabost (simptome dezorientacije), 
ki se je značilno zmanjšala za uporabnike, ki se že imeli izkušnje s tehnologijami VR. Poleg tega 
se je izkazalo, da so SRO očala bolj primerna za uporabnike, ki nosijo korekcijska očala, ščit 
kape pa za uporabnike, ki očal ne nosijo. Ščit kape je z vidika razvoja VR aplikacij primernejši, 
saj se nahaja z zgornjem delu vidnega polja v perifernem vidu, in tako ne zakriva pogleda na 
sceno. Uporabo SRO lahko v VR lahko priporočamo, vendar z navedenimi omejitvami. Pri 
implementaciji v VR igrah priporočamo aktivacijo SRO kot posebno nastavitev, da si jih 
uporabniki lahko aktivirajo po potrebi. Izkazalo se je tudi poslabšanje VR slabosti za 
uporabnike, ki nosijo korekcijska očala, in ki so očala nosili pod VR prikazovalnikom med 




1.6.3 Primernost in primerjava subjektivnih vprašalnikov za vrednotenje VR slabosti 
in uporabniške izkušnje v navideznih okoljih 
Cilji: V raziskavi smo ocenjevali in primerjali uveljavljene metodologije za oceno VR slabosti in 
uporabniške izkušnje in njihove ustreznosti v sistemih navidezne resničnosti. V raziskavi smo 
odpravili nekatere omejitve prve raziskave, kot so bile manjše število udeležencev in pasivnost 
ter nezmožnost interakcije in lokomocije. 
Metode: V študiji smo upoštevali rezultate študije 33 udeležencev. V ta namen smo razvili 3D 
VR igro, ki so jo udeleženci igrali v šestih ponovitvah v sedečem položaju. Uporabili smo VR 
prikazovalnik Oculus Rift S. Igra je bila igrana v nizko-akcijskem načinu ter v visoko-akcijskem 
načinu. V nizko akcijskem načinu so uporabniki skozi različne scene igre (gozd, puščava, vas) 
hodili, v visoko akcijskem načinu igre so tekli in tudi izvajali skoke. Z uporabo krmilnika so se 
udeleženci premikali in rotirali v navideznem okolju. Pot je vodila uporabnike tako, da so sledili 
nastavljenim kovancem na poti. V igri smo za dodatno interaktivnost poskrbeli tako, da so 
udeleženci odpirali vrata, pobirali kovance ter se razgledovali po navideznem okolju. Za 
vrednotenje uporabniške izkušnje smo uporabili krajšo različico vprašalnika UEQ (UEQ-S), za 
vrednotenje VR slabosti pa SSQ in FMS vprašalnik. UEQ-S vprašalnik je bil v originalni validirani 
angleški različici, za pomoč udeležencem pri odgovorih pa so služili slovenski prevodi. Poleg 
tega smo uporabili tudi VRNQ vprašalnik, ki ocenjuje štiri dimenzije kvalitete VR programske 
opreme: VR slabost, uporabniška izkušnja, mehanika igre in pomoč med igranjem. 
Rezultati: Za vrednotenje VR slabosti so rezultati glede VR slabosti pokazali statistično značilne 
korelacije med SSQ vprašalnikom in FMS ter VRNQ (podskala VR slabost) vprašalnikom, ter 
statistično značilne korelacije med UEQ-S in VRNQ (podskala Uporabniška izkušnja). To 
potrjuje primernost uporabe FMS in VRNQ vprašalnika za vrednotenje VR slabosti in 
uporabniške izkušnje v navidezni resničnosti. Pripravili smo tudi tabelarični pregled z 
bistvenimi karakteristikami uporabljenih vprašalnikov in potrdili ustreznost VRNQ vprašalnika 
za oceno zadostne kvalitete VR programske opreme. Izkazalo se je, da je podskupina 
uporabnikov, ki je redno igrala igre v zadnjega pol leta pred eksperimentom, statistično 




lahko vplivala na manjšo VR slabost, vendar je statistična analiza pokazala, da razlike v VR 
Slabosti med skupinama, vrednoteno s FMS vprašalnikom, niso statistično značilne. 
Sklepi: Za vrednotenje VR slabosti smo pokazali, da lahko SSQ vprašalnik nadomestimo z 
enostavnima in hitrima vprašalnikoma FMS in VRNQ. FMS, kjer je odgovori udeležencev 
podajajo verbalno, se je izkazal še za posebej primernega, saj omogoča vrednotenje VR 
slabosti brez preračunavanja rezultatov in tako nudi hitro oceno VR slabosti, omogoča pa tudi 
beleženje časovnega poteka VR slabosti med navidezno izkušnjo. Za vrednotenje uporabniške 
izkušnje v sistemih VR obstaja potreba za široko sprejeto metodologijo, saj trenutno namreč 
še ne obstaja uveljavljena metodologija. Pokazali smo primernost vprašalnika UEQ-S, ki v 
predhodnih študijah za oceno uporabniške izkušnje v sistemih navidezne resničnosti še ni bil 
uporabljen. Pokazali smo ustreznost uporabe VRNQ vprašalnika za oceno VR slabosti in 
uporabniške izkušnje v VR sistemih ter njegovo primernost za ocenjevanje zadostne kvalitete 
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2 Estimating VR Sickness and user 
experience using different HMD 
technologies: An evaluation study 
2.1 Abstract 
 
This paper presents results of a user study of the effects of virtual reality technology on VR 
Sickness and User Experience. In our study the participants watched two different panoramic 
(360) videos, one with relaxing content (beach clip) and second one with action content (roller 
coaster video clip). Videos were watched on four different head mounted displays (HMDs) and 
on the 2D television as a reference display. To assess VR Sickness discomfort levels, we have 
used the Simulator Sickness Questionnaire (SSQ), and for user experience the User Experience 
Questionnaire (UEQ) was used.  For quick assessments of VR Sickness discomfort levels, we 
have also used Subjective Units of Distress Scale (SUDS). We have found a strong correlation 
between SUDS and total SSQ score and between total SSQ score and SSQ-D score. Shown 
negative correlation between VR Sickness discomfort levels (assessed by SSQ and UEQ 
Questionnaire), and user experience (assessed by UEQ Questionnaire), indicates that 
presence of VR Sickness symptoms affects the user experience. 
Keywords: Virtual Reality, VR Sickness, Cybersickness, User Experience, User Study 
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2.2  Introduction 
A Virtual Reality (VR) is a technology that promises to change the way of work, entertainment, 
communication, education and life in general in the near future. In the last five years in so-
called second wave of VR there has been a rapid advance in VR technologies with a large 
number of products and manufacturers appeared. Besides the technological maturity and 
economic viability, the aspects of the user experience, usability, accessibility and health-
oriented effects are crucial for the user adoption. 
According to LaValle [1] VR is defined as a technology which induces targeted behaviour in an 
organism by using artificial sensory stimulation, while the organism has little or no awareness 
of the interference. In VR there is no external force that influences vestibular stimulation and 
there should be at least one mechanism for visual motion control that results in concordant 
visual and vestibular information [2]. 
The second wave of VR begun in 2012 with a development of a device called Oculus Rift, which 
was one of the most successful Kickstarter projects. It was made by VR enthusiast Palmer 
Luckey, who had in home garage developed Head Mounted Display (HMD). Company was two 
years later acquired by Facebook, and device still enjoys the status of a reference device. 
VR technologies are having an important economic impact. A report by Goldman Sachs [3] 
predicts that revenue in a VR market will approach $80 billion by 2015, with 315 million users. 
Another report by Pipper Jaffray Investment Bank [4] predicted that the market for VR and 
augmented reality headsets could be worth $62 billion in 2025, it estimates 500 million 
headsets sold, and content for virtual reality HMDs could generate $5.4 billion by 2025. 
VR for consumer market is currently mostly used for gaming and entertainment (viewing 360 
videos and live events), but the scope is very wide and suitable for usage in industry and 
business environments. VR is used for training and simulations [5, 6], to increase the empathy 
felt by the user when he is in one’s story, and from that Immersive Journalism has evolved [7, 
8]. VR is a part of Industry 4.0, where it is used primarily for the development of prototypes 
[9, 10], it is a great tool for education [11], and it has a big potential in medicine and healthcare 
[12, 13, 14, 15, 16]. In fact, with the rapid development of medical and computer technologies, 
the healthcare system is facing major changes and improvements using those technologies 
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(VR, cognitive computing, big data, machine learning, deep learning, data visualisation, 
wearable devices, Internet of Things, smart clothing and others) [17, 18, 19, 20]. Other areas 
where VR is used are: marketing [21], real estate and architecture [22, 23], art [24], socializing 
and remote collaboration [25], tourism [26], visualizing large amounts of data [27, 28], VR 
cinema, and others. 
Key to the user’s VR experience are multimodal interactions involving multiple senses. The 
human brain must integrate real-time vision, hearing, vestibular and proprioceptive inputs to 
produce the compelling and captivating feeing of immersion in a VR environment (VE) [29]. 
The display and its effect on human vision system is the most important part of VR, since while 
using VR HMD one completely immerses in the virtual world. For compelling experience other 
human senses must be stimulated (hearing, touch, taste, smell) for the best possible sense of 
immersion and sense of presence. To achieve this, devices like haptic devices, controllers with 
vibrators, haptic vests, omnidirectional treadmills and other devices are being utilized. Also, 
gesture recognition systems and optical eye tracking technologies are gaining importance in 
the domain of VR devices for consumer market.  
Experiencing virtual reality is possible with HMDs, immersive rooms (CAVE) and large monitors 
which could also provide an interesting immersive experience. A Taxonomy of current VR 
display devices is: 
 Portable devices: 
o With a mobile phone as a display and processing unit (Samsung Gear VR, 
Google Cardboard, Zeiss VR One etc.); 
o Stand-alone portable VR devices (Oculus Go, Lenovo/Google Mirage Solo, Pico 
Goblin etc.); 
 Wired devices: 
o With a wired connection to a powerful computer for their operation (Oculus 
Rift, HTC Vive, HTC Vive Pro, OSVR etc.); 
o Devices that connects to the gaming console (Sony PlayStation VR); 
 Immersive rooms – CAVE (C-Automatic Virtual Environment); 
 Large monitors. 
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While experiencing VR, users may develop symptoms similar to motion sickness, a malady 
called VR Sickness (Cybersickness). Those symptoms are induced only by optical flow and for 
this reason 
 VR Sickness it is a kind of visually induced motion sickness (VIMS). The precise causes of VR 
Sickness (and in fact all forms of motion sickness) are not yet fully understood [29]. Sensory 
Conflict Theory [30] predict that the symptoms of VR Sickness arise due to a discrepancy 
between the visual, vestibular and proprioceptive sensory signals, which provide information 
about the body’s orientation and motion. If one is not actually moving, their proprioceptive 
and vestibular organs provides no cues of self-motion. These conflicting signals may lead to 
sensory discrepancies and eventually to VR Sickness. The other theories are, an evolutionary 
reaction to a presumed poisoning accident (Poison theory), or the prolonged urge to maintain 
a stable posture (Postural instability theory) [31]. 
Symptoms of VR Sickness include discomfort, apathy, nausea, drowsiness, disorientation, 
eyestrain and fatigue. Factors which affect VR sickness has been widely studied [29, 31, 32, 
33] and are: user’s gender, age, duration of VR exposure, hardware issues (motion-to-photons 
latency, flicker, optical distortions, tracking errors), habituation, illness, fatigue, field of view 
(FOV), usage (active/passive, standing/seating), vergence–accommodation conflict etc.  
Presence of VR Sickness symptoms can be assessed by subjective self-reports or by objective 
physiological measures. One of the most commonly used subjective measures is the Simulator 
Sickness Questionnaire (SSQ) which was introduced by Kennedy et al. [34]. SSQ alone may be 
sufficient to determine whether a user is suffering VR Sickness symptoms, since the SSQ uses 
a relatively straightforward scoring approach [35]. 
Alternative to SSQ Questionnaire are single-item nausea or motion sickness questionnaires 
which are suitable for quick assessments of VR Sickness discomfort levels. They share a 
common approach, asking participants to rate on a zero to ten scale feelings of either nausea 
or discomfort. One of these questionnaires is the Subjective units of distress scale (SUDS), 
which was developed by Wolpe and Lazarus [36]. The SUDS Questionnaire can be utilized as a 
measure of both emotional and physical discomfort. It is easy to understand and frequently 
used in exposure treatment, research on phobias and other anxiety disorders, especially Post 
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Traumatic Stress Disorder (PSTD) and panic disorder [37]. Another single-item alternative is 
visual analogue scale (VAS), which was used by Boylan et al. [38] to assess subjective 
discomfort levels. The Nausea Profile questionnaire is also widely used. It was designed for 
medical use for the evaluation of the characteristics of nausea across individuals and 
situations with the goal of obtaining a more in-depth description of what patients are 
experiencing when they report the feeling of nausea. It consists of 17 descriptors which are 
rated on a scale of 0 (not at all) to 9 (severely) [39]. 
Objective measures for assessing VR Sickness symptoms include measuring physiological 
changes in human body, such as increases in tachygastric power, heart, blink rate, decrease in 
bradygastric power, changes in skin temperature and EEG power bands [31, 40, 41]. EEG data 
acquisition and analytics is gaining importance in the field of human-computer interaction and 
robot-brain wearable devices, such as in a proposed wearable affective robot by Chen et al., 
where brain wearable device was used for user behaviour perception [42]. Postural instability 
is also an objective measure of detecting and predicting VR Sickness symptoms and relies on 
the postural instability theory of VR Sickness, which states that instabilities in postural control 
precede the onset of motion sickness, and individual differences in spontaneous postural 
instability should predict who is more likely to become sick [43]. 
The success and user adoption of VR technologies depends on the quality of the user’s 
experience. Assessing user experience in VR is possible with several questionnaires, but none 
of them is widely adopted. In our research we have used the User Experience Questionnaire 
(UEQ) which allows a quick assessment of user experience of interactive products and give 
insights to a more complex aspects of user experience. The format of the questionnaire 
supports users to immediately express feelings, impressions, and attitudes that arise when 
they use a product. The scales of the questionnaire cover a comprehensive impression of user 
experience, i.e. measure both classical usability aspects (efficiency, perspicuity, dependability) 
and user experience aspects (originality and stimulation) [44]. 
Another important factor for mass adoption of VR is upgrade of the current 4G to 5G mobile 
networks, since 4G cannot handle the massive amount of data, latency, and simultaneous 
connections that streaming 360 video and other applications requires (e.g. Social VR), which 
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is especially important for portable VR devices. Adoption of 5G networks is also crucial for 
unmanned self-driving cars, and it has great potential in healthcare [45, 17]. 
This paper presents the influence of different HMD technologies on VR Sickness discomfort 
levels using SSQ and SUDS Questionnaire. We also present assessing user experience with UEQ 
Questionnaire and the influence of VR Sickness symptoms on user experience. The 
participants watched two different panoramic (360) videos, one with relaxing content (beach 
clip) and second one with action content (roller coaster video clip). Videos were watched on 
four different head mounted displays (HMDs) and on the 2D Television as a reference display. 
We found strong correlation between results of a SUDS and SSQ questionnaire, which 
indicates that SUDS is appropriate for quick assessment of VR Sickness discomfort levels. 
The key contributions of this paper are: 
 Shown strong positive correlation between results of a SUDS and SSQ Questionnaire, 
which indicates that SUDS Questionnaire is suitable for quick assessment of VR 
Sickness discomfort levels; 
 Shown strong positive correlation between results of a disorientation sub scale of SSQ 
Questionnaire (SSQ-D) and total SSQ score (SSQ-T), which indicates that SSQ-D alone 
can be used for quicker assessment of VR Sickness discomfort levels; 
 Shown suitability of measuring user experience in VR applications with UEQ 
Questionnaire; 
 Shown negative correlation between VR Sickness discomfort levels and user 
experience, which indicates that presence of VR Sickness symptoms negatively affects 
user experience. 
2.3 Background and related works 
In this section we review works that relate to our study. First, we review works related to 
research of VR Sickness. Second, we review works on panoramic (360) video. Finally, we 
discuss works in the domain of measuring user experience in VR applications. 
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2.3.1 Research in the domain of VR Sickness 
VR Sickness is one of the most researched topics in the area of VR, as between 20% and 80% 
of VR users experience similar symptoms of classical motion sickness [29]. VR Sickness 
symptoms are much more severe than simulator and other motions sickness symptoms [46], 
and the exposure time inducing sickness symptoms is usually shorter in a virtual environment 
than in transport systems [41]. Another consequence of presence of VR Sickness is that people 
who experience symptoms may avoid using VR in the future [41]. 
Davis et al. [31] presented a systematic review in the area of VR Sickness with a focus on 
causes, methods of measurement, and factors which affects VR Sickness.  They concluded that 
there is a need to develop more cost-effective and objective physiological measures of both 
the impact of VR Sickness and a person’s susceptibility to the condition. 
Gallagher et al. [29] had in recent article reviewed the current literature to develop a 
conceptual scheme for understanding the neural mechanisms of VR Sickness.  They found out 
that the symptom profile of VR Sickness has been clearly delineated, as well as identification 
of factors which influence its development. Explanations for VR Sickness based on Sensory 
Conflict Theory are tentative, however there is no identified predictive mechanism and this 
theory cannot fully account for why after-effects arise from VR usage. 
A serious issue that affects stereoscopic displays is the vergence-accommodation conflict, 
which causes eye strain and may contribute to VR Sickness. Terzić and Hansard [47] presented 
comprehensive review of available image processing methods for reducing visual discomfort, 
such as improved acquisition, disparity re-mapping, adaptive blur, crosstalk cancellation and 
motion adaptation, as well as improvements in display technology. Tan et al. [48] evaluated 
10 participants in a first-person shooting game, playing with the Oculus Rift DK1 and without 
it. They have reported that most participants, while playing the game with HMD, reported 
higher levels of VR Sickness discomfort levels. 
Iskendorova et al. [49] conducted an experiment in which they wanted to explore how alcohol 
intoxication affects the symptoms of VR Sickness. In the experiment, slightly intoxicated 
participants (blood alcohol concentrations of approximately 0.07%) were given the task to find 
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three cards in an airplane hangar. Using SSQ Questionnaire result had shown that alcohol 
intoxication reduced symptoms of VR Sickness among the participants. 
Nesbitt et al. [50] were examining the effect of VR Sickness on participants’ cognitive function 
by measuring reaction time with a single choice Deary-Liewald Reaction Time Task. Besides 
measuring susceptibility to motion sickness with Motion Sickness Susceptibility Questionnaire 
(MSSQ) and accessing VR Sickness discomfort levels by standard Motion Sickness Assessment 
Questionnaire (MSAQ), they have additionally used a single-item nausea questionnaire, where 
subjects rated their nausea level on a subjective scale between ‘‘0–no nausea/discomfort” to 
‘‘10-very nauseous (feel like vomiting)”.  The nausea score was significantly correlated with 
both the MSSQ and MSAQ scores. They have measured a significant reduction in the reaction 
time due to symptoms of VR Sickness. 
By performing an oculo-motor exercise prior to VR experience, Jang et al. [51] investigated 
the effect of those exercises on VR Sickness discomfort levels. Using an SSQ for evaluation, 
they have confirmed significantly reduced VR Sickness discomfort levels and alleviated VR 
Sickness symptoms. VR Sickness incidence and susceptibility during neck motion-controlled 
VR tasks in rehabilitation scenario are discussed by Treleaven et al. [52]. VR Sickness 
discomfort levels were assessed by VAS scale and the SSQ questionnaire. The authors found 
that using the VR HMD (Vuzix) provoked VR Sickness in about one-third of the participants. 
Virtual reality induced symptoms and effects (VRISE) are researched by Sharples et al. [53]. 
Three experiments were conducted to assess the prevalence and severity of VR sickness 
symptoms experienced in each of four VR display conditions: HMD, desktop, projection screen 
and reality theatre, with controlled examination of two additional aspects (active vs. passive 
viewing and light vs. dark conditions). Results show that 60–70% participants experience an 
increase in symptoms pre–post exposure for HMD, projection screen and reality theatre 
viewing, and found higher reported symptoms in HMD compared with desktop viewing 
(nausea symptoms) and in HMD compared with reality theatre viewing (nausea, oculomotor 
and disorientation symptoms).  
Finally, visual flow direction and its effects on symptoms of VR Sickness are researched by 
Gavgani et al. [54]. The participants were exposed to a 15-min virtual ride on a rollercoaster 
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on two different days in a counterbalanced manner; half of participants were facing forward 
during the first ride while the other half was facing backwards. Forehead skin conductance, 
heart rate and HRV parameters (SDRR, RMSSD) were collected as objective measures; 
subjective symptoms were assessed with the MSAQ immediately after exposure. The 
conclusion was that the direction of visual flow has a significant effect on the symptoms of VR 
Sickness. 
2.3.2 360 Video in Virtual Reality 
360 videos (panoramic, omnidirectional, spherical or surround video) are emerging, new kind 
of media and VR devices are especially suited for watching them. Unlike the conventional 
video that limits the viewer to the director’s point-of-view, the 360 video is interactive and 
allows transporting viewers to the virtual environment and gives them the opportunity to 
watch to the given scene with the freedom to look omnidirectional instead of limiting them to 
a fixed point-of-view [55]. In 3D 360 video, also called as VR video, 3D technology is used and 
offers a better depth perception bringing more realism to the contents. With VR video users 
are given the ability to immerse themselves in a specific scene and allowed to explore a virtual 
environment in real-time. 
Measuring the sense of presence and VR Sickness discomfort levels while experiencing two 
different types of 360 videos (2D 360 video and 3D 360 video) is presented Bessa et al. [55]. 
To assess the sense of presence and VR Sickness levels, Presence Questionnaire (IPQ) and SSQ 
Questionnaire were used. Participants were divided in two groups: the first group experienced 
2D 360 video and the second one experienced the same video but in 3D 360 video format 
using an Oculus DK 2 HMD. The results have revealed that there are no significant differences 
across 360 2D and 360 3D videos in the sense of presence and VR Sickness discomfort levels. 
Amores et al. [56] in their experiment used portable system that incorporated VR, a low-cost 
wearable EEG system, and an olfactory necklace for relaxation purposes. Virtual environment 
represented a 360 video of beach environment with its real sounds. A user study showed that 
the subjective perception of relaxation increased by 26.1% when using a VR HMD with the 
olfactory necklace, compared to not being exposed to any stimulus. 
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van der Laan et al. [57] examined the benefits of 360 videos for tourism companies by 
investigating the influence of different VR HMDs on telepresence as a predictor of travel 
intension. The result showed that the Samsung Gear VR has a significant positive influence on 
the feeling of spatial presence, which was associated with a more positive destination image 
and a higher interest of visitation (the likelihood of visiting the shown destination increased 
by 7.06%). 
2.3.3 User Experience in VR 
Sense of presence is defined as the subjective sense how strong participants feels being in VE 
(physiological factor) and it is a variable of a user's experience. It is measured by subjective 
and objective measures and also with behavioural analyses. The sense of presence can be 
separated from the ability of a technology to immerse a user. Level of immersion is a property 
of VR technology, a quantifiable aspect of the VR system and also important for good user 
experience. Immersion is affected by to what extent, how precisely and which senses of a 
participant it stimulates. Factor which affects immersion are the degree of isolation of the 
participant from non-synthetic stimuli, the size of projection surfaces, resolution of the images 
and precision of motion tracking [58]. It has been shown that more senses are stimulated, 
greater level of immersion a participant experience. 
Focusing on the currently two most advanced VR headsets, the Oculus Rift and HTC Vive, 
Suznevic et al. [59] gives insight into Quality of Experience assessment for Pick-and-Place tasks 
in VR. The collected user ratings of overall quality, perceived ease of use, and perceived 
intuitiveness, indicate that HTC Vive slightly outperforms the Oculus Rift. This is important for 
assessing the quality of user tracking system in 3D space which influences the user experience 
with the device. 
Baus and Bouchard [58] conducted an experiment in which their goal was to determine 
whether the exposure to olfactory stimulation would affect the Sense of Presence. Their 
results have revealed that the unpleasant odour had a statistically significant effect on the 
Sense of Presence, while the pleasant odour did not. 
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In the paper by Settgast et al. [60] the evaluation of three different scenarios in the fully 
immersive room-based virtual environment DAVE (Definitely Affordable Virtual Environment, 
a four-sided CAVE-like immersive environment) and the Oculus Rift DK2 HMD is discussed. The 
evaluation focuses on comparing the two immersive environments and three different 
scenarios (observation, emotion in a roller coaster, and interaction) in regard to typical VR 
characteristics, such as immersion, engagement, but also on VR Sickness and the overall 
experience. Results indicate the DAVE environment better supports scenarios, which require 
the user to directly interact with the environment. The roller coaster scenario creates stronger 
immersion and a higher nausea-level, while the interactive task is more engaging in terms of 
fun.  
The effects of different VR technologies (desktop, HMD and CAVE) on emotional arousal and 
task performance are investigated by Kim et al. [61] in two different VEs (high- and low-
stressful VE). CAVE induced the highest sense of presence and the HMD elicited the highest 
amount of VR Sickness discomfort levels. 
A Comparison of different measurements for assessing user experience in VR was conducted 
by Wienrich et al. [62]. The study gave insights into relations between general and VR specific 
aspects of user experience. During and after experiment, participants rated their experience 
with respect to various components of general UX as well as other components specific to VR 
experiences. The results revealed positive correlations of presence and social presence with 
most of the employed post-experience UX measures. 
2.3.4 Overview of background and related works 
In Table 1 we summarize and compare the background and related works based on 
background research. To be included in background and related works, studies were required 
to focus on research of VR Sickness, on panoramic (360) video, and research of measuring user 
experience in VR applications. 
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Table 1 Summary of related works based on background research 
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Sickness.   
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Sickness based on Sensory Conflict 
Theory are tentative, however there is no 
identified predictive mechanism and this 
theory cannot fully account for why after-
















Comprehensive review of available image 
processing methods for reducing visual 
discomfort, such as improved acquisition, 
disparity re-mapping, adaptive blur, 
crosstalk cancellation and motion 





the Oculus Rift 
Tan et al. 
(2015) [48] 
To examine how 
and what kinds of 
user experiences 
are encountered 
by people when 
using the Rift in 
actual gameplay. 
User Study Most participants, while playing the 
game with HMD, reported higher levels 
of VR Sickness discomfort levels. Despite 
VR Sickness, participants experienced 
heightened experiences, a richer 
engagement with passive game 
elements, a higher degree of flow and a 
deeper immersion on the Rift than on a 
desktop setup. Overly demanding 
movements, such as the large range of 
head motion required to navigate the 
game environment were found to 
adversely affect gaming experiences. 











al. (2017) [49] 
How alcohol 
intoxication affects 
the symptoms of 
VR Sickness. 
User Study Using SSQ Questionnaire result had 
shown that alcohol intoxication reduced 









Nesbitt et al. 
(2017) [50] 
To examining the 




User Study A significant reduction in the reaction 
time due to symptoms of VR Sickness. 






to viewing virtual 
reality (VR) 
content on head 
mounted display 
(HMD) 
Jang et al. 
(2017) [51] 
To investigate the 
effect of an oculo-
motor exercise 
prior to VR 
experience on VR 
Sickness 
discomfort levels. 
User Study Using an SSQ for evaluation, they have 
confirmed significantly reduced VR 
Sickness discomfort levels and alleviated 








Treleaven et al. 
(2015) [52] 
To determine the 
incidence, severity, 
and predisposing 
factors to VR 
Sickness when 
using the neck 





risk of provoking 
SS in the 
development of 
User Study Using the VR HMD (Vuzix) provoked VR 
Sickness in about one-third of the 
participants. Results indicate a relatively 
high incidence but low severity of VR 
Sickness which was associated with the 
MSSQ child subsection score and 
exposure time. 
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and effects (VRISE) 
are researched. 
User Study Results show that 60–70% participants 
experience an increase in symptoms pre–
post exposure for HMD, projection 
screen and reality theatre viewing, and 
found higher reported symptoms in HMD 
compared with desktop viewing (nausea 
symptoms) and in HMD compared with 
reality theatre viewing (nausea, 
oculomotor and disorientation 
symptoms).  
 
Effects of visual 




Gavgani et al. 
(2017) [54] 
Visual flow 
direction and its 
effects on 
symptoms of VR 
Sickness are 
researched. 
User Study The direction of visual flow has a 
significant effect on the symptoms of VR 
Sickness. 





Bessa et al. 
(2016) [55] 
Measuring the 
sense of presence 
and VR Sickness 
discomfort levels 
while experiencing 
two different types 
of 360 videos (2D 
360 video and 3D 
360 video). 
User Study The results have revealed that there are 
no significant differences across 360 2D 
and 360 3D videos in the sense of 








Amores et al. 
(2018) [56] 





EEG headband and 
an olfactory 
necklace that 
User Study The subjective perception of relaxation 
increased by 26.1% when using a VR 
HMD with the olfactory necklace, 
compared to not being exposed to any 
stimulus. 





The effect of 
different stimuli 
of 360 Virtual 
Reality video on 
destination image 
& travel intention 
van der Laan et 
al. (2018) [57] 
To examine the 
benefits of 360 




different VR HMDs 
on telepresence as 
a predictor of 
travel intension. 
User Study The result showed that the Samsung 
Gear VR has a significant positive 
influence on the feeling of spatial 
presence, which was associated with a 
more positive destination image and a 
higher interest of visitation (the 
likelihood of visiting the shown 




of HTC Vive and 
Oculus Rift for 
pick-and-place 
tasks in VR 
Suznevic et al. 
(2017) [59] 
Focusing on the 
currently two most 
advanced VR 
headsets, the 
Oculus Rift and 







tasks in VR. 
User Study The collected user ratings of overall 
quality, perceived ease of use, and 
perceived intuitiveness, indicate that HTC 
Vive slightly outperforms the Oculus Rift. 
This is important for assessing the quality 
of user tracking system in 3D space which 
influences the user experience with the 
device. 
 
Exposure to an 
unpleasant odour 
increases the 
sense of Presence 









affect the Sense of 
Presence. 
User Study The unpleasant odour had a statistically 
significant effect on the Sense of 






Settgast et al. 
(2016) [60] 
Evaluation of three 
different scenarios 





User Study Results indicate the DAVE environment 
better supports scenarios, which require 
the user to directly interact with the 
environment. The roller coaster scenario 
creates stronger immersion and a higher 








the Oculus Rift DK2 
HMD. 
nausea-level, while the interactive task is 
more engaging in terms of fun. 





Kim et al. 
(2014) [61] 
To examine the 
effects of different 
VR technologies 
(desktop, HMD 
and CAVE) on 
emotional arousal 
and task. 
User Study CAVE induced the highest sense of 
presence and the HMD elicited the 








Wienrich et al. 
(2018) [62] 





User Study The results revealed positive correlations 
of presence and social presence with 
most of the employed post-experience 
UX measures. 
 
Reviewing the background and related work shows the importance of VR Sickness and user 
experience research in the domain of VR. Most of the studies used standard questionnaires 
for assessing VR Sickness and user experience (sense of presence and immersion). User 
experience in VR environments was not previously assessed by UEQ Questionnaire, and we 
have shown that UEQ is suitable for assessing user experience in VR applications. 
We research the impact of display device on the VR Sickness discomfort levels and user 
experience, and the impact of presence of VR Sickness symptoms on the user experience. 
Assessing VR Sickness discomfort levels could be time consuming, so our goal was to show 
that existing standard methods could be improved and optimized to assess VR Sickness 
discomfort levels quickly and reliably. 
To the authors’ best knowledge, there is no study where VR Sickness and user experience was 
researched in such a way. 
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2.4 Research Questions and Hypothesis 
The main research questions in this study were: 
 Does the display device type in terms of technology affects the VR Sickness discomfort 
levels and user experience? 
 Is there correlation between perceived VR Sickness assessed by SSQ Questionnaire and 
SUDS Questionnaire? 
 Can we access VR Sickness by SSQ-D scale as being the most dominant factor? 
 What is the impact of VR Sickness on the user experience? 
We state (H1) that the display device type affects the VR Sickness discomfort levels and 
user experience. We state (H2) that there is a correlation between subjective results of VR 
Sickness discomfort levels assessed by SSQ and SUDS Questionnaire. We state (H3) that 
we can assess VR Sickness only by SSQ-D scale of SSQ Questionnaire. We state (H4) that 
there is a negative impact on user experience when users are experiencing symptoms of 
VR Sickness.  
2.5 Method 
In this section we describe the study with the emphasis on the participants, apparatus, 
experiment procedure and evaluation metrics used. 
2.5.1 Participants 
A total of 14 participants took part in this study. 11 of them were males and 3 of them were 
females. Participants were of average age 27.6 years (SD=8.6 years) with a range from 19 years 
to 42 years. They came from a mixed background: students, post graduate researchers and 
academic staff. Previous experience with VR devices had 10 of participants (Google Cardboard, 
Oculus Rift, HoloLens). Also, 10 of participants were active gamers, of which 7 of them plays 
games on a computer, and 3 of them on a video console. Four participants used distance 
spectacles. 




The participants watched two different panoramic (360) videos, one with relaxing content and 
second one with action content. The relaxing video showed a low motion beach content, while 
the action video put participants in a highly dynamic virtual rollercoaster ride. The length of 
each video was one minute and fifty seconds. The same videos were played on all four HMDs 
(technical details and comparison of HMDs used in the study are shown in Table 2) and on a 
2D television (LG 55” OLED C6V) which was used as a reference display. 
We have used three high-performance computers (CPU Intel core i7 7700K, GPU Nvidia 1070, 
RAM 16GB DDR4 3000MHz, SSD Samsung Evo 850), each one was connected to the one of the 
Oculus HMDs. For all display conditions the same headphones (semi-open studio headphones 
AKG K141 MK II) were used. While watching videos on 2D television, participants could use VR 
HMD as a controller to choose direction of the view. 
Table 2 Comparison of HMD Headsets used in this study 
 
 
Oculus Rift DK1 Oculus Rift DK2 Oculus Rift CV1 Samsung Gear VR 
(SM-R322) with Samsung 
Galaxy Note 4 
Resolution 640x800 per eye 960x1080 per eye 1200x1080 per eye 1280x1440 per eye 
Display 7” LCD at 60Hz, 
215ppi 
5,7” OLED at 
75Hz, 72Hz, 60Hz, 
386ppi 
2x 3,51” OLED at 
90Hz, 456ppi 
5,7” AMOLED at 
60Hz, 513,30ppi 
Lens Type N/A N/A Hybrid Fresnel N/A 
Low persistence No Yes (2ms, 3ms, 
full) 
Yes (2ms) Yes (3.4ms) 
Pixel Layout RGB PenTile PenTile RGB PenTile 
Positional 
Tracking 
No Yes (outside-in 
with external camera) 
Yes (outside-in with 
external camera) 
No 






















Latency Tracking: 2ms, 
End-to-end: 50-60ms 
~30 ms Motion to Photon: 
less than 5ms 
Motion to Photon: 
Less than 6 ms 
Interface USB 2.0, HDMI USB 2.0, HDMI USB 2.0, USB 3.0 Micro USB 
Weight 380g 440g 470g 318 + 176g = 494g 




In the study we have used existing standard methods (questionnaires) which have been 
validated in other studies. Usage of standards methods also enables comparison of results 
with other studies. 
Using the SSQ Questionnaire participants gave a score of 0 (none), 1 (slight), 2 (moderate), or 
3 (severe) to 16 individual symptoms of VR Sickness. Total SSQ score (SSQ-T) consists of three 
sub scores of nausea (SSQ-N), disorientation (SSQ-D), and oculomotor (SSQ-O). Nausea 
includes symptoms such as stomach awareness, increased salivation as well as nausea itself, 
oculomotor includes eyestrain, headache and blurred vision, and disorientation includes 
symptoms such as dizziness, vertigo and difficulty focusing. By combining scores from multiple 
symptoms, a score for each sub scale is calculated. From these partial scores total SSQ score 
was calculated, where higher scores indicate greater VR Sickness discomfort levels. 
For quick assessments of VR Sickness discomfort levels, we have also used Subjective Units of 
Distress Scale (SUDS). SUDS is a single-item scale where participants gave a score from 0 to 
100 to evaluate the level of their anxiety or fear they felt in virtual experience. A score of 0 
indicate that participant did not felt any anxiety (absolutely no fear) and a score of 100 
represents that user felt unbearably bad and out of control as in nervous breakdown [37]. 
For assessing user experience the User Experience Questionnaire (UEQ) was used which 
contains 26 items rated through the 7-stage Likert scale, measuring six factors of User 
Experience [44]: 
 Attractiveness: Overall impression of the product. Do users like or dislike the product? 
 Perspicuity: Is it easy to get familiar with the product? Is it easy to learn how to use the 
product? 
 Efficiency: Can users solve their tasks without unnecessary effort? 
 Dependability: Does the user feel in control of the interaction? 
 Stimulation: Is it exciting and motivating to use the product? 
 Novelty: Is the product innovative and creative? Does the product catch the interest 
of users? 
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The items are scaled from -3 to +3. Higher scores indicate greater levels of agreement with 
scales, while lower scores indicate greater levels of disagreement. Thus, -3 represents the 
most negative answer, 0 a neutral answer, and +3 the most positive answer. All scores above 
1 value are considered as positive evaluation. Attractiveness is a pure valence dimension. 
Perspicuity, Efficiency and Dependability are pragmatic quality aspects (goal-directed), while 
Stimulation and Novelty are hedonic quality aspects (not goal-directed). 
In Table 3 we have compared metrics (questionnaires) used in this study. Comparisons made 
are between items of used questionnaires. As shown in Table 3 SSQ and SUDS Questionnaire 
can be executed before experiment (to get baseline values), and after the experiment to 
assess the influence of performed experiment on the users. Measuring user experience using 
UEQ Questionnaire can be only done after users have used and have interacted with 
application. SUDS Questionnaire is easy to understand single-item scale, has low complexity, 
and thus enable users to quickly answer it. SSQ and UEQ Questionnaires are more complex, 
have more questions, need more explanation to be given to users, and thus are slower to be 
answered by users. SUDS has also the advantage to have results instantly after the users 
answers the questionnaire versus SSQ and UEQ Questionnaire, where gathered answers 
needed to be calculated in a application (e.g. Excel) to get the results. For all this reasons SUDS 
Questionnaire can be very suitable for quick assessment of VR Sickness discomfort levels. 
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Table 3 Comparison of used metrics (questionnaires) in this study 
 
 






Number of Questions 16 1 26 
Scoring 0 (none), 1 (slight), 2 
(moderate),  
3 (severe) 
from 0 to 100 7-stage Likert scale  
(scaled from -3 to +3) 
Sub scores Yes (SSQ-D, SSQ-N, 
SSQ-O) 









Needed time for 
answering the 
questionnaire 
Medium (e.g. 5 min) Very fast (e.g. 
15 seconds) 
Slow (e.g. 10 min) 
Complexity Middle Very low Middle to high 
Calculation needed to get 
results 
Yes No Yes 
Suitable for quick 
assessment 
No Yes No 
 
IBM SPSS was used to perform statistical analysis. 
2.5.4 Experiment Environment 
The experiment took place in the Multimedia laboratory, which is set up as a living room. 
Experimenters had full control over the environmental variables. There were no external 
sources of noise that could interfere with the experiments. Environmental conditions were 
also monitored (temperature, humidity and lighting conditions). 
2.5.5 Procedure 
The experiment was performed using a repeated measures design in which all participants 
experienced all five display conditions. At a time only one participant was involved in the 
experiment, whose participation was voluntary. One researcher was conducting the 
experiment while the other was observing the participant and operating the equipment. 
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The first step was to receive the participants and welcome them at the Multimedia Laboratory. 
It was explained briefly to them what the experiment consisted of, and how the experiment 
would take place. Participants then signed the agreement for the participation in the 
experiment. After that we collected demographic data and also some technology background 
information. Data such as age, gender, education, video game experience, and prior VR 
experience was collected. 
Having this done, the participants were guided to the experimental apparatus where the 
experimenters helped to equip them with the HMDs and headphones. The participants were 
seated on a comfortable sofa, facing the TV screen. 
The participants watched two different 360 omnidirectional videos, one with relaxing content 
(beach clip) and second one with action content (roller coaster video clip), on all four HMDs 
and a 2D television. The experiment was performed in a balanced manner, which means that 
the order of display types and video clips was random and preselected. Total time of watching 
videos per device was 3 minutes and 40 seconds. Participants could interact through the HMD 
by looking in any direction they wanted in order to explore the given scene. 
Immediately after each exposure to both videos on each device (display condition) 
participants’ feedback was collected. We asked participants to complete SSQ, SUDS and UEQ 
Questionnaire. If a participant experienced VR Sickness symptoms, we gave participant 
enough time to recover to proceed with another device. 
2.6 Results 
In this section we present the results of the study. Detailed SSQ and SUDS results for all five 
display conditions are shown in Table 4 and Table 5 and presented in Figure 1 and Figure 2. 
Detailed UEQ results are shown in Table 6 and presented in Figure 3. 
The total number of responses (N) differs from the number of participants. The reasons are 
that the display device Oculus CV1 was not available for two participants, we have 
experienced technical problems with Oculus DK1 at one participant, device was overheating 
and stopped working. 
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Table 4 Subjective discomfort levels assessed by SSQ Questionnaire 
 
 
The mean total SSQ score was 9.88 (SD 15.08) on a TV condition, 45.95 (SD 46.88) on GV 
condition, 47.73 (SD 44.73) on DK2 condition, 50.39 (SD 47.67) on DK1 condition, and 56.41 
(SD 45.43) on CV1 condition. The profiles of the SSQ sub scores showed that VR Sickness is 
characterized by typical D>N>O profile, where disorientation symptoms are most severe and 
frequent, followed by nausea symptoms, and least oculomotor symptoms. This symptom 
profile distinguishes VR Sickness from other type of motion sickness (simulator sickness has 
an O>N>D profile and sea-sickness has an N>O>D profile) [29]. That confirms that SSQ-D is an 
important measure for estimation of VR Sickness discomfort levels 
The mean VR Sickness scores per display condition, assessed by SUDS are shown in Table 5.  
Scores were: 8.36 (SD 13.57) on TV condition, 26.68 (SD 25.91) on GV condition, 30.46 (SD 
SSQ Scale Condition N Mean SD 
SSQ Nausea TV 14 6.13 8.03 
 DK1 13 41.10 35.14 
 DK2 14 38.16 35.30 
 CV1 12 49.29 42.05 
 GV 14 32.71 31.91 
SSQ Oculomotor TV 14 9.20 14.92 
 DK1 13 38.48 37.83 
 DK2 14 30.32 31.23 
 CV1 12 33.48 29.88 
 GV 14 31.94 36.31 
SSQ Disorientation TV 14 10.94 21.27 
 DK1 13 56.75 63.65 
 DK2 14 65.62 64.70 
 CV1 12 76.56 58.31 
 GV 14 64.63 64.97 
SSQ Total TV 14 9.88 15.08 
 DK1 13 50.39 47.67 
 DK2 14 47.73 44.73 
 CV1 12 56.41 45.43 
 GV 14 45.95 46.88 
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26.58) on DK2 condition, 31.46 (SD 25.74) on DK1 condition, and 34.46 (SD 24.04) on CV1 
condition. High standard deviation of the subjective VR Sickness discomfort levels assessed by 
SSQ and SUDS, indicates varying and different response of the participants. 
Table 5 Subjective discomfort levels assessed by SUDS Questionnaire 
SUDS Condition N Mean SD Minimum Maximum 
Total Score TV 14 8.36 13.57 0 50 
 DK1 13 31.46 25.74 1 90 
 DK2 13 30.46 26.58 5 85 
 CV1 12 34.46 24.04 1 80 
 GV 14 26.68 25.91 2.5 90 
 
The scores of SUDS followed the same sequence by devices as were at SSQ scores. Participants 
reported the lowest total mean subjective discomfort levels assessed by SSQ and SUDS during 
the baseline – TV condition and highest during the CV1 condition. The lowest mean subjective 
discomfort levels between HMDs was reported on GV display condition. 
Fig. 1 SSQ average scores on all devices (conditions) 
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Fig. 2 SUDS average scores on all devices (conditions) 
 
Table 6 UEQ Questionnaire results on all devices (conditions) 
UEQ Condition N Mean SD Minimum Maximum 
UEQ Attractiveness TV 14 0.96 1.17 −1.50 2.83 
 DK1 13 0.49 1.40 −2.00 2.00 
 DK2 13 0.97 1.32 −1.17 3.00 
 CV1 12 0.78 1.49 −1.33 3.00 
 GV 14 0.52 1.33 −1.67 2.00 
UEQ Perspicuity TV 14 2.38 0.87 0.00 3.00 
 DK1 13 1.63 0.70 3.00 1.63 
 DK2 13 1.92 0.80 0.25 3.00 
 CV1 12 1.81 0.93 0.00 3.00 
 GV 14 1.54 1.01 −0.75 3.00 
UEQ Efficiency TV 14 0.61 1.08 −2.00 1.75 
 DK1 13 0.25 1.16 −2.00 2.00 
 DK2 13 0.79 0.82 −1.00 2.00 
 CV1 12 0.81 0.90 −0.50 2.00 
 GV 14 0.30 0.95 −1.50 1.75 
UEQ Dependability TV 14 1.48 0.77 0.00 3.00 
 DK1 13 0.54 1.09 −1.50 1.75 
 DK2 13 0.88 0.97 −0.75 2.75 
 CV1 12 0.65 0.93 −1.25 2.50 
 GV 14 0.71 0.75 −1.00 1.75 
UEQ Stimulation TV 14 -0.20 1.25 −2.75 1.75 
 DK1 13 0.63 1.01 −1.25 2.52 
Estimating VR Sickness and user experience using different HMD technologies: An evaluation study 
82 
 
 DK2 13 1.02 0.85 −0.50 2.50 
 CV1 12 1.08 1.00 −0.75 2.75 
 GV 14 0.61 1.11 −2.00 1.75 
UEQ Novelty TV 14 -0.66 1.51 −2.75 1.75 
 DK1 13 0.17 1.17 −1.50 2.50 
 DK2 13 0.94 1.21 −1.00 3.00 
 CV1 12 0.98 1.49 −1.00 3.00 
 GV 14 0.73 1.23 −1.25 3.00 
UEQ Total Pragmatic TV 14 1.49 0.69 0.25 2.42 
 DK1 13 0.81 0.68 −0.50 1.83 
 DK2 13 1.20 0.74 0.17 2.50 
 CV1 12 1.09 0.75 0.00 2.42 
 GV 14 0.85 0.68 −0.58 2.00 
UEQ Total Hedonic TV 14 -0.43 1.28 −2.75 1.75 
 DK1 13 0.40 1.00 −1.13 2.38 
 DK2 13 0.98 0.95 −0.75 2.63 
 CV1 12 1.03 1.13 −0.88 2.63 
 GV 14 0.67 1.08 −1.63 2.38 
 
 
Fig. 3 UEQ average scores on all devices (conditions) 
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The Shapiro-Wilk test showed that the data was not normally distributed, so we have used 
non-parametric statistical tests. A Friedman test was conducted to assess the subjective 
results of SSQ and SUDS across the all five display conditions. We have observed differences 
which were statistically significant (p<0.05) on all SSQ and SUDS scales as shown in Table 7. 
Differences were also statistically significant (p<0.05) on all UEQ scales across all five display 
conditions, except on the UEQ Attractiveness and UEQ Efficiency scales as shown in Table 8. 
Table 7 TV and HMD differences for SSQ and SUDS Questionnaire – Friedman test 
Scale 𝝌2 df p 
SSQ Nausea 18.39 4 0.001* 
SSQ Oculomotor 13.58 4 0.009* 
SSQ Disorientation 14.23 4 0.007* 
SSQ Total 15.20 4 0.004* 
SUDS 15.54 4 0.004* 
*p<0.05    
 
Table 8 TV and HMD differences for UEQ Questionnaire – Friedman test 
Scale 𝝌2 df p 
UEQ Attractiveness 6.254 4 0.181 
UEQ Perspicuity 16.737 4 0.002* 
UEQ Efficiency 5.235 4 0.264 
UEQ Dependability 9.748 4 0.045* 
UEQ Stimulation 13.146 4 0.011* 
UEQ Novelty 20.859 4 0.000* 
UEQ Total Pragmatic 14.514 4 0.006* 
UEQ Total Hedonic 23.052 4 0.000* 
*p<0.05    
 
To observe differences between the combinations of all display conditions for SSQ-T score, 
Wilcoxon signed-rank test was used. Comparing the HMD display conditions to a TV display 
condition, differences, which are statistically significant (p<0.05) were found in all cases as 
shown in Table 9. Statistically significant differences were not found between combinations 
of HMDs. The SSQ-T scores for the HMD display conditions are significantly higher than SSQ-T 
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score for a TV display condition. Differences, which are statistically significant (p<0.05), were 
also found in all cases between the combinations of HMD display conditions and a TV display 
condition on sub scores of SSQ (SSQ-D, SSQ-N, SSQ-O) and SUDS scores. 
Table 9 Wilcoxon Signed Rank Test for SSQ-T score 
 
Condition Z p 
DK1 - TV −2.981 0.003* 
DK2 - TV −2.626 0.009* 
CV1 - TV −2.943 0.003* 
SG - TV −2.909 0.004* 
DK2 - DK1 −0.667 0.504 
CV1 - DK1 −0.357 0.721 
GV - DK1 −0.875 0.381 
CV1 - DK2 −0.846 0.398 
GV - DK2 −0.175 0.861 
SG - CV1 −0.236 0.813 
*p<0.05   
 
For a UEQ results we have conducted Wilcoxon signed-rank test on Total Hedonic scale 
(Hedonic Quality), which includes Stimulation and Novelty Scale. The results are shown in 
Table 10. We have not conducted this test on Perspicuity and Dependability scale on which 
Friedman test also have shown significant differences, because these two scales focus more 
on interactions with the application, which in our case was limited with only interaction was 
looking around in the virtual environment. Differences, which are statistically significant 
(p<0.05), were found in all cases between the combinations of HMD display conditions and a 
TV display condition. We have not found statistically significant differences between 
combinations of HMD conditions, except between the DK2 – DK1 condition. The UEQ Total 
Hedonic scores for the HMD display conditions are significantly higher than UEQ Total Hedonic 
score for a TV display condition. 
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Table 10 Wilcoxon Signed Rank Test for UEQ Total Hedonic scale 
Condition Z p 
DK1 - TV −2.736 0.006* 
DK2 - TV −2.833 0.005* 
CV1 - TV −2.943 0.003* 
SG - TV −3.115 0.002* 
DK2 - DK1 −2.255 0.024* 
CV1 - DK1 −1.892 0.059 
GV - DK1 −0.421 0.674 
CV1 - DK2 −0.223 0.823 
GV - DK2 −1.117 0.264 
SG - CV1 −1.571 0.116 
*p<0.05   
 
We have observed 13 measured factors to find statistically significant correlations. Detailed 
results are shown in Table 11 to Table 15 for each display condition. We have marked (grayed 
out) correlations which are of interest for our research and are statistically significant (p < 
0.05). 
Table 11 Correlation Matrix for TV Condition - Spearman () correlation coefficients for 
combined measures (n = 13) 
Variables 1 2 3 4 5 6 7 8 9 10 11 12 13 
1. SSQ Nausea 1.000             
2. SSQ Oculomotor 0.638* 1.000            
3. SSQ Disorientation 0.727** 0.922* 1.000           
4. SSQ Total 0.910** 0.873* 0.852** 1.000          
5. SUDS 0.516 0.643* 0.766** 0.574* 1.000         
6. UEQ Attractiveness −0.262 −0.291 −0.390 −0.239 0.082 1.000        
7. UEQ Perspicuity 0.013 −0.690 −0.032 −0.069 0.020 0.176 1.000       
8. UEQ Efficiency 0.012 0.028 0.047 −0.019 0.350 0.457 0.318 1.000      
9. UEQ Dependability 0.080 −0.144 −0.019 −0.070 0.080 0.096 0.547* 0.435 1.000     
10. UEQ Stimulation −0.088 −0.343 −0.284 −0.224 0.238 0.789** 0.220 0.577* 0.304 1.000    
11. UEQ Novelty −0.239 −0.220 −0.218 −0.258 0.274 0.553* −0.278 0.282 0.994 0.620* 1.000   
12. UEQ Total Pragmatic 0.050 −0.087 −0.050 −0.059 0.182 0.416 0.656* 0.835** 0.765** 0.575* 0.128 1.000  
13. UEQ Total Hedonic −0.260 −0.360 −0.301 −0.353 0.262 0.672** −0.106 0.404 0.108 0.792** 0.948** 0.297 1.000 
*p<0.05, **p<0.01 (2-tailed significance)             
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Table 12 Correlation Matrix for DK1 Condition - Spearman () correlation coefficients for 
combined measures (n = 13) 
Variables 1 2 3 4 5 6 7 8 9 10 11 12 13 
1. SSQ Nausea 1.000             
2. SSQ Oculomotor 0.751** 1.000            
3. SSQ Disorientation 0.717** 0.837** 1.000           
4. SSQ Total 0.832** 0.947** 0.894** 1.000          
5. SUDS 0.707* 0.874** 0.828** 0.817** 1.000         
6. UEQ Attractiveness −0.412 −0.626* −0.384 −0.535 −0.382 1.000        
7. UEQ Perspicuity 0.019 −0.410 −0.236 −0.280 −0.339 0.338 1.000       
8. UEQ Efficiency −0.394 −0.317 −0.137 −0.285 −0.195 0.195 −0.173 1.000      
9. UEQ Dependability −0.466 −0.697** −0.559* −0.559* −0.666* 0.415 0.686** 0.164 1.000     
10. UEQ Stimulation −0.274 −0.249 −0.081 −0.312 0.059 0.303 0.132 0.677* 0.093 1.000    
11. UEQ Novelty 0.075 −0.256 −0.196 −0.202 −0.039 0.277 0.307 0.510 0.251 0.555* 1.000   
12. UEQ Total Pragmatic −0.484 −0.749* −0.479 −0.594* −0.644* 0.507 0.691** 0.476 0.892** 0.411 0.432 1.000  
13. UEQ Total Hedonic −0.131 −0.326 −0.204 −0.318 −0.055 0.353 0.204 0.738** 0.209 0.825** 0.909** 0.492 1.000 
*p<0.05, **p<0.01 (2-tailed significance)             
 
Table 13 Correlation Matrix for DK2 Condition - Spearman () correlation coefficients for 
combined measures (n = 13) 
Variables 1 2 3 4 5 6 7 8 9 10 11 12 13 
1. SSQ Nausea 1.000             
2. SSQ Oculomotor 0.830** 1.000            
3. SSQ Disorientation 0.813** 0.953** 1.000           
4. SSQ Total 0.891** 0.971** 0.969** 1.000          
5. SUDS 0.823** 0.938** 0.907** 0.935** 1.000         
6. UEQ Attractiveness −0.708** −0.678 −0.616* −0.652* −0.652* 1.000        
7. UEQ Perspicuity −0.443 −0.528 −0.518 −0.473 −0.518 0.781** 1.000       
8. UEQ Efficiency −0.587* −0.347 −0.312 −0.372 −0.372 0.778** 0.551 1.000      
9. UEQ Dependability −0.473 −0.445 −0.445 −0.412 −0.510 0.785** 0.864** 0.541 1.000     
10. UEQ Stimulation −0.443 −0.413 −0.352 −0.374 −0.452 0.900** 0.781** 0.730** 0.843** 1.000    
11. UEQ Novelty −0.007 −0.126 −0.132 −0.049 −0.089 0.469 0.604* 0.512 0.405 0.565* 1.000   
12. UEQ Total Pragmatic −0.636* −0.585* −0.544 −0.552 −0.604* 0.926** 0.906** 0.796** 0.880** 0.907** 0.540 1.000  
13. UEQ Total Hedonic −0.065 −0.110 −0.099 −0.056 −0.106 0.561* 0.613* 0.644* 0.479 0.715** 0.947** 0.628* 1.000 
*p<0.05, **p<0.01 (2-tailed significance)             
 
Table 14 Correlation Matrix for CV1 Condition - Spearman () correlation coefficients for 
combined measures (n = 13) 
Variables 1 2 3 4 5 6 7 8 9 10 11 12 13 
1. SSQ Nausea 1.000             
2. SSQ Oculomotor 0.864** 1.000            
3. SSQ Disorientation 0.922** 0.916** 1.000           
4. SSQ Total 0.954** 0.936** 0.981** 1.000          
5. SUDS 0.914** 0.863** 0.931** 0.935** 1.000         
6. UEQ Attractiveness 0.603* −0.613* −0.545 −0.587* −0.495 1.000        
7. UEQ Perspicuity −0.220 −0.347 −0.352 −0.365 −0.271 0.598* 1.000       
8. UEQ Efficiency −0.163 −0.341 −0.161 −0.183 −0.039 0.698* 0.635* 1.000      
9. UEQ Dependability −0.549 −0.664* −0.684* −0.692* −0.693* 0.520 0.800* 0.329 1.000     
10. UEQ Stimulation −0.075 −0.133 0.000 −0.068 0.021 0.669* 0.697* 0.845** 0.406 1.000    
11. UEQ Novelty 0.069 0.047 0.131 0.106 0.212 0.246 0.482 0.714** 0.171 0.663* 1.000   
12. UEQ Total Pragmatic −0.369 −0.539 −0.472 −0.502 −0.382 0.824** 0.931** 0.771** 0.778** 0.785** 0.437 1.000  
13. UEQ Total Hedonic 0.120 −0.014 0.055 0.023 0.155 0.497 0.677* 0.865** 0.268 0.866** 0.906** 0.671* 1.000 
*p<0.05, **p<0.01 (2-tailed significance)             
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Table 15 Correlation Matrix for GV Condition - Spearman () correlation coefficients for 
combined measures (n = 13) 
Variables 1 2 3 4 5 6 7 8 9 10 11 12 13 
1. SSQ Nausea 1.000             
2. SSQ Oculomotor 0.965** 1.000            
3. SSQ Disorientation 0.959** 0.985** 1.000           
4. SSQ Total 0.994** 0.986** 0.970** 1.000          
5. SUDS 0.950** 0.940** 0.940** 0.952** 1.000         
6. UEQ Attractiveness −0.425 −0.452 −0.461 −0.396 −0.367 1.000        
7. UEQ Perspicuity −0.192 −0.297 −0.287 −0.165 −0.344 0.306 1.000       
8. UEQ Efficiency −0.327 −0.367 −0.391 −0.302 −0.258 0.865** 0.303 1.000      
9. UEQ Dependability −0.477 −0.582* −0.539* −0.480 −0.539* 0.402 0.595* 0.343 1.000     
10. UEQ Stimulation −0.131 −0.115 −0.070 −0.078 −0.066 0.783** 0.189 0.700** 0.237 1.000    
11. UEQ Novelty −0.055 −0.101 −0.104 −0.009 0.021 0.674** 0.307 0.789** 0.267 0.664** 1.000   
12. UEQ Total Pragmatic −0.334 −0.433 −0.427 −0.311 −0.427 0.728** 0.818** 0.714** 0.673** 0.547* 0.546* 1.000  
13. UEQ Total Hedonic −0.182 −0.203 −0.180 −0.130 −0.080 0.765** 0.214 0.835** 0.287 0.841** 0.945** 0.543* 1.000 
*p<0.05, **p<0.01 (2-tailed significance)             
 
In HMD display conditions, statistically significant positive correlations were observed 
between SSQ-T and SUDS scores, as well as between SSQ-T and SSQ-D scores. All those 
correlations were very strong (p<0.01). 
In a case of DK1 display condition, statistically significant negative correlations were observed 
between the SSQ scores and UEQ scores (SSQ-O and UEQ-A, SSQ-O and UEQ-D, SSQ-D and 
UEQ-D, SSQ-T and UEQ-D, SSQ-O and UEQ-TP, SSQ-T and UEQ-TP) as well as between SUDS 
score and UEQ scores (SUDS and UEQ-D, SUDS and UEQ-TP). 
In a case of DK2 display condition, statistically significant negative correlations were observed 
between the SSQ scores and UEQ scores (SSQ-N and UEQ-A, SSQ-D and UEQ-A, SSQ-T and 
UEQ-A, SSQ-N and UEQ-E, SSQ-N and UEQ-TP, SSQ-O and UEQ-TP) as well as between SUDS 
score and UEQ scores (SUDS and UEQ-A, SUDS and UEQ-TP). 
In a case of CV1 display condition, statistically significant negative correlations were observed 
between the SSQ scores and UEQ scores (SSQ-N and UEQ-A, SSQ-O and UEQ-A, SSQ-T and 
UEQ-A, SSQ-O and UEQ-D, SSQ-D and UEQ-D, SSQ-D and UEQ-D) as well as between SUDS 
score and UEQ score (SUDS and UEQ-D). 
In a case of GV display condition, statistically significant negative correlations were observed 
between the SSQ scores and UEQ scores (SSQ-O and UEQ-D, SSQ-D and UEQ-D) as well as 
between SUDS score and UEQ score (SUDS and UEQ-D). 




We have found statistically significant differences for SSQ scores between baseline TV 
condition and all HMD conditions. Differences, which are statistically significant were not 
found between the combinations of HMD conditions (Table 9), which was probably due to a 
low number of participants. In case of the TV display condition SSQ scores were significantly 
lower, which means that VR Sickness symptoms can be caused by usage of HMDs. Those 
results only partially supported H1 hypothesis, that the display device type affects the 
participants’ VR Sickness discomfort levels. 
SUDS is simple and short standard measure (single-item scale). We have used SUDS for a quick 
assessment of the VR Sickness discomfort levels. The results of the SUDS are in accordance 
with the SSQ results, SUDS scores were significantly higher for the HMD display conditions 
than SUDS score for a TV display condition. 
Assessing user experience on UEQ Total Hedonic Scale (Hedonic Quality), differences, which 
are statistically significant (p<0.05), were found in all cases between the combinations of HMD 
display conditions and a TV display condition. We have not found statistically significant 
differences between combinations of HMD conditions, except between the DK2 – DK1 
condition (Table 10). The UEQ Total Hedonic scores for the HMD display conditions are 
significantly higher than total UEQ Total Hedonic score for a TV display condition. That means 
that watching video clips on HMD devices caused a change in hedonic quality levels measured 
by the UEQ Questionnaire to a greater extent that baseline TV condition. HMDs captivated 
users’ interest and they found HMD devices compared to TV exciting and motivating to use, 
and also innovative and creative. The results for TV display condition on Novelty, Stimulation 
and Total Hedonic scale was low, even negative, which was expected since TV is an old 
technology and well known to users. The highest UEQ score was given to Perspicuity scale for 
all display conditions. Perspicuity scale basically describe good user experience and it is 
calculated based on selected word pairs such as easy to learn–difficult to learn, not 
understandable–understandable, complicated–easy, and clear–confusing. Although the result 
for Total Hedonic scale is positive, the values are not on the level of the UEQ Perspicuity scale. 
Significant differences found between DK2 – DK1 condition on UEQ Total Hedonic Scale 
indicate that DK2 found users to be more exciting and motivating to use, and also innovative 
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and creative. Analysing comparison table of HMDs used in this experiment (Table 2), we 
conclude that, this is probably due to the better display (higher resolution, low persistence 
display and higher refresh rate, which causes less VR Sickness effects) that is used in DK2 HMD. 
Again, those results also only partially supported H1 hypothesis, that the display device type 
affects the participants’ user experience. 
Significant positive correlations were discovered between SUDS and SSQ scores and between 
SSQ-T and SSQ-D scores for all display conditions (Table 11 to Table 15). These results support 
H2 and H3 Hypothesis and these findings indicates, that SUDS Questionnaire is suitable as a 
quick and not complicated measure for assessing subjective VR Sickness discomfort levels. As 
being SSQ-D most expressed, most severe and frequent, strong positive correlation for all 
display conditions could indicate that measuring SSQ-D alone could be enough to assess VR 
Sickness discomfort levels. This finding is constant with previous studies, as the score of SSQ-
T (and especially SSQ-D) proved to be an important measure for estimation of VR Sickness 
discomfort levels [29, 63]. 
We have also observed some significant negative correlations between SSQ and UEQ scores 
and between SUDS and UEQ scores (Table 11 to Table 15), which supports H4 Hypothesis and 
confirms that presence of symptoms of VR Sickness affects the user experience in negative 
relationship. Especially we have found that presence of VR Sickness symptoms negatively 
affects UEQ Attractiveness for DK1, DK2 and CV1 HMD, but we have not found that relation 
for GV. That means that presence of VR Sickness symptoms makes HMDs less attractive. We 
have also found that that presence of VR Sickness symptoms negatively affects UEQ 
Dependability for DK1, DK2 and GV HMD, but we have not found that relation for CV1. That 
means presence of VR Sickness symptoms makes users of HMDs not being in control and not 
feeling secure. And finally, we have found that presence of VR Sickness symptoms negatively 
affects UEQ Pragmatic Quality (which includes Efficiency, Perspicuity and Dependability score) 
for DK1 and DK2, and not for CV1 and GV. Having more participants participated in the 
research, would probably gave us more significant correlations and more through insight into 
this. The results showed that the VR Sickness has significant negative impact on the user 
experience of the participants (H4). 
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Results have also shown that gender and previous experience with VR devices affects total 
mean subjective discomfort levels assessed by SSQ and SUDS Questionnaire. It has been 
shown that females are more susceptible to VR Sickness symptoms than males [29], and that 
also that habituation to motion in a virtual environment also reported a marked reduction in 
the prevalence and severity of the symptoms [33]. Unfortunately, we could not confirm that, 
because in our study the differences (which were high) were not statistically significant 
probably due to a small number of participants. 
2.8 Limitations and mitigations 
Future work will consider factors that can be pointed out as potential limitations of the 
present study, such as the relatively small number of participants and that the task did not 
offer much interaction with the virtual environment. 
Video clips selection could be argued. Our general intention was to use two videos, one being 
very relaxing and the other highly reactive in psychophysiology, that the participants 
experience different VR scenarios to easier examine their response to VR stimuli. Review of 
previous studies showed us, that the selection of 360 video content is suitable for assessing 
the participants' VR Sickness discomfort levels. 
To ensure that the participants adjusted and centred the HMD and picture optimally, 
experimenters had to carefully manage the HMDs. 
2.9 Conclusion and Future Work 
Between 20% and 80% of VR users experience similar symptoms of classical motion sickness 
[29] and for this reason research in the domain of VR Sickness is very important. With 
emerging hardware and software solutions for reducing VR Sickness effects there is a need for 
quick and reliable methods for accessing and predicting VR Sickness discomfort levels. Another 
consequence of presence of VR Sickness is that people who experience symptoms may avoid 
using VR in the future. Also, there is a need for a standard user experience evaluation since 
there is not widely adopted questionnaire for assessing it. 
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Our research studied the effects of VR technology on perceived VR Sickness by the users. The 
results proved that the display condition influenced the participants’ perception of VR 
Sickness. VR sickness perception was significantly less affected by TV than by any other HMD. 
We showed that standard methods are usable to assess the rated levels of VR Sickness. 
Our goal was to show that existing standard methods could be improved and optimized to 
assess VR Sickness discomfort levels quickly and reliably. Assessing VR Sickness discomfort 
levels could be time consuming, especially when using objective physiological measures. SUDS 
Questionnaire is easy to understand single-item scale, has low complexity, and thus enable 
users to quickly answer it. SUDS has also the advantage to have results instantly after the users 
answers the questionnaire. Our study confirmed that using SUDS Questionnaire is suitable for 
quick assessment of VR Sickness discomfort levels. As being disorientation symptoms most 
severe and frequent among all VR Sickness symptoms, that confirms that SSQ-D is an 
important measure for estimation of VR Sickness discomfort levels, and our finding indicates 
that SSQ-D alone could be used for quicker assessment of VR Sickness discomfort levels. 
We have also studied the effects of VR technology on perceived user experience using a UEQ 
Questionnaire. Assessing user experience in VR is possible with several questionnaires, but 
none of them is widely adopted. User experience in VR environments was not previously 
assessed by the UEQ Questionnaire, and we have shown the usefulness for assessing user 
experience with UEQ Questionnaire. The results proved that the display condition influenced 
the participants’ user experience. Finally, shown negative correlation between VR Sickness 
discomfort levels (assessed by SSQ and UEQ Questionnaire), and user experience (assessed by 
UEQ Questionnaire), indicates that presence of VR Sickness symptoms affects user experience. 
The future studies will include new VR devices, types of content, interactions in virtual 
environments, and will also include other questionnaires for assessing presence and 
measuring physiological parameters (heart rate, skin conductance and temperature etc.). 
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3 Impact of different types of head-
centric rest-frames on VRISE and User 
Experience in Virtual Environments 
3.1 Abstract 
This paper presents the results of a user study of the effects of different head-centric rest-
frames on Virtual Reality-Induced Symptoms and Effects (VRISE) and the user experience in 
virtual environments (VE). Participants played the custom-designed 3D game in two different 
game modes (high action and low action). For assessing VRISE levels, we used the Simulator 
Sickness Questionnaire (SSQ) and Fast Motion Sickness Score (FMS). The presence was 
evaluated by SPES (Spatial Presence Experience Scale), and for the user experience, the short 
version of the User Experience Questionnaire (UEQ-S) was used. The results indicate that the 
usage of head-centric rest-frames negatively affected VRISE levels (more sickness) in the low 
action mode of the game. However, for the users experienced with VR technology, the VRISE 
disorientation symptoms were alleviated in a high action mode of the game with rest-frame 
glasses. We found no negative effect of rest-frames on the user experience and presence, 
except for some negative impact when using rest-frame glasses in the low action mode of the 
game. No negative impact on the performance itself was observed. That means that the usage 
of head-centric rest-frames is suitable for usage in VR applications. In terms of VRISE levels, 
we found out that rest-frame glasses are more suitable for the wearers of the distance 
spectacles, and a baseball hat is more suitable for non-wearers of distance spectacles. 
Keywords: virtual reality; rest-frame; VRISE; VR sickness; cybersickness; user experience; 
presence; user study 
  




Although virtual reality technology (VR) has achieved amazing development and has reached 
technological maturity since 2012, when the so-called second wave of VR in 2012 began with 
the announcement of Oculus Rift, there are still some major drawbacks for technology 
acceptance, and broader user adoption are the health-oriented effects this technology has on 
humans. 
Terms such as VR sickness, Cybersickesss, VRISE (VR-induced symptoms and effects), VIMS 
(visually induced motion sickness), simulator sickness, etc., describe those side effects and are 
often used interchangeably. In the present paper, we use the term VRISE to describe the side 
effects of VR usage. VRISE manifests in feelings of dizziness, disorientation, eyestrain, fatigue, 
nausea, etc., and it manifests during and after exposure to a virtual environment (VE). 
Sometimes, it causes side effects that can last for a pro-longed time (hours, even days) [1]. 
Those side effects are disembarkment syndrome, recurrence of travel sickness, troubled hand-
eye coordination, worsened vestibulo-occular reflex, and postural instability. VRISE also has a 
negative aftereffect on cognitive performance [2,3]. Studies have shown that 30% to over 80% 
of users experience side effects from VR usage [4]. VRISE symptoms are polysymptomatic 
(many symptoms) and polygenic (manifested symptoms differ from individual to individual) 
[4]. The effect of VRISE on users also affects technology acceptance, since experiencing side 
effects from VR usage, users would not be motivated to use the technology in the future or 
even recommend its usage to others. 
According to LaValle [5], VR is defined as a technology that induces targeted behavior in an 
organism by using artificial sensory stimulation, while the organism has little or no awareness 
of the interference. VR technology stimulates multiple senses and, assisted by multimodal 
interactions, creates the illusion of presence in VE. The human brain must integrate real-time 
vision, hearing, vestibular, and proprioceptive inputs to produce the compelling and 
captivating feeling of immersion in a VE [6]. In VR, there is no external force that influences 
vestibular stimulation, and there should be at least one mechanism for visual motion control 
that results in concordant visual and vestibular information [7]. Similar to the VR are 
augmented (AR) and mixed reality (MR) technologies, but they use a different approach. While 
VR aims to substitute virtual for real stimulation for one or many sensory organs, the AR and 
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MR blends real and virtual stimulations [8]. The difference between AR and MR is that, in AR, 
the real world remains central to the experience, enhanced with digital information overlay, 
and, in MR, real and virtual worlds are intertwined, which allows for interaction and 
manipulation of both the physical and virtual environments. Through the usage of the 
Simultaneous Localization and Tracking (SLAM) technique, the space around the user is 
recognized, which allows for the virtual (digital) objects to be integrated into and responsive 
to the real world. 
Experiencing VR is possible with head-mounted displays (HMD), projector-based immersive 
rooms (CAVE or C-Automatic Virtual Environment), and large monitors that can also provide 
an interesting immersive experience. A Taxonomy of current VR display devices is given in [9]: 
 Portable HMD devices: 
o With a mobile phone as a display and processing unit (Samsung Gear VR, 
Google Cardboard, Google Daydream, Zeiss VR One etc.) 
o Stand-alone (All-In-One) portable VR devices (Oculus Go, Oculus Quest 2, 
Lenovo/Google Mirage Solo, Pico Neo 2/G2 etc.) 
 Wired HMD devices: 
o With a wired connection to a powerful computer for their operation (Oculus 
Rift S, HTC Vive Cosmos, Valve Index, OSVR, Windows Mixed Reality devices, 
Varjo VR etc.) 
o Devices that connect to the gaming console (Sony PlayStation VR) 
 Immersive rooms–CAVE (C-Automatic Virtual Environment) 
 Large monitors 
Portable VR devices that use a mobile phone as a display and processing unit are being taken 
off the market, and current development is focused on portable stand-alone HMD devices and 
wired HMD devices, which offers greater graphic fidelity over the portable devices. The wired 
HMD device is connected (with a cable or special wireless adapter) to the powerful computer, 
where all CPU and GPU processing is being made. The HMD serves as a display device and 
primarily consists of high spatial and temporal resolution (dual) displays, allowing for high-
fidelity stereoscopic image rendering [10]. Sound is being played with the integrated binaural 
speakers or by the connected headphones. HMD devices also have integrated hand/body and 
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space (for room-scale experience) tracking and, with some devices, even eye-tracking. 
Interacting in the virtual environment is possible with the complementary controllers. Some 
newer devices also utilize hand-tracking and voice recognition as an option. 
While first generations of VR HMD devices had only three-degrees of freedom (dof) tracking 
capabilities, limited resolution, and field-of-view, high and noticeable motion-to-photons 
latency, tracking latency, flicker, etc., the latest commercially available devices have built-in 
state-of-the-art technology, which includes fast and pixel-dense displays; advanced motion-
tracking (head, eyes, hands, and body); artificial intelligence; etc. The latest devices have built-
in inside-out tracking systems with integrated cameras, without external sensors, where the 
setup sometimes could be cumbersome and not suitable for easy transportation. Still, the 
problem with VRISE was only partially solved with technology improvements, as the device is 
one of the three factor clusters that have an effect on VRISE (besides individual and task 
factors) [6,11]. Since individual factors cannot be overcome, the main focus of developing VR 
experiences with no or minimal side effects should be on task-related factors. 
When this study was performed and the results were analyzed, it was during the time of 
Coronavirus disease 2019 (COVID-19) lockdowns, social distancing, and travel restrictions. The 
usage of VR technology is extremely helpful in a situation like this. It helps people virtually and 
immersively discover the world, virtually connect with friends and family, and that way, the 
time of being at home most of the time passes easier. VR was already proven as a helpful 
medical tool and is used to alleviate depression and boost moods, which is a common side 
effect of staying at home and not socializing for a prolonged time. VR technologies are used 
in many fields, for home and business uses, education, training, entertainment, industrial 
design, architecture, etc., and can increase the human–computer bandwidth. 
There are multiple theories of why VRISE does occur, and more than 40 factors have been 
discovered [12] that influence VRISE. Our study is based on the Rest-Frame Hypothesis (RFH) 
[13], which offers an alternate theory on motion sickness, where the emphasis is on the role 
of spatial–perceptual references affected by reference and rest-frames. 
A Reference Frame is a coordinate system with respect to which positions, orientations, and 
motions can be judged. Rest-Frame is the particular reference frame that a given observer 
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takes to be stationary [14] and judges other motions relative to. Rest-frames can be defined 
as the vertical references provided by visual and idiotropic vertical cues, which are relatively 
stationary to subjects [15]. The rest-frame is considered one of several reference frames that 
the nervous system has access to and provides the observer with spatial information of 
stationary objects [16]. Under normal conditions, one of these is selected by the nervous 
system as the comparator for spatial judgments (selected rest-frame). In some cases, the 
nervous system is not able to choose a single rest-frame [14]. An egocentric rest-frame is 
centered on the navigator, whereas an allocentric rest-frame is centered externally in the 
environment and defined by features of the environment [17]. Egocentric rest-frames are also 
called player-fixed rest-frames and are defined with respect to the person and are required 
for the current state of VR technology, which allows players to look around. Earth-fixed 
(allocentric) rest-frames start to move if the subject is looking around in VR, and it might 
disappear and, thus, not be available as a rest-frame anymore. Player-fixed rest-frames might 
be challenging in regard to occluding or being occluded by other objects in the scene [18]. 
Egocentric rest-frames can be divided into body-centric, head-centric, and oculocentric [13]. 
In the virtual environment (VE), the rest-frames are integrated into the scene, remain fixed in 
relation to the real world or body part, and do not move as the user or the body part virtually 
moves. Rest-frames can be utilized as backgrounds, and also, smaller foreground cues can 
help to serve as a rest-frame. 
The Rest Frame Hypothesis states that sickness does not directly arise from conflicting 
orientation and motion cues but, rather, from conflicting rest-frames implied by those cues 
[19]. What is crucial is not the full set of cues in an environment but, rather, how those cues 
are interpreted to influence one’s sense of what is and is not stationary. Sickness is inextricably 
tied to one’s internal mental model of what should be stable. Although this is only a slight 
refinement to sensory conflict theory [20], it suggests that attempts to reduce sickness may 
usefully focus on the particular stimuli that influence the selected rest-frame rather than on 
all orientation and motion stimuli. The RFH provides an explanation for the occurrence of 
VRISE and, also, an approach to its instant reduction. The RFH assumes the brain has an 
internal mental model of which objects are stationary and which are moving. When new 
incoming sensory motion cues do not fit the current mental model of the rest-frame, or the 
subject has difficulty in selecting a consistent rest-frame, sickness results. The rest-frame must 
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remain congruent with inertial and visual cues. The RFH allows for the existence of sensory 
conflicts without causing motion sickness if those conflicting cues are not essential to the rest-
frame’s stability. The RFH predicts simulator sickness from the dependency on the match 
between the selected rest-frame and the subject’s motion. Prothero and Parker [13] also 
suggested that motion sickness occurs when there are too many rest (reference)-frames to 
choose from, and the individual becomes confused and conflicted. A possible way to combat 
motion sickness, in this case, would be to introduce one rest-frame, an independent visual 
background (IVB), salient enough to attenuate focus from other competing and conflicting 
rest-frames [21]. The rest-frame salience is an important factor, but a study by Weinrich et al. 
[18] showed no significant impact of the rest-frame salience or on the VRISE levels or on the 
game experience. 
VRISE is much less of an issue for optical see-through augmented reality HMDs, because users 
can directly see the real world, which acts as a rest-frame consistent with vestibular cues. 
VRISE is also reduced when the real world can be seen in the periphery of the outside edges 
of an HMD. 
An independent visual background (IVB) is a visual scene made to appear behind the content-
of-interest of a virtual environment and controlled independently from the content-of-
interest [14]. It is a different kind of rest-frame and has been shown to be effective in 
alleviating VRISE [15]. A visual scene can be divided into components, including one labeled 
the “content-of-interest” and another called the “independent visual background”. IVB could 
provide visual motion and orientation cues that match those from the vestibular system, 
which inclusion in a VE should reduce sickness [22]. 
Presence in a VE, the vivid feeling of being in, or the ability to interact with the VE can be 
enhanced when the user perceives the rest-frame to be a part of the virtual world instead of 
the real world [21]. This is suggested by a present hypothesis [13], which states: The sense of 
presence in an environment reflects the degree to which that environment influences the 
selected rest-frame. That is, presence in a virtual environment is related to the VE’s ability to 
influence the sense of position, angular orientation, and motion. The experiment performed 
by Ricke et al. [23] supported the hypothesis that top-down or cognitive influences do play a 
considerable role in self-motion perception. Presence should be indicated by the relative 
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influence on the subject’s motion perception of virtual as opposed to real rest-frame cues—
that is, the degree to which virtual cues overwhelm real cues [3]. 
This paper presents the influence of head-centric rest-frames on VRISE and user experiences 
in VE. In our study, the participants played a custom-designed 3D game with different scenes 
(forest, ancient desert, and village) and different types of head-centric rest-frames. One of the 
head-centric rest-frames was in central vision (glasses), and the other one was in peripheral 
vision (baseball hat). We analyzed the effects in two different game modes (high action and 
low action). 
The results showed that the usage of head-centric rest-frames negatively affected VRISE levels 
(more sickness) in the low action mode of the game. However, for the users experienced with 
VR technology, the VRISE disorientation symptoms were alleviated in a high action mode of 
the game when the rest-frames glasses were used. Rest-frames did not affect the user 
experience, except in the low action mode of the game, where the pragmatic quality was 
negatively affected by the usage of rest-frame glasses. The presence was only affected (less 
presence) when rest-frame glasses were used in the low action (LA) mode of the game. 
Additionally, no effect on the performance (obtained scores and completion time) was 
observed with the usage of rest-frames for both modes of the game. We did not find any 
differences between both types of rest-frames in terms of user experience, presence, and 
performance. In terms of VRISE levels, we found out that rest-frame glasses are more suitable 
for the users who are wearing distance spectacles and a baseball hat for non-wearers of 
distance spectacles. 
We compared the modes of the game in terms of VRISE, user experience, presence, and 
performance. We found significantly fewer disorientation symptoms and significantly fewer 
sickness symptoms assessed by the Fast Motion Sickness (FMS) Questionnaire for the LA mode 
of the game. For user experiences, it was found out that a better experience happened in the 
high action (HA) mode of the game for the short version of the User Experience Questionnaire 
(UEQ-S) Overall scores, for the UEQ-S Hedonic Quality scores, and the Virtual Reality 
Neuroscience Questionnaire (VRNQ)—User Experience. UEQ-S Pragmatic Quality subscale 
data showed that the UEQ-S Pragmatic Quality scores were significantly lower in the HA mode 
of the game. The results showed that, although the VRISE levels were higher in the HA mode 
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of the game, the user experience was better, except for the pragmatic quality of the user 
experience. An impact on presence was found only between rest-frame conditions (higher 
presence) for the Spatial Presence Experience Scale (SPES) Total scores, as well as for the SPES 
Self-location and SPES Possible Actions sub-scales. 
The key contributions of this paper are: 
 a confirmed suitability of head-centric rest-frames glasses for experienced VR users in 
provocative VR content (H1), 
 showing that head-centric rest-frames are not suitable for inexperienced VR users in 
nonprovocative VR content, 
 showing the better suitability of rest-frame glasses on VRISE levels for users who are 
wearing distance spectacles (H2), 
 showing the better suitability of a baseball hat as a rest-frame for non-wearers of 
distance spectacles (H2), 
 showing no effect of rest-frames on the user experience and presence, except negative 
effects when using rest-frame glasses in the LA mode of the game (H3), 
 confirming no effect of the rest-frames on performance (H5), 
 confirming a negative effect on VRISE levels in more provocative VR contents (H6), 
 confirming a positive effect on the user experience in more provocative VR contents 
(H7), 
 confirming a positive effect on presence in more provocative VR contents (H8), and 
 the quality of VR software assessments by the novel VRNQ Questionnaire. 
3.3 Background and Related Works 
In this section, we will review relevant related works. We reviewed works related to the 
research of rest and reference frames in VR applications. 
In a study by Wienrich et al. [18], the authors analyzed the impact of a virtual nose (head-
centric) rest-frame on VR sickness and game experience in a virtual reality jump’n’run game. 
This was the only previous study that analyzed the effects of head-centric rest-frames in virtual 
reality. They found out that using a virtual nose reduced VR sickness, while it did not affect 
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the game experience. They also investigated the rest-frame salience’s significance, which 
showed no significant impact, either on simulator sickness or on the game experience. They 
concluded that a rest-frame in the form of a virtual nose could be used in virtual reality 
applications to reduce VR sickness. 
Cao et al. [15] analyzed the effects of static and dynamic rest-frames on VRISE, assessed by 
the Simulator Sickness Questionnaire (SSQ) and discomfort level. As a rest-frame, they used a 
see-through metal net surrounding users above and below their seat, which was kept 
stationary relative to the real world. The rest-frame moved virtually with the cockpit and did 
not move with the user’s head or virtual motion. The participants were seated in a physical 
chair and also virtually seated in a cockpit while navigating through the virtual environment. 
While static rest-frames have fixed opacities, dynamic rest-frame opacities change in response 
to visually perceived motion as users virtually traverse the VE. The scale of discomfort level 
ranged from 0 to 10 (0 being most comfortable and ten being the most uncomfortable). The 
participants reported their discomfort levels six times during the gameplay while passing 
through a waypoint. The results showed that a VE with a static or dynamic rest-frame allowed 
users to travel through more way-points before stopping due to discomfort compared to a 
virtual environment without a rest-frame. Further, a virtual environment with a static rest-
frame was also found to result in more real-time reported comfort than when there was no 
rest-frame. 
In the study of Nguyen-Vo et al. [17], the authors investigated the effects of simulated 
reference frames on spatial orientation. They used two different types (an allocentric 
reference frame—simulated room and an egocentric reference frame—simulated CAVE) of 
visually simulated reference frames in a navigational search task in a mixed-method study. 
The results showed that an allocentric reference frame significantly improved the user 
performance in navigational search time and overall travel distance, while an ego-centric 
reference frame did not help significantly. They also analyzed the effect on VRISE using a single 
question method to assess the level of overall motion sickness. They found out that a 
simulated CAVE (body-centric rest-frame) significantly reduced the level of motion sickness 
compared to no reference frame. 
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Chang et al. [16] concluded the experiment where they investigated the effects of rest-frames 
on VRISE and oscillatory brain activity. In a roller coaster simulation, the participants 
experienced a rest-frame condition and a non-rest-frame condition. The rest-frame was 
presented as a grid of white lines, consisting of two horizontal and two vertical lines 
superimposed on the simulator’s display. Based on the VRISE levels and EEG changes, they 
suggested that rest-frames may reduce or delay the onset of VRISE by alleviating users’ 
attention or perception load. 
An independent visual background (IVB) that never moves relative to the individual was 
utilized in a within-subjects design study by Duh et al. [24], where the subjects were exposed 
at two scene motion frequencies and three IVB conditions in a projection-based system. The 
rolling scene used was a cartoon scene, and over the entire scene, the IVB was superimposed 
at two brightness levels—dim and bright. At the dim level, the subjects were just able to detect 
the IVB, and at a bright level, the subjects were easily able to detect the IVB. For low-frequency 
scene movements, subjects exhibited less balance disturbances when the IVB was presented. 
The authors suggested that an IVB may alleviate disturbances when conflicting visual and 
inertial cues are likely to result in a simulator or VE sickness. 
The effect of IVB on VRISE and presence was researched in a study by Lin et al. [22], where 
subjects were exposed to a complex motion on prerecorded trajectories through a simulated 
environment in a driving simulator in a projection-based system. There were three IVB 
conditions: grid (8 horizontal and 35 vertical grid lines), less cloud (seven clouds), and many 
clouds (28 clouds). Using the Revised Simulator Sickness Questionnaire (RSSQ), the subjects 
reported less nausea when the many clouds IVB was used relative to the grid IVB condition. 
The results indicated that a natural IVB composed of meaningful objects is more effective than 
a grid for alleviating VRISE levels. The results also showed that different types of IVBs do not 
significantly influence subjects’ presence and enjoyment levels. 
A virtual guiding avatar (VGA), which combines self-motion prediction cues and an IVB, was 
proposed in a within-subjects design study by Lin et al. [25] to alleviate the VRISE levels. The 
VGA was presented as an abstract airplane, and its purpose was to lead the participant along 
a horizontal motion trajectory through a VE. In a complex visual motion in a cartoon-like 
environment, the participants were exposed to a driving simulator. The VGA had three motion 
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properties: fixed, rotation only, and rotation plus translation. The results showed that the 
VRISE levels were reduced when the VGA that presented rotational cues alone or rotation plus 
translation were utilized. Additionally, the VGA increased the participants’ sense of presence 
and enjoyment. 
An alternative to grid lines is to permit the participant to partially see the real environment 
behind the virtual environment. Prothero et al. [26] used a partially occluded HMD so the 
virtual room could be seen overlaid on the actual environment in two similar experiments. 
The primary difference was that the second experiment required focusing on the actual room. 
Their first experiment reported lower SSQ-T scores and fewer postural stance breaks in the 
independent visual background condition. The second experiment showed no difference with 
the condition on the SSQ-T but fewer stance breaks for the independent visual background 
condition. The differing results could mean the additional focus on the background or that the 
elimination of a participant from part of the analysis had an effect. The median score on the 
SSQ-T was identical between the two studies, but the standard deviation was different. 
Prothero and Parker [13] showed that the IVB reduced self-reported simulator sickness, while 
it did not affect the vection illusion. 
Reviewing the background and related works shows the importance of rest-frames and their 
effects on VRISE, the user experience, and presence in the domain of VR. The RFH has been 
verified in VR, but most studies have been done in projection-based systems [15], using IVB or 
allocentric rest-frames. Stable rest-frames (RFs) have historically not been possible with HMDs 
due to the need for low latency and high-quality tracking and calibration. However, RFs can 
now be rather stable with modern VR technology [4]. Although RFH and the effects of rest-
frames to alleviate VRISE levels is a proven concept, there are few studies that have analyzed 
the impact more deeply, with different kinds, sizes and shapes, and positions of rest-frames. 
More studies were done to assess the effects of rest-frames in virtual reality on spatial 
perception and navigation, and no study analyzed the impact of rest-frames on presence and 
performance. Therefore, we proposed head-centric rest-frames, which correspond to real 
objects in a real world, and participants are used to wearing them. This study extends the 
results of a study by Wienrich et al. [18], where the authors analyzed the impact of a head-
centric rest-frame on VRISE and game experience in a VR game. They used a virtual nose for 
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the rest-frame, which was in the lower part of the peripheral vision. Our study utilized glasses, 
which can be worn as distance spectacles or sunglasses, and a baseball hat—specifically, the 
shield of a baseball hat seen in the upper part of peripheral vision. Glasses were placed in the 
central vision and directly occluded the scene of a virtual environment. 
To the authors’ best knowledge, there is no study where the usage of head-centric rest-frames 
and analyzing their effects on VRISE, the user experience, and presence was researched in 
such a way. 
3.4 Research Questions and Hypothesis 
The main research questions in this study were: 
 Do the head-centric rest-frames have an effect on the VRISE levels, user experience, 
presence, and performance? 
 Is there a difference between the effects of different types of head-centric rest-frames 
based on their placement (of the central or peripheral vision) in terms of VRISE levels, 
user experience, presence, and performance? 
 Are there differences between LA and the more provocative HA mode of the game in 
terms of the VRISE levels, user experience, and presence? 
Based on the background research, we developed hypotheses that state (H1) that the head-
centric rest-frames do positively affect VRISE levels that alleviate side effects from VR usage 
(less sickness). We state (H2) that there is a difference between the effects of different types 
of head-centric rest-frames in terms of the VRISE levels, user experience, presence, and 
performance. We state (H3) that the head-centric rest-frames do not affect the user 
experience, (H4) have a positive effect on presence, and no effect on (H5) performance. We 
state (H6) that a more provocative HA mode of the game will have a negative effect on the 
VRISE levels (more sickness) compared to the LA mode of the game and have (H7) a positive 
effect on the user experience and (H8) on presence. 




This section describes the study design with the emphasis on the participants, apparatus, 
software and game design, experiment procedure, and evaluation metrics used. 
3.5.1 Participants 
A total of 44 participants took part in this study. Twenty-seven of them were males, and 17 of 
them were females. Participants were, on average, 32.55 years old (SD = 8.15 years), ranging 
from 19 years to 47 years. They came from mixed backgrounds: students, post-graduate 
researchers, academic staff, users interested in virtual reality, gamers, etc. Participants were 
recruited from the University of Ljubljana through invitations on web pages dedicated to 
gaming and virtual reality and invitations on social media to access the more general public. 
Only healthy participants were selected, whose participation was voluntary. 
Twenty participants had previous experience with VR devices. They reported they experienced 
virtual reality with Oculus Rift, HTC Vive, Oculus Go, Oculus Quest, Samsung Gear VR, Google 
DayDream, Windows Mixed Reality, and Sony Playstation VR. Fourteen of them previously 
noticed side effects due to VR usage. They reported general discomfort (1), tiredness (1), 
headache (2), eye strain (3), sweating (7), nausea (5), stomach awareness (2), paleness (1), 
dizziness (2), vertigo (5), disorientation (2), and postural instability (6). The previous 
experience with VR was a dichotomous variable based on the participants’ responses to a 
question of whether they experienced VR previously. 
Additionally, 17 of the participants were active gamers (based on activity in the last six 
months)—of which, 15 of them mainly played games on a computer, 6 of them on a video 
console, 11 of them on a mobile phone, and 1 of them on a tablet PC. Eleven participants used 
distance spectacles, and 13 participants were using contact lenses. All of them had normal 
vision or corrected-to-normal vision. Thirty-seven (84.09%) participants were physically 
active, but none of them were into sports professionally. 
Before taking part in the study, all participants provided written informed consent. No 
participant received any compensation for participation in the study. 




The experiment was conducted using an Oculus Rift S head-mounted device (HMD). The HMD 
was connected to a high-performance gaming computer (CPU Intel core i7 7700 K, GPU Nvidia 
GTX 1070, RAM 16 GB DDR4 3000 MHz, SSD Samsung Evo 850). Wireless Oculus Touch 
controllers with 6 degrees of freedom were used for the navigation and interaction within the 
VE. Integrated Oculus Insight tracking without external sensors (in-side-out tracking) was used 
for motion and controller tracking. Oculus Insight uses a combination of five cameras built into 
the HMD and information from the accelerometers in the HMD and controllers. It also exploits 
artificial intelligence to predict what path the controllers will most likely be taking when 
outside the cameras’ field of view. The sound was played through a pair of speakers integrated 
into the headband. 
Fulfilment of the questionnaires by the participants before, in the middle, and after the 
experiment was done on a notebook PC with a touch screen. 
3.5.3 Software and Game Design 
The participants played the custom-designed VR first-person game, which was developed in 
Unity. In the game, players had to find the way through the forest, ancient desert, and village 
(scenes) by collecting coins that were placed on the predetermined path. Each of the scenes 
was divided by sliding doors, which had to be opened by the player in order to proceed. The 
participants were asked to collect coins by passing through them, which made them 
disappear. The next coin to collect was always visible in the field-of-view so that participants 
stayed on the predetermined path and did not get confused about where to go forward. None 
of the participants had any problems staying on the path. Participants were also instructed to 
collect as many coins as possible (to collect all coins was not required to finish the level) and 
to finish the level as fast as possible, to not wander around and stay too long in each level. 
Each coin was animated and was rotating around its y-axis. The participants’ virtual hands and 
controllers were drawn in a virtual environment. Extra caution was made when developing 
the game, so that playing and interacting would be easy and intuitive even for beginners and 
non-gamers. 
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Each collection of the coin was scored, and the current score and passed time was displayed 
on the screen, to be captured by the researcher after the participant completed the level. This 
information was not visible to the participants. It was only visible on the monitoring TV screen 
that would not affect the player during the gameplay and possibly serve as a rest-frame to the 
participant. The level was completed when the player passed through the finishing portal. 
There were also other action movements in the game, such as passing over a glass bridge over 
a deep channel, ascending and jumping off the building, and passing through a tunnel.  
There were two different modes of the games, a high action (HA) and a low action (LA) game. 
In a high action game with more provocative content, the forward-moving speed and jaw 
rotation speed was higher (walking vs. running), some of the coins were placed higher, so 
players have to jump to collect those coins (those coins were scored two points, while ordinary 
coins were scored one point). Additional jumping should contribute more to VRISE levels 
because of the extra vertical movement in the y-axis. Each of the modes of the game had three 
different conditions, with or without head-centric rest-frames. The comparison of all 
conditions is shown in Table 1. A forest scene from the low action game mode with rest-frame 
glasses is shown in Figure 1, an ancient desert scene from the high action game mode is shown 
in Figure 2, and a village scene from the low action game mode without rest-frames is shown 
in Figure 3. 
In a condition without a rest-frame, the participants played the game without any additional 
visual cues. This condition served as a baseline condition, which enabled us to compare them 
with other conditions with overlaid visual rest-frames. One of the head-centric rest-frames 
was in the central vision (glasses), and the other one was in the peripheral vision (baseball 
hat). Both rest-frames were natural, and the participants had experience with wearing them 
in a real-world environment. Being in the central vision, glasses were more salient than a 
baseball hat. Therefore, most participants noticed the glasses, whereas the baseball hat was 
noticed only by a few participants. For developers, a baseball hat, which was almost 
unnoticeable and did not cover the main plot area, is a better solution. Apart from that, both 
rest-frames used did not move, disappear, occluded, or were occluded themselves when 
players moved their heads in VR. They should help participants without distracting them from 
the game. 
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Table 1. Comparisons of the conditions used in the study. The condition without the rest-
frames is referred to as NORF, condition with rest-frames glasses as RFG, and condition with 
the baseball hat as RFH. 
Condition Mode of the Game Translation Rotation Additional Actions Rest-Frames 
LA_NORF Low activity Walking Slow No No rest-frames 
LA_RFG Low activity Walking Slow No Glasses 
LA_RFH Low activity Walking Slow No 
Shield of a baseball 
hat 
HA_NORF High activity Running Fast Yes, jumping No rest-frames 
HA_RFG High activity Running Fast Yes, jumping Glasses 
HA_RFH High activity Running Fast Yes, jumping 
Shield of a baseball 
hat 
 
For locomotion, we used smooth artificial locomotion, a technique which is similar to the 
mechanics of traditional first-person shooters (FPS) played with a controller (using a trackpad 
or a thumbstick) or keyboard on a 2D display, where the jaw and translation is handled by a 
controller. This technique is known to induce more VRISE than other loco-motion techniques 
and is one of the most used interactions and locomotion interfaces for VR devices. The 
perception of moving through a virtual environment as one is walking while one’s body is 
stationary can induce VR sickness regarding sensory conflict theory, and it is a cause of 
vestibular mismatch (vestibular and visual cues of motion are in conflict), which can trigger 
dizziness and malaise. This locomotion method was selected for the game to efficiently 
determine the effect of head-centric rest-frames on VRISE. 
An Oculus Touch controller was used as the navigation interface. A thumbstick on the 
controller was used to translate and rotate the participants’ virtual avatars (tilting in the y-axis 
was used to freely move forward/backward, and tilting in the x-axis was used to jaw rotate 
the participants’ avatars). Any of the buttons A, B, X, and Y were used to open the doors when 
the participant was near the door. The trigger button was used for jumping. The participants 
could freely look around by physically turning their heads while not moving in a virtual 
environment, whereas moving and rotating their head would move them in the head 
direction. Due to being seated, this was only possible for small corrections of the course. For 
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more extensive rotations, a rotation with a controller was needed. Therefore, it was used a 
mixture of artificial controller rotation and physically turning the head for rotation. 
The application was optimized to achieve a constant 80 frames per second (FPS) throughout 
all the levels. Eighty frames per second is the maximum refresh rate for the Oculus Rift S 
device. There was no noticeable latency of tracking during the experiment, since the motion-
to-photos latency is also a significant factor that affects the VRISE. 
A notification sound was played via the speakers whenever a coin was collected successfully 
and when the door was opened to proceed to the next scene. 
 
Figure 1. The forest scene in low action (LA) mode game with glasses as a head-centric rest-
frame. Golden coins are set on the player’s height, so there is no need to jump to collect them. 




Figure 2. The ancient desert scene in the high action (HA) game with a baseball hat as a head-
centric rest-frame. In the front, there is a visible violet coin. For collecting it, the player needed 
to jump. 
 
Figure 3. The village scene in the LA game without rest-frames. There is a visible red portal in 
the background that was needed to pass through to finish the game. 




In our study, we used existing, established standard methods (questionnaires). The usage of 
standard methods, which were already used and validated in other studies, also enabled 
comparing the results. 
For assessing the VRISE levels, we used the Simulator Sickness Questionnaire (SSQ) [27], Fast 
Motion Sickness Score (FMS) [28], and a novel Virtual Reality Neuroscience Questionnaire 
(VRNQ) [29]—VRISE subscale. We used the Spatial Presence Experience Scale (SPES) [30] for 
assessing the presence. For the user experience, we used the short version of the User 
Experience Questionnaire (UEQ-S) [31] and the VRNQ Questionnaire—User Experience 
subscale.  
The SSQ Questionnaire is the most widely used questionnaire in VR studies for assessing VRISE. 
The SSQ consists of 16 items, where participants give a score of 0 (none), 1 (slight), 2 
(moderate), or 3 (severe) to 16 individual symptoms of VR Sickness. The SSQ can be 
administered before and after the virtual experience. The SSQ Questionnaire provides a total 
SSQ scale (SSQ-T), which consists of three subscales of nausea (SSQ-N), disorientation (SSQ-
D), and oculomotor (SSQ-O). Nausea includes symptoms such as stomach awareness, 
increased salivation, and nausea itself. Oculomotor includes eyestrain, headache, and blurred 
vision, and disorientation includes symptoms such as dizziness, vertigo, and difficulty focusing. 
By combining scores from multiple symptoms, a score for each subscale is calculated. From 
these partial scores, the total SSQ score is calculated, where higher scores indicate greater 
VRISE levels. The scoring procedure was conducted in the manner recommended by Kennedy 
et al. [27].  
FMS is a single-item verbal rating scale where participants gave a score from 0 (no sickness at 
all) to 20 (frank sickness) to evaluate the level of their sickness they felt in the virtual 
experience. In contrast to the SSQ Questionnaire, where the VRISE levels are measured before 
or after the virtual experience, FMS enables tracking sickness levels during the virtual 
experience and capturing its time course. Participants had to focus on nausea, general 
discomfort, and stomach problems and take these parameters into account when making 
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their judgments. They were asked to ignore other possible distorting effects, such as 
nervousness, boredom, or fatigue. 
UEQ-S contains eight items rated through the 7-stage Likert scale, measuring two dimensions 
(quality aspects) of user experience: 
 Pragmatic Quality: described interaction qualities related to the tasks or goals the user 
aims to reach when using the product. 
 Hedonic Quality: did not relate to tasks and goals but described aspects related to 
pleasure or fun while using the product. 
The items are scaled from −3 to +3. Higher scores indicate greater levels of agreement with 
scales, while lower scores indicate greater levels of disagreement. Thus, −3 represents the 
most negative answer (fully agreeing with the negative term), 0 a neutral answer, and +3 the 
most positive answer (fully agreeing with the positive term). All scores above one are 
considered as a positive evaluation. We decided to use a short version of the UEQ 
Questionnaire, because the main focus of the study was not evaluating the user experience, 
consequently reducing the duration of questionnaires that had to be fulfilled. Besides that, we 
also included a VRNQ questionnaire, which also assessed user experience and is dedicated for 
use in virtual reality. 
VRNQ is a novel questionnaire that assesses and reports both the quality of software features 
and VRISE intensity. It can be used to determine the quality of VR software in terms of user 
experience, game mechanics, in-game assistance, and VRISE. It is composed of four sections 
(User Experience, Game mechanics, In-game assistance, and VRISE), each section having five 
items rated through a 7-stage Likert scale, ranging from extremely low (1) to extremely high 
(7). VRNQ provides a total score corresponding to the overall quality of the VR software, as 
well as four subscores for each section/domain. The higher scores indicate a more positive 
outcome, which also applies to the evaluation of the VRISE levels. The minimum cut-offs 
indicate the lowest acceptable quality of VR software, while the parsimonious cut-offs indicate 
more robust VR software suitability. Compared to the SSQ Questionnaire, it also assesses 
software attributes, not just the symptoms pertinent to simulator sickness. 
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The spatial presence can be defined as a user’s subjective feeling or conscious experience of 
“being there” in a mediated (computer-generated) environment [32], even when one is 
physically situated in another. It is not readily amenable to objective physiological definition 
and measurement. The presence is more convincing with more interactivity, immersion 
(reproduction of the conditions of the physical presence), and realism. SPES is a short and 
convenient-to-apply eight-item self-report measure. It is derived from a process model of 
spatial presence. It assesses spatial presence as a two-dimensional construct that comprises a 
user’s self-location and perceived possible actions in a media environment. It provides two 
subscales (Self-Location and Possible Actions) and a total score of spatial presence. Four items 
are used per subscale. SPES can be applied to diverse media settings, ranging from immersive 
virtual reality to interactive audiovisual video game applications, noninteractive television, 
and even books. All items are phrased in a way that can be applied in a posttest of VE exposure. 
3.5.5 Experiment Environment 
The experiment took place in the Multimedia laboratory, which is set up as a living room. 
Experimenters had full control over the environmental variables. There were no external 
sources of noise that could interfere with the experiments. Environmental conditions were 
also monitored (temperature, humidity, and lighting conditions). 
3.5.6 Procedure 
The experiment was performed using a 2 × 3 repeated measures within-subjects design in 
which all participants experienced all six conditions in one session. The independent variables 
were mode of the game (2 levels: low action and high action mode) and simulated head-
centric rest-frames (3 levels: no rest-frame, rest-frame glasses, and rest-frame baseball hat). 
The condition without the rest-frames is referred to as NORF, condition with rest-frames 
glasses as RFG, and condition with the baseball hat as RFH. Regarding the mode of the game, 
the condition of the low action mode of the game is referred to as LA, and the condition of 
the high action mode of the game is referred to as HA. The comparison of the conditions is 
shown in Table 1. 
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We prepared five questionnaires to gather quantitative data. The first questionnaire was 
fulfilled online via a web browser at home before the experiment. After participants confirmed 
attending the experiment, a link was sent to the first questionnaire, which included their 
demographic data, sports activity level, vision and hearing, gaming, and VR technology 
experience. This questionnaire also included the Edinburgh Handedness Inventory—Short 
Form [33], Immersive tendencies questionnaire (ITQ) [34], Big five Personality Inventory—
Short version (BFI-10) [35], and Motion Sickness Susceptibility Questionnaire Short Form. All 
participants were identified by a unique ID that was assigned to them. Completion of this 
questionnaire was mandatory for the participant to be able to attend the experiment. They 
were instructed not to consume any food, stimulant drinks, or alcohol two hours before the 
experiment. 
When the experiment took place, the first step was to receive the participants and to welcome 
them at the Multimedia Laboratory. The participants were offered to read the written 
document of how the experiment would take place. They were asked about their wellness, 
possible sickness, and photosensitive epilepsy. If they were sick or had any conditions that 
would affect the experiment results or contraindications for VR usage, they would not be 
allowed to participate in the experiment. Participants then signed the agreement (informed 
consent) for participation in the experiment. 
Having done this, the participants were guided to the experimental apparatus where the 
experimenters helped to equip them with the HMD and explained the controls to navigate 
and interact in the VR game. Since the Oculus Rift S does not have the option for manual 
interpupillary distance (IPD) setting, it was measured manually, and Oculus Rift S was 
configured for the optimal settings so that a mismatch would not contribute to VR Sickness. 
At a time, only one participant was involved in the experiment. One researcher was 
conducting the experiment, while the other was observing the participants and operating the 
equipment. Each session lasted 90 min or less, including the introduction; signing the consent 
form; and filling out the pre-, mid-, and post-questionnaires. On average, it took 
approximately 18 min to experience the introductory tutorial/entry and all the experiment 
scenarios. 
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First, the participants played the introductory tutorial/entry level to get familiar with the VR 
technology (HMD and Oculus Touch controllers), virtual environment, and the game 
mechanics. In this entry level, participants got familiar with moving, rotating, jumping, 
collecting coins, and opening doors. This entry level was included in the experiment procedure 
so that later gameplay would be as smooth as possible. This session did not last more than 2 
min for each participant. When equipping the HMD, the participants were instructed to close 
their eyes and keep them closed for a few seconds after successful placement, so that 
fluctuating FPS at the start of the game would not contribute to the VRISE. 
The participants were seated on a comfortable sofa throughout the game (stationary VR 
experience). They translated and rotated their avatar (virtual body) with an Oculus Touch 
controller. Participants were instructed to hold both controllers in their hands, using one or 
both as preferred by them. Input controls were mirrored on both controllers, so moving and 
interactions were comfortable right-handed or left-handed. Participants could interact 
through the HMD by looking in any direction they wanted to explore the given scene. 
After they completed the entry level, they were directed to complete the second 
questionnaire. They were asked about their wellness, previous usage of VR technology, 
physical activity level (International Physical Activity Questionnaire), and emotional state. All 
questionnaires at the Multimedia Laboratory were filled out online via a web browser on a 
notebook PC with a touch display.  
Having done this, participants began to play all six levels. To account for potential order 
effects, conditions were counterbalanced across participants (Latin square method). Before 
the gameplay, the participants were not informed which level they would play (mode of the 
game), neither were they informed about the rest-frames, so they would not pay attention 
and be aware of the rest-frames (the instruction did not manipulate the awareness and 
salience of the rest-frames). Based on the post-semi-structured questionnaire, most of them 
noticed the glasses and only some the baseball hat. Average playtime for all three rest-frame 
conditions (NORF, RFG, and RFH) in HA mode of the game was 2 min and 19 s, while, in the 
LA, it was 3 min and 22 s, so the playtime in LA was 44.88% longer. 
Impact of different types of head-centric rest-frames on VRISE and User Experience in Virtual Environments 
122 
 
Immediately after each gameplay, participants’ feedback was collected with a third set of 
questionnaires. We asked participants to complete the SSQ, SPES, UEQ-S, and VRNQ 
Questionnaire (user experience and VRISE section of the questionnaire). All those 
questionnaires were completed on a computer on the other side of the Multimedia 
Laboratory, so the participants needed to stand up and walk to the computer, assuming that 
would help lessen the VRISE and be more precisely able to determine them (especially 
postural instability and disorientation). 
We also collected the FMS score six times, before and during the game. The first FMS score 
was collected before the participant put on the HMD, while the other FMS scores were 
collected during the gameplay, and the last one at the end of the gameplay, still with an HMD 
placed on the head. During gameplay, there were specific places in VE where FMS scores 
needed to be given. This was done using giant billboards in VE (Figure 4), which displayed the 
text “Kako se počutite?” (How do you feel?) when the player came near the billboard. FMS 
score was given verbally and recorded by the researcher. Before the first gameplay, the 
participants were instructed how to give FMS scores correctly. 
 
Figure 4. Screenshot from the LA game without rest-frames in front of the table for collecting 
the Fast Motion Sickness (FMS) score. There are visible doors in the background, which were 
needed to be opened to continue onto the next scene. 
Impact of different types of head-centric rest-frames on VRISE and User Experience in Virtual Environments 
123 
 
To continue with the next level, we gave participants enough time to recover from possible 
VRISE before proceeding with the next level. The minimum time to proceed with another 
level/condition was five minutes, but we gave them more time when needed. We took care 
that participants did not continue with the next level if the FMS took before gameplay was 
more than 1 (negligible VRISE effects). 
After completing the experiment, participants were instructed to complete the fourth set of 
questionnaires. They were asked to fulfil a VRNQ Questionnaire (Game Mechanics and In-
Game Assistance section) and NASA Task Load Index (NASA-TLX) to determine the task load of 
the experiment. Qualitative data was collected by a semi-structured interview after the 
experiment’s competition and analyzed to investigate the potential factors causing VRISE and 
affecting the user experience and presence. 
One week’s time after the experiment, to summarize the experience with the experiment, one 
last questionnaire was fulfilled by the participants (2 of them did not complete it). We have 
also asked them if they experienced any side effects from VR usage, side effects that lasted 
for more than 24 h, and technology acceptance questions (how probable that they will 
continue to use VR technology and recommend it to others, based on the experiences from 
the experiment). 
3.6 Results 
In this section, we present the results of the study. In the analysis, we took into account only 
the results of the participants that successfully completed all six repetitions and properly filled 
out the questionnaires. Eleven participants did not complete the experiment: one from lack 
of time, and ten of them exited the experiment due to elevated VRISE Symptoms (22.73% 
Dropout Rate). According to a study [36], this is slightly above average (15.6%) for all content 
types. Of those dropouts due to VR Sickness, eight were women, and two were males. Data 
from online questionnaires were exported into Excel, and the preparation of the data, 
calculations, and aggregation of the results were performed in Tableau Prep [37] and 
statistically analyzed in IBM SPSS [38] and R Studio [39]. 
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Due to the directed hypothesis, planned pairwise comparisons were conducted instead of an 
analysis of variances. To evaluate the impacts of the rest-frames, the conditions with rest-
frames (RFG and RFH) were compared to the condition without rest-frames (NORF) for both 
the low and high action modes of the game. Additionally, the rest-frame conditions were 
compared with each other. For all comparisons regarding the VRISE, user experience, 
presence, and performance, the significance level was set to 0.05 to conclude significant 
differences. Some of the developed hypotheses were directional, which permitted analyses 
using one-tailed statistical tests. 
3.6.1 VRISE 
The detailed VRISE results assessed by the SSQ, FMS, and VRNQ questionnaires for all 
conditions are shown in Table 2. The average FMS was calculated as an average score from all 
six verbally given scores before, during, and at the end for each game scenario. Progress of 
the average FMS scores by time and condition is presented in Figure 5. 
For the LA mode of the game, it was evident that the mean SSQ scores were higher (more 
sickness) when rest-frames were used. Quite the opposite was apparent in the HA mode of 
the game, where lower mean SSQ scores (less sickness) were observed when rest-frames were 
used, except for the RFG condition on the SSQ Nausea and SSQ Oculomotor subscales, where 
the mean scores were higher. From the results, there was a noticeable drop in the SSQ Total 
and Disorientation maximum scores when comparing the HA_NORF condition to the HA_RFG 
and HA_RFH conditions. From those results, we can conclude that using rest-frames in the HA 
mode of the game influenced the maximum SSQ Total and SSQ Disorientation scores. The 
maximum values of the SSQ Total and SSQ Disorientation scores in the HA mode of the game 
with the rest-frames were even lower than in a less provocative LA mode of the game for any 
of the conditions. 




Figure 5. Progress of the average FMS scores by time and condition for all participants who 
completed the experiments (all six repetitions). A drop from FMS 3 to FMS 4 for the LA_NORF 
and LA_RFH conditions and a drop from FMS 5 to FMS 6 for the LA_NORF and LA_RFG 
conditions was interesting. In general, the FMS scores rose throughout the gameplay for all 
the conditions. The condition without the rest-frames is referred to as NORF, condition with 
rest-frames glasses as RFG, and condition with the baseball hat as RFH. 
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Table 2. Subjective Virtual Reality-Induced Symptoms and Effects (VRISE) levels assessed by 
the Simulator Sickness Questionnaire (SSQ), Fast Motion Sickness (FMS), and Virtual Reality 
Neuroscience Questionnaire (VRNQ) (VRISE Section). 
VRISE Scale Condition N Mean SD Min Value Max Value 
SSQ Total LA_NORF 33 21.78 23.04 0 104.72 
 LA_RFG 33 27.31 26.70 0 119.68 
 LA_RFH 33 30.49 30.49 0 123.42 
 HA_NORF 33 27.88 27.75 0 112.20 
 HA_RFG 33 27.77 25.11 0 78.54 
 HA_RFH 33 25.84 22.74 0 71.06 
SSQ LA_NORF 33 21.93 29.33 0 139.20 
Disorientation LA_RFG 33 31.21 35.32 0 125.28 
 LA_RFH 33 32.90 36.96 0 167.04 
 HA_NORF 33 31.64 34.15 0 125.28 
 HA_RFG 33 27.42 28.16 0 83.52 
 HA_RFH 33 27.84 27.18 0 83.52 
SSQ Nausea LA_NORF 33 23.99 24.45 0 95.40 
 LA_RFG 33 26.60 26.38 0 95.40 
 LA_RFH 33 32.96 35.38 0 114.48 
 HA_NORF 33 30.35 34.76 0 124.02 
 HA_RFG 33 31.22 33.58 0 114.48 
 HA_RFH 33 28.04 30.35 0 95.40 
SSQ LA_NORF 33 13.32 17.98 0 90.96 
Oculomotor LA_RFG 33 17.23 19.81 0 98.54 
 LA_RFH 33 17.69 19.11 0 90.96 
 HA_NORF 33 15.16 16.19 0 68.22 
 HA_RFG 33 16.54 16.78 0 68.22 
 HA_RFH 33 14.93 17.00 0 75.80 
FMS LA_NORF 33 1.25 1.81 0 7.50 
Average LA_RFG 33 1.15 1.52 0 6.17 
 LA_RFH 33 1.46 1.86 0 6.17 
 HA_NORF 33 1.94 2.76 0 11.00 
 HA_RFG 33 1.98 2.71 0 11.67 
 HA_RFH 33 1.66 2.03 0 7.33 
VRNQ LA_NORF 33 32.00 3.73 20 35 
VRISE scale LA_RFG 32 31.28 4.42 15 35 
 LA_RFH 33 31.97 3.32 21 35 
 HA_NORF 33 30.97 4.34 20 35 
 HA_RFG 33 31.03 4.57 19 35 
 HA_RFH 33 31.33 3.70 22 35 
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The Shapiro-Wilk test showed that the data was not normally distributed. Therefore, we used 
nonparametric statistical tests. To observe the differences between the combinations of 
conditions for the VRISE scores and examine the hypotheses, the Wilcoxon signed-rank test 
was used. The results for the LA mode of the game are presented in Table 3. 
For the SSQ scores, the one-tailed Wilcoxon signed-rank test showed statistically significant 
differences in the LA mode of the game for the SSQ Total and all SSQ subscales when 
comparing the no rest-frame to the rest-frame conditions, except for the LA_NORF–LA_RFG 
combination for the SSQ Nausea subscale.  
No statistically significant differences were observed for the HA mode of the game, and also, 
no statistically significant differences were observed for the FMS and VRNQ–VRISE subscale 
scores. This did not support hypothesis H1, since using rest-frames in the LA mode of the game 
did have an opposite (negative) effect on the SSQ scores (more sickness). Additionally, no 
significant differences between the rest-frame conditions were observed for both modes of 
the game for all VRISE scales, which did not support hypothesis H2 in terms of the VRISE levels. 
Table 3. Wilcoxon signed-rank test for the SSQ scores between the no rest-frame and rest-
frames conditions. 
VRISE Scale Condition Z p 
SSQ Total LA_NORF–LA_RFG −1.747 0.041 * 
 LA_NORF–LA_RFH −2.396 0.008 * 
SSQ LA_NORF–LA_RFG −2.012 0.022 * 
Disorientation LA_NORF–LA_RFH −2.292 0.010 * 
SSQ Nausea LA_NORF–LA_RFG −0.920 0.185 
 LA_NORF–LA_RFH −2.222 0.012 * 
 HA_NORF–HA_RFG −0.190 0.431 
 HA_NORF–HA_RFH −0.062 0.479 
SSQ LA_NORF–LA_RFG −1.693 0.047 * 
Oculomotor LA_NORF–LA_RFH −1.951 0.028 * 
 HA_NORF–HA_RFG −0.836 0.209 
 HA_NORF–HA_RFH −0.489 0.318 
* and bold = p < 0.05 (1-tailed significance). 
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Comparing the modes of the game, the comparisons presented in Table 4 are only made 
between the conditions without rest-frames, since, as it is noticeable from Table 2, there is an 
opposite effect of rest-frames in the LA and HA modes of the game, although, for HA, the 
difference is not statistically significant. Hypothesis H6 was supported for the SSQ 
Disorientation subscale and the FMS Average scale, since statistically significant differences 
were observed only between conditions LA_NORF and HA_NORF of the SSQ Disorientation 
subscale and LA_NORF and HA_NORF of FMS Average scale. The subjects reported 
significantly fewer disorientation symptoms and significantly fewer sickness symptoms 
assessed by the FMS Questionnaire when playing the LA mode of the game. 
Table 4. Wilcoxon signed-rank test for the VRISE scores between mode of the game (LA vs. 
HA). 
VRISE Scale Condition Z p 
SSQ Total LA_NORF–HA_NORF −1.300 0.099 
SSQ Disorientation LA_NORF–HA_NORF −1.889 0.030 * 
SSQ Nausea LA_NORF–HA_NORF −0.948 0.181 
SSQ Oculomotor LA_NORF–HA_NORF −0.714 −0.248 
FMS Average LA_NORF–HA_NORF −2.103 0.017 * 
VRNQ–VRISE subscale LA_NORF–HA_NORF −1.322 0.098 
* and bold = p < 0.05 (1-tailed significance). 
3.6.2 User Experience 
Detailed user experience results assessed by the UEQ-S and VRNQ questionnaire are shown in 
Table 5. For both modes of the game, it is evident that the mean UEQ-S user experience scores 
were higher (better user experience) when rest-frames were not used, with the exception of 
the UEQ-S Hedonic quality scale in the LA mode of the game, and VRNQ—User experience 
subscale in the HA mode of the game for both rest-frame conditions. 
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Table 5. Subjective user experience levels assessed by the short version of the User Experience 
Questionnaire (UEQ-S) and VRNQ (User Experience Section) Questionnaire. 
User Experience Scale Condition N Mean SD Min Value Max Value 
UEQ-S LA_NORF 33 1.37 0.96 −1.25 3.00 
Overall LA_RFG 33 1.13 1.18 −1.88 3.00 
 LA_RFH 33 1.30 1.02 −1.25 3.00 
 HA_NORF 33 1.62 0.74 0.00 3.00 
 HA_RFG 33 1.53 0.92 −0.13 3.00 
 HA_RFH 33 1.39 1.00 −1.00 3.00 
UEQ-S LA_NORF 33 2.03 0.77 0.00 3.00 
Pragmatic  LA_RFG 33 1.48 1.15 −1.50 3.00 
Quality LA_RFH 33 1.69 0.95 −0.25 3.00 
 HA_NORF 33 1.82 0.84 −0.25 3.00 
 HA_RFG 33 1.79 0.97 −0.25 3.00 
 HA_RFH 33 1.71 0.97 0.00 3.00 
UEQ-S LA_NORF 33 0.70 1.58 −3.00 3.00 
Hedonic LA_RFG 33 0.79 1.57 −2.50 3.00 
Quality LA_RFH 33 0.92 1.47 −2.75 3.00 
 HA_NORF 33 1.43 1.06 −0.75 3.00 
 HA_RFG 33 1.27 1.28 −2.00 3.00 
 HA_RFH 33 1.08 1.4 −2.50 3.00 
VRNQ LA_NORF 32 23.31 3.98 18.00 33.00 
User LA_RFG 31 23.00 3.86 16.00 30.00 
Experience LA_RFH 33 22.76 4.06 13.00 31.00 
scale HA_NORF 32 23.59 4.62 14.00 33.00 
 HA_RFG 30 24.37 4.57 18.00 33.00 
 HA_RFH 33 24.12 4.52 14.00 33.00 
 
The Shapiro-Wilk test showed that the data was not normally distributed for all variables, so 
we used nonparametric statistical tests. To observe the differences between the combinations 
of conditions for the user experience scores and examine the hypotheses, the Wilcoxon 
signed-rank test was used as presented in Table 6. 
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Table 6. Wilcoxon signed-rank test for user experience scores assessed by the UEQ-S 
Questionnaire between the no rest-frame and rest-frames conditions. 
User Experience 
Scale 
Condition Z p 
UEQ-S LA_NORF–LA_RFG −1.701 0.090 
Overall LA_NORF–LA_RFH −0.891 0.382 
 HA_NORF–HA_RFG −0.932 0.360 
 HA_NORF–HA_RFH −1.594 0.113 
UEQ-S LA_NORF–LA_RFG −2.866 0.003 * 
Pragmatic  LA_NORF–LA_RFH −1.883 0.059 
Quality HA_NORF–HA_RFG −0.180 0.872 
 HA_NORF–HA_RFH −1.122 0.272 
UEQ-S LA_NORF–LA_RFG −0.017 0.993 
Hedonic LA_NORF–LA_RFH −0.503 0.626 
Quality HA_NORF–HA_RFG −1.605 0.115 
 HA_NORF–HA_RFH −1.907 0.056 
* and bold = p < 0.05 (2-tailed significance). 
For the user experience scores, the resulting two-tailed Wilcoxon signed-rank test showed 
only one statistically significant difference in the LA mode of the game for the UEQ-S Pragmatic 
Quality between the LA_NORF and LA_RFG conditions. This partially supported hypothesis H3 
that rest-frames would not affect the user experience, except in the LA mode of the game, 
where the user experience scores for UEQ-S Pragmatic Quality were significantly lower when 
rest-frame glasses were used.  
No statistically significant differences were observed for the HA mode of the game, and also, 
no statistically significant differences were observed for the VRNQ—User Experience scores. 
Additionally, no significant differences between the rest-frame conditions were observed for 
both modes of the game for all user experience scales, which did not support hypothesis H2 
in terms of user experience levels. 
Comparing modes of the game, comparisons are presented in Table 7. Hypothesis H7 was 
supported for the UEQ-S Overall scores for the RFG condition, for the UEQ-S Hedonic Quality 
scores for the NORF and the RFG conditions, and the VRNQ—User Experience scores for all 
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conditions. Hypothesis H7 was not supported for the UEQ-S Pragmatic Quality subscale data, 
where the UEQ-S Pragmatic Quality scores were significantly lower in the HA mode of the 
game for the NORF condition. 
Table 7. Wilcoxon signed-rank test for user experience scores assessed by the UEQ-S and 
VRNQ (User Experience Section) Questionnaire between the modes of the game (LA vs. HA). 
UX Scale Condition Z p 
UEQ-S LA_NORF–HA_NORF −1.439 0.078 
Overall LA_RFG–HA_RFG −2.713 0.003 * 
 LA_RFH–HA_RFH −0.589 0.284 
UEQ-S LA_NORF–HA_NORF −1.846 0.034 * 
Pragmatic LA_RFG–HA_RFG −1.588 0.058 
Quality LA_RFH–HA_RFH −0.314 0.382 
UEQ-S LA_NORF–HA_NORF −3.836 0.000 * 
Hedonic LA_RFG–HA_RFG −2.839 0.002 * 
Quality LA_RFH–HA_RFH −1.167 0.125 
VRNQ LA_NORF–HA_NORF −1.733 0.042 * 
User Experience LA_RFG–HA_RFG −2.680 0.003 * 
subscale LA_RFH–HA_RFH −2.836 0.002 * 
* and bold = p < 0.05 (1-tailed significance). 
  




The detailed presence results assessed by the SPES questionnaire for all conditions are shown 
in Table 8. 
Table 8. Subjective presence levels assessed by the Spatial Presence Experience Scale (SPES) 
Questionnaire. 
SPES Scale Condition N Mean SD Min Value Max Value 
SPES Total LA_NORF 33 27.24 6.796 9 40 
 LA_RFG 33 26.00 7.018 8 39 
 LA_RFH 33 26.67 6.542 13 39 
 HA_NORF 33 27.61 6.339 11 40 
 HA_RFG 33 27.94 6.614 10 40 
 HA_RFH 33 27.67 6.836 8 40 
SPES LA_NORF 33 13.24 4.366 4 20 
Self-location LA_RFG 33 12.55 4.487 4 19 
 LA_RFH 33 13.03 4.073 4 19 
 HA_NORF 33 13.39 3.864 4 20 
 HA_RFG 33 13.48 4.1.09 5 20 
 HA_RFH 33 13.61 3.921 4 20 
SPES  LA_NORF 33 14.00 3.192 5 20 
Possible LA_RFG 33 13.45 3.270 4 20 
Actions LA_RFH 33 13.64 3.239 5 20 
 HA_NORF 33 14.21 3.267 7 20 
 HA_RFG 33 14.45 3.401 5 20 
 HA_RFH 33 14.06 3.665 4 20 
 
For the LA mode of the game, it is evident that the mean SPES scores were lower (worsened 
presence) when the rest-frames were used, and for the HA mode of the game, it is evident 
that the SPES scores were higher when the rest-frames were used, with the exception of the 
SPES Possible Actions score in the HA_RFH condition. Those mixed results can be related to 
the elevated VRISE scores in the LA mode the game. 
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The Shapiro-Wilk test showed that the data was not normally distributed for all variables, so 
we used nonparametric statistical tests. To observe the differences between the combinations 
of conditions for the SPES scores and examine the hypothesis, the Wilcoxon signed-rank test 
was used as presented in Table 9. 
Table 9. Wilcoxon signed-rank test for presence—SPES scores between the no rest-frame 
and rest-frames conditions. 
SPES Scale Condition Z p 
SPES Total LA_NORF–LA_RFG −2.283 0.010 * 
 LA_NORF–LA_RFH −1.165 0.128 
 HA_NORF–HA_RFG −0.871 0.189 
 HA_NORF–HA_RFH −0.539 0.304 
SPES LA_NORF–LA_RFG −1.988 0.024 * 
Self-location LA_NORF–LA_RFH −0.385 0.359 
 HA_NORF–HA_RFG −0.300 0.394 
 HA_NORF–HA_RFH −1.174 0.129 
SPES LA_NORF–LA_RFG −1.885 0.030 * 
Possible Actions LA_NORF–LA_RFH −0.911 0.187 
 HA_NORF–HA_RFG −0.531 0.309 
 HA_NORF–HA_RFH −0.038 0.490 
* and bold = p < 0.05 (1-tailed significance). 
We assumed that using rest-frames would positively affect the presence. Still, we found a 
statistically significant difference between the LA_NORF and LA_RFG conditions for the SPES 
Total score and the SPES Self-location and SPES Possible actions subscales. Using rest-frame 
glasses in the LA mode of the game did affect the presence negatively (less presence), which 
did not support hypothesis H4. This might be related to the elevated VRISE levels in the LA 
mode of the game when rest-frames were used. However, the effect size was very small. The 
presence was not affected when the baseball hat was used as a rest-frame in the LA mode of 
the game.  
No statistically significant differences were observed for the HA mode of the game. Although 
our hypothesis H4 was not confirmed, we found those results favorable, since the presence 
was mostly not affected by rest-frames usage. Additionally, no significant differences between 
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the rest-frame conditions were observed for both modes of the game for all SPES scales, which 
did not support hypothesis H2 in terms of the presence levels. 
Based on cognitive involvement, a factor of spatial presence, spatial presence should be higher 
in HA levels of the game. When users are preoccupied with media stimuli and are highly 
involved with media content, they are cognitively involved. Their mental capacity is primarily 
devoted to the media and not to reality [30]. In our game, players were more cognitively 
involved while playing the high action game due to moving faster and rotating, jumping, and 
more coins that needed to be collected. Interestingly, we could confirm the impact of 
cognitive involvement on presence only for the RFG conditions of the game for the SPES Total 
scores, as well as for the SPES Self-location and SPES Possible Actions subscales, as shown in 
Table 10, which supported hypothesis H8. 
Table 10. Wilcoxon signed-rank test for presence—SPES scores between the modes of the 
game (LA vs. HA). 
SPES Scale Condition Z p 
SPES Total LA_NORF–HA_NORF −0.845 0.205 
 LA_RFG–HA_RFG −2.699 0.003 * 
 LA_RFH–HA_RFH −1.512 0.067 
SPES LA_NORF–HA_NORF −0.702 0.249 
Self-location LA_RFG–HA_RFG −2.205 0.014 * 
 LA_RFH–HA_RFH −1.406 0.083 
SPES LA_NORF–HA_NORF −0.530 0.301 
Possible Actions LA_RFG–HA_RFG −2.403 0.007 * 
 LA_RFH–HA_RFH −0.798 0.215 
* and bold = p < 0.05 (1-tailed significance). 
3.6.4 Performance (Score and Time) 
We also recorded the performances in the gameplay of users. Scores obtained by collecting 
coins and completion time in seconds for each level completed were collected. Detailed 
results of the score and competition time in seconds for all conditions are shown in Table 11 
and presented in Figures 6 and 7. The maximum possible achieved score was 55 in the LA 
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mode of the game and 79 in the HA mode of the game (if the participants would collect all the 
coins). 
Table 11. Performance—score and time per condition. 
 Condition N Mean SD Min Value Max Value 
Time (s) LA_NORF 32 203.53 35.88 166 300 
 LA_RFG 33 208.36 42.86 166 357 
 LA_RFH 32 206.84 29.31 168 281 
 HA_NORF 32 138.09 33.86 82 229 
 HA_RFG 33 139.76 35.87 82 250 
 HA_RFH 33 144.82 40.11 87 257 
Score LA_NORF 33 54.58 0.83 51 55 
 LA_RFG 33 54.70 0.81 51 55 
 LA_RFH 32 54.50 0.67 53 55 
 HA_NORF 32 69.47 5.64 56 79 
 HA_RFG 33 68.94 5.49 56 77 
 HA_RFH 33 69.55 6.56 56 79 
 
For both the LA and HA modes of the game, it is evident that the mean completion times are 
higher when rest-frames were used.  




Figure 6. Boxplots of the completion times for all conditions (with red circles marking and 
labeling the mean values of the completion times). 
 
Figure 7. Boxplots of achieved scores for all conditions (with red circles marking and labeling 
the mean values of the scores). 
Impact of different types of head-centric rest-frames on VRISE and User Experience in Virtual Environments 
137 
 
The Shapiro-Wilk test showed that the data was not normally distributed for all variables, so 
we used nonparametric statistical tests. To observe the differences between the combinations 
of all conditions for the performance scores and examine the hypotheses, the Wilcoxon 
signed-rank test was used as presented in Table 12. 
Table 12. Wilcoxon signed-rank test for the performance (score and time) scores between 
the rest-frames conditions. 
 Condition Z p 
Time LA_NORF–LA_RFG −0.862 0.396 
 LA_NORF–LA_RFH −0.094 0.930 
 HA_NORF–HA_RFG −0.137 0.896 
 HA_NORF–HA_RFH −0.980 0.334 
Score LA_NORF–LA_RFG −0.811 0.520 
 LA_NORF–LA_RFH −0.355 0.842 
 HA_NORF–HA_RFG −0.697 0.495 
 HA_NORF–HA_RFH −0.157 0.880 
 
We did not find any statistically significant differences between the no rest-frame and rest-
frame conditions, so we can conclude that the usage of head-centric rest-frames did not affect 
the performance. Those findings supported our Hypothesis H5. Additionally, no significant 
differences between the rest-frame conditions were observed for both modes of the game for 
performance scores, which did not support Hypothesis H2 in terms of the performance levels. 
3.6.5 Impact of Previous Experience with VR Technology 
We confirmed that the usage of head-centric rest-frames did elevate the VRISE levels in the 
LA mode of the game for both types of rest-frames. However, examining the results of the 
VRISE levels in the HA mode of the game, it was noticeable that the mean SSQ Total score and 
the SSQ Disorientation score were lower, and also, the maximum SSQ Total and Disorientation 
scores were noticeably lower when rest-frames were used. Those differences were not 
statistically significant, so a conclusion was not possible. 
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Therefore, we examined different profiles of the participants based on education, gender, age, 
body mass index (BMI), gaming experience, vision problems, dominant eye, physical activity 
level, headaches history, susceptibility to motion sickness, ITQ, BFI, IPAQ, etc. to find any 
significant differences for the VRISE scores in the HA mode of the game. We found a subgroup 
of participants who had significantly lower SSQ Disorientation scores in the HA mode of the 
game when rest-frames glasses were used. Those were the participants who had previous 
experience with VR Technology. 
Detailed SSQ results of the participants with previous experience with VR technology, assessed 
by the SSQ questionnaire for all conditions, are shown in Table 13. 
Table 13. Subjective VRISE levels assessed by the SSQ, FMS, and VRNQ (VRISE Section) 
Questionnaire for the participants experienced with VR Technology. 
VRISE Scale Condition N Mean SD Min Value Max Value 
SSQ Total LA_NORF 17 23.76 19.88 0.00 63.58 
 LA_RFG 17 24.42 18.94 3.74 71.06 
 LA_RFH 17 31.90 27.77 0.00 93.50 
 HA_NORF 17 34.76 33.58 0.00 112.20 
 HA_RFG 17 32.12 23.62 3.74 78.54 
 HA_RFH 17 27.28 23.42 0.00 67.32 
SSQ LA_NORF 17 23.75 24.98 0.00 83.52 
Disorientation LA_RFG 17 30.30 32.36 0.00 111.36 
 LA_RFH 17 33.57 30.36 0.00 97.44 
 HA_NORF 17 42.57 39.21 0.00 125.28 
 HA_RFG 17 31.93 28.60 0.00 83.52 
 HA_RFH 17 30.30 27.06 0.00 83.52 
SSQ Nausea LA_NORF 17 27.49 26.96 0.00 95.40 
 LA_RFG 17 23.57 19.99 0.00 57.24 
 LA_RFH 17 35.35 34.52 0.00 104.94 
 HA_NORF 17 36.48 40.93 0.00 124.02 
 HA_RFG 17 37.60 33.30 0.00 114.48 
 HA_RFH 17 31.99 34.55 0.00 95.40 
SSQ LA_NORF 17 13.38 12.72 0.00 45.48 
Oculomotor LA_RFG 17 14.27 11.33 7.58 53.06 
 LA_RFH 17 18.28 16.31 0.00 53.06 
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 HA_NORF 17 18.28 18.58 0.00 68.22 
 HA_RFG 17 17.84 11.97 0.00 37.90 
 HA_RFH 17 13.38 12.14 0.00 37.90 
 
For the LA mode of the game, it was evident that the mean SSQ scores (more sickness) were 
higher when the rest-frames were used compared to the no rest-frame condition, except for 
condition LA_RFG on the SSQ Nausea scale. Quite the opposite was evident in the HA mode 
of the game, where lower mean SSQ scores (less sickness) were observed when rest-frames 
were used, except for the LA_RFG condition for the SSQ Nausea subscale, where the mean 
scores were higher. From the results, there was a noticeable drop in the SSQ Total and 
Disorientation maximum scores when comparing the HA_NORF condition to the HA_RFG and 
HA_RFH conditions. From those results, we can conclude that the usage of rest-frames in the 
HA mode of the game influenced the maximum SSQ total and SSQ disorientation scores. 
The Shapiro-Wilk test showed that the data was not normally distributed, so we used 
nonparametric statistical tests. To observe the differences between the combinations of 
conditions for the SSQ scores and examine the hypotheses, the Wilcoxon signed-rank test was 
used as presented in Table 14. 
Table 14. Wilcoxon signed-rank test for the SSQ scores between the no rest-frame and rest-
frames conditions for users experienced with VR technology. 
VRISE Scale Condition Z p 
SSQ Total LA_NORF–LA_RFG −0.542 0.306 
 LA_NORF–LA_RFH −1.452 0.079 
 HA_NORF–HA_RFG −0.535 0.307 
 HA_NORF–HA_RFH −1.140 0.136 
SSQ LA_NORF–LA_RFG −1.184 0.126 
Disorientation LA_NORF–LA_RFH −1.273 0.112 
 HA_NORF–HA_RFG −1.796 0.035 * 
 HA_NORF–HA_RFH −1.704 0.055 
SSQ Nausea LA_NORF–LA_RFG −4.222 0.375 
 LA_NORF–LA_RFH −1.393 0.090 
 HA_NORF–HA_RFG −0.095 0.471 
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 HA_NORF–HA_RFH −0.807 0.240 
SSQ LA_NORF–LA_RFG −0.486 0.396 
Oculomotor LA_NORF–LA_RFH −1.393 0.106 
 HA_NORF–HA_RFG −0.295 0.416 
 HA_NORF–HA_RFH −1.327 0.099 
* and bold = p < 0.05 (1-tailed significance). 
For the SSQ scores, the resulting one-tailed Wilcoxon signed-rank test showed a statistically 
significant difference in the HA mode of the game for the HA_NORF–HA_RFG combination for 
the SSQ Disorientation scores. However, the HA_NORF and HA_RFH combinations approached 
statistical significance for the SSQ Disorientation scores. This supported hypothesis H1 for the 
SSQ Disorientation subscale, since using rest-frame glasses in the HA mode of the game 
significantly lowered the SSQ Disorientation scores (less disorientation-related side effects) 
for users experienced with VR Technology. 
3.6.6 Impact of Usage of Distance Spectacles/Contact Lenses 
We did not find any statistically significant differences between the rest-frame conditions for 
the VRISE scores of participants who successfully completed the experiment. Therefore, we 
analyzed if there were differences between wearers and non-wearers of distance spectacles. 
The detailed VRISE results assessed by the SSQ, FMS, and VRNQ questionnaire for all 
conditions are shown in Tables 15 and 16 for both groups. 
Table 15. Subjective VRISE levels assessed by the SSQ and VRNQ (VRISE Section) for 
participants who had normal vision and did not use distance spectacles or contact lenses. 
VRISE Scale Condition N Mean SD Min Value Max Value 
SSQ Total LA_NORF 15 25.18 29.23 0.00 104.72 
 LA_RFG 15 29.92 33.54 0.00 119.68 
 LA_RFH 15 36.40 37.06 0.00 123.42 
 HA_NORF 15 33.66 34.86 0.00 112.20 
 HA_RFG 15 36.15 28.85 0.00 78.54 
 HA_RFH 15 27.93 26.55 0.00 71.06 
SSQ LA_NORF 15 24.13 39.54 0.00 139.20 
Disorientation LA_RFG 15 36.19 45.81 0.00 125.28 
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 LA_RFH 15 42.69 47.20 0.00 167.04 
 HA_NORF 15 38.05 40.57 0.00 125.28 
 HA_RFG 15 31.55 31.33 0.00 83.52 
 HA_RFH 15 27.84 30.22 0.00 83.52 
SSQ Nausea LA_NORF 15 27.98 27.57 0.00 95.40 
 LA_RFG 15 28.62 29.95 0.00 95.40 
 LA_RFH 15 36.25 36.27 0.00 104.94 
 HA_NORF 15 35.62 41.66 0.00 124.02 
 HA_RFG 15 43.24 39.48 0.00 114.48 
 HA_RFH 15 30.53 35.00 0.00 95.40 
SSQ LA_NORF 15 15.67 23.36 0.00 90.96 
Oculomotor LA_RFG 15 18.19 25.27 0.00 98.54 
 LA_RFH 15 21.73 24.79 0.00 90.96 
 HA_NORF 15 19.20 20.43 0.00 68.22 
 HA_RFG 15 21.73 20.83 0.00 68.22 
 HA_RFH 15 17.18 20.75 0.00 75.80 
VRNQ LA_NORF 15 31.07 4.86 20 35 
VRISE scale LA_RFG 14 30.43 6.20 15 35 
 LA_RFH 15 31.13 4.24 21 35 
 HA_NORF 15 30.07 5.40 20 35 
 HA_RFG 15 29.60 5.82 19 35 
 HA_RFH 15 31.13 4.39 22 35 
 
Table 16. Subjective VRISE levels assessed by the SSQ and VRNQ (VRISE Section) for 
participants who had normal vision and did use distance spectacles or contact lenses (during 
the experiment, they were wearing contact lenses). 
VRISE Scale Condition N Mean SD Min Value Max Value 
SSQ Total LA_NORF 9 17.04 19.44 0.00 56.10 
 LA_RFG 9 19.12 22.40 0.00 71.06 
 LA_RFH 9 22.44 26.45 0.00 67.32 
 HA_NORF 9 24.93 24.31 0.00 63.58 
 HA_RFG 9 18.28 19.11 0.00 52.36 
 HA_RFH 9 27.43 23.58 0.00 67.32 
SSQ LA_NORF 9 17.01 20.62 0.00 55.68 
Disorientation LA_RFG 9 21.65 31.21 0.00 97.44 
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 LA_RFH 9 23.20 30.34 0.00 83.52 
 HA_NORF 9 32.48 36.17 0.00 83.52 
 HA_RFG 9 24.75 28.51 0.00 83.52 
 HA_RFH 9 30.93 30.95 0.00 69.60 
SSQ Nausea LA_NORF 9 18.02 21.03 0.00 47.70 
 LA_RFG 9 18.02 20.49 0.00 47.70 
 LA_RFH 9 25.44 30.91 0.00 85.86 
 HA_NORF 9 25.44 26.13 0.00 66.78 
 HA_RFG 9 14.84 18.54 0.00 47.70 
 HA_RFH 9 27.56 28.80 0.00 95.40 
SSQ LA_NORF 9 10.95 14.73 0.00 45.48 
Oculomotor LA_RFG 9 12.63 16.08 0.00 53.06 
 LA_RFH 9 12.63 15.16 0.00 45.48 
 HA_NORF 9 12.63 14.18 0.00 45.48 
 HA_RFG 9 11.79 12.63 0.00 37.90 
 HA_RFH 9 16.84 18.09 0.00 53.06 
VRNQ LA_NORF 9 32.56 2.60 28 35 
VRISE scale LA_RFG 9 32.44 2.83 27 35 
 LA_RFH 9 33.22 2.17 30 35 
 HA_NORF 9 31.56 4.13 23 35 
 HA_RFG 9 32.33 3.04 27 35 
 HA_RFH 9 31.11 3.59 26 35 
 
The Shapiro-Wilk test showed that the data was not normally distributed. Therefore, we used 
nonparametric statistical tests. To observe the differences between the combinations of rest-
frame conditions for the VRISE scores and examine the hypotheses, the Wilcoxon signed-rank 
test was used, as presented in Tables 17 and 18. 
Using glasses as the rest-frame in the HA mode of the game did cause elevated VRISE levels 
compared to the baseball hat as the rest-frame, as assessed by the SSQ Nausea score, as well 
as by the VRNQ VRISE scale, for participants who had normal vision and did not wear distance 
spectacles. This supported Hypothesis H2 for the SSQ Nausea subscale and VRNQ–VRISE scale. 
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Table 17. Wilcoxon signed-rank test for VRISE scores between rest-frame conditions for 
participants who had normal vision and did not use distance spectacles or contact lenses. 
VRISE Scale Condition Z p 
SSQ Total LA_RFG–LA_RFH −1.122 0.280 
 HA_RFG–HA_RFH −1.963 0.054 
SSQ LA_RFG–LA_RFH −0.821 0.441 
Disorientation HA_RFG–HA_RFH −0.796 0.484 
SSQ Nausea LA_RFG–LA_RFH −0.893 0.395 
 HA_RFG–HA_RFH −2.360 0.018 * 
SSQ LA_RFG–LA_RFH −0.732 0.510 
Oculomotor HA_RFG–HA_RFH −1.569 0.137 
VRNQ LA_RFG–LA_RFH 0.000 1.000 
VRISE scale HA_RFG–HA_RFH −2.195 0.031 * 
* and bold = p < 0.05 (2-tailed significance). 
Table 18. Wilcoxon signed-rank test for VRISE scores between the rest-frame conditions for 
participants who had normal vision and did use distance spectacles or contact lenses (during 
the experiment, they were wearing contact lenses). 
VRISE Scale Condition Z p 
SSQ Total LA_RFG–LA_RFH −0.632 0.656 
 HA_RFG–HA_RFH −1.620 0.133 
SSQ LA_RFG–LA_RFH −0.276 1.000 
Disorientation HA_RFG–HA_RFH −0.816 0.750 
SSQ Nausea LA_RFG–LA_RFH −1.667 0.188 
 HA_RFG–HA_RFH −2.232 0.031 * 
SSQ LA_RFG–LA_RFH 0.000 1.000 
Oculomotor HA_RFG–HA_RFH −0.736 0.625 
VRNQ LA_RFG–LA_RFH −1.511 0.250 
VRISE scale HA_RFG–HA_RFH −1.289 0.375 
* and bold = p < 0.05 (2-tailed significance). 
In contrast to the users who did not wear distance spectacles, the usage of glasses as the rest-
frame in the HA mode of the game, as assessed by the SSQ Nausea subscale, helped reduce 
the VRISE levels compared to the usage of the baseball hat as the rest-frame. Those users used 
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distance spectacles or contact lenses, but during the experiment, they were wearing contact 
lenses under the HMD. 
3.7 Discussion 
In this study, we researched the effects of different types of head-centric rest-frames on 
Virtual Reality-Induced Symptoms and Effects (VRISE), user experience, presence, and 
performance in a custom-designed VR game. We used two types of head-centric rest-frames: 
glasses (RFG) in the central vision and baseball hat (RFH) in the peripheral vision in two 
different modes of the game: low action (LA) and high action (HA) modes. Compared to the 
baseball hat, the glasses occupied a larger part of the VR scene and directly occluded the scene 
of a virtual environment. The glasses were mostly perceived by the participants, whereas a 
baseball hat was rarely perceived by them. It remains doubtful if a baseball hat will be selected 
as a rest-frame in the HA mode of the game, where more attention to the game was needed. 
We found exciting and mixed results, which should have important implications for designing 
enjoyable VR experiences. 
In a low action mode of the game, where participants were walking and slowly rotating in a 
virtual environment, without any other provocative movements, the impact of both types of 
head-centric rest-frames was negative on the VRISE level (more sickness). The SSQ Total and 
all SSQ Subscales scores (Disorientation, Nausea, and Oculomotor) were significantly higher 
when rest-frames were used, except for the SSQ Nausea scores when rest-frames glasses were 
used. 
In a high action mode, where participants were running and quickly rotating in a virtual 
environment, with additional provocative movements (jumping), the results were in contrast 
to the low action mode. Although the mean VRISE scores showed mostly positive effects 
(fewer VRISE symptoms) when the rest-frames were used, the differences were not 
significant, so drawing any conclusions was not possible. However, we found a noticeable drop 
in the SSQ Total and Disorientation maximum scores when the rest-frames were used 
compared to no rest-frame usage. The maximum values of the SSQ Total and SSQ 
Disorientation scores in the HA mode of the game with the rest-frames were even lower than 
in the less provocative LA mode of the game for any of the conditions. We can conclude that 
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using rest-frames in the HA mode of the game influenced the maximum SSQ Total and SSQ 
Disorientation scores. 
Finding subgroups of participants where differences in the mean scores would be significant 
lead us to subgroups of participants who previously experienced VR technology. 
For participants with previous experience with VR technology prior to the experiment, we 
found that the usage of glasses as rest-frames in the HA mode of the game significantly 
lowered the SSQ Disorientation scores (less disorientation-related side effects). For the other 
SSQ scales, lower mean SSQ scores (less sickness) were observed when both types of rest-
frames were used, except for the LA_RFG condition for the SSQ Nausea sub-scale. When using 
a baseball hat as a rest-frame in the HA mode of the game, the difference was near statistical 
significance. 
We did not find any difference between both types of rest-frames in terms of the VRISE, user 
experience, presence, and performance. Analyzing the effects of rest-frames on the subgroups 
of users who did not wear distance spectacles and had normal vision, it was found out that 
using glasses as a rest-frame in the HA mode of the game did cause elevated VRISE levels for 
the SSQ Nausea scores and for the VRNQ VRISE scores compared to the baseball hat as the 
rest-frame. In contrast to the users’ who did wear distance spectacles usage of glasses as the 
rest-frame in the HA mode of the game did help with reducing the VRISE levels compared with 
the usage of the baseball hat as the rest-frame for the SSQ Nausea scores. Those users used 
distance spectacles or contact lenses, but during the experiment, they were wearing contact 
lenses under the HMD. 
For the participants who wore distance spectacles during the experiment under the HMD, we 
observed elevated VRISE levels in the LA and HA modes of the game when using glasses as the 
rest-frames. Elevated VRISE levels were observed with all VRISE questionnaires and their 
subscales (SSQ, FMS, and the VRNQ–VRISE subscale), but the differences were not statistically 
significant. 
Based on these findings, we do not recommend the usage of glasses as rest-frames for users 
who are not wearing distance spectacles and are not used to having visible frames of distance 
spectacles in front of their eyes all of the time. 
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We did not find any effect of the rest-frame on the user experience for the UEQ Overall and 
Hedonic quality or for the VRNQ—User Experience scale. The only statistically significant 
difference found was in the LA mode of the game when using the rest-frame glasses for the 
UEQ-S Pragmatic Quality, which caused lower user experience compared to the non-usage of 
rest-frames. 
The presence was only affected when rest-frame glasses were used in the LA mode of the 
game for the SPES Total score and the SPES Self-location and SPES Possible actions subscales. 
Using the rest-frame glasses in the LA mode of the game did affect the presence negatively 
(less presence). 
Regarding performance (score and time), we did not find any statistically significant 
differences between the no rest-frame and rest-frame conditions, so we can conclude that 
the usage of head-centric rest-frames did not affect the performance. 
Comparing the modes of the game, we found significantly fewer disorientation symptoms and 
significantly fewer sickness symptoms assessed by the FMS Questionnaire for the LA mode of 
the game. For the user experiences, it was found that better experiences were in the HA mode 
of the game for the UEQ-S Overall scores for the RFG condition, for the UEQ-S Hedonic Quality 
scores for the NORF and the RFG conditions, and the VRNQ—User Experience scores for all 
conditions. The UEQ-S Pragmatic Quality subscale data showed that the UEQ-S Pragmatic 
Quality scores were significantly lower in the HA mode of the game for the NORF condition. 
The results showed that, although the VRISE levels were higher in the HA mode of the game, 
the user experience was better, except for the pragmatic quality of the user experience. An 
impact on presence was found only for the RFG conditions of the game (higher presence) for 
the SPES Total scores, as well as for the SPES Self-location and SPES Possible Actions subscales. 
3.8 Limitations and Mitigations 
The study results should be validated and applied to other types of contents and performed 
on other types of head-mounted displays. This experiment was conducted on an Oculus Rift S 
head-mounted display with gaming content. 
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The differences between the low action and high action modes of the game could be argued. 
Our general intention was to use different modes of the game, low action being slow and 
“boring” and the high action with highly reactive psychophysiology, so that the participants 
experienced different VR scenarios to easier examine their responses to VR stimuli. A review 
of previous studies showed us that the selection of possible actions, speed of translation, and 
rotations were suitable for assessing the participants’ VRISE, user experiences, and presence. 
To ensure that the participants adjusted and centered the HMD and picture optimally, the 
experimenters carefully managed the HMDs. 
The sample size was relatively small, especially because of the relatively large drop-out rate 
(22.73%), and only completed experiments could be included in the analysis. However, the 
sample size offered adequate statistical power for the performance analyses, as compared to 
other relevant works and studies. 
The locations and number of places where the FMS scores were collected during the gameplay 
could also be argued. However, given that FMS was collected after finishing each scene of the 
scenario and before and at the end of each scenario, the selection of locations seemed 
appropriable. 
A limitation related to this study was the sampling of the participants. The majority of the 
sample was gathered from the University of Ljubljana—Faculty of Electrical Engineering and 
web pages dedicated to gaming and virtual reality and invitations on social media. Therefore, 
the majority of participants who attended the experiment were interested in VR technology. 
Therefore, generalizing the results to other groups should be addressed in future studies. 
Another limitation associated with this study was that the increase in the familywise error rate 
across the reported statistical analyses was not controlled. However, considering related 
studies, there is a disagreement on whether those multiple comparisons are really necessary, 
whether the increase of the familywise error rate is important or not, and if the Bonferroni 
correction is too strict [40–42]. 
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3.9 Conclusions and Future Work 
This study examined the effects of head-centric rest-frames in terms of VRISE, user 
experience, and presence in virtual environments. The study results were somehow mixed, 
and more future work must be done to research the effects of head-centric rest-frames in 
more depth. The study showed that head-centric rest-frames are not helpful in terms of VRISE 
gaming contents where translation and rotation is slow (walking) and there is no vertical 
movement in the y-axis. In more action gaming contents with fast translation and rotation and 
vertical movement (jumps), the study showed that head-centric rest-frames are helpful for 
users who are familiar with virtual reality technology. For all users, there were differences in 
the mean VRISE levels, but we could not confirm that as statistically significant. Our study also 
showed that virtual glasses are helpful for users who use distance spectacles but not when 
the real glasses are worn underneath the HMD. It is obviously disturbing to have “double” 
glasses when experiencing a virtual environment. 
They are not recommended for new users of virtual reality, as we found statistically significant 
differences with a positive impact on the SSQ Disorientation levels only for participants who 
had previous experience with VR technology. Additional objects in the virtual environment for 
users experiencing virtual reality for the first time and are being overwhelmed with new visual 
information, perception, and immersion are just too much information to be processed by the 
nervous system. New users of virtual reality should not be exposed to highly provocative 
content during their first sessions. They should go through the process of 
adaptation/habituation to reduce VRISE. Incremental exposure and progressively increasing 
the intensity of stimulations over multiple exposures is a very effective way to reduce motion 
sickness [19]. 
Users who are wearing distance spectacles should choose glasses as the rest-frames (and wear 
contact lenses under the HMD to avoid the effects of “double” glasses). Non-wearers of 
distance spectacles should choose a baseball hat. 
Head-centric rest-frames is a promising solution to be implemented in an application or in a 
game where there is an emphasis on reducing the VRISE levels. They are easily implemented, 
and they do not drastically change the design and appearance of the game. We propose the 
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usage of rest-frames as an optional setting to be activated as preferred by the user, based on 
their personal preferences and experiences. 
In future works, the effects of head-centric rest-frames should be performed in more depth, 
with more participants, as this was a potential limitation of this study. Since rest-frames can 
be disturbing for some participants, dynamic rest-frames could be implemented. That means 
that, in low action contents or while being still, rest-frames should not be visible or be 
transparent, but in high action contents or when moving or rotating fast, rest-frames should 
be displayed. In our study, rest-frames were tested in the case of smooth artificial locomotion. 
Besides other types of contents, it should also be tested on other locomotion interfaces in 
order to compare and analyze the effects of head-centric rest-frames effectively. One 
interesting idea is also the usage of darkened lenses, which become darker when the action 
gets more provocative. 
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4 Suitability and comparison of 
questionnaires assessing Virtual 
Reality-Induced Symptoms and Effects 
and User Experience in Virtual 
Environments 
4.1 Abstract 
Although virtual reality (VR) has already achieved technological maturity, there are still some 
significant drawbacks for technology acceptance and broader user adoption, presenting 
research challenges. Thus, there is a need for standard, reliable, and quick assessment tools 
for Virtual Reality-Induced Symptoms and Effects (VRISE) and user experience in VR Assessing 
VRISE and user experience could be time consuming, especially when using objective physio-
logical measures. In this study, we have reviewed, compared, and performed a suitability 
assessment of existing standard measures for evaluating VRISE and user experience in VR We 
have developed a first-person VR game with different scenes and different conditions. For 
assessing VRISE symptoms, we have used the Simulator Sickness Questionnaire (SSQ) and Fast 
Motion Sickness Score (FMS). For assessing user experience, we have used the short version 
of the User Experience Questionnaire (UEQ-S). We have also used a novel Virtual Reality 
Neuroscience Questionnaire (VRNQ) for assessing VRISE and user experience aspects. The 
result has shown that FMS and VRNQ (VRISE section) are suitable for quick assessment of 
VRISE and that VRNQ (User experience section) is suitable for assessing user experience. The 
advantage of FMS and VRNQ questionnaires is that they are shorter to fulfill and easier to 
understand. FMS also enables to record the VRISE levels during the virtual experience and 
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thus capturing its trend over time. Another advantage of the VRNQ is that it also provides the 
minimum and parsimonious cut-offs to appraise the suitability of VR software, which we have 
confirmed in our study to be adequate. 
Keywords: virtual reality; VR Sickness; VRISE; user experience; user study; suitability 
assessment 
4.2 Introduction 
Virtual Reality (VR) technologies have achieved technological maturity and are no longer 
included in the Gartner’s Hype cycle of emerging technologies since 2018 [1]. Still, the health-
oriented side effects are still present, which can negatively impact the broader technology 
adoption. In the last five years, a lot of VR devices and technology solutions were introduced. 
Plenty of different VR applications, dedicated for home or personal use and professional use, 
have been released. There are several interaction and locomotion techniques, which can also 
affect the impact of technology on users. Thus, there is a need for standard, reliable and quick 
assessment tools that should be developed, especially for VR Their aim should be focused to 
assess and compare different technology solutions and to assess the impact of different 
interaction and locomotion techniques. 
4.2.1 VRISE Assesment and Evaluation 
The presence of virtual reality-induced symptoms and effects (VRISE) can be evaluated by 
subjective self-reports or by objective physiological measures. The most used subjective 
questionnaire for assessing VRISE is the Simulator Sickness Questionnaire (SSQ) [2], which 
became the standard measure to assess VRISE in VR SSQ has been criticized for its 
shortcomings in some works [3,4]. In fact, SSQ was developed in 1993 in the context of 
simulation to assess simulator sickness in flight simulators, based on U.S. Navy pilot ex-
perimental data, for which the SSQ was designed and validated. Being the standard measure 
and most commonly one used in VR research, the SSQ questionnaire is the proper choice for 
new assessment tools to be compared and tested for suitability to assess VRISE in VR 
applications. 
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An alternative to the SSQ questionnaire are single-item nausea or motion sickness 
questionnaires, which are appropriable for quick assessments of VRISE. They share a common 
approach, asking participants to rate on a single scale feelings of either nausea or discomfort. 
The Subjective Units of Distress Scale (SUDS) [5] is one of such questionnaires, which has been 
utilized and verified in previous studies [6,7]. The SUDS Questionnaire can be utilized as a 
measure of both physical and emotional discomfort. It is frequently used in exposure 
treatment, research on anxiety disorders and phobias and, exposure treatment, and panic 
disorder. Visual Analogue Scale (VAS) is another single-item scale, which was used in previous 
studies [8,9] to assess subjective VRISE levels. Another widely used questionnaire is The 
Nausea profile [10], which was designed for medical use for the evaluation of the 
characteristics of nausea across individuals and situations with the goal of obtaining a more 
in-depth description of what patients are experiencing when they report the feeling of nausea. 
It consists of 17 items which are rated on a scale of 0 (not at all) to 9 (severely). 
Another subjective questionnaire, which was utilized in this study is the Fast Motion Sickness 
Score (FMS) [11]. The FMS is a single-item verbal rating scale where participants gave a score 
from 0 (no sickness at all) to 20 (frank sickness) to evaluate the level of their sickness they felt 
in the (virtual) experience. In contrast to the SSQ Questionnaire, where VRISE levels are 
measured before or after the virtual experience, FMS also allows to measure participant’s 
VRISE levels during the experience and thus capturing its trend over time. 
4.2.2 User Experience Assesment and Evaluation 
Besides health-oriented side effects that come with VR usage, the quality of user experience 
also has an important impact on the user technical adoption and success of VR technology. 
Assessing user experience in VR is possible with several questionnaires, but none is widely 
adopted yet. Some studies used the User Experience Questionnaire (UEQ) [7] and the meCUE 
questionnaires [12], which are based on the components of the User Experience model. The 
UEQ is used to measure the user experience of interactive products and gives insights into 
more complex aspects of user experience. For assessing user experience, the Game 
Experience Questionnaire (GEQ) [13] was also utilized in some previous studies in VR [14,15]. 
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The GEQ is widely applied by game researchers to a broad spectrum of game genres. The 
Game Experience Questionnaire has a modular structure and consists of: (1) the core 
questionnaire, (2) the social presence module, and (3) the post-game module. In addition to 
these modules, a concise in-game version of the GEQ was developed. In our study, we have 
used the short version of the User Experience Questionnaire (UEQ-S) [16], which allows a quick 
assessment of user experience. UEQ-S measures two dimensions (quality aspects) of user 
experience. Pragmatic quality describes interaction qualities related to the tasks or goals the 
user aims to reach when using the product, and hedonic quality, which does not relate to tasks 
and goals but describe aspects related to pleasure or fun while using the product. 
4.2.3 Virtual Reality Neuroscience Questionnaire 
A promising novel Virtual Reality Neuroscience Questionnaire (VRNQ) [17], which we have 
validated for suitability in this study, is dedicated for usage in VR applications. It assesses and 
reports overall VR experience in four sections (VRISE, user experience, in-game assistance, and 
game mechanics). Compared to the SSQ and FMS questionnaires, it also assesses software 
attributes, not just only symptoms pertinent to VRISE. It also has an advantage in that it 
provides the minimum and parsimonious cut-offs to appraise the suitability of VR software. 
The minimum cut-offs indicate the lowest acceptable quality of VR software, while the 
parsimonious cut-offs indicate more robust VR software suitability. 
4.2.4 The Results of the Study and Key Contributions 
This paper presents the results of a user study of the suitability and comparison of standard 
questionnaires assessing Virtual Reality-Induced Symptoms and Effects (VRISE) and user 
experience in virtual environments. We have developed a first-person virtual reality (VR) game 
with different scenes (forest, ancient desert, and village) and different conditions (high action 
and low action mode, with or without head-centric rest-frames). Rest-frames are a basis of 
Rest Frame Hypothesis [18], an alternate theory of why VRISE does occur, where the emphasis 
is on the role of spatial-perceptual references affected by rest-frames. There are two types of 
rest-frames: egocentric and allocentric rest-frames. Head-centric rest-frames are of 
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egocentric type that are centered on the player, specifically being centered and stationary 
relative to the player’s head. 
Moderate to very strong correlations between FMS, VRNQ (VRISE subscale), and SSQ results 
indicate that FMS and VRNQ (VRISE subscale) are suitable for assessing VRISE levels. We have 
also found moderate to very strong correlations between UEQ-S and VRNQ (user experience 
sub-scale) scores, which indicates that the VRNQ (user experience sub-scale) is suitable for 
assessing user experience in VR The main advantage of FMS and VRNQ questionnaires is that 
they are shorter to fulfill and easier to understand by the respondents. FMS also enables to 
record the VRISE levels during the virtual experience and capture its time course. Another 
advantage of VRNQ is that it is dedicated for usage in virtual reality applications, and it also 
provides the minimum and parsimonious cut-offs to appraise the suitability of VR software. 
As VRNQ also enables us to appraise the suitability of VR software, we have also assessed the 
suitability of our game. 
The key contributions of this paper are: 
 Shown moderate to a strong correlation between results of a VRISE questionnaires 
(SSQ, FMS, and VRNQ—VRISE subscale), which indicates that FMS and VRNQ—VRISE 
subscale are suitable for quick assessment of VRISE levels; 
 Shown moderate to a strong correlation between results of a UEQ-S and VRNQ—User 
experience subscale, which indicates that VRNQ—User experience subscale is suitable 
for the assessment of user experience VR; 
 Shown adequacy of measuring VR software suitability with the VRNQ Questionnaire; 
 Review, comparison, and suitability assessment of existing standard measures for 
evaluating VRISE and user experience in VR. 
4.3 Background and Related Works 
In this section, we review relevant related works. We have reviewed works related to the 
research of assessing VRISE and user experience in virtual environments and comparing 
different measures. 
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Factors that impact VRISE include individual, device, and task differences. The individual 
factors include gender, age, illness, and positioning [19]. It was being argued by LaViola [20] 
that women appear to be more susceptible to VRISE than men. That could be due to the wider 
field of view (FOV) that women have (comparing to men). A wide FOV increases the likelihood 
of flicker perception [20], which increases women’s susceptibility to VRISE. The reason for 
gender difference might also be influenced by the menstrual cycle and differences in postural 
stability between men and women [21]. In the study by Chang et al. [22], inconsistent results 
have been drawn across included studies in the review article. Stanney et al. [23] found out 
that interpupillary distance (IPD) non-fit was the primary driver of gender differences in VRISE, 
with motion sickness susceptibility identified as a secondary driver. 
Age also seems to be an important factor that influences VRISE, but the results from the 
studies have shown mixed and opposite results [22]. For this reason, the authors [22] 
concluded that more studies are needed to explain the age effect on VRISE since other 
variables such as motion sickness susceptibility and prior VR experiences are also closely 
related to age. In a review paper by Saredakis et al. [24], they have found out that older 
participants (mean age ≥ 35 years) scored significantly lower total SSQ means than younger 
participants. However, these findings were based on a small evidence base, since there were 
limited number of studies that included older participates. 
The task factors include control and duration [19]. Longer exposure times to VR results in 
increased VRISE, which requires longer adaptation periods. Using brief exposures to VR is one 
of the methods to improve the speed of the adaptation. By having users increase their 
exposure times gradually, they can adapt to the VR [20]. In the study by Howarth and Hodder 
[25], they have immersed 70 participants on ten occasions. The participants were exposed 
every day, every two days, and so on to every seven days. All sets of participant groups 
reported a marked reduction in the prevalence and severity of VRISE. They have found out 
that the number of exposures is a more important factor than the time between them. The 
limitation of the adaptation/habituation method is the significant commitment from VR users 
and the uncertainty of how durable the benefits of the adaptation may be [21]. Another 
problem is that the more adapted the individuals become to the virtual world, the more likely 
they are maladapted to the real world, which could have long-lasting after-effects [26]. 
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In our previous study [7], we presented the results of a user study of the effects of virtual 
reality technology on VRISE and user experience aspects and evaluated the suitability of the 
Subjective Units of Distress Scale (SUDS) questionnaire for assessing VRISE. SUDS is a single-
item scale, similar to FMS, where participants give a score on a single-scale based on the level 
of their anxiety or fear they felt in the (virtual) experience. The results have shown that SUDS 
is suitable for quick assessment of VRISE levels. In the study, we have used the standard User 
Experience Questionnaire (UEQ) [27] to assess user experience and have shown the usefulness 
for assessing user experience in virtual reality with this questionnaire. We have shown that 
the presence of VRISE affects the user experience, which is also in accordance with the UXIVE 
model of user experience in virtual environments [28]. In another study [6], we have 
researched the influence of video content type on users’ virtual sickness perception and 
physiological response. In the study, the participants watched two omnidirectional videos of 
two different content types on five distinct video conditions. To assess VRISE, the SSQ and 
SUDS, in combination with the measurement of the physiological parameters (electrodermal 
activity, temperature, respiratory frequency, and heart rate), were used. The results have 
shown that subjective questionnaires were correlated with the objective physiological 
measurements, whereby skin conductance strongly correlated with the VRISE levels. It was 
also shown that simple methods (single-scale questionnaires) could be effectively utilized to 
assess VRISE levels. 
Weinrich et al. [12] have conducted an experiment in which they assessed user experience in 
VR and compared different measures for evaluating it. The study gave insights into relations 
between general and VR specific aspects of user experience. For the user experience, they 
have used the meCUE questionnaire, which is based on the components of the User 
Experience model [29]. The presence was assessed by iGroup Presence Questionnaire (iPQ), 
and for VRISE, the FMS questionnaire was used. They have also used the discomfort scale, 
where measured discomfort is more relevant to the ergonomic side of design, influenced by 
biomechanical design aspects, such as pressure points. Further-more, the Game Experience 
Questionnaire (GEQ) was administered. During and after the experiment, participants rated 
their experience with respect to various components of general user experience as well as 
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other components specific to VR experience. The results revealed positive correlations of 
presence and social presence between most of the employed post-experience UX measures. 
Davis et al. [19] presented a systematic review in the area of VRISE with a focus on methods 
of measurement, factors, and causes that affect VRISE. They suggested that there is a need to 
develop more objective physiological measures of both the impact of VRISE and a person’s 
susceptibility to the condition. 
Nesbitt et al. [30] were examining the effect of VRISE on participants’ cognitive function by 
measuring reaction time with a single choice Deary-Liewald Reaction Time Task. Besides 
measuring susceptibility to motion sickness with Motion Sickness Susceptibility Questionnaire 
(MSSQ) and accessing VR Sickness discomfort levels by standard Motion Sickness Assessment 
Questionnaire (MSAQ), they have additionally used a single-item nausea questionnaire, where 
subjects rated their nausea level on a subjective single-item scale recorded by participants at 
two-minute intervals. The nausea score was significantly correlated with both the MSSQ and 
MSAQ scores. They have measured a significant reduction in the reaction time due to 
symptoms of VR Sickness. 
VRISE incidence and susceptibility during neck motion-controlled VR tasks in rehabilitation 
scenarios are discussed by Treleaven et al. [9]. VRISE levels were assessed by objective 
postural stability measurements before and after each VR module [range of motion (ROM), 
velocity, and accuracy]. For assessing subjective VRISE measures, the SSQ and visual analogue 
scale (VAS) was administered. The VAS score displayed significant positive correlations with 
SSQ score, change in postural stability time pre to post, ROM time, and total time. The authors 
found that using the VR head-mounted display (HMD) provoked VR Sickness in about one-
third of the participants. Exposure time appears to be related to higher SS–VAS and should be 
considered in the future to limit SS when using the device. 
Yamaguchi et al. [31] have in their experiment utilized the Self-Assessment Manikin (SAM) 
scale for emotional evaluation of the effect of displayed images on HMD in a small field of 
view (FOV) telescope-like virtual environment (VE). They have manipulated the FOV of a 
virtual camera to change the view of contents. Stronger emotional responses were observed 
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with a smaller value of FOV. The result indicates the possibility of controlling the effectiveness 
of the same contents with the same HMD. 
A review on VRISE and usability in VE was conducted by Musavi et al. [32]. They have argued 
that that the VRISE is one of the drawbacks of VE and that the usability, which is an aspect of 
user experience, of VR technology and system is of paramount importance in the market to 
attract the user. However, usability measurement of the VE is a difficult issue. They have 
stated that a VR interface with high usability provides the user with complete accessibility and 
freedom in managing and accomplishing his/her task in the VE. 
Cedergen [33] has evaluated the user experience and usability of VR locomotion techniques. 
They have examined and compared currently prevailed locomotion techniques: joystick, 
teleportation, and “walk in place”. In an empirical study, they have used GEQ and System 
Usability Scale (SUS) to analyze and compare to determine which user experience concept was 
considered important and how the usability was perceived for each technique. 
Pallavicini et al. [34] have researched the difference between immersive and non-immersive 
video games in terms of emotional response, usability, and sense of presence. Self-report 
questionnaires (VAS-Anxiety, VAS-Happiness, VAS-Surprise, Slater-Usoh-Steed Presence 
Questionnaire, and SUS) and psychophysiological measures (heart rate and skin conductance) 
were used to assess those factors. They have found no statistical differences between the 
immersive and the non-immersive condition regarding usability and performance scores. The 
immersive display modality was associated with higher self-reported happiness and surprise, 
and it also heightened the perceived sense of presence. 
In the pilot study by Chen et al. [35], authors have examined if VR simulation can ensure 
usability and increase user satisfaction. A historical site was reconstructed, in which the 
participants were engaged in user experience testing. To assess the usability and user 
satisfaction data, the semi-structured questionnaire and non-standard 5-point scale five 
questions were administered after the user experience testing. The result has indicated 
indicates that the VR system contributed to higher satisfaction on user interactive learning 
and operation efficiency and thus can be used to enhance the user experience. 
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Hou et al. [36] developed a VR game user experience test method based on EEG signals. 
Subjective and objective methods are used to measure the user experience of VR games. 
While subjective methods are the most convenient way to assess usability, the subjective 
methods are more easily misguided, with eye-tracking as one of the most popular objective 
methods to measure usability. They have developed a new method and indicator to test 
virtual reality game user experience by measuring electroencephalography (EEG) signals and 
the brain functional connectivity (FC). The results have shown a significant difference in FC for 
two VR games of different usability, and a significant difference was observed in the gamma 
band. That indicated EEG can be a good assessment tool to analyze the user experience of VR 
games. 
Reviewing the background and related work shows the importance of VRISE and user 
experience research in the field of VR. Most of the studies used standard subjective 
questionnaires for assessing VRISE and user experience. Assessing VRISE levels could be time 
consuming, and additional calculations are usually needed to get results, so our goal was to 
show that existing standard methods could be improved and optimized to assess VRISE levels 
quickly and reliably. 
To the authors’ best knowledge, there is no study where VRISE and user experience were 
researched in such a way. 
4.4 Research Questions and Hypothesis 
The main research questions in this study were: 
 Are questionnaires (FMS and VRNQ) besides the standard SSQ Questionnaire, suitable 
for accessing VRISE levels in VR? Is there a correlation between perceived VRISE 
assessed by the SSQ Questionnaire, FMS, and VRNQ questionnaires? 
 Is a novel VRNQ questionnaire suitable for accessing user experience in Virtual Reality? 
 Is VRNQ suitable to assess the acceptable quality of VR software? 
 We state that: 
 (H1) FMS questionnaire is suitable for accessing VRISE symptoms in VR. 
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 (H2) VRNQ (VRISE section) questionnaire is suitable for accessing VRISE symptoms in 
VR. 
 (H3) VRNQ (User Experience section) is suitable for accessing user experience in VR. 
4.5 Method 
This section describes the study design with the emphasis on the participants, apparatus, 
game design, metrics used, and experiment procedure. 
4.5.1 Participants 
In the study we collected results from thirty-three participants. Twenty-five of them were 
males, and 8 of them were females. They ranged in age from 19 to 49 years, with a mean age 
of 31.97 years (SD = 8.23 years). They came from mixed backgrounds: academic staff, post-
graduate researchers, students, and users interested in gaming and virtual reality technology. 
The participants were recruited from the Faculty of Electrical Engineering through invitations 
on social media and through invitations on websites dedicated to virtual reality and gaming. 
The distribution of the participants in the study based on the recruitment channel is shown in 
Figure 1. The participation was voluntary, and only healthy participants were selected. 
 
Figure 1. The distribution of the participants in the study based on the recruitment channel. 
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Previous experience with VR devices had 17 participants, of which 14 of them were males, and 
three of them were females. Twelve of them have previously experienced side effects due to 
VR usage. They have reported postural instability (6), vertigo (5), sweating (5), nausea (4), 
disorientation (2), stomach awareness (2), headache (2), eye strain (2), dizziness (2), general 
discomfort (1), tiredness (1), and paleness (1). 
Based on activity in the last six months, 14 of the participants were active gamers, of which 13 
of them were males, and one of them was female. Eighteen participants had a corrected-to-
normal vision and were wearing distance spectacles or using contact lenses. Twenty-six 
participants were engaged in sports, but none of them were into sports professionally. All 
participants provided written informed consent before taking part in the experiment and have 
not received any compensation for the participation. 
4.5.2 Apparatus 
We have used a high-performance gaming computer (CPU Intel core i7 7700K, GPU Nvidia GTX 
1070, RAM 16 GB DDR4 3000 MHz, SSD Samsung Evo 850), which was connected to the Oculus 
Rift S head-mounted device (HMD, Oculus, Menlo Park, CA, USA). For interaction and 
locomotion within the virtual environment, wireless Oculus Touch controllers with 6 degrees 
of freedom (Lenovo) were used. Oculus Rift S features integrated inside-out tracking (without 
external sensors), named Oculus Insight, which was used for motion and controller tracking. 
The sound was played through speakers integrated into the headband of the HMD. Fulfilment 
of all the questionnaires by the participants was done on a notebook PC equipped with a touch 
screen. 
4.5.3 Software and Game Design 
We have developed a first-person VR game in Unity 3D [37] which the participants played for 
the experiment. By collecting coins placed on the predetermined path, the players had to find 
the way through different game scenes (forest, ancient desert, and village). To proceed into 
the next game scene, the players had to open the sliding doors, which divided the scenes. 
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While developing the game, we gave extra caution that playing and interacting would be easy 
and intuitive even for non-gamers. 
In the game, the participants had to collect the coins by passing through them, which made 
them disappear. To stay on the predetermined path and to not get confused about where to 
go forward, the next coin to collect was always visible in the virtual environment. To collect 
all the coins was not required to finish the level, although the participants were instructed to 
collect as many coins as possible. The coins were animated and were rotating around its y-
axis. The participants’ virtual hands and controllers were always shown through the gameplay. 
The level was completed when the player passed through the finishing portal. In the game 
were also other action movements, such as passing through a tunnel and over a glass bridge 
and ascending and jumping off the building. 
We have developed two different game modes, a low action (condition LA) and a high action 
(condition HA) game mode. Each game mode had three different conditions, without 
(condition NORF) or with head-centric rest-frames. The conditions with head-centric rest-
frames were: glasses (condition RFG) in central vision and a baseball hat (condition RFH) in 
peripheral vision.  
In a high action game mode, the forward-moving speed and jaw rotation speed was higher 
comparing to low action game mode (walking vs. running). The high action game mode also 
included additional provocative actions, such as jumping to collect the coins which were 
placed higher. A forest scene from the low action game mode without rest-frames is shown in 
Figure 2, and a desert scene from the high action mode is shown in Figure 3. In total there 
were six conditions: 
 LA_NORF: low activity game mode, no rest-frames, walking, slow rotations; 
 LA_RFG: low activity game mode, rest-frames glasses, walking, slow rotations; 
 LA_RFH: low activity game mode, rest-frames baseball hat, walking, slow rotations; 
 HA_NORF: high activity game mode, no rest-frames, running, fast rotations, jumping; 
 HA_RFG: high activity game mode, rest-frames glasses, running, fast rotations, 
jumping; 
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 HA_RFH: high activity game mode, rest-frames baseball hat, running, fast rotations, 
jumping. 
Smooth artificial locomotion was used for locomotion, a technique that is similar to the game 
mechanics of traditional first-person shooters (FPS) on a 2D display, where translation and jaw 
rotations are handled by a controller. This technique is one of the most used in VR 
applications. As a navigation interface, the Oculus Touch controller was used. A thumbstick on 
the controller was used to translate and rotate the participants’ virtual avatar. When the 
player was near the doors, any of the buttons on the controller (A, B, X, or Y) was used to open 
the doors. To perform a jump, a trigger button on the controller needed to be pressed. By 
physically turning their heads, the participants could freely look around. The participants were 
seated during gameplay. 
When a coin was collected successfully, and when the door was opened, a notification sound 
was played via the speakers integrated into the headband of the HMD. 
 
Figure 2. A forest scene from the low action game mode without head-centric rest-frames. On 
the figure, there is a visible golden coin, which is set on the player’s height. To collect the coin, 
the players needed to pass through it, which made the coin disappear. In the background, 
there is visible the big billboard, which was used to notify the players to give the FMS score. 
On the right part of the picture are visible doors, which was needed to be opened to proceed 
to the next scene of the game. 
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Figure 3. A desert scene from the high action game mode with a baseball hat as a head-centric 
rest-frame. On the figure, there is a visible violet coin. To collect the violet coin, the players 
needed to jump. 
4.5.4 Metrics 
In our study, for assessing VRISE levels, we have used the Simulator Sickness Questionnaire 
(SSQ) [2], Fast Motion Sickness Score (FMS) [11], and a novel Virtual Reality Neuroscience 
Questionnaire (VRNQ) [17]—VRISE section. For user experience, we have used the short 
version of the User Experience Questionnaire (UEQ-S) [16] and the VRNQ Questionnaire—
User Experience section. 
4.5.4.1 VRISE 
The SSQ Questionnaire is the standard measure and most commonly used in VR research for 
assessing VRISE. It consists of 16 items, where 16 individual symptoms of VRISE are rated with 
a score of 0 (none), 1 (slight), 2 (moderate), or 3 (severe). The SSQ Questionnaire provides a 
total SSQ score (SSQ-T) and three sub-scores: nausea (SSQ-N), disorientation (SSQ-D), and 
oculomotor (SSQ-O). The nausea subscale includes symptoms such as stomach awareness, 
increased salivation, and nausea itself. The Oculomotor sub-scale includes symptoms such as 
eyestrain, headache, and blurred vision. Disorientation includes symptoms such as dizziness, 
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vertigo, and difficulty focusing. Higher scores indicate greater VRISE levels. SSQ questionnaire 
can be administered before and after the virtual experience. 
FMS is a single-item verbal rating scale. To evaluate the level of sickness the respondents felt 
in the experience, the participants give a score from 0 (no sickness at all) to 20 (frank sickness). 
In contrast to the SSQ questionnaire, FMS also allows to measure participant’s VRISE levels 
during the experience and thus capturing its trend over time. Participants have to be focused 
on nausea, general discomfort, and stomach problems and take these parameters into 
account when making their judgments. They are asked to ignore other possible distorting 
effects, such as fatigue, nervousness, or boredom. 
4.5.4.2 User Experience 
The UEQ-S contains eight items rated through the 7-stage Likert scale, allows a quick 
assessment of user experience, and measures two dimensions (quality aspects) of user 
experience. Pragmatic quality describes interaction qualities related to the tasks or goals the 
user aims to reach when using the product, and hedonic quality, which does not relate to tasks 
and goals but describe aspects related to pleasure or fun while using the product.  
The items on the UEQ-S questionnaire are scaled from −3 to +3. Lower scores indicate greater 
levels of disagreement, while higher scores indicate greater levels of agreement with scales. 
Thus, −3 represents the most negative answer (fully agree with the negative term), 0 a neutral 
answer, and +3 the most positive answer (fully agree with the positive term). All scores above 
value one are considered as a positive evaluation. As UEQ was already evaluated as suitable 
in user experience research in VR, we have decided to use the short version of the UEQ 
questionnaire since it allows a quick assessment and can predict the behavior of the full 
version concerning the pragmatic and hedonic quality of user experience. The consistency of 
UEQ-S scales are reasonably high [16], and the usage of UEQ-S is allowed to be used in some 
scenarios, such as was this experiment. 
4.5.4.3 Virtual Reality Neuroscience Questionnaire 
VRNQ is a novel questionnaire dedicated to being used in VR applications. It assesses and 
reports both the quality of VR software attributes and VRISE intensity. VRNQ assesses and 
Suitability and comparison of questionnaires assessing Virtual Reality-Induced Symptoms and Effects and User 
Experience in Virtual Environments 
171 
 
reports overall VR experience in four sections (VRISE, user experience, in-game assistance, and 
game mechanics). Each section has five items rated through a 7-stage Likert scale, ranging 
from extremely low (1) to extremely high (7). VRNQ provides a total score corresponding to 
the overall quality of VR software, as well as four sub-scores for each section. VRISE subscale 
includes items such as nausea, disorientation, dizziness, fatigue, and instability. User 
experience subscale includes items such as experienced immersion, enjoyment, quality of 
graphics, quality of sound, and overall quality of VR technology. The higher scores indicate a 
more positive outcome, which also applies to the evaluation of VRISE levels. It also provides 
the minimum and parsimonious cut-offs to appraise the suitability of VR software [17]. The 
minimum cut-offs indicate the lowest acceptable quality of VR software, while the 
parsimonious cut-offs indicate more robust VR software suitability. 
In Table 1, we have compared the metrics (questionnaires) used in this study. Comparisons 
made are between items of questionnaires used in this study. As shown in Table 1, the SSQ 
and FMS questionnaire can be executed before the experiment (to get baseline values), and 
after the experiment to assess the influence of the performed experiment on the participants. 
Measuring user experience using UEQ-S and assessing software attributes with VRNQ can only 
be done after the virtual experience. FMS Questionnaire is easy to understand a single-item 
verbal rating scale, has low complexity, and enables users to answer it quickly. SSQ and UEQ 
Questionnaires are more complex, have more questions, need more explanation to be given 
to users, and thus are slower to be answered by users. FMS also has the advantage of having 
results instantly after the users’ answers the questionnaire versus SSQ, UEQ-S, and VRNQ, 
where gathered responses needed to be calculated in an application (e.g., Excel) to get the 
results. For all these reasons, the FMS Questionnaire can be a very suitable method for quick 
assessment of VR Sickness discomfort levels. Compared VRNQ to the SSQ and FMS 
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Fast Motion Sickness 
Score (FMS) 





















Assessing VRISE, user 
experience, game 
mechanics and in-game 
assistance 
Number of Questions 16 1 8 20 
Scoring 
0 (none), 1 (slight), 2 
(moderate), 3 (severe) 
from 0 to 20 
7-stage Likert scale  
(scored from −3 to +3) 
7-stage Likert scale  
(scored from 1 to 7) 
Sub-scores 
Yes: Disorientation (SSQ-
D), Nausea (SSQ-N), 
Oculomotor (SSQ-O) 
No 
Yes: Pragmatic and 
Hedonic Quality of user 
experience 
Yes: User Experience, 
Game mechanics, In-game 
assistance, VRISE 
Execution 
Before and after 
scenario 
Before, during, and 
after scenario 
After scenario After scenario 
Administration time Medium (e.g., 5 min) Very fast (e.g., 15 s) Fast (1 min) Medium (e.g., 2–5 min) 
Complexity Medium Very low Medium Low 
Additional calculation 
needed to get results 
Yes No Yes Yes 
Suitable for quick 
assessment 
No Yes No No 
 
4.5.5 Experimental Environment 
The experiment was performed in the Multimedia Laboratory, which was set up as a living 
room. Experimenters had full control over the environmental conditions, which were 
monitored (temperature, humidity, and lighting conditions). There were no external sources 
of noise that could interfere with the experiments. 
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The experiment was performed using a 2 × 3 repeated measures within-subjects design. The 
participants experienced all six conditions in one session. The independent variables were: 
game mode (two levels: low action (LA) and high action (HA)) and simulated head-centric rest-
frame (three levels: no rest-frame (NORF), rest-frame glasses (RFG), and rest-frame baseball 
hat (RFH)).  
Four sets of questionnaires were prepared to gather quantitative data. All questionnaires 
were fulfilled online via a web browser. The first set of questionnaires the participants fulfilled 
at home before the experiment. This questionnaire included participants’ demographic data, 
fitness level, vision and hearing, VR technology, and gaming experience. To be able to attend 
the experiment, the participant had to complete the first questionnaire. They were informed 
not to consume any stimulant drinks, food, or alcohol prior two hours before the experiment. 
When the experiment took place, the first step was to receive the participants and to welcome 
them at the Multimedia Laboratory. The participants were offered to read the written 
document of how the experiment would be performed. We asked the participants about their 
possible sickness and well-being. If they were sick or had any conditions that are 
contraindicated for VR usage or would affect the results of the experiment, they would not be 
allowed to participate in the experiment. Participants then signed the informed consent for 
participation in the study. 
After that, the participants were guided to the experimental apparatus. The experimenters 
helped them equip them with the Oculus Rift S and explained how to use controls, navigate, 
and interact in the VR game with an Oculus Touch controller. Oculus Rift S does not have the 
feature for the mechanical setting of interpupillary distance (IPD). It only has a software 
configuration setting that allows setting an IPD of a user. Therefore, we have manually 
measured (IPD) of the participants and configured Oculus Rift S with the measured value so 
that a mismatch would not contribute to VRISE. 
Before playing the first game scenario, the participants played the tutorial level to get familiar 
with the Oculus Rift S and Oculus Touch controllers, game mechanics, and virtual 
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environment. In this tutorial level, the participants got acquainted with navigating, jumping, 
rotating, collecting coins, and opening doors. We included a tutorial level in the experiment 
procedure so that the gameplay of experiment game scenarios would be as smooth as 
possible. The tutorial level session did not last as more than two minutes for any of the 
participants. When equipping the HMD, the participants were instructed to close their eyes 
and keep them closed for a few seconds after successful placement. While the game was 
starting, the FPS was fluctuating, so by keeping their eyes closed, the participants would not 
be affected by it, possibly contributing to elevated VRISE levels. 
The participants were seated on a sofa during gameplay. They were using Oculus Touch 
controllers to translate and rotate their virtual body and were instructed to hold both Oculus 
Touch controllers in their hands, using one or both of them as preferred. Translating, rotating, 
and interacting was comfortable being right-handed or left-handed, as input controls were 
mirrored on both controllers. By physically turning their heads, the participants could freely 
look around and exploring the given scene. 
After the completion of tutorial level, they were instructed to complete the second 
questionnaire. The participants were asked about their wellbeing and the last usage of VR 
technology. During the experiment, all questionnaires were fulfilled online via a web browser 
on a notebook PC with a touch display.  
After that, the participants began to play all six scenarios. Conditions were counter-balanced 
(Latin square method) across participants to account for potential order effects. Before the 
gameplay, the participants were not informed which condition they would play. 
Immediately after finishing each game scenario, we collected participants’ feedback with the 
third set of questionnaires. The participants fulfilled the SSQ, UEQ-S, and VRNQ questionnaires 
(user experience and VRISE section). All those questionnaires were fulfilled on a computer on 
the other side of the room, so the participants needed to stand up and walk to the computer. 
We have assumed that would help them lessen VRISE levels and that the participants would 
be able to determine them (especially disorientation and postural instability) more precisely. 
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The FMS scores were collected six times for each game scenario. Before the first game 
scenario, the participants were instructed how to give FMS scores correctly. The first FMS 
score was collected before the participant has equipped with the HMD. Four FMS scores were 
collected at the specific locations in the virtual environment (VE) while the participants were 
playing the game. This was done using big billboards in VE, which displayed the text “How do 
you feel” when the player came near the billboard. As the FMS is a single-item verbal rating 
scale, the FMS score was given verbally and recorded by the researcher. The last FMS score 
was collected at the end of the game scenario, while the participants still had an HMD placed 
on the head. 
Before continuing with the next game scenario, we gave participants enough time to recover 
from the possible side effects of the VR experience. The minimum time to proceed with the 
following game scenario was five minutes, but we gave the participants more time when 
needed. We did not allow the participants to continue with the next game scenario if the FMS 
collected before the gameplay was more than one, indicating negligible VRISE symptoms. 
After completing all six game scenarios, the participants were instructed to complete the 
fourth set of questionnaires. They fulfilled the VRNQ Questionnaire (Game Mechanics and In-
Game Assistance section) and NASA-TLX to determine the task load of the experiment.  
At a time, only one participant was involved in the experiment. One researcher was 
conducting the experiment while the other was observing and recording the FMS 
questionnaire’s answers. Each session lasted approximately 90 min, including introduction, 
signing the consent form, playing all six game scenarios, and fulfilling all the questionnaires. 
Active gameplay and experiencing VR game took in average 18 min and 39 s as presented in 
Table 2. Active gameplay or exposure time includes playing tutorial level and all the 
experiment scenarios. The statistically significant difference was found only between Gaming 
experience groups (Mann-Whitney U test, Z = − 2.621, p = 0.009). 
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Table 2. Exposure time in virtual reality (VR), including tutorial level. The data presented is 
for all participants and subgroups based on gender, previous gaming and VR experience. 
 
(sub)Group N Mean Minimum Maximum SD 
All participants 32 18 min 39 s 14 min 21 s 27 min 17 s 3 min 13 s 
Gender—males 24 18 min 15 s 14 min 21 s 25 min 32 s 3 min 7 s 
Gender—females 8 19 min 52 s 15 min 53 s 27 min 17 s 3 min 25 s 
Gaming experience—Yes 14 16 min 55 s 14 min 42 s 20 min 29 s 1 min 44 s 
Gaming experience—No 18 20 min 0 s  14 min 21 s 27 min 17 s 3 min 30 s 
VR experience—Yes 16 18 min 13 s 14 min 21 s 23 min 21 s 2 min 19 s 
VR experience—No 16 19 min 5 s 14 min 42 s 27 min 17 s 3 min 57 s 
4.6 Results 
In this section, we present the results of the study. In the analysis, we took into account only 
the results of the participants, which properly fulfilled all the questionnaires. Data from online 
questionnaires were exported into Xls files, preparation of data, calculation, and aggregation 
of results was done in Tableau Prep and statistically analyzed in IBM SPSS and R Studio. 
Spearman’s rank correlations were calculated since most of the resulting scales did not meet 
the requirements for the Pearson correlation coefficient. 
4.6.1 VRISE 
Detailed VRISE results assessed by SSQ, FMS, and VRNQ questionnaires for all conditions are 
presented in Table 3. Average FMS was calculated as an average score from all six verbally 
given scores before, during, and at the end for each game scenario. 
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Table 3. Subjective VRISE levels assessed by SSQ, FMS, and VRNQ (VRISE Section) 
questionnaire. The results are presented by game conditions. 
VRISE Scale Condition N Mean SD 
SSQ Total LA_NORF 33 21.78 23.04 
 LA_RFG 33 27.31 26.70 
 LA_RFH 33 30.49 30.49 
 HA_NORF 33 27.88 27.75 
 HA_RFG 33 27.77 25.11 
 HA_RFH 33 25.84 22.74 
SSQ LA_NORF 33 21.93 29.33 
Disorientation LA_RFG 33 31.21 35.32 
 LA_RFH 33 32.90 36.96 
 HA_NORF 33 31.64 34.15 
 HA_RFG 33 27.42 28.16 
 HA_RFH 33 27.84 27.18 
SSQ Nausea LA_NORF 33 23.99 24.45 
 LA_RFG 33 26.60 26.38 
 LA_RFH 33 32.96 35.38 
 HA_NORF 33 30.35 34.76 
 HA_RFG 33 31.22 33.58 
 HA_RFH 33 28.04 30.35 
SSQ LA_NORF 33 13.32 17.98 
Oculomotor LA_RFG 33 17.23 19.81 
 LA_RFH 33 17.69 19.11 
 HA_NORF 33 15.16 16.19 
 HA_RFG 33 16.54 16.78 
 HA_RFH 33 14.93 17.00 
FMS LA_NORF 33 1.25 1.81 
Average LA_RFG 33 1.15 1.52 
 LA_RFH 33 1.46 1.86 
 HA_NORF 33 1.94 2.76 
 HA_RFG 33 1.98 2.71 
 HA_RFH 33 1.66 2.03 
VRNQ LA_NORF 33 32.00 3.73 
VRISE scale LA_RFG 32 31.28 4.42 
 LA_RFH 33 31.97 3.32 
 HA_NORF 33 30.97 4.34 
 HA_RFG 33 31.03 4.57 
 HA_RFH 33 31.33 3.70 
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We have observed six measured factors to find statistically significant correlations. Detailed 
results are shown in Tables 4–9 for each condition. We have marked (greyed out) correlations 
that are of interest to our research and are statistically significant (p < 0.05). 
Table 4. Correlation matrix for LA_NORF condition—Spearman (ρ) correlation coefficients for 
combined VRISE measures (n = 6). 
Variables 1. 2. 3. 4. 5. 6. 
1. SSQ Total 1.000      
2. SSQ Disorientation 0.878 ** 1.000     
3. SSQ Nausea 0.873 ** 0.630 ** 1.000    
4. SSQ Oculomotor 0.903 ** 0.829 ** 0.632 ** 1.000   
5. FMS Average 0.786 ** 0.673 ** 0.797 ** 0.550 ** 1.000  
6. VRNQ—VRISE subscale −0.780 ** −0.638 ** −0.819 ** −0.637 ** −0.734 ** 1.000 
 * p < 0.05; ** p < 0.01 (2-tailed significance). 
Table 5. Correlation matrix for LA_RFG condition—Spearman (ρ) correlation coefficients for 
combined VRISE measures (n = 6). 
Variables 1. 2. 3. 4. 5. 6. 
1. SSQ Total 1.000      
2. SSQ Disorientation 0.881 ** 1.000     
3. SSQ Nausea 0.881 ** 0.654 ** 1.000    
4. SSQ Oculomotor 0.873 ** 0.707 ** 0.663 ** 1.000   
5. FMS Average 0.671 ** 0.611 ** 0.774 ** 0.396 * 1.000  
6. VRNQ—VRISE subscale −0.788 ** −0.783 ** −0.760 ** −0.514 ** −0.739 ** 1.000 
 * p < 0.05; ** p < 0.01 (2-tailed significance). 
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Table 6. Correlation matrix for LA_RFH condition—Spearman (ρ) correlation coefficients for 
combined VRISE measures (n = 6). 
Variables 1. 2. 3. 4. 5. 6. 
1. SSQ Total 1.000      
2. SSQ Disorientation 0.905 ** 1.000     
3. SSQ Nausea 0.881 ** 0.675 ** 1.000    
4. SSQ Oculomotor 0.924 ** 0.871 ** 0.693 ** 1.000   
5. FMS Average 0.789 ** 0.666 ** 0.788 ** 0.659 ** 1.000  
6. VRNQ—VRISE subscale −0.816 ** −0.761 ** −0.774 ** −0.714 ** −0.689 ** 1.000 
 * p < 0.05; ** p < 0.01 (2-tailed significance). 
Table 7. Correlation matrix for HA_NORF condition—Spearman (ρ) correlation coefficients for 
combined VRISE measures (n = 6). 
Variables 1. 2. 3. 4. 5. 6. 
1. SSQ Total 1.000      
2. SSQ Disorientation 0.862 ** 1.000     
3. SSQ Nausea 0.908 ** 0.696 ** 1.000    
4. SSQ Oculomotor 0.842 ** 0.604 ** 0.686 ** 1.000   
5. FMS Average 0.831 ** 0.759 ** 0.807 ** 0.653 ** 1.000  
6. VRNQ—VRISE subscale −0.861 ** −0.867 ** −0.714 ** 0.661 ** −0.691 ** 1.000 
 * p < 0.05; ** p < 0.01 (2-tailed significance). 
Table 8. Correlation matrix for HA_RFG condition—Spearman (ρ) correlation coefficients for 
combined VRISE measures (n = 6). 
Variables 1. 2. 3. 4. 5. 6. 
1. SSQ Total 1.000      
2. SSQ Disorientation 0.918 ** 1.000     
3. SSQ Nausea 0.899 ** 0.768 ** 1.000    
4. SSQ Oculomotor 0.877 ** 0.809 ** 0.635 ** 1.000   
5. FMS Average 0.835 ** 0.790 ** 0.850 ** 0.675 ** 1.000  
6. VRNQ—VRISE subscale −0.863 ** −0.867 ** −0.778 ** −0.737 ** −0.770 ** 1.000 
 * p < 0.05; ** p < 0.01 (2-tailed significance). 
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Table 9. Correlation matrix for HA_RFH condition—Spearman (ρ) correlation coefficients for 
combined VRISE measures (n = 6). 
Variables 1. 2. 3. 4. 5. 6. 
1. SSQ Total 1.000      
2. SSQ Disorientation 0.930 ** 1.000     
3. SSQ Nausea 0.878 ** 0.721 ** 1.000    
4. SSQ Oculomotor 0.872 ** 0.862 ** 0.589 ** 1.000   
5. FMS Average 0.845 ** 0.785 ** 0.849 ** 0.611 ** 1.000  
6. VRNQ—VRISE subscale −0.861 ** −0.888 ** −0.760 ** −0.683 ** −0.794 ** 1.000 
 * p < 0.05; ** p < 0.01 (2-tailed significance). 
We have calculated average VRISE scores for all conditions per user. Detailed average VRISE 
results assessed by SSQ, FMS, and VRNQ questionnaires are presented in Table 10. 
Table 10. Subjective average VRISE levels assessed by SSQ, FMS, and VRNQ (VRISE Section) 
Questionnaire. 
VRISE Scale N Mean SD Min Value Max Value 
SSQ Total 33 26.86 22.09 0.00 84.77 
SSQ Disorientation 33 28.82 26.09 0.00 95.12 
SSQ Nausea 33 28.86 26.72 0.00 93.81 
SSQ Oculomotor 33 15.81 15.34 0.00 78.33 
FMS Average 33 1.57 1.85 0.00 6.64 
VRNQ—VRISE subscale 32 31.36 3.61 20.33 35.00 
 
We have observed six measured factors to find statistically significant correlations. Detailed 
results are presented in Table 11 and Figure 4. We have marked (greyed out) correlations that 
are of interest for our research and are statistically significant (p < 0.05). 
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Table 11. Correlation matrix for average VRISE scores—spearman (ρ) correlation coefficients 
for combined measures (n = 6). 
Variables 1. 2. 3. 4. 5. 6. 
1. SSQ Total 1.000      
2. SSQ Disorientation 0.928 ** 1.000     
3. SSQ Nausea 0.882 ** 0.723 ** 1.000    
4. SSQ Oculomotor 0.912 ** 0.861 ** 0.687 ** 1.000   
5. FMS Average 0.865 ** 0.790 ** 0.868 ** 0.754 ** 1.000  
6. VRNQ—VRISE subscale −0.885 ** −0.890 ** −0.805 ** −0.750 ** −0.798 ** 1.000 
 * p < 0.05; ** p < 0.01 (2-tailed significance). 
 
 
Figure 4. Correlation chart matrix for average VRISE scores—spearman (ρ) correlation 
coefficients for combined VRISE measures (n = 6). There are also bivariate scatterplots on the 
matrix, with a fitted line and histogram for each variable. * p < 0.05, ** p < 0.01, *** p < 0.001. 
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4.6.2 User Experience 
Detailed UEQ_S results assessed by UEQ-S and VRNQ questionnaire are shown in Table 12. 
Table 12. Subjective user experience levels assessed by UEQ-S and VRNQ (User Experience 
Section) Questionnaire. The results are presented by game conditions. 
User Experience Scale Condition N Mean SD 
UEQ-S LA_NORF 33 1.37 0.96 
Overall LA_RFG 33 1.13 1.18 
 LA_RFH 33 1.30 1.02 
 HA_NORF 33 1.62 0.74 
 HA_RFG 33 1.53 0.92 
 HA_RFH 33 1.39 1.00 
UEQ-S LA_NORF 33 2.03 0.77 
Pragmatic  LA_RFG 33 1.48 1.15 
Quality LA_RFH 33 1.69 0.95 
 HA_NORF 33 1.82 0.84 
 HA_RFG 33 1.79 0.97 
 HA_RFH 33 1.71 0.97 
UEQ-S LA_NORF 33 0.70 1.58 
Hedonic LA_RFG 33 0.79 1.57 
Quality LA_RFH 33 0.92 1.47 
 HA_NORF 33 1.43 1.06 
 HA_RFG 33 1.27 1.28 
 HA_RFH 33 1.08 1.40 
VRNQ LA_NORF 32 23.31 3.98 
User LA_RFG 31 23.00 3.86 
Experience LA_RFH 33 22.76 4.06 
scale HA_NORF 32 23.59 4.62 
 HA_RFG 30 24.37 4.57 
 HA_RFH 33 24.12 4.52 
 
We have observed four measured factors to find statistically significant correlations. Detailed 
results are shown in Tables 13–18 for each condition. We have marked (greyed out) 
correlations that are of interest to our research and are statistically significant (p < 0.05). 
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Table 13. Correlation matrix for LA_NORF condition—Spearman (ρ) correlation coefficients 
for combined user experience measures (n = 4). 
Variables 1. 2. 3. 4. 
1. UEQ Overall 1.000    
2. UEQ Pragmatic Quality 0.518 ** 1.000   
3. UEQ Hedonic Quality 0.914 ** 0.182 1.000  
4. VRNQ—User Experience subscale 0.700 ** 0.310 0.628 ** 1.000 
 * p < 0.05; ** p < 0.01 (2-tailed significance). 
 
Table 14. Correlation matrix for LA_RFG condition—Spearman (ρ) correlation coefficients for 
combined user experience measures (n = 4). 
Variables 1. 2. 3. 4. 
1. UEQ Overall 1.000    
2. UEQ Pragmatic Quality 0.757 ** 1.000   
3. UEQ Hedonic Quality 0.909 ** 0.449 ** 1.000  
4. VRNQ—User Experience subscale 0.684 ** 0.445 * 0.646 ** 1.000 
 * p < 0.05; ** p < 0.01 (2-tailed significance). 
Table 15. Correlation matrix for LA_RFH condition—Spearman (ρ) correlation coefficients for 
combined user experience measures (n = 4). 
Variables 1. 2. 3. 4. 
1. UEQ Overall 1.000    
2. UEQ Pragmatic Quality 0.659 ** 1.000   
3. UEQ Hedonic Quality 0.925 ** 0.414 * 1.000  
4. VRNQ—User Experience subscale 0.726 ** 0.491 ** 0.697 ** 1.000 
 * p < 0.05; ** p < 0.01 (2-tailed significance). 
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Table 16. Correlation matrix for HA_NORF condition—Spearman (ρ) correlation coefficients 
for combined user experience measures (n = 4). 
Variables 1. 2. 3. 4. 
1. UEQ Overall 1.000    
2. UEQ Pragmatic Quality 0.656 ** 1.000   
3. UEQ Hedonic Quality 0.873 ** 0.267 1.000  
4. VRNQ—User Experience subscale 0.561 ** 0.371 * 0.538 ** 1.000 
 * p < 0.05; ** p < 0.01 (2-tailed significance). 
Table 17. Correlation matrix for HA_RFG condition—Spearman (ρ) correlation coefficients 
for combined user experience measures (n = 4). 
Variables 1. 2. 3. 4. 
1. UEQ Overall 1.000    
2. UEQ Pragmatic Quality 0.741 ** 1.000   
3. UEQ Hedonic Quality 0.875 ** 0.384 * 1.000  
4. VRNQ—User Experience subscale 0.879 ** 0.722 ** 0.757 ** 1.000 
 * p < 0.05; ** p < 0.01 (2-tailed significance). 
Table 18. Correlation matrix for HA_RFH condition—Spearman (ρ) correlation coefficients 
for combined user experience measures (n = 4). 
Variables 1. 2. 3. 4. 
1. UEQ Overall 1.000    
2. UEQ Pragmatic Quality 0.754 ** 1.000   
3. UEQ Hedonic Quality 0.676 ** 0.257 1.000  
4. VRNQ—User Experience subscale 0.749 ** 0.541 ** 0.549 ** 1.000 
 * p < 0.05; ** p < 0.01 (2-tailed significance). 
We have calculated the average user experience scores for all conditions per user. Detailed 
average user experience results assessed by UEQ-S and VRNQ questionnaires are presented 
in Table 19. 
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Table 19. Subjective average user experience scores assessed by UEQ-S and VRNQ (User 
Experience Section) Questionnaire. 
User Experience Scale N Mean SD Min Value Max Value 
UEQ-S Overall 33 1.39 0.82 −0.15 3.00 
UEQ-S Pragmatic Quality 33 1.75 0.72 0.33 3.00 
UEQ-S Hedonic Quality 33 1.03 1.24 −1.71 3.00 
VRNQ—User Experience subscale 33 24.19 4.06 17.00 31.67 
 
We have observed six measured factors to find statistically significant correlations. Detailed 
results are presented in Table 20 and Figure 5. We have marked (greyed out) correlations that 
are of interest for our research and are statistically significant (p < 0.05). 
Table 20. Correlation matrix for average User Experience scores—Spearman (ρ) correlation 
coefficients for combined measures (n = 4). 
Variables 1. 2. 3. 4. 
1. UEQ Overall 1.000    
2. UEQ Pragmatic Quality 0.652 ** 1.000   
3. UEQ Hedonic Quality 0.921 ** 0.356 * 1.000  
4. VRNQ—User Experience subscale 0.843 ** 0.594 ** 0.764 ** 1.000 
 * p < 0.05; ** p < 0.01 (2-tailed significance). 
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Figure 5. Correlation chart matrix for average user experience scores—spearman (ρ) 
correlation coefficients for combined user experience measures (n = 4). There are also 
bivariate scatterplots on the matrix, with a fitted line and a histogram for each variable.  
* p < 0.05, ** p < 0.01, *** p < 0.001. 
4.6.3 VR Software Suitability 
As VRNQ Questionnaire enables us to assess the acceptable quality of VR software, we have 
evaluated our game whether it meets the minimum or parsimonious cut-offs and, if it has 
adequate quality without any significant VRISE. The values of cut-offs are based on the median 
of each sub-score and totals score. The values are ≥25 for each sub-score to meet minimum 
cut-offs and ≥30 to meet parsimonious cut-offs. For VRNQ Total score, the value is ≥100 to 
meet minimum cut-offs and ≥120 to meet parsimonious cut-offs [17]. As we have 
administered VRNQ—VRISE subscale and VRNQ—User Experience subscale for each game 
scenario, we have calculated the results for each condition. VRNQ—Game Mechanics 
subsection and VRNQ—Game Assistance was administered at the end of all finished the six 
scenarios, so only one calculation was made. The results are presented in Table 21. Our game 
was developed in compliance with best practices to build a VR game, and extra caution was 
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made that game was optimized to achieve a constant 80 frames per second (FPS). 80 FPS is 
the maximum refresh rate for the Oculus Rift S device. There was no noticeable latency of 
tracking during the experiment since the motion-to-photos latency is also a significant factor 
that affects VRISE. Because of this we have expected, that the game would meet at least the 
minimum cut-offs. 
Table 21. Adequate quality of VR software assessed by VRNQ Questionnaire. The results are 
presented by game conditions for user experience and VRISE subscales of VRNQ 
Questionnaire, and also for average scores across all six conditions. As the Game Mechanics 
and Game Assistance part of the VRNQ Questionnaire were fulfilled only at the end of the 
experiment, the results are not presented by game conditions. The results for the VRISE 
subscale of the VRNQ Questionnaire are also given for average scores across high activity 
and low activity modes of the game. Since cut-offs for assessing the adequate quality of VR 
software are based on the values of the medians, the medians are included in the descriptive 
statistics. 
VRNQ Scale Condition N Mean Median Min Value Max Value 
User LA_NORF 32 23.31 22.50 18 33 
Experience LA_RFG 31 23.00 24.00 16 30 
 LA_RFH 33 22.76 23.00 13 31 
 HA_NORF 32 23.59 23.50 14 33 
 HA_RFG 30 24.37 24.00 18 33 
 HA_RFH 33 24.12 24.00 14 33 
VRISE LA_NORF 33 32.00 33.00 20 35 
 LA_RFG 32 31.28 32.50 15 35 
 LA_RFH 33 31.97 33.00 21 35 
 HA_NORF 33 30.97 32.00 20 35 
 HA_RFG 33 31.03 33.00 19 35 
 HA_RFH 33 31.33 32.00 22 35 
User Experience Average 26 24.19 23.75 17.00 31.67 
VRISE Average 32 31.36 32.17 20.33 35.00 
Game Mechanics All scenarios 33 24.09 24.00 16 32 
Game Assistance All scenarios 33 27.09 26.00 15 35 
VRISE HA Average 33 31.11 32.00 20.67 35 
VRISE LA Average 33 32.00 33.00 20 35 
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Analyzing correlation results for VRISE scores for each condition, as presented in Tables 5–9, 
we have observed weak to very strong statistically significant correlations between all SSQ 
(sub)scales and FMS scores. Moderate to very strong significant correlations were observed 
between all SSQ (sub)scales and VRNQ—VRISE subscale scores. Strong significant correlations 
were also observed between FMS and VRNQ—VRISE subscale scores. Regarding the FMS 
scores, the strongest correlations were observed compared to SSQ Total and SSQ Nausea 
scores, and weakest compared to SSQ Oculomotor scores. This was expected since the FMS 
Questionnaire is used to evaluate the level of sickness (nausea, general discomfort, and 
stomach problems) the participants felt during the virtual experience. VRNQ—VRISE subscale 
scores had the weakest correlations compared to SSQ Oculomotor scores, which is also 
expected since the VRISE subscale does not include oculomotor related items. Those results 
support our hypotheses H1 and H2, that the FMS and VRNQ (VRISE section) are suitable for 
assessing VRISE in VR. Although the correlations compared to SSQ Oculomotor subscale are 
statistically significant, they are less strong, so for assessing oculomotor related symptoms, 
the FMS and VRNQ (VRISE section) questionnaires are less suitable. VRISE symptoms profile is 
characterized by D > N > O profile, where disorientation symptoms are most severe and 
frequent, followed by nausea symptoms and least oculomotor symptoms [21]. Therefore 
using FMS and VRNQ (VRISE section) for assessing VRISE should not be an issue. 
Analyzing correlation results for average VRISE scores, as presented in Table 10, we have 
observed strong significant correlations between all SSQ (sub)scales and FMS scores, and also 
strong significant correlations between all SSQ (sub)scales and VRNQ—VRISE subscale scores. 
Strong significant correlations were also observed between FMS and VRNQ—VRISE subscale 
scores. The less strong correlations were observed comparing FMS and VRNQ (VRISE section) 
to SSQ Disorientation scores. Those results in accordance with correlation results for each 
condition and additional supports our hypothesis H1 and H2 that the FMS and VRNQ (VRISE 
section) are suitable for assessing VRISE in VR. 
Suitability and comparison of questionnaires assessing Virtual Reality-Induced Symptoms and Effects and User 
Experience in Virtual Environments 
189 
 
4.7.2 User Experience 
Analyzing correlation results for user experience scores for each condition, as presented in 
Tables 13–18, we have observed weak to very strong statistically significant correlations 
between all UEQ-S (sub)scale scores and VRNQ—User Experience subscale scores. The only 
exception was for the LA_NORF condition, where the correlation between UEQ-S Pragmatic 
Quality scores and VRNQ—User Experience subscale scores was not significant. For other 
conditions, the correlations between UEQ-S Pragmatic Quality scores and VRNQ—User 
Experience subscale scores were statistically significant, although they were less strong (weak 
to strong). Because VRNQ (User experience section) questionnaire items are more related to 
hedonic aspects of user experience (immersion, enjoyment, quality of graphics, quality of 
sound, and overall quality of VR technology), and because of less strong correlations 
compared to UEQ-S Pragmatic Quality scores, the VRNQ is less suitable to access the 
pragmatic quality of user experience. However, the results support our hypothesis H3 that the 
VRNQ (User experience section) is suitable for assessing user experience in VR. 
Analyzing correlation results for average user experience scores, as presented in Table 20, we 
have observed weak and strong significant correlations between all UEQ-S (sub)scales and 
VRNQ—VRISE user experience scores. Strong significant correlations were observed between 
UEQ-S Overall and UEQ-S Hedonic Quality compared to VRNQ (User Experience section), and 
weak between UEQ-S Pragmatic Quality and VRNQ (User Experience section). Those results 
are in accordance with correlation results for each condition and additional supports our 
hypothesis H3 that the VRNQ (User Experience section) is suitable for assessing user 
experience in VR. 
4.7.3 VR Software Suitability 
Based on VRNQ for assessing adequate VR software quality, as presented in Table 21, the 
game had adequate quality in terms of VRISE for each condition and also for average VRISE 
scores, exceeding parsimonious cut-off criteria. It also had adequate quality in terms of Game 
Assistance, exceeding minimum cut-off criteria.  
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The game had not adequate quality in terms of user experience for each condition and average 
user experience scores, not exceeding minimum cut-off criteria. That was expected and not 
relevant for our game because one of the items of VRNQ (User Experience section) is about 
the quality of sound. Not meeting minimum cut-off levels for user experience was due to 
almost no existent sound or ambient music in the game, which was not emphasized in the 
game. Making sound more expressed, the game would easily meet ad-equate VR software 
quality in terms of user experience since medians of VRNQ (User Experience section) scores 
were near cut-off values. 
The game had not adequate quality in terms of Game Mechanics, not exceeding minimum cut-
off criteria. That was expected and not relevant for our game because one of the items of 
VRNQ (Game Mechanics section) is about the availability of physical movement (room-scale 
locomotion). Because of the experiment’s design, room-scale locomotion was not used. We 
have used the seated VR experience. If the game would be played with room-scale 
locomotion, the game would easily meet adequate VR software quality in terms of game 
mechanics since medians of VRNQ (Game Mechanics section) scores were near cut-off values. 
4.8 Limitations and Mitigations 
Using the short version of the User Experience Questionnaire (UEQ-S) as a basis for correlation 
results could be argued. UEQ-S measures just two dimensions (quality aspects) of user 
experience (hedonic and pragmatic quality), and the consistency of those scales are 
reasonably high [16]. UEQ-S does not cover all six aspects of user experience, as the standard 
UEQ Questionnaire [27] does. However, VRNQ—VRISE subscale is also simplified and includes 
items such as immersion, enjoyment, quality of the graphics, quality of the sound, quality of 
the VR technology. As UEQ has already been proven to be useful in VR research [7], and UEQ-
S can predict the behavior of the full version concerning pragmatic and hedonic quality, the 
selection of UEQ-S was appropriable. Also, the usage of UEQ-S is allowed to be used in some 
scenarios, such as was this experiment. 
We have decided to collect six FMS verbal rated scores for each game scenario. The timing, 
location of collections in the virtual environment, and the total number of collections could 
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be argued. But given that, the FMS was collected before and after each game scenario and 
after finishing each of the game scenes in the game, the timing, location, and the total number 
of FMS collections seems appropriate. 
4.9 Conclusions and Future Work 
Despite the already achieved technological maturity of virtual reality technologies (VR), the 
health-oriented side effects are still common between users of this new technology, which 
can negatively impact the broader technology adoption. In the last five years, a lot of VR 
devices and technology solutions were introduced. Plenty of different VR applications, 
dedicated for home and professional use, have been released. There are several interactions 
and locomotion techniques, which can also affect the impact of technology on users. Besides 
health-oriented side effects that come with the VR usage, the quality of user experience also 
has an important impact on the user adoption and success of VR. Assessing user experience 
in VR is possible with several questionnaires, but none of them are widely adopted yet. Thus, 
there is a need for standard, reliable, and quick assessment tools that should be developed, 
especially for VR applications. Their aim should be focused to assess and compare different 
technology solutions and to assess the impact of different interaction and locomotion 
techniques on the users in terms of Virtual Reality-Induced Symptoms and Effects (VRISE) and 
user experience. Assessing VRISE levels and user experience could be time consuming, 
especially when using objective physiological measures 
In our study, we have presented the results of the suitability and comparison of questionnaires 
assessing VRISE and user experience in virtual environments. For VRISE, we have compared 
the standard SSQ Questionnaire with FMS and a novel VRNQ Questionnaire (VRISE section). 
For user experience, we have compared the short version of the UEQ Questionnaire (UEQ-S) 
and a novel VRNQ Questionnaire (User Experience section). SSQ is widely used in VRISE 
studies. To a lesser extent, is the UEQ Questionnaire used in studies of quality of user 
experience in VR. The problem with both questionnaires (SSQ and UEQ) is that they were not 
developed for usage in VR. Our goal was to show that existing standard methods for assessing 
VRISE and user experience could be replaced with improved and optimized methods for 
evaluating VRISE and user experience. 
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The key advantage of both FMS and VRNQ is that they are shorter, easier to understand, and 
especially faster to fulfill. VRNQ provides a total score corresponding to the overall quality of 
VR software, as well as four sub-scores for each section/domain (User Experience, Game 
Mechanics, In-Game Assistance, and VRISE). In our study, user experience and VRISE sections 
were of importance. FMS is a single-item verbal rating scale and also enables to record the 
VRISE levels during the virtual experience and capture its time course. FMS have also the 
advantage of having results instantly after the users answer the questionnaire. Another 
advantage of VRNQ is that it is dedicated for usage in VR applications, and it also give us 
information if evaluated VR software have an adequate quality without any significant VRISE. 
The results have shown that FMS and a novel VRNQ Questionnaire (VRISE section) are suitable 
for assessing VRISE levels in VR. The results have also shown that a novel VRNQ Questionnaire 
(User Experience section) is suitable for assessing the quality of user experience in VR. As 
VRNQ also enables us to appraise VR software’s suitability, we have also evaluated the 
adequate software quality of our game. 
The contribution of this study is important towards the goal to achieve the standard, reliable, 
and quick objective measurement tools for VR. In future works, the presented questionnaires 
should be tested for some other VR content types, such as 360 videos and room-scale 
experiences. In our study, the questionnaires were tested in a gaming content in a seating 
experience. We have put the focus on VRISE and user experience, and since VRNQ also 
assesses in-game assistance and game mechanics of VR experience, those two subscales 
should also be more thoroughly analyzed for their suitability in future studies. However, we 
found VRNQ suitable for assessing the quality of VR software attributes and VR software 
suitability. 
In future studies, we encourage the usage of Fast Motion Sickness Score (FMS) for assessing 
VRISE, and Virtual Reality Neuroscience Questionnaire (VRNQ) for assessing user experience, 
in-game assistance, and game mechanics, besides VRISE. Both of the questionnaires were 
found suitable, and they are easy to administer and understand. FMS also enables to record 
the VRISE levels during the virtual experience and thus capturing its trend over time. Another 
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yet important advantage of the FMS Questionnaire is that no additional calculation is needed 
to get the results and asses VRISE levels. 
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Področje naprav navidezne resničnosti je hitro razvijajoče se področje z velikim potencialom 
za razvoj novih naprav, aplikacij in storitev, ima pa tudi potencial za vstop na nova področja in 
znanstveno raziskovanje. Poudarek pri razvoju je potrebno dati na zmanjšanje stranskih 
učinkov, mehanizmom interakcije in lokomocije ter ergonomiji, da bo uporabniška izkušnja 
čim boljša in uporabnikov ne bo odvrnila od uporabe nove tehnologije. Veliko je še tehnoloških 
izzivov, da bodo naprave dostopne širšemu krogu uporabnikov, tako z vidika cenovne 
dostopnosti kot tudi dostopnosti osebam s posebnimi potrebami. 
Kljub doseženemu tehnološkemu napredku in tehnološki zrelosti ter odpravi tehnoloških 
omejitev, ki so bistveno vplivale na zmanjšanje simptomov VR slabosti, je slabost še vedno 
prisotna in pogosta med uporabniki. Z uporabo SSQ vprašalnika so pretekle študije pokazale 
da v navideznih okoljih doživi blage do resne simptome slabosti med 50 % do 80 % udeležencev 
[48], zaradi česar so raziskave na tem področju še posebej pomembne. Tudi zaradi tega, ker 
VR slabost negativno vpliva na sprejetje tehnologije, saj uporabniki, ki so VR slabost občutili, 
lahko zavračajo uporabo VR tehnologije v prihodnosti, in prav tako njene uporabe ne bodo 
priporočali drugim. Glede na rezultate naše študije (Poglavje 4) se je izkazalo, da na odvračanje 
uporabnikov od uporabe VR tehnologij vplivajo simptomi slabosti (SSQ-N). Udeleženci so 
teden dni po zaključku eksperimenta odgovorili na vprašanje »Kako verjetno boste glede na 
izkušnjo v eksperimentu še nadalje uporabljali tehnologije navidezne resničnosti?« na pet-
stopenjski Likertovi lestvici. Izkazala se je šibka negativna statistično značilna korelacija 
(Spearman ρ = −0,306, p = 0,044) med odgovorom na to vprašanje in povprečno vrednostjo 
SSQ-N. 
Na tem področju je bilo izvedenih že veliko znanstvenih raziskav, kar ni presenetljivo, saj je VR 
slabost en izmed poglavitnih razlogov zamrtja industrije VR v zgodnjih 90. letih prejšnjega 
stoletja. S hitrim razvojem tako programskih kot strojnih rešitev, izdelavo različnih 




obstajajo zanesljive neintruzivne subjektivne metode, ki omogočajo hitro vrednotenje VR 
slabosti in uporabniške izkušnje. Več raziskav pa bo potrebno vložiti tudi v raziskovanje 
dolgotrajnih učinkov uporabe VR tehnologij, saj temeljite raziskave še niso bile izvedene in 
tako so dolgotrajni učinki uporabe v veliki meri še vedno neznani [46]. 
V okviru doktorske disertacije smo izvedli pregled, primerjavo in analizo ustreznosti obstoječih 
metodologij (uveljavljenih in tudi še ne preizkušenih v navidezni resničnosti) za evalvacijo VR 
slabosti in uporabniške izkušnje pri uporabi tehnologij navidezne resničnosti. V izvedenih 
študijah smo uporabili subjektivne metode in izdelali priporočila za njihovo uporabo v 
nadaljnjih študijah. Z uporabo obstoječih uveljavljenih metod smo omogočili primerjavo 
rezultatov s drugimi študijami. 
Naš cilj in motivacija sta bila, da pokažemo, da lahko optimiziramo obstoječe metode, in da v 
sistemih navidezne resničnosti uporabimo tudi druge metode, ki še niso bile uporabljene, 
oziroma še niso uveljavljene. Osredotočili smo se na metode, ki bi omogočile hitro vrednotenje 
VR slabosti, ki je lahko časovno precej zamudno, še posebej če uporabljamo objektivne 
metode, ki so lahko povrh še intruzivne. 
Tako smo v prvi študiji ocenjevali vpliv tehnologije na VR slabost in na uporabniško izkušnjo 
pri ogledu 360-stopinjskih videov. Na podlagi obstoječih uveljavljenih metod smo izvedli 
analizo njihove primernosti za uporabo v navidezni resničnosti in analizirali ali obstajajo 
možnosti za njihovo optimizacijo. Preverili smo primernost uporabe SUDS vprašalnika za 
ocenjevanje VR slabosti, in UEQ vprašalnika za ocenjevanje uporabniške izkušnje. Simptomi, 
povezani z dezorientacijo, so pri uporabi navidezne resničnosti najbolj izraziti in pogosti med 
uporabniki, zato smo v raziskavi ugotavljali, ali zadostuje vrednotenje VR slabosti izključno s 
podskalo dezorientacije SSQ vprašalnika (SSQ-D). Študija je potrdila, da je SSQ-D pomembno 
merilo za vrednotenje VR slabosti ter da se lahko SSQ-D uporablja samostojno za hitrejše 
vrednotenje VR slabosti. 
Kot že zapisano v poglavju 1.1.2, je kot vzrok za VR slabost identificirano že več 40 faktorjev. 
Kljub velikemu številu raziskav, izboljšavam tehnologije in različnimi možnostmi lokomocije in 
interakcije, ki pozitivno vplivajo na VR slabost (jo zmanjšujejo), je VR slabost še vedno prisotna 




referenčnih okvirjev (SRO), ki podaja alternativno razlago vzrokov, ki privedejo do VR slabosti. 
Nekatere študije so potrdile to teorijo in vpliv SRO na zmanjšanje VR slabosti. 
 
Teorijo SRO smo v naši drugi študiji preizkusili, tako, da smo v lastno razviti 3D VR igri 
raziskovali vpliv stacionarnih referenčnih okvirjev na VR slabost, uporabniško izkušnjo ter 
učinkovitost. Izkazalo se je, da so SRO primerni za uporabo v sistemih navidezne resničnosti, 
saj niso vplivali na uporabniško izkušnjo in na uspešnost igranja igre. Tudi na občutek 
prisotnosti uporaba SRO ni vplivala, razen zaznanega manjšega vpliva pri uporabi očal v nizko-
akcijskem načinu igre. Pozitiven vpliv se je izkazal pri uporabi SRO očal na VR slabost, ki se je 
značilno zmanjšala za uporabnike, ki se že imeli izkušnje s tehnologijami navidezne resničnosti. 
Poleg tega se je izkazalo, da so SRO očala primernejša za uporabnike, ki nosijo očala, kapa 
(oziroma ščit kape, ki je bil v vidnem polju), pa za uporabnike, ki očal ne nosijo. 
 





Uporaba očal za 
korekcijo vida 
Uporaba SRO v 
VR aplikacijah Opomba 
nizko-akcijski NE NE NE 
 
 
NE DA NE 
 
 
DA NE NE 
 
 
DA DA NE 
 
visoko-akcijski NE NE NE 
 
 
NE DA NE 
 
 
DA NE DA, ščit kape 
 
 
DA DA DA, očala 
v primeru uporabe SRO očal, ne 
uporabljati fizičnih očal pod VR 
prikazovalnikom 
 
Omejitev prve študije je bila majhno število udeležencev in pomanjkanje interakcije pri ogledu 
360-stopnjskih videov. Zaradi tega smo pripravili tretjo študijo, za katero smo razvili namensko 
3D igro v navidezni resničnosti z orodjem Unity, z možnostjo interakcije in lokomocije v 




slabosti smo uporabili FMS vprašalnik, za vrednotenje uporabniške izkušnje pa skrajšano 
različico UEQ vprašalnika (UEQ-S). Za vrednotenje VR slabosti in uporabniške izkušnje smo 
uporabili tudi novejši VRNQ vprašalnik, ki omogoča vrednotenje tako VR slabosti in 
uporabniške izkušnje kot tudi drugih parametrov navidezne izkušnje (mehanika igre, pomoč 
pri igranju). Prednost VRNQ vprašalnika je tudi v tem, da zagotavlja minimalne in parsimonske 
mejne vrednosti za oceno zadostne kvalitete programske opreme VR. 
SUDS in FMS sta se izkazala še posebej primerna za vrednotenje VR slabosti brez potrebe po 
preračunavanju rezultatov odgovorov udeležencev in tako omogočata hitro oceno slabosti. 
Oba sta nezahtevna za razumevanje, kar posledično prinaša manj napak pri odgovorih. 
Prednost FMS vprašalnika je tudi v tem, da omogoča beleženje pred, med in po izvedbi VR 
izkušnje in tako omogoča tudi beleženje časovnega poteka VR slabosti. Zaradi verbalnega 
podajanja odgovorov ni potrebno prekiniti navidezne izkušnje, da bi uporabnik podal odgovor. 
Ocenjujemo, da ustno podajanje FMS ocene ni bistveno vplivalo na občutek prisotnosti 
udeležencev v igri, saj je podajanje FMS ocen ob velikih tablah bilo izvedeno kot del igre. Igra 
je z uporabo VRNQ vprašalnika tudi dosegala minimalne vrednosti glede zadostne kvalitete 
glede pomoči pri igranju. Pri intervjuju po zaključku eksperimenta, pa se tudi noben od 
udeležencev ni pritožil, da je vmesno podajanje FMS ocen, bilo kakorkoli moteče za 
uporabniško izkušnjo in občutek prisotnosti. 
Tudi VRNQ se je izkazal za primernega za ocenjevanje VR slabosti, kot tudi primernega za 
oceno zadostne kvalitete programske opreme. Na podlagi rezultatov smo priporočili uporabo 
SUDS, FMS in VRNQ vprašalnika v nadaljnjih študijah navidezne resničnosti. 
Za vrednotenje uporabniške izkušnje v sistemih navidezne resničnosti obstaja potreba po 
splošno sprejeti metodologiji, saj trenutno še ne obstaja uveljavljen in validiran vprašalnik za 
vrednotenje uporabniške izkušnje. V študijah smo pokazali primernost vprašalnika UEQ in 
njegove skrajšanje različice UEQ-S, ki v predhodnih študijah za oceno uporabniške izkušnje v 
sistemih navidezne resničnosti še nista bila uporabljena. Ocenjujemo, da bi UEQ in UEQ-S 
lahko postala uveljavljena tudi v sistemih navidezne resničnosti. Tudi VRNQ se je izkazal za 




Opaziti je precej višje povprečne rezultate subjektivne ocene VR slabosti v prvi študiji  
(Poglavje 2), kjer so si udeleženci pasivno ogledali 360-stopinske video posnetke na različnih 
VR prikazovalnikih, napram subjektivni oceni VR slabosti v tretji raziskavi (Poglavje 4), kjer so 
igrali 3D VR igro. Glede na študijo [126] vsebina vpliva na VR slabost, kjer se izkazalo, da je VR 
slabost pri igranju iger najvišja. Povprečna vrednost SSQ-T je v prvi študiju za vse VR 
prikazovalnike znašala 50,1, v drugi študiji pa je za vseh šest ponovitev igre povprečna 
vrednost SSQ-T znašala 26,9. Nižje vrednosti SSQ-T v drugi raziskavi lahko pripišemo 
naslednjim dejstvom:  
 Tehnologija: v drugi raziskavi je bila uporabljena novejša generacija VR prikazovalnika; 
 Način uporabe: v igri so bili uporabniki aktivni (interakcija in lokomocija), kar pri ogledu 
360-stopinjskih posnetkov niso bili; 
 Skrbno načrtovanje igre: upoštevali smo smernice za razvoj 3D VR iger in igro tudi 
optimizirali, da smo dosegli konstantno število slik na sekundo. 
Naše raziskave so pokazale primernost uporabe subjektivnih metod za vrednotenje VR slabosti 
in uporabniške izkušnje z vprašalniki SUDS, SSQ-D, FMS, VRNQ, UEQ in UEQ-S, in tako 
predstavljajo pomemben korak k cilju za uveljavitev teh subjektivnih metod v navidezni 
resničnosti in hitremu vrednotenju. Preverili smo tudi teorijo stacionarnih referenčnih 
okvirjev, in potrdili njihovo primernost za uporabo v sistemih navidezne resničnosti. Z uporabo 
SRO in njihovo vključitvijo v aplikacije in igre VR, se lahko za določene skupine uporabnikov 
zmanjša VR slabost. Pri implementaciji v VR aplikacijah priporočamo aktivacijo SRO kot 
posebno nastavitev, da si jih uporabniki lahko aktivirajo po potrebi. Ščit kape je z vidika razvoja 
VR aplikacij primernejši, saj se nahaja z zgornjem delu vidnega polja v perifernem vidu, in tako 
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Izvirni prispevki k znanosti 
Na podlagi rezultatov, ki so nastali v okviru disertacije, so izvirni prispevki z znanosti naslednji: 
1. Evalvacija in primerjava uveljavljenih metodologij za oceno slabosti in uporabniške 
izkušnje in njihove ustreznosti v sistemih navidezne resničnosti ter predlogi izboljšav 
oziroma optimizacije obstoječih metodologij 
 
Identificirali smo uveljavljene subjektivne metodologije, ki so se v preteklih študijah na 
področju navidezne resničnosti že uporabljale, in identificirali obstoječe, ki v navidezni 
resničnosti še niso bile uporabljene. Izvedli smo primerjavo [99], [100] in izvedli analizo  
ustreznosti metodologij. Za hitro oceno VR slabosti so primerni SUDS vprašalnik [99], FMS 
vprašalnik [100] in VRNQ vprašalnik (podskala VR slabost) [100]. Za vrednotenje uporabniške 
izkušnje sta primerna UEQ vprašalnik [99], njegova krajša različica UEQ-S [100] in VRNQ 
vprašalnik (podskala Uporabniška izkušnja). Simptomi dezorientacije so pri uporabi navidezne 
resničnosti najpogostejši in najizrazitejši, za vrednotenje VR slabosti se lahko samostojno 
uporabi le SSQ-D podskala SSQ vprašalnika [99]. 
2. Izdelava priporočil in hevristik za zagotavljanje dobre uporabniške izkušnje in 
zmanjševanja oziroma preprečevanja slabosti pri načrtovanju uporabniških 
vmesnikov in interakcij v sistemih navidezne resničnosti 
 
Stacionarni referenčni okvirji (SRO) so primerni za uporabo v navidezni resničnosti, ne vplivajo 
na uporabniško izkušnjo in učinkovitost igranja, SRO očala pa vplivajo na zmanjšanje VR 
slabosti za uporabnike, ki imajo že pretekle izkušnje s tehnologijami navidezne resničnosti. 
SRO očala so primernejša za uporabnike, ki nosijo korekcijska očala, ščit kape pa za 
uporabnike, ki očal ne nosijo [101].  








V povezavi z obravnavano tematiko doktorskega dela smo objavili naslednje pregledne in 
izvirne znanstvene prispevke. Prispevki so organizirani in navedeni v kronološkem vrstnem 
redu. Za lažjo umestitev v tematiko so podani tudi povzetki del. 
1. SOMRAK, Andrej, GUNA, Jože. Pregled naprav, tehnologij in področij uporabe 
navidezne, izboljšane in mešane resničnosti. V: ŽEMVA, Andrej (ur.), TROST, Andrej 
(ur.). Zbornik šestindvajsete mednarodne Elektrotehniške in računalniške konference 
ERK 2017 = Proceedings of the Twenty-sixth International Electrotechnical and 
Computer Science Conference ERK 2017, ERK 2017, Portorož, Slovenija, 25. - 26. 
september 2017, (Zbornik ... Elektrotehniške in računalniške konference ERK ..., ISSN 
2591-0442, 26). Ljubljana: IEEE, Slovenska sekcija IEEE. 2017, str. 126-129, ilustr. 
[COBISS.SI-ID 11824468] 
kategorija: 4D (Z); tip dela je verificiral OSICT 
točke: 10, št. avtorjev: 2 
Povzetek: V prispevku je predstavljen state-of-the art pregled naprav in tehnologij na področju 
navidezne resničnosti (angl. VR – Virtual Reality), izboljšane resničnosti (angl. AR – Augmented 
Reality) in mešane resničnosti (angl. MR – Mixed Reality). V zadnjih štirih letih se je na 
omenjenih področjih pojavilo veliko število izdelkov in proizvajalcev, medtem ko so vplivi 
dolgotrajne uporabe teh naprav v veliki meri še vedno neznani. Poleg tehnološke zrelosti in 
ekonomske upravičenosti, so vidiki uporabniške izkušnje, uporabnosti, dostopnosti in vpliva na 
zdravje, ključni za sprejetje tehnologij s strani uporabnikov. Osredotočili smo se na tehnološke 
probleme, ki jih moramo rešiti za zadovoljujočo uporabniško izkušnjo brez stranskih učinkov 
uporabe. 
Ključne besede: navidezna resničnost, izboljšana resničnost, mešana resničnost 
Abstract: We present a state-of-the art overview of devices and technologies in the area of 




technological issues which are needed to be overcome for satisfying the user experience with 
no adverse health effects. In the last four years a large number of products and manufacturers 
appeared in the field of those technologies. There is also growing areas of application of those 
technologies and a lot of research done for accessibility and adverse health effects. 
Keywords: virtual reality, augmented reality, mixed reality 
2. SOMRAK, Andrej, GUNA, Jože. Pregled naprav, tehnologij in področij uporabe 
navidezne, izboljšane in mešane resničnosti. Elektrotehniški vestnik, ISSN 0013-5852. 
[Slovenska tiskana izd.], 2018, letn. 85, št. 1/2, str. 54-61, ilustr. http://ev.fe.uni-
lj.si/1-2-2018/Somrak.pdf. [COBISS.SI-ID 12020308], [SNIP, WoS do 9. 12. 2018: št. 
citatov (TC): 1, čistih citatov (CI): 1, čistih citatov na avtorja (CIAu): 0.50, Scopus do 
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točke: 20, št. avtorjev: 2 
Povzetek: V prispevku je predstavljen state-of-the art pregled naprav in tehnologij na področju 
navidezne resničnosti (angl. VR – Virtual Reality), izboljšane resničnosti (angl. AR – Augmented 
Reality) in mešane resničnosti (angl. MR – Mixed Reality). V zadnjih štirih letih se je na 
omenjenih področjih pojavilo veliko število izdelkov in proizvajalcev, medtem ko so vplivi 
dolgotrajne uporabe teh naprav v veliki meri še vedno neznani. Poleg tehnološke zrelosti in 
ekonomske upravičenosti, so vidiki uporabniške izkušnje, uporabnosti, dostopnosti in vpliva na 
zdravje, ključni za sprejetje tehnologij s strani uporabnikov. Osredotočili smo se na tehnološke 
probleme, ki jih moramo rešiti za zadovoljujočo uporabniško izkušnjo brez stranskih učinkov 
uporabe. 
Ključne besede: virtual reality, augmented reality, mixed reality 
Abstract: We present a state-of-the art overview of devices and technologies in the area of 
Virtual Reality (VR), Augmented Reality (AR), and Mixed Reality (MR). In the last four years a 
large number of products and manufacturers appeared in thefield of these technologies while 
the effects of the prolonged use of these device are still largely unknown. Beside the 
technological maturity and economic viability, the aspects of user experience, usability, 




technological issues which are needed to be overcome for satisfying the user experience with 
no adverse health effects. 
Keywords: virtual reality, augmented reality, mixed reality 
3. SOMRAK, Andrej, HUMAR, Iztok, HOSSAIN, M. Shamim, ALHAMID, Mohammed F., 
HOSSAIN, M. Anwar, GUNA, Jože. Estimating VR sickness and user experience using 
different HMD technologies : an evaluation study. Future generation computer 
systems, ISSN 0167-739X. [Print ed.], 2019, vol. 94, str. 302-316, 
ilustr. https://www.sciencedirect.com/science/article/pii/S0167739X18325044, 
doi: 10.1016/j.future.2018.11.041. [COBISS.SI-ID 12274772], [JCR, SNIP, WoS do 2. 
12. 2020: št. citatov (TC): 10, čistih citatov (CI): 10, čistih citatov na avtorja (CIAu): 
1.67, Scopus do 29. 3. 2020: št. citatov (TC): 6, čistih citatov (CI): 6, čistih citatov na 
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kategorija: 1A1 (Z, A', A1/2); uvrstitev: SCI, Scopus, MBP; tip dela je verificiral OSICT 
točke: 27.72, št. avtorjev: 6 
Abstract: This paper presents results of a user study of the effects of virtual reality technology 
on VR Sickness and User Experience. In our study the participants watched two different 
panoramic (360) videos, one with relaxing content (beach clip) and second one with action 
content (roller coaster video clip). Videos were watched on four different head mounted 
displays (HMDs) and on the 2D television as a reference display. To assess VR Sickness 
discomfort levels, we have used the Simulator Sickness Questionnaire (SSQ), and for user 
experience the User Experience Questionnaire (UEQ) was used. For quick assessments of VR 
Sickness discomfort levels, we have also used Subjective Units of Distress Scale (SUDS). We 
have found a strong correlation between SUDS and total SSQ score and between total SSQ 
score and SSQ-D score. Shown negative correlation between VR Sickness discomfort levels 
(assessed by SSQ and UEQ Questionnaire), and user experience (assessed by UEQ 
Questionnaire), indicates that presence of VR Sickness symptoms affects the user experience. 






4. SOMRAK, Andrej, POGAČNIK, Matevž, GUNA, Jože. Suitability and comparison of 
questionnaires assessing virtual reality-induced symptoms and effects and user 
experience in virtual environments. Sensors, ISSN 1424-8220, Feb.-2 2021, iss. 4, 
1185, str. 1-24, ilustr. https://www.mdpi.com/1424-8220/21/4/1185, 
doi: 10.3390/s21041185. [COBISS.SI-ID 50903555], [JCR, SNIP] 
kategorija: 1A1 (Z, A', A1/2); uvrstitev: SCI, Scopus, MBP; tip dela še ni verificiran 
točke: 34.22, št. avtorjev: 3 
Abstract: Although virtual reality (VR) has already achieved technological maturity, there are 
still some significant drawbacks for technology acceptance and broader user adoption, 
presenting research challenges. Thus, there is a need for standard, reliable, and quick 
assessment tools for Virtual Reality-Induced Symptoms and Effects (VRISE) and user experience 
in VR Assessing VRISE and user experience could be time consuming, especially when using 
objective physiological measures. In this study, we have reviewed, compared, and performed 
a suitability assessment of existing standard measures for evaluating VRISE and user 
experience in VR We have developed a first-person VR game with different scenes and different 
conditions. For assessing VRISE symptoms, we have used the Simulator Sickness Questionnaire 
(SSQ) and Fast Motion Sickness Score (FMS). For assessing user experience, we have used the 
short version of the User Experience Questionnaire (UEQ-S). We have also used a novel Virtual 
Reality Neuro Science Questionnaire (VRNQ) for assessing VRISE and user experience aspects. 
The result has shown that FMS and VRNQ (VRISE section) are suitable for quick assessment of 
VRISE and that VRNQ (User experience section) is suitable for assessing user experience. The 
advantage of FMS and VRNQ questionnaires is that they are shorter to fulfill and easier to 
understand. FMS also enables to record the VRISE levels during the virtual experience and thus 
capturing its trend over time. Another advantage of the VRNQ is that it also provides the 
minimum and parsimonious cut-offs to appraise the suitability of VR software, which we have 
confirmed in our study to be adequate. 







5. SOMRAK, Andrej, POGAČNIK, Matevž, GUNA, Jože. Impact of different types of head-
centric rest-frames on VRISE and user experience in virtual environments. Applied 
sciences, ISSN 2076-3417, Feb.-2 2021, no. 4, 1593, str. 1-33, 
ilustr. https://www.mdpi.com/2076-3417/11/4/1593, doi: 10.3390/app11041593. 
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točke: 30.25, št. avtorjev: 3 
Abstract: This paper presents the results of a user study of the effects of different head-centric 
rest-frames on Virtual Reality-Induced Symptoms and Effects (VRISE) and user experience in 
virtual environments (VE). Participants played the custom-designed 3D game in two different 
game modes (high action and low action). For assessing VRISE levels, we have used the 
Simulator Sickness Questionnaire (SSQ) and Fast Motion Sickness Score (FMS). The presence 
was evaluated by SPES (Spatial Presence Experience Scale), and for the user experience, the 
short version of the User Experience Questionnaire (UEQ-S) was used. The results indicate that 
the usage of head-centric rest-frames negatively affected VRISE levels (more sickness) in the 
low action mode of the game. However, for the users experienced with VR technology, the 
VRISE disorientation symptoms were alleviated in a high action mode of the game with rest-
frames glasses. We have found no negative effect of rest-frames on user experience and 
presence, except for some negative impact when using rest-frame glasses in the low action 
mode of the game. No negative impact on the performance itself was observed. That means 
that usage of head-centric rest-frames is suitable for usage in VR applications. In terms of 
VRISE levels, we have found out that rest-frame glasses are more suitable for the wearers of 
the distance spectacles, and a baseball hat is more suitable for non-wearers of distance 
spectacles. 
Keywords: virtual reality, rest-frame, VRISE, VR sickness, cybersickness, user experience, 
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