We study a kind of better recurrence than Kolmogorov's one: periodicity recurrence, which corresponds periodic solutions in distribution for stochastic differential equations. On the basis of technique of upper and lower solutions and comparison principle, we obtain the existence of periodic solutions in distribution for stochastic differential equations (SDEs). Hence this provides an effective method how to study the periodicity of stochastic systems by analyzing deterministic ones. We also illustrate our results.
Introduction
This paper concerns a kind of better recurrence: periodicity recurrence, that is, periodic solutions in distribution of the following stochastic differential equation (SDE for short): dX(t) = f (t, X(t))dt + g(t, X(t))dB(t).
(1.1)
So far this has been yet paid rare attention relative to the existence of stationary solutions. It is well known that the existence problem of periodic solutions is one of center topics in the qualitative theory of deterministic differential equations for its significance in the physical science [15] . There has been a large amount of work (see for example [4, 8, 27] and the references therein). However, for SDEs, the existence of periodic solutions is thought to be a challenging problem. Certainly, periodic solutions of a deterministic system are not always persistent under diffusion. Naturally, one asks when this better periodicity persists for stochastic systems; more precisely, when the ordinary differential equation (ODE for short) dX = f (t, X)dt has periodic solutions, does SDE (1.1) still admit periodic solutions in distribution?
Preliminary
Throughout the paper, let (Ω, {F t } t≥0 , P ) be a complete probability space with a filtration {F t } t≥0 satisfying the usual conditions (i.e. it is right continuous and F 0 contains all P -null sets). L 2 (P, R n ) stands for the space of all R n -valued random variables X such that E|X| 2 = Ω |X| 2 dP < ∞. For X ∈ L 2 (P, R n ), let X 2 := Ω |X| 2 dP 1/2 . Then L 2 (P, R n ) is a Hilbert space equipped with the norm · 2 . For an R n -valued random process X = {X(t) : t ∈ [0, K]}, if sup t∈[0,K] X(t) 2 < ∞, then X is L 2 -bounded, where K is a positive constant. Then the set of L 2 -bounded stochastic processes is a Banach space. Let L 2 Ft ([0, K]; R n ) denote the family of all F t -measurable C 1 ([0, K]; R n )-valued random variables X such that sup t∈[0,K] X 2 < ∞. If X(k 1 ) and X(k 2 ) are equal in distribution, we denote it by X(k 1 ) d = X(k 2 ), where k 1 , k 2 are two constants. For two vectors x = (x 1 , x 2 , · · · , x l ), y = (y 1 , y 2 , · · · , y l ), we say x < y (or x ≤ y) if x i < y i (or x i ≤ y i ), i = 1, 2, · · · , l. a ∧ b denotes min{a, b}.
Consider the system
1)
where h : [0, θ] × R l → R l is a continuous function.
We recall the conception about upper and lower solutions for (2.1):
Definition 2.1.
[2] C 1 -functions α, β : [0, θ] → R l are said to be a strictly lower solution and a strictly upper solution of system (2.1), respectively, if α(t) < β(t) for t ∈ [0, θ] and
For settings bolow, we give the following function [3] :
Scalar SDEs
Consider the following scalar SDE
where B(t) is a one dimensional Gaussian process with values in R which is F t -adapted. Assume the drift term and the diffusion term f, g : R + × R → R are continuous and satisfy H :
where θ, M and L are positive constants, α(t), β(t) are strictly lower and upper solutions of system x ′ = f (t, x) defined by Definition 2.1. We need a stochastic version of comparable principles, which is a key for our arguments. For this, define two SDEs by
with initial valuesα(0) = α(0) + ξ andβ(0) = β(0) − ξ, respectively and t ∈ [0, θ], where α(t), β(t) are defined by Definition 2.1 with h(t, x) = f (t, x), ξ > 0 is a sufficiently small constant. Then there are solutionsα(t),β(t) for t ∈ [0, θ], which have the following property. 
Proof. We only need to proveα(t) ≥ α(t) a.s. The proof ofβ(t) ≤ β(t) a.s. is similar. Since
We need to show that τ > θ. Let m 0 be a positive integer such thatα(0) − α(0) ≥ 1 m 0 . For each integer m ≥ m 0 , define the stopping time 
Hence there is an integer m 1 ≥ m 0 such that
Then
Multiplying I {τm≤γ} on the both side of it and taking expectation yield
Note that the left side
while the right side
Letting m → ∞ leads to a contradiction that 0 ≥ ζξe −M γ > 0. Therefore we must have τ ∞ > θ a.s. As to the resultα(t) ≤β(t), t ∈ [0, θ] a.s., it is obviously true through comparison theorem for stochastic differential equations under the second condition in H. This completes the proof.
The following is the first main result about periodic solutions:
is satisfied, and assume there are strictly lower and upper solutions α and β of system x ′ = f (t, x) with α < β. Then there exist monotone sequences {α n (t)}, {β n (t)} with α 0 =α, β 0 =β and functions a(t), b(t) such that lim n→∞α n (t) = a(t), lim n→∞β n (t) = b(t) and
Therefore, there is a θ−periodic solution x * (t) in distribution of system (3.1).
Proof. To prove the first result of this theorem, we divide it into three steps.
• Step 1: Construct an auxiliary equation, and prove that it has a unique solution.
• Step 2: From Step 1, we define a mapping, and show it has two order properties.
• Step 3: From Step 2, we can find monotone sequences, and so the result holds.
Step 1: Consider the following equation
It is easy to see that 
This together with Gronwall's inequality implies that
DefineT u(0) = T u(θ). Noting thatα(0) ≤α(θ),β(0) ≥β(θ) and by Lemma 3.1 we haveT :
, we know thatT is contract. Therefore, according to Banach's contraction principle, there is a γ * , such thatα(t) ≤
The mapping A is continuous. In fact, for any η 1 , η 2 ∈ [α,β] and η 1 − η 2 2 < ǫ, then
It is easy to see the result is true through Gronwall's inequality. Moreover A satisfies
(ii) for η 1 , η 2 ∈ [α,β], η 1 ≤ η 2 a.s. implies Aη 1 ≤ Aη 2 a.s., i.e., the mapping A possesses a monotone property on the segment [α,β].
To prove (i), let ε n > 0 be a strictly decreasing sequence with lim n→∞ ε n = 0. Define f εn
with the same initial value as the initial value ofα(t). Obviously,
Comparison theorems and (3.5) imply that
We can show that lim
For this, letα
We need to show thatα 0 (t) =α(t) a.s. for t ∈ [0, θ], which reduce to check thatα 0 (t) satisfies (3.2) according to the uniqueness of the strong solution.
For this aim, we first prove thatα n0 (t) converges toα
Applying Gronwall's inequality yields
The property of ε n tells us that there is an N 1 > 0 that for n ≥ N 1 ,
In view of the well-known Borel-Cantelli lemma, one sees that for almost all ω ∈ Ω sup 0≤s≤θ
It tells us that there exists an N 2 (ω) ≥ N 1 , for all ω ∈ Ω excluding a P -null set, for which (3.10) holds whenever n ≥ N 2 . Consequently,α n0 (t) uniformly converges toα 0 (t) andα 0 (t) is continuous on [0, θ] a.s. Define
In terms of (3.7) and Lebesgue dominated convergence theorem, we have Note that lim
Therefore, (3.6) is true. It tells us that for ς = 1 2 min
Sinceα 0 (t) is a modification of the solutionα(t) andα n0 (t) uniformly converges toα 0 (t), then in order to verify thatα ≤ A(α) a.s., (3.12) we only need to prove thatα n0 ≤ A(α n0 ) a.s. for n >Ñ 0 .
For this, set A(α n0 ) =α n1 , whereα n1 is the unique solution of (3.4) with η =α n0 . That is
Define the stopping time
Obviously, τ α ≤ θ. In order to verify the conclusion, we have to show that
For this purpose, let
It is easy to see that Z nα (t, ω) is F t -adapted and its sample path is continuous. Then κ α is a F tstopping time.
We claim that κ α > τ α on {τ α < θ}. From the definition of κ α , we know that κ α ≥ τ α and
Hence if we show that the case κ α = τ α is impossible, then (3.15) is true.
This together with (3.11) and the hypothesis H for f implies
on {τ α < θ} for n >Ñ 0 , which contradicts (3.16). Hence (3.15) holds. Therefore, it can be seen that
Now we can show that (3.14) is ture. If not, assume that for some N P (B) P ({τ α < θ}) > 0.
Since Y nα (t) is a continuous semimartingale [22] , applying Itô's formula yields
where ϕ ǫ (y) is defined by (2.2). Note that E[∆ 2 |F τα ] = 0. This together with the fact that I B is F τα -measurable (see Lemma 1.2.16 in [12] ) implies that
Multiplying both sides of (3.18) by the indicator function I B , and then taking expectation, we obtain
Letting ǫ → 0 yields
, n >Ñ 0 , the last inequality is by
which tells us thatα
for every t ≥ 0, n >Ñ 0 on B. It follows from the continuity ofα n0 (t),α n1 (t) that
on B. This contradicts (3.13) , which shows that (3.14) holds. Hence we have P ({τ α = θ}) = 1. Therefore
Similarly, we can proveβ ≥ A(β) a.s. To prove (ii), suppose that u 1 = A(η 1 ) and u 2 = A(η 2 ). In order to get u 2 ≥ u 1 a.s., we consider the auxiliary system:
with initial value u n1 (0) = u 1 (0), where ε n is defined as previous.
It is clear that τ u ≤ θ. In order to verify the conclusion, we have to show that
where Z nu (t, ω) is F t -adapted and it is continuous for a fixed ω. Hence κ u is an F t stopping time.
We claim that
By the definition of κ u , we know that κ u ≥ τ u and
Then in order to prove (3.22), we only need to prove that the case κ u = τ u is impossible. If not, 
on {τ u < θ}. Now we prove (3.21). If not,
By Itô's formula, we get
It is easy to verify that
Multiplied by the indicator function I C to the both sides of (3.25), and then taking expectation, we obtain
where the last but one inequality holds by Y − nu (s) ≤ 0 and f (s,
which tells us that
for every t ≥ 0 on C. It follows from the continuity of u n1 (t), u 2 (t) that
on C. This contradicts (3.20) , which shows P (C) = P ({τ u < θ}) = 0. Hence we have P ({τ u = θ}) = 1. Therefore
On the other hand, from (3.19) and stochastic comparison theorem, we have
Define lim n→∞ u n1 (t) ũ 1 (t) a.s. for all t ≥ 0.
As in the previous proof, we can show that u n1 (t) uniformly converges toũ 1 (t) on t ∈ [0, T ] a.s. as n → ∞. And thusũ 1 (t) satisfies
with initial valueũ 1 (0) = u 1 (0). Therefore, by the uniqueness of strong solutions we get thatũ 1 (t) is a modification of the solution u 1 (t). Consequently
A(η 1 ) ≤ A(η 2 ) a.s.
Step 3: It is now easy to define the sequences {α n (t)}, {β n (t)} withα =α 0 ,β =β 0 such that α n = A(α n−1 ),β n = A(β n−1 ), we can concludẽ α =α 0 ≤α 1 ≤ · · · ≤α n ≤β n ≤ · · · ≤β 1 ≤β 0 =β a.s.
Using the monotone convergence theorem yields lim n→∞α n (t) = a(t), lim n→∞β n (t) = b(t) uniformly a.s. This implies that
Therefore, there is a solution x * 0 (t) ∈ [a(t), b(t)] of system 
and
Reaping this process, we can obtain a sequence {x *
. Obviously, they are the same in distribution. Therefore, by the uniqueness, x * (t)
x * k (t), t ∈ [kθ, (k + 1)θ], k ∈ Z is the solution of system (3.1), and it is θ−periodic in distribution.
Multi-dimensional SDEs
Consider the following d-dimensional SDE dX(t) = (t, X(t))dt + (t, X(t))dB(t),
where X(t) = (X 1 (t), X 2 (t), · · · , X d (t)) ⊤ , B(t) = (B 1 (t), B 2 (t), · · · , B r (t)) ⊤ is an r-dimensional F tadapted Gaussian process with values in R r , and B 1 (t), B 2 (t), · · · , B r (t) are mutually independent. Assume the drift term and the diffusion term : 
where θ, M and L are positive constants, α(t), β(t) are defined by Definition 2.1 with h(t, x) = (t, x). Define two SDEs by
ij (t,β(t))dB j (t) := 2i (t,β(t))dt + r j=1 ij (t,β(t))dB j (t), i = 1, 2, · · · , d with initial valuesᾱ(0) = α(0) + ζ andβ(0) = β(0) − ζ, respectively and t ∈ [0, θ], whereᾱ(t) = (ᾱ 1 (t),ᾱ 2 (t), · · · ,ᾱ d (t)) ⊤ ,β(t) = (β 1 (t),β 2 (t), · · · ,β d (t)) ⊤ and α(t), β(t) are defined by Definition 2.1 with h(t, x) = (t, x), ζ ∈ R d + and ζ is sufficiently small (here · is the general Euclidean norm). As the same argument as in Section 3, we can obtain the following results. 
We now state the second main result as follows: α =ᾱ 0 ≤ᾱ 1 ≤ · · · ≤ᾱ n ≤ a ≤ u ≤ b ≤β n ≤ · · · ≤β 1 ≤β 0 =β on [0, θ], where u is a solution of system (4.1) such thatᾱ(t) ≤ u(t) ≤β(t) on [0, θ] a.s., and u(0) d = u(θ). Therefore, there is a θ−periodic solution in distribution of system (4.1).
Applications
In this section, we give some examples to illustrate our results developed in this paper.
Example 5.1. Consider the following scalar SDE: dx = −a(t)x 2n+1 + 2n i=1 a i (t)x i + e(t) dt + xdB(t).
(5.1)
Here a, a i , e : R → R are continuous 1−periodic functions (i = 1, 2, · · · , 2n) and a(t) ≥ σ > 0, B(t) is a one-dimensional Gaussian process. Let
Obviously, α(t) < β(t) for t ∈ [0, 1]. Besides, it is easy to check that α(0) ≤ α(1), β(0) ≥ β(1), and
when c is sufficiently large. Moreover, we have
= |x − y| −a(t) x 2n + x 2n−1 y + · · · + y 2n + Therefore, by Theorems 3.1, there is a 1-periodic solution x(t) in distribution of system (5.1).
Example 5.2. Consider the following d-dimensional SDE: dX = (−A(t)X + p(t)) dt + XdB(t),
where X = (x 1 , x 2 , · · · , x d ) ⊤ , B(t) = (B 1 (t), B 2 (t), · · · , B d (t)) are a d−dimensional Gaussian process, A = (a ij ) d×d : R → R d×d , p = (p 1 , p 2 , · · · , p d ) ⊤ : R → R d are continuous θ−periodic functions and satisfy a ij ≤ 0, i = j, a ii ≥ σ > 0, i, j = 1, 2, · · · , d, a ii ≥ − j =i a ij , i = 1, 2, · · · , d.
Set α(t) = −c(1, 1, · · · , 1) ⊤ , β(t) = −α(t), t ∈ [0, θ], c ≫ 1.
Obviously, α(t) < β(t) for t ∈ [0, θ], and α(0) ≤ α(1), β(0) ≥ β(1). Besides, it is easy to check that α ′ = (0, 0, · · · , 0) ⊤ < (t, α) = for c sufficiently large. Moreover, we have for any α ≤ Y ≤ X ≤ β, t ∈ [0, θ],
a ij (x j − y j ) ≥ −a ii (x i − y i ), i = 1, 2, · · · , d, and for any X, Y ∈ [α, β], t ∈ [0, θ],
{ A(t) }. Therefore, by Theorems 4.1, there is a θ-periodic solution X(t) in distribution of system (5.1).
