We present a quantitative investigation of strong-field, short-pulse nondipole dynamics in lasermatter interactions. We find excellent agreement between ab initio numerical and analytic results obtained using the Magnus expansion. We show that in the short-pulse limit, the dominant nondipole effect is a shift of the entire wavefunction in the propagation direction. The relative importance of nondipole to dipole effects depends on the displacement imparted to a free classical electron, and it is controllable by varying the carrier-envelope phase.
The dipole approximation for the description of the radiation-matter interaction assumes that the spatial variation of the field can be neglected across the extend of the atomic and molecular orbitals [1] . Theoretically, the expansion of the spatial part of the light propagation factor exp(−i(ωt − k · r)) = exp(iωt)(1 + ik · r + . . . ) is truncated to unity, with k the wave vector of light, and r the position of the electron. In the soft X-ray regime the dipole approximation breaks down and the first-order ik · r nondipole term has to be considered [2] . Generally, the breakdown of the dipole approximation depends on the state probed, and extended excited states will feel nondipole effects at much longer wavelengths. The understanding of nondipole effects is made topical by the progress in attoscience [3] and few-cycle laser technology [4] which also adds a new perspective: As previously conjectured by numerical studies [5] [6] [7] , intense few-cycle pulses lead to nondipole effects induced by the diamagnetic term, that correspond classically to a shift in propagation direction. To date, however, there is no analytic quantum theory which quantifies those effects.
In this Letter, we include nondipole effects in an analytic theory based on the Magnus expansion [8] [9] [10] of the time-evolution operator (TEO). We confirm the theory by comparison with state-of-the-art ab initio calculations [5] . In particular, we study the nondipole effects starting from low-lying Rydberg states subjected to realistic 400 nm, few-cycle pulses of moderate intensity. We show that the relative importance of nondipole effects is maximal for pulses which do not induce a net displacement to a classical electron (α(
, where E(t) is the electric field of the pulse, and T the pulse duration), i.e., zero-displacement (ZD) pulses. The ZD/non-ZD character of the pulse can be controlled by varying the carrier-envelope phase (CEP). Recent progress in wavepacket formation and control [11] , in combination with the present work, paves the way for controllable nondipole induced wavepacket shifting, including ultrafast, efficient population transfer.
The Hamiltonian for an electron in a potential V (r) and an electromagnetic field propagating in the xdirection reads in the velocity gauge
. By transforming H VG (t) [12] , and discarding terms that are unimportant in the high-frequency, strong-field regime, the Hamiltonian is obtained in the Kramers-Henneberger (KH) frame [13] 
where H 0 = p 2 /2 + V (r) is the field-free Hamiltonian and W (r, α(t)) = V (r + α(t)) − V (r). The forms (1)-(2) are used in the following. We have checked against numerical calculations maintaining full retardation that errors are less than 1% at the highest peak field strengths considered here. We consider propagating pulses, i.e., pulses with T 0 dtE(t) = 0 (see [14] and Appendix A in [15] ). To avoid transformation of the wavefunction (WF) at the end of the pulse [8, 14] , we use (1) for non-ZD and (2) for ZD pulses. The ZD/non-ZD distinction is crucial for the pulses considered here but, if pulses contain more than, say ∼ 5 cycles, there is limited effect of changing the CEP and all pulses are essentially of the ZD type; this is easily seen by integrating a typical waveform twice w.r.t. time.
We solve the time-dependent Schrödinger equation which can be expressed in terms of the TEO as |Ψ(t) = U (t, 0)|Ψ(0) , with i∂ t U (t, 0) = H(t)U (t, 0), and U (0, 0) = 1. In addition to the full numerical solution, obtained using our code including retardation [5] , we employ an approach based on the Magnus expansion of U (t, 0) [10] . The Magnus expansion of U (t, 0) reads
where H(t) refers to (1) or (2) . The first term in (3) is the first-order and the second is the second-order Magnus approximation term. We aim to include the dominant dipole and nondipole terms, preserving the simplicity of the approach. In the dipole case, this approach was shown to be very accurate in the limit of short times with respect to characteristic electronic times in the initial state [9] . In this case the dominant terms in pulse duration T (e.g.,
is of first order and T 0 dtA(t) is of second order in T ) are included. These terms emerge from the first Magnus term and are linear in peak electric field E 0 . Here we include nondipole effects. In the Magnus expansion formalism the dominant nondipole effects emerge from the second Magnus approximation term in (3) . It can be shown that the truncated TEO is an exponential whose argument is a sum of three terms: (i) H 0 T , (ii) D(T ) summarizing the dipole and (iii) N (T ) for nondipole effects [16] . Applying the strategy of symmetric splitting of the term H 0 T , we obtain the approximate TEO
The forms of D(T ) and N (T ) are discussed below.
The form of the dipole operator D(T ) in (4) depends on whether we consider ZD or non-ZD pulses. For non-ZD pulses, the dominant effect is the displacement of the free classical electron α(T ) at the end of the pulse, and [8, 9] . On the other hand, for ZD pulses, α(T ) = 0, and we employ the first Magnus approximation without expanding V (r + α(t)) in order of α to obtain
dtW (r, α(t)). Note that this term contains higher orders in peak electric field E 0 and pulse duration T , not only the dominant E 0 T 3 . Consequently, at the end of the pulse, in the non-ZD case the initial WF is shifted in the polarization direction, while for ZD pulses the WF is left at the origin, and the main contribution to the TEO comes from the potential. Therefore these cases result in different behavior in the limit of very large field strengths. For non-ZD pulses increasing pulse amplitude eventually leads to 100% ionization since the electron is pushed away from the nucleus. On the other hand, for ZD pulses the atom 'stabilizes' against ionization [17] .
The consideration of nondipole effects involves nondipole terms in the Hamiltonians (1)-(2) which are both linear and quadratic in E 0 . As discussed above, the nondipole effects emerge in the second-order Magnus approximation. The first type is related to the (x/c)E(t) · p term in (1). Inspecting the common limit of the Magnus approximation and the pertubation theory it can be shown that this effect reduces exactly to the perturbative expression including the term ik · r [16] . The second type of nondipole effect dominates and is related to the diamagnetic term A(t) · E(t)x/c. In the second Magnus approximation the diamagnetic term yields the operator
where e x is a unit vector in propagation direction. We note that the above operator is invariant whether the pulse is of the ZD type or not, and it is proportional to E 2 0 T 3 /c. The operator (5) represents shifting of the electron WF in the propagation direction by ∆r. This shift, which increases monotonically during the pulse, corresponds to the displacement of a free classical electron caused by the magnetic field component of the laser pulse [6] . Comparing with exact numerical calculations we found that in the intense, short-pulse limit the shifting of the WF in the propagation direction dominates over ik · r propagation effects by several orders of magnitude in transition probabilities [16] .
In the case of non-ZD pulses, we see from (4) that the short-pulse dynamics in the nondipole case can be reduced to a shifting of the WF in both the polarization and the propagation direction and then a final field-free propagation represented by U 0 (T, T /2). The relative importance of the nondipole effects can be assessed by the ratio of the shift in the propagation to the shift in polarization direction, which is proportional to E 0 T /c. This factor is small for all but superstrong fields in the short-time limit, and for increasing pulse amplitude it becomes nonnegligible at field strengths at which the atom has almost completely ionized. We have verified this by performing explicit numerical calculations for one-cycle pulses. Since in the case of ZD pulses the atom is more resistant to excitation and ionization, the nondipole effects become comparable with the dipole ones at lower laser intensity than for the non-ZD pulses. Therefore in the following we consider this case [
In tightly-bound systems the observation of the nondipole effects of the type considered here would require very short pulses (∼asec) of very high intensity. Such pulses are currently unavailable, and we are led to the consideration of low-lying Rydberg states where the nondipole effects of interest show up at experimentally accessible laser parameters [3, 4] , and where the characteristic electronic times are comparable to the pulse duration, validating the Magnus approach. We consider a ZD pulse consisting of three half cycles of the electric field E(t) and formulated in KH frame as a half cycle in displacement inside a sine-square envelope, i.e., Fig. 1(a) ]. We choose the half-cycle duration in E(t) to correspond to radiation at 400 nm, and arrive at a pulse duration of T = 82.68 a.u. (∼2 fs). We consider in particular the circular state |n = 5, l = 4, m = 4 . This choice is additionally motivated by the fact that (i) transitions to lower-lying states are forbidden in the dipole approximation, (ii) the only experiment on the related topic of adiabatic stabilization was performed on the 5g circular state [18] , and (iii) the circular state possesses a distinctive doughnut-like geometry which clearly illustrates the shifting of the WF in the propagation direction [See insets in Fig. 1(b) and Fig 2] . Figure 1 (a) shows survival probability of |5, 4, 4 as a function of E 0 . The analytic approach (4) gives very good agreement with the numerical results. We note that the nondipole effects begin to play a role when the shift in the propagation direction is no longer negligible compared to the expectation value of the radius of the initial state r = [3n 2 − l(l + 1)]/2 [19] . By performing numerical calculations starting in the ground and a variety of lower-lying states, we have verified that the ratio of the nondipole shift and the expectation value of the radius of the initial state is a good measure for the relative importance of nondipole effects [16] .
The excitation probability as a function of E 0 is shown in Fig. 1(b) . Below we relate the peaks in the excitation probability to the shift of the initial WF in the propagation direction. The charge density of circular states forms a ring in the z = 0 plane and their maximum forms a circle. Therefore a significant transition probability may occur when a particular circular state is shifted to overlap with another state possessing a circular charge density. In Fig. 1(b) the excitation probabilities |5, 4, 4 → |6, 4, 4 and |5, 4, 4 → |6, 5, 5 are considered. Both excitation probabilities are substantial and are reproduced excellently using the TEO (4). As the field increases, the 'circle' of the initial state |5, 4, 4 of radius 20 a.u. shifts in the propagation direction and first overlaps with the state |6, 4, 4 (the radius of the circle maximum is 16.58 a.u.) at E 0 ≈ 0.16 a.u. [left inset in Fig. 1(b) ] and then with the state |6, 5, 5 of radius 30 a.u. at E 0 ≈ 0.3 a.u. [right inset in Fig. 1(b) ]. It can be seen from Fig. 1(b) that exactly at the points where the circles of maxima meet, the corresponding excitation probability peaks. For comparison, the corresponding transition probability to the state |6, 4, 4 obtained in the dipole approximation is shown in Fig. 1(b) (grey line). In this case, the transition probability has no longer a maximum at E 0 ≈ 0.16 a.u., reflecting the fact that the shifting of the WF is absent in the dipole approximation as the pulse is of ZD type. Although nondipole effects are substantial, as evident from the occupation probabilities in Fig. 1(b) , it can be seen from Fig. 1(c) that the ionization probability is kept below 0.1. In sum, ultrafast and efficient probability transfer to geometrically similar states through nondipole induced shifts occurs.
As a final proof of the appropriateness of (4) and the shift in propagation direction of the entire initial WF, we consider the modulus square of the WF in Fig. 2 . The WF at the end of the pulse with E 0 = 0.24 a.u. [ Fig. 2(a) ] is shifted by 6.8 a.u. (theory predicts 6.77), and the radius of the maximum is 27.5 a.u. as opposed to the radius of 20 a.u. of the initial state [shown in Fig. 2(c) ]. The increase of the radius with respect to the initial state is due to the action of the leftmost operator U 0 (T, T /2) of (4), i.e., the evolution of the WF in the field-free Hamiltonian H 0 . To 'undo' that evolution, the final WF is propagated backwards in time for an amount of T /2 = 41.34 a.u., the result is shown in Fig. 2(b) . The radius of the maximum of the WF is shrinked to 19.9 a.u. and, apart from the distortion at the origin, related to the operator splitting in (4) and depending on the azimuthal circulation of the initial state, the overall form of the wavepacket strongly resembles the initial WF in Fig. 2 (c) shifted by 6.8 a.u. in the propagation direction. Since the radius of the WF strongly depends on the backpropagation time, the recovery of the radius of the initial WF after exactly T /2, proves the adequacy of the symmetric splitting of H 0 T in (4) .
In summary, we have quantified the nonrelativistic, nondipole effects in the short-pulse limit. We have demonstrated that the dominant nondipole effect is a shift of the entire WF in the propagation direction. When the WF is shifted, a substantial population transfer to states with similar geometry occurs on a very short time scale. The relative importance of the nondipole effects depends strongly on the displacement that the laser pulse induces to a classical electron. The ZD pulse is particularly suitable to detect nondipole effects at lower laser intensities since, in this case, the dipole term initiates as little ionization as possible. Since the ZD/non-ZD character of the pulse is controllable by varying the CEP, the relative importance of nondipole effects could be controlled by varying the CEP. Our study has several other implications. First, using the approach developed here it can be shown that the second derivative of the dipole moment in the propagation direction is proportional to A(t)E(t)/c, which is in accord with the numerically observed emission of the second harmonic in propagation direction [20] . Second, predictions can be made on the nondipole effects for many-electron systems provided the pulses are sufficiently short so that their duration is comparable with the characteristic times of electrons in their initial states. For such situations, the nondipole effect will simply be the shift of the total many-electron WF in the propagation direction. Finally, the present analytical theory in combination with recent experimental progress [11] opens the way for studying dynamics with controllable nondipole effects using readily available moderately-strong few-cycle laser pulses. 
