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Abstract
We consider the 2D Navier–Stokes system, perturbed by a white in time random force, such that
sufficiently many of its Fourier modes are excited (e.g., all of them are). It is proved that the system
has a unique stationary measure and that all solutions exponentially fast converge in distribution to
this measure. The proof is based on the same ideas as in our previous works on equations perturbed
by random kicks. It applies to a large class of randomly forced PDEs with linear dissipation.  2002
Éditions scientifiques et médicales Elsevier SAS. All rights reserved.
1. Introduction
We consider the 2D Navier–Stokes (NS) system with random right-hand side:
u˙− νu+ (u · ∇)u+∇p = η(t, x), divu= 0, (1.1)
where x belongs to either a smooth bounded domain, and then the Dirichlet boundary
conditions are imposed, or to the two-dimensional torus T2, and then we assume that∫
udx ≡ ∫ η dx ≡ 0. We denote by H the corresponding L2-space of divergence free
vector fields and by {ej } the Hilbert basis of H formed by eigenvectors of the operator
L = −νΠ∆, where Π is the orthogonal projector to the space H (see, e.g., [3,20]). We
denote by αj the eigenvalues of L and by | · | the norm in H . Concerning the right-hand
side, we assume that either η is a kick-force
η(t, x)=
∞∑
k=−∞
ηk(x)δ(t − T k), ηk(x)=
∞∑
j=1
bj ξjkej (x), (1.2)
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where bj  0 are some constants such that
∑
b2j <∞ and {ξjk} are independent random
variables with k-independent distributions; or that the random force η is white in time:
η(t, x)= d
dt
N ′∑
j=1
bjβj (t)ej (x), N
′ ∞, (1.3)
where {βj } are independent standard Wiener processes, defined for t ∈R.
In the kick case (1.1), (1.2), the long-time behaviour of solutions u(t) ∈H is determined
by the values they take in points of the lattice TZ, and
u
(
(k + 1)T )= S(u(kT ))+ ηk+1, (1.4)
where the operator S :H →H is the time-T shift along trajectories of the free NS system.
The random dynamical system (RDS) (1.4) defines a Markov chain in H . A probability
Borel measure µ on H is called a stationary measure for (1.1), (1.2) if it is a stationary
measure for the Markov chain (1.4). Similarly, the white-forced Eq. (1.1), (1.3) defines
a Markov process in H , and a stationary measure of this process is called a stationary
measure of the NS system.
In [15], we assumed that the random variables ξjk in (1.2) are uniformly bounded,1 their
distributions satisfy some mild regularity assumptions, and
bj = 0, 1 j N, (1.5)
for a sufficiently large N . Under these assumptions, we used a Foias¸–Prodi type
reduction [10] of the NS system (1.1), (1.2) to a finite-dimensional random system with
delay to prove that the former has a unique stationary measure µ. This measure is
isomorphic to a 1D Gibbs measure, and
Ef
(
u(t)
)→ ∫
H
f (u)dµ(u) as t →∞, (1.6)
t ∈ TZ, for any bounded continuous function f and for any solution u of (1.1), (1.2).
That is, distributions of all solutions weakly converge to µ. So this measure comprises
asymptotic in time stochastic properties of solutions.
E, Mattingly, Sinai [8] and Bricmont et al. [1] used later the Foias¸–Prodi reduction
to prove that the NS system (1.1), (1.3), (1.5), where N  N ′ < ∞, has a unique
stationary measure µ. Moreover, it is proved in [1] that the convergence (1.6) holds and
is exponentially fast, provided that u(0) is a deterministic vector belonging to a subset
of H of full µ-measure. We note that Flandoli and Maslowski [9] and Mattingly [22]
proved earlier the uniqueness of a stationary measure for (1.1), (1.3) for the cases when
the force η is singular in x (namely, c j−1/2  bj  C j−3/8−ε , ε > 0) and is sufficiently
1 Equations with unbounded kick-forces were studied later in [17].
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small, respectively. (These restrictions on η are different from what we are interested in
our work.)
Next in [13,16] the authors and Piatnitski developed a coupling approach to study the
RDS (1.4) which allows to get a much shorter proof of the uniqueness and to show that the
convergence (1.6) is exponentially fast for all solutions. Independently similar results were
obtained by Masmoudi and Young in [25].
In [18] the first author used some ideas of L. Kantorovich to get a shorter version of
the coupling approach. Namely, it was shown in [18] that the transfer-operator of the
RDS (1.4), which sendsD(u(kT )) toD(u((k+1)T )) (D signifies distribution), determines
a contraction of a suitable Kantorovich type functional defined on pairs of measures.
Therefore the transfer-operator determines a contraction of the space of measures; so it
has a unique fixed point (the stationary measure), and the distributions of all solutions
converge to this measure exponentially fast.
In [23], Mattingly applied a coupling to (1.1), (1.3) with N ′ < ∞ and proved that
convergence (1.6) is exponential for all u(0). Unfortunately, we found it very difficult to
follow his arguments.
We also mention the papers [6,12], which are devoted to studying a class of randomly
perturbed parabolic problems with strong nonlinear dissipation, including the Ginzburg–
Landau equation.
In this work we show that the coupling approach from the works [13,16,18] applies
to the white-forced NS system. It implies the uniqueness of a stationary measure and the
exponentially fast convergence (1.6). More specifically, we fix a sufficiently large T and
replace (1.1), (1.3) by the embedded Markov chain
u
(
(k + 1)T )= ST (u(kT )), (1.7)
where the random operator ST :H → H is the time-T shift along trajectories of (1.1),
(1.3). It turns out that the RDS (1.7) is quite similar to (1.4), and it is possible to apply
the coupling approach in the form proposed in [18] to prove the uniqueness of a stationary
measure and convergence (1.6). Finally, we easily go back from (1.7) to (1.1), (1.3) and
obtain the following result:
Main Theorem. Suppose that, in (1.3), N ′ = ∞ and ∑αj b2j <∞. Then for any ν > 0
and B > 0 there is an integer N  0 such that if ∑b2j  B and (1.5) holds, then the
NS system (1.1), (1.3) has a unique stationary measure µ. Moreover, there are positive
constants C and σ (depending on ν and {bj }) such that, if u0 is any vector in H , u(t) is
a solution such that u(0) = u0, and f is a bounded Lipschitz function on H , satisfying
sup|f | 1 and Lip(f ) 1, then∣∣∣∣Ef (u(t))− ∫
H
f (u)dµ(u)
∣∣∣∣ C(1+ |u0|2)e−σ t .
The theorem means that, for any u0 ∈H , the distribution D(u(t)) converges to µ expo-
nentially fast in the Lipschitz-dual norm (see Section 3.3). As convergence in this norm is
equivalent to the weak convergence [5], for each u0 we have D(u(t)) ⇀ µ as t →∞.
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Since our approach to the randomly forced 2D NS system is heavily based on the Foias¸–
Prodi reduction, then we use essentially the assumption (1.5) (same is true for all other
works on the randomly forced NS system, written after [15] up to now). In this assumption
the number N grows as a negative degree of ν as ν → 0. Fortunately, since we allow
N ′ = ∞ in (1.3), the assumption is met for any ν > 0 if all bj ’s are non-zero. Because of
that, our theorem can be used to propose the following mathematical interpretation of the
problem of 2D-turbulence. Let us consider Eqs. (1.1), (1.3) such that bj = 0 for all j . Due
to the Main Theorem, for any positive ν the equation has a unique stationary measure µν .
Problem. What are limiting properties of the measures µν as ν → 0? In particular, do
these measures converge (in some “reasonable” sense) to a limiting measure?
See [7] and Section 5 in [18] for some related results. For discussions see [11].
Our proof of the Main Theorem does not use specifics of the NS system and apply to a
large class of randomly forced nonlinear PDEs with linear dissipation. Roughly, the proof
works if information, available on the equation, allows to prove that the equation, perturbed
by a time-independent force, has a finite-dimensional attractor. For discussion of nonlinear
PDEs with finite-dimensional attractors, see, e.g., [2].
Notations
Let {ej } be an orthonormal basis in H that is formed of the eigenvectors of the
operator L defined in Section 2.1 and let αj be the corresponding eigenvalues. We assume
that α1  α2  · · · . For any integer N  1, we denote by HN the subspace in H generated
by e1, . . . , eN and by H⊥N its orthogonal complement. Let PN and QN be the orthogonal
projections onto HN and H⊥N , respectively.
We set B0 = ∑j b2j , B1 = ∑j αj b2j , C0 = B0/α1, γ0 = α1/2bmax, and denote by
T(1), T(2), . . . ,C(1),C(2), etc. various positive constants which depend only on {bj }
and {αj }.
For a set A, Ac denotes its complement and IA stands for its indicator function. For a
random variable ξ , we denote by D(ξ) its distribution.
Let X be a Banach space and let J ⊂R be a closed interval. We shall use the following
functional spaces:
C(J ;X) is the space of continuous functions on J with range in X.
DT (J ;X), T > 0, is the space of continuous functions from the right maps from J to X
that are continuous outside the lattice TZ and have limits from the left at points of TZ.
L2(J ;X) is the space of Bochner-measurable functions f :J → X such that∫
J ‖f (t)‖2X dt <∞.
2. Preliminaries
In this section, we compile some known results on strong and weak solutions for the
Navier–Stokes (NS) equations (1.1). In what follows, to simplify the notations, we shall
assume that ν = 1.
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2.1. Strong and weak solutions
We rewrite the NS system (1.1) in the form
u˙+Lu+B(u,u)= η(t). (2.1)
Here u = u(t) ∈ H , L = −Π∆ and B(u,u) = Π(u,∇)u, where Π is the orthogonal
projection onto the space H . The right-hand side η is a white-noise force in H :
η(t)= ∂
∂t
ζ(t), ζ(t, x)=
∞∑
j=1
bjβj (t)ej (x).
Let us set V =H 1 ∩H , where H 1 is the Sobolev space of order 1, and denote by ‖ · ‖ the
norm in V and by V ∗ the adjoint space for V .
Definition 2.1. A random process u(t)= u(t, x;ω) in H defined on the half-line t  l and
progressively measurable with respect to the σ -algebrasFt generated by ζ(s), l  s  t , is
called a strong solution of Eq. (2.1) if the following two conditions hold with probability 1:
(i) For any T > l, the function u(t, x) belongs to L2(l, T ;V )∩C(l, T ;H).
(ii) For any t > l, we have:
u(t)+
t∫
l
(
Lu+B(u,u)) ds = u(l)+ ζ(t)− ζ(l),
where the left- and right-hand sides of this relation are regarded as elements of V ∗.
If, in addition, the process satisfies the initial condition:
u(l)= u0 ∈H, (2.2)
then it is called a strong solution of the problem (2.1), (2.2).
Definition 2.2. A random process u(t) = u(t;ω′) ∈ H , t  0, defined on a probability
space (Ω ′,F ′,P′) is called a weak solution of Eq. (2.1) if there is a process ζ ′(t)
defined on (Ω ′,F ′,P′) and distributed as ζ(t) such that u(t) is a strong solution of (2.1)
with η= ∂t ζ ′.
Weak and strong solutions for (2.1) and for (2.1), (2.2) with t ∈ [l, T ], l < T <∞, are
defined in a similar way.
It is well known that for any u0 ∈ H the problem (2.1), (2.2) has a unique strong
solution, defined for t  l (see [27, Chapter 10]).
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If J ⊂ R is a finite or infinite interval and u(t), t ∈ J , is a weak solution for (2.1),
then it will be convenient for us to replace the process ζ ′(t) (as in Definition 2.2) by a
process ζ ′T (t) such that its trajectories a.s. belong to the space DT (J ;V ) and
∂tζ
′(t)= ∂tζ ′T (t) for t ∈ J \ TZ almost surely,
where the derivatives of ζ ′ and ζ ′T are understood in the sense of distributions. Clearly, u is
a solution for (2.1) with η = ∂t ζ ′T on each interval [(k − 1)T , kT ] ∩ J , and the process ζ ′
can be easily recovered from ζ ′T . Abusing language, we shall say that u solves (2.1) with
η= ∂tζ ′T , or that ζ ′ is a right-hand side corresponding to u.
2.2. An exponential estimate for the growth of solutions
In this subsection we apply the classical supermartingale inequality to get an exponen-
tial bound for the probability of super-linear growth of solutions of the NS system. Our
arguments closely follow the proof of Lemma A.2 in [23].
Let u(t) be a weak solution for (2.1), satisfying the equation with η replaced by ∂tζ ′.
Let us denote by α1 the first eigenvalue of L and set bmax = maxj bj and
E(t)= ∣∣u(t)∣∣2 + t∫
0
∥∥u(s)∥∥2 ds, B0 = ∞∑
j=1
b2j ,
where | · | and ‖ · ‖ are the norms in the spaces H and V , respectively.
Lemma 2.3. For any T > 0, any integer k  1, and any ρ > 0, we have:
P
{
sup
(k−1)TtkT
(E(t)−B0t) ∣∣u(0)∣∣2 + ρ} e−γ0ρ, k  1, (2.3)
where γ0 = α1/(2b2max).
Proof. By Itô’s formula, we have:
∣∣u(t)∣∣2 + 2 t∫
0
∥∥u(s)∥∥2 ds = ∥∥u(0)∣∣2 +B0t + 2 t∫
0
(u, dζ ′). (2.4)
It follows that
E(t) = ∣∣u(0)∣∣2 +B0t + (Mt − γ0〈M〉t /2)−( t∫
0
∥∥u(s)∥∥2 ds − γ0〈M〉t /2)

∣∣u(0)∣∣2 +B0t + (Mt − γ0〈M〉t /2), (2.5)
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where we denoted by Mt the stochastic integral on the right-hand side of (2.4), by 〈M〉t its
quadratic variation, and used the inequality
γ0〈M〉t /2 = 2γ0
∞∑
j=1
b2j
t∫
0
u2j (s)ds  2γ0b2max
t∫
0
∣∣u(s)∣∣2 ds  t∫
0
∥∥u(s)∥∥2 ds.
Taking into account (2.5), we derive
P
{
sup
(k−1)TtkT
(E(t)−B0t)− ∣∣u(0)∣∣2  ρ}
 P
{
sup
(k−1)TtkT
(
Mt − γ0〈M〉t /2
)
 ρ
}
 P
{
sup
0tkT
exp
(
γ0Mt − γ 20 〈M〉t /2
)
 eγ0ρ
}
. (2.6)
We now note that exp(γ0Mt −γ 20 〈M〉t /2) is a supermartingale whose mean value does not
exceed 1. Therefore, by a classical supermantingale inequality (e.g., see Theorem VI.T1
in [24] or Theorem III.6.11 in [14]), the expression on the right-hand side of (2.6) can be
estimated by e−γ0ρ . The proof of (2.3) is complete. ✷
An obvious reformulation of Lemma 2.3 holds if u(s) is a weak solution of (2.1) for
s  l, l ∈R.
2.3. Estimates for pairs of solutions
Let u1(t, x) and u2(t, x) be two solutions of (2.1) that correspond to random initial
functions u01(x) and u
0
2(x), respectively. We set
U(t)= (u1(t), u2(t)), U0 = (u01, u02),
R(t)= ∣∣u1(t)∣∣2 + ∣∣u2(t)∣∣2, R0 =R(0),
and assume that ER0 <∞.
Lemma 2.4. For any t  0 we have:
ER(t) e−2α1tER0 +C0
(
1− e−2α1t), C0 = B0α1 . (2.7)
Proof. Applying Itô’s formula to R(t), taking the mean value, and using the inequality
‖u‖2  α1|u|2, we find that
ER(t)+ 2α1
t∫
0
ER(s)ds  ER0 + 2B0t .
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Application of the Gronwall inequality results in (2.7). ✷
Now let us assume that U0 is a non-random vector such that
R0  ρ0, ρ0  C0. (2.8)
Lemma 2.5. Let θ1  T1 := 12α1 ln
(
ρ0
C0
)
. Then P{R(θ1) 4C0} 12 .
Proof. Due to (2.8) and (2.7), we have ER(t) C0 + ρ0e−2α1t . If t  T1, then the right-
hand side of this inequality is no greater than 2C0. Therefore, applying the Chebyshev
inequality, we obtain the required inequality. ✷
We now assume that
B1 =
∞∑
j=1
αj b
2
j <∞. (2.9)
Lemma 2.6. Suppose that conditions (2.8) and (2.9) are satisfied. Then for any θ > 0 there
is a π = π(θ) > 0 not depending on ρ0 such that
P
{∣∣u1(θ2)∣∣∨ ∣∣u2(θ2)∣∣ θ} π(θ),
where
θ2  T2 := 12α1 lnρ0 +
2
α1
ln θ−1 + 1
2α1
ln(64C0). (2.10)
Proof. (1) Without loss of generality, we can assume that ζ(0) = 0. For any T > 0 and
δ > 0, we set
ΩT,δ =
{
ω ∈Ω : ∥∥ζ(t)∥∥ δ for 0 t  T }.
We claim that there is π0 = π0(T , δ) > 0 such that P
(
ΩT,δ
)
 π0. Indeed, for any integer
M  1, let us set ζM = PMζ and ζ⊥M = QMζ . It is clear that ω ∈ΩT,δ if the following two
inequalities hold:
sup
0tT
∥∥ζM(t)∥∥ δ/2, sup
0tT
∥∥ζ⊥M(t)∥∥ δ/2. (2.11)
The probability of the first event in (2.11) is no less than some π1(T , δ,M) > 0 due
to the classical properties of a finite-dimensional Wiener process. In view of the Doob–
Kolmogorov inequality (see [14,24]), the probability of the second event is bounded from
below by the expression:
π2(T , δ,M)= 1− 4δ−2E
∥∥ζ⊥M(T )∥∥2 = 1− 4T δ−2 ∞∑
j=M+1
αjb
2
j .
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Using (2.9), we can find an integer M =M(T, δ) such that π2  1/2. Since the events
in (2.11) are independent, we conclude that π0  π1π2  π1/2> 0.
(2) We now fix T > 0 and δ > 0 and consider a solution u(t, x) of (2.1) that corresponds
to some ω ∈ΩT,δ . Let us write u= ζ + v. Then v(t, x) satisfies the equation
v˙ +Lv +B(v + ζ, v+ ζ )=−Lζ(t). (2.12)
Since ‖ζ(t)‖ δ for 0 t  T , then taking the scalar product of (2.12) and 2v and using
the standard estimates for the cubic term (B(v + ζ, v + ζ ), v) (e.g., see [3]), we get
d
dt
|v|2 + 2‖v‖2  C1δ|v| ‖v‖ +C1δ2‖v‖2 + 2δ‖v‖, 0 t  T . (2.13)
Here C1 > 0 is a constant not depending on T , δ, and u. Assuming that 4C1δ2  1
and 4C21δ2  α1, we see that the right-hand side of (2.13) does not exceed 34‖v‖2+
α1
4 |v|2 + 4δ2. Using the inequality ‖v‖2  α1|v|2, we arrive at
d
dt
|v|2 + α1|v|2  4δ2.
The Gronwall inequality now gives |u(T )|2  e−α1T |u(0)|2 + 4α−11 δ2. Applying this
inequality to two solutions u1 and u2 whose initial conditions are such that R0  4C0,
we see that, with probability no less than π0, the following estimate holds:(∣∣u1(T )∣∣∨ ∣∣u2(T )∣∣)2  4α−11 (B0e−α1T + δ2). (2.14)
Let us take any θ > 0. Choosing T = T ′2 := (2/α1) lnθ−1 + (1/α1) ln(8C0) and
δ  θ
√
α1/8, we see that the expression on the right-hand side of (2.14) does not exceed θ2
with probability no less than π0 = π0(T ′2, δ). Combining this with Lemma 2.5 and setting
T2 = T1 + T ′2 and π = π0/2, we obtain the required assertion. ✷
Lemma 2.6 states that with a positive probability any two solutions of the NS
system (2.1) can be simultaneously pulled through a tiny neighbourhood of the origin.
Moreover, the probability can be chosen to be independent from the initial conditions
(cf. (5.16) in [15] and Lemma 3.1 in [16]).
3. Proof of the main theorem
In this section we show that the main theorem follows from the existence of a specific
coupling for solutions of the NS system.2 Namely, we use the coupling to establish
exponential decay of a Kantorovich type functional and then prove that this fact implies
the exponential convergence to a unique stationary measure.
2 That is, a coupling for their distributions in the space of trajectories. See [19] and appendix in [16] for some
basic results on the coupling.
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3.1. Coupling of solutions for the Navier–Stokes system
In this subsection, we use parameters T  1, ρ0  1, and N ∈N which will be specified
later. Let us fix an integer k  1. For any integer l, 0 l  k, we define Q0(l, k) as the set
of all quadruples of functions (u1(t), ζ1(t), u2(t), ζ2(t)), t ∈ Ik := [0, kT ], such that3
ui ∈H(Ik), ζi ∈DT (Ik,V )∩C
([lT , kT ];V ), i = 1,2, (3.1)∣∣u1(lT )∣∣∨ ∣∣u2(lT )∣∣ d, (3.2)
PNu1(t)= PNu2(t), QNζ1(t)= QNζ2(t), lT  t  kT , (3.3)
Ei (t, lT ) ρ + (B0 + 1)(t − lT ), lT  t  kT , i = 1,2. (3.4)
Here H(Ik) := C(Ik,H) ∩ L2(Ik,V ), d ∈ (0,1] and ρ > 0 are parameters that will be
defined in Theorem 3.1, and
Ei (t, s)= E(t, s)(ui) :=
∣∣ui(t)∣∣2 + t∫
s
∥∥ui(r)∥∥2 dr. (3.5)
To shorten notations, we shall often write Θi = (ui, ζi). Let Q(k) be the union of the sets
Q0(l, k), 0 l  k, and let
Q(l, k)=Q0(l, k) \Q0(l − 1, k), 0 l  k,
where Q(−1, k)= ∅. We set
S(k)= (H(Ik)×DT (Ik,V ))2∖Q(k),
where, for a Banach space X, we write X2 =X×X, and define
S+(k)=
{
(u1, ζ1, u2, ζ2) ∈ S(k): R(kT ) ρ0
}
, S−(k)= S(k) \ S+(k),
where R(t)= |u1(t)|2 + |u2(t)|2.
The sets Q(l, k) play crucial role in our construction of a coupling for solutions of the
NS system. Besides, the events defined by relations (3.4) are used to construct cut-offs
for (2.1) which we exploit to analyse the system. We note that similar cut-offs were used
earlier in [8].
Let u1(t) and u2(t), t ∈ [lT , kT ], be two weak solutions of (2.1) which satisfy (3.2),
(3.3), where u1(lT ) and u2(lT ) are non-random vectors. Then, due to Lemma 2.3, we
have
3 In the case l = k = 0, the second relation in (3.3) should be ignored.
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P
{Ei (t, lT ) ρ + (B0 + 1)(t − lT ) for some t ∈ [(r − 1)T , rT ]}
 e−γ0(ρ−d2+T (r−l−1)), (3.6)
since Ei (t, lT ) ρ + (B0 + 1)(t − lT ) implies that
Ei (t, lT )−B0(t − lT )
∣∣ui(lT )∣∣2 + (ρ − ∣∣ui(lT )∣∣2)+ T (r − l − 1),
and |ui(lT )|2  d2.
In the theorem below, ρ′  1 is a constant which depends only on {bj } and {αj };
for weak solutions ui and u˜i of the NS system (2.1), we denote the corresponding
right-hand side by η = ∂tζi and η˜ = ∂t ζ˜i , respectively. For i = 1,2 we abbreviate
Θ˜i (t) = (u˜i(t), ζ˜i (t)), Θi(t) = (ui(t), ζi(t)), and recall that the processes ζi and ζ˜i may
be discontinuous at the points of the lattice TZ; see discussion at the end of Section 3.1.
Finally, we set Θki = (Θi(t),0 t  kT ) and Θ˜k−1i = (Θ˜i (t),0 t  (k − 1)T ).
Theorem 3.1. For any ρ0  1 and ρ  ρ′ there are T (ρ,ρ0)  1 and d(ρ) ∈ (0,1]
such that for any T  T (ρ,ρ0) and d , 0 < d  d(ρ), and some appropriate constant
p0 = p0(d) > 0 the following assertion holds for any integer k  1. Let u˜1(t) and u˜2(t)
be two weak solutions of the NS system defined for t ∈ Ik−1 on a probability space
(Ω ′,F ′,P′). Then there is a probability space (Ωk,Fk,Pk) and weak solutions u1(t) and
u2(t) for the NS system defined on (Ω ′ ×Ωk,F ′ ×Fk,P′ × Pk) for t ∈ Ik such that
ui
(
t;ω′,ωk)= u˜i(t;ω′), t ∈ Ik−1,
ζi
(
t;ω′,ωk)= ζ˜i (t;ω′), t ∈ [0, (k− 1)T ), (3.7)
for i = 1,2 and all ω′ and ωk . Moreover, the assertions below are satisfied:
(i) For any l, 0 l  k − 1, we have:∫
Ω ′
I!Q(ω
′)Pk
{(
Θk1,Θ
k
2
)
/∈Q(l, k)}P′ (dω′)
 c e−γ0ρe−γ1T (k−l−1)P′
( !Q ), (3.8)
where !Q is the event {(Θ˜k−11 , Θ˜k−12 ) ∈Q(l, k − 1)}, and c= 1+ 8eγ0 , γ1 = γ0 ∧ 1.
(ii) If (Θ˜k−11 , Θ˜k−12 ) ∈ S+(k− 1), then
P
k
{(
Θk1,Θ
k
2
) ∈Q(k, k)} p0. (3.9)
(iii) The constant T (ρ,ρ0) can be represented in the form
T (ρ,ρ0)= C(1) lnρ0 +C(2)ρ +C(3), (3.10)
where the constants C(1), C(2), and C(3) depend only on {bj } and {αj }.
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Theorem 3.1 is proved below, in Section 4. To define the solutions u1 and u2, we
construct there an operator which assigns to each pair of continuous curves (u˜1, u˜2),
u˜i ∈ C(Ik−1;H), a pair of processes (U1(t;ωk),U2(t;ωk)), (k − 1)T  t  kT , formed
by weak solutions of (2.1) and equal to (u˜1, u˜2) for t = (k − 1)T . Next, if u˜1(t;ω) and
u˜2(t;ω) are weak solutions as in Theorem 3.1, then we define the solutions u1 and u2
by relations (3.7) for t ∈ Ik−1 and set ui = Ui(t;ωk, u˜1(·,ω′), u˜2(·,ω′)) for (k − 1)T 
t  kT . Denoting byµi the distribution in C((k−1)T , kT ;H) of a strong solution for (2.1)
that is equal to u˜i((k − 1)T ) for t = (k − 1)T , we clearly have:
D(Ui( · ; u˜1, u˜2))= µi, i = 1,2.
Hence, the pair (U1,U2) is a coupling for the measures (µ1,µ2). Thus, Theorem 3.1 is an
analogue of Lemma 3.2 from [16], which is the main lemma of that work, as well as of [18].
3.2. Exponential decay of a Kantorovich type functional
We now show that the above coupling theorem implies exponential convergence to zero
of a Kantorovich type functional, similar to that used in [18]. Our arguments in this subsec-
tion and in the next one are related to those used in the theory of Markov chains for proving
convergence to a stationary measure in the Kantorovich distance, cf. Section 14 in [4].
For any two curves Θ i = (ui(t), ζi (t), t ∈ Ik) ∈ H(Ik) × DT (Ik;V ), i = 1,2,
satisfying (3.1), we set:
fk(Θ)=
{( 1
2
)k−l for Θ ∈Q(l, k),
Rk := εR(kT )+ 2 for Θ ∈ S(k),
(3.11)
where Θ = (Θ1,Θ2), and ε ∈ (0,1] will be chosen later.
We wish to study evolution of the mean value for fk(Θk) in the case when
Θk = (Θk1,Θk2) is the pair of trajectories (Θ1(·),Θ2(·)), where Θi = (ui, ζi), and u1,
u2 are weak solutions for the NS system that are constructed by iterated application of
Theorem 3.1.
More precisely, let u01 and u
0
2 be two random variables with values in H such that
E |u0i |2 <∞, i = 1,2. Using Theorem 3.1 with k = 1 and u˜i = u0i , we construct a pair
of weak solutions (u1, u2) defined for 0  t  T and satisfying (3.8)–(3.9). Applying
Theorem 3.1 again, we “extend” these solutions to the interval [0,2T ], preserving
the above-mentioned properties. Continuing this process, we obtain a probability space
(Ω,F ,P) such that
Ω =Ω1 × · · · ×Ωk, F =F1 × · · · ×Fk, P= P1 × · · · × Pk, (3.12)
and a pair of weak solutions on (Ω,F ,P) that are defined for 0  t  kT and satisfy
(3.8)–(3.10).
We shall show that the mean value of fm(Θm) decays exponentially, provided that ρ0
and T are large enough. Namely, let us introduce the functional Fm(Θm)= Efm(Θm). We
have the following result:
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Theorem 3.2. Suppose that ρ0 > 0 and T  1 are sufficiently large and that weak solutions
u1(t) and u2(t), 0  t  kT , are constructed according to the above scheme. Then there
are ε > 0, A ∈ (0,1), and ρ > 1, not depending on the initial functions u01 and u02, such
that
Fm
(
Θm
)
 AFm−1
(
Θm−1
)
, 1m k. (3.13)
In particular, for any initial random variable u01 and u
0
2 with finite second moment we
have:
F0
(
Θ0
)
ER0  2+E
∣∣u01∣∣2 +E∣∣u02∣∣2,
and therefore iterated application of inequality (3.13) implies that
Fm
(
Θm
)
 Am
(
2+E∣∣u01∣∣2 +E∣∣u02∣∣2), 1m k. (3.14)
We shall show in fact that, if ρ0 > 0, ρ > 1 and T  T (ρ,ρ0) (see (3.10)) satisfy
conditions (3.29) below, then inequality (3.13) holds for some appropriate constants ε > 0
and A ∈ (0,1), depending on ρ0, ρ, and T .
Proof of Theorem 3.2. In what follows, we denote by T(1), T(2), . . . , ε(1), ε(2), etc. various
positive constants depending only on {bj } and {αj }. Let us introduce the events !S(m),!S+(m), !S−(m), !Q(l,m), and !Q(m), where !S(m) = {Θm ∈ S(m)}, and the other sets are
defined in a similar way. We note that these events depend only on ωm = (ω1, . . . ,ωm), so
they can be viewed as subsets of Ω1 × · · · ×Ωm.
We have
Fm
(
Θm
)= F ′m(Θm)+ m−1∑
l=0
F lm
(
Θm
)
,
where we set:
F ′m
(
Θm
)= E{I!S(m−1)fm(Θm)}, F lm(Θm)= E{I!Q(l,m−1)fm(Θm)}.
In view of the definition of fk (see (3.11)), the required inequality (3.13) will be established
if we show that
F ′m
(
Θm
)
 A E{I!S(m−1)Rm−1}, (3.15)
F lm
(
Θm
)
 A 2−(m−l−1)P
{!Q(l,m− 1)}, 0 l m− 1. (3.16)
Moreover, recalling relation (3.7) and the structure of the probability space (Ω,F ,P)
(see (3.12)), we see that, to prove (3.15), it suffices to verify that
E
mfm
(
Θm
)
 A fm−1
(
Θm−1
)= ARm−1. (3.17)
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Here Θm−1 is any non-random trajectory in S(m − 1) = S+(m − 1) ∪ S−(m − 1),
Θm|Im−1 =Θm−1, and for t ∈ [(m− 1)T ,mT ], Θm(t)= (u1, ζ1, u2, ζ2), where u1 and u2
are weak solutions for (2.1) depending on the random parameter ω ∈Ωm, while ζ1 and ζ2
are the corresponding right-hand sides.
(1) We first prove (3.17) in the case Θm−1 ∈ S+(m − 1). Since now Θm ∈ S(m) ∪
Q(m,m) for each ωm ∈Ωm, then we have:
E
mfm
(
Θm
) = Em{I!S(m)fm(Θm)}+Em{I!Q(m,m)fm(Θm)}
 Em{I!S(m)Rm} + Pm
{!Q(m,m)}
 Em{Rm} − Pm
{!Q(m,m)}, (3.18)
because I!S(m)Rm = (1− I!Q(m,m))Rm Rm − 2I!Q(m,m).
Let us estimate each term on the right-hand side of (3.18). Using Lemma 2.4 and the
fact that R((m− 1)T ) ρ0 for Θm−1 ∈ S+(m− 1), we derive
E
m{Rm} ε e−2α1T ρ0 + εC0 + 2. (3.19)
Furthermore, in view of (3.9), we have
P
m
{!Q(m,m)} p0. (3.20)
We now note that fm−1(Θm−1) 2 for Θm−1 ∈ S+(m− 1). Combining this with (3.19)
and (3.20), we see that inequality (3.17) holds if
ε
(
e−2α1T ρ0 +C0
)+ 2− p0  2A.
The latter is satisfied if we choose:
A  A1 := 1− p0/4, ε  ε1 := p02(ρ0e−2α1T +C0) . (3.21)
(2) Let us prove (3.17) for Θm−1 ∈ S−(m− 1). Lemma 2.4 implies that
E
mfm
(
Θm
)
 Em{Rm} ε e−2α1T R
(
(m− 1)T )+ εC0 + 2.
Taking into account the fact that R((m− 1)T ) ρ0 for Θm−1 ∈ S−(m− 1), we conclude
that inequality (3.17) with A = 3/4 holds if
ε  ε(2) := 43ρ0 − 8C0 , (3.22)
provided that e−2α1T  3/8, i.e., T  T(2), and ρ0 > 8C0/3.
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(3) It remains to establish (3.16). Abbreviating !Q(l,m− 1) to !Q, we note that
F lm
(
Θm
)
 2−(m−l)E{I!Q I!Q(l,m)} +E{I!Q I!S(m)Rm}
 2−(m−l)P
(!Q )+E{I!Q∩!S(m)Rm}. (3.23)
Let us denote the second term on the right-hand side of (3.23) by E. Then to prove (3.16)
with A = 3/4, we have to check that
E  2−(m−l+1)P
(!Q ). (3.24)
If P(!Q)= 0, then the inequality holds trivially. Assuming that P(!Q) = 0, we denote by!P
the conditional probability on !Q, !P(A) = P(!Q ∩ A)/P(!Q), and by F the σ -algebra of
measurable subsets of !Q. For t ∈ Jm = [(m − 1)T ,mT ] the processes u1(t) and u2(t)
(which are two out of the four components of Θm) depend on (ω,ωm) ∈ !Q × Ωm,
while increments of the processes ζ1 and ζ2 depend on ωm. For i = 1,2 and t ∈ Jm, let
us denote by F it the σ -algebra in !Q × Ωm generated by F and the random variables
ζi(s) − ζi((m − 1)T ), (m − 1)T  s  t . Then ui(t), t ∈ Jm, is a Markov process with
respect to the filtration {F it }. To estimate E, we introduce a Markov time σ i with respect
to F it , i = 1,2, by the formula
σ i = min{t ∈ Jm: Ei (t, lT ) ρ + (B0 + 1)(t − lT )},
where σ i =mT if the set {· · ·} is empty, and Ei (t, s) is defined by (3.5). For i = 1,2, we
have !Q∩!S(m)= Si1 ∪ Si2, where
Si1 := !Q∩
{
(m− 1)T  σ i < mT }, Si2 := !Q∩ {σ i =mT } ∩!S(m).
The sets Si1 and S
i
2 do not intersect, and therefore I!Q∩!S(m) = ISi1 + ISi2 . If ω ∈ S
i
2, then∣∣ui(mT )∣∣2 K ′lm = ρ + (B0 + 1)(m− l)T .
Hence, denoting by P̂ and Ê the probability and the expectation corresponding to the
probability space !Q×Ωm, we have:
Ê
{
ISi2
∣∣ui(mT )∣∣2}K ′lmP̂{Si2}. (3.25)
Furthermore, since Si1 belongs to Fσ i , then using the strong Markov property and
Lemma 2.4 with u1 = u2, we derive
Ê
{
ISi1
∣∣ui(mT )∣∣2}= Ê{ISi1Ê(∣∣ui(mT )∣∣2 ∣∣Fσ i )}KlmP̂{Si1}, (3.26)
where Klm =K ′lm + C02 . Due to (3.25) and (3.26), we have:
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E  (εKlm + 1)
(
P
(
S11
)+ P(S12)+ P(S21)+ P(S22))
= 2(εKlm + 1)P
( !Q∩!S(m))= (2εKlm + 2)P( !Q∩ !Q(l,m)c).
Therefore (3.24) holds if
(2εKlm + 2)P
( !Q∩ !Q(l,m)c) 2−(m−l+1)P(!Q ).
Since P(!Q∩ !Q(l,m)c) is equal to the left-hand side of (3.8), this relation is fulfilled if
c e−γ0ρe−γ1T (m−l−1)
((
2ρ + 2T (B0 + 1)(m− l)+C0
)
ε + 2) 2−(m−l+1).
Denoting m− l − 1= r , we rewrite this inequality as
c e−γ0ρe−r(γ1T−ln 2)
(
2ε
(
ρ + T (B0 + 1)(r + 1)
)+C0 + 2) 14 . (3.27)
Considering separately the cases r = 0 and r  1, we see that (3.27) holds for all r and any
T  (ln 2+ 1)/γ1 =: T(3) if
ρ  ρ(3) lnT , ε  ε(3). (3.28)
We have thus shown that the required inequalities (3.15) and (3.16) hold under
the conditions (3.21), (3.22), and (3.28). These conditions are compatible for any
T  T(2) ∨ T(3), provided that ρ0 is large enough. Indeed, since T  T(2), we have
e−2α1T  3/8. Therefore ε(2) < ε1 < ε(3) if ρ0  ρ0(p0). Choosing ε = ε1, we see that
the conditions above hold if A = A1 and
ρ0  ρ0(p0), T  T(2) ∨ T(3), ρ  ρ(3) lnT . (3.29)
It remains to note that these restrictions are consistent with the assumption T  T (ρ,ρ0),
where T (ρ,ρ0) is given in (3.10), if ρ and ρ0 are large enough. The proof of Theorem 3.2
is complete. ✷
3.3. Exponential convergence of the transition function
LetLα(H), α ∈ (0,1], be the space of real-valued bounded Hölder continuous functions
on H . We endow Lα(H) with the natural norm:
‖g‖Lα := sup
u∈H
∣∣g(u)∣∣+ sup
u =v
|g(u)− g(v)|
|u− v|α .
Let ‖ · ‖∗Lα be the dual norm on the space of signed measures on (H,B(H)):
‖µ‖∗Lα = sup
∣∣(µ,g)∣∣,
where the supremum is taken over all functions g ∈ Lα(H) such that ‖g‖Lα  1. In the
case α = 1 we shall omit the corresponding superscript.
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The space P(H) of probability Borel measures on H is complete with respect to the
distance defined by ‖ · ‖∗Lα . Indeed, in the case α = 1 this assertion is proved in [5]. In view
of the inclusion L(H)⊂ Lα(H)⊂ Cb(H) and the equivalence of the weak∗ convergence
and the topology defined by ‖ ·‖∗L (see [5]), the topologies for all metrics ‖ ·‖∗Lα , α ∈ (0,1],
coincide. This implies the required assertion.
We recall that Markov semigroups Pt :Cb(H) → Cb(H) and P∗t :P(H)→ P(H)
corresponding to the transition function Pt (u,Γ ) are given by the formulas
Pt f (u)=
∫
H
Pt (u, dv)f (v), P∗t µ(Γ )=
∫
H
Pt (v,Γ )µ(dv).
Let P2(H) be the set of measures µ ∈ P(H) with finite second moment m2(µ) :=∫
H
|u|2µ(du). We now use Theorems 3.1 and 3.2 to establish the following result:
Theorem 3.3. There are positive constants C and σ such that for any α ∈ (0,1] and any
initial measures λi ∈ P2(H), i = 1,2, we have:∥∥P∗t λ1 −P∗t λ2∥∥∗Lα  C(1+m2(λ1)+m2(λ2))e−ασ t , t  0. (3.30)
Moreover, there is a stationary measure µ ∈P2(H) such that∥∥P∗t λ−µ∥∥∗Lα  C(1+m2(λ))e−ασ t , t  0, λ ∈ P2(H). (3.31)
Corollary 3.4. For any u ∈H , α ∈ (0,1] and t  0 we have the inequality
‖Pt (u, ·)−µ‖∗Lα  C
(
1+ |u|2)e−ασ t ,
where the constants C and σ are defined in Theorem 3.3.
This assertion follows immediately from inequality (3.31) in which λ is the δ-measure
concentrated at the point u.
Corollary 3.5. The NS system has a unique stationary measure µ ∈P(H).
Indeed, the existence is established in Theorem 3.3. Furthermore, as is shown in [8], any
stationary measure has a finite second moment. Passing to the limit in (3.31) as t →∞,
we see that, if λ is a stationary measure, then it must coincide with µ.
Corollaries 3.4 and 3.5 imply the Main Theorem stated in the Introduction.
Proof of Theorem 3.3. The existence of a limiting measure and inequality (3.31) follow
easily from estimate (3.30) and the completeness of P(H) (cf. [16, Lemma 1.2]).
Therefore, we confine ourselves to the proof of (3.30).
Step 1. We fix arbitrary t > 0 and α ∈ (0,1]. Let k = k(t) be the smallest integer such
that t  kT , where T is the constant in Theorem 3.2, and let u0i , i = 1,2, be random
variables in H with distribution λi . We denote by u1(t) and u2(t), 0  t  kT , the weak
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solutions of the NS system as in Theorem 3.2. Inequality (3.30) will be proved if we show
that (cf. [16, Lemma 1.3])
p(t) := P{∣∣u1(t)− u2(t)∣∣>C1e−σ t} C1e−σ t(1+m2(λ1)+m2(λ2)), (3.32)
where C1 > 0 is a constant not depending on the initial functions.
Step 2. Let c ∈ (0,1) be such that lnA−1  (1−c) ln4, where A is the constant in (3.30).
We define the event:
!G(k)= {Θk = (Θk1,Θk2) ∈G(k)}, G(k)= [ck]⋃
l=0
Q(l, k),
where [s] denotes the integer part of s and Θki = ((ui(t), ζi(t)),0 t  kT ). Clearly,
p(t) P
(!G(k)c)+ P(!G(k)∩ {∣∣u1(t)− u2(t)∣∣>C1e−σ t}).
We shall show that
P
(!G(k)c) e−σ t (2+m2(λ1)+m2(λ2)), (3.33)
P
(!G(k)∩ {∣∣u1(t)− u2(t)∣∣>C1e−σ t})= 0, (3.34)
where C1 > 0 is sufficiently large. Then (3.32) would follow.
Step 3. We first prove (3.33). In view of (3.14) and the definition of the functional Fk ,
we have:
k∑
l=0
2l−kP
{
Θk ∈Q(l, k)}+ 2P{Θk ∈ S(k)} Ak(2+m2(λ1)+m2(λ2)). (3.35)
Since !G(k)c is contained in the event {Θk ∈ (⋃kl=[ck]+1Q(l, k)) ∪ S(k)}, it follows that
P
(!G(k)c)  e(lnA+(1−c) ln 2)k(2+m2(λ1)+m2(λ2))
 e−σkT
(
2+m2(λ1)+m2(λ2)
)
, (3.36)
where σ = (1− c)T −1 ln 2. Recalling that k  t/T , we see that (3.36) implies (3.33).
Step 4. It remains to establish (3.34). We claim that, if ω ∈ !G(k) and C1 is sufficiently
large, then ∣∣u1(t)− u2(t)∣∣ C1e−σ t . (3.37)
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Indeed, by the definition of the set G(k), if Θk ∈ G(k), then there is an integer l,
0 l  [ck], such that the relations (3.1)–(3.3) are satisfied and
s∫
lT
∥∥u1(r)∥∥2 dr  ρ + (B0 + 1)(s − lT ), lT  s  kT ,
where ζ1 and ζ2 are the right-hand sides corresponding to u1 and u2, respectively.
Therefore, in view of Proposition A.1 with M = σ , for u= u1 − u2 we have the estimate:∣∣u(t)∣∣= ∣∣w(t)∣∣ 2d exp(Cρ − σ(t − lT )), (3.38)
where w = QNu. We now note that lT  ckT  c(t + T ) and therefore t − lT 
(1−c)t−cT . Hence, |u(t)| 2deσc T+Cρe−σ(1−c)t . This coincides with inequality (3.37),
if we set C1 = 2deσc T+Cρ and re-denote σ = (1 − c)σ . The proof of Theorem 3.3 is
complete. ✷
When proving Theorem 3.3, we established the following assertion: there are positive
constants C1 and σ such that, for any t  0,
P
{∣∣u1(t)− u2(t)∣∣ C1e−σ t} 1−C1(1+m2(λ1)+m2(λ2))e−σ t . (3.39)
In particular, the processes u1(t) and u2(t) converge exponentially fast (as t →∞) in
probability. In fact, they converge almost surely as well. This result is important for some
applications, and we prove it now.
Iterating infinitely the construction described at the beginning of Section 3.2, we get
the process U(t) = (u1(t), u2(t)), t  0. Its components u1 and u2 are weak solutions
of (2.1) defined on the probability space Ω =Ω1 ×Ω2 × · · · . For m  1 we denote by
Πm :Ω→Ω1 ×Ω2 × · · · ×Ωm the natural projection and for 0 l m we set:
Ĝ(m)=Π−1m !G(m), Q̂(m)=
⋃
lm
Ĝ(r).
Then Q̂(0)⊂ Q̂(1)⊂ · · · and Q̂(m)c =⋃rm Ĝ(r)c. Due to (3.35),
P
(
Q̂(m)c
)
 CT σ e−σmT
(
1+m2(λ1)+m2(λ2)
)
.
Hence, Q̂ =⋃m Q̂(m) is an event of full measure. For ω ∈ Q̂ let m(ω) be the smallest
integer such that ω ∈ Q̂(m). Due to (3.38), for t  T ′ =m(ω)T we have inequality (3.37).
We have proved the following result:
Proposition 3.6. Let λ1 and λ2 be any two measures from P2(H). Then there exists a
random variable T ′  0 which is finite almost surely and weak solutions u1(t) and u2(t),
t  0 , of Eq. (2.1) such thatD(ui(0))= λi , i = 1,2, and inequality (3.37) holds for t  T ′.
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4. Proof of Theorem 3.1
4.1. Theorem on isomorphism
In this subsection, we show that the NS system is isomorphic (in an appropriate sense)
to an auxiliary problem with trivial dynamics in high Fourier modes. A similar result is
used in [15,17] in the case of a kick force.
Let us set
v = PNu, w = QNu, ϕ = PNζ, ψ = QNζ. (4.1)
Applying the projections PN and QN to the NS system (2.1), we write it in the following
equivalent form:
v˙ +Lv + PNB(v +w)= ϕ˙(t), (4.2)
w˙+Lw+QNB(v +w)= ψ˙(t), (4.3)
where B(u)= B(u,u). Let us supplement Eqs. (4.2), (4.3) with the initial conditions,
v(0)= v0, (4.4)
w(0)=w0, (4.5)
and fix an arbitrary T > 0. The theory of deterministic NS equations implies that for any
v0 ∈ HN , w0 ∈ H⊥N , ϕ ∈ C(0, T ;HN), and ψ ∈ C(0, T ;V ∩ H⊥N ) the problem (4.2)–
(4.5) has a unique solution (v,w), v ∈ C(0, T ;HN), w ∈ H⊥N(0, T ) := C(0, T ;H⊥N ) ∩
L2(0, T ;V ∩H⊥N ) (e.g., see [20]).
Let us now assume that v ∈ C(0, T ;HN) and ψ ∈ C(0, T ;V ∩ H⊥N ) are given
deterministic functions. In this case, we can regard (4.3) as an equation for w.
Lemma 4.1. For any v, ψ as above and any w0 ∈ H⊥N , the problem (4.3), (4.5) has a
unique solution w ∈H⊥N(0, T ), and the associated resolving operatorW : (v,ψ,w0) $→w
regarded as a map from C(0, T ;HN)×C(0, T ;V ∩H⊥N )×H⊥N toH⊥N(0, T ) is continuous.
Furthermore, the function w(t) does not depend on v(s) and ψ(s), s > t .
Proof. The proof is based on standard arguments, and therefore we only outline it. We seek
the solution in the form w = ψ + w′. Substitution of this expression into (4.3) and (4.5)
results in the following problem for the function w′:
w˙′ +Lw′ +QNB(v +ψ +w′)= 0, w′(0)=w0 −ψ(0).
The unique solvability of this problem and the continuity of the associated resolving
operator can be proved using well-known methods of the theory for deterministic NS
equations (e.g, see [20, Chapter I]). This implies the required assertion on unique
solvability of the original problem. The last statement of the lemma is obvious. ✷
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In what follows, we shall use the notations vt = (v(s), 0  s  t), ψ t = (ψ(s),
0 s  t), andWt (vt ,ψ t ,w0)=w(t), where w =W(v,ψ,w0).
Along with (4.2), (4.3), let us consider the system:
v˙ +Lv + PNB
(
v +Wt
(
vt ,at ,w
0))= ϕ˙(t), (4.6)
a˙ = ψ˙(t). (4.7)
We claim that for any v0 ∈HN and w0 ∈H⊥N the problem (4.6), (4.7), (4.4) has a unique
solution (v, a), v ∈ C(0, T ;HN), a ∈ C(0, T ;V ∩H⊥N ), such that
a(0)=ψ(0). (4.8)
Indeed, let us fix an arbitrary pair (v0,w0) ∈ HN ×H⊥N and denote by (v,w) the unique
solution of (4.2)–(4.5). It follows from the definition of the operator Wt that (v,ψ) is
a solution for (4.6)–(4.8), (4.4). This implies the existence of a solution. To prove the
uniqueness, assume that (v, a) is a solution of (4.6)–(4.8), (4.4). It follows from (4.7),
(4.8) that a(t)=ψ(t), and therefore the pair (v,w =Wt (vt ,ψ t ,w0)) satisfies (4.2)–(4.5).
So , by virtue of the uniqueness for the problem (4.2)–(4.5), the function v(t) is uniquely
defined.
The above arguments show that the systems (4.2), (4.3) and (4.6), (4.7) are equivalent.
Namely, let us fix w0 ∈H⊥N and introduce the operators:
Φ
(
w0; · ) : (v, a) $→ (v,Wt (vt ,at ,w0)), (4.9)
Ψ
(
w0; · ) : (v,w) $→ (v,ψ(0)+w(t)−w0 − t∫
0
(
Lw+QNB(v +w)
)
ds
)
. (4.10)
It is easy to see that the map Φ(w0) is continuous from the space C(0, T ;HN) ×
C(0, T ;V ∩H⊥N ) to C(0, T ;HN)×H⊥N(0, T ), and Ψ (w0) is continuous from the space
C(0, T ;HN)×L2(0, T ;V ∩H⊥N ) to C(0, T ;HN)×L2(0, T ;V ∗), where V ∗ is the adjoint
space for V . What has been said implies that (v, a) is a solution of (4.6)–(4.8), (4.4) if and
only if Φ(w0; v, a) satisfies (4.2)–(4.5) and that (v,w) is a solution of (4.2)–(4.5) if and
only if Ψ (w0; v,w) satisfies (4.6)–(4.8), (4.4).
The following theorem establishes the equivalence of the systems (4.2), (4.3) and (4.6),
(4.7) in the stochastic case. Its proof is an obvious consequence of the above-mentioned
properties of the operators Φ(w0) and Ψ (w0).
Theorem 4.2. Suppose that ϕ(t) and ψ(t) are the projections of the process ζ(t, x) to
the subspaces HN and H⊥N , respectively (see (4.1)). Then a pair of processes (v, a) is a
weak solution of the problem (4.6)–(4.8), (4.4) if and only if Φ(w0; v, a) is a weak solution
for (4.2)–(4.5). Similarly, the pair (v,w) is a weak solution of (4.2)–(4.5) if and only if
Ψ (w0; v,w) is a weak solution for (4.6)–(4.8), (4.4).
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4.2. General scheme for constructing a coupling
To explain the scheme, let us assume that, for i = 1,2 u˜i(t) is a weak solution for (2.1),
defined for −t˜  t  0 with some −t˜ < 0, and that ∂t ζ˜i(t) is the corresponding right-hand
side. For a fixed value of the random parameter, we denote u0i = u˜i(0) and ζ 0i = ζ˜i (0), i =
1,2. Below we construct a special pair of weak solutions for (2.1) with initial conditions
u01, u
0
2. They form a coupling for the pair of strong solutions with the same initial data.
Our construction depends on parameters θ ∈ (0,1] and θ2  T2(θ), where θ is chosen
in Section 4.4 and the function T2(θ) is defined in Lemma 2.6. We set T = θ2 + θ
and denote by µ1 and µ2 the measures generated on C(0, T ;H) by solutions of (2.1)
starting from u01 and u
0
2, respectively. Below we define a coupling U1,2(ω,u
0
1, u
0
2) for the
measures µ1,2, given by measurable functions of its arguments and valued in C(0, T ;H)
(i.e., Ui = Ui(t;ω,u01, u02)). In fact, the operators U1,U2 also depend on QNζ 01 , but since
the dependence on the last argument is rather irrelevant, we omit it from our notations.
We start with defining three coupling operators in the following three cases (which have
non-empty intersection):
(a) (u01, u02) is an arbitrary pair of functions in H ;
(b) the projections of u01 and u02 to HN coincide: PNu01 = PNu02;
(c) |u01| ∨ |u02| ρ0 , where ρ0 > 0 is defined in Theorem 3.2.
Equation (2.1) will not change if we add a constant to the process ζ . Using this
observation we renormilize ζ as follows:
ζ(t) := ζ(t)− ζ(0)+ ζ˜1(0). (4.11)
Now ζ(0)= ζ˜1(0).
In the case (a), we choose the trivial coupling. Namely, let ui(t, x), t ∈ [0, T ], i = 1,2,
be the solution of Eq. (2.1) starting from u0i . We set Uai (t;ω,u0i )= ui(t). It is clear that Uai
is a measurable function of (ω,u0i ), and (U
a
1 ,U
a
2 ) is a coupling for (µ1,µ2).
We now consider the case (b). For i = 1,2, let us set:
λi =D
(
PNui(t),QNζ(t),0 t  T
)
, (4.12)
where ui is the solution of the problem (2.1), (2.2) with u0 = u0i (so λi is a mea-
sure on C(0, T ;HN) × C(0, T ;V ∩ H⊥N )). In other words, λi is the image of the mea-
sure µi under the mapping Ψ (w0i ), where w
0
i = QNu0i and the operator Ψ (w0) is
defined by (4.10). Let (Υ 1,Υ 2), Υ i = (vi ,ai ) = (vi(t), ai(t),0  t  T ), be a max-
imal coupling for (λ1, λ2). The coupling (Υ 1,Υ 2) depends on the functional parame-
ter (u01, u
0
2,QN ζ˜1(0)). We can assume that it is defined on a probability space (Ω,F ,P)
and is a measurable function of (ω,u01, u
0
2,QN ζ˜1(0)) ∈ Ω × H 2 × H⊥N (see appendix
in [16] and references therein).
Let us set:
Ubi =Φ
(
w0i ;Υ i
)= vi +W(vi ,ai ,w0i ).
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It follows from Theorem 4.2 and the measurability of (Υ 1,Υ 2) that the processes
Ubi = vi +wi , i = 1,2, are weak solutions of (2.1), and the pair (Ub1 ,Ub2 ) is a measurable
coupling for (µ1,µ2).
Finally, let us consider the case (c). We first define some auxiliary operators. We
fix arbitrary initial functions u0i , i = 1,2, and a sufficiently small constant θ > 0
and denote by ui(t), 0  t  θ , a solution of (2.1), (2.2) starting from u0i . Let λ1
and λ′2 be distributions4 of the random variables (PNu1(t),QNζ(t),0  t  θ) and
(PNu′2(t),QNζ(t),0  t  θ), respectively, where u′2(t) := u2(t)+ θ−tθ PN(u01 − u02). We
note that u′2(θ)= u2(θ) and PNu′2(0)= PNu01.
We now repeat the construction of the case (b). Namely, let (Υ 1,Υ ′2), where
Υ 1 = (v1(t), a1(t),0  t  θ) and Υ ′2 = (v′2(t), a2(t),0  t  θ), be a maximal
coupling for (λ1, λ′2) that is defined on a probability space (Ω1,F1,P1) and depends on
(ω1, u01, u
0
2) ∈Ω1 ×H 2 in a measurable manner. We define v2 := v′2 − θ−tθ PN(u01 − u02),
v2 = (v2(t),0 t  θ), Υ 2 = (v2(t), a2(t),0 t  θ) and set:
Ui =Φ
(
w0i ;Υ i
)= vi +W(vi ,ai ,w0i ), i = 1,2,
where w0i = QNu0i . It is clear that (U1,U2) is a coupling for (µ1,µ2). Moreover, the
construction implies that PNU1|t=θ = PNU2|t=θ as soon as Υ 1 = Υ ′2.
We are now ready to define the coupling operators in the case (c). Assuming that the
right-hand side in (2.1) is defined on a probability space Ω0 independent of Ω1, we set:
Uci
(
t;ω,u01, u02
)= {ui(t, x;ω0) for 0 t  θ2,
Ui
(
t;ω1, u1(θ2), u2(θ2)
)
for θ2  t  T , (4.13)
where T = θ2 + θ , ω = (ω0,ω1), and ui(t, x;ω0) is the solution of Eq. (2.1) starting
from u0i . The Markov property implies that (U
c
1 ,U
c
2 ) is a coupling for the measures µ1
and µ2 (defined on the spaceC(0, T ;H)). We note that for t ∈ [0, θ2] we have ζ1 = ζ2 = ζ ,
so the renormalization (4.11) of the process ζ for t  θ2 is trivial, the operators U1,U2 do
not depend on ζ1(θ) and the processes ζ1, ζ2 are continuous for t ∈ [0, T ].
Let us use the above coupling operators to construct the weak solutions mentioned in
Theorem 3.1. Let us denote
Tm =mT, 0m k.
We can assume that the operators Uai , U
b
i , and U
c
i are defined on the same probability
space (Ωk,Fk,Pk). Let us set ui(t;ω′,ωk) = u˜i(t;ω′) for 0  t  Tk−1 and define
ui = ui(t, x) for Tk−1  t  Tk by the formula:
4 Note that the measure λ1, formally, does not coincide with the one introduced for the case (b) since they are
defined on different spaces. However, we use the same notation because their meaning is the same.
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ui =

Ubi
(
t;ωk,u1(Tk−1), u2(Tk−1)
)
,
(
Θ˜k−11 , Θ˜
k−1
2
) ∈Q(k − 1),
Uci
(
t;ωk,u1(Tk−1), u2(Tk−1)
)
,
(
Θ˜
k−1
1 , Θ˜
k−1
2
) ∈ S+(k − 1),
Uai
(
t;ωk,ui(Tk−1)
)
, otherwise.
(4.14)
The relation (3.7) holds trivially, so we only need to prove inequalities (3.8)–(3.10). To
this end, we first establish some auxiliary assertion and then, in Section 4.4, we derive the
required estimates.
4.3. Auxiliary lemmas
In this subsection, we establish some properties of distributions of solutions for the
problem (2.1), (2.2). For the kick-forced NS system (1.1), (1.2), the results we need follow
from explicit formulas in terms of iterated integrals (see Section 5.2 in [15]). For the white-
forced case we are concerned with now, the explicit formulas which imply the desired
results are given by an infinite-dimensional version of Girsanov’s theorem. In the particular
case when there is no noise in high Fourier modes (i.e., bj = 0 for j > N ), our arguments
are related to those in [8], and Lemmas 4.3 and 4.5 can be viewed as revised versions of
the corresponding statements in [8].
We begin with an estimate for the variational distance between the measures λ1 and λ2
defined in (4.12).
Lemma 4.3. Let T > 0 and ρ  1 be arbitrary constants and let
d  dρ := (3KN)−1/2e−ρ(C+γ0)  1,
where C is the constant in (A.3) and KN  1 is a suitable constant depending only on N .
Then for any initial functions u01 and u02 such that PNu01 = PNu02 and |u01| ∨ |u02|  d we
have:
‖λ1 − λ2‖var  C1e−γ0ρ, C1 = 1+ 2eγ0 . (4.15)
Proof. Step 1. The random process (PNui(t),QNζ(t)) is a solution of the system (4.6),
(4.7) supplemented with the initial conditions (4.4), (4.8), where v0 = PNu0i ,
w0 =w0i = QNu0i . Along with (4.6), (4.7), let us consider the truncated systems
v˙ +Lv + χi
(
t,vt ,at ,w
0
i
)
BN
(
v +Wt
(
vt ,at ,w
0
i
))= ϕ˙(t), (4.16)
a˙ = ψ˙(t), (4.17)
where 0  t  T , BN(u) = PNB(u,u), and the function χi is defined by the following
rule: χi(t,vt ,at ,w0i )= 1 if (cf. (3.4))
∣∣u′i (t)∣∣2 + s∫
0
∥∥u′i (r)∥∥2 dr  ρ + (B0 + 1)s for 0 s  t, (4.18)
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where u′i (t) = v(t) + Wt (vt ,at ,w0i ), and χi(t,vt ,at ,w0i ) = 0 otherwise. We denote
by (zi(t), ai(t)), 0 t  T , a solution of (4.16), (4.17) such that
zi(0)= v0, ai(0)=ψ(0). (4.19)
The random process (zi , ai) is uniquely defined. Indeed, it follows from (4.17), (4.19)
that ai(t) = ψ(t). Substituting this formula into (4.16), we obtain the finite-dimen-
sional stochastic equation with a constant diffusion and a Lipschitz drift. Therefore, by
Theorem 4.6 in [21], it has a unique strong solution satisfying the initial condition (4.19).
We also note that, since the noise in Eqs. (4.16), (4.17) is additive, its solutions can be
treated pathwise.
We set zi (t) = (zi(s),0  s  t) and define ui (t) and ai (t) ≡ at in a similar way.
If χ(t,zi (t),at ,w0i ) = 1 for t  t ′, then zi(t) = PNui(t) for t  t ′. Therefore, denoting
by Ni the event {zi (T ) = PNui (T )}, we have:
Ni =
{E(t,0)(ui) (B0 + 1)t + ρ for some t ∈ [0, T ]} (4.20)
(see (3.5)). Hence, in view of inequality (3.6) with l = 0 and r = 1, we have:
P(Ni)
{
sup
t∈[0,T ]
(E(t,0)(ui)− (B0 + 1)t) ρ} e−γ0(ρ−1), (4.21)
where i = 1,2, and we used that d  1.
Let us denote by νi distribution of (zi(t),QNζ(t), t ∈ [0, T ]). Then, due to (4.21), we
have:
‖λ1 − λ2‖var  2e−γ0(ρ−1) + ‖ν1 − ν2‖var, (4.22)
since ‖λi − νi‖var  P{zi (T ) = PNui (T )}. Thus, to bound ‖λ1 − λ2‖var, we have to
estimate the variational distance between the measures ν1 and ν2.
Step 2. We claim that the measures ν1 and ν2 are absolutely continuous with respect to
each other and, moreover, we have the estimate:∫
X0
(
dν2
dν1
)2
dν1 
√
M, (4.23)
where X0 = C(0, T ;H) and M = exp(6KNd2e2Cρ). Taking inequality (4.23) for granted,
let us complete the proof of (4.15). We have:
‖ν1 − ν2‖var = 12
∫
X0
∣∣∣∣1− dν2dν1
∣∣∣∣dν1  12
(∫
X0
∣∣∣∣1− dν2dν1
∣∣∣∣2 dν1)1/2  12 (√M − 1)1/2.
Hence, for d  dρ we obtain ‖ν1 − ν2‖var  12 (exp(e−2γ0ρ)− 1)1/2  e−γ0ρ . This estimate
and (4.22) imply (4.15). Thus, it remains to establish the absolute continuity of the
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measures ν1 and ν2 and inequality (4.23). To this end, we use an infinite-dimensional
variant of Girsanov’s theorem.
Step 3. Let us set
α(t,ω) = b−1(χ1(t,z1(t),at ,w01){BN (z1 +Wt (z1(t),at ,w01))
−BN
(
z1 +Wt
(
z1(t),at ,w
0
2
))})
, (4.24)
where b is the diagonal N × N matrix with elements bj , j = 1, . . . ,N , and b−1 is its
inverse. As we show below, the function α is uniformly bounded:∣∣α(t,ω)∣∣2 KNd2e2Cρ−2t , (4.25)
where KN  1 is a constant depending only on N . It follows that
E e6
∫ T
0 |α(t,ω)|2 dt M = e6KNd2e2Cρ <∞. (4.26)
We claim that
ν2(dΥ )= eG(Υ )ν1(dΥ ), (4.27)
where Υ = (v,a) ∈ C(0, T ;HN ×H⊥N ) and
G(Υ )=−
T∫
0
(
α,b−1 dϕ
)− 1
2
T∫
0
|α|2 dt . (4.28)
If the system (4.16), (4.17) was finite-dimensional, the above assertion would follow from
Theorem 7.18 in [21].5 In our situation, formulas (4.27) and (4.28) are obtained by a
reduction to the finite-dimensional case (see Section A.2 in Appendix A).
We can now complete the proof of (4.23). In view of (4.28), the left-hand side of (4.23)
is equal to
E exp
(
−2
T∫
0
(
α,b−1 dϕ
)− T∫
0
|α|2 dt
)

(
E exp
(
−4
T∫
0
(
α,b−1 dϕ
)− 8 T∫
0
|α|2 dt
))1/2(
E exp
(
6
T∫
0
|α|2 dt
))1/2

√
M,
5 Girsanov’s theorems presented in the less technical book [26] are “almost sufficient” for our purposes.
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where we used (4.26) and the fact that the process exp(−4 ∫ T0 (α,b−1 dϕ)− 8 ∫ T0 |α|2 dt)
is a supermartingale.
To prove (4.25), we use the Foias¸–Prodi estimate (see Proposition A.2). By construction,
the function wi =Wt (z1(t),at ,w0i ) satisfies Eq. (A.7) with v = z1 and h= a˙, as well as
the initial condition wi(0)= w0i . Therefore, if N is sufficiently large, then, by (A.3), we
have: ∣∣w1(t)−w2(t)∣∣ 2de−t+Cρ (4.29)
for 0 t  T , whence follows (4.25). ✷
We now establish some estimates for the variational distance between distributions
of the processes Υi(t) = (PNui(t),QNζi(t)), i = 1,2, on the interval Jk = [Tk−1, Tk],
where ui = ui(t;ω′,ωk) are the weak solutions for (2.1) defined by (4.14) and ζi(t) are
the corresponding right-hand sides. Namely, let us fix ω′ ∈ Ω ′ and denote by λi(ω′) the
measure generated by (Υi(t;ω′,ωk), t ∈ Jk) on the space C(Jk;HN)× C(Jk;V ∩H⊥N ).
Recall that the event !Q= !Q(l, k − 1) depends on the parameters ρ  1 and d ∈ (0,1].
Lemma 4.4. Let dρ be the constant defined in Lemma 4.3. Then, for sufficiently large ρ > 0
and T  1 and for any d ∈ (0, dρ] and 0 l  k − 1, we have:∫
!Q
∥∥λ1(ω′)− λ2(ω′)∥∥varP′(dω′) C2e−γ0ρe−γ1T (k−l−1)P′(!Q ), (4.30)
where C2 = 1+ 4eγ0 and γ1 = γ0 ∧ 1.
Proof. For any ω′ ∈ !Q, let yi(t;ω′), t ∈ Jk , be a strong solution for (2.1) that is
equal to ui(Tk−1;ω′) for t = Tk−1. This solution depends on the random parameter
ω ∈ Ω , independent of ω′. Distribution of yi(t;ω′) on the interval Jk coincides with
that of ui(t;ω′). For t < Tk−1 we define yi(t;ω′) = ui(t;ω′). We also set xi(t;ω′,ω) =
PNyi(t;ω′,ω). Let us note that due to the definition of the set !Q and the renormalization
(4.11) we have
QNζ1(Tk−1 − 0)= QNζ2(Tk−1 − 0)= QNζ(Tk−1) if k  2. (4.31)
Step 1. We first consider the case l = 0. The proof of (4.30) is by induction on k.
Abbreviating !Q(0, k) to !Qk , we shall show that inequality (4.30) holds together with the
estimate
P
(!Qk) 1− 12 (1− 3−k), k  0, (4.32)
provided that the initial functions u01 and u
0
2 satisfy
PNu01 = PNu02,
∣∣u01∣∣∨ ∣∣u02∣∣ d. (4.33)
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For k = 1 inequality (4.30) coincides with (4.15), and for k = 0 (4.32) follows from
(4.33).
Let us assume that for k =m− 1 0 the required assertions are established and prove
them for k =m. If m= 1, then the Step (i) should be omitted.
(i) (proof of (4.30)). The arguments below almost literally repeat the derivation
of (4.15), and therefore we only outline them. The random process (xi(t),QNζ(t)) is the
solution of the system (4.6), (4.7) (with segment [0, T ] replaced by Jm), supplemented
with the initial conditions (4.4), (4.8), where
v0 = PNui(Tm−1), w0 =w0i = QNui(Tm−1). (4.34)
Along with (4.6), (4.7), let us consider the truncated systems (4.16), (4.17) for t ∈ Jm,
where we set v(s)= PNui(s) for 0 s  Tm−1. Since ui ∈Q(0,m− 1), for t  Tk−1 we
have χi(t,vt ,at ,w0i )= 1 and u′i (t)= ui(t). We define zi(t)= PNui(t) for 0 t  Tm−1
and for t ∈ Jm define (zi(t), ai(t)) as a solution of (4.16), (4.17) such that
zi(Tm−1)= v0, ai(Tm−1)=ψ(Tm−1)=QNζ(Tm−1).
Let us denote by Ni the event {zi(s) = PNui(s) for some 0  s  Tm}. Repeating the
arguments in the proof of Lemma 4.3, where now in (4.21) the segment [0, T ] should be
replaced by Jm ⊂ [0, Tm], we show that
P(Ni) e−γ0(ρ−1+T (m−1))  2e−γ0(ρ−1+T (m−1))P′
(!Qm−1).
Here we used the fact that P′(!Qm−1) 1/2 (see (4.32) with k =m− 1). It follows that∫
!Qm−1
∥∥λ1(ω′)− λ2(ω′)∥∥varP′(dω′)
 4e−γ0(ρ−1+T (k−1))P′
(!Qm−1)+ ∫
!Qm−1
∥∥ν1(ω′)− ν2(ω′)∥∥varP′(dω′), (4.35)
where νi(ω′) is the distribution of ((zi(t), a(t)), t ∈ Jm).
Thus, inequality (4.30) will be established if we prove the following estimate for
the variational distance between ν1(ω′) and ν2(ω′) (and next integrate it with respect to
ω′ ∈ !Qm−1): ∥∥ν1(ω′)− ν2(ω′)∥∥var  e−γ0ρ−T (m−1). (4.36)
This can be done with the help of the arguments used in the proof of Lemma 4.3. The
only difference is that the integrals over the time interval [0, T ] should be replaced by
integrals over Jm. Due to (4.31) and (4.34), for ω ∈ !Qm the processes v, w, and ψ = a are
continuous on the segment [0, Tm]. Therefore the estimate (4.29) holds for t  Tm, where
the constant M (see (4.26)) is now replaced by M(m)= exp(6KNd2e2Cρ−2T (m−1)).
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(ii) (proof of (4.32)). By the definition of !Qm we have:
P
(!Qcm)  P(!Qcm−1)+ ∫
!Qm−1
P
m
{
B1(ω
′)
}
P
′(dω′)
+
∫
!Qm−1
P
m
{
B2(ω
′)
}
P
′(dω′), (4.37)
where
B1(ω
′)= {∃t ∈ Jm such that PNu1(t) = PNu2(t) or QNζ1(t) = QNζ2(t)},
B2(ω
′)=
⋃
i=1,2
{∃t ∈ Jm such that Ei (t,0) > ρ + (B0 + 1)t}.
By construction, for ω′ ∈ !Qm−1 the random processes (Υi(t), t ∈ Jm), i = 1,2, form
a maximal coupling for the measures λ1(ω′) and λ2(ω′). Therefore, Pm{B1(ω′)} =
‖λ1(ω′)− λ2(ω′)‖var. Evoking (3.6) to majorize the second integral in (4.37) we see that
the sum of the two integrals is bounded by∫
!Qm−1
∥∥λ1(ω′)− λ2(ω′)∥∥varP′(dω′)+ 2 e−γ0(ρ−1+T (m−1))
 1
2
3−m + 1
2
3−m = 3−m, (4.38)
where we used inequality (4.30) with l = 0 and k =m (which is already proved). By the
induction hypothesis, P(!Qcm−1)  12 (1 + 3−m+1) (see (4.32) with k = m− 1). Therefore(4.37) and (4.38) imply (4.32) with k =m.
This completes the induction step and the proof of (4.30) for l = 0.
Step 2. We now consider the case l  1. The curves ui(t), 0 t  (k− 1)T , depend on
the random parameter ω′. We can assume that it has the form ω′ = ( ω˜, ω̂ ) ∈ Ω˜ × Ω̂ =Ω ′,
where ω˜ and ω̂ correspond to the time intervals [0, Tl] and [Tl, Tk−1], respectively, and are
independent.
Let us consider the set !Q= !Q(l, k − 1)⊂Ω ′. It can be written as
!Q= {( ω˜, ω̂ ) ∣∣ ω˜ ∈ Ω˜0, ω̂ ∈ Q̂( ω˜ )}, (4.39)
where Ω˜0 is formed by ω˜ ∈ Ω˜ such that (u1(Tl), u2(Tl)) satisfies (4.33). Applying
inequality (4.30) with l = 0 and k replaced by k − l, for any fixed ω˜ ∈ Ω˜0 we obtain:∫
Q̂( ω˜ )
∥∥λ1( ω˜, ω̂ )− λ2( ω˜, ω̂ )∥∥varP̂(dω̂ ) C2e−γ0ρe−γ1T (k−l−1)P̂(Q̂( ω˜ )).
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Integration of this inequality with respect to ω˜ ∈ Ω˜0 results in (4.30). The proof of
Lemma 4.4 is complete. ✷
Finally, we shall need an estimate for the variational distance between the measures λ1
and λ′2, which were defined in Section 4.2 when constructing the coupling operators in the
case (c).
Lemma 4.5. There is θ(1) > 0 such that if θ  θ(1) and |u01| ∨ |u02| θ , then∥∥λ1 − λ′2∥∥var  14 .
Proof. The proof is similar to and easier than that of Lemma 4.3, and we only outline it.
We fix an arbitrary constant θ ∈ (0,1] and recall that λ1 and λ′2 are the distributions of the
processes Υ1 = (v1, a1) and Υ ′2 = (v′2, a2). The first process is a solution of (4.6), (4.7),
defined for 0 t  θ , while
v′2(t)= v2(t)+
θ − t
θ
v&, v& = PN
(
u01 − u02
)
, 0 t  θ, (4.40)
where (v2, a2) satisfies (4.6), (4.7) with w0 = PNu2. Therefore (v′2, a2) is a solution for
the following equation:
v˙′ +Lv′ +
(
1
θ
v& − θ − t
θ
Lv& +BN
(
v2 +Wt
(
v2,at ,w
0
2
)))= ϕ˙(t), (4.41)
a˙ = ψ˙(t), (4.42)
where BN = PNB and we view v2 as a function of v′ = v′2, defined in (4.40). The processes
satisfy the initial conditions:
v1(0)= v′2(0)= PNu01, a1(0)= a2(0)=ψ(0). (4.43)
Along with (4.6), (4.7) and (4.41), (4.42), let us consider the truncated system (4.16),
(4.17) with i = 1 and its analogue for Υ ′2:
v˙′ +Lv′ + χ2(t)
(
1
θ
v& − θ − t
θ
Lv& +BN
)
= ϕ˙, a˙ = ψ˙. (4.44)
Here BN is the same as in (4.41) and χ2 is defined as in Step 1 of the proof of Lemma 3.3
with u′2 replaced by u′ = v′ +Wt (v2,at ,w02) (v2 is the function of v′ as above). Arguing
as in the proof of Lemma 3.3 and choosing ρ in (4.18) to be sufficiently large (this ρ can
be different from the constant, used in Lemmas 3.3 and 3.4), we achieve that
P
{
a solution of (4.6), (4.7) (or of (4.41), (4.42)) differs from
the solution of (4.16), (4.17) (or of (4.44), respectively)} 18 . (4.45)
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Let ν1 and ν′2 be the distributions of solutions for problems (4.16), (4.17) and (4.44),
respectively, that are supplemented with the initial conditions (4.43). Due to (4.45), to
prove the lemma it suffice to check that∥∥ν1 − ν′2∥∥var  18 . (4.46)
By the definition of χ2 (see (4.18), where u2 is replaced by u′), χ2 = 0 implies that
|u′| C = ρ + B0 + 1. Therefore, |u2|  C1 since u2 = u′ − θ−tθ v& and |v&| 2θ (the
constantsC,C1, . . . depend on ρ and {bj }, {αj }). Due to basic properties of the nonlinearity
B ,6 this implies that |BN(v2 +Wt )| = |BN(u2)| C2 if χ2 = 0. So the term χ2(t)(· · ·) in
(4.44) is bounded by some constantC3. The corresponding term χ1BN in (4.16) is bounded
for similar reasons. Therefore, now the function α(t,ω), analogous to that defined in (4.24),
is bounded by a constant C4, and we get that
E exp
(
6
θ∫
0
|α|2 dt
)
 eC5θ =:M.
Now, as in the proof of Lemma 3.2, Girsanov’s theorem implies that ‖ν1 − ν′2‖var 
1
2 (
√
M − 1)1/2  C6θ1/2. So (4.46) holds if θ is sufficiently small, and the lemma is
proved. ✷
4.4. Proof of inequalities (3.8)–(3.10)
(1) We first prove (3.8). To this end, we repeat the argument used in the proof
of Lemma 4.4 (see the derivation of (4.32)). Let us note that, for any ω′ ∈ !Q =
!Q(l, k − 1) ⊂ Ω ′, the curves ζ1 and ζ2 are continuous on [lT , kT ] due to (4.31) and to
the definition of the set Q(l, k − 1). Therefore,{(
Θk1,Θ
k
2
)
/∈Q(l, k)}⊂ B1(ω′)∪B2(ω′)
(cf. (4.37)), where
B1(ω
′)= {∃ t ∈ Jk such that PNu1(t) = PNu2(t) or QNζ1(t) = QNζ2(t)},
B2(ω
′)=
⋃
i=1,2
{∃ t ∈ Jk such that Ei (t, Tl) > ρ + (B0 + 1)(t − Tl)},
and where Jk = [Tk−1, Tk]. It follows that the left-hand side in (3.8) can be estimated by
the sum β1 + β2, where
βi =
∫
Ω ′
I!Q(ω
′)Pk
{
Bi(ω
′)
}
P
′(dω′).
6 Namely, we use the estimate ‖B(u,u)‖−3  C|u|2.
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By construction, for ω′ ∈ !Q the random processes (PNui(t),QNζi(t), t ∈ Jk), i = 1,2,
form a maximal coupling for the measures λ1(ω′) and λ2(ω′). Therefore, Pk{B1(ω′)} =
‖λ1(ω′)− λ2(ω′)‖var. Using (4.30), we find that
β1 =
∫
!Q
∥∥λ1(ω′)− λ2(ω′)∥∥varP′(dω′) C2e−γ0ρe−γ1T (k−l−1)P′(!Q ).
Due to (3.6) (see also (4.32)), we have β2  4e−γ0(ρ−1+T (k−l−1))P′(!Q). Hence, β1 +β2 
P
′(Q)(1+ 8eγ0)e−γ1T (k−l−1). This completes the proof of (3.8).
(2) We now turn to (3.9). Let d = dρ > 0 be the constant from Lemma 4.4. We recall
that T = θ2 + θ , where θ ∈ (0,1] is chosen below, θ2 = T2(θ), and T2 is defined in (2.10).
The parameter θ will be chosen so small that T satisfies the second inequality in (3.29).
Let us denote gi =Ui(θ;u01, u02), i = 1,2, where the coupling operators U1,2 were defined
in Section 4.2 (see (4.14)), and we omitted their dependence on the random parameters.
By the definition of Q(k, k), we have:
P
k
{(
Θk1,Θ
k
2
) ∈Q(k, k)} p1p2, (4.47)
where
p1 = Pk
{∣∣u1(Tk−1 + θ2)∣∣∨ ∣∣u2(Tk−1 + θ2)∣∣ θ},
p2 = inf
(u01,u
0
2)
P
k
{|g1| ∨ |g2| d, PNg1 = PNg2 ∣∣ ∣∣u01∣∣∨ ∣∣u02∣∣ θ}.
In view of Lemma 2.6, we have p1  π(θ).
To estimate p2, we apply Lemma 1.4, where R0  2θ2 is a constant. Then, due to (2.7)
with t = θ  1, we get:
ER(θ) 2θ2 +C(1)θ  C(2)θ.
Choosing θ = d2/4C(2) and applying the Chebyshev inequality we find that
P
k
{
R(θ) d2
}
 14 .
That is,
P
k
{|g1| ∨ |g2|> d ∣∣ ∣∣u01∣∣∨ ∣∣u02∣∣ θ} 14 . (4.48)
Furthermore, as was explained in Section 4.2, if Υ 1 = Υ ′2, then PNg1 = PNg2. Since
(Υ 1,Υ
′
2) is a maximal coupling for (λ1, λ′2), then Lemma 4.5 implies that
P
k
{
PNg1 = PNg2
∣∣ ∣∣u01∣∣∨ ∣∣u02∣∣ θ} ∥∥λ1 − λ′2∥∥var  14 , (4.49)
if 0 θ  θ(1). Combining (4.48) and (4.49), we see that p2  12 . Now (4.47) implies (3.9)
with p0 = 12π(θ), where θ = (d2/4C(2))∧ θ(1).(3) Due to (2.10) with d = dρ as in Lemma 4.3, we have:
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T2(θ)  C(3) lnρ0 +C(4) ln
((
d2/4C(3)
)∧ θ(1))−1 +C(5)
 C(3) lnρ0 +C(6)ρ +C(7) =: T ′2.
Since our arguments apply for any T  T2(θ) + θ and θ  1, then we can choose
T (ρ,ρ0) = T ′2 + 1. This proves (3.10) with some new constants C(1) − C(3). The proof
of Theorem 3.1 is complete.
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Appendix A
In the first subsection of this Appendix, we present a well-known estimate for the
difference between two solutions for deterministic NS equations (see [10]). Since the
solutions of equations with additive noise can be treated pathwise, that estimate established
in the deterministic case remains valid for problems discussed in this paper. The second
subsection is devoted to the proof of an infinite-dimensional version of Girsanov’s formula.
A.1. Foias¸–Prodi estimate
We shall assume that the right-hand side η(t) in (2.1) is the time derivative of a
deterministic function belonging to C(R+,V ). In this case, the Cauchy problem (2.1),
(2.2) is uniquely solvable in the space C(R+,H)∩L2loc(R+,V ).
Proposition A.1. Let u1 and u2 be two solutions of the NS system (2.1) with right-hand
sides η1 and η2, respectively, such that
t∫
s
∥∥u1(r)∥∥2 dt  ρ +K(t − s), s  t  s + T , (A.1)
where s, ρ, K , and T are non-negative constants. For any M > 0 there is an integer
N =N(K,M) 1 such that, if
PNu1(t)= PNu2(t), QNη1(t)= QNη2(t) for s  t  s + T , (A.2)
then ∣∣u1(t)− u2(t)∣∣ e−M(t−s)+Cρ∣∣u1(s)− u2(s)∣∣, s  t  s + T , (A.3)
where C > 0 does not depend on solutions and all other parameters.
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Proof. We only sketch the well-known proof [10]. Without loss of generality, we shall
assume that s = 0. Taking into account (A.2), we see that, on the interval [0, T ], the
difference w = QN(u1 − u2) satisfies the equation
w˙+Lw+QN
(
B(w,u1)+B(u2,w)
)= 0. (A.4)
Taking the scalar product of (A.4) and 2w in the space H and using the relation
(B(u2,w),w)= 0 and the inequality |(B(w,u1),w)|C1|w| ‖w‖‖u1‖, we derive
∂t |w|2 + 2‖w‖2  2C1|w| ‖w‖‖u1‖. (A.5)
Since ‖w‖2  αN+1|w|2, it follows from (A.5) that
∂t |w|2 +
(
αN+1 −C21‖u1‖2
)|w|2  0. (A.6)
Let us choose N so large that αN+1  2M + C21K . In view of the Gronwall inequality,
from (A.1) and (A.6) we obtain:
∣∣w(t)∣∣2  ∣∣w(0)∣∣2 exp(−αN+1t +C21 t∫
0
∥∥u1(r)∥∥2 dr) ∣∣w(0)∣∣2 exp(C21ρ − 2Mt),
whence follows inequality (A.3) with C = C21/2. ✷
When proving Lemmas 4.3 and 4.4, we used a more general assertion concerning
solutions for the projection of the NS system onto high Fourier modes. Namely, let us
fix an integer N  1 and consider the equation:
w˙+Lw+QNB(v +w,v +w)= h(t), (A.7)
where v ∈ C(R+,HN) is a given function, and the right-hand side h is the derivative of a
function belonging to C(R+,V ∩H⊥N ).
Proposition A.2. Let wi ∈ C(R+,H⊥N ) ∩ L2loc(R+,V ), i = 1,2, be two solutions of
Eq. (A.7) such that inequality (A.1) holds for u1 = v+w1 and some non-negative constants
s, ρ, K , and T . For any M > 0 there is an integer N0 = N0(K,M)  1 such that, if
N N0, then∣∣w1(t)−w2(t)∣∣ e−M(t−s)+Cρ∣∣w1(s)−w2(s)∣∣, s  t  s + T ,
where C > 0 does not depend on solutions and all other parameters.
The proof of Proposition A.2 literally repeats the arguments used in derivation of (A.3),
and therefore we omit it.
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A.2. An infinite-dimensional Girsanov’s formula
Here we prove (4.27) and (4.28). We have to verify that∫
X0
f (Υ )ν2(dΥ )=
∫
X0
f (Υ ) eG(Υ )ν1(dΥ ) (A.8)
for any continuous function f (v,a) such that 0 f  1. To this end, we first note that, for
any non-negative continuous function g(Υ )= g(v,a),∫
X0
g(Υ ) νi(dΥ )=
∫
X⊥0N
νˆ(da)
∫
X0N
g(v,a)νiN (a,dv),
where X0N = C(0, T ;HN), X⊥0N = C(0, T ;H⊥N ), νˆ(da) is the distribution of the random
variable (QNζ(t),0  t  T ), and νiN (a,dv) is the distribution of the solution for
Eq. (4.16) with fixed a ∈ C(0, T ;H⊥N ) and the initial condition v(0) = PNu0i . Therefore,
relation (A.8) will be established if we show that∫
X0N
f (v,a)ν2N(a,dv)=
∫
X0N
f (v,a) eG(v,a)ν1N(a,dv), (A.9)
where a ∈ C(0, T ;H⊥N ) is an arbitrary deterministic function. It remains to note that
(A.8) follows from the usual finite-dimensional Girsanov’s theorem applied to the
system (4.16) with fixed a; e.g., see Theorem 7.18 in [21]. Applicability of the theorem
(i.e., the fact that ∫ eG(v,a) dν1N(a,dv) = 1) follows from (4.26) due to Novikov’s
theorem [14, Theorem IV.3.5].
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