We present a probabilistic forecasting framework based on convolutional neural network for multiple related time series forecasting. The framework can be applied to estimate probability density under both parametric and non-parametric settings. More specifically, stacked residual blocks based on dilated causal convolutional nets are constructed to capture the temporal dependencies of the series. Combined with representation learning, our approach is able to learn complex patterns such as seasonality, holiday effects within and across series, and to leverage those patterns for more accurate forecasts, especially when historical data is sparse or unavailable. Extensive empirical studies are performed on several real-world datasets, including datasets from JD.com, China's largest online retailer. The results show that our framework outperforms other state-of-the-art methods in both accuracy and efficiency.
Introduction
Time series forecasting plays a key role in many business decision-making scenarios, such as managing limited resources, optimizing operational processes, among others. Most existing forecasting methods focus on point forecasting, i.e., forecasting the conditional mean or median of future observations. However, probabilistic forecasting becomes increasingly important as it is able to extract richer information from historical data and better capture the uncertainty of the future. In retail business, probabilistic forecasting of product supply and demand is fundamental for successful procurement process and optimal inventory planning. Also, probabilistic shipment forecasting, i.e., generating probability distributions of the delivery volumes of packages, is the key component of the consequent logistics operations, such as labor resource planning and delivery vehicle deployment.
applicable in situations where historical data is sparse or unavailable.
Recurrent neural network (RNN) Graves (2013) and the sequence to sequence (Seq2Seq) framework Cho et al. (2014) ; Sutskever et al. (2014) have achieved great success in many different sequential tasks such as machine translation Sutskever et al. (2014) , language modeling Mikolov et al. (2010) and recently found applications in the field of time series forecasting Laptev et al. (2017) ; Wen et al. (2017) ; Flunkert et al. (2017) ; Rangapuram et al. (2018) . For example, in the forecasting competitions community, a gated recurrent unit (GRU) Cho et al. (2014) based Seq2Seq model won the Kaggle web traffic forecasting competition Suilin (2017) . A hybrid model that combines exponential smoothing method and RNN won the M4 forecasting competition, which consists of 100,000 series with different seasonal patterns (Makridakis et al., 2018) . However, training with back propagation through time (BPTT) algorithm often hampers efficient computation. In addition, training RNN can be remarkably difficult Werbos (1990) ; Pascanu et al. (2013) . Dilated causal convolutional architectures, e.g., Wavenet Van Den Oord et al. (2016) , offer an alternative for modeling sequential data. By stacking layers of dilated casual convolutional nets, receptive fields can be increased, and the long-term correlations can be captured without violating the temporal orders. In addition, in dilated causal convolutional architectures, the training process can be performed in parallel, which guarantees computation efficiency.
Most Seq2Seq frameworks or Wavenet Van Den Oord et al. (2016) are autoregressive generative models that factorize the joint distribution as a product of the conditionals. In this setting, a one-step-ahead prediction approach is adopted, i.e., first a prediction is generated by using the past observations, and the generated result is then fed back as the ground truth to make further forecasts. More recent research shows that non-autoregressive approaches or direct prediction strategy, predicting observations of all time steps directly, can achieve better performances Gu et al. (2017) ; Bai et al. (2018) ; Wen et al. (2017) . In particular, Non-autoregressive models are more robust to mis-specification by avoiding error accumulation and thus yield better prediction accuracy. Moreover, training over all the prediction horizons can be parallelized.
Having reviewing all these challenges and developments, in this paper, we propose the deep temporal convolutional network (DeepTCN), a non-autoregressive probabilistic forecasting framework for large collections of related time series.
The main contributions of the paper are as follows:
• We propose a convolutional-based forecasting framework that provides both parametric and non-parametric approaches for probability density estimation.
• The framework, being able to learn latent correlation among series and handle complex real-world forecasting situations such as data sparsity and cold starts, shows high scalability and extensibility.
• Extensive empirical studies show our framework outperforms other state-of-the-art methods on both point forecasting and probabilistic forecasting.
• Compared to recurrent architectures, the computation of convolutional models can be fully parallelized and thus high training efficiency can be achieved. Meanwhile, the optimization is much easier. In our cases, the training time is up to 1/8 of that of the recurrent models reported in the literature Flunkert et al. (2017) .
• The model is very flexible and can include exogenous covariates such as an additional promotion plan or weather forecasts.
The rest of this paper is organized as follows. Section 2 provides a brief review of related works on time series forecasting and deep learning methods for forecasting. In Section 3, we describe the proposed forecasting method, including the probabilistic forecasting framework, the neural network architectures and the input features. We demonstrate the superiority of the proposed approach via extensive experimental results in Section 4 and conclude the paper in Section 5.
Related Work
Earlier studies on time series forecasting are mostly based on statistical models, which are mainly generative models based on state space framework such as exponential smoothing, ARMA models, their integrated versions (ARIMA) and several other extensions. For these methods, and Box et al. (2015) provide a comprehensive overview in the context of univariate forecasting.
In recent years, large quantities of related series are emerging in the routine functioning of many companies. Not sharing information from other time series, traditional univariate forecasting methods fit a model for each individual time series and thus can not learn across similar time series. Therefore, methods that can provide forecasting on multiple series jointly have received increasing attention in the last few years Yu et al. (2016) . To better understand the uncertainty of the future, probabilistic forecasting with deep learning models has attracted increasing attention. DeepAR Flunkert et al. (2017) , which trains an auto-regressive RNN model on a rich collection of similar time series, produces more accurate probabilistic forecasts on several real-world data sets. The deep state space models (DeepState), presented by Rangapuram et al. (2018) , combine state space models with deep learning and can retain data efficiency and interpretability while learning the complex patterns from raw data.
Under a similar scheme, Maddix et al. (2018) propose the combination of deep neural networks and Gaussian Process.
Most of these probabilistic forecasting frameworks are autoregressive models, which uses recursive strategy to generate multi-step forecasts. In neural machine translation, non-autoregressive translation (NAT) models have achieved significantly inference spee-dup at the cost of slightly inferior accuracy compared to autoregressive translation models Gu et al. (2017) . Bai et al. (2018) propose a non-autore gressive framework based on dilated causal convolution and the empirical study on multiple datasets shows the framework outperforms generic recurrent architectures such as LSTMs and GRUs. In forecasting applications, non-autoregressive approaches have also been shown to be less biased and more robust. Recently, Wen et al. (2017) present a multi-horizon quantile recurrent forecaster to combine sequential neural nets and quantile regression Koenker and Bassett Jr (1978) . By training on all time points at the same time, their framework can significantly improve the training stability and the forecasting performances of recurrent nets.
Our method differs from the aforementioned approaches in the following ways. Firstly, instead of applying gating mechanism used in Wavenet Van Den Oord et al. (2016) , residual blocks are applied to stabilize the training of the network and help achieve superior forecasting accuracy. Inspired by the models such as ARIMAX, a novel decoder based on a variant of the residual neural network is designed to incorporate information from past observations and exogenous covariates. Finally, our model enjoys the flexibility to embrace a variety of probability density estimation approaches. We demonstrate that our method indeed has the potential to solve those more challenging forecast tasks with great efficiency.
Method
We start by describing a general probabilistic forecasting problem for multiple related time series. Given a set of time series
, where N is the number of the series, the goal is to model the conditional distribution of the future time series y
where Ω denotes the length of the forecasting horizon; y t , and hence the conditional distribution of future observations y (i) (t+1):(t+Ω) can be reformulated by using direct prediction strategy:
In the following sections, we describe the probabilistic forecasting framework, the neural network architecture, and some practical considerations of input features.
Probabilistic forecasting framework
We consider two probabilistic forecasting frameworks in this paper. The first one is a parametric framework, in which probabilistic forecasts of future observations can be achieved by directly predicting the parameters (e.g., the mean and the standard deviation for Gaussian distribution) of the hypothetical distribution based on maximum likelihood estimation. The second one is non-parametric, which produces a set of forecasts corresponding to quantile points of interest Koenker and Bassett Jr (1978) .
Neural networks enjoy the flexibility to produce multiple outputs for each future observation:
, where Z represents the parameter set of the hypothetical distribution for the parametric framework, and the quantile forecasts for the non-para-metric framework.
In practice, whether to choose the parametric approach or the non-parametric approach depends on the application context. The parametric approach requires the assumption of a specific probability distribution while the non-parametric approach is distribution-free and thus is usually more robust. However, a decision-making scenario may rely on the sum of probabilistic forecasts for a certain period. For example, an inventory replenishment decision may depend on the distribution of the sum of demand for the next few days. In such cases, the non-parametric approach will not work since the output (e.g., the quantiles) is not additive over time and the parametric approach will have its advantage of being flexible in obtaining such information by sampling from the estimated distributions.
Non-parametric approach
In the non-parametric framework, the set of forecasts can be obtained by quantile regression.
In quantile regression Koenker and Bassett Jr (1978) , denoting the observation and the prediction for a specific quantile level q as y andŷ q respectively, models are trained to minimized the quantile loss :
where (y) + = max(0, y) and q ∈ [0, 1]. Given a set of quantile levels Q = (q 1 , ..., q m ), the m corresponding forecasts can be obtained by minimizing the total quantile loss:
Parametric approach
For the parametric approach, given the predetermined distribution (e.g., Gaussian distribution), the maximum likelihood estimation is applied to estimate the corresponding parameters.
Take Gaussian distribution as an example: for each target value y, the network outputs the parameters of the distribution, namely the mean and the standard deviation, denoted by µ and σ, respectively. The negative log-likelihood function is then constructed as the loss function:
We can extend this approach to a variety of probability distribution families. For example, we can choose negative-binomial distribution for long-tail products.
It is worth mentioning that some parameters of a certain distribution (e.g., σ in Gaussian distribution) must satisfy the condition of positivity. To accomplish this, we apply "Soft ReLU" activation, namely the transformationẑ = log(1 + exp(z)), to ensure positivity Flunkert et al.
(2017).
Neural network architecture
The architecture of DeepTCN is illustrated in Figure 1a . The high-level architecture is similar to the classical Seq2Seq framework. For the encoder, stacked dilated causal convolutions are constructed to capture the temporal dependencies. For the decoder, a variant of residual block (a block with two inputs) is applied instead of original RNN or dilated causal convolutions. The decoder is designed in such a way for two reasons: 1) such a framework can naturally cooperate two parts of inputs: the outputs of encoder and the future covariates; 2) from the perspective of time series modeling, a future observation can be considered to be composed of an autocorrelation component determined by past covariates and a nonlinear component determined by the future knowledge. In other words, the residuals between the future observations and predictions solely determined by the historical covariates can be explained as the function of future covariates. And a variant of residual block naturally captures such relationships between these two inputs.
Encoder: Dilated causal convolutions
Causal convolutions are convolutions where an output at time t can be only obtained from inputs that are no later than t. Dilation causal convolutions allow the filter to be applied over an area larger than its length by skipping input values with a certain step Van Den Oord et al. (2016) . In the case of univariate series, given a 1-D input sequence x, the output (feature map)
s at location t of a dilated convolution with kernel w can be expressed as: As shown in Figure 1b , each residual block consists of two layers of dilated causal convolutions, first of which is followed by a batch normalization and rectified nonlinear unit (ReLU) Nair and Hinton (2010) and second of which is followed by another batch normalization Ioffe and Szegedy (2015) . The output after the second batch normalization layer is added to the input of the residual block and the addition is then followed by a second ReLU. Residual blocks have be proven to help efficient training and stabilize the network, especially when the input sequence is very long. More importantly, non-linearity gained by rectified linear unit (ReLU) achieves better prediction accuracy in our most of forecasting empirical study. Similar conclusions can also be found in various NLP tasks Bai et al. (2018) . Figure 1c shows the structure of the decoder. X (i) t+1:t+ω are the future covariates and h (i) t is the latent variable output by the encoder. R is the residual function applied on X (i) t+1:t+ω to explain the residuals between ground truth and predictions solely determined by the encoder part. For the residual function R(·), we first apply a dense layer and a batch normalization to project the future covariates. Then a ReLU activation is applied followed by another dense layer and batch normalization. Such a decoder also enjoys the flexibility to include additional features (e.g., a promotion plans provided by operation teams or weather forecast for brick and mortar retailers). In the end, the decoder part produces the final output Z that corresponds to the probabilistic estimation of interest.
Decoder: Residual neural network

Input features
There are typically two kinds of input features: time-dependent features (e.g., product price, a set of dummy variables like day-of-the-week) and time-independent features (e.g., product id, product brand, category etc). Time-independent covariates such as product id contain seriesspecific information. Including these covariates help capture the scale level and seasonality for each specific series.
To capture seasonality, we use hour-of-the-day, day-of-the-week, day-of-the-month for hourly data, day-of-the-year for daily data and month-of-year for monthly data. Besides, we use handcrafted holiday indicators for shopping festival such as "11.11", which enable the model to learn planned event spikes.
Dummy variables such as product id and day-of-the-week are mapped to dense numeric vectors via embedding Mikolov, Sutskever, Chen, Corrado and Dean (2013); . We find that the model is able to learn more similar patterns across series by representation learning and thus improve the forecasting accuracy for related time series, which is especially useful for series with little or without historical data. In the case of new products or new warehouses without sufficient historical data, we perform zero padding to ensure the desired length of the input sequence.
Experiments
In this section, we perform empirical studies on five datasets. The information of the datasets is given in Table 1 . JD-demand and JD-shipment are two datasets from JD.com, which correspond to two forecasting tasks for online retailers, demand forecasting of regional product sales and shipment forecasting of the daily delivery volume of packages for retailers'
warehouses. Since it is inevitable for new products or warehouses to emerge, the training periods for these two datasets can range from zero to several years and the corresponding forecasting tasks involve situations such as cold-starts and data sparsity. Electricity 1 , traffic 2 and parts 3 are three public datasets which have been widely used in various time series forecasting evaluation studies. A more detailed description of these datasets can be found in Appendix A.
The baseline methods evaluated on JD.com's datasets are presented in Section 4. and XGBoost.These models are deployed and continuously improved to provide more accurate forecasts and to better serve the consequent business operations. More detailed description including feature lists, parameters can be found Appendix B.
• SARIMA: Seasonal ARIMA (SARIMA) is a widely used time series forecasting model which extends the ARIMA model by including additional seasonal term and is capable of modeling seasonal behaviors from the data Box et al. (2015) .
• XGBoost: Gradient boosting tree method has been empirically proven to be a highly effective approach in predictive modeling. As one of efficient implementation of the gradient boosting tree algorithm, XGBoost has gained popularity of being the winning algorithm in numerous machine learning competitions, like Kaggle Competition Chen and Guestrin (2016).
• JD-online: JD-online is the current model used in production which produces probabilistic forecasts by combining results from time series models such as SARIMA and results inferred from the residuals between point forecasts of machine learning models and ground truth.
Evaluation metrics
The evaluation metrics used in our experiments for point forecasting include Symmetric
Mean Absolute Percent Error (SMAPE), Root Mean Squared Logarithmic Error (RMLSE),
Normalized Deviation (ND) and Normalized RMSE (NRMSE). These metrics are defined as follows:
t is the true value of series i at time step t,ŷ
t is the corresponding prediction value and N is the number of all points in the testing periods.
For the evaluation of probabilistic forecasting, given a set of time series y and corresponding predictionsŷ, we use ρ-quantile loss, ρ ∈ (0, 1):
(1 − ρ)(ŷ − y) otherwise.
Results on JD.com's datasets 4.2.1. Accuracy comparison
We begin with comparing the probabilistic forecasting results of DeepTCN against JD-online over two testing periods: Oct 2018 and Nov 2018. In particular, China's largest shopping festival "11.11" lasts from November 1 to November 12, during which November 11 is the biggest promotion day. we choose the standard ρ50 and ρ90-quantile losses as the evaluation metrics. We consider, within the DeepTCN framework, two models for probabilistic forecasting , the non-parametric model which predicts the quantiles and Gaussian likelihood model (we refer to them as TCN-Quantile and TCN-Gaussian, respectively, for the rest of the paper).
More specifically, TCN-Quantile is trained to predict ρ-quantiles with ρ ∈ {0.1, 0.5, 0.9}, and The comparison results of JD-demand and JD-shipment are illustrated in Table 2 . As we can see, both TCN-Quantile and TCN-Gaussian perform better than online results. In particular, TCN-Quantile performs the best. There are two possible reasons for that. First, TCN-Gaussian is constructed based on the gaussian likelihood but JD-demand dataset does not necessarily follow the assumption of normal distribution. Second, TCN-Quantile, in light of the distribution-free nature, generates the quantile forecasts by minimizing the quantile loss functions which correspond to our evaluation metrics directly.
TCN-Gaussian
Uncertainty estimation
In Figure 2 , we show three cases of probabilistic forecasts generated by SARIMA and TCN-Quantile. Moreover, SARIMA postulates increasing uncertainty over time while the uncertainty estimation of DeepTCN is learned from the data. For example, the uncertainty during the shopping festival period is huge due to both promotion activities and intense market competitions. Table 3 : Point forecasting accuracy comparison on SMAPE and RMSLE of different subgroups of JD-shipment in Nov. 2018. All-Data represents all series with the length of training periods ranging from zero to four years;
Group-1 includes the warehouses with historical data of more than two years; Group-2 indicates series starting after 2018-01-01, namely those with no historical shopping festival data.
Data sparsity
Next, we perform a qualitative analysis on JD-shipment dataset over the testing period of November, for the purpose of gaining a deeper understanding of the performance improvement exhibited by DeepTCN, as compared with other baseline models. We choose this data because 1) it consists of series whose magnitudes of volume are high and stable, and 2) The testing period involves China's biggest shopping festival "11.11". As mentioned before, the occurrence of this festival will result in a spike for the shipment volume and make the forecasting task more challenging.
We first present in Table 3 an accuracy comparison of point forecasting between our model and other two baseline models including SARIMA and XGBoost. The point forecasting results
of DeepTCN is achieved by directly predicting the 0.5 quantiles. All-Data consists of all series in the dataset; Group-1 includes series with historical data longer than two years; Group-2 is chosen as those series starting after 2018-01-01. We can see from Table 3 that DeepTCN achieves consistently the best accuracy with regard to both metrics across all data groups. In particular, when historical shopping festival data is not available, the performance of SARIMA and XGBoost became much worse (the result of Group-2), while DeepTCN maintains the same performance level.
In Figure 3 , we illustrate cases of point forecasting under three different scenarios."11.11" is the major promotion day and we can observe a spike in the true volume. In cases A-1 and A-2 , where historical data of more than two years is available, all models can learn a similar volume pattern, including the spike on "11.11". However, SARIMA and XGBoost in cases B-1 and B-2 fail to capture the spike on "11.11" due to lack of sufficient training data such as historical festivals. Finally, cases C-1 and C-2 are selected to demonstrate how these models handle cold-start forecasting. It turns out that DeepTCN stands out for this situation as it is able to capture both scale and curve pattern of the new warehouses by learning data from those old warehouses with similar store-specific features.
Results on the public datasets
In this section, we evaluate our method on three public datasets -electricity, traffic and parts. The electricity dataset contains hourly time series of the electricity consumption of 370 customers; the traffic dataset is a collection of the occupancy rates (between 0 and 1) of 963 car lanes from San Francisco bay area freeways; the parts dataset is comprised of 1,046 time series representing monthly demand of spare parts at a US car company. We compare DeepTCN against MatFact Yu et al. (2016) , DeepAR Flunkert et al. (2017) and DeepState Rangapuram et al. (2018) , which got the strongest published results on these datasets. We also report the results of classical forecasting methods including auto.arima and ets. Both methods are implemented in R's forecast package Hyndman and Khandakar (2008) .
Probabilistic forecasting
We start with conducting the experiments of probabilistic forecasting. For electricity and traffic dataset, we implement a 24-hour ahead forecasting task for last seven days based on a rolling-window approach as described in Flunkert et al. (2017) . It is worth noting that we use the same model trained on the data before the first prediction window rather than retraining the model after updating the forecast point. For parts dataset, we evaluate the performance for last 12 months. In all forecasting experiments, we train the TCN-Quantile models to predict ρ-quantiles with ρ ∈ {0.1, 0.5, 0.9}. Table 4 illustrates the probabilistic forecasting results obtained by these models. We use the same evaluation metrics as in Rangapuram et al. (2018) . For DeepState and DeepAR, we report the results obtained based on the 2-week training range, while we show the result of DeepTCN achieved by using one week as the training range. As shown in Table 4 , the probabilistic forecasting results of TCN-Quantile and TCN-Gaussian outperform other state-of-the-art models on both traffic and parts datasets. For electricity dataset containing series that are not so related, DeepState achieves the best results and the performance of DeepTCN is slightly worse. We believe that models such as DeepState and ES- RNN Makridakis et al. (2018) have more advantages on situations where time series are not highly correlated as they specify unique parameters for each series. Yu et al. (2016) and DeepAR Flunkert et al. (2017) .
Point forecasting
The results are similar with probabilistic forecasting comparison. For traffic dataset with highly correlated series, DeepTCN achieves more accurate forecasting by learning across the series and significantly outperforms the other two methods while the performance of DeepTCN on electricity dataset is slightly worse than DeepAR.
Run-time efficiency
Finally, we demonstrate in Table 6 Both models are trained on the same GPU service Tesla P40. As shown in Table 6 , DeepTCN, due to its capability of performing the convolutions in parallel, has a clear advantage on the run-time efficiency.
Conclusion
We present a convolutional-based probabilistic forecasting framework for multiple related time series and show both non-parametric and parametric approaches to model the probabilistic distribution based on neural networks. Our solution can help in the design of practical largescale forecasting applications, which involves situations such as cold-starts and data sparsity.
Results from both industrial datasets and public datasets shows the framework yields superior performance compared to other state-of-the-art methods on both accuracy and efficiency. • Removing series possessing fewer than ten positive monthly demands.
• Removing series having no positive demand in the first 15 and final 15 months.
There are finally 1,046 time series left and a more detailed description can be find in .
B. Baselines
Forecasting in industrial applications often relies on a combination of univariate forecasting models and machine learning methods.
1. SARIMA model is applied to JD-shipment dataset and fast-moving products with historical data of length more than 14 in JD-demand dataset. The model is implemented with Python's package pmdarima Smith (2017) and the best parameters are automatically select based on the criterion of minimizing the AICs Hyndman and Athanasopoulos (2018).
The predictions at confidence level {10%, 90%} are taken as the probabilistic forecasts in our experiments.
2.
XGBoost is also applied to both JD-demand dataset and JD-sh ipment dataset. The features for forecasting on JD-shipment are presented in Table 7 . A grid-search is used to find the best values of parameters like learning rate, the depth-oftree based on the offline evaluation on data from both last month and the same month of last year.
3. JD-online. As mentioned before, the probabilistic results of JD-online include two parts. The results of time series models like SARIMA are presented in the previous list.
Gaussian distribution assumption is taken to generate the probabilistic forecasting for machine learning models. The bagging of several models' results is taken as the mean.
The standard deviation of residuals between predictions and ground truth of last month's data are taken as the forecasted deviation. These two parts are re-bagged to produce final forecasts.
C. Experiment details
The current model is implemented with Mxnet Chen et al. (2015) and its new high-level interface Gluon. We trained our model on a GPU server with one Tesla P40 and 16 CPU (3.4 GHz).
Multiple-GPU can be applied to speed up and achieve better training efficiency in real industrial application. The codes for pubiic datasets are released at https://github.com/oneday88/kdd2019deepTCN.
For the JD.com's datasets, the training range and prediction horizon are both 31 days. We implement two models for both JD-demand and JD-shipment datasets. One model is trained on the data before Oct 2018 and produces forecasting on Oct 2018; the other one is trained on the data before Nov 2018 and produces forecasting on Nov 2018.
For the parts dataset, we use the first 39 months as training data and the last 12 months for evaluation. A rolling window approach with window size =4 is adopted. The training and prediction range are both 12 months and a rolling window approach with window size 4 is adopted. For both electricity and traffic datasets, the training range and prediction range are selected as 168 hours and 24 hours respectively. For electricity dataset, we use only samples taken in December of 2011, 2012 and 2013 as training data, as we assume that this small data set is sufficient for the task of forecasting electricity consumption during the last seven days of December 2014. For traffic dataset, we train models on all the data before last For each dataset, we fit the model on the training data and evaluate the corresponding metrics on the testing data after every epoch. When the training process is complete, we pick the model that gains the best evaluation results on the test set.
Convolution-related hyper-parameters, such as kernel size, number of channels and dilation length, are selected according to different tasks and datasets. The most important principle for choosing kernel size and dilation length is to make sure that the encoder (stacked residual blocks) has sufficiently large receptive field, namely long effective history of the time series. The number of channels at each convolution layer is determined by the number of input features and is kept fixed for all residual blocks. We manually tune for each dataset training-related hyperparameters, including batch size and learning rate, in order to achieve the best performance on both evaluation metrics and running time. A more detailed description of parameters is presented in Table 8 .
