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Kurzzusammenfassung
Mit der hier neu entwickelten Methode zur molekulardynamischen (MD) Si-
mulation der schnellen Expansion einer u¨berkritischen Lo¨sung (engl. rapid
expansion of a supercritical solution = RESS) wurde die Partikelbildung von
Naphthalin und Naproxen aus der CO2-Lo¨sung untersucht. Hierfu¨r wurde fu¨r
das Naproxen ein neues geeignetes Potentialmodell entwickelt und charakte-
risiert.
Die neu entwickelte Simulationsmethode liefert bei der Wahl der richtigen
Expansionsgeschwindigkeit einen Expansionspfad, der die Adiabate aus Zu-
standsgleichungen gut wiedergibt. Ein Vergleich mit Fluiddynamik-Modellen
des RESS-Prozesses zeigt ebenfalls eine gute U¨bereinstimmung. Die Methode
weist eine gute Reproduzierbarkeit und nur einen geringen Gro¨ßeneffekt auf.
Die verwendeten Potentialmodelle sind durch die Simulation von Flu¨ssig-
keitsfilmen hinsichtlich ihrer Eigenschaften hin untersucht worden. Es konnte
gezeigt werden, daß alle verwendeten Potentialmodelle die experimentellen
Werte bzw. die Berechnungen aus Zustandsgleichungen im Hinblick auf die zu
untersuchenden Gro¨ßen gut reproduzieren. Durch die Simulation von Argon-
Filmen in einem weiten Gro¨ßenordnungsbereich konnte gezeigt werden, daß
nur der Druck der Flu¨ssigkeitsspinodale einen, durch die Kapillarwellen be-
dingten, signifikanten Gro¨ßeneffekt aufweist.
Bei der Expansion der Lo¨sung fa¨llt die Lo¨slichkeit drastisch ab und das
Naphthalin bzw. Naproxen fa¨llt aus. Die frei werdende Kondensationswa¨rme
wird durch den Joule-Thomson-Effekt des Lo¨sungsmittels CO2 u¨berkompen-
siert, so daß kein MD-Thermostat zur Anwendung kommt. Es wurden Lo¨sun-
gen mit unterschiedlichen Startbedingungen expandiert und hinsichtlich der
Keimbildung und des Partikelwachstums untersucht. Es wurden U¨bersa¨tti-
gungen von 101,6 bis 103,4 erreicht, und die Keimbildungsraten lagen bei
1028 cm−3s−1.
Die klassische Keimbildungstheorie (CNT) sagt um viele Gro¨ßenordnun-
gen kleinere Keimbildungsraten voraus, wie dies schon bei vielen anderen
Substanzen sowohl im Vergleich zum Experiment als auch zur Simulation
beobachtet wurde. Durch die Reskalierung der CNT an die hier gewonnen
Keimbildungsraten ist es mo¨glich makroskopische Modellierungen des RESS-
Verfahrens zu verbessern.
Die abgeku¨hlten Naproxen-Partikel aus den RESS-Simulationen wiesen,
im Gegensatz zu den Naphthalin-Partikeln, eine andere Struktur auf als sol-




With a newly developed method the formation of naphthalene and naproxen
particles by rapid expansion of a supercritical solution (RESS) is investiga-
ted by molecular dynamics (MD) simulations. In this work a new interaction
potential model for naproxen is developed.
The new simulation method allows expanding the system very close to
the adiabatic curve obtained from reference equations of state, if an adequate
expansion velocity is choosen. The expansion paths are also in a good agree-
ment with paths calculated by continuum fluid dynamics simulation for the
RESS process. The method shows a good reproducibility and only a small
size effect.
The properties of the employed potential models are investigated by simu-
lations of liquid films. With regard to the investigated process the models well
reproduce the experimental data, respectively those obtained from equation
of state. Simulations of argon films over a range of 1.5 orders of magnitude
in system size show that only the pressure of the liquid spinodal is affected
significantly by the system size due to capillary waves.
During the expansion the solubility decreases and naphthalene or napro-
xen particles precipitate. The heat of formation is more then compensated
by the Joule–Thomson effect of the expanding solvent CO2. Therefore there
is no artificial influence of a MD thermostat on the system. Expanding sys-
tems from different pre-expansion conditions were analysed according to the
nucleation rates and the particle growth. The critical supersaturation is about
101.6 up to 103.4 and the nucleation rate is in the order of 1028 cm−3s−1 for
both substances.
The classical nucleation theory (CNT) predicts nucleation rates which
are many orders of magnitude smaller. The underestimation of the nuclea-
tion rate is a typical behaviour of the CNT, and has already been observed
for many substances in comparison to experimental and simulation results.
Macroscopic models of the RESS process can be improved by rescaling the
CNT using the nucleation rates obtained in this work.
The annealed naproxen particles obtained in RESS simulations exhibit
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1.1 Entspannung u¨berkritischer Lo¨sungen
Abbildung 1.1: Schematische Darstellung [1] des CO2-RESS-Verfahrens.
RESS (rapid expansion of supercritical solutions), die schnelle Entspan-
nung von u¨berkritischen Lo¨sungen, ist ein prominentes Verfahren zur Dar-
stellung nanoskaliger Partikel. In Abbildung 1.1 ist dieser Prozeß schematisch
dargestellt. Das Lo¨sungsmittel — in der vorliegenden Arbeit ist dies Koh-
lenstoffdioxid (CO2) — wird komprimiert und temperiert. Das u¨berkritische
Lo¨sungsmittel durchfließt den Feststoffbeha¨lter, in welchem sich das zu mi-
kronisierende Prima¨rprodukt befindet. Dieses lo¨st sich, und die so beladene
u¨berkritische CO2-Lo¨sung wird durch eine Du¨se gegen Umgebungsdruck und
-temperatur entspannt. Hier macht man sich die hohe Kompressibilita¨t eines
u¨berkritischen Fluids, des Lo¨sungsmittels, zu Nutze. Ein geringer Abfall des
Drucks fu¨hrt zu einer starken Abnahme der Dichte und dies wiederum zu
einer Verringerung der Lo¨slichkeit. Die Lo¨sung wird u¨bersa¨ttigt, Keim- und
1
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Partikelbildung (siehe Kap. 2.3) setzen ein, und der gelo¨ste Stoff fa¨llt aus.
Diese Methode geht zuru¨ck auf Hannay und Hogarth [2], welche beobach-
teten, daß sich bei der Expansion einer Lo¨sung von Kaliumiodid in u¨berkriti-
schem Ethanol feine Iodidkristalle bilden. Das verwendete Lo¨sungsmittel va-
riiert hier in Abha¨ngigkeit vom untersuchten partikelbildenden System. Mat-
son et al. [3] nutzten z.B. fu¨r SiO2 u¨berkritisches Wasser bzw. fu¨r organische
Polymere u¨berkritisches Pentan. Zu den gela¨ufigsten RESS-Lo¨sungsmitteln
za¨hlen, neben dem schon erwa¨hnten Wasser und dem CO2, das Trifluorme-
than und das Propan [4].
1.2 Pharmazeutische Partikel
Der Großteil aller pharmazeutischen Produkte liegt in fester Form und u¨ber-
wiegend zur oralen Anwendung vor. Die Gro¨ße und Morphologie der Wirk-
stoffpartikel, die zumeist in ein Tra¨germaterial (z.B. Siliciumdioxid oder Tal-
kum) eingebettet werden, sind fu¨r die Formulierung von großem Interesse.
Diese beiden Eigenschaften ko¨nnen sich direkt auf die Bioverfu¨gbarkeit des
Wirkstoffs auswirken. Daher ist die steuerbare und reproduzierbare Darstel-
lung pharmazeutischer Partikel von hoher technischer Relevanz.
Bei oral verabreichten Pharmaka ist die Lo¨slichkeit bzw. deren Kinetik
ha¨ufig der erste und limitierende Schritt der Absorption, und somit der Bio-
verfu¨gbarkeit [5]. Eine geeignete Mo¨glichkeit zur Beschleunigung des Lo¨sungs-
prozesses ist die Reduktion der Partikelgro¨ße [6–8], wie am Beispiel des Ibu-
profen in Abbildung 1.2 von Tu¨rk [9] gezeigt wurde. Die mit dem RESS-
Prozeß dargestellte Ibuprofen-Probe lo¨st sich deutlich schneller und erreicht
eine deutlich ho¨here Gleichgewichtskonzentration als das Ausgangsmaterial.
Ein weiteres Anwendungsfeld sind die sogenannten inhalierbaren pharma-
zeutischen Aerosole (inhaled pharmaceutical aerosols, IPAs). Hier wird der
Wirkstoff u¨ber die Lunge appliziert. Die Gro¨ße der Partikel ist auch hier von
Bedeutung, da nur Partikel im unteren Mikrometer- bzw. Submikrometer-
Bereich in den Lungenbla¨schen absorbiert werden ko¨nnen [10, 11].
1.3 Naproxen
Naproxen, bzw. (S)-2-(6-Methoxy-2-naphthyl)propionsa¨ure (CAS: 22204-53-
1)(Abb. 1.3a–b), za¨hlt zu den nicht-steroidalen Antirheumatika (NSAID)
und wirkt schmerzlindernd (nicht-opioides Analgetikum), fiebersenkend und
entzu¨ndungshemmend. Dies erfolgt durch die Hemmung der Bildung von
Prostaglandinen, welche als Botenstoffe fu¨r Entzu¨ndungen bzw. die Schmerz-
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Abbildung 1.2: Auflo¨sungsverhalten von Ibuprofen in Wasser zeitlichen
Verlauf [9].
weiterleitung verantwortlich sind. Naproxen inhibitiert die Cyclooxygenasen,
welche fu¨r die Synthese der Prostaglandine notwendig sind [12]. Es wurde
erstmals 1976 unter dem Markennamen Naprosyn gehandelt. Naproxen so-
wie sein Natriumsalz wird inzwischen unter einer Vielzahl von Handelsnamen
(Alacetan, Aleve, Apranax, Dolormin fu¨r Frauen, Dolormin GS, Dysmenal-
git, Mobilat Schmerztabeletten, Naprobene, Proxen, u.w. 1) angeboten und
findet weltweit Anwendung. Durch seine strukturelle Verwandschaft mit den
ebenfalls ha¨ufig verwendeten Wirkstoffen Ibuprofen und Ketoprofen (siehe
Abb. 1.3) stellt es ein geignetes Modellsystem fu¨r eine Gruppe von Schmerz-
mitteln dar.
1.4 Computersimulationen
In der Wissenschaft ko¨nnen Computersimulationen eine Bru¨cke zwischen
Theorie und Experiment bilden. Aus empirischen Daten und theoretischen
U¨berlegungen wird ein Potentialmodell fu¨r die Wechselwirkungen der Teil-
chen des zu untersuchenden Systems entwickelt. Dieses geht dann in Simula-
tionen ein, und die so errechneten Eigenschaften bzw. das Verhalten (Dyna-
mik) werden wieder mit experimentellen Daten verglichen. Die Modellpara-
meter mu¨ssen aber nicht zwangsla¨ufig aus experimentellen Daten gewonnen
werden, es besteht auch die Mo¨glichkeit, diese direkt aus der Schro¨dingerglei-





Abbildung 1.3: 3D-Kalotten- (a) und Struktur-Modell von Naproxen (b), Ibu-
profen (c) sowie Ketoprofen (d)
chung des Systems zu berechnen. Zu diesen so genannten ab initio-Verfahren
(ab initio:
”
ausschließlich auf Naturkonstanten basierend“) [13] za¨hlt unter
anderem die Hartree-Fock-Methode sowie die Dichtefunktionaltheorie. Ha¨ufig
werden Methoden kombiniert; die resultierenden Modelle nennt man dann
semi-empirisch.
Die Ergodenhypothese der statistischen Mechanik besagt, daß es mo¨glich
ist Funktionsmittelwerte des Teilchenorts bzw. -impulses sowohl aus dem
Zeit- als auch dem Ensemblemittel zu bestimmen. Diesen Zusammenhang
nutzt die in den 1950er Jahren aufkommende Monte-Carlo-Methode (MC)
(→ Konfigurationsmittel) bzw. die Methode der Molekulardynamischen Si-
mulation (MD) (→ Zeitmittel).
MD-Simulationen werden zur Untersuchung der Dynamik von Systemen
beliebiger Aggregatzusta¨nde (fest, flu¨ssig und gasfo¨rmig) eingesetzt. Die Zeit-
mittelwerte erha¨lt man durch Lo¨sung der Newtonschen-Bewegungsgleichung
der N Teilchen des Systems. Einen entscheidenden Anteil an der Qualita¨t der
Simulation hat das Wechselwirkungspotential der Teilchen untereinander.
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1.5 Aufgabenstellung und Motivation
Mit Hilfe von MD-Simulationen soll die Bildung pharmazeutischer Wirkstoff-
partikel aus einer u¨bersa¨ttigten Lo¨sung untersucht werden. Die U¨bersa¨tti-
gung wird hier, wie beim RESS-Verfahren (vgl. Kap. 1.1), durch Reduktion
des Lo¨sungvermo¨gens des Lo¨sungsmittels durch Entspannung hervorgerufen.
Neben geeigneten Wechselwirkungspotentialen ist auch eine Simulationsme-
thode zu etablieren, welche den Prozeß der Entspannung mo¨glichst gut hin-
sichtlich der relevanten Gro¨ßen abbildet.
Der erste Schritt zur Bildung einer neuen Phase in einer Mutterphase
ist die Keimbildung. Durch Dichtefluktuationen bilden sich Keime der neu-
en Phase, welche je nach Energie und Gro¨ße wieder zerfallen oder weiter
anwachsen ko¨nnen. Die Keimbildungsrate ist die Anzahl der Keime, die pro
Volumen und Zeit gebildet werden. Die zu bestimmenden Keimbildungsraten
sind sowohl fu¨r das grundsa¨tzliche Versta¨ndnis des Prozesses als auch fu¨r die
Verfahrenstechnik von großem Interesse. Bei der fluiddynamischen Model-
lierung des makroskopischen Prozesses [14] ko¨nnen diese Keimbildungsraten
aus MD-Simulationen jene aus der klassischen Keimbildungstheorie (CNT)
ersetzen.
(a) (b)
Abbildung 1.4: Rasterelektronenmikroskop-Bilder von Naproxen: Das (a) Aus-
gangsmaterial und (b) aus dem RESS-Prozeß gewonnen. (Abb.
modifiziert aus Ref. [15])
Auch die Struktur der Partikel ist zu untersuchen. Sie ist ebenfalls von In-
teresse, da diese einen großen Einfluß auf das Lo¨slichkeitsverhalten und ande-
re Eigenschaften der Partikel hat. Es ist bekannt, daß die beim RESS-Prozeß
gebildendeten Partikel sich sowohl in Gro¨ße als auch in Struktur stark von
den aus alternativen Mikronisierungsverfahren [15] erhaltenen unterscheiden.
5
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In Abbildung 1.4 sind elektronenmikroskopische Aufnahmen2 von Tomasko
et al. [15] von Naproxen vor und nach dem RESS-Prozeß zum Vergleich dar-
gestellt.
Auf Grund der Zeitdoma¨ne und der Gro¨ßenordnung, in dem sich die-
ser Prozeß abspielt, ist eine experimentelle Untersuchung der Keimbildungs-
und Wachstumsprozesse bzw. Analyse der Prima¨rpartikel zur Zeit noch nicht
mo¨glich. Eine solche molekulardynamische Untersuchung bzw. ein vergleich-
barer theoretischer Ansatz auf molekularem Niveau wurde bisher noch nicht
durchgefu¨hrt.





Die Grundlage der molekulardynamischen Simulation (MD) ist die numeri-
sche Lo¨sung der Newtonschen-Bewegungsgleichung der Ni Teilchen des Sy-
stems im Kraftfeld aller anderen Teilchen Nj 6=i, bzw. etwaiger anderer Po-
tentialquellen, wie z.B. Wa¨nde. Die gewonnenen Trajektorien ermo¨glichen
die Untersuchung der zeitlichen Entwicklung eines klassischen Vielteilchen-
problems. Die Computersimulationen, wie auch reale Experimente, ko¨nnen
in vier Phasen unterteilt werden: Pra¨paration, A¨quilibrierung (=̂ Gleichge-
wichtseinstellung), Messung und Auswertung. Auch die Fehlerquellen sind
a¨hnlich, wie z.B. schlechte Pra¨paration des Systems, zu fru¨he bzw. zu kurze
Messphase oder falsche Interpretation der Messgro¨ßen.
Bei einem atomaren System werden von den N Atomen die jeweiligen
Ortskoordinaten ~ri und Geschwindigkeits- ~vi bzw. Beschleunigungsvektoren
~ai mit i ∈ {1, · · · , N} betrachtet. Die Gesamtenergie des Systems ergibt
sich dann als Summe der kinetischen Ekin und potentiellen Energie Epot aller
Teilchen.
Eges = Ekin + Epot (2.1)
Die kinetische Energie la¨ßt sich aus der Masse mi und der Geschwindigkeit







Fu¨r die potentielle Energie gibt es keinen allgemeinen Ausdruck, da diese
die Schnittstelle zwischen Experiment und Simulation darstellt. Ihre Form
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ist abha¨ngig vom verwendeten Potentialmodell und bestimmt die physikali-
schen Eigenschaften des Systems. Daher ist die Wahl eines geeigneten Po-
tentialmodells und die Wiedergabequalita¨t der relevanten Stoffeigenschaften
des Potentials entscheidend fu¨r die Gu¨te der Simulationsergebnisse [16, 17].
Auf die Wechselwirkungspotentiale wird auf Grund ihrer Relevanz in dem
gesonderten Kapitel 2.2 eingegangen.
2.1.1 Bewegungsgleichung
Die zu lo¨sende Bewegungsgleichung lautet in der Newtonschen-Form:
m~a = ~f = −∇~rEpot. (2.3)
Solche Differentialgleichungen erster Ordnung werden gewo¨hnlich u¨ber die
Methode finiter Differenzen gelo¨st. Sind Teilchenorte und -geschwindigkeiten
zu einem definierten Zeitpunkt t bekannt, so lassen sich diese auch fu¨r den
folgenden Zeitpunkt t+ ∆t berechnen. Die La¨nge des Zeitintervalls ∆t, auch
Zeitschritt genannt, ist abha¨ngig vom gewa¨hlten Algorithmus und von den
Eigenschaften des Wechselwirkungspotentials. Der Zeitschritt sollte so ge-
wa¨hlt sein, daß die mittlere zuru¨ckgelegte Strecke eines Teilchens innerhalb
dieses Zeitraums kleiner ist als sein Durchmesser [17].
Der gesuchte Algorithmus zur Lo¨sung der Bewegungsgleichung sollte die
folgenden Eigenschaften besitzen [17]:
1. Zeitliche Umkehrbarkeit der Trajektorien,
2. Beru¨cksichtigung von Erhaltungsgro¨ßen wie Energie und Impuls,
3. mo¨glichst lange Zeitschritte ∆t, ressourcenschonend hinsichtlich Lauf-
zeit und Speicherbedarf und
4. einfache mathematische Form (geringere Fehleranfa¨lligkeit und Rechen-
zeit).
Da die verwendeten Wechselwirkungspotentiale eine stetige Funktion der
Ortskoordinaten darstellen, la¨ßt sich die Bewegungsgleichung ausgehend von
einer Taylorentwicklung lo¨sen. In Abbildung 2.1 sind schematisch die drei am
ha¨ufigsten verwendeten Methoden dargestellt.
Verlet-Algorithmus
Der origina¨re Verlet-Algorithmus [18, 19] basiert auf den Positionen ~r(t),
den Beschleunigungen ~a(t) sowie den Positionen ~r(t − ∆t) zum vorherigen
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MD-Schritt. Nach Berechnung der aktuellen Beschleunigungsvektoren ~a(t)
ergeben sich die neuen Positionen nach:
~r(t+ ∆t) = 2~r(t)− ~r(t−∆t) + ∆t2~a(t). (2.4)
Die Geschwindigkeiten, welche zur Berechnung der Trajektorie bei diesem






Dieser Algorithmus liefert den Ort der Teilchen mit einer hohen Genauigkeit,
der Fehler ist proportional zu ∆t4. Die Geschwindigkeit weist einen Fehler
proportional zu ∆t2 auf und ist somit deutlich ungenauer.
”velocity Verlet”-Algorithmus
Eine Mo¨glichkeit die Genauigkeit der Geschwindigkeiten zu verbessern, bietet
der ”velocity Verlet”-Algorithmus [18, 20]. Hier (vgl. 2.1c) wird zuna¨chst
wird der Ort der Teilchen bei t+ ∆t (Gl. 2.6) und die Geschwindigkeit zum
Zeitpunkt t + ∆t/2 (Gl. 2.7) aus ~r(t), ~v(t) und ~a(t) berechnet. Aus den
neuen Ortsvektoren ~r(t + ∆t) ergeben sich nach Gleichung 2.8 die neuen
Beschleunigungen ~a(t+∆t), u¨ber welche dann die Geschwindigkeiten ~v(t+∆t)
berechnet werden. Dieser Algorithmus weist eine Fehlerordnung von O(∆t3)
sowohl hinsichtlich der Ortskoordinaten als auch der Geschwindigkeiten auf.































Der sogenannte Halbschritt-”leap frog”-Algorithmus [21, 22] weist die sel-
be Pra¨zision hinsichtlich der Geschwindigkeits- und Ortsvektoren auf wie die
”velocity Verlet” -Methode. Hier speichert man die aktuelle Position und Be-









zu einer Einsparung an Arbeits- bzw. Festplattenspeicher von 1/4 gegenu¨ber
dem ”velocity Verlet”-Algorithmus. Nach der Berechnung der aktuellen Be-
schleunigung ~a(t) u¨ber die wirkenden Kra¨fte (Gl. 2.3) berechnet man aus
















Aus dieser neuen Halbschritt-Geschwindigkeit und der aktuellen Position er-
gibt sich dann der neue Ort:




























In dem hier als Grundlage verwendeten MD-Code Moscito [23] wird zur
Lo¨sung der Bewegungsgleichung der ”leap frog”-Algorithmus eingesetzt.
Abbildung 2.1: Schematische Darstellung verschiedener Variationen des Verlet-
Algorithmus. Die grau hinterlegten Boxen repra¨sentieren die
zu speichernden Gro¨ßen. (a) Origina¨re Verlet-Algorithmus. (b)
”leap frog”-Algorithmus. (c) ”velocity Verlet”-Algorithmus. (Re-




U¨blicherweise befinden sich die N Teilchen des zu untersuchenden Systems in
einer kubischen Simulationsbox der Kantenla¨nge L, wobei auch andere Geo-
metrien mo¨glich sind. Die Teilchendichte ergibt sich dann direkt aus dem
Verha¨ltnis der Teilchenzahl zum Volumen der Simulationsbox. Bei den u¨bli-
chen Gro¨ßenordnungen fu¨r N wu¨rde ein Großteil der Teilchen sich an der
Oberfla¨che aufhalten und somit anderen Kra¨ften ausgesetzt sein als die Teil-
chen im Inneren der Simulationsbox. Auch Wa¨nde bzw. Oberfla¨chen wu¨rden
sich durch ihr Potential auf das System auswirken.
Abbildung 2.2: Periodische Randbedingungen in 2D. Die graue Originalbox ist
von identischen Kopien (Box A bis H) von dieser umgeben. (Abb.
entnommen aus Ref. [17])
Eine Standardtechnik zur Vermeidung dieser Einflu¨sse ist die Implemen-
tierung periodischer Randbedingungen (Abb. 2.2). Hier wird die originale
Simulationsbox in allen Raumrichtungen von unendlich vielen Kopien ihrer
selbst umgeben. Die Abbilder der Originalteilchen weisen innerhalb der Kopie
der Simulationsbox die gleichen Eigenschaften (Ort, Geschwindigkeit und Be-
schleunigung) auf wie in der Originalbox, daher werden nur die Eigenschaften
der Teilchen der Originalbox gespeichert. Da die wirkenden Kra¨fte ebenfalls
identisch sind, bedeutet dies, daß ein eventuell vorhandenes externes Poten-
tial die gleiche ra¨umliche Periodizita¨t aufweisen muß wie die Anordnung der
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Boxen. Verla¨ßt ein Teilchen durch U¨berschreiten der Grenze eine Box, so tritt
an der gegenu¨berliegenden Seite seine Kopie in die Box ein, die Teilchenzahl
N und der Gesamtimpuls des Systems bleibt somit erhalten [17].
2.1.3 ”minimum image”-Konvention
Zur Berechnung der Kra¨fte, die auf ein Teilchen wirken, betrachtet man die
Wechselwirkung dieses Teilchens mit den restlichen (N − 1) Teilchen in der
Simulationsbox und im Prinzip auch mit allen Abbildern der Teilchen in den
kopierten Boxen.
Abbildung 2.3: Teilchen 1 wechselwirkt nur mit den sog. ”minimum images”.
Das sind die Teilchen (Originale wie Abbilder), welche sich im
gestrichelten Kasten mit Teilchen 1 im Mittelpunkt befinden.
Der gestrichelte Kreis zeigt die Lage des ”cutoff”-Radius rc an.
(Abb. entnommen aus Ref. [17])
Fu¨r kurzreichweitige Wechselwirkungen, also solche, die mit dem Abstand
schneller abfallen als r−3, macht man die folgende Na¨herung: Wie reduziert
auf zwei Dimensionen in Abbildung 2.3 dargestellt wird, stellt man sich das
zu betrachtende Teilchen 1 im Zentrum einer Box (gestrichelt) mit der glei-
chen Kantenla¨nge L wie die Simulationsbox vor. Als Wechselwirkungspartner
werden jetzt nur die Teilchen betrachtet, welche sich in der gedachten, Teil-
chen 1 umgebenden Box befinden, im vorliegenden Beispiel also die Teilchen
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2, 5C, 3D und 4E. Da nur die na¨chstliegenden Originale und Abbilder bei
der Berechnung der Wechselwirkung beru¨cksichtigt werden, nennt man die-
se Methode ”minimum image”-Konvention [17]. Dies reduziert die Anzahl
der notwendigen Kraftberechnungen von unendlich vielen auf N(N−1) bzw.
N(N−1)/2 unter Beru¨cksichtigung des 3. Newtonschen-Axioms (Kraft gleich
Gegenkraft).
2.1.4 ”cutoff”-Radius
Bei kurzreichweitigen Wechselwirkungen, wie z.B. Lennard-Jones-Potentialen
(LJ), tragen zum Großteil die Teilchen in der unmittelbaren Na¨he zur Kraft
auf ein Teilchen bei. Weiter entfernte Teilchen ko¨nnen somit von der Kraftbe-
rechnung ausgeschlossen werden, da sie nur einen geringen bzw. vernachla¨ssig-
baren Anteil zum Gesamtpotential beitragen. Es werden also nur die Teilchen
beru¨cksichtigt, welche sich im Kugelvolumen mit dem sogenannten ”cutoff”-
Radius rc um das betrachtete Teilchen befinden. Bei langreichweitigen Wech-
selwirkungen, wie z.B. Coulomb-Kra¨ften, gibt es andere Methoden, wie z.B.
die Ewaldsumme [24] (siehe Kap. 2.1.8), die den Einsatz eines ”cutoff”-Radius
bzw. den von periodischen Randbedingungen dennoch ermo¨glichen [17].
Wu¨rde man einfach alle Wechselwirkungen bei Absta¨nden gro¨ßer als dem
”cutoff”-Radius auf Null setzen, wu¨rde dies zu einer Unstetigkeit der wir-
kenden Kra¨fte fu¨hren, sobald ein Teilchen den ”cutoff”-Radius eines anderen
Teilchens passiert, da sich die Teilchen ja vermeintlich
”
plo¨tzlich“ spu¨ren.
Die einfachste Methode, diesem Problem zu begegnen, ist eine Verschiebung
(engl. shift) um den Funktionswert (Gl. 2.13) am ”cutoff”-Radius:
hshift(r) =
{
0 < r > rc : h(r)− h(rc)
rc ≤ r : 0 (2.13)
Dies fu¨hrt jedoch zu einer A¨nderung der Potentialminima und somit der
Eigenschaften des Potentials [25]. Daher ist die Deklaration eines Poten-
tialmodells nur in Verbindung mit dem jeweiligen ”cutoff”-Radius vollsta¨ndig
und reproduzierbar. Eine Ausnahme bilden hier Potentiale mit sehr großen
”cutoff”-Radien.
Nachbarschaftslisten
Durch die ”minimum image”-Konvention und das Abschneiden des Potentials
wird zwar die Anzahl der notwendigen Kraftberechnungen deutlich reduziert,
dennoch mu¨ssen alle Teilchen daraufhin untersucht werden, welche Wechsel-
wirkungspartner in Frage kommen. Um auch hier Rechenzeit einzusparen,
wurde von Verlet [18] die Nachbarschaftsliste eingefu¨hrt. Wie in Abbildung
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2.4 dargestellt, stellen wir uns eine weitere Kugelspha¨re mit dem Radius r1
vor, welche gro¨ßer ist als der ”cutoff”-Radius rc. Zu Beginn wird fu¨r jedes
Teilchen eine Nachbarschaftsliste angelegt. Diese beinhaltet alle Teilchen, die
sich innerhalb des Radius r1 befinden. Nur diese Teilchen mu¨ssen daraufhin
u¨berpru¨ft werden, ob sie sich innerhalb des ”cutoff”-Radius befinden, da
nur diese sich im na¨chsten Schritt eventuell in den ”cutoff”-Radius bewegen
ko¨nnen. Die Gro¨ße des Radius r1 und das Aktualisierungsintervall der Nach-
barschaftslisten sind abha¨ngig von der Geschwindigkeit bzw. der Temperatur
der Teilchen.
Abbildung 2.4: Nur die Teilchen, die sich innerhalb des Radius r1 befinden,
werden u¨berpru¨ft, ob sie sich innerhalb des ”cutoff”-Radius rc
aufhalten und in die Kraftberechnung mit einbezogen werden.
Teilchen 7 wird nicht u¨berpru¨ft, bewegt sich aber vielleicht bis
zur na¨chsten Aktualisierung der Liste in den Radius r1, kann
aber auch dann noch fu¨r die Berechnung der Wechselwirkung
unberu¨cksichtigt bleiben. (Abb. entnommen aus Ref. [17])
2.1.5 Thermostate
Da die Energie wie auch der Impuls bei der Newtonschen Bewegungsglei-
chung (siehe Kap. 2.1.1) konstant gehalten werden, bildet dies ein mikroka-
nonisches Ensemble ab. Dieses wird auch NV E-Ensemble genannt, da die
Teilchenzahl N das Volumen der Simulationsbox V wie auch die Energie
E konstant bleiben. Um molekulardynamische Simulationen bei konstanter
Systemtemperatur, also ein NV T -Ensemble, zu verwirklichen, wurden meh-
rere sogenannte Thermostatalgorithmen entwickelt [16]. Diese stellen quasi
eine Kopplung des Systems mit einem externen Wa¨rmebad dar, welches dem
System je nach Temperatur Energie zu- oder abfu¨hrt.
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Ein d-dimensionales System aus N Teilchen hat, ohne Beru¨cksichtigung der
Schwerpunktsbewegung, F = d · N − d translatorische Freiheitsgrade. Fu¨r
einen definierten Zeitpunkt gilt dann unter Beru¨cksichtigung der Definition








Die Systemtemperatur la¨ßt sich also zu jedem Zeitschritt aus den bekannten
Teilchengeschwindigkeiten ~vi berechnen.
Geschwindigkeitsskalierung
Die offensichtlichste Mo¨glichkeit, ein System zu thermostatisieren, welches
sich direkt aus der obigen Gleichung 2.15 ergibt, ist die Umskalierung der






wobei T0 die gewu¨nschte Temperatur darstellt [17]. Die Geschwindigkeiten
der Teilchen v0 werden dann wie folgt skaliert:
v = v0sT. (2.17)
Diese Methode der gleichfo¨rmigen Skalierung der Geschwindigkeiten (engl.
velocity scaling) bildet ein isokinetisches Ensemble ab, da die mittlere kineti-
sche Energie pro Teilchen konstant gehalten wird. Es handelt sich also nicht
um ein echtes NV T -Ensemble [16], da es keine Fluktuationen der Tempera-
tur um einen Mittelwert aufweist.
Berendsen-Thermostat
Bei dem so genannten ”weak coupling”-Modell von Berendsen et al. [26]
werden die Geschwindigkeiten derart modifiziert, daß die Temperatur auf









Fu¨r den Reskalierungsfaktor der Teilchengeschwindigkeiten analog zu Glei-















Die Geschwindigkeiten der Teilchen werden hier ebenfalls nach Gleichung
2.17 modifiziert. Der Paramter KT legt den Grad der Kopplung an das ex-
terne Wa¨rmebad fest. Im Grenzfall von KT = 0 ist das System vo¨llig un-
gekoppelt (NV E). Bei der sta¨rksten mo¨glichen bzw. sinnvollen Kopplung,
KT = ∆t
−1, geht Gleichung 2.19 in Gleichung 2.16 u¨ber, und man erha¨lt
somit wiederum ein isokinetisches Ensemble wie bei der Methode der Ge-
schwindigkeitsskalierung.
Homogene Thermostaten
Beide hier vorgestellten Methoden sind sogenannte homogene Thermostaten
[27]. Hier werden alle Teilchen gleich behandelt, unabha¨ngig davon, ob sie
sich in der Gasphase, auf der Oberfla¨che eines Clusters oder in dessen Inne-
ren befinden. Ihre Geschwindigkeit wird normalerweise zu jedem Zeitschritt
umskaliert [17]. Die uniforme, umgebungsunabha¨ngige Behandlung der Teil-
chen bei der Thermostatisierung birgt je nach Simulationsaufbau und System
Probleme in sich. So sind homogene Thermostaten insbesondere bei stark
wechselwirkenden Systemen nicht zum Einsatz bei Simulationen von Parti-
kelbildung aus der Gasphase geeignet. Da wa¨hrend der Bildung von Dimeren
oder der Anlagerung weiterer Teilchen an einen bestehenden Cluster per-
manent potentielle in kinetische Energie umgewandelt wird, erhitzen sich
diese Cluster. Somit steigt auch die Systemtemperatur TS und folglich auch
der Skalierungsfaktor svs. Da alle Teilchen gleich behandelt werden, wird die
Geschwindigkeit eines Monomers genauso skaliert wie die eines Teilchens in
oder an einem Cluster. Hierdurch kommt es zu einer physikalisch unsinnigen
Abku¨hlung der Monomere. Die rasche Abku¨hlung der sich neu anlagernden
Teilchen fu¨hrt zu einer unrealistischen Struktur der Cluster, da eine Diffusion





Eine Methode zur Thermostatisierung der zu betrachtenden Teilchen, ohne
direkt auf deren Eigenschaften wie Geschwindigkeit oder wirkende Kra¨fte
Einflußzu nehmen, bietet der Inertgasthermostat [29]. Bei diesem werden die
zu untersuchenden Teilchen nur durch Sto¨ße mit den Inertgasteilchen ther-
mostatisiert. Diese Methode modelliert den Wa¨rmetransport im Vergleich
zum Experiment deutlich realistischer als die klassischen homogenen MD-
Thermostaten. Im Experiment wird die Wa¨rmeabfuhr auch ha¨ufig u¨ber ein
im U¨berschuss zugesetztes Inertgas [30] realisiert. Erhart und Albe [27] konn-
ten durch vergleichende Simulationen der Partikelbildung von Silizium aus
der Dampfphase zeigen, daß der Inertgasthermostat bei Partikelbildungssi-
mulation geigneter ist als ein homogener MD-Thermostat. Fu¨r die Inert-
gasteilchen kann dann ein beliebiger Thermostat [27, 31] eingesetzt werden.
Eine detaillierte Untersuchung der Eigenschaften der Inertgasthermostaten
bei der Thermostatisierung von Metallclustern wurde von Westergreen et al.
[32] und Braun et al. [33] durchgefu¨hrt.
2.1.6 Berendsen-Ensemble
Zur Modellierung eines NpT -Ensembles wurde in dieser Arbeit das in Mosci-
to [34] implementierte Berendsen-Ensemble [26] verwendet. Der Berendsen-
Thermostat wurde bereits im vorherigen Kapitel 2.1.5 vorgestellt. Der Ba-
rostat basiert auf dem gleichen Schema. Der Systemdruck eines Ensembles








|~ri| · |~fi|. (2.21)
Fu¨r den Systemdruck p gilt hier das gleiche Relaxationsverhalten (vgl. Gl.







Die Regelung des Drucks geschieht durch Skalierung der Boxdimensionen und












Hier ist κT die isotherme Kompressibilita¨t des Systems, und Kp definiert die
Sta¨rke der Kopplung des Barostaten. Eine starke Kopplung Kp ' ∆t−1 fu¨hrt
bei dieser Methode aufgrund der starken Skalierung der Teilchenpositionen
zu instabilen Trajektorien. Da der Druck abha¨ngig ist von Temperatur, ist
darauf zu achten, daß die Kopplung des Barostaten nicht sta¨rker ist als die
des Thermostaten: τT ≤ τp, da dies ebenfalls zu einem instabilen System
fu¨hrt.
2.1.7 Eingeschra¨nkte Dynamik
Die Effizienz von MD-Simulationen ist limitiert durch den Zeitschritt des In-
tegrationsalgorithmus – siehe Kapitel 2.1.1. Dieser wiederum wird nach oben
begrenzt durch die ho¨chste Frequenz bzw. sta¨rkste Wechselwirkung, welche
im vorliegenden System mo¨glich ist. Bei einem schwach wechselwirkenden
atomaren System, wie z.B. LJ-Argon, sind Zeitschritte von 2 fs und gro¨ßer
mo¨glich. Bei den deutlich sta¨rker wechselwirkenden Metallen ist maximal
1 fs sinnvoll. Die Schwingungsfrequenzen Ω molekularer Bindungen ko¨nnen
je nach Sta¨rke der Bindung zu einem theoretisch notwendigen Zeitschritt
deutlich kleiner als eine Femtosekunde fu¨hren. Als gute Abscha¨tzung fu¨r das
obere Limit des Zeitschritts gilt [35]:
(∆t)max = Ω
−1, (2.25)






Eine derart detaillierte Abbildung ist nicht notwendig, wenn die zu untersu-
chenden Pha¨nomene sich auf deutlich gro¨ßeren Zeitskalen bewegen. Sofern
keine relevante Kopplungen zu anderen Freiheitsgraden vorliegen, lassen sich
solch starke Wechselwirkungen separieren und einfrieren. Hierzu bedient man
sich der Methode der eingeschra¨nkten Dynamik (engl. constrained dynamics).
SHAKE-Methode
In dieser Arbeit wurde die in Moscito implementierte SHAKE-Methode von
Ryckaert et al. [36] verwendet. Eine Abstandsbedingung zwischen zwei Teil-
chen ist gegeben durch:
σk = (~ri − ~rj)2 − d2ij = 0. (2.27)
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i + δ~ri. (2.28)
Mit einem Korrekturvektor parallel zum Abstandsvektor ~rij(t) = ~ri(t)−~rj(t)
zum Zeitpunkt t ergibt sich:















λk~rij (t) . (2.29)
Gesucht werden nun die Lagrange-Faktoren λk, welche alle Bedingungen σk
erfu¨llen. Im einfachsten Fall eines diatomaren Moleku¨ls mit starrer Bindung
(siehe Abb. 2.5) ist dieser analytisch einfach zuga¨nglich. Bei Systemen aus
mehr als zwei Teilchen und mehr als einem Abstandskriterium pro Teil-
chen werden die Lagrange-Faktoren numerisch iterativ ermittelt. Die Iterati-
on wird abgebrochen, wenn ein definierter Toleranzwert unterschritten wird.
Winkel lassen sich einfach durch ein zusa¨tzliches Abstandskriterium fixieren.
Eine Einschra¨nkung der Methode ist die Limitierung der Anzahl der Ab-
standsbedingungen hinsichtlich der Geometrie des Systems. Grundsa¨tzlich
gilt als Obergrenze die Dimensionalita¨t des vorliegenden Teilchensystems.
Fu¨r ein lineares Moleku¨l (1D) sind maximal zwei Bedingungen lo¨sbar und
bei einem planaren Moleku¨l (2D) maximal drei.
Abbildung 2.5: Beispiel der Anwendung des SHAKE-Methode auf die Trajekto-
rie eines diatomaren Moleku¨ls. (Abb. entnommen aus Ref. [23])
Virtuelle Teilchen
Bei der Darstellung linearer dreiatomiger, vo¨llig starrer Moleku¨le sto¨ßt man
an die Grenzen der SHAKE-Methode, da mit drei notwendigen Abstandskri-
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terien die Anzahl der mo¨glichen Bedingungen bei linearen Systemen u¨ber-
schritten wird. Durch die Einfu¨hrung so genannter virtueller Teilchen la¨ßt
sich diese Einschra¨nkung u¨berwinden. Hierbei handelt es sich um masselose
Teilchen, welche u¨ber ein starres Geru¨st an reale (massebehaftete) Teilchen
des Moleku¨ls gebunden sind. Die Position der virtuellen Teilchen wird hier als





ci · ~ri (2.30)
∑
i




~fi + ci · ~fvirt (2.32)
Die auf das virtuelle Teilchen wirkende Kraft wird unter Beru¨cksichtigung
der Normierung (Gl. 2.31) auf die
”
verbundenen“, realen Teilchen u¨bertragen
(siehe Gleichung 2.32). Hierbei bleiben sowohl die Kraft als auch das Moment
konstant.
Ein lineares, vo¨llig starres Moleku¨l aus drei Atomen bzw. Wechelwir-
kungseinheiten la¨ßt sich so durch Kombination der SHAKE-Methode und
der Verwendung virtueller Teilchen realisieren. Die Gesamtmasse des Mo-
leku¨ls wird auf zwei Punkte abgebildet, deren Abstand so gewa¨hlt ist, daß
das Tra¨gheitsmoment des Systems erhalten bleibt. Der Abstand zwischen die-
sen wechelwirkungslosen Massepunkten wird mit Hilfe der SHAKE-Methode
fixiert. Die drei Wechselwirkungseinheiten werden als virtuelle Teichen an
diese Massepunkte gebunden.
2.1.8 Ewaldsumme
Elektrostatische Wechselwirkungen, z.B. von Partialladungen, spielen in mo-
lekularen Systemen eine wichtige Rolle und sind um eine Gro¨ßenordnung
sta¨rker als die Dispersionskra¨fte. In den meisten Potentialmodellen werden
diese durch Punktladungen repra¨sentiert. Die potentielle Energie zwischen






mit 0 der Dielektrizita¨tskonstante des Vakuums. Diese Funktion konvergiert
nur sehr langsam und la¨ßt sich daher auch nicht wie die kurzreichweitigen
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Van-der-Waals-Kra¨fte bei einem ”cutoff”-Radius (vgl. Kap. 2.1.4) abschnei-
den. Die relevante Reichweite der Coulomb-Wechelwirkungen ist ha¨ufig sogar
gro¨ßer als die Ausdehnung der Simulationsbox. Daher sind diese langreich-
weitigen Wechselwirkungen speziell zu behandeln.
Abbildung 2.6: Schematische Darstellung des Konzepts der Ewaldsumme.
Die origina¨ren Punktladungen (links) werden umhu¨llt von
gaussfo¨rmigen Ladungswolken mit umgekehrtem Vorzeichen
(rechts oben). Deren Kompensation wird im reziproken Raum
berechnet (recht unten). (Abb. entnommen aus Ref. [23])
Zur Lo¨sung dieses Problems wurde von Ewald [24] ein Konzept vorge-
schlagen, welches den Beitrag der Ladungsverteilung in zwei Terme aufspal-
tet: Die kurzreichweitige Realraumsumme und die unendlich periodische re-
ziproke Gittersumme. Durch Hinzufu¨gen gaussfo¨rmiger Ladungswolken







(−α2 (ri − r)2) (2.34)
mit umgekehrten Vorzeichen am Ort einer jeden Punktladung des Systems
werden diese abgeschirmt (siehe Abb. 2.6). Die Weite der Verteilung, der

















Diese Funktion konvergiert schnell und ist mit der ”minimum image”-Kon-
vention (vgl. Kap. 2.1.3) vertra¨glich. Zur Wiederherstellung der origina¨ren
Ladungsverteilung werden die gleichen Gaussverteilungen auch mit dem ur-
spru¨nglichen Vorzeichen hinzugefu¨gt. Der Beitrag dieser Ladungen wird im
reziproken Raum mit Hilfe der Fouriertransformation berechnet. Auf Grund
ihrer Form konvergiert diese Fouriersumme schnell. Der reziproke Anteil der


















exp (−ik (ri − rj)) , (2.36)
mit dem reziproken Gittervektor k. Dieser Term beinhaltet allerdings auch
die Wechselwirkung der Punktladungen mit der Ladungswolke des gleichen













Die totale elektrostatische Energie eines Systems aus Moleku¨len (n,m),









































































Die letzten beiden Terme ergeben sich aus der Praxis, bei der die intramole-
kularen Wechselwirkungen zumeist mit einem Faktor (fnkλ) skaliert werden
oder ganz ausgeschlossen werden, da die korrespondierenden Potentiale be-
reits in anderen Wechselwirkungen beinhaltet sind. Beispielsweise bei zwei
benachbarten, u¨ber eine Bindung verbundene Partialladungen ist es nicht
zweckma¨ßig das Coulomb-Potential zu berechnen. Da bei einer starren Bin-
dung diese nur einen konstanten Beitrag zur Gesamtenergie liefert, der kei-
nerlei Einfluß auf die Trajektorie hat. Bei einer flexiblen Bindung (vgl. Kap.
2.2.3) ist der Beitrag der Coulomb-Wechselwirkung bereits im Bindungspo-
tential enthalten, bzw. ist nur aufwendig oder gar nicht zu separieren.
”smooth particle mesh”-Ewald
Die klassische Ewald-Methode ist mit einer Laufzeit von O(N2) sehr rechen-
zeitintensiv, was die Realisierung großer Systeme stark einschra¨nkt. Zur Op-
timierung des rechenintensivsten Teils, der Berechnung des reziproken Terms,
wurden daher einige Anstrengungen unternommen. Die hier verwendete ”par-
ticle mesh”-Ewald-Methode (PME) [37] basiert auf der ”particle-particle-
particle-mesh”-Methode (P3M) von Hockney und Eastwood [38]. Bei dieser
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Methode wird die Ladungsverteilung (der einzelnen Punktladungen) auf ein
periodisches Gitter abgebildet. Dies ermo¨glicht die Nutzung hocheffizienter
und schneller Fouriertransformations-Algorithmen (FFT).
Abbildung 2.7: Beispiel fu¨r die Verteilung einer Punktladung q auf die Gitter-
punkte. Im Fall einer Interpolationsordnung von n = 4 wird die
Ladung q gewichtet mit dem Ort auf die n3 = 64 benachbarten
Gitterpunkte verteilt. (Abb. entnommen aus Ref. [23])
In Moscito ist die Variante von Essmann et al. [39] implentiert, welche
B-Splines n-ter Ordnung verwendet. Eine an einer beliebigen Position lokali-
sierte Ladung wird mittels einer Gewichtungsfunktion als 3D-B-Spline auf die
n3 benachbarten Gitterpunkten (siehe Abb. 2.7) abgebildet. Das Gitter wird
anschließend mit einem 3D-FFT-Algorithmus transformiert. Die einzelnen
reziproken Energieterme lassen sich im nun reziproken Gitter einfach auf-
summieren. Das Wechselwirkungspotential der einzelnen Atome berechnet
sich u¨ber die ortsabha¨ngigen Gewichtungsfaktoren durch inverse Transfor-




Die Potentialfunktionen sind bei MD-Simulationen von zentraler Bedeutung,
da sich die wechelwirkenden Kra¨fte in der Bewegungsgleichung (Gl. 2.3) aus
der o¨rtlichen Ableitung dieser ergeben. Die Wahl des geeigneten Potential-
modells und dessen Vorhersagekraft sind also von entscheidender Bedeutung
fu¨r die Aussagekraft der Simulationen und deren Ergebnisse. Wichtige Kri-
terien bei der Wahl eines Modells sind:
• Die Gro¨ße des Systems (Atom- bzw. Moleku¨lzahl),
• die Art der auftretenden Kra¨fte,
• der Aggregatzustand,
• die Natur der Teilchen und
• die zu untersuchenden physikalischen Gro¨ßen bzw. Eigenschaften.
Bei der Wahl eines geeigneten Potentialmodells gilt es abzuwa¨gen zwi-
schen der Genauigkeit der Abbildung und dem Rechen- und somit Zeitauf-
wand.
Bei atomaren Systemen sind im Allgemeinen die kinetische Energie der
Atomkerne und Elektronen, die Wechselwirkung der Kerne und Elektro-
nen untereinander sowie die Kern-Elektron-Wechselwirkung und der Ein-
fluß eventuell vorhandener externer Kraftfelder zu beru¨cksichtigen. Ist eine
mo¨glichst exakte Kenntnis der elektronischen Struktur zur Bestimmung von
z.B. optischen, magnetischen oder elektrischen Eigenschaften gewu¨nscht, so
ist eine quantenmechanische Beschreibung der Wechselwirkung notwendig.
Diese sogenannten ab initio-Methoden beno¨tigen je nach verwendeter Na¨he-
rung fu¨r wenige Atome auf Großrechnern viele Stunden bis Wochen CPU-
Zeit, was die Anwendung dieser Methoden auf Systeme aus u¨ber tausend
Teilchen aus Ressourcengru¨nden verbietet. Dieser Aufwand ist jedoch fu¨r
viele Fragestellungen nicht notwendig. Im Rahmen der Born-Oppenheimer-
Na¨herung [40] la¨ßt sich die Gesamtenergiefunktion eines Systems als Funk-
tion von Parametern der Atomkerne ausdru¨cken, wobei die elektronischen
Wechselwirkungen der Atome effektiv mit eingebunden werden. Die hieraus
resultierenden Modelle nennt man effektive Potentialmodelle.
Im Allgemeinen ist darauf zu achten, daß das verwendete Modell alle fu¨r
das zu untersuchende Pha¨nomen relevanten Eigenschaften des realen Systems





Zur Darstellung schwacher Van-der-Waals-Kra¨fte bei neutralen Atomen, wie
z.B. Argon [41], nutzt man sogenannte effektive Paarpotentiale. Hier flie-
ßen, meist durch Anpassung an experimentelle Daten, auch die Beitra¨ge
der Mehrko¨rperwechselwirkungen in einen effektiven Paarwechselwirkungs-
term ein. Die prominentesten Paarpotentialmodelle sind das Lennard-Jones-











stellt einen Spezialfall des von Gustav Mie schon 1903 publizierten Mie-
Potentials [44] dar. Die beiden Ziffern im Namen beziehen sich auf die Expo-
nenten des attraktiven sowie repulsiven Terms (vgl. Gl. 2.39). Der langreich-
weitigere attraktive Term (van-der-Waals-Kra¨fte) ist nach Fritz London [45,
46] proportional zu r−6 und beschreibt die induzierten Dipol-Dipol-Wechsel-
wirkungen zweier sich anna¨hernder Atome. Dieser wird durch einen, bei klei-
nen Absta¨nden dominierenden, zu r−12 proportionalen repulsiven Term u¨ber-
lagert. Hierdurch wird die Pauli-Repulsion beru¨cksichtigt, welche bedingt ist
durch die Abstoßung zweier Elektronen mit gleichem Spin, wenn sich ihre
Orbitale u¨berlappen [47]. Die Potentialparameter σ und  werden durch An-
passung an experimentelle Daten gewonnen und stehen fu¨r eine Vielzahl von
Stoffen zur Verfu¨gung.
Die Kombinationsparameter zur Berechnung der Wechselwirkung zwi-
schen zwei verschiedenen Spezies wird zumeist nach den Kombinationsregeln
nach Lorentz-Berthelot (Gl. 2.40 u. 2.41) berechnet [17]:
AB =
√




(σA + σB) . (2.41)
Es finden sich in der Literatur aber auch andere Kombinationsregeln. So wird
z.B. im OPLS- [48] bzw. GROMOS-Model [49] auch fu¨r σ das geometrische
Mittel verwendet. Es ist auch mo¨glich, diese Kombinationsparameter durch
Anpassung an experimentelle Daten, wie auch bei Zustandsgleichungen, spe-
zifisch fu¨r einzelne Wechselwirkungspaare zu optimieren. Dies ist allerdings
nur bei kleinen, niedermolekularen Systemen praktikabel, da die Komple-
xita¨t der notwendigen Anpassungen proportional zum Quadrat der Anzahl




Die starken Coulomb-Wechselwirkungen werden u¨ber Punktladungen abge-
bildet, wie schon in Kapitel 2.1.8 ausfu¨hrlich erla¨utert.
Betrachtet man Moleku¨le, so erweitert sich der Term fu¨r die potentielle
Energie im Vergleich zu Atomen um den aus den inneren Freiheitsgraden
resultierenden, intramolekularen Beitrag:
Epot = ELJ + ECoul︸ ︷︷ ︸
Einter
+Eintra. (2.42)
Die Anzahl und Art der Unterbeitra¨ge der intramolekularen Wechselwirkun-
gen spiegeln die Komplexita¨t des Moleku¨ls bzw. des Modells wieder. Diese
sind zumeist flexible Bindungen und Winkel sowie teilweise auch Torsions-
barrieren. Die Modellierung dieser wird in Kapitel 2.2.3 im Detail erla¨utert.
Komplexita¨t
In Abha¨ngigkeit vom Anwendungsgebiet und der Fragestellung variiert die
Komplexita¨t der fu¨r ein Moleku¨l publizierten Potentialmodelle erheblich.
Zum Beispiel findet man fu¨r Naphthalin vier deutlich verschiedene Model-
le: Die sogenannten ”coarse grained”-Modelle vereinigen ganze Gruppen von
Atomen oder im Extremfall ganze Moleku¨le in einer Wechselwirkungseinheit.
Eya et al. [50] (Abb. 2.8a) zum Beispiel verwendeten bei Lo¨slichkeitsstudien
ein simples Lennard-Jones-Potential; die Wechselwirkungen aller 18 Atome
des Naphthalin-Moleku¨ls sind hier in einer Wechselwirkungseinheit, ha¨ufig
auch kurz Site genannt, abgebildet. Bei Iwai et al. [51] (Abb. 2.8b) werden
die beiden Ringe durch je eine LJ-Site mit festem Abstand zueinander dar-
gestellt. Bei dem TraPPE Model von Stubbs et al. [52] (Abb. 2.8c) handelt
es sich um ein sogenanntes ”united atom”-Modell (UA). Es besteht aus zehn
Sites. Hier bilden die CH-Gruppen jeweils eine Wechselwirkungseinheit. Die
UA-Modelle zeichnen sich dadurch aus, daß zur Reduktion der Komplexita¨t
die Wasserstoffe implizit mit in die Wechselwirkung des na¨chsten Schwer-
atoms einbezogen werden. Im Falle einer Methylgruppe sind so an Stelle von
drei Wasserstoffen und einem Kohlenstoff nur ein CH3-Pseudoatom zu simu-
lieren. Bei einem ”all atom”-Modell (AA) [53] (Abb. 2.8d) werden folgerichtig
auch die Wasserstoff-Atome explizit dargestellt.
Kraftfelder und Potentialmodelle
Unter Kraftfeldern (force fields) bzw. Potentialmodellen versteht man nicht





Abbildung 2.8: Schematische Darstellung verschiedener Naphthalin-Modelle.
Die Absta¨nde der Wechselwirkungseinheiten (•) sowie die
Lennard-Jones-Durchmesser (©) sind proportional dargestellt:
(a) [50], (b) [54], (c) [52] und (d) [53].
Baukastenmodelle. Dies sind Parametersammlungen fu¨r die Wechselwirkun-
gen von einzelnen Atomen bzw. Struktureinheiten. Das Potential fu¨r ein
Zielmoleku¨l la¨ßt sich hier aus seinen strukturellen Untereinheiten konstruie-
ren. Die popula¨rsten klassischen Kraftfelder heißen AMBER [55], CHARMM
[56], GROMOS [49] und OPLS [48]. Diese unterscheiden sich durch die Spe-
zifizita¨t, mit der sie die einzelnen Strukturelemente deklarieren und ihrer
unterschiedlichen Kompatibilita¨ts- bzw. Anwendbarkeitsanspru¨che. Die Pa-
rameter der Modelle werden auf der Basis von Moleku¨lbibliotheken in eng
begrenzten Temperatur- und Druckbereichen ermittelt. Daher ist die Funk-
tionalita¨t dieser Modelle nur annehmbar, wenn das Zielmoleku¨l entweder Teil
der Basisbibliothek ist oder zumindest zur gleichen Verbindungsklasse za¨hlt
und alle Strukturelemente in der Bibliothek enthalten sind. Das Transferable
Potential for Phase Equilibria (TraPPE) von Siepmann et al. [57] definierte
die einzelnen Parametersa¨tze fu¨r verschiedene Verbindungsklassen separat in




Hier werden die einzelnen intramolekularen Wechselwirkungen, welche sich
auf Grund flexibler und drehbarer Bindungen ergeben, und deren funktionale
Implementierung in ein Potentialmodell aufgefu¨hrt.
Bindungen
Wird eine Bindung zwischen zwei Sites nicht als starr (vgl. Kap. 2.1.7) behan-
delt sondern als flexibel, so wird hier bei den klassischen Kaftfeldern zumeist
ein elastisches Feder-Potential angesetzt. So ergibt sich mit dem Hookeschen-




kbd (r − r0)2 . (2.43)
In seltenen Fa¨llen kommt auch ein Morsepotential zur Anwendung. Bei den
sogenannten ”bond order”-Potentialen [67, 68] berechnet sich die Wechsel-
wirkung einer Bindung aus einem repulsiven Paarterm und einem Funktional
der Elektronendichte. Bei Modellen, welche chemische Reaktionen abbilden
ko¨nnen, also das Brechen bzw. die Neubildung von Bindungen erlauben, wie
z.B. bei dem ReaxFF [69], ist die Behandlung von Bindungen naturgema¨ß
komplexer.
Winkel





ka (Φ− Φ0)2 . (2.44)
Bei 180◦-Winkeln kann es auf Grund der limitierten Genauigkeit der Rech-
nungen zu Problemen kommen. Hier empfiehlt sich der Ansatz nach Mu¨ller-
Plathe [70]:
Eal = kal (1 + cos (Φ)) . (2.45)
Torsionswinkel





kdp,i (1 + cos (miΨ−Ψ0,i)) . (2.46)
Hier sind kdp,i die Kraftkonstante, mi die Multiplizita¨t und Ψ0,i der Phasen-
winkel des jeweiligen Fourier-Terms. Die Anzahl der notwendigen Terme zur
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Beschreibung der Potentialfunktion ist abha¨ngig von deren Symmetrie. Ist





kdi (Ψ−Ψ0)2 . (2.47)
2.2.4 CO2-Potentiale
In der Literatur findet man eine Vielzahl von Potentialmodellen fu¨r Kohlen-
stoffdioxid. Diese unterscheiden sich im Wesentlichen in ihrer Komplexita¨t
und dem vorgesehenen Anwendungsbereich. Im einfachsten Fall wird das Mo-
leku¨l, wie bei Iwai et al. [51] durch eine Lennard-Jones- Wechselwirkungsein-
heit dargestellt. Durch Anpassung an experimentelle Daten [71] erha¨lt man
ein effektives Potential. Bei z.B. Vrabec et al. [72] und Mognetti et al. [73]
wird dieses Modell um einen Punktquadrupol erweitert. Der u¨berwiegende
Anteil der CO2-Potentiale besteht aus drei Wechselwirkungseinheiten, zu-
meist vom Typ Lennard-Jones, und drei Punktladungen [74–78]. Das von
Murthy et al. fu¨r festes CO2 vorgeschlagene Modell [79] ist mit seinen fu¨nf
Partialladungen eher ein Exot.
Tabelle 2.1: Parameter der Potentialmodelle fu¨r Kohlenstoffdioxid mit Partial-
ladungen im Vergleich
C/kB K σC/nm O/kB K
−1 σO/nm qC/e dCO/nm
MSM [76] 29,0 0,2785 83,1 0,3014 0,5957 0,116
TraPPE [78] 27,0 0,280 79,0 0,305 0,70 0,116
Zhang u. Duan[74] 28,845 0,27918 82,656 0,30 0,5888 0,1163
EPM2 [75] 28,129 0,2757 80,507 0,3033 0,6512 0,1149
Die Elektrostatik im Naproxenpotential ist durch Punktladungen darge-
stellt. Ein Grund ist, daß durch Punktladungen die ra¨umliche Nahordnung
der CO2-Moleku¨le zum Beispiel im Bereich der Carboxylgruppe differenzier-
ter abgebildet werden ko¨nnen. Die Parameter der Potentiale mit Punktmo-
nopolen sind in Tabelle 2.1) zusammengestellt. Auf Grund des anderweitigen
Schwerpunktes sind aus Sicht dieser Arbeit die geringfu¨gigen Unterschiede
in der U¨bereinstimmung der Modelle mit experimentellen Daten nicht rele-
vant, mit Ausnahme des Modells von Zhang und Duan [74], welches sich als
deutlich schlechter erwies [80] als zuna¨chst publiziert.
In dieser Arbeit wird das starre EPM2-Potential eingesetzt. Dies wurde
in Kombination mit dem TraPPE-Modell fu¨r Naphthalin, welches als Mo-
dellsystem bzw. Ausgangsmodell diente, hinsichtlich der Lo¨slichkeit bereits
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erfolgreich eingesetzt [52]. Die Kombinationsparameter fu¨r die unterschied-
lichen Sites ergeben sich nach Lorentz-Berthelot und mu¨ssen nicht separat
bestimmt werden.
Abbildung 2.9: Darstellung der Geometrie des EPM2-Modells.












Da die zur Lo¨sung der Abstandskriterien verwendete SHAKE-Methode (vgl.
Kapitel 2.1.7) begrenzt ist, werden die Wechselwirkungseinheiten als virtuelle
Teilchen dargestellt. Diese sind starr an zwei Massepunkte (V) gebunden
(siehe Abb. 2.9), deren Abstand fixiert ist. So erreicht man die Darstellung




Das Naphthalin (CAS: 91-20-3) stellt eine wichtige strukturelle Untergruppe,
quasi das Ru¨ckgrat des Zielmoleku¨ls Naproxen dar. Als eine gut vermessene
Substanz, welche auch hinsichtlich des zu untersuchenden RESS-Verfahrens
experimentell [4, 81, 82] wie auch theoretisch [4, 83] untersucht wurde, eignet
es sich hervorragend als Modellsystem.
In dieser Arbeit wurde in der Mehrzahl der Simulationen das TraPPE-
Potential von Wick et al. [61] verwendet. Hierbei handelt es sich um ein
starres UA-Modell (vgl. Abb. 2.8c), welches aus 10 LJ-Sites mit konstanten
Absta¨nden und Winkeln besteht.
Ausschließlich bei den Gro¨ßseneffektstudien kam das einfachere Modell
von Iwai et al. [50, 54] zur Anwendung, welches das Naphthalin-Moleku¨l
durch zwei starr (d = 0,242 nm) gebundene Wechselwirkungseinheiten mit
σ = 0,4707 nm und /kB = 237,8 K (vgl. Abb. 2.8b) darstellt. Dieses Mo-
dell wurde hier nur aus Gru¨nden der Rechenzeit zur Darstellung sehr großer
Systeme verwendet.
Abbildung 2.10: Konstruktion des starren UA-Modells fu¨r Naphthalin. Die
schraffierten Kreise stellen die masselosen Wechselwirkungsein-
heiten (UA-Sites) und die gefu¨llten die Punktmassen dar.
Implementierung des TraPPE-Naphthalin
Zur Darstellung eines vollkommen starren Modells wird auf Grund der Ein-
schra¨nkungen des SHAKE-Algorithmus die Masse des Moleku¨ls durch drei
wechselwirkungslose Punktmassen mit festen Absta¨nden zueinander repra¨sen-
tiert. Diese spannen die Moleku¨lebene auf, in der die 10 masselosen LJ-Sites
auf ihre relativ zu den Punktmassen festen Postionen platziert werden (vgl.
Abb. 2.10 und Tab. 2.4). Die auf die LJ-Sites wirkenden Kra¨fte werden zur
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Berechnung der Trajektorie auf die drei Punktmassen verschoben. Diese Me-
thode ist im Detail in Kapitel 2.1.7 erla¨utert. Die Punktmassen und ihre rela-
tive Position im Moleku¨l wurden so gewa¨hlt, daß die Tra¨gheitsmomente des
Moleku¨ls erhalten bleiben und die Summe der Massen der des Naphthalin-
Moleku¨ls entspricht. Zur Optimierung wurde hier GenOpt [84] verwendet.
Die relative Abweichung der Tra¨gheitsmomente in den drei Achsen ist klei-
ner als 10−7. Die Lennard-Jones-Parameter sind in Tabelle 2.3 aufgefu¨hrt.





























Der Vorgang der Partikelbildung la¨ßt sich in zwei Teilprozesse zerlegen, in die
Keimbildung und das Partikelwachstum. Unter Keimbildung versteht man
die erste Stufe zur Bildung einer neuen Phase. Durch Dichtefluktuationen
bilden sich Keime in der Mutterphase, welche bei U¨berschreiten einer kri-
tischen Gro¨ße weiter anwachsen ko¨nnen. Bei den Wachstumsprozessen un-
terscheidet man zwischen dem Oberfla¨chenwachstum, der Kondensation von
Monomeren, und dem Wachstum durch Vereinigung (Agglomeration, Koales-
zenz) zweier Cluster.
Der prima¨re Schritt, die Keimbildung, ist von großem Interesse, da diese
durch ihre Kinetik einen starken Einfluß auf die nachfolgenden Prozesse hat.
Der kinetische Parameter ist die Keimbildungsrate J ; dies ist die Anzahl an
stabilen Keimen, die pro Zeit und Volumen gebildet werden und weiterwach-
sen.
Ein weiterer wichtiger Ordnungsparameter der Keimbildung ist die U¨ber-
sa¨ttigung S, welche ein Maß fu¨r die Stabilita¨t des Systems ist. Ihre Definition
ha¨ngt von der Art des betrachteten Systems ab. Bei der homogenen Keim-





wobei pi der Partialdruck der keimbildenden Komponente i im System ist,
und pi,vap der Sa¨ttigungsdampfdruck dieser bei der gegebenen Temperatur





mit y2 als Molenbruch des gelo¨sten Stoffes im betrachteten System und y2,sat
Molenbruch der gesa¨ttigten Lo¨sung bei den gegebenen Bedingungen.
Bei der Bildung eines Clusters spielen zwei energetische Beitra¨ge gegen-
einander: Die freiwerdende Bindungsenthalpie, welche mit dem Volumen ska-
liert (V ∼ r3) und die aufzubringende Oberfla¨chenarbeit (∂A/∂A ∼ r2). Die
unterschiedlichen Proportionalita¨ten der einzelnen Beitra¨ge zur Gro¨ße eines
Clusters fu¨hren zu einer Energiebarriere bzw. Aktivierungsbarriere. Die Ho¨he
dieser Barriere ist abha¨ngig vom Zustand des Systems und wird kritische
Keimbildungsenthalpie ∆G∗ genannt. Die zugeordnete Gro¨ße r∗ ist der Ra-
dius des kritischen Keims.
Im Falle eines stabilen Systems (S < 1) steigt ∆G monoton mit dem Ra-
dius des Clusters (vgl. Abb. 2.11), wobei die kritische Keimbildungsenthalpie
34
2.3 Partikelbildung
Abbildung 2.11: A¨nderung der Keimbildungsenthalpie ∆G bei verschiedenen
U¨bersa¨ttigungen S in Abha¨ngigkeit vom Radius rn. (Abb. ent-
nommen aus Ref. [85])
quasi unendlich groß wird. Aus den Dichtefluktuationen kann sich kein dau-
erhaft stabiler Keim der neuen Phase bilden. Ist die U¨bersa¨ttigung S > 1,
ist das System metastabil oder instabil, und die Funktion ∆G bildet ein Ma-
ximum aus. Dichtefluktuationen im System, welche dieses Maximum ∆G∗
— die kritische Keimbildungsenthalpie — u¨berwinden, ko¨nnen zu weiter an-
wachsenden Clustern der neuen Phase fu¨hren.
2.3.1 Keimbildungstheorie
Nach der Kapillarita¨tsna¨herung von Gibbs [86] ist das thermophysikalische
Verhalten eines Clusters identisch mit dem Verhalten der Volumenphase. In
der klassischen Keimbildungstheorie (CNT) von Becker und Do¨ring [87] wird
dieser Ansatz genutzt, um Keimbildungsraten aus makroskopischen Eigen-
schaften zu berechnen.
Die Ho¨he der Barriere der kritischen Keimbildungsenthalpie ist eine Ak-
tivierungsenergie, und somit ist die Keimbildung ein statistischer Prozeß.
Die Keimbildungsrate J wird in der klassischen Theorie nach der folgenden
Arrhenius-Beziehung beschrieben:







mit der Boltzmann-Konstante kB, und einem kinetischen Vorfaktor (Zeldovich-
Faktor) K.
Es hat sich hingegen in vielen Untersuchungen gezeigt, daß sich Cluster
aus wenigen Moleku¨len thermophysikalisch deutlich anderes verhalten als
die korrespondierende makroskopische Phase. Dies fu¨hrt zu Abweichungen
in der Dichte, der Oberfla¨chenspannung und im Dampfdruck kleiner Cluster
gegenu¨ber der Volumenphase [88].
Ein weiteres Problem der CNT nach Becker und Do¨rnig ist ihr unphysika-
lisches Verhalten, da sie auch fu¨r Monomere eine endliche Bildungsenthalpie
vorhersagt. Das selbstkonsistente Modell von Girshick und Chiu [89] behebt
dieses Problem durch Modifikation des Ausdrucks fu¨r ∆G∗ und beru¨cksich-
tigt zusa¨tzlich den Partialdruck der Cluster. Reiss et al. [90] hingegen bedie-
nen sich der statistischen Thermodynamik zur Lo¨sung des Selbstkonsistenz-
Problems der CNT. Beide Modifikationen der CNT weisen bei identischer
U¨bersa¨ttigung eine um mehrere Gro¨ßenordnungen ho¨here Keimbildungsrate
aus. Die qualitative Verbesserung der Vorhersagen durch die Modifikationen
der CNT ist stark vom betrachteten System abha¨ngig. Fu¨r Wasser [85] zum
Beispiel hat sich beim Vergleich mit experimentellen Daten gezeigt, daß die
klassische Keimbildungstheorie nach Becker und Do¨ring diese deutlich besser
wiedergibt als die erweiterten Modelle.
Die Kapillarita¨tsna¨herung ist die gro¨ßte Schwa¨che der CNT und der
hieraus abgeleiteten Theorien, da das Konzept der makroskopischen Ober-
fla¨chenspannung und Fla¨chen bei Clustern von wenigen Moleku¨len (N < 100)
seine Bedeutung verliert. Zur U¨berwindung dieses Problems wurden Metho-
den entwickelt die Keimbildungsenthalpie auf anderen Wegen zu bestimmen.
Die Dichtefunktionaltheorie der Keimbildung von Oxtoby et al. [91, 92] und
die dynamische Keimbildungstheorie (DNT) von Schenter et al. [93, 94] be-
dienen sich hierfu¨r intermolekularer Wechselwirkungen. Das semiphenomeno-
logische Modell von Dillmann und Meier [95] beru¨cksichtigt die Kru¨mmung
der Clusteroberfla¨che durch Erweiterung des Ausdrucks fu¨r die Oberfla¨chen-
spannung. Reguera und Reiss [96] nutzen wie bei der CNT makroskopische
Eigenschaften, beru¨cksichtigen hingegen Fluktuationen bei der Definition ei-
nes Clusters. Bei der MKN-Theorie (mean-field kinetic nucleation theory)
von Kalikmanov [97] gehen sowohl makroskopische als auch mikroskopische
Gro¨ßen zur Beschreibung der freien Energie von Clustern beliebiger Gro¨ße
ein. Am Beispiel von Argon, fu¨r das experimentelle Daten [98, 99] vorlie-
gen, konnte gezeigt werden [100], daß dieses Modell die Keimbildungsraten
deutlich besser reproduziert als die CNT.
Ein Problem dieser Modelle sind die Eingabeparameter, welche fu¨r die
meisten Substanzen ha¨ufig nicht bekannt und nur schwer oder u¨berhaupt
nicht zuga¨nglich sind. Daher ist die CNT weiterhin das am weitesten ver-
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breitete theoretische Modell zur Beschreibung der Keimbildung, und wurde
auch in dieser Arbeit zum Vergleich herangezogen.
2.3.2 Keimbildungstheorem nach Kashchiev
Nach dem Keimbildungstheorem nach Kashchiev [101] ist die kritische Keim-
gro¨ße N∗ proportional zur Steigung der isothermen Keimbildungsrate als






Dies wurde auch durch experimentelle Befunde [102, 103] besta¨tigt. Wendet

















= N∗ + c (2.52)
mit c = 2 fu¨r die klassische Theorie nach Becker und Do¨ring oder c = 1
fu¨r die selbstkonsistente Version nach Girshick und Chiu bzw. nach Reiss
et al. Viisanen et al. [103] konnten zeigen, daß Gleichung 2.52 genauer die
sogenannte Exzess-Teilchenzahl ∆N∗ des kritischen Keims liefert. Dies ist
die Teilchenzahl im Cluster reduziert um die Zahl an Teilchen welche sich
bei der Dichte der Ausgangsphase im Clustervolumen aufahlten wu¨rden:
∆N∗ = N∗ − VN∗ · ρ0. (2.53)
Bei hinreichend kleinen Teilchendichten ist diese Korrektur jedoch vernachla¨s-
sigbar.
2.3.3 Keimbildungsraten nach der CNT
Nach der klassischen Keimbildungstheorie nach Becker und Do¨ring [87] gilt
















mit νs als dem Moleku¨lvolumen im Festko¨rper, der Teilchendichte (N/V )
und der Oberfla¨chenspannung γ. Durch Einsetzen in Gleichung 2.50 erha¨lt















Bei bekannter Oberfla¨chenspannung γ(T ) und Dichte ρ(T ) der keimbilden-
den Substanz lassen sich mit Gleichung 2.56 Keimbildungsisothermen be-

















2.4 Methoden zur Auswertung der Simula-
tionen
2.4.1 Paarverteilungsfunktion
Die radiale Paarverteilungsfunktion g(r) ist ein Maß fu¨r die Wahrscheinlich-
keit, das jeweilige untersuchte Teilchen-Paar im Abstand r zueinander anzu-
treffen, relativ zu einer vollsta¨ndig zufa¨lligen Verteilung bei gleicher Dichte.









δ (~r − ~rij)
〉
. (2.59)
Bei der praktischen Analyse der Konfiguration wird die δ-Funktion durch
ein Histogramm ersetzt. Die Histogrammspalte nhis(b) repra¨sentiert das Ab-
standsintervall [rmin + b∆r, rmin + (b+ 1)∆r]. Da aus Gru¨nden der Effizienz
nur die Halbmatrix untersucht wird, wird fu¨r jedes in diesem Intervall gefun-
dene Teilchenpaar der Wert des jeweiligen Abstandsintervalls um 2 erho¨ht.
Zur Normierung werden die Histogrammwerte dividiert durch das Produkt
aus der Anzahl der analysierten Konfigurationen Nconf , der Teilchenzahl N ,






(r + ∆r)3 − r3] , (2.60)
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welche man bei einem idealen Gas der Dichte ρ im jeweiligen Kugelschalen-






Nconf ·N ·Nid . (2.61)
Abbildung 2.12: Schematische Darstellung von radialen Paarverteilungsfunktio-
nen: ideales Gas (· · ·), Flu¨ssigkeit (– –), Kristallgitter (—).
Die Paarverteilungsfunktion ermo¨glicht es, Aussagen zur Struktur des
untersuchten Systems zu machen, z.B. u¨ber den Aggregatzustand (vgl. Abb.
2.12) bzw. den Ordnungsgrad. Auch wird ha¨ufig mit vorgegebenen, idealen
Strukturen verglichen.
2.4.2 Winkelaufgelo¨ste Paarverteilungsfunktion
Die im vorherigen Kapitel vorgestellte radiale Paarverteilungsfunktion lie-
fert im Fall von atomaren Systemen bzw. bei nahezu kugelsymmetrischen
Moleku¨len gut vergleichbare und interpretierbare Informationen zur Struk-
tur. Dies gilt auch fu¨r radiale Paarverteilungsfunktionen zwischen definierten
Sites gleicher oder verschiedener Moleku¨ltypen. Bei der Berechnung der ra-
dialen Paarverteilungsfunktion fu¨r Moleku¨le bezieht sich der Abstand hier
auf die Massezentren der Moleku¨le. Weichen die zu untersuchenden Teil-
chen stark von der Kugelgestalt ab, bleibt eine wichtige Strukturinformation,
na¨mlich die Orientierung der Moleku¨le zueinander, unbetrachtet.
Das in dieser Arbeit untersuchte Modellsystem Naphthalin weist moleku-
lar eine planare Struktur auf und kristallisiert in der monoklinen Raumgrup-




Abbildung 2.13: (a) Positionen der Naphthalin-Moleku¨le in der Einheitszel-
le (Abb. entnommen aus Ref. [105]). (b) Theoretisch ge-
rechnete winkelaufgelo¨ste Paarverteilungsfunktion eines idea-
len Naphthalin-Kristalls.
2.12 dargestellte radiale Paarverteilungsfunktion des Kristallgitters wurde
auf Basis der kristallographischen Daten dieser Struktur berechnet. Da man
den Maxima nicht entnehmen kann, in welcher Orientierung die jeweilige
Nachbarmoleku¨le zueinander ausgerichtet sind, wurde in dieser Arbeit auch
die winkelabha¨ngige Paarverteilungsfunktion genutzt. Hierzu werden die Teil-
chen in den jeweiligen Kugelschalenvolumen in Unterhistogramme bezu¨glich
der Orientierung eines definierten Vektors innerhalb des Moleku¨ls aufgeteilt.
Die Normierung hinsichtlich des Kugelschalenvolumens ist bezogen auf den
Abstand und ist identisch mit der klassischen Paarverteilungsfunktion. Die
winkelabha¨ngige Paarverteilungsfunktion eines idealen Naphthalin-Kristalls
[105] ist in Abbildung 2.13b exemplarisch dargestellt. Durch die genaue Zu-
ordnung der jeweiligen Nachbarn hinsichtlich ihrer Orientierung ermo¨glicht
diese Methode genauere Aussagen zur Struktur molekularer Systeme.
2.4.3 Cluster-Detektion
Untersucht man mit Computersimulationen die Partikelbildung, so ist es not-
wendig, aus den Konfigurationsdaten bzw. Trajektorien der Teilchen oder
Moleku¨le diese zu identifizieren, welche zu einem Cluster za¨hlen. Hierzu be-
dient man sich eines Abstandskriteriums, dem sogenannten Stillinger-Krite-
rium [106]. Demnach geho¨ren zwei Atome zu einem Cluster, wenn ihr Ab-
stand kleiner oder gleich einer bestimmten vorgegebenen Entfernung ist, dem
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Stillinger-Radius rSt. Dieser Abstand liegt zumeist in der Gro¨ßenordnung des
Abstands der na¨chsten Nachbarn. Im Fall von Moleku¨len werden diese zu ei-
nem Cluster gerechnet, sofern fu¨r mindestens jeweils eines der Atome bzw.
Wechselwirkungseinheiten das Abstandskriterium erfu¨llt ist.
In sehr dichten, molekularen Systemen, z.B. Naphthalin oder Naproxen
in flu¨ssigem oder u¨berkritischem CO2, kommt es durch ha¨ufig auftreten-
de, kurzzeitige Beru¨hrungen der Solvatmoleku¨le zu einer Verfa¨lschung der
Clustergro¨ßenstatistik. Je nach Zeitintervall der Konfigurationen fallen die-
se kurzzeitigen Sto¨ße auch nicht als Fluktuationen auf. Um diesem Problem
entgegen zu wirken, wurde hier die Stillinger-Definition um ein Zeitkriteri-
um erweitert [107]. Zwei Atome werden nur dann zu einem Cluster geza¨hlt,
wenn ihr Abstand fu¨r mindestens τSt oder la¨nger kleiner oder gleich dem
Abstandskriterium ist.
2.4.4 Selbstdiffusion
Die Selbstdiffusionskoeffizienten D wurden mit der Methode des mittleren
Verschiebungsquadrats [16] aus den Trajektorien der Simulationen ermittelt.
Nach Einstein gilt fu¨r ein 3D-System:
∂ 〈∆r2(t)〉
∂t
= 6 ·D. (2.62)
Das mittlere Verschiebungsquadrat berechnet sich aus der A¨nderung des










Tra¨gt man 〈∆r2(t)〉 gegen die Zeit t auf, la¨ßt sich durch Regression der
Steigung im linearen Bereich der Selbstdiffusionkoeffizient bestimmen.
2.4.5 Oberfla¨chenspannung
Es gibt generell drei verschiedene Methoden von Simulationstechniken zur
Bestimmung der Oberfla¨chenspannung eines Fluids. Die erste und am wei-
testen verbreitete Simulationsmethode macht sich mechanische Beziehungen
zu Nutze. Die Oberfla¨chenspannung wird hier als Funktion des Druckten-
sors [108] berechnet. Die zweite Route bedient sich der Thermodynamik,
wobei der Unterschied der Helmholtz-Energien zweier (oder mehrerer) Syste-
me mit unterschiedlich großen Grenzfla¨chen bestimmt wird [109]. Die dritte
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Methode basiert auf dem Konzept des finite-size scaling. U¨ber die Landau-
Energiebarriere zwischen zwei koexistierenden Phasen la¨ßt sich im Grenzfall
großer Systeme die Oberfla¨chenspannung ermitteln [110].
In dieser Arbeit wurde sowohl die mechanische als auch die thermodyna-
mische Route zur Bestimmung der Oberfla¨chenspannung verwendet. Beiden
Methoden ist gemein, daß ein System mit Phasengrenzfla¨chen betrachtet
wird. Hier ist dies ein Flu¨ssigkeitsfilm, dessen Grenzfa¨chen senkrecht zur z-
Achse orientiert sind (vgl. Abb. 2.14).
Abbildung 2.14: Schematische Darstellung des zweiphasigen Systems.
Oberfla¨chenspannung aus dem Drucktensor
Man betrachtet den Drucktensor eines solchen Flu¨ssigkeitsfilms im Gleich-
gewicht mit seiner Dampfphase. Die Druckkomponente senkrecht zur Grenz-
fla¨che, der Normalendruck, ist in beiden Phasen konstant und entspricht
dem Dampfdruck des Systems, pzz(z) = pN = pvap. Der Tangentialedruck,
pxx = pyy = pT, hingegen weist ein kleines Maximum sowie ein ausgepra¨gtes
Minimum an der Phasengrenze auf. Das Integral u¨ber die Differenz dieser




(pN − pT) dz. (2.64)
Die Drucktensoren werden nach Irving und Kirkwood [111] berechnet; somit
gilt fu¨r die normalen bzw. fu¨r die tangentiale Komponente an der Position z:
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Hier ist Θ(x) die Heaviside-Funktion, welche definiert ist als:
Θ(x) =
{
0 : x ≤ 0
1 : x > 0
. (2.67)
Oberfla¨chenspannung mit der ”test-area”-Methode
Die von Gloor et al. [112] vorgeschlagene ”test-area”-Methode la¨ßt sich so-
wohl in Monte-Carlo- (TAMC) als auch in molekulardynamische Simulatio-
nen (TAMD) implementieren. Sie bedient sich der Definition der Oberfla¨chen-















Die Oberfla¨chenspannung γ la¨ßt sich so durch die A¨nderung der Helmholtz-
Energie A im Grenzfall einer infinitesimalen A¨nderung der Fla¨che A berech-
nen. Die Differenz der Helmholtz-Energie zweier beliebiger Systeme 0 und 1
ist gegeben durch [17, 109]:




















N) des Referenzsystems 0: U1 = U0 + ∆U , wobei ∆U die Differenz der







drN exp (−U0/kBT ) exp (−∆U/kBT )∫












Die A¨nderung der Helmholtz-Energie ist also proportional zum Mittelwert
des Boltzmann-Faktors von ∆U des Refferenzsystems 0:









und fu¨r die Oberfla¨chenspannung gilt somit:
γ = lim
∆A→0





Da in der Praxis keine infinitesimale Sto¨rung (Fla¨chena¨nderung) mo¨glich ist,




≈ f(x+ ∆x)− f(x−∆x)
2∆x
, (2.74)








Die Differenz der Helmholtz-Energie Differenzen von ∆A0→1 und ∆A0→−1
wird separat aus den Mittelwerten der Boltzmann-Faktoren der A¨nderungen




Die Koexistenzkurve fu¨r das Phasengleichgewicht, hier die flu¨ssige Phase im
Gleichgewicht mit der koexistierenden Dampfphase, ist intuitiv aus den Dich-
teprofilen der bereits im vorherigen Kapitel 2.4.5 angesprochenen Filmsimu-
lationen zuga¨nglich. Die jeweiligen Koexistenzdichten ρliq bzw. ρvap werden
durch Anpassung einer Tangens-hyperbolicus-Funktion [113] bzw. einer Feh-
lerfunktion [114] an das Dichteprofil entlang der z-Achse, senkrecht zur Film-
oberfla¨che, bestimmt:














Zusa¨tzlich zu den Gleichgewichtsdichten erha¨lt man so weitere Informatio-
nen u¨ber die Grenzfla¨che wie die Mittelposition l und ist die Dicke d der
Phasengrenzschicht.
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2.4.7 Spinodale
Das mechanische Stabilita¨tslimit der flu¨ssigen Phase bzw. der Dampfpha-
se, die Spinodale, wurde in dieser Arbeit nach Imre et al. [115] bestimmt.
Man betrachtet wiederum einen Flu¨ssigkeitsfilm, der senkrecht zur z-Achse
orientiert ist. Diese Methode nutzt die Beziehung zwischen den lokalen Ex-
tremwerten der tangentialen Druckkomponente pT (vgl. Kap. 2.4.5) in der
Phasengrenzschicht und dem spinodalen Druck. Betrachtet man die Grenz-
schicht von der Flu¨ssigkeit in Richtung der Gasphase, so korrespondiert der
erste Extremwert, ein Mininum, mit der Flu¨ssigkeitsspinodalen. Der zweite
Extremwert, ein Maximum, steht in Beziehung mit dem Spinodaldruck der
Dampfphase.











Fu¨r inhomogene Systeme ist diese Definition ungu¨ltig. Nach Imre et al.
wird der Druck als eine Linearkombination der tangentialen und normalen
Komponente dargestellt:
p = a · pN + c · pT. (2.79)
Da am kritischen Punkt p = pN = pT gilt, erha¨lt man als Randbedingung
a+ c = 1 und somit reduziert sich Gleichung 2.79 zu:
p = pN − c (pN − pT) . (2.80)
Aus der Geometrie des Systems (3D) und der Dimensionalita¨t des tangentia-
len Drucktensors (2D) ergibt sich fu¨r c = 3/2. Auf Grund des mechanischen
Stabilita¨tskriteriums pN(z) = pN = pvap = const. la¨ßt sich der lokale Druck
darstellen als:
p(z) = pN − 3
2
(pN − pT(z)) . (2.81)
Nach Fuchs [116] gilt fu¨r die Differenz zwischen dem Normalen- und dem






mit q als freiem Parameter. Substituiert man die Dichtefunktion mit der
Tangens-hyperbolicus-Funktion (Gl. 2.76) des Dichteprofils, so erha¨lt man
[115]:
∆NTp(z) =





mit B = 2(z − l)/d und den anpaßbaren Parametern a und b. Fu¨r das
Fehlerfunktions-Profil (Gl. 2.77) gilt analog:
∆NTp(z) =− q2pi∆ρ(z − l) exp(−y
2)
2d3(







mit ∆ρ = ρliq−ρvap und y =
√
pi(z− l)/d. Der Parameter m wurde zusa¨tzlich
zur Verbesserung der Korrelation eingefu¨hrt [115]. Diese Fitfunktionen fu¨r
∆NTp sind sowohl in der Lage das stark ausgepra¨gte Maximum, als auch das
eher schwache Minimum wiederzugeben.
2.4.8 Keimbildungsraten
Die Keimbildungsraten werden aus der Clustergro¨ßenstatistik mit der Metho-
de nach Yasuoka und Matsumoto [29] bestimmt. Hierzu werden in regelma¨ßi-
gen Absta¨nden aus den Konfigurationen Gro¨ßenstatistiken (vgl. Abb. 2.15a)
erstellt. Tra¨gt man die Anzahl der Cluster gro¨ßer eines Schwellenwertes NY
u¨ber die Zeit auf, so erha¨lt man ein charakteristisches Bild, welches schema-
tisch in Abbildung 2.15b dargestellt ist. Der Verlauf dieser Auftragung la¨ßt
sich in vier Bereiche einteilen. Zu Beginn (I) u¨berschreitet kein Cluster den
Schwellenwert. Im Realfall sind hier zumeist Fluktuationen von Clustern zu
beobachten, die den Schwellenwert kurzzeitig u¨berschreiten, dann aber wieder
zerfallen. Je nach U¨bersa¨ttigung ist das System stabil bzw. metastabil. Hier-
nach folgt ein Bereich mit nahezu linearem Anstieg (II). Es werden sukzessive
neue Cluster gebildet. Bei einem Gleichgewicht zwischen Clusterneubildung
und -vereinigung (Agglomeration, Koaleszenz) bildet sich ein Plateau (III)
aus. Werden keine neuen Cluster nachgebildet, weil z.B die U¨bersa¨ttigung
abgebaut ist bzw. alle Monomere aufgebraucht sind, so fu¨hren weitere Ver-
einigungsprozesse zur Abnahme (IV) der Anzahl der Cluster. Im Regelfall
verbleibt am Ende nur noch ein einziger großer Cluster im System. Aus der
Steigung der Funktion im zweiten Teilbereich la¨ßt sich durch Division durch
das Systemvolumen die Keimbildungsrate bestimmen.
2.4.9 Lo¨slichkeiten und U¨bersa¨ttigungen
Lo¨slichkeit von Naphthalin
Zur Berechnung der Gleichgewichtslo¨slichkeit von Naphthalin im Lo¨sungs-
mittel CO2 wurde der gleiche Ansatz verfolgt, wie er in diesem Kontext auch
bei Tu¨rk [14] und Helfgen [117] Anwendung fand. Unter der Annahme, daß
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(a) (b)
Abbildung 2.15: (a)Schematische Darstellung der Clustergro¨ßenverteilung zum
Zeitpunkt t. Die grau markierte Fla¨che enspricht Ncluster der
Anzahl der Clustern gro¨ßer dem Schwellenwert Ny. (b) Sche-
matischer Verlauf von N(t)
der Gesamtdruck des Systems viel gro¨ßer ist als der Dampfdruck der gelo¨sten
Komponente (p  p2,vap), der Feststoff inkompressibel ist und sich in ihm
kein Lo¨sungsmittel lo¨st, gilt fu¨r den Molenbruch der gelo¨sten Substanz im
Gleichgewicht:
y2,sat (p, T ) =
p2,vap






mit Φ2 dem Fugazita¨tskoeffizienten und νs dem Moleku¨lvolumen von Naph-
thalin. Die Temeraturabha¨ngigkeit des Dampfdruck von Naphthalin p2,vap(T )









mit den Parametern A = 13, 583 und B/K = 3733,9. Die Temperaturabha¨ng-
igkeit des Moleku¨lvolumens νs(T ) wird nach Vargaftik et al. [119] u¨ber Glei-
chung 3.4 beschrieben.
Der Fugazita¨tskoeffizient von Naphthalin Φ2 wird mit Hilfe der Peng-
Robinson-Gleichung [120] berechnet. Da die Reinstoff-Parameter (a2, b2, ω2)
fu¨r Naphthalin und der bina¨re Wechselwirkungsparameter nicht verfu¨gbar
sind, wurden von Schmitt und Reid [121] mit einer modifizierten Peng-
Robinson-Gleichung die Parameter durch Anpassung an experimentelle Lo¨s-
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b = b1y1 + b2y2. (2.90)
Die Parameter fu¨r den Reinstoff CO2 berechnen sich aus den kritischen Daten


















Fu¨r die Parameter des Feststoffs Naphthalin im Lo¨sungsmittel CO2 ergeben
sich nach Schmitt und Reid: a2/(Pa m
6 mol2)= 6,25 und b2/(m
3 mol−1) =
123·10−6 .
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Lo¨slichkeit von Naproxen
Die Gleichgewichtslo¨slichkeit von Naproxen wurde nach Tu¨rk und Kraska
[123] berechnet. Hier wird der empirische Zusammenhang von Mendez-
Santiago und Teja [124] genutzt. Diese zeigten, daß sich die Lo¨slichkeit in
CO2 fu¨r eine Vielzahl von Substanzen berechnet nach:















= 17,2655− 6706,556 K
T
. (2.94)
Durch Anpassung an experimentelle Daten [123] ergeben sich fu¨r die Para-
meter aus Gleichung 2.93: A/K = 1811,29 und B/K l mol−1 = 153,2697.
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2.5 Software und Hardware
Im Verlauf der Durchfu¨hrung dieser Arbeit wurde eine Vielzahl von Program-
men eingesetzt bzw. entwickelt. In Tabelle 2.6 sind die verwendeten Compu-
ter aufgelistet. Die Automatisierung von Prozessen wurde sowohl u¨ber Shell-
Skripte in der Bash (Bourne-again-shell), als auch bei komplexeren Proble-
men bzw. Berechnungen mit der Skriptsprache PHP1 [126] realisiert. Die ge-
nerischen Optimierungen wurden mit dem Programm GenOpt 2.0.0 [84, 127,
128] durchgefu¨hrt. Die ab initio-Berechnungen zur Evaluation der Moleku¨lei-
genschaften, bzw. der intramolekularen Wechselwirkungen (z.B. Schwingungs-
potentiale oder Partialladungen) wurden mit Gaussian [129] durchgefu¨hrt.
Zur Erstellung der Gaussianjobs wurde die GUI GaussView 3.0.9 erstellt und
u¨ber das Skript2 von Blunk ausgefu¨hrt. Fu¨r die molekulardynamischen Si-
mulationen kam das Softwarepaket Moscito von Paschek und Geiger [34] zum
Einsatz, welches hier sowohl in seiner Funktionalita¨t als auch hinsichtlich der
Auswerteroutinen erweitert wurde. Es wurde in Fortran77 implementiert und
unter Suse Linux bzw. Debian/Ubuntu Linux mit dem GNU g77-Compiler3
[130] bzw. dem Intel Fortran Compiler4 u¨bersetzt. Die Zustandsgleichungen
wurden, sofern nicht abweichend angegeben, mit Hilfe von ThermoCr [131]
ausgewertet.
Tabelle 2.6: U¨bersicht u¨ber die verwendete Hardware
Name CPUs (Anzahl, Typ) RAM/GB
cliot 128 · 2, AMD Opteron 128 · 4
radon 3 · 2, Intel Xenon Dualcore 3 · 2
carnot 2, AMD Opteron 4
Die TAMD-Methode (vgl. Kap. 2.4.5) zur Bestimmung der Oberfla¨chen-
spannung wurde mit Hilfe eines PHP-Skripts implementiert. Dieses steuert
das MD-Programm Moscito und expandiert bzw. komprimiert die Simulati-
onsbox nach dem Schema wie in Abbildung 3.14 dargestellt. Das Skript ana-
lysiert die Differenzen der Systemenergien und berechnet hieraus die Ober-
fla¨chenspannung.
Die Expansionssimulationen (vgl. Kap. 3.5) wurden mit einem Bash-
Skript realisiert. Auch dieses Skript steuert Moscito an. Es expandiert nach
1PHP 4.4.2 (cli)
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einer vorgegebenen Simulationszeit sequentiell die Simulationsbox (vgl. Abb.
3.19) und paßt die Anzahl der Gitterpunkte der PME-Methode (vgl. Kap.
2.1.8) an, so daß der Netzabstand in guter Na¨herung konstant bleibt.
Zur Auswertung der Trajektorien bzw. der thermodynamischen Daten
aus den Ausgabedateien von Moscito, wurden die folgenden Programme bzw.
Skripte entwickelt:
• bond, angle, torsion: Fortran-Programme zur Analyse der Verteilung
von intramolekularen Konformationen.
• trosion3d: Fortran-Programm zur Berechnung der winkelaufgelo¨sten
Paarverteilunsfunktion (siehe Kap. 2.4.2).
• yasuoka: Fortran-Programm zur Bestimmung des gro¨ßten Clusters im
System und der Yasuoka-Matsumoto-Statistik (vgl. Kap. 2.4.8) unter
Verwendung der erweiterten Stillinger-Definition (vgl. Kap. 2.4.3).
• cord2pov: Fortran-Programm zur Erstellung von Videos aus den Tra-
jektorien der Simulation zur Visualisierung.
• vir mod: PHP-Skript zum
”
falten“ des Druck- und Dichteprofils eines
Films im Schwerpunkt.
• j ana naph, j ana nap: PHP-Skript zur Berechnung der U¨bersa¨tti-






Zu Beginn wurden die thermophysikalischen Eigenschaften der verwendeten
Potentialmodelle bestimmt. Fu¨r das hier genutzte Simulationssystem eines
du¨nnen Films (im Gleichgewicht mit der Gasphase) wurden Gro¨ßen- und
Zeit-Effekte studiert. Um die Partikelbildung von Naproxen durch den RESS-
Prozeß simulieren zu ko¨nnen, mußte sowohl ein geeignetes Potentialmodell fu¨r
Naproxen entwickelt werden als auch eine Simulationsmethode. Auf Grund
der hohen Komplexita¨t des Naproxen-Potentials und dem damit verbunden-
en hohen Rechenaufwand wurde mit Naphthalin ein gut untersuchtes und
deutlich einfacheres Modellsystem zur detaillierten Analyse der neuen Simu-
lationsmethode gewa¨hlt.
Sofern nicht explizit angegeben, wurden fu¨r die MD-Simulationen folgen-
de Algorithmen und Parameter verwendet: Fu¨r Systeme aus starren Mo-
leku¨len wurde 1 fs, und fu¨r solche mit flexiblen Bindungen 0,5 fs als Zeit-
schritt verwendet. Zur Behandlung der Einschra¨nkungen, wie feste Absta¨nde,
wurde der SHAKE-Algorithmus mit einer Toleranz von 10−4 genutzt. Zur
Realisation des NV T -Ensembles kam der Thermostat von Berendsen mit
einer Kopplung von KT = 5, 0 · 10−3 fs−1 zur Anwendung. Als Barostat
wurde ebenfalls der Algorithmus von Berendsen (Kp = 5 · 10−7 fs−1) ver-
wendet. Fu¨r alle Systeme galten die periodischen Randbedingungen sowie
ein ”cutoff”-Radius von rc = 1,5 nm. Fu¨r die Nachbarschaftslisten wurde ein
Abstandskriterium von r1 = 1,8 nm gewa¨hlt. Fu¨r Systeme mit Partialladun-
gen wurde zur Behandlung der langreichweitigen Coulombwechselwirkungen
das Konzept der Ewaldsumme genutz. Der Ewald-Konvergenz-Parameter von
α = 5,36/ (2rc) ≈ 0,1786 nm−1 fu¨hrt zu einer akzeptablen [16] Genauig-
keit der Realraumsumme. Bei dem NV T - und dem NV E-Ensemble wurde
hier die PME-Methode mit einem Netzabstand von 0,1 nm eingesetzt [39].
Bei dem Berendsen-Ensemble (NpT ) wurde die klassische Ewaldsumme ver-
wendet. Da hier die Gro¨ße der Simulationsbox nicht konstant ist und man
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nur eine ganzzahlige Anzahl an Gitterpunkten bei der PME-Methode setzen
kann, wu¨rde diese zu einer inkonsistenten Behandlung der langreichweitigen
Coulomb-Wechselwirkungen fu¨hren.
3.1 Entwicklung des Naproxen-Potentials
Die publizierten modularen Kraftfelder (force fields), wie z.B. AMBER [55],
CHARMM [56], GROMOS [49] und OPLS [48], ko¨nnen die Strukturelemente
des Naproxen-Moleku¨ls nicht vollsta¨ndig wiedergeben. Dies gilt im Besonde-
ren fu¨r die intramolekularen Wechselwirkungen und die Ladungsverteilung,
da die funktionellen Gruppen des Naproxen in dieser Konfiguration nicht in
den Moleku¨lbibliotheken dieser Kraftfelder enthalten ist. Daher wurde hier
ein neues Potentialmodell fu¨r Naproxen entwickelt.
Hierbei handelt es sich um ein ”united atom”-Modell (vgl. Kap. 2.2.2). Die
Methylgruppen und die Methingruppen im Aromaten werden durch je eine
Wechselwirkungseinheit dargestellt. Der Wasserstoff am chiralen Kohlenstoff
sowie jener der Carboxylgruppe werden explizit dargestellt. In Abbildung 3.1
ist das Modell dargestellt.
Abbildung 3.1: 3D-Modell des Naproxen-Potentials. Die Gro¨ße der Kalotten ist
proportional zum Lennard-Jones-Parameter σ der Wechselwir-
kungssites.
Das Naproxen-Moleku¨l la¨ßt sich formal in drei Untergruppen zerlegen:
das Naphthalin-Grundgeru¨st, die Methoxy- und die Propansa¨uregruppe. Ab
initio-Rechnungen (MP2/6-31G(dp)) haben gezeigt, daß sich die Konforma-
tionen der beiden Gruppen unabha¨ngig von einander auf die Moleku¨lenergie
auswirkt. Die Naphthalingruppe (C10H6) wird basierend auf dem TraPPE-
Potential von Wick et al. [61] als starres Geru¨st von zehn Wechselwirkungs-
einheiten dargestellt. Wie bei der Implementierung des Naphthalin-Potentials
(vgl. Kap. 2.2.5) wird hierfu¨r die Masse des Systems auf drei starr mitein-
ander verbundene Massepunkte verteilt, so daß die Gesamtmasse und die
Tra¨gheitsmomente erhalten bleiben. Die Abweichung der Tra¨gheitsmomen-
te ist auch hier kleiner als 10−5%. Die Massen m(m1) = 37,676 u und die
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Masse m(m2) = 50,648 u wie auch die Positionen (siehe Tab. 3.2) weichen
geringfu¨gig von denen des vollen Naphthalin (C10H8) ab.
3.1.1 Van-der-Waals-Wechselwirkungen
Die Dispersionskra¨fte werden durch Lennard-Jones-Potentiale repra¨sentiert.
Die Wechselwirkungsparameter wurden dem TraPPE-Kraftfeld [57] entlie-
hen und sind in Tabelle A.2 aufgefu¨hrt. Die Parameter fu¨r den chiralen Koh-
lenstoff C* und das daran gebundene Wasserstoff-Atom H(-C*) sind nach
dem sogenannten ”explicit hydrogen”-Modell [60], alle anderen Parameter
aus den ”united atom”-Potentialen [61, 63, 64] entnommen. Die Parame-
ter fu¨r das chirale Kohlenstoffatom (C3-C*-H) wurden aus denen fu¨r den
Methylen- (C2-C-H2) und den Methylkohlenstoff (C-C-H3) abgescha¨tzt. Der
azide Wasserstoff der Carboxylgruppe wird nur durch eine Punktladung [63]
dargestellt.
3.1.2 Ladungsverteilung
Die Partialladungen zur Modellierung der Ladungsverteilung bzw. der Cou-
lomb-Wechselwirkungen wurden mit Gaussian [129] nach der CHELPG [132]
Methode duch Anpassen an ab initio-Berechnungen auf MP2/6-31G(dp)-
Niveau ermittelt [63]. Die Punktladungen der ”united atom”-Sites wurden
durch Summation der beitragenden Atome gebildet. In Tabelle A.1 sind
die relativen Positionen (x, y, z) der Wechselwirkungssites und die jeweili-
ge Partialladung q aufgelistet. Das sich hieraus ergebende Dipolmoment von
1,3315 D weicht vom Gasphasendipolmoment aus den ab initio-Rechnungen
(1,1755 D) ab. Durch Modifikation (q ·a = qmod) der Ladungen mit dem Fak-
tor a = 0,882824 wird diese Abweichung kompensiert, so daß das Modell das
Gasphasendipolmoment aus den ab initio-Rechnungen richtig wiedergibt.
3.1.3 Intramolekulare Wechselwirkungen
Die Parameter fu¨r die intramolekularen Potentiale (vgl. Kap. 2.2.3) wurden
wie die Partialladungen aus ab initio-Berechnungen gewonnen. Zur Bestim-
mung der Potentialfunktionen wurde der zu untersuchende Strukturparame-
ter um seine Gleichgewichtsgro¨ße variiert1, wobei sich der Rest des Moleku¨ls
unter Bildung einer (lokalen) Minimumstruktur relaxiert. Aus der Differenz
zwischen der totalen Energie der jeweiligen Konfigurationen und der globalen
Minimumstruktur la¨ßt sich die Sta¨rke der Wechselwirkung bestimmen. Alle
1Hierfu¨r ist in Gaussian [129] der Job-Typ ”Scan” implementiert.
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Abbildung 3.2: Schematische Darstellung des Naproxen-Modells mit Zuordnung
der Site-Nummer.
Parameter wurden durch Anpassung der jeweiligen Potentialfunktionen an
diese ab ab initio-Energiedifferenzen nach der Methode der kleinsten Fehler-
quadrate erhalten.
Ein Vergleich verschiedener Methoden und Basissa¨tze ist in Abbildung 3.3
am Beispiel der Rotationsbarriere der Methoxy-Gruppe (vgl. Abb. 3.5) darge-
stellt. Die in a¨lteren theoretischen Arbeiten zur Struktur von Naproxen [133]
verwendete semiempirische AM1-Methode liefert eine deutlich niedrigere Ro-
tationsbarriere als die komplexeren Methoden. Die Hartree-Fock-Methode
(HF) mit den kleinen Basissa¨tzen (STO-3G, 3-21G*), wie sie teilweise bei
der Entwicklung des AMBER-Modells [134] zur Anwendung kam, fu¨hrt eben-
falls zu einer geringeren Rotationsbarriere als die MP2-Methode ergibt. Bei
dieser ist hingegen zwischen den beiden verwendeten Bassisa¨tzen nur noch
eine geringe Abweichung zu beobachten. Auf Grund der beobachteten Kon-
vergenz der Potentialfunktion wurde zur Berechnung der Partialladungen
hier auch die Sto¨rungstheorie nach Møller-Plesset (MP2) [135, 136] mit dem
6-31G(dp)-Basissatz verwendet.
Flexible Bindungen
Zur Bestimmung der Potentiale wurden die jeweiligen Bindungen um ∆r =
±0,1 nm um ihren Gleichgewichtsabstand r0 variiert und 11 Konfiguratio-
nen berechnet. Durch Anpassung von Gleichung 2.43 an diese Energiewerte
wurden die Federkonstanten kb in Tabelle A.3 gewonnen.
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Abbildung 3.3: Vergleich verschiedener Methoden und Basissa¨tze am Beispiel
des Torsionspotentials der Methoxy-Gruppe.
Winkelschwingungen
Die Schwingungspotentiale wurden aus 11 Konfigurationen ermittelt, wobei
der jeweilige Winkel um ∆Φ = ±5 ◦ variiert wurde. In Tabelle A.4 sind die
Ergebnisse fu¨r die Anpassung an Gleichung 2.44 aufgefu¨hrt.
Ein Substituent an einem planaren System, wie in diesem Fall dem Naph-
thalingeru¨st, kann zwei unabha¨ngige Schwingungen ausfu¨hren. Wie in Ab-
bildung 3.1.3 veranschaulicht, kann man zwischen einer Schwingung in der
Ebene (in plane = ip) und einer aus der Ebene heraus (out of plane = op) un-
terscheiden. Die Schwingung in der Ebene la¨ßt sich trivial u¨ber einen Winkel
beschreiben. Zur Beschreibung der Schwingung aus der Ebene heraus wird
ein Diederwinkel beno¨tigt; diese werden im folgenden Absatz behandelt.
(a) (b)
Abbildung 3.4: Schematische Darstellung der Schwingungen eines Substituenten
an einem planaren aromatischen System: a) in der Ebene (in
plane = ip) und b) aus der Ebene (out of plane = op)
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Torsionspotentiale
Zur Bestimmung der Rotationsbarrieren wurden die entsprechenden Dieder-
winkel um volle 360◦ variiert und die Energien von 36 Konfigurationen ermit-
telt. Durch Anpassung einer Fourier-Reihe (Gl. 2.46) wurden die Potential-
Parameter (siehe Tab. A.5) zur Darstellung vollsta¨ndig rotierbarer Bindun-
gen ermittelt. In Abbildung 3.5 sind die Torsionswinkel im Naproxen gekenn-
zeichnet, welche in dieser Form modelliert wurden. Die Potentialfunktionen
sowie die ab initio-Datenpunkte sind zum Vergleich in Abbildung 3.1.3 ab-
gebildet.
Die Schwingungen der Substituenten (Methoxy- bzw. Propansa¨ure-Grup-
pe) aus der Ebene des Naphthalin (vgl. Abb. 3.4b) heraus wurden auch als
Funktion eines Diederwinkels dargestellt. Hierzu wurde der jeweilige Winkel
um ±16◦ variiert. Da eine vollsta¨ndige Rotation, also ein Durchrotieren durch
die Naphthalinringe, physikalisch nicht sinnvoll ist, wurden diese als unvoll-
sta¨ndiges Dihedralpotential modelliert. Durch Anpassen der quadratischen
Gleichung 2.47 an 16 aufgenommene Datenpunkte wurden die Parameter
aus Tabelle A.6 ermittelt.
Abbildung 3.5: Schematische Darstellung der Torsionspotentiale im Naproxen-
Modell.
3.1.4 Energieerhaltung
Die mo¨gliche La¨nge des Integrationszeitschritts ∆t (vgl. Kap. 2.1.1) ist abha¨n-
gig von der Sta¨rke der wirkenden Kra¨fte (vgl. Kap. 2.1.7). Die Kra¨fte der in-
tramolekularen Wechselwirkungen, besonders flexibler Bindungen, sind deut-
lich sta¨rker als die der intramolekularen Lennard-Jones- bzw. Coulomb-Po-
tentiale. Große Kraftkonstanten fu¨hren zu ho¨heren Schwingungsfrequenzen.
Bei einem zu großen Zeitschritt kann es zu unrealistisch starken Auslenkun-
gen kommen, die zu sehr hohen Energien und Energieverlusten fu¨hren.
Zur U¨berpru¨fung des Zeitschritts hinsichtlich seiner Energieerhaltung wur-
den NV E-Ensembles mit Schrittla¨ngen von 1 fs, 0,5 fs und 0,1 fs simuliert.
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(a) (b)
Abbildung 3.6: Fitfunktionen und MP2/6-31G(dp) Daten (• OMe,  ProA, N
AcO,  OCOH) der Rotationsbarrieren des Naproxen.
Hierzu wurde zuvor ein System aus 125 Naproxen- und 4102 CO2-Moleku¨len
bei einer CO2-Partialdichte von 0,6 g cm
−3 und einer Temperatur von 400 K
in einem NV T -Lauf a¨quilibriert. Der Trend wurde mit Hilfe einer linearen
Anpassung nach der Methode der kleinsten Fehlerquadrate gewonnen und ist
in Tabelle 3.1 zusammen mit dem Mittelwert zur Orientierung aufgelistet.
Der relative Energieverlust bezogen auf 1 ps simulierte Zeit ist mit ca. 0,3 %
bis 0,5 % bei allen Schrittgro¨ßen sehr niedrig. Es ist kein Trend hinsichtlich
des Energieverlusts auszumachen.
Bei Simulationen mit einem Zeitschritt von 1 fs kam es in wenigen Fa¨llen
zu einer derart starken Auslenkung einer Bindung, daß sich Systemtempera-
turen von mehreren Tausend Kelvin einstellten. Daher wurde ein Zeitschritt
von 0,5 fs fu¨r die Produktionsla¨ufe verwendet. Bei diesem Zeitschritt wurde
ein solches unphysikalisches Verhalten nicht beobachtet.
Tabelle 3.1: Parameter der linearen Anpassung an die Systemenergie einesNV E-
Ensembles.
∆t/fs 1,0 0,5 0,1
〈Etot〉/kJ mol−1 3,6865 3,6784 3,6835
(∆E/∆Schritt)/J mol−1 Schritt−1 -1,8352e-5 -5,2794e-6 -1,4236e-6
(∆E/∆t)/J mol−1 ps−1 -0,0184 -0,0106 -0,0142
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3.2 Flu¨ssigkeitsfilme
Die Simulation eines planaren Flu¨ssigkeitsfilms im thermodynamischen Gleich-
gewicht mit der koexistierenden Gasphase ist eine probate Technik zur Vali-
dierung der Eigenschaften eines Potentialmodells. Man erha¨lt sowohl Infor-
mation u¨ber das Phasenverhalten (Binodale, Spinodale und kritischer Punkt)
als auch die Oberfla¨chenspannung.
3.2.1 Pra¨paration
Zur Pra¨paration eines solchen Films wird zuna¨chst ein homogenes System
in einer kubischen Simulationsbox mit periodischen Randbedingungen als
NV T -Ensemble a¨quilibriert. Die Startdichte ist so gewa¨hlt, daß diese nahe
bei der zu erwartenden Siededichte der vorgegebenen Temperatur liegt. Zur
Relaxierung des Systems wird dieses in einem NpT -Ensemble a¨quilibriert.
Der Referenzdruck des Barostaten ist durch den zu erwartenden Dampfdruck
gegeben. In beiden Fa¨llen, sowohl bei der Dichte als auch beim Dampfdruck,
bedient man sich experimenteller Daten des realen Systems. Es sei bemerkt,
daß die NV T -A¨quilibrierung zu Beginn nicht zwingend notwendig ist. Sie ist
aber von praktischem Nutzen. Durch die schnelle Abfuhr der u¨berschu¨ssigen
Energie der artifiziellen Startkonfiguration verku¨rzt sich die anschließende
NpT -Simulation deutlich.
Die so stabilisierte homogene (Flu¨ssigkeits-) Box wird in der z-Achse,
senkrecht zur Filmoberfla¨che, elongiert, ohne die Positionen oder andere Ei-
genschaften der Teilchen zu modifizieren. Das neue System wird nun NV T -
a¨quilibriert. Bei geeigneter Wahl der Temperatur und Dichte bleibt das Sy-
stem inhomogen. Es relaxiert zu einem planaren Film im Gleichgewicht mit
einer Dampfphase. Nach Einstellung des Gleichgewichts, d.h. Flu¨ssigkeits-
und Dampfdichte sind jeweils konstant und die Temperatur ist in beiden
Phasen gleich, werden die Daten im Zuge einer NV E-Simulation gesammelt.
Durch die Berechnung von Profilen entlang der z-Achse, senkrecht zur
Filmoberfla¨che, lassen sich so die oben genannten Gleichgewichtseigenschaf-
ten des Modells bestimmen. Zur Verbesserung der Statistik macht man sich
zu Nutze, daß zwei Grenzfla¨chen vorliegen. Indem die Profile im Schwerpunkt
des Films quasi u¨bereinander gefaltet werden, wird die Datenbasis verdop-
pelt.
3.2.2 Gro¨ßen- und Zeit-Effekte
Da diese Film-Simulationen eine in dieser Arbeit ha¨ufig eingesetzte Metho-
de darstellen, wurden zu ihrer Verifikation und zur genaueren Analyse des
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Gro¨ßen-Effekts bzw. der zeitlichen Entwicklung der Eigenschaften Argon-
Filme simuliert [137].






Das hier verwendete Lennard-Jones-Potential fu¨r Argon [138] (σ = 0,3409
nm; /kB = 117,7 K) eignet sich auf Grund seiner, im Vergleich z.B. zum
EPM2-CO2, deutlich schnelleren Berechenbarkeit gut zur Studie von Gro¨ßen-
effekten. Durch die Implementierung eines kleinen ”cutoff”-Radius von 2,5σ
(0,85225 nm) wurde der Rechenaufwand fu¨r die Simulation weiter reduziert.
So war es mo¨glich, relativ große Systeme mit mehr als 32000 Teilchen u¨ber
mehrere Nanosekunden zu simulieren. Es ist jedoch zu beru¨cksichtigen, daß
der kleine ”cutoff”-Radius sich signifikant auf die Eigenschaften des Modells
auswirkt, so daß die hier bei 77 K durchgefu¨hrten Simulationen mit 96 K fu¨r
das sogenannte
”
vollsta¨ndige“ LJ-Fluid mit einem ”cutoff”-Radius von 6,5σ
zu vergleichen sind [25].
Es wurden fu¨nf verschieden große Systeme (siehe Tab. 3.2) mit zwi-
schen 1000 und 32768 Atomen simuliert. Die Grenzfla¨chen-Profile wurden
in Blo¨cken von 0,1 ns Laufzeit ausgewertet. Die Eigenschaften, z.B. die Ko-
existenzdichten und Drucktensoren sowie die sich aus diesen berechnenten
Gro¨ßen (z.B. die Oberfa¨chenspannung), wurden so in ihrer zeitlichen Ent-
wicklung analysiert. Die Koexistenzdichten wurden durch Anpassung der
Tangens-hyperbolicus-Funktion (Gl. 2.76) an das Dichteprofil ermittelt. Ana-
log hierzu wurde zur Bestimmung der Stabilita¨tsgrenzen die Gleichung 2.83
an das ∆NTp-Profil angepaßt.
Die Dichte der flu¨ssigen Phase (vgl. Abb. 3.7a) erreicht nach wenigen
Nanosekunden ihren Gleichgewichtswert und zeigt nur einen im Promille-
Bereich liegenden Gro¨ßeneffekt. A¨hnlich verha¨lt sich die Dichte der koexistie-
renden Dampfphase (vgl. Abb. 3.7b); hier liefert lediglich das kleinste System
einen signifikant niedrigeren Wert. Die Dichte der Flu¨ssigkeitsspinodale (vgl.
Abb. 3.7c) weist eine Variation um 2% hinsichtlich der Systemgro¨ße auf.
Die Abweichung ist bei Betrachtung des gesamten Phasendiagramms rela-
tiv klein. Der Druck der Flu¨ssigkeitsspinodale weist hingegen eine deutliche
Gro¨ßenabha¨ngigkeit auf. Wie in Abbildung 3.7d dargestellt, stellt sich schon
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nach ca. 2 ns der Gleichgewichtswert ein, welcher zwischen ca. -25 MPa (N
= 1000) und -20 MPa (N = 32768) variiert. Wie spa¨ter diskutiert kann man
die Spinodale fu¨r das kleinste System als ”mean field”-Spinodale auffassen
[137]. Die Phasengrenzschicht weitet sich mit zunehmender Systemgro¨ße, auf
Grund der Fluktuationen der Oberfla¨che (Kapillarwellen), auf (vgl. Abb.
3.7f). Die Oberfla¨chenspannung weist mit steigender Systemgro¨ße einen ge-
ringfu¨gige Tendenz zu ho¨heren Werten auf (vgl. Abb. 3.7e), wobei dieser







Abbildung 3.7: LJ-Argon-Filme (rc=2.5σ) verschiedener Systemgro¨ßen. (a) Sie-
dedichte der flu¨ssigen Phase sowie (b) der koexistierenden Gas-
phase als Funktion der Simulationszeit. (c) Dichte bzw. (d)
Druck der Flu¨ssigkeits-Spinodalen als Funktion der Simulations-
zeit. (e) Die Oberfla¨chenspannung als Funktion der Simulations-
zeit. (f) Die Dicke der Grenzfla¨che ermittelt aus dem Druckprofil
(oben) bzw. dem Dichteprofil (unten) in Abha¨ngigkeit von der
Systemgro¨ße.
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3.3 Charakterisierung des CO2-Potentials
Da auf Grund der hohen Verdu¨nnung das thermodynamische Verhalten des
Systems vom Lo¨sungsmittel dominiert wird, sind dessen Eigenschaften von
großem Interesse. Das fu¨r Kohlenstoffdioxid gewa¨hlte EPM2-Potentialmodell
[75] (vgl. Kap. 2.2.4) wurde hinsichtlich der Qualita¨t der Wiedergabe der
thermodynamischen Daten untersucht. Hierfu¨r wurden verschiedene Simu-
lationen, z.B. zum Phasenverhalten, durchgefu¨hrt und mit experimentellen
Daten bzw. Referenzgleichungen verglichen.
3.3.1 Isothermen
Zur Modellierung des isothermen Verhaltens des CO2-Potentials, wurden
homogene Systeme mit jeweils 512 Moleku¨len und unterschiedlichen Dich-
ten vorgegeben. Diese wurden bei T = 298 K, 319 K und 350 K in ei-
nem NV T -Ensemble a¨quilibriert. Der Druck (siehe Tab. A.7) wurde durch
Mittelung u¨ber 1 ns Simulationszeit des bereits a¨quilibrierten Systems be-
stimmt. Das Ergebnis ist in Abbildung 3.8 verglichen mit der Span-Wagner-
Referenzgleichung [139] fu¨r CO2 dargestellt. Mit steigender Dichte und Tem-
peratur weicht das Modell im Vergleich zur Referenzgleichung immer deutli-
cher zu ho¨heren Dru¨cken ab. Die maximale Abweichung von ca. 10% bei sehr
hohen Dru¨cken und hohen Temperaturen ist hinsichtlich der Aufgabenstel-
lung dieser Arbeit akzeptabel.
Abbildung 3.8: Unter- und u¨berkritische Isothermen: (—) Span-Wagner-Ref.-
Gleichung [139] und (•) MD-Simulationen
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3.3.2 Selbstdiffusion
Da im Kontext des RESS-Prozesses und der Partikelbildung die Transportei-
genschaften des Lo¨sungsmittels von großem Interesse sind, wurde sowohl der
Selbstdiffusionskoeffizient des CO2-Modells bestimmt als auch der Diffusions-
koeffizient von Naphthalin bzw. Naproxen in CO2. Hierzu wurden homogene
flu¨ssige Systeme im NV T -Ensemble a¨quilibriert. Von diesen a¨quilibrierten
Systemen wurden anschließend Trajektorien (10 Konfigurationen/ps) nach
der Einstein-Methode der mittleren Verschiebungsquadrate (vgl. Kap. 2.4.4)
ausgewertet.
Da die vorliegenden experimentellen Daten bei anderen Temperaturen
gewonnen wurden als die Daten aus den MD-Simulationen, wurde ein Kor-
relationsmodell [140] zum Vergleich verwendet [107]. Die Viskosita¨t des rei-
nen Lo¨sungsmittels η1 wird hier basierend auf der Friktionstheorie nach dem
Modell fu¨r polare Substanzen nach Quin˜ones-Cisneros und Deiters [141] mit
Hilfe einer Zustandsgleichung beschrieben. Der Selbstdiffusionskoeffizient bei





Die Parameter α und β (vgl. Tab. 3.3) wurden [107] wie bei Kraska et al.
[140] durch lineare Regression aus der doppelt-logarithmischen Auftragung






= loge(α) + β loge(η1) (3.2)
Nach der Implementierung der Stokes-Einstein-Parameter wurden die Be-
rechnungen mit dem Programmpaket ThermoCr [131] durchgefu¨hrt.
Selbstdiffusion von CO2
Hier wurde zur Berechnung der Viskosita¨t, nach dem oben beschriebenen
Friktions-Modell, die Peng-Robinson-Zustandsgleichung [120] verwendet. Die
Stokes-Einstein-Parameter wurden durch Anpassung an experimentelle Da-
ten von Etesse et al. [142] gewonnen. Die Korrelation ist in guter U¨berein-
stimmung mit den experimentellen Daten, wie in Abbildung 3.9a dargestellt.
Das Modell repra¨sentiert die experimentellen Daten im u¨berkritischen Be-
reich und bei hohen Dru¨cken sehr gut. Im Bereich der Gasphase weicht die
Korrelation deutlich von den experimentellen Werten ab.
Der Selbstdiffusionskoeffizient D11 des EPM2-Modells wurde aus zwei ver-
schieden großen a¨quilibrierten NV T -Ensemblen (N = 512 bzw. 2424) bei
Temperaturen zwischen 298 K und 350 K ermittelt. Die Ergebnisse werden
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in Abbildung 3.9b mit der Korrelation verglichen. Die Selbstdiffusionskoef-
fizienten des EPM2-Modells sind in guter U¨bereinstimmung (vgl. Abb. 3.9b
) mit der Korrelationsfunktion. Zu ho¨heren Dru¨cken hin nimmt die Abwei-
chung des Modells zur Korrelation zu.
(a) (b)
Abbildung 3.9: Selbstdiffusionskoeffizient von CO2. a) Vergleich der Korrelati-
on mit experimentellen Daten von Etesse et al. [142]. b) Ver-
gleich der Korrelation mit den MD-Simulationen mit (•) N =
2424 bzw. (◦) N = 512. Die (· · ·) Isochore bei Vm=70,7623
cm3/mol korrespondiert mit dem System bestehend aus 2424
CO2-Moleku¨len.
Selbstdiffusion von Naphthalin in CO2
Bei Naphthalin kam fu¨r die Korrelation der Diffusionskoeffizienten die Kurz-
form der Span-Wagner-Gleichung [143–145] zur Anwendung. Die Anpassung
erfolgte an experimentelle Daten von Akgerman et al. [146]. Wie in Abbil-
dung 3.10a gezeigt, gibt auch hier die Korrelation gut die experimentellen
Werte wieder.
Der Diffusionskoeffizient des Modells wurde aus NV T -Simulationen von
zwei in Gro¨ße und Molenbruch verschiedenen Systemen ermittelt: 64 Naph-
thalin in 2424 CO2 (x2 = 0,0257) und 40 Naphthalin in 4593 CO2 (x2 =
0,00863). Die Resultate des Modells sind in Abbildung 3.10b zusammen mit
den korrespondierenden Isothermen dargestellt. Die Simulation weicht im
Vergleich zur Korrelation systematisch zu niedrigeren Diffusionskoeffizienten
ab, wobei diese Abweichung mit steigendem Naphthalin-Molenbruch wa¨chst.
Dies ist, wie spa¨ter diskutiert, begru¨ndet durch die Grenzen des Korrelati-
onsmodells, das nur im Grenzfall unendlich verdu¨nnter Lo¨sungen gu¨ltig ist.
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(a) (b)
Abbildung 3.10: Selbstdiffusionskoeffizient von Naphthalin in CO2. a) Vergleich
der Korrelation mit experimentellen Daten von Akgerman et al.
[146]. b) Vergleich der Korrelation und den MD-Simulationen




CO2 in CO2 6,4358715·10−15 -0,9738
Naphthalin in CO2 1,32723·10−14 -0,8217
3.3.3 Binodale und Spinodale
Zur Bestimmung des Phasenverhaltens des CO2-Potentials wurden Flu¨ssig-
keitsfilme simuliert [137]. Zur Darstellung und Stabilisierung des Films wurde
wie in Kapitel 3.2 erla¨utert vorgegangen. Nach dem initialen NV T -Lauf von







Ly) wurde der so entstandene Film weiter 2 ns
NV T a¨quilibriert, so daß sich das Flu¨ssigkeit-Dampf-Gleichgewicht einstel-
len konnte. Hiernach folgte zur Aufnahme der Messdaten sowohl eine NV T -
als auch eine NV E-Simulation von jeweils 2 ns Dauer, wobei alle 0,2 ps eine
Konfiguration herausgeschrieben wurde. Es wurden zwei verschieden große
Systeme untersucht. Das kleine System beinhaltete 1000 Moleku¨le und hatte
eine Boxgro¨ße von 3,91 nm × 3,91 nm × 11,7 nm, das große System bestand
aus 2197 Moleku¨len und hatte die Boxdimensionen 6,04 nm × 6,04 nm ×
18,12 nm. Die Systeme wurden bei 220 K bis 280 K in Schritten von 10 K
untersucht.
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Die Koexistenzdichten ρl und ρv wurden nach der in Kapitel 2.4.6 be-
schriebenen Methoden durch Anpassung der Tangens-hyperbolicus-Funktion
(Gl. 2.76) [113] bzw. der Fehlerfunktion (Gl. 2.77)[114] an das Dichteprofil
ermittelt. Wie in Abbildung 3.11a–c exemplarisch fu¨r ein Dichteprofil ei-
nes CO2-Films bei 220 K dargestellt, geben beide Funktionen dieses sehr
gut wieder. Die tanh-Funktion fu¨hrt zu einer leichten Unterscha¨tzung der
Dampfdichte (Abb. 3.11b), wa¨hrend die erf-Funktion die Flu¨ssigkeitsdichte
unterscha¨tzt (Abb. 3.11c).
Betrachtet man die Breite der Phasengrenzschicht d (siehe Abbildung
3.11d) so stellt man fest, daß der Wert aus der tanh-Funktion systematisch
unter dem der erf-Funktion liegt. Dies liegt an einem inherenten Unterschied
in der Definition der Breite der Phasengrenzschicht bei diesen Funktionen
[137]. Mit steigender Temperatur und Systemgro¨ße beobachtet man daru¨ber
hinaus eine Aufweitung der Phasengrenzschicht.
Die Koexistenzdichten aus den Anpassungen an die tanh-Funktion (Tab.
A.8) sind im Phasendiagramm in Abbildung 3.12b dargestellt. Die Spinoda-
len, die mechanische Stabilita¨tsgrenzen, wurden nach Imre et al. [115] aus
dem Profil der tangentialen Druckkomponente (vgl. Kap. 2.4.6) bestimmt.
Die Anpassung der tanh-Funktion liefert eine gute Beschreibung des kineti-
schen Druckprofils (vgl. Abb. 3.12a). Die Korrelation von Gleichung 2.83 an
die Differenz zwischen dem Normalen- und dem Tangentialdruck (pN− pT =
∆NTp) ist fu¨r ho¨here Temperaturen recht gut (Abb. 3.12b). Ein Problem ist
der absolute Gro¨ßenunterschied zwischen dem relativ kleinen Extremwert der
Dampfseite gegenu¨ber dem deutlich gro¨ßeren der Flu¨ssigkeitsseite. Der große
Unterschied der Residuen fu¨hrt zu einer ho¨heren Unsicherheit des Drucks
der Dampfspinodale gegenu¨ber dem der Flu¨ssigkeitsspinodalen. Da mit sin-
kender Temperatur das Maximum der ∆NTp-Funktion der Flu¨ssigkeitsseite
stark anwa¨chst, nimmt dieser Effekt zu.
Das resultierende Phasendiagramm fu¨r das CO2-Potentialmodell ist in der
Druck-Temperatur- und Temperatur-Dichte-Projektion in Abbildung 3.13
dargestellt. Das Modell reproduziert (Abb. 3.13a) in der p(T )-Projektion gut
die Spinodaldru¨cke aus den Berechnungen nach Peng–Robinson (PR) [120].
Die Abweichung der Dampfspinodale bei niedrigen Temperaturen ist mit
dem zuvor ero¨rterten Effekt begru¨ndet. Bei niedrigen Temperaturen weicht
der Druck der Flu¨ssigkeitsspinodale des gro¨ßeren Systems (N = 2197) ge-
genu¨ber dem kleineren System (N = 1000) zu ho¨heren Werten ab. Die
Temperatur-Dichte-Projektion des Modells weist ebenfalls eine gute U¨ber-
einstimmung mit den Zustandsgleichungen auf. Die Simulationsdaten der
Dampfbinodale und -spinodale stimmen gut mit der Peng-Robinson- als
auch mit der Leonhard-Kraska-Zustandsgleichung (LK) [147] u¨berein (Abb.
3.13b). Die Flu¨ssigkeitsbinodale des Modells wird deutlich besser von der
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LK-Zustandsgleichung beschrieben.
Nach der Regel des geradlinigen Durchmessers von Cailletet und Mathi-
as [148] ergibt sich aus den Koexistenzdichten fu¨r das Potentialmodell eine
kritische Temperatur von Tc = 302 K und eine kritische Dichte von ρc =
0,470 g cm−3. Zur Bestimmung des kritischen Drucks wurde ein System (N
= 2197) bei der kritischen Dichte und Temperatur als NV T -Ensemble a¨quili-
briert. Auf Grund der starken Fluktuationen wurde der kritische Druck (pc =
7,5 MPa) durch Mittelwertbildung u¨ber eine Simulation von 2 ns ermittelt.
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(a) (b)
(c) (d)
Abbildung 3.11: Dichteprofil von CO2 (N=1000) bei 220 K aus MD-
Simulationen (grau) und korreliert mit der Tangens-
hyperbolicus-Funktion (rot,- -) und der Fehlerfunktion
(blau,—): (a) vollsta¨ndiges Profil, (b) Vergro¨ßerung der
Flu¨ssigkeitsseite und (c) der Gasphasenseite. (d) Dicke der
Grenzfla¨che d, gewonnen aus der Anpassung der Tangens-
hyperbolicus-Funktion (©, N = 1000; 4, N = 2197) und der
Fehlerfunktion (2, N = 1000;5, N = 2197) an die Dichteprofile
der MD-Simulationen als Funktion der Temperatur.
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(a) (b)
Abbildung 3.12: (a) Profil des kinetischen Drucks durch die Dampf-Flu¨ssigkeits-
Grenzschicht, gewonnen aus MD-Simulationen bei 220 K (blau)
und 270 K (rot). (b) Die Differenz zwischen dem Normalen-
und Tangentialdruck (pN − pT) eines CO2-Films. Anpassung
von Gleichung 2.83 (—) an die Simulationsdaten (◦) bei 220 K.
(a) (b)
Abbildung 3.13: (a) Druck-Temperatur-Projektion der Dampfdruckkurve (—)
sowie der Spinodalen (- -) berechnet nach der Peng–Robinson-
(PR) [120] und der Leonhard–Kraska-Zustandsgleichung (LK)
[147]. Dampfdruck Daten (3, N=1000; 4, N = 2197) sowie
die Spinodalen Daten (©, N=1000; 5, N = 2197) aus MD-
Simulationen. (b) Binodale (—) und Spinodale fu¨r Kohlenstoff-
dioxid gewonnen aus MD-Simulationen. Legende wie in Teil (a).
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3.3.4 Oberfla¨chenspannung
Die Oberfla¨chenspannung des CO2-Potentials wurde mit zwei verschiedenen
Methoden bestimmt. Zum Einen wurde diese aus den Drucktensor-Profilen
im Gleichgewicht, und zum Anderen u¨ber die statistische Thermodynamik
und Sto¨rungen des Systems (vgl. Kap. 2.4.5) bestimmt. In beiden Fa¨llen
wurden die in Kapitel 3.3.3 beschriebenen Film-Simulationen verwendet.
via Drucktensor
Aus den Trajektorien bzw. Druckprofilen der Film-Simulationen wurde nach
Rowlinson und Widom [108] durch numerische Integration von Gleichung
2.64 die Oberfla¨chenspannung berechnet.
via TAMD
Bei der ”test-area”-Methode fu¨r molekulardynamischen Simulationen (TAMD)
dienten die bereits a¨quilibrierten Filme (Kap. 3.3.3) als Startkonfiguration.
Zur Darstellung der TAMD-Methode wurde die folgende Prozedur (siehe
Abb. 3.14) implementiert:
1. Durch eine kurze (0,1 ps) NV T -Simulation wird eine neue Konfigura-
tion gewonnen, 0′ → 0.
2. Dieses neue System (0) wird nun symmetrisch hinsichtlich der Grenz-
fla¨chengro¨ße gesto¨rt, −1 ← 0 → 1. Das heißt unter Beibehaltung des
Volumens werden die einzelnen Boxdimensionen (und Teilchenpositio-
nen) so skaliert, daß gilt :−∆A0→−1 = ∆A0→1 = A0 ·∆A∗. Die Bolz-
mannfaktoren der Differenzen der potentiellen Energie zwischen dem
Referenzsystem (0) und den beiden gesto¨rten Systemen, ∆U0→1 bzw.
∆U0→−1, werden getrennt aufsummiert.
3. Ausgehend vom Referenzsystem wird durch eine kurzeNV E-Simulation
wiederum eine neue Konfiguration gewonnen.
4. Diese Konfiguration wird wie in 2. gesto¨rt, und so weiter. Dieser Prozeß
wird so lange wiederholt bis eine ausreichend genaue Konvergenz der
Oberfla¨chenspannung erreicht ist.




N exp (−∆U0→1/kBT )−
∑
N exp (−∆U0→−1/kBT )]
2∆A (3.3)
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Abbildung 3.14: Schematische Darstellung der TAMD-Methode.
Es wurden CO2-Filme mit N=1000 Moleku¨len bei T = 230 K, 250 K und
270 K simuliert. Das Referenzsystem wurde N = 10000 mal gesto¨rt, und
die Oberfla¨chenspannung wurde aus dem Mittelwert der letzten 5000 Werte
berechnet. Der Sto¨rungsparameter wurde mit ∆A∗ = ∆A/A0 = ±5 · 10−4
nach dem Vorschlag von Gloor et al. [112] fu¨r Lennard-Jones-Fluide gewa¨hlt.
In Abbildung 3.15a ist die Entwicklung der Oberfla¨chenspannung im Verlauf
der TAMD-Simulation fu¨r die verschiedenen Temperaturen dargestellt. In
Abbildung 3.15b sind die Ergebnisse beider Methoden im Vergleich mit ex-
perimentellen Werten dargestellt.
3.4 Eigenschaften der Volumenphase
3.4.1 Volumenphase von Naphthalin
Fu¨r das TraPPE-Naphthalin-Potential [64] wurden feste sowie flu¨ssige Fil-
me zur Ermittlung der Bulk-Eigenschaften simuliert. Untersucht wurden die
Temperaturabha¨ngigkeit der Festko¨rper- und Flu¨ssigkeitsdichte bzw. des Mo-
leku¨lvolumens und der Oberfla¨chenspannung. Beide Eigenschaften sind hier
von praktischem Interesse, da sie Einfluß auf die Keimbildung nehmen sowie
in theoretische Rechnungen wie die CNT (vgl. Kap. 2.3.3) einfließen.
Es wurde ein Film von 1000 Naphthalin-Moleku¨len stabilisiert und bei
Temperaturen zwischen 250 K und 400 K a¨quilibriert. Die Daten wurden
aus 200 ps Simulationszeit mit 10 Konfigurationen pro Picosekunde erhoben.
Das Moleku¨lvolumen wurde durch Anpassung einer Tangens-hyperbolicus-
Funktion (Gl. 2.76) an das Dichteprofil ermittelt. Die Oberfla¨chenspannung
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(a) (b)
Abbildung 3.15: (a) Entwicklung der (—) Oberfla¨chenspannung γ (N ) und (– –)
Mittelwert. (b) Vergleich der Ergebnisse der (◦) TAMD- und
(•) Drucktensor-Methode mit (—) experimentellen Referenz-
werten [122].
wurde sowohl aus den Druckprofilen (dp) als auch nach der TAMD-Methode
(Kap. 2.4.5) bestimmt. Fu¨r die TAMD-Methode wurden die gleiche Prozedur
und Parameter wie fu¨r das CO2-Potential in Kapitel 3.3.4 verwendet.
In Abbildung 3.16a bzw. 3.16b sind experimentelle Daten sowie Ergebnis-
se aus MD-Simulationen fu¨r das Moleku¨lvolumen bzw. die Oberfla¨chenspan-
nung von Naphthalin als Funktion der Temperatur aufgetragen. Zur Orien-
tierung ist die Schmelz- (Tm) bzw. Siedetemperatur (Tb) als gestrichelte Linie
eingetragen. Die Korrelationsfunktion fu¨r das Moleku¨lvolumen von Vargaftik
et al. [119] ist gegeben als:
νs (T ) =
{
M∗NA[3− 2 · (T − Tb)]0,31
}−1
, (3.4)
mit dem Anpassungsparameter M∗ (6, 803 ·103mol ·m−3), der Siedetempera-
tur Tb (491 K) sowie der Avogadro-Konstanten NA. Die Anpassungsfunktion
fu¨r die Oberfla¨chenspannung lautet:







Die Anpassung von Tu¨rk [14] (Gl. 3.5) an experimentelle Werte der Ober-
fla¨chenspannung von Jasper [150] liefert die Parameter C1 = 4, 347 · 10−2 N
m−1 und C2 = −1, 109 · 10−4 N m−1 K−1.
Die sich aus den Dichteprofilen des Naphthalin-Films ergebenen Mo-
leku¨lvolumina weisen eine sehr gute U¨bereinstimmung mit der Korrelations-
funktion von Vargaftik et al. [119] bzw. den experimentellen Werten [119,
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(a) (b)
Abbildung 3.16: (a) Das Moleku¨lvolumen von Naphthalin als Funktion der
Temperatur zum Vergleich: (•  N) experimentelle Werte
[119, 122, 149], (–) Anpassung nach Vargaftik et al. [119] und
aus (◦) MD-Simulationen. (b) Die Oberfla¨chenspannung von
Naphthalin als Funktion der Temperatur: (–) Korrelation von
Tu¨rk [4] an (H) experimentelle Werte von Jasper [150] und
aus MD-Simulationen aus () Druckprofilen und nach der (4)
TAMD-Methode bestimmt.
122, 149] auf (vgl. Abb. 3.17a). Die Ergebnisse zur Oberfla¨chenspannung
verhalten sich sehr a¨hnlich zu denen des CO2-Potentials. Das Potential re-
produziert nach beiden Methoden sehr gut die experimentellen Werte [150]
und die Korrelation von Tu¨rk [4] (vgl. Abb. 3.16b). Die Oberfla¨chenspan-
nungen nach Kirkwood und Irving streuen deutlich sta¨rker als die aus den
TAMD-Simulationen.
3.4.2 Volumenphase von Naproxen
Stoffeigenschaften wie Oberfla¨chenspannung und Dichte haben einen signi-
fikanten Einfluß auf die Partikelbildung, und gehen daher auch in die klas-
sischen Keimbildungstheorien (vgl. Kap. 2.3.1) ein. Fu¨r diese Eigenschaf-
ten existieren fu¨r Naproxen keine experimentellen Literaturwerte. Zur Cha-
rakterisierung des Potentialmodells wurden sowohl feste als auch flu¨ssige
Naproxen-Filme (N = 1000) bei Temperaturen zwischen 250 K und 650 K
simuliert. Aus den bei den jeweiligen Temperaturen a¨quilibrierten Systemen
mit den Boxdimensionen von 7 nm × 7 nm × 21 nm wurden die Daten
analog dem vorherigen Kapitel 3.4.1) erhalten. Zur Bestimmung des Aggre-
gatzustands wurde nach Einstein (vgl. Kap. 2.4.4) der Selbstdiffusionskoeffi-
zient bei den verschiedenen Temperaturen bestimmt und in Abbildung 3.18
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dargestellt.
Die Oberfla¨chenspannung wurde aus den Druckprofilen (vgl. Kap. 2.4.5)
durch numerische Integration von Gleichung 2.64 sowie mit der TAMD-
Methode bestimmt. Die jeweiligen Werte sind in Tabelle A.13 aufgefu¨hrt
und in Abbildung 3.17b dargestellt. Die Flu¨ssigkeit-Gas-Koexistenzdichten
wurden durch Anpassung der Tangens-hyperbolicus-Funktion (Gl. 2.76) an
das Dichteprofil ermittelt. Auf Grund seiner finiten Gro¨ße liegt die untere Ab-
bildungsgrenze der Gasphase fu¨r dieses System bei 0,001 g·cm−3. Dies wu¨rde
bedeuten, daß sich im statistischen Mittel immer ein Moleku¨l in der Gasphase
aufha¨lt. Fu¨r Temperaturen bis einschließlich 550 K war keine (ρvap < 0,001 g
cm−3) koexistierende Gasphase zu beobachten. Bei Temperaturen von 575 K
und ho¨her war eine Dampfphase mit geringer Dichte (ρvap & 0,001 g cm−3)
zu beobachten. Die Fitparameter der Dichteprofile sind in Tabelle A.12 auf-
gelistet.
Alle drei Eigenschaften (Diffusion, Oberfla¨chenspannung, Siededichte) las-
sen in ihrer Temperaturabha¨ngigkeit einen Phasenu¨bergang bei ca. 410 K
erkennen, der, wie spa¨ter diskutiert, gut mit dem experimentellen Schmelz-
punkt von 427,7 K [123] u¨bereinstimmt.
Oberfla¨chenspannung von Naproxen
Zur Beschreibung der Temperaturabha¨ngigkeit der Oberfla¨chenspannung wur-







mit den freien Parametern n, γ0 und der kritischen Temperatur Tc. Da die
kritische Temperatur von Naproxen nicht bekannt ist, wurde diese hier eben-
falls angepasst. Durch Anpassung nach der Methode der kleinsten Fehlerqua-
drate an die Oberfla¨chenspannung des flu¨ssigen Films (T ≥ 450 K) ergibt
sich fu¨r den Vorfaktor γ0 = 86,4973 mN m
−1 und die kritische Temperatur
Tc = 807,182 K bei Anpassung an die Daten γDP aus den Druckprofilen.
Da in diesem Fall das TAMD-Experiment im Bereich der flu¨ssigen Phase
deutlich abweicht, wurde fu¨r diese eine separate Anpassung vorgenommen.
Die Anpassung von Gleichung 3.6 lieferte keine sinnvollen Resultate. Eine
lineare Anpassung an die TAMD-Daten liefert ein γ(0 K) = 57,468 mN m−1
(y-Achsenabschnitt) und eine Steigung von -0,1011 mN m−1 K−1.
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(a) (b)
Abbildung 3.17: (a) Siededichte von Naproxen als Funktion der Temperatur:
(•) MD, (–) Anpassung (Gl. 3.7), (◦) kritischer Punkt. (b)
Oberfla¨chenspannung von Naproxen als Funktion der Tempera-
tur: aus (•) Drucktensoren bzw. nach der (◦) TAMD-Methode,
(–) Korrelation (Gl. 3.6) und (- -) lineare Anpassung an die
TAMD-Daten. Die experimentelle Schmelztemperatur Tm nach
Tu¨rk [123].
Dichte von Naproxen
Die Siededichten der Naproxen-Filme wurden an eine Potenzfunktion der
Form:






angepaßt. Die Messpunkte sowie die Korrelationen sind in Abbildung 3.17a
dargestellt. Mit dem zuvor ermittelten Scha¨tzwert fu¨r die kritische Tempera-
tur von Tc = 807 K ergibt sich aus der Anpassung fu¨r die kritische Dichte ρc =
0,753507 g cm−3, ein Vorfaktor von ρ0 = 0,656306 g cm−3 und ein Exponent
von n = 0,820441.
Abbildung 3.18: Selbstdiffusionskoeffizient von Naproxen
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3.5 Expansionssimulationen
Der hier zu untersuchende Teilprozeß des RESS-Verfahrens (vgl. Kap. 1.1)
ist die Eindu¨sung der u¨berkritischen Lo¨sung in die Expansionskammer. Auf
Grund der methodisch bedingten Einschra¨nkung hinsichtlich der simulier-
baren Zeitspannen beschra¨nken sich die Untersuchungen auf den Freistrahl
direkt nach dem Austritt aus der Du¨se und vor der Machscheibe [4]. Die Ex-
pansion eines Fluids nach einer Du¨se kann idealisiert als adiabatischer Pro-
zeß betrachtet werden [153], da die Teilchen im Freistrahl keine Mo¨glichkeit
haben, in dem relevanten Zeitfenster Wa¨rme mit den Wa¨nden der Expansi-
onskammer auszutauschen.
Bei molekulardynamischen Untersuchungen zur Keimbildung wird ha¨ufig
direkt die u¨bersa¨ttigte Gasphase vorgegeben. Die freiwerdende Keimbildungs-
wa¨rme wird u¨ber einen Thermostatalgorithmus [154] oder durch einen Inert-
gasthermostaten [155] (vgl. Kap. 2.1.5) abgefu¨hrt. Dies ist dann mo¨glich,
wenn das u¨bersa¨ttigte System lange genug metastabil in diesem Zustand
verbleibt, so daß eine A¨quilibrierung mo¨glich ist, bevor die Keimbildung ein-
setzt. Auch sollte das System zu diesem Zeitpunkt vo¨llig unkorreliert zur
artifiziellen Startkonfiguration sein. Bei einer weiteren vielfach verwendeten
Methode wird zuna¨chst eine stabile Gasphase des Systems a¨quilibriert und
diese dann u¨ber einen Temperatursprung in den metastabilen oder insta-
bilen Zustand u¨berfu¨hrt [41, 156]. Auf Grund der bei den hier untersuch-
ten Systemen gegebenen Abha¨ngigkeit der Lo¨slichkeit, und somit auch der
U¨bersa¨ttigung, von der Temperatur und der Dichte des Lo¨sungsmittels, sind
diese direkten Methoden hier ungeeignet. Daher wurde ein expandierendes
System einer gesa¨ttigten Lo¨sung simuliert. Wie im Experiment steigt so die
U¨bersa¨ttigung mit fallender Dichte und Temperatur und die Keimbildung
setzt ein.
Erstmals wurde von Holian et al. [157] eine molekulardynamische Me-
thode zur Simulation einer adiabatischen Expansion vorgeschlagen und auf
zweidimensionale Lennard-Jones-Systeme angewendet. Diese Methode wurde
dann von Toxværd [158] und spa¨ter von Ashurst et al. [159] auch auf Frag-
mentierung bzw. Tropfenbildung in dreidimensionale Systemen u¨bertragen.
Holian geht von einem a¨quilibrierten System aus, dessen Teilchengeschwin-
digkeiten zu Beginn relativ zur Position der Teilchen mit der Expansionsge-
schwindigkeit der Simulationsbox modifizert werden; desweiteren werden die
periodischen Randbedingungen modifiziert. Die Simulationsbox wird in alle
Richtungen bis auf eine Zieldichte linear expandiert. Der angestrebte adiaba-
tische Charakter dieser Expansion ist jedoch fraglich, da der Expansionspfad
weder mit einer Zustandsgleichung noch mit experimentellen Daten vergli-
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chen wurde. Auch wurde nicht mit z.B. einer Energiebilanz dargelegt, daß
die Modifikationen der periodischen Randbedingungen tatsa¨chlich zu einem
adiabatischen System fu¨hren.
Die von Furukawa et al. [160] vorgestellte ”one-dimensional pressure-
control MD”-Methode zielt direkt auf die Simulation des RESS-Prozesses
ab. Ein dreidimensionales Lennard-Jones-System wird hier in einer Dimensi-
on alle 10 MD-Schritte derart expandiert, daß es einem vorgegebenen Druck-
verlauf folgt. Die Temperatur wird mit Hilfe der Skalierung der Moleku¨l-
Geschwindigkeiten konstant gehalten. Auch diese Methode wurde nicht mit
experimentellen Daten verglichen und la¨ßt den Beweis missen, daß dieses
quasi
”
Np(t)T“-Ensemble2 eine realistische Abbildung des RESS-Prozesses
darstellt.
Da die in der Literatur vorhandenen Methoden nicht u¨berzeugen konnten,
wurde hier eine neue Methode zur Simulation einer adiabatischen Expansion
entwickelt [107] und detailiert untersucht. Die Grundidee dieser Methode ist,
artifiziellen Einflu¨sse, wie z.B. Thermostaten oder Barostaten, auf das Sy-
stem mo¨glichst zu vermeiden. Zuna¨chst wird eine Startkonfiguration durch
A¨quilibrierung eines NV T -Ensembles bei den gwu¨nschten Vorexpansionsbe-
dingungen bezu¨glich der Dichte(n) und der Temperatur erzeugt. Diese wird
in der Gro¨ßenordnung von 100 Schritten zur Zieldichte expandiert. Jeder
dieser Expansionsschritte besteht aus zwei Unterschritten, wie in Abbildung
3.19 skizziert: (1. Teilschritt) Die Simulationsbox der Ausgangskonfiguration
wird instantan in alle drei Raumrichtungen um ∆L so expandiert, daß das
urspru¨ngliche Ensemble im Zentrum der neuen Box liegt. Die Geschwindig-
keiten und Orte der Moleku¨le bleiben unvera¨ndert. (2. Teilschritt) Hiernach
wird das neue, expandierte System in einem NV E-Ensemble ∆tSchritt lang
simuliert. Diese Prozedur wird so ha¨ufig wiederholt, bis die Zieldichte erreicht
ist.
Abbildung 3.19: Schematische Darstellung eines Expansionsschritts der neuen
Simulationsmethode.
2Da hier ein Barostat mit zeitabha¨ngigem Zieldruck p(t) eingesetzt wird.
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Expandiert man auf diesem Weg eine dichte Flu¨ssigkeit, so kommt es
auf Grund der Verringerung der Dichte zu einem Abfall des Drucks. Durch
den starken Druckabfall erwartet man eine Temperaturvera¨nderung bedingt
durch den Joule-Thomson-Effekt. Da der Joule-Thomson-Koeffizient fu¨r CO2
unter den Bedingungen des RESS-Prozesses immer ein positives Vorzeichen
aufweist [122], sollte es mo¨glich sein, die freiwerdende Keimbildungswa¨rme
durch den Joule-Thomson-Effekt des Lo¨sungsmittels u¨berzukompensieren.
Das CO2 verha¨lt sich wie ein Inertgasthermostat (vgl. Kap. 2.1.5), der Wa¨rme
von den Partikeln durch Sto¨ße mit diesen abfu¨hrt. Wa¨hrend der Keimbildung
kommt es somit zu keiner artifiziellen Einwirkung eines wie auch immer ge-
arteten Thermostatalgorithmus.
3.5.1 Expansion von reinem CO2
Als erster Testfall fu¨r die neue Expansionsmethode diente ein relativ kleines
System aus 512 Kohlenstoffdioxid-Moleku¨len. Dies wurde in 100 Schritten
von einem u¨berkritischen Zustand (p/MPa = 16; T/K = 325) und einer
Dichte von 0,704 g cm−3 zu einer Dichte von 0,005 g cm−3 mit Schrittla¨ngen
von 1 bis 10 ps expandiert. Die Expansionsprofile der Simulationen sind in
Abbildung 3.20 gemeinsam mit den Koexistenzkurven bzw. der Adiabate aus
der Span-Wagner-Referenzgleichung fu¨r CO2 [139] dargestellt.
Bei einer Schrittla¨nge von 1 und 2 ps verla¨uft die Expansion inhomogen
und ein Tropfen bleibt u¨brig. Im Fall der Schrittla¨nge von 2 ps verdampft die-
ser im Nachlauf (NV E) ca. 0,5 ns nach dem Ende der Expansion. Wird eine
Schrittla¨nge von 2,5 ps oder gro¨ßer verwendet, kann man eine homogene Pha-
senumwandlung wa¨hrend der Expansion beobachten. Dieses Verhalten spie-
gelt sich auch im Expansionspfad der Systeme im Phasendiagramm wieder.
Die schnellen Expansionen (1 und 2 ps) passieren das Zwei-Phasen-Gebiet
und weisen dementsprechend auch eine Phasentrennung auf. Die langsame-
ren Expansionen (5 und 10 ps) verbleiben im einphasigen Bereich und zeigen
eine kontinuierliche A¨nderung des Aggregatzustands.
3.5.2 Expansion von Naphthalin in CO2
Zur Simulation des RESS-Prozesses, also der Expansion einer u¨berkritischen
Lo¨sung, ist zuna¨chst einmal eine solche darzustellen. Hierfu¨r wurden die
Naphthalin-Moleku¨le in ein a¨quilibriertes CO2-System eingesetzt, wobei hier
jene Lo¨sungsmittel-Teilchen entfernt wurden, welche mit den neu hinzu-
gefu¨gten Moleku¨len u¨berlappten bzw. deren Repulsionswechselwirkung mit





Abbildung 3.20: (a) pT - bzw. (b) Tρ-Projektion des Expansionspfads eines CO2-
Systems (N = 512) bei verschiedenen Expansionsgeschwindig-
keiten und 100 Schritten. Die Zeitangaben beziehen sich auf
die Schrittla¨ngen. (◦) Binodale und (4) Spinodale aus MD-
Simulationen (Kap. 3.3.3).
Lo¨sung
Um auszuschließen, daß sich die Cluster bereits in der u¨berkritischen Lo¨sung
bilden, wurden diese diesbezu¨glich untersucht. Die Cluster wurden mit der
in Kapitel 2.4.3 beschriebenen erweiterten Stillinger-Methode identifiziert.
Fu¨r das Stillinger-Kriterium [106] wurde ein Abstand von rSt/nm = 0,5
gewa¨hlt, welches dem 1,35-fachen des Lennard-Jones-σ einer Naphthalin-
Site entspricht. Definiert man in einer u¨berkritische Lo¨sung die Cluster nach
dem origina¨ren Stillinger-Kriterium, so detektiert (siehe Abb. 3.21a) man
Cluster zwischen zwei und vier Moleku¨len. Fu¨gt man ein Mindestlebenszeit-
Kriterium von τSt/ps = 0,5 fu¨r die Stillinger-Bindung hinzu, so findet man
maximal Dimere. In Abbildung 3.21 ist die Auswirkung der La¨nge der Min-
destlebenszeit auf die Entwicklung des detektierten gro¨ßten Naphthalin-Clus-
ters im System fu¨r eine u¨berkritische Lo¨sung sowie fu¨r eine expandierende
Lo¨sung dargestellt.
Vergleich mit reinem CO2
Der Einfluß des gelo¨sten Stoffs auf das Expansionsverhalten des Systems
wurde durch den Vergleich einer Naphthalin-Lo¨sung (y2 = 0,0257) mit ei-
nem reinen CO2-System mit identischer Dichte ρ(CO2) = 0,6218 g cm
−3,
und bei der gleichen Temperatur (330 K) untersucht. Das reine CO2-System
weist nach A¨quilibrierung mit 15 MPa einen leicht ho¨heren Druck auf als die
12 MPa der u¨berkritischen Lo¨sung. Diese Systeme wurden in 100 Expansions-
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(a) (b)
Abbildung 3.21: Einfluß des Lebenszeit-Kriteriums auf die Clustergro¨ße. Anzahl
der Moleku¨le im gro¨ßten Cluster des Systems einer (a) u¨ber-
kritischen Lo¨sung (T = 330 K, ρ(CO2) = 0.6218 g cm
−3) bzw.
(b) einer expandierenden Lo¨sung. Die Zeiten beziehen sich auf
das jeweilige Mindestlebenszeit-Kriterium τSt.
chritten je 2,5 ps auf eine Dichte von 0,0156 g cm−3 expandiert. In Abbildung
3.22 ist der Expansionspfad dieser beiden Systeme verglichen. Der Expansi-
onspfad der Naphthalin-Lo¨sung ist gegenu¨ber dem des reinen CO2-Systems
systematisch zu niedrigeren Dru¨cken bzw. kleineren Dichten verschoben.
Vorexpansionsbedingungen
Zur Analyse der Expansion bei verschiedenen Startbedingungen wurden Sys-
teme mit verschiedenen Vorexpansionstemperaturen, CO2-Dichten und Zu-
sammensetzungen mit identischer Geschwindigkeit (100 Expansionschritte je
2,5 ps) expandiert. Eine U¨bersicht der Vorexpansionsbedingungen der simu-
lierten Systeme mit Angabe des Endzustands wird in Tabelle 3.4 gegeben. Die
ρpT -Pfade von Expansionssimulationen (Nr. 1–4) mit variabler Starttempe-
ratur sind in Abbildung 3.23 dargestellt. Die Expansionen zeigen alle einen
sehr a¨hnlichen Verlauf, wobei die Abweichung von der korrespondierenden
CO2-Adiabate mit steigender Temperatur zunimmt.
3.5.3 Reproduzierbarkeit
Zur Analyse der Reproduzierbarkeit der Simulationsmethode wurden drei
System aus 64 Naphthalin- und 2424 CO2-Moleku¨len (y2 = 0,0257) bei einer
Dichte von ρCO2 = 0,6218 g cm
−3 und einer Temperatur von 330 K un-




Abbildung 3.22: Expansionspfad von reinem CO2 und einer Lo¨sung von Naph-
thalin in CO2. Die Adiabate wurde mit der Span-Wagner-
Zustandsgleichung fu¨r reines CO2 [139] berechnet. Die SLG-
Linie des Systems beruht auf experimentellen Daten [81].
(a) (b)
Abbildung 3.23: Expansionspfade von Naphthalin/CO2-Lo¨sungen (y2 = 0,0257)
mit verschiedenen Vorexpansionstemperaturen. Die Adiabaten
und die Binodalen wurden aus der Zustandsgleichung von Span
und Wagner fu¨r reines CO2 [139] berechnet.
Dichte von 0,0156 g cm−3 expandiert. Die in Abbildung 3.24 dargestellten
Expansionspfade weisen nur geringfu¨gige Abweichungen voneinander auf.
3.5.4 Gro¨ßeneffekte
Die Einschra¨nkung hinsichtlich der Gro¨ße bzw. der Teilchenzahl (finite si-
ze effect) eines MD-Systems kann sich, unabha¨ngig von der Qualita¨t der
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Tabelle 3.4: U¨bersicht der Expansionssimulationen der Naphthalin/CO2-
Systeme
Startzustand Endzustand
Nr. N1 : N2 T/K p/MPa ρ(CO2)/g cm
−3 T p ρ(CO2)
1 2424 : 64 310 7 0,6218 246 0,57 0,0156
2 2424 : 64 330 12 0,6218 253 0,66 0,0156
3 2424 : 64 350 18 0,6218 271 0,74 0,0156
4 2424 : 64 380 30 0,6218 297 0,85 0,0156
5 2424 : 40 330 12 0,6218 247 0,62 0,0156
6 2424 : 40 350 21 0,6218 257 0,68 0,0156
7 4593 : 64 330 16 0,6580 245 0,92 0,0246
8 4593 : 64 350 23 0,6580 255 1,02 0,0246
verwendeten Methoden und der Potentialmodelle, auf seine Eigenschaften
auswirken. Zur Analyse dieses Gro¨ßeneffektes bei der hier neu vorgestellten
Simulationsmethode zur Expansion einer Lo¨sung wurden Systeme verschie-
dener Gro¨ße zwischen 2552 und 28053 Moleku¨len simuliert. Hierbei wurde
darauf geachtet, daß zur Vergleichbarkeit diese Systeme nahezu die gleiche
Dichte und den gleichen Molenbruch aufweisen.
Um mo¨glichst große Systeme simulieren zu ko¨nnen und somit einen weiten
Gro¨ßenbereich abzudecken, wurden hier einfachere Potentialmodelle verwen-
det. Das Lo¨sungsmittel Kohlenstoffdioxid wurde mit dem Modell von Nicolas
et al. [71] als einfache Lennard-Jones-Site (σ = 0,3912 nm, /kB = 225,3 K)
dargestellt. Das Naphthalin wurde nach Iwai et al. [51] durch zwei Wechsel-
wirkungseinheiten (vgl. Kap. 2.2.2) modelliert. Diese beiden Modelle wurden
bereits mehrfach [51, 54, 161] in Kombination fu¨r Lo¨slichkeitsstudien ver-
wendet und geben die Lo¨slichkeit gut wieder. Daher sind sie gut geeignet fu¨r
diese Arbeit.
Die in Tabelle 3.5 aufgefu¨hrten Startkonfigurationen wurden in einem
NV E-Ensemble bei 330 K a¨quilibriert. Hiernach wurden diese Systeme in 100
Expansionsschritten je 2,5 ps und mit einer Vergro¨ßerung der Boxkantenla¨nge
von ∆L = 0,159 nm pro Expansionsschritt expandiert. Die Verla¨ufe dieser
Expansionen sind in Abbildung 3.25 verglichen. In der Druck-Temperatur-
Projektion ist das Verhalten der Systeme nahezu identisch. In der Temperatur-
Dichte-Projektion ist ein Trend zu niedrigeren Temperaturen mit steigender





Abbildung 3.24: (a) pT - bzw. (b) Tρ-Projektion des Expansionspfads von drei
(schwarz, blau, rot) unabha¨ngigen Reproduktionsla¨ufen.
(a) (b)
Abbildung 3.25: (a) pT - bzw. (b) Tρ-Projektion des Expansionspfads von
CO2/Naphthalin-Systemen verschiedener Gro¨ßen (siehe Tab.
3.5).
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Tabelle 3.5: U¨bersicht der Startbedingungen der Systeme zur Gro¨ßeneffekt-
Studie.
N1 N2 y2 LBox/nm ρCO2/g cm
−3
2488 64 0,025078 6,58 0,6382
4489 125 0,027091 7,99 0,6431
8397 216 0,025078 9,87 0,6382
12647 343 0,026405 11,28 0,6440
27324 729 0,025986 14,57 0,6456
3.5.5 Expansionsschrittla¨nge und Anzahl
Der Einfluß der Methoden-Parameter, wie die Anzahl der Expansionsschritte
und deren zeitliche La¨nge, wurde durch Simulationen eines CO2/Naphthalin-
Systems mit identischer Start- und Enddichte charakterisiert. Die Expansi-
onspfade (siehe Abb. 3.26a und 3.26b) weisen, abgesehen bei eben dieser
Ausnahme (100×25 ps), einen sehr a¨hnlichen Verlauf auf. Wie die Wachs-
tumskurven (vgl. Abb. 3.26c und 3.26d) zeigen, bilden sich, mit einer Aus-
nahme, bei allen Simulationen Naphthalin-Partikel. Bei der Simulation mit
100 Expansionsschritten je 25 ps verdampft das Partikel wieder. Auch unter-
scheiden sich die Wachstumskurven untereinander: Je schneller die Systeme
expandiert werden, umso fru¨her setzt die Keimbildung und das Wachstum
der Partikel ein, da die kritische U¨bersa¨ttigung fru¨her erreicht wird.
3.5.6 Energieverschiebung
Eine Lennard-Jones-Site wechselwirkt mit allen anderen, die sich innerhalb
des ”cutoff”-Radius rc um diesen befinden. Befindet sich eine Site am Rand
der Simulationsbox, so ko¨nnen die Wechselwirkungspartner auch Repliken
sein, gegeben durch die periodischen Randbedingungen (vgl. Kap. 2.1.2). Ein
Punktmonopol wechselwirkt bei Verwendung der Ewaldsummen-Methode
(vgl. Kap. 2.1.8) na¨herungsweise mit einer unendlichen periodischen Folge
von Repliken des Systems. Durch die instantane Expansion der Simulations-
box, dem ersten Teilschritt (siehe Abb. 3.19), wird eine Lu¨cke zwischen den
Repliken gebildet, wie in Abbildung 3.27 veranschaulicht. Da sich durch diese
Lu¨cke die Wechselwirkungsumgebung der Teilchen a¨ndert, fu¨hrt die Boxex-
pansion zu einer A¨nderung der Gesamtenergie des Systems. Bei den hier
vorliegenden, zu Beginn sehr dichten Systemen fu¨hrt dies zu einem Anstieg
der Gesamtenergie. In Abbildung 3.28a ist die Entwicklung der einzelnen






Abbildung 3.26: Effekt der Expansionsgeschwindigkeit auf die Simulationser-
gebnisse. Die Anzahl der Expansionschritte und deren La¨nge
sind an den jeweiligen Kurven bzw. Datenpunkten vermerkt.
(a) pT - bzw. (b) Tρ-Projektionen der Expansionspfade, (c,d)
Wachstumskurven, (e) Keimbildungsraten und (f) maximale
Energieverschiebung am Ende der Expansion.
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einer Expansion dargestellt. Hierbei handelt es sich um das System, wel-
ches schon in Kapitel 3.5.2 zum Vergleich der Expansionspfade (vgl. Abb.
3.22) herangezogen wurde. Man erkennt deutlich den stufigen Anstieg der
Gesamtenergie Etot der Systeme. Jede Stufe ist hier mit einem Expansions-
schritt verknu¨pft. Betrachtet man die Differenz der Gesamtenergie des reinen
CO2-Systems und der Naphthalinlo¨sung (Abb. 3.28a) na¨herungsweise als die
effektive Auswirkung auf das Naphthalin-Subsystem, so stellt man fest daß
diese relativ klein ist und nahezu konstant wa¨hrend der Expansion ist.
Die Systemenergie konvergiert so im Laufe der Expansion zu einem neuen
Wert. Aus der Gesamtenergie der Startkonfiguration und der Gesamtenergie
der Endkonfiguration la¨ßt sich so fu¨r jede Expansionssimulation eine ma-
ximale Energieverschiebung berechnen. Da die Energieverschiebung direkt
im Expansionschritt begru¨ndet ist, wurden die Expansionsla¨ufe aus Kapi-
tel 3.5.5 bezu¨glich dieser Energieverschiebung untersucht, und diese wurde
in Abbildung 3.26f als Funktion der Expansionsgeschwindigkeit dargestellt.
Mit steigender Anzahl an Expansionsschritten sinkt der Betrag der Ener-
gieverschiebung. Bei gleicher Anzahl an Expansionsschritten und steigender
Expansionsgeschwindigkeit nimmt die Energieverschiebung ebenfalls ab.
Da die Geschwindigkeiten der Teilchen bei der Boxexpansion unvera¨ndert
bleiben, bleiben auch die kinetische Energie und somit die Temperatur un-
vera¨ndert. Die Energieverschiebung wirkt sich also nur auf die potentielle
Energie aus, und somit, bezogen auf die thermodynamischen Eigenschaften,
auf den potentiellen Anteil des Drucks, dem Virial. In Abbildung 3.28b ist
die Entwicklung des Systemdrucks zweier Expansionssimulationen verglichen
mit der Druckdifferenz ∆p, welche sich aus dem Druck vor p0 und direkt
nach der Expansion p1 ergibt. Die Druckdifferenzen weisen nur in den ersten
20 Expansionsschritten eine signifikante Gro¨ße auf, liegen allerdings mit ca.
± 2 MPa in der Gro¨ßenordnung der natu¨rlichen Druckfluktuation vergleich-
barer NV E-Ensembles. Die Auswirkungen der Energieverschiebung auf die
thermodynamischen Eigenschaften des Systems sind somit vernachla¨ssigbar
gering.
Man kann zusammenfassen, daß die hier neu entwickelte Methode zur
Simulation der Expansion einer Flu¨ssigkeit eine gute Na¨herung fu¨r den hier
betrachteten Prozeß darstellt. Die starke Abweichung des Expansionspfads
der langsamen Expansion ist durch die Gro¨ßenbeschra¨nkung des Systems
bedingt. Je gro¨ßer ein System ist, desto langsamer la¨ßt es sich expandieren
ohne vom adiabatischen Verhalten abzuweichen (vgl. Abb. 3.20 und 3.26).
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Abbildung 3.27: Schematische Darstellung der instantanen Expansion einer Si-
mulationsbox unter Beru¨cksichtigung der periodischen Rand-
bedingungen.
3.5.7 Expansion von Naproxen in CO2
Der Expansionspfad einer Naproxen/CO2-Lo¨sung wird in Abbildung 3.29 mit
dem von reinem CO2 und dem einer Naphthalin/CO2-Lo¨sung verglichen. Es
wurden Lo¨sungen von Naproxen (N2 = 64) in u¨berkritischem CO2 (N1 =
7680) bei einer CO2-Dichte von 0,67558 g cm
−3 bei verschiedenen Temperatu-
ren zwischen 305 K und 400 K a¨quilibriert. Diese wurden dann 0,25 ns bzw. in
2,5 ns bis auf eine CO2-Dichte von 0,03466 g cm
−3 expandiert. Die Start- bzw.
Endkonfigurationen der Expansionssimulationen sind in Tabelle 3.6 aufgeli-
stet. Die pT - bzw. Tρ-Projektion einer Auswahl aus diesen Simulationen ist
in Abbildung 3.30 zusammen mit der SLG-Linie des Naproxen/CO2-Systems
[123] dargestellt. Auf der SLG-Linie liegt die Mischung sowohl fest (S) als
auch flu¨ssig (L) und gasfo¨rmig (G) vor. Als Vorexpansionsbedingung fu¨r den
RESS-Prozeß ist das Phasengebiet zwischen dem kritischen Punkt (kp) des
Lo¨sungsmittels und der SLG-Linie des gelo¨sten Stoffes von Interesse [162].
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(a) (b)
Abbildung 3.28: (a) Vergleich der Energieverteilung wa¨hrend einer Expansi-
on von reinem Kohlenstoffdioxid (CO2) und einer Lo¨sung von
Naphthalin in CO2 (mix). (b) Entwicklung des Systemdrucks
(obere Kurven) zweier Naphthalin/CO2-Systeme mit verschie-
dener Expansionsgeschwindigkeit und die A¨nderung des Drucks
(untere Kurven) bei dem jeweiligen Expansionsschritt.
(a) (b)
Abbildung 3.29: Expansionspfad von reinem CO2, einer Lo¨sung von Naphthalin
in CO2 und einer Lo¨sung von Naproxen in CO2. Die Adiabate
wurde mit der Zustandsgleichung nach Span und Wagner [139]
fu¨r reines CO2 berechnet.
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Tabelle 3.6: U¨bersicht der Expansionssimulationen von Lo¨sungen bestehend aus
64 Naproxen- und 7680 CO2-Moleku¨len von einer CO2-Startdichte
von 0,67558 g cm−3 auf eine CO2-Enddichte von 0,03466 g cm−3 in
100 Expansionsschritten je (Nr.1–8) 2,5 ps bzw. (Nr.9–13) 5 ps.
Start Ende
Nr. T/K p/MPa T/K p/MPa
1 400 43 322 1,9
2 390 39 303 1,8
3 380 36 292 1,7
4 365 30 279 1,6
5 350 27 261 1,4
6 330 17 259 1,2
7 320 13 257 1,2
8 305 9 250 1,0
9 400 43 364 2,3
10 380 36 333 2,1
11 350 27 290 1,7
12 330 13 273 1,5
13 305 9 258 1,3
(a) (b)
Abbildung 3.30: Expansionspfade von Naproxen/CO2-Lo¨sungen (y2 = 0,00826)
bei verschiedenen Vorexpansionstemperaturen. Die Grenzen
(– –) des kritischen Bereichs des Lo¨sungsmittels sowie die SLG-
Linie von Naproxen in CO2 [123] sind eingezeichnet.
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3.6 Keimbildung
Alle in dieser Arbeit untersuchten Keimbildungsprozesse wurden aus Ex-
pansionssimulationen erhalten. Die Keimbildungsraten wurden nach Yasuo-
ka und Matsumoto [29] (vgl. Kap. 2.4.8) aus der Clustergro¨ßenstatistik be-
stimmt. In Abbildung 3.31 ist eine solche exemplarisch fu¨r das Naphtha-
lin/CO2-Modellsystem dargestellt. Die dem jeweiligen Prozeß zugeordneten
kritschen Keimbildungsbedingungen, wie Temperatur, Druck und Dichten,
wurden durch Mittelwertbildung der entsprechenden Gro¨ßen im zeitlichen
Bereich der Yasuoka-Analyse ermittelt. Zur Bestimmung der U¨bersa¨ttigung
wurde zuna¨chst die Gleichgewichtslo¨slichkeit mit Hilfe der in Kapitel 2.4.9
beschriebenen Korrelationsfunktionen berechnet. In Abbildung 3.32a ist der
Verlauf der Lo¨slichkeit wa¨hrend einer Expansion abgebildet. Direkt zu Be-
ginn der Expansion beobachtet man einen drastischen Abfall der Lo¨slichkeit,
welche bei etwa 0,05 ns abflacht. Zu diesem Zeitpunkt setzt die Keimbildung
ein, was sowohl im korrespondierenden Yasuoka-Plot (Abb. 3.31) als auch in
der Wachstumskurve (Abb. 3.32b) zu erkennen ist.
Abbildung 3.31: Clustergro¨ßenstatistik eines Systems aus 64 Naphthalin- und
2424 CO2-Moleku¨elen: Die Anzahl der Cluster die gro¨ßer sind
als der jeweils angegebenen Grenzwert als Funktion der Zeit.
3.6.1 Keimbildungsraten von Naphthalin
Aus den Expansionssimulationen der Naphthalin/CO2-Lo¨sungen aus Kapitel
3.5.2 wurden die Keimbildungsraten bestimmt. Diese sind zusammen mit den




Abbildung 3.32: Die Entwicklung (a) der Lo¨slichkeit und (b) des gro¨ßten Clu-
sters wa¨hrend der Expansion eines Systems aus 64 Naphthalin-
und 2424 CO2-Moleku¨le.
Zum Vergleich wurden die Keimbildungsraten dieses Systems nach der
klassischen Keimbildungstheorie (CNT) nach Becker und Do¨ring [87] be-
rechnet. Hierzu wurde wie bei Tu¨rk [14] das Moleku¨lvolumen und die Ober-
fla¨chenspannung in Gleichung 2.56 als temperaturabha¨ngig beschrieben. Hier-
fu¨r wurde an experimentelle Daten des Moleku¨lvolumens bzw. der Dichte
[119, 122, 149] und der Oberfla¨chenspannung [150] der Volumenphase bei
verschiedenen Temperaturen angepaßt [14, 119].
In Abbildung 3.33a sind die Keimbildungsraten aus den Expansionssimu-
lationen verglichen mit den Keimbildungsisothermen nach der CNT berech-
net. Die CNT unterscha¨tzt die Keimbildungsraten aus den Simulationsdaten
um bis zu 10 Gro¨ßenordungen. Da die Keimbildungsrate bei allen Simula-
tion mit ca. 1028 cm−3s−1 in der gleichen Gro¨ßenordung liegen, wurde die
Abha¨ngigkeit der kritischen U¨bersa¨ttigung von der Temperatur (vgl. Abb.
3.33b) untersucht. Die MD-Daten zeigen eine deutliche A¨hnlichkeit mit dem
Verlauf der CNT, wenn auch diese bei der gegebenen Keimbildungsrate bei
deutlich ho¨heren U¨bersa¨ttigungen liegt.
3.6.2 Reproduzierbarkeit
Zur U¨berpru¨fung der Reproduzierbarkeit der Simulationsmethode bezu¨glich
der Keimbildungsraten wurden die in Kapitel 3.5.3 aufgefu¨hrten Simulati-
onsla¨ufe analysiert. In Abbildung 3.34a sind die Keimbildungsraten als Funk-
tion der kritischen U¨bersa¨ttigung doppelt-logarithmisch aufgetragen. Die Ab-
weichungen der Reproduktionsla¨ufe hinsichtlich der Keimbildungsraten lie-
gen unterhalb einer Gro¨ßenordnung und sind somit vernachla¨ssigbar klein.
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Tabelle 3.7: Keimbildungsraten (J) und -bedingungen (Tnuc, pnuc und ρnuc) von
Naphthalin. Die Daten korrespondieren mit den Expansionssimu-
lationen aus Tabelle 3.4. Die Dichte bezieht sich auf die CO2-
Partialdichte.






1 296 4,88 0,2015 2,1117 28,9
2 294 4,14 0,1276 2,2911 28,5
3 309 5,08 0,1390 2,0530 28,6
4 339 6,76 0,1550 1,6433 28,7
5 286 3,70 0,1173 2,2134 28,3
6 288 3,15 0,0801 2,2107 27,8
7 281 3,49 0,1090 2,2264 28,1
8 291 3,93 0,1105 2,0509 28,1
Die Variation in der kritischen U¨bersa¨ttigung liegt innerhalb der Fehlerto-
leranz. Vergleicht man die La¨ufe hinsichtlich der Bedingungen wa¨hrend der
Keimbildung, stellt man fest, daß die Variation der Zustandsgro¨ßen p, T und
V innerhalb ihrer Fluktuationsbreiten liegen.
3.6.3 Gro¨ßeneffekt
Fu¨r die in Kapitel 3.5.4 erla¨uterten Expansionsla¨ufe zur Studie des Gro¨ßen-
effektes wurden diesbezu¨glich auch die Keimbildungsraten bestimmt und in
Abbildung 3.34b gegen die kritische U¨bersa¨ttigung aufgetragen. Eine signi-
fikante Abweichung der Keimbildungsrate ist nur fu¨r das kleinste System
mit 64 Naphthalin- und 2424 CO2-Moleku¨len zu beobachten. Sie weicht um
weniger als eine Gro¨ßenordnung von der der gro¨ßeren Systeme ab. Diese Ab-
weichung ist sehr gering z.B. im Vergleich zu den Diskrepanzen mit der CNT.
Auch die Keimbildungsbedingungen (Tnuc/K = 256±6; pnuc/MPa = 1,8±0,2)




Abbildung 3.33: Keimbildungsraten von Naphthalin in CO2 aus MD-
Simulationen bei einem Molenbruch von y2 = (◦) 0,0257; (2)
0,0137 und (4) 0,0162. (a) Doppelt logarithmische Auftragung
der Keimbildungsraten als Funktion der kritischen U¨bersa¨tti-
gung im Vergleich mit der (—) CNT nach Becker und Do¨ring.
(b) Die kritische U¨bersa¨ttigung als Funktion der Temperatur.
Die Kurve (– –) berechnet sich nach der CNT fu¨r die mittlere
Keimbildungsrate aller Simulationen.
(a) (b)
Abbildung 3.34: Doppelt-logarithmische Auftragung der Keimbildungsrate (a)
aus den Reproduktionsla¨ufen (vgl. Kap. 3.5.3) bzw. (b) aus
der Gro¨ßeneffekt-Studie (vgl. Kap. 3.5.4) als Funktion der kri-
tischen U¨bersa¨ttigung.
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3.6.4 Keimbildungsraten von Naproxen
Die MD-Simulationen der expandierenden Naproxen/CO2-Lo¨sungen aus Ka-
pitel 3.5.7 (Tab. 3.6) wurden hinsichtlich ihrer Keimbildungsraten untersucht.
Eine U¨bersicht der Keimbildungsraten und Keimbildungsbedingungen ist in
Tabelle 3.6 gegeben. Bei einer Variation der Vorexpansionstemperatur von
305 K bis 400 K lieferte das System Keimbildungsraten zwischen 1028 und
1029 cm−3s−1 bei kritischen U¨bersa¨ttigungen von 101,8 bis 103,4, wie in Ab-
bildung 3.35a dargestellt. Die Tendenz der Keimbildungstemperatur ist in
U¨bereinstimmung mit der Keimbildungstheorie. Zu ho¨heren U¨bersa¨ttigungen
nimmt die Keimbildungstemperatur ab, wa¨hrend sie mit steigender Keimbil-
dungsrate zunimmt.
Zum Vergleich der Simulationsergebnisse wurden auch fu¨r Naproxen die
Keimbildungsraten nach der klassischen Keimbildungstheorie (CNT) berech-
net. Da fu¨r die CNT relevante Eigenschaften (vgl. Kap. 2.3.3) wie Ober-
fla¨chenspannung und Dichte der Volumenphase fu¨r Naproxen keine experi-
mentellen Daten vorliegen, wurden diese hier durch Anpassen an Daten aus
Filmsimulationen (siehe Kap. 3.4.2) gewonnen. Hinsichtlich der Oberfla¨chen-
spannung lieferten die zwei unabha¨ngig von einander verwendeten Methoden
deutlich unterschiedliche Werte, im Gegensatz zu den Naphthalin- oder CO2-
Systemen. Auf Grund der im Vergleich zu Gruppenbeitragsmethoden unrea-
listischen extrapolierten kritischen Temperatur die sie sich aus der Ober-
fla¨chenspannungen der TAMD-Methode ergab, wurde zur Berechnung der
CNT die Anpassung an die Daten aus den Drucktensorkomponenten ver-
wendet.
In Abbildung 3.36a werden Keimbildungsraten aus MD-Simulationen mit
Keimbildungsisothermen nach Becker und Do¨ring [87] als auch mit solchen
nach Girshick und Chiu [89] verglichen. Wie schon beim Naphthalin unter-
scha¨tzt die CNT, sowohl nach Becker und Do¨ring als auch nach Girshick
und Chiu, die Keimbildungsraten aus den Expansionssimulationen um vie-
le Gro¨ßenordnungen. Da die Keimbildungsraten alle in einem sehr engen
Gro¨ßenbereich liegen, wurde die Temperaturabha¨ngigkeit der kritischen U¨ber-
sa¨ttigung betrachtet. In Abbildung 3.35b ist diese verglichen mit der CNT fu¨r
eine Keimbildungsrate von 1028,4 cm−3s−1. Der Trend der Simulationsdaten
ist wie im Fall von Naphthalin in guter U¨bereinstimmung mit der Theorie, die
wiederum systematisch deutlich (6-12 Gro¨ßenordnungen) ho¨here U¨bersa¨tti-
gungen aufweist.
Sowohl bei diesen Keimbildungsisothermen (Abb. 3.36a) als auch bei der
log10 S(T )-Kurve (Abb. 3.35b) wurde die aus den Druckprofilen berechne-
te Oberfla¨chenspannung verwendet. In Abbildung 3.36b wurden die Keim-
bildungsisothermen nach Becker und Do¨ring zum Vergleich mit der Ober-
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fla¨chenspannung aus der TAMD-Methode berechnet. Durch die viel niedrige-
re Oberfla¨chenspannung, welche zu einer kleineren Keimbildungsarbeit fu¨hrt,
sind die Keimbildungsisothermen zu deutlich ho¨heren Keimbildungsraten hin
verschoben. Hierdurch na¨hert sich die CNT zwar absolut betrachtet den MD-
Daten an, doch der Temperaturtrend wird deutlich schlechter wiedergegeben
als bei Verwendung der Oberfla¨chenspannungen aus den Druckprofilen.
Tabelle 3.8: Keimbildungsraten (J) und -bedingungen (Tnuc, pnuc und ρnuc)
von Naproxen. Die Daten korrespondieren mit den Expansionssi-
mulationen aus Tabelle 3.6. Die Dichte bezieht sich auf die CO2-
Partialdichte.






1 362 9,3 0,1948 2,4400 28,2439
2 344 8,0 0,1850 2,6782 28,1018
3 361 15,0 0,3537 1,9864 27,9987
4 321 6,6 0,1894 2,9667 28,2990
5 313 6,7 0,2377 2,8845 28,5607
6 294 4,7 0,1972 3,3112 28,7225
7 301 5,9 0,2618 2,9300 28,7109
8 283 3,8 0,2127 3,3826 28,3532
9 395 16,0 0,3035 1,8433 28,6444
10 367 13,2 0,3035 2,0821 28,4144
11 337 10,8 0,3406 2,2275 28,4808
12 320 8,3 0,3145 2,5021 28,6953
13 288 4,6 0,2119 3,3481 28,1941
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(a) (b)
Abbildung 3.35: (a) Doppelt-logarithmische Auftragung als U¨bersicht u¨ber die
der Keimbildungsraten von Naproxen als Funktion der kriti-
schen U¨bersa¨ttigung. Die Datenpunkte sind mit der jeweiligen
Systemtemperatur wa¨hrend der Keimbildung Tnuc beschriftet.
(b) Die kritische U¨bersa¨ttigung als Funktion der Temperatur.
Die Kurve (– –) berechnet sich nach der CNT fu¨r aus dem Mit-
telwert der Keimbildungsraten aller Simulationen.
(a) (b)
Abbildung 3.36: Doppelt-logarithmische Auftragung der Keimbildungsraten
von Naproxen aus (◦) MD-Simulationen als Funktion der kriti-
schen U¨bersa¨ttigung: (a) Verglichen mit der CNT nach Becker
und Do¨ring (BD, —) bzw. nach Girshick und Chiu (GC, – –).
(b) Verglichen mit der CNT berechnet mit der Oberfa¨chenspan-





Abbildung 3.37: (a) Paarverteilungsfunktion der Naphthalin-Partikel N = 33
(blau), 44 (rot), 56 (gru¨n) aus den Expansionssimulationen so-
wie die (b) winkelaufgelo¨ste Paarverteilungsfunktion des 56er-
Partikel.
3.7 Struktur
3.7.1 Struktur der Naphthalin-Partikel
Fu¨r die aus den Expansionssimulationen gewonnen Partikel wurde sowohl
die Paarverteilungsfunktion der Massezentren als auch die winkelaufgelo¨ste
Paarverteilungsfunktion bestimmt. Die hier ausgewa¨hlten Beispiele sind re-
pra¨sentativ fu¨r alle Naphthalin-Partikel, die sich wa¨hrend der Expansionssi-
mulationen bildeten.
Die Partikel aus den Expansionssimulationen (246–271 K) weisen eine
amorphe Struktur auf (verg. Abb. 3.37a). Der Abstand zum na¨chsten Nach-
barn ist deutlich kleiner als in der idealen Kristallstruktur. Eine optische
Untersuchung zeigt, daß diese Partikel aus Stapeln von 2 bis 3 Naphthalin-
Moleku¨len, welche um ca. 90◦ zueinander versetzt sind, aufgebaut sind. Die-
se Struktur zeigt sich auch in der winkelaufgelo¨sten Paarverteilungsfunktion,
wie hier in Abbildung 3.37b am Beispiel eines 56er-Partikel (246 K) darge-
stellt ist. Auf Grund der D2h-Symmetrie des Naphthalin-Moleku¨ls wird diese
nur in einem Bereich zwischen 0◦ und 90◦ analysiert.
Zur Einordnung der Ergebnisse zur Struktur der Partikel aus den RESS-
Simulationen und zur Charakterisierung des Potentialmodells hinsichtlich der
Wiedergabe der Festko¨rperstruktur wurde ein Kubus aus 396 Naphthalin-
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Moleku¨len simuliert. Dieser wurden in der experimentellen Struktur [104]
mit um 10% elongierten Gitterkonstanten vorgegeben und bei 50 K in einem
NV E-Ensemble a¨quilibriert. Dieses System wurde dann unter Verwendung
des Berendsen-Thermostaten mit einer Kopplung von KT = 10
−4 fs−1 in 25
Schritten auf 300 K erwa¨rmt, und anschließend wieder auf 50 K abgeku¨hlt.
Jeder dieser Schritte bestand aus einem 100 ps langen Teilschritt zur A¨qui-
librierung und einem 10 ps Teilschritt zur Aufnahme der Strukturdaten.
Direkt nach dem Start der ersten A¨quilibrierung bei 50 K ordnet sich
die Struktur um. Diese neue Struktur (vgl. Abb. 3.38b) bleibt bis zum Auf-
schmelzen der Struktur bei 160–170 K stabil. Bei der anschließenden Abku¨h-
lung bildet sich eine neue Struktur aus. Die Vera¨nderung der Struktur des
Naphthalin-Kubus wa¨hrend dieses Prozesses ist in Abbildung 3.38 anhand
der Paarverteilungsfunktionen dokumentiert. Ein Vergleich der potentiellen
Energien der beiden Systeme bei 100 K ergab eine Bevorzugung des ersten Sy-
stems (I) um 486 J mol−1. Beim Abku¨hlen nimmt das Partikel eine amorphe
Struktur (II) an. Der U¨bergang in die energetisch gu¨nstigere Kristallstruktur
scheint kinetisch gehemmt zu sein.
Der deutlich niedrigere Schmelzpunkt von ca. 190 K des Naphthalin-
Kubus im Vergleich zum Literaturwert von 353 K [163] la¨ßt sich durch die,
schon zuvor angesprochenen (vgl. Kap. 2.3.1), abweichenden physikalischen
Eigenschaften kleiner Partikel gegenu¨ber Volumenphasen erkla¨ren. Je kleiner
ein Partikel ist, desto niedriger ist sein Schmelzpunkt [164, 165].
Ein 58er-RESS-Partikel3 wurde aus der Simulationsbox isoliert und in
eine leere Simulationsbox u¨berfu¨hrt. Dieses neue System wurde in 2 ns in
einem NV T -Ensemble mit einer Kopplung von KT = 10
−6 fs−1 abgeku¨hlt.
Die Struktur dieses abgeku¨hlten Partikels ist in guter U¨bereinstimmung mit
der des abgeku¨hlten 396er-Kubus, wie der Vergleich der Paarverteilungsfunk-
tionen in Abbildung 3.39a zeigt. Die radialen Paarverteilungsfunktionen sind
auf den gleichen Wert des ersten Maximums normiert. Die Abweichung in
den Werten der Verteilung bei großen Absta¨nden ist mit der geringeren An-
zahl an Moleku¨len im RESS-Partikel begru¨ndet. Auch die Winkelverteilung
(vgl. Abb. 3.39b mit 3.38d) ist sehr a¨hnlich.
3.7.2 Struktur der Naproxen-Partikel
Die Partikel, die sich bei den Expansionssimulationen der Naproxen/CO2-
Lo¨sungen bildeten, wurden ebenfalls mittels der Paarverteilungsfunktionen
analysiert. Da das Naproxen-Moleku¨l keine D2h-Symmetrie wie das Naph-
3Es handelt sich hier um den 56er-Partikel aus Abb. 3.37, welcher in einer Anschlußsi-





Abbildung 3.38: (a) Paarverteilungsfunktion des Naphthalin-Kubus bei 100 K
(I) wa¨hrend des Aufheizens, bei 300 K und bei 100 K (II) beim
anschließenden Abku¨hlen, sowie die winkelaufgelo¨sten Paarver-
teilungsfunktionen der einzelnen Zusta¨nde: (b) 100 K (I), (c)
300 K und (d) 100 K (II).
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(a) (b)
Abbildung 3.39: (a) Radiale Paarverteilungsfunktion des (– –) 396er-
Naphthalin-Kubus und des (—) 58er-Partikel abgeku¨hlt
auf 100 K, sowie die (b) winkelaufgelo¨ste Paarverteilungsfunk-
tion des 58er-Partikels bei 100 K.
thalin aufweist, wurden die Orientierung der Moleku¨lebenen zueinander im
vollen Bereich zwischen 0◦ und 180◦ untersucht. Dies fu¨hrt zwangsla¨ufig zu
einer schlechteren Statistik. Die Ergebnisse sind exemplarisch fu¨r einen 61er-
Naproxen-Partikel in Abbildung 3.40 dargestellt.
Die radiale Paarverteilungsfunktion (vgl. Abb. 3.40a) des 61er-Partikels
weist eine amorphe Struktur auf. Die Maxima sind sta¨rker aufgeweitet als
beim Naphthalin-Partikel bei nahezu gleicher Temperatur. Der Wegfall der
Symmetrieebene im Vergleich zum Naphthalin ist in der winkelaufgelo¨sten
Paarverteilungsfunktion (vergl Abb. 3.40b) deutlich zu erkennen. Die Orien-
tierung der Moleku¨lebenen des Naphthalin-Geru¨stes des na¨chsten Nachbarn
liegt bei nahe 0◦und ha¨ufiger bei nahe 180◦. Die Zentren der Verteilungsma-
xima der folgenden Nachbarn sind deutlich von 90◦ verschieden und es ist
auch keine Symmetrie zu erkennen.
Zur Untersuchung eventueller Unterschiede in der Morphologie zwischen
den Partikeln aus dem RESS-Prozeß und aus anderen Mikronisierungsver-
fahren, wie von Lele und Shine [166] fu¨r Polymere beobachtet, wurde ein
artifizieller Partikel generiert. Hierzu wurden 125 Naproxen-Moleku¨le in ei-
nem kubischen Gitter (5×5×5) vorgegeben und bei 300 K in einem NV E-
Ensemble a¨quilibriert, wobei dieser aufschmilzt und Kugelgestalt annimmt.
Dieser wurde anschließend nach der gleichen Methode wie der 396er-Naph-




Abbildung 3.40: (a) Paarverteilungsfunktion eines 61er-Naproxen-Partikels aus
der RESS-Simulation verglichen mit der eines vorgegebenen
und zuvor aufgeschmolzenen Partikel aus 125 Moleku¨len bei
der gleichen Temperatur (260 K). (b) Winkelaufgelo¨ste Paar-
verteilungsfunktion des 61er-Naproxen-Partikels.
Paarverteilungsfunktionen in Abbildung 3.41 dargestellt.
Die winkelaufgelo¨ste Paarverteilungsfunktion des 125er-Partikel bei 290 K
weist deutlich mehr Struktur auf, als die klassische Paarverteilungsfunktion
zu zeigen vermag. Das Intensita¨tsmaximum der na¨chsten Nachbarn weicht
sta¨rker von 0◦ bzw. 180◦ ab als beim 61er-Partikel. Vergleicht man den
125er-Partikel aus der Schmelze bei 260 K mit dem 61er-RESS-Partikel bei
der gleichen Temperatur, so zeigt die radiale Paarverteilungsfunktion (vgl.
Abb. 3.40a) einen deutlichen Unterschied. Der 125er-Partikel weist bei 260 K
in der Winkelverteilung (vgl. Abb. 3.41c mit 3.40b) zusa¨tzliche Maxima bei
ca. 90◦ und 120◦ und einem Abstand von 0,4 nm auf. Bei 100 K erscheint
ein weiteres bei 135◦ und ca. 0,4 nm (vgl. Abb. 3.41d). Die Verteilung bei
Absta¨nden gro¨ßer als 0,6 nm sind sehr unsystematisch und weisen auf den
amorphen Charakter des Systems hin. Die Struktur des RESS-MD-Partikel
unterscheidet sich somit deutlich von der des ku¨nstlich vorgegebenen und
zuvor aufgeschmolzenen Partikels.
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(a) (b)
(c) (d)
Abbildung 3.41: (a) Radiale Paarverteilungsfunktion eines 125er-Naproxen-
Clusters bei verschiedenen Temperaturen sowie dessen winkel-
aufgelo¨ste Paarverteilungsfunktion bei (b) 290 K, (c) 260 K




4.1 Potentialentwicklung fu¨r Naproxen
Das Potentialmodell fu¨r das Naproxen-Moleku¨l wurde auf Basis des TraPPE-
Modells fu¨r Naphthalin von Wick et al. [61] entwickelt. Da die Lennard-Jones-
Parameter (σ, ) der Atome bzw. Pseudoatome des TraPPE-Modells un-
abha¨ngig von der chemischen Umgebung sind [58] und nur von ihrer Identita¨t
bzw. Hybridisierung abha¨ngen, war es mo¨glich, die Lennard-Jones-Parameter
aus der bestehenden Literatur zu u¨bernehmen. Da diese so angepaßt wurden
[58], daß fu¨r die Potentialparameter zwischen zwei ungleichen Lennard-Jones-
Sites die Kombinationsregel nach Lorentz-Berthelot [17] gilt, sind keine spe-
zifischen Wechselwirkungsparameter fu¨r die mo¨glichen Interaktionspaare zu
bestimmen.
Im Gegensatz zu den Lennard-Jones-Parametern sind die Partialladun-
gen abha¨ngig von der jeweiligen chemischen Umgebung einer Site. Konsistent
zum TraPPE-Modell wurden die Partialladungen hier nach der CHELPG-
Methode [132] auf MP2/6-31G(dp) Niveau [63] berechnet. Ein Problem bei
der Berechnung von Partialladungen fu¨r Moleku¨le ist, daß die Ergebnisse
je nach der verwendeten Methode ha¨ufig stark von der Konformation und
dem verwendeten Basissatz abha¨ngig sind. Die hier verwendete CHELPG-
Methode ist diesbezu¨glich deutlich robuster [167] als die ha¨ufig hierfu¨r ver-
wendete Methode nach Mulliken [168, 169].
Die Kraftkonstanten und Gleichgewichtsabsta¨nde bzw. -winkel fu¨r die
intramolekularen Wechselwirkungen wie Streck-, Winkelschwingungen und
Torsionsbarrieren werden in der Literatur zumeist von Weiner et al. (AM-
BER) [55] und von Jorgensen et al. (OPLS) [48] entliehen. In beiden Ar-
beiten wurden die Parameter je nach vorliegendem Fall durch Anpassung
an semiempirische MM2-Berechnungen [170], experimentellen Schwingungs-
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frequenzen oder quantenmechanischen Rechnungen gewonnen. Ha¨ufig werden
auch Parametersa¨tze aus verschiedenen Quellen und Methoden verwendet. In
dieser Arbeit wurden konsequent alle Parameter der intramolekularen Wech-
selwirkungen, inklusive den Gleichgewichtsabsta¨nden und -winkeln, aus ab
initio-Berechnungen auf MP2/6-31G(dp) Niveau erhalten.
4.2 Flu¨ssigkeitsfilmsimulationen
Kohlenstoffdioxid
Sowohl die tanh-Funktion nach der density gradient approximation [113] als
auch die erf-Funktion nach dem Kapillarwellen-Ansatz (capillary wave ap-
proach) [114] stellen eine gute Beschreibung der Dichteprofile aus den Simu-
lationen dar. Die erf-Funktion liefert einen leicht gro¨ßeren Wert fu¨r Phasen-
grenzschichtdicke d, da sie modellbedingt von einer dickeren Phasengrenz-
schicht ausgeht. Dies hat jedoch keinen signifikanten Einfluß auf die Bestim-
mung der Spinodalen und der Binodalen.
Die Dicke der Phasengrenzschicht d nimmt mit zunehmender System-
gro¨ße zu, wie sowohl fu¨r die CO2- (Abb. 3.11d) als auch fu¨r die Argon-Filme
(Abb. 3.7f) gezeigt wurde. Dieses Verhalten steht im Einvernehmen mit dem
Kapillarwellen-Ansatz. Da die Kapillarwellen zu einer simultanen Aufwei-
tung sowohl des Dichte- als auch des Druckprofils fu¨hren, ist die Dichte der
Flu¨ssigkeits- und Dampfspinodale unabha¨ngig von der Breite der Phasen-
grenzschicht [137].
Die Spindodale wurde nach Imre et al. [115] aus den Druck- und Dichte-
profilen berechnet. Fu¨r beide Anpassungen wurde die tanh-Funktion verwen-
det. Das Phasendiagramm des Modells weist mit Ausnahme der Flu¨ssigkeits-
binodale eine gute U¨bereinstimmung mit der Peng–Robinson- (PR) [120] als
auch mit der Leonhard–Kraska-Zustandsgleichung (LK) [147] auf. Die Ko-
existenzdichte der flu¨ssigen Phase wird deutlich besser von der LK-Zustands-
gleichung beschrieben, welche zur besseren Beschreibung der nahkritischen
Region sowie hoher Dru¨cke entwickelt wurde. Dies ko¨nnte auch der Grund fu¨r
die versta¨rkte Abweichung der LK-Zustandsgleichung im Druck der Flu¨ssig-
keitsbinodale bei niedrigen Temperaturen sein. Hinsichtlich der Systemgro¨ße
(N = 1000 bzw. 2424) ist im Phasenverhalten nur der Trend zu ho¨heren
Dru¨cken der Flu¨ssigkeitsspinodalen mit steigender Systemgro¨ße zu erkennen,
wie er im na¨chsten Abschnitt diskutiert wird.
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Gro¨ßen- und Zeit-Effekte am Beispiel von Argon
Die Eigenschaften der Grenzfla¨che ko¨nnen durch die Beschra¨nkung der Gro¨ße
des Simulationssystems beeinflußt werden. Die Ursache hierfu¨r sind Kapil-
larwellen [171] und bei Systemen mit sehr kleinen Grenzfla¨chen oszillieren-
de Gro¨ßeneffekte [172, 173]. Diese gro¨ßenabha¨ngige Oszilation in der Ober-
fla¨chenspannung wurde fu¨r LJ-Systeme und ionische Flu¨ssigkeiten bei Grenz-
fla¨chen kleiner als (10σ)2 beobachtet [173]. Bei gro¨ßeren Grenzfla¨chen treten
nur noch nicht-oszillierende Gro¨ßeneffekte auf [171]. Die hier untersuchten
CO2-Systeme weisen mit (12,9σ(O))
2 fu¨r N = 1000 und mit (19,9σ(O))2 fu¨r
N = 2197 eine deutlich gro¨ßere Grenzfla¨che auf, ebenso die Argon-Filme,
deren Grenzfla¨chen zwischen (10,5σ(Ar))2 fu¨r (N = 1000) und (33,6σ(Ar))2
fu¨r (N = 32768) variiert.
Die Simulationen haben gezeigt, daß die Koexistenzdichten und die Spi-
nodaldichten als unabha¨ngig von der Systemgro¨ße betrachtet werden ko¨nnen
(Abb. 3.7a–c). Die geringfu¨gige Tendenz der Dichte der Flu¨ssigkeitsspinoda-
le mit steigender Systemgro¨ße zu kleineren Werten ist um Gro¨ßenordnungen
kleiner als bei Kaski und Binder [174]. In Relation zum vollsta¨ndigen Pha-
sendiagramm sind die Abweichungen vernachla¨ssigbar.
Der Druck der Flu¨ssigkeitsspinodale steigt hingegen mit zunehmender
Systemgro¨ße signifikant (Abb. 3.7d). Die Ursache hierfu¨r liegt in der Auf-
weitung der Phasengrenzschicht bei gro¨ßeren Systemen, wie sie auch hier
zu beobachten ist (Abb. 3.7f). Dies fu¨hrt zu einer Abflachung der Maxima
im ∆NTp-Druckprofil. Die Oberfla¨chenspannung weist nur eine geringfu¨gige
Gro¨ßenabha¨ngigkeit (Abb. 3.7e) auf. Daraus la¨ßt sich schließen, daß durch die
Aufweitung der Phasengrenzschicht die Druckprofile tatsa¨chlich auseinander
gezogen werden. Die Maxima flachen ab und werden dabei unter Beibehal-




Im Rahmen der durchgefu¨hrten Gleichgewichtssimulationen konnte gezeigt
werden, daß das hier verwendete EPM2-Potential [75] das Phasenverhalten
von CO2 gut wiederzugeben vermag. Sowohl die Binodale als auch die Spi-
nodale sind in guter U¨bereinstimmung mit den Berechnungen aus Zustands-
gleichungen. Die kritische Dichte des Modells liegt innerhalb der Unsicherheit
des experimentellen Werts und die kritische Temperatur des Modells liegt ge-
ringfu¨gig unter dem experimentellen Wert [122] (siehe Tab. 4.1). Der kritische
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Druck wird vom Modell um ca. 2% u¨berscha¨tzt. Im u¨berkritischen Bereich
nimmt diese Tendenz mit steigender Dichte und Temperatur leicht zu (vgl.
Abb. 3.8).
Tabelle 4.1: Vergleich der kritischen Werte des EPM2-Potentials aus verschiede-
nen Arbeiten und mit den experimentellen Werten von CO2.
Tc/K ρc/g cm
−3 pc/MPa
Exp. [122] 304,1±0,1 0,468±0,001 7,38±0,015
diese Arbeit 302±1 0,470±0,001 7,5±0,1
Bei dem hier untersuchten Partikelbildungsprozeß in der expandierenden
Lo¨sung sind auch die Transporteigenschaften des CO2-Modells von Interes-
se. Untersucht wurde sowohl die Selbstdiffusion der CO2-Moleku¨le als auch
die Selbstdiffusion von Naphthalin in CO2. Da die Simulationsdaten und die
experimentellen Daten bei unterschiedlichen Temperaturen vorliegen, wurde
zum Vergleich ein Korrelationsmodell [140] verwendet (vgl. Abb. 3.9a und
3.10a), welches die experimentellen Daten gut wiedergibt. Die Abweichung
der Korrelation im Bereich der Gasphase ist bedingt durch das Korrelati-
onsmodell. Die Selbstdiffusionskoeffizienten des EPM2-Modells sind in guter
U¨bereinstimmung (vgl. Abb. 3.9b) mit der Korrelationsfunktion. Die Ab-
weichung bei ho¨heren Dru¨cken ist begru¨ndet in der schon zuvor erwa¨hnten
Abweichung des Drucks bei hohen Dichten. Vergleicht man die Korrelations-
funktion und die Simulationsergebnisse des Selbstdiffusionskoeffizienten von
Naphthalin in CO2 (vgl. Abb. 3.10b), so stellt man fest, daß die Simulatio-
nen deutlich niedrigere Werte liefert als die Korrelation. Mit abnehmendem
Molenbruch des Naphthalin na¨hert sich das Simulationsergebnis der Korre-
lation an. Der Anstieg des Selbstdiffusionskoeffizienten mit fallender Kon-
zentration der gelo¨sten Substanz ist ein realistisches Verhalten [148], kein
Gro¨ßeneffekt und nicht methodisch bedingt. Die Abweichung zur Korrelati-
on la¨ßt sich damit erkla¨ren, daß diese strikt fu¨r unendliche Verdu¨nnungen
[140] gu¨ltig ist. Zusammenfassend kann man feststellen, daß die Potential-
modelle die Selbstdiffusionskoeffizienten, sowie deren Temperatur-, Dichte-
und Molenbruchabha¨ngigkeit gut wiedergeben.
Als weitere Stoffeigenschaft wurde die Oberfla¨chenspannung des EPM2-
Modells untersucht. Die zwei hierfu¨r unabha¨ngig voneinander verwendeten
Simulationsmethoden unterscha¨tzen die experimentellen Oberfla¨chenspan-
nungen von CO2 nur geringfu¨gig (vgl. Abb. 3.15b). Die TAMD-Methode
[112] liegt sehr nahe am Experiment und zeigt eine deutlich systematische
temperaturunabha¨ngige Abweichung, wobei auch die Berechnung aus den
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Druckprofilen nach Irving und Kirkwood [111] die Temperaturabha¨ngigkeit
der Oberfla¨chenspannung gut reproduziert.
4.3.2 TraPPE-Naphthalin
Die Eigenschaften der Volumenphase wie Dichte und Oberfla¨chenspannung
und deren Temperaturabha¨ngigkeit fließen in die klassische Keimbildungs-
theorie (CNT) ein. Diese wird trotz ihrer bekannten Schwa¨chen aus Man-
gel an experimentellen Daten als Referenz zur Einordnung der Simulations-
ergebnisse verwendet. Daher wurde mit Hilfe von Filmsimulationen u¨ber-
pru¨ft, ob diese Eigenschaften vom TraPPE-Modell [64] richtig wiederge-
geben werden ko¨nnen. Die Gro¨ße des Systems wurde mit 1000 Moleku¨len
so gewa¨hlt, daß sich dieser Film in guter Na¨herung wie die Volumenphase
verha¨lt [173]. Sowohl das Moleku¨lvolumen als auch die Oberfla¨chenspannung
des TraPPE-Modells sind in guter U¨bereinstimmung mit den experimentellen
Daten [119, 122, 149, 150] und der jeweiligen Korrelationsfunktion [4, 119].
Da die Geometrie der Simulationsbox durch die periodischen Randbedin-
gungen die energetisch begu¨nstigte Struktur beeinflussen kann [175], wurde
zur Untersuchung der Struktur der Volumenphase des TraPPE-Naphthalin
ein Kubus in eine vielfach so große Simulationsbox gesetzt. Die Simulati-
on eines 396er-Naphthalin-Kubus, welcher bei 50 K in der experimentellen
Kristallstruktur vorgegeben wurde, zeigte daß diese Struktur sich quasi in-
stantan umwandelte und danach bis zum Schmelzen stabil blieb. Beim Auf-
schmelzen bildete sich aus der kubischen Form ein nahezu spha¨rischer
”
Trop-
fen“. Die Tatsache, daß dieser beim Abku¨hlen nicht in die zuvor beobachtete
Festko¨rperstruktur zuru¨ckkehrt, obwohl diese um 486 J mol−1 gu¨nstiger ist
als die deutlich weniger geordnete, la¨ßt sich mit einer kinetischen Hemmung
und oder der zu schnellen Abku¨hlung mit einer Rate von 1023 K/s erkla¨ren.
Bei Abku¨hlraten von 1018 K/s lassen sich metallische Gla¨ser darstellen [176],
daher ist die Annahme einer amorphen Struktur mit kinetischer Hemmung
gerechtfertigt. Die gegenu¨ber der Volumenphase sehr kleine Gro¨ße des Kubus
wird sicherlich auch eine Rolle spielen. Sowohl sie klassische radiale Paar-
verteilungsfunktion (Abb. 3.38a) als auch die winkelaufgelo¨ste Paarvertei-
lungsfunktion (Abb. 3.38b) der zu Beginn zwischen 50 – 160 K beobachteten
Strukturen weisen eindeutig eine Kristallstruktur auf, welche sich jedoch von
der publizierten Struktur unterscheidet. Das Modell kristallisiert in dersel-
ben Raumgruppe (P21/a) wie das reale Naphthalin (vgl. Abb. 2.13a), jedoch
mit einer in der b-Achse gestauchten Elementarzelle. Dies fu¨hrt dazu, daß
nun der na¨chste Nachbar nicht mehr das Moleku¨l im Fla¨chenzentrum der
ab-Ebene ist, sondern das auf der b-Achse. Durch die Kontraktion der Ele-
mentarzelle reduziert sich auch der Winkel zwischen den fla¨chenzentrierten
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Moleku¨len und denen auf den Eckpunkten der monoklinen Zelle. Da sich die
ersten drei Nachbarn in einem sehr kleinen Abstandsbereich (0,4 nm - 0,6
nm) aufhalten, wirkt sich die Normierung der Paarverteilungsfunktion hin-
sichtlich des jeweiligen Kugelschalenvolumens (vgl. Kap. 2.4.1) nur geringfgig
aus, so daß die relativen Intensita¨ten der Maximum zueinander die Anzahl
der jeweiligen Nachbarn wiederspiegeln: Das erste Maximum la¨ßt sich den
zwei na¨chsten Nachbarn auf der b-Achse zuordnen, das zweite Maximum den
vier Nachbarn in der ab-Ebene und das dritte Maximum den zwei Moleku¨len
entlang der c-Achse.
Die Abweichung hinsichtlich der Festko¨rperstruktur la¨ßt sich mit dem
”united atom”-Charakter des Modells, also dem Fehlen expliziter Wasser-
stoffe, erkla¨ren. Desiraju und Gavezzotti [177] konnten durch die Analyse
einer Vielzahl polyzyklischer aromatischer Kohlenwasserstoffe, welche alle
in a¨hnlichen Raumgruppen kristallisieren wie Naphthalin, zeigen, daß sich
die Struktur dieser durch eine Glide- und eine Stack -Komponente vorhersa-
gen la¨ßt. Die Kohlenstoffatome tragen durch die C-C-Wechselwirkungen zur
Stack -Komponente bei und begu¨nstigen somit das Ausbilden von Stapeln
und wirken sich auf die Gro¨ße der b-Gitterkonstanten aus. Durch die C-H-
Wechselwirkungen tragen die Wasserstoffe hingegen zur Glide-Komponente
bei, die sich auf den Abstand und den Winkel der fla¨chenzentrierten Mo-
leku¨le, welche u¨ber die Symmetrieoperation der Gleitspiegelung mit den Mo-
leku¨len auf den Kanten verknu¨pft sind, auswirkt. Da das hier verwendete
Modell die Wassserstoffe nicht explizit darstellt, ko¨nnen diese auch nicht die
Struktur direkt beinflussen. Auch das Fehlen der expliziten Modellierung
des aromatischen Systems, was mit seinen gerichteten pi-pi- sowie den pi-σH-
Wechselwirkungen mit den Wasserstoffen an der Strukturbildung beteiligt
ist, kann fu¨r die beobachtete Abweichung ursa¨chlich sein.
4.3.3 Naproxen-Modell
Fu¨r das hier entwickelte Naproxen-Potential wurden wie fu¨r das Naphthalin-
Modell die fu¨r die Berechnung der CNT notwendigen temperaturabha¨ngigen
Eigenschaften der Volumenphase durch Filmsimulationen bestimmt. Da fu¨r
Naproxen keine experimentellen Daten bezu¨glich der Dichte und der Ober-
fla¨chenspannung vorliegen, konnten die Ergebnisse nicht damit verglichen
werden. Der Schmelzpunkt sowie die extrapolierte kritische Temperatur des
Modells zeigen eine sehr gute U¨bereinstimmung mit dem Experiment [123]
bzw. den Gruppenbeitragsmethoden [162].
Bei den Simulationsergebnissen zur Oberfla¨chenspannung fa¨llt auf, daß im
Gegensatz zu den Untersuchungen beim EPM2-CO2 und TraPPE-Naphthalin
die Ergebnisse der TAMD-Methode stark von den Berechnungen aus dem
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Drucktensor nach Irving und Kirkwood abweichen. Durch Anpassung der
Beziehung nach Sprow und Prausnitz [151] an die Daten aus den Druck-
profilberechnungen ergibt sich eine kritische Temperatur fu¨r das Naproxen-
modell von Tc = 807 K. Die Ergebnisse der TAMD-Methode ließen sich
nicht mit der Beziehung nach Sprow und Prausnitz beschreiben, daher wur-
de eine lineare Anpassung an die Daten durchgefu¨hrt, die eine kritische
Temperatur von 568 K ergab. Berechnungen mit Gruppenbeitragsmethoden
liefern eine kritische Temperatur zwischen 763 K und 990 K [162], daher
sind die Ergebnisse aus den Drucktensorberechnungen deutlich plausibler.
Zudem wies der Naproxen-Film erst bei Temperaturen u¨ber 575 K eine
nachweisbare (ρvap & 0,001 g cm−3) koexistierende Dampfphase auf. Lei-
der konnte bisher keine Erkla¨rung fu¨r die starke Abweichung der TAMD-
Methode gefunden werden. Da die TAMD-Methode sowohl beim Naphthalin
(nur LJ-Wechselwirkungen) als auch beim CO2-Potential (LJ- und Coulomb-
Wechselwirkungen) eine gute U¨bereinstimmung mit den Oberfla¨chenspan-
nungen aus den Druckprofilen aufweist, ist dieses abweichende Verhalten
wohl nicht durch die Art der Wechselwirkungen bedingt. Denkbar wa¨re ei-
ne Ausrichtung der Naproxen-Moleku¨le an der Filmoberfla¨che. Die hieraus
resultierende Anisotropie ko¨nnte sich, auf Grund ihrer geringen ra¨umlichen
Ausdehnung1 auf die Energien der
”
gesto¨rten“System sta¨rker auswirken als
auf die zeitlich gemittelten Druckprofile. Ein direkter Vergleich der Metho-
den oder die Anwendung der TAMD-Methode auf polare Moleku¨le ist in der
Literatur nicht zu finden.
Die Dichtewerte aus den Film-Simulationen (Abb. 3.17a) weisen einen
sehr systematischen Verlauf auf. Zur Beschreibung der Temperaturabha¨ngig-
keit wurde eine Potentialfunktion angepaßt, in welche die kritische Tempe-
ratur aus der Anpassung nach Sprow und Prausnitz einfloß. In der Literatur
sind keine Vergleichswerte zur Dichte zu finden. Aus kristallographischen
Daten [178] la¨ßt sich eine Dichte von 1,26±0,01 g cm−3 berechnen; die korre-
spondierende Temperatur ist hier nicht angegeben. Unter der Beru¨cksichti-
gung, daß solche Ro¨ntgenbeugungsexperimente zumeist bei niedrigen Tempe-
raturen durchgefu¨hrt werden, sind die aus den Film-Simulationen gewonnen
Dichten in gutem Einvernehmen mit dem kristallographischen ermittelten
Wert.
Aus der Temperaturabha¨ngigkeit der Dichte und des Selbstdiffusionsko-
effizienten la¨ßt sich fu¨r das Potentialmodell ein Schmelzpunkt von 410±10 K
abscha¨tzen, welcher nur geringfu¨gig von dem experimentellen Wert von
427,7 K [123] abweicht.




Die von Furukawa et al. [160] vorgestellte Methode zur Modellierung des
RESS-Prozesses bedient sich sowohl eines Thermostaten als auch eines Ba-
rostaten. Die Expansion erfolgt alle 10 MD-Schritte durch Anpassen einer
Boxdimension mit Hilfe eines Barostaten, so daß der Systemdruck einem vor-
gegebenen Verlauf folgt. Gleichzeitig wird durch Skalierung der Geschwindig-
keiten der Teilchen die Temperatur des Systems konstant gehalten. Es kann
stark bezweifelt werden, daß diese Methode eine realistische Abbildung des
RESS-Prozesses liefert, da zum einen die Temperatur wa¨hrend der Expan-
sion weder im Experiment [15, 179] noch in Simulationen [14, 117] konstant
bleibt, und zum anderen sich die Autoren daru¨ber ausschweigen, inwieweit
der von ihnen gewa¨hlte Druckverlauf einem RESS-Experiment entspricht.
Bei der von Holian et al. [157] vorgeschlagenen Methode zur Simulati-
on einer adiabatischen Expansion wird den Teilchen zu Beginn der Simu-
lation eine zusa¨tzliche Fluchtgeschwindigkeit abha¨ngig vom Ort aufgepra¨gt.
Wa¨hrend der Simulation werden nun die Boxseiten mit konstanter Geschwin-
digkeit isotrop elongiert. Die periodischen Randbedingungen werden derart
modifiziert, daß der Geschwindigkeitsvektor der wiedereintretenden Teilchen
mit dem Vektor der Boxexpansionsgeschwindigkeit modifiziert wird. Abgese-
hen davon, daß die Autoren einen Expansionspfad vermissen lassen, belegen
sie auch sonst in keiner Weise, daß dieses System tatsa¨chlich adiabatisch ist.
Auf Grund der Lu¨cke, die sich zwischen den Repliken der periodischen Rand-
bedingungen bildet (vgl. Kap. 3.5.6) kommt es auch bei diesem Modell zu
einer Energieverschiebung. Da in der Arbeit von Holian jedoch die Box in je-
dem MD-Schritt, wenn auch geringfu¨giger, expandiert wird, kann sich je nach
Dichte und Potentialmodell eine noch deutlich gro¨ßere Energieverschiebung
ergeben. Hinzu kommt die Modifikation der Teilchengeschwindigkeiten beim
Passieren der periodischen Randbedingungen, welche ebenfalls die Energie
des Systems beeinflusst.
Bei der Entwicklung der hier verwendeten Methode zur Simulation der
Expansion eines Fluids an einer Du¨se lag die Priorita¨t darauf, mo¨glichst
jeden artifiziellen Eingriff in das System zu vermeiden, da sich jede Modifi-
kation der Trajektorien, sei es u¨ber Thermostaten, Barostaten oder andere
Manipulationen der Teilcheneigenschaften, auf den zu untersuchenden Keim-
bildungsprozeß auswirken ko¨nnen. Wie in Kapitel 3.5 erla¨utert wird, besteht
die hier entwickelte Methode aus einer Sequenz von NV E-Simulationen und
instantanen Expansionen der Simulationsbox. Der einzige zu diskutierende
ku¨nstliche Eingriff in das System stellt somit der Boxexpansionsschritt dar,
der durch optimale Wahl der Parameter klein gehalten werden kann.
112
4.5 Expansion von Lo¨sungen
Durch die Vergro¨ßerung der Simulationsbox kommt es, wie auch bei der
Methode von Holian et al., zur Ausbildung einer Lu¨cke zwischen den pe-
riodischen Kopien des Systems, welche sich auf die potentielle Energie der
Teilchen auswirkt. Der Einfluß auf die potentielle Energie eines jeden Ex-
pansionsereignisses ist hierbei proportional zur Dichte des Systems und nur
geringfu¨gig von der Gro¨ße des Expansionsschritts abha¨ngig. Um so gro¨ßer die
Dichte des Systems ist, umso gro¨ßer ist auch die Anzahl der Teilchen an den
Ra¨ndern der Simulationsbox, welche eine A¨nderung der potentiellen Energie
”
spu¨ren“. Daher nimmt der Effekt mit fallender Dichte ab (vgl. Abb. 3.28a)
und konvergiert auf einen Grenzwert.
Analysiert man die Auswirkungen der instantanen Boxexpansionen auf
die Thermodynamik des Systems, so stellt man fest, daß nur den Druck des
Systems beeinflußt wird (vgl. Abb. 3.28b). Dieser Einfluß auf den Druck ist
im Vergleich mit der Druckentwicklung wa¨hrend einer Expansionssimulation
(Abb. 3.28b) vernachla¨ssigbar gering. Die aus der Boxexpansion resultieren-
de Druckdifferenz liegt innerhalb der natu¨rlichen Fluktuation des Drucks des
NV E-Ensembles. Durch den Vergleich der Energien von Expansionssimula-
tionen einer CO2-Lo¨sung und eines reinen CO2-Systems (Abb. 3.28a) konnte
gezeigt werden, daß die effektive Auswirkung auf den gelo¨sen Stoff relativ
klein ist. Das Lo¨sungsmittel CO2 fungiert in den Expansionssimulationen als
eine Art Inertgasthermostat, der die Keimbildungswa¨rme abfu¨hrt und durch
seinen eigenen Joule-Thomson-Effekt geku¨hlt wird.
Am Beispiel einer Expansionssimulation von reinem CO2 konnte gezeigt
werden (Abb. 3.20 und 3.22), daß bei einer geeigneten Expansionsgeschwin-
digkeit dieses System in Druck, Temperatur und Dichte dem Verlauf der nach
nach Span und Wagner [139] fu¨r CO2 berechneten Adiabate folgt.
4.5 Expansion von Lo¨sungen
Es konnte gezeigt werden, daß es sich bei den a¨quilibrierten Startkonfigura-
tionen tatsa¨chlich um Lo¨sungen handelt. Zur Detektion der Cluster wurde
ein Stillinger-Abstandskriterium [106] von rSt = 0,5 nm, dies entspricht dem
1,35 σ einer Naphthalin-Site, genutzt. Durch die Erweiterung der Stillinger-
Methode zur Cluster-Detektion um ein Mindestlebenszeit-Kriterium τSt konn-
ten erfolgreich kurzzeitige Kontakte zwischen den Naphthalin- bzw. Naproxen-
Moleku¨len herausgefiltert werden. Die Dauer einer solchen Kollision la¨ßt sich
abscha¨tzen [137] aus der Zeit, die ein Teilchen beno¨tigt, um die Stillinger-
Spha¨re eines anderen Teilchen zu durchqueren: τ = (rSt−σ)/〈v〉. Beschreibt
man die Geschwindigkeit nach der kinetischen Gastheorie [148] mit 〈v〉 =√
(8kBT/pim), so erha¨lt man fu¨r 200 K 0,71 ps und fu¨r 330 K 0,56 ps.
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Die gro¨ßten Cluster in einer Naphthalin/CO2-Lo¨sung bei 330 K und einem
Mindestlebenszeit-Kriterium von τSt = 0,5 ps sind Dimere.
Betrachtet man den Expansionspfad (Abb. 3.22a) einer Lo¨sung von Naph-
thalin in CO2, so zeigt sich, daß dieser der CO2-Adiabate mit einer syste-
matischen Verschiebung zu niedrigeren Dru¨cken bzw. Dichten folgt. Diese
Verschiebung la¨ßt sich durch attraktive Wechselwirkung der CO2-Moleku¨le
mit den Naphthalin-Moleku¨len erka¨ren. Das Verhalten der Naproxen/CO2-
Lo¨sung ist diesem sehr a¨hnlich. Sie weist jedoch einen steileren Abfall der
Temperatur hinsichtlich der Dichte auf als das reine CO2 und die Naphthalin-
Lo¨sung (Abb. 3.29). Dies la¨ßt sich durch den um eine Gro¨ßenordnung kleine-
ren Molenbruch der Naproxen-Lo¨sung erkla¨ren. Der Joule-Thomson-Effekt
einer gegenu¨ber der Naphthalin-Lo¨sung gro¨ßeren Menge an CO2-Moleku¨len
u¨berkompensiert die Keimbildungswa¨rme sta¨rker.
Durch die Expansion dreier identischer, aber unkorrelierter Startsyste-
me konnte gezeigt werden, daß die Simulationsmethode gut reproduzierbare
Ergebnisse liefert (Abb. 3.24). Hinsichtlich der Systemgro¨ße erweist sich die
Methode als sehr robust. Bei Untersuchungen von Lo¨sungen zwischen 2488
und 27324 CO2-Moleku¨len und einem Naphthalin-Molenbruch von y2 = 0,025
bis 0,027 zeigten sich lediglich leichte Abweichungen im Tρ-Diagramm.
Die Variation der Expansionsgeschwindigkeit (Abb. 3.26) wirkt sich auf
den Expansionspfad der Lo¨sungen im Vergleich zum reinen CO2 deutlich ge-
ringer, aber mit gleicher Tendenz aus. Expandiert das System zu schnell, ver-
schiebt sich der Pfad zu niedrigeren Temperaturen und kann auch den meta-
stabilen Bereich passieren. Bei einer zu langsamen Expansion verschiebt sich
der Pfad zu ho¨heren Temperaturen. Dies kann dazu fu¨hren, daß der Ku¨hl-
effekt des CO2 nicht ausreicht, die Keimbildungswa¨rme eines Naphthalin-
Clusters abzufu¨hren, so daß dieser wieder verdampft (Abb. 3.26: 100×25ps-
Lauf). Die Wachstumskurven von gleich schnellen Expansionen mit variabler
Anzahl von Expansionsschritten weisen zu Beginn ein sehr a¨hnliches Ver-
halten auf. Sie unterscheiden sich nur in der maximalen Gro¨ße der Cluster,
die wa¨hrend der Expansion gebildeten werden. Je schneller ein System ex-
pandiert wird, desto fru¨her setzt das Partikelwachstum ein. Dies ist dadurch
begru¨ndet, daß mit steigender Expansionsgeschwindigkeit auch die U¨bersa¨tti-
gung schneller steigt.
4.6 Keimbildungsraten
Wa¨hrend der Expansion der Lo¨sung nimmt die Lo¨slichkeit exponentiell ab
(Abb. 3.32) und somit steigt in gleicher Weise die U¨bersa¨ttigung. Bei der
kritischen U¨bersa¨ttigung, welche abha¨ngig ist von den Vorexpansionsbedi-
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gungen und der Expansionsgeschwindigkeit, setzt die Keimbildung ein.
Die hier vorgestellte Expansionsmethode zeigt eine hohe Reproduzierbar-
keit hinsichtlich der Keimbildung (Abb. 3.34a). Aus der Variation der Keim-
bildungsraten der Reproduktionsla¨ufe la¨ßt sich mit ∆ log10 (J/cm
−3s−1) = 0,2
ein aussagekra¨ftigerer Fehler fu¨r die Keimbildungsraten abscha¨tzen, als dies
durch das Yasuoka-Matsumoto-Diagramm mo¨glich wa¨re. Auch der Gro¨ßen-
effekt auf die Keimbildung ist sehr gering (Abb. 3.34b). Das System mit 64
Naphthalin- und 2424 CO2-Moleku¨len weicht in der Keimbildungsrate um
weniger als eine Gro¨ßenordnung von den gro¨ßeren Systemen ab.
Mit steigender Expansionsgeschwindigkeit, erreicht das System ho¨here
U¨bersa¨ttigungen (Abb. 3.26e) bevor die Keimbildung einsetzt. Dies ist durch
die statistische Natur des Prozesses begru¨ndet. Je la¨nger ein System bei ei-
ner U¨bersa¨ttigung verbleibt, umso gro¨ßer ist die Wahrscheinlichkeit, daß die
Keimbildung einsetzt. Hieraus folgt, daß mit der Expansionsgeschwindigkeit
auch die Keimbildungsrate steigt. Vergleicht man Simulationen mit gleicher
Expansionsgeschwindigkeit, welche sich in der Anzahl der Expansionsschritte
unterscheiden, so stellt man fest, daß mit steigender Aufenthaltszeit auch hier
die Keimbildungsrate sinkt. Der Effekt der Anzahl der Expansionsschritte auf
die Keimbildungsrate ist mit einer Gro¨ßenordnung relativ klein gegenu¨ber
den Keimbildungsraten selber. Die Variation der Expansionsgeschwindigkeit
um den Faktor 10 fu¨hrt zu einer etwas geringeren Verschiebung als die Va-
riation der Expansionsschrittzahl.
Vergleicht man die Keimbildungsraten aus den Expansionssimulationen
von Naphthalin (Abb. 3.34) bzw. Naproxen (Abb. 3.35a) mit denen aus der
klassischen Keimbildungstheorie (CNT) nach Becker und Do¨ring [87], so stellt
man fest, daß die CNT diese um 10 bzw. 20 Gro¨ßenordnungen unterscha¨tzt.
Diese systematische Unterscha¨tzung der Keimbildungsraten der CNT im Ver-
gleich zur MD-Simulation ist typisch und wurde bereits sowohl fu¨r Inertgase
[156] als auch fu¨r Metalle [155] gezeigt. Im Fall der homogenen Keimbildung
von Zink unterscha¨tzt die CNT sowohl die MD-Ergebnisse [155] als auch ex-
perimentelle Daten [180]. Die erweiterte Keimbildungstheorie nach Girshick
und Chiu [89] bringt, wie am Beispiel von Naproxen gezeigt, keine nennens-
werte Verbesserung der U¨bereinstimmung (Abb. 3.36a). Die starke Abwei-
chung der CNT la¨ßt sich mit der groben Vereinfachung erkla¨ren, daß diese
sowohl fu¨r die Oberfla¨chenspannung als auch fu¨r die Dichte die Eigenschaften
der Volumenphase annimmt, obwohl bekannt ist, daß die Eigenschaften von
kleinen Partikeln sich stark von denen der jeweiligen Volumenphase unter-
scheiden ko¨nnen. Fließen die drastisch niedrigeren Oberfla¨chenspannungen
fu¨r Naproxen aus der TAMD-Methode in die CNT ein, so verschiebt sich
diese deutlich zu ho¨heren Werten, gibt die Relationen aber immer noch un-
genu¨gend wieder. Abgesehen davon, daß diese TAMD-Werte fu¨r Naproxen
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eher zweifelhaft sind, zeigt dieses Beispiel, daß selbst eine starke Variation der
Modelleigenschaften nicht zu einer signifikanten Verbesserung der Ergebnisse
der CNT fu¨hrt.
Die Keimbildungsraten sowohl von Naphthalin als auch von Naproxen
liegen in einem sehr engen Bereich und beide liefern einen a¨hnlichen Mittel-
wert von ca. 1028,4 cm−3s−1. Sie unterscheiden sich allerdings in der kritischen
U¨bersa¨ttigung. Bei gleicher Temperatur setzt die Keimbildung von Naproxen
erst bei einer um eine Gro¨ßenordnung ho¨heren U¨bersa¨ttigung ein. Dies ist
eine Folge der Teilchendichte die bei den Naproxen-Lo¨sungen deutlich niedri-
ger ist als bei den Naphthalin-Lo¨sungen. Die Ergebnisse weisen den gleichen
Trend auf wie die aus Keimbildungsexperimenten von Zink (vgl. Abb. 4.1
mit Abb. 3.33b und Abb. 3.35b) mit Laminarstro¨mungs-Diffusionskammern
(engl. laminar flow diffusion chamber) [180], bei denen methodisch bedingt
eine konstante Keimbildungsrate gegeben ist.
In Abbildung 4.2a ist die kritische U¨bersa¨ttigung gegen die Keimbildungs-
temperatur aufgetragen. Durch das Anpassen der CNT-Funktion log10 SJ(T )
nach der Methode der kleinsten Fehlerquadrate an die jeweiligen Simulati-
onsdaten, wurden die beiden reskalierten CNT-Kurven gewonnen. Fu¨r die
Skalierung gilt hier J = JCNTf mit f = 10
9,9 fu¨r Naphthalin und 1017,8
fu¨r Naproxen. Diese relativ einfache Skalierung der CNT liefert auch in der
doppelt-logarithmische Auftragung der Keimbildungsraten gegen die kriti-
sche U¨bersa¨ttigung, wie in Abbildung 4.2b am Beispiel von Naproxen gezeigt,
eine gute U¨bereinstimmung mit den Ergebnissen aus den Simulationen.
Abbildung 4.1: Experimentelle (◦) kritische U¨bersa¨ttigung fu¨r Zink von Oni-
schuk et al. im Vergleich mit der (- -) CNT bei einer Keimbil-




Abbildung 4.2: (a)Die kritische U¨bersa¨ttigung der Keimbildungsereignisse von
(◦) Naphthalin und (2) Naproxen als Funktion der Keimbil-
dungstemperatur verglichen mit der (– –) reskalierten CNT des
jeweiligen Systems. (b) Keimbildungsraten von (◦) Naproxen aus
der Simulation verglichen min den jeweiligen Keimbildungsiso-
thermen nach der (—) originalen und der (– –) reskalierten CNT.
4.7 Partikelstruktur
Die sich wa¨hrend der Expansionssimulationen gebildeten Partikel sind zu-
na¨chst flu¨ssig und bilden daher eine nahezu spha¨rische Form aus. Die Struk-
tur der Naphthalin-Partikel la¨ßt sich auf Grund der hohen Symmetrie und
geringeren Komplexita¨t des Moleku¨ls deutlich besser analysieren. Ein großes
Problem ist auch die schlechte Statistik infolge der relativ kleinen (N = 33
bis 61) Partikelgro¨ße.
Die Naphthalin-Partikel bestehen aus kleinen Stapeln von 2–3 Moleku¨len,
welche sich in einem Winkel nahe 90◦ zueinander ausrichten. Beim Abku¨hlen
auf 100 K werden diese Stapel gro¨ßer. Dies ko¨nnte seine Ursache in der
durch das Modell bedingten U¨berbevorzugung der Stapel-Struktur haben.
Die Struktur des auf 100 K abgeku¨hlten Partikels aus den Expansionssi-
mulationen ist in guter U¨bereinstimmung mit dem aufgeschmolzenen und
wieder abgeku¨hlen 396er-Partikel. Daraus la¨ßt sich folgern, daß der RESS-
Prozeß bei diesem Potentialmodell nicht zu einer abweichenden Struktur der
Partikel fu¨hrt.
Im Gegensatz hierzu weist ein 61er-Naproxen-Partikel aus der RESS-
Simulation eine deutlich abweichende Struktur von dem zuvor aufgeschmol-
zenen und auf die gleiche Temperatur abgeku¨hlten 125er-Partikel auf. Fu¨r
das vorgegebenen Vergleichspartikel wurden 125 Moleku¨le angesetzt, um eine
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bessere Statistik zu erhalten. Mit Hinblick auf die Ergebnisse bei Naphtha-
lin, ist ein signifikanter Gro¨ßeneffekt zwischen 61 und 125 Teilchen auf die
Struktur eher unwahrscheinlich. Die RESS-MD-Simulation liefert also ande-
re Partikelstrukturen als die sich beim Auskristallisieren eines Tropfens sich
bilden.
4.8 Vergleich mit dem Experiment
Vergleicht man den Expansionspfad aus den MD-Simulationen mit thermo-
dynamischen Modellrechnungen zum RESS-Prozeß [4], so stellt man einen
a¨hnlichen Verlauf fest (siehe Abb. 4.3). Da die fluiddynamischen Rechnungen
auch die Stro¨mungsdynamik beinhalten, bilden sich hier die Sattelpunkte aus.
Diese sind bei den MD-Simulationen nicht zu finden, da hier die Stro¨mung
nicht mit abgebildet wurde. Aus der thermodynamichen Modellierung eines
RESS-Experiments wurde der letzte Datenpunkt vor dem Austritt aus der
Kapillare der Du¨se als Vorexpansionsbedingung (T0/K = 334; p0/MPa = 10;
ρ0/g cm
−3 = 0,2915) angenommen. Vergleicht man den Verlauf dieser Model-
lierung mit der Expansionssimulation (T0/K = 330; p0/MPa = 12; ρ0/g cm
−3
= 0,6218), so zeigt sich im Bereich der Keimbildung eine gute U¨bereinstim-
mung im Verlauf. Die systematische Verschiebung ist bedingt durch die un-
terschiedlichen Vorexpansionsbedingungen, vor allem in der Dichte.
Durch die Bestimmung von Stoffeigenschaften und ihrer Temperaturab-
ha¨ngigkeit, welche im Experiment nur schwer zuga¨nglich sind, wie z.B. die
Oberfla¨chenspannung bei Naproxen, ko¨nnen MD-Simulationen Daten liefern,
welche in makroskopische Modellierungen einfließen ko¨nnen. Durch Reskalie-
rung der CNT mit Hilfe von Keimbildungsraten aus molekulardynamischen
Simulationen ko¨nnen bestehende Modellrechnungen zum RESS-Verfahren
[4, 14] mit geringem Aufwand in ihrer Qualita¨t verbessert werden.
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(a) (b)
Abbildung 4.3: Die (a) pT - und (b) Tρ-Projektion des Expansionspfads eines
(—) numerische Modellierung des RESS-Experiments [4] im Ver-
gleich mit der (– –) CO2-Adiabate und der (◦) MD-Simulation
einer Naphthalin/CO2-Lo¨sung. Der Temperatur- bzw. Dichtebe-





Es wurden molekulardynamische Simulationen zur Partikelbildung von Naph-
thalin und Naproxen mit dem RESS-Verfahren durchgefu¨hrt. Hierzu wurde
mit Hilfe von ab initio-Rechnungen fu¨r Naproxen ein geeignetes Potential-
modell entwickelt. Es konnte gezeigt werden, daß dieses Modell sowohl den
Schmelzpunkt als auch die kritische Temperatur gut wiedergibt, obgleich die-
se Eigenschaften nicht in die Entwicklung mit eingingen.
Das hier fu¨r das Lo¨sungsmittel CO2 verwendete EPM2-Potential wurde
ausgiebig hinsichtlich der Wiedergabe des Phasenverhaltens untersucht. Es
zeigt eine gute U¨bereinstimmung im Koexistenzbereich (Binodale, Dampf-
druckkurve) mit dem Experiment, und auch die Stabilita¨tsgrenze (Spino-
dale) folgt gut den Berechnungen aus Zustandsgleichungen. Der kritische
Punkt des Modells weicht nur geringfu¨gig vom experimentellen Wert ab.
Auch die Transporteigenschaften, wie der Selbstdiffusionskoeffizient der CO2-
bzw. Naphthalin-Moleku¨le in einer CO2-Lo¨sung, werden vom Modell gut wie-
dergegeben. Die Oberfla¨chenspannung wird vom Potentialmodell nur leicht
unterscha¨tzt.
Fu¨r die Potentialmodelle der keimbildenden Substanzen, Naphthalin und
Naproxen, wurden die temperaturabha¨ngigen Eigenschaften, wie die Ober-
fla¨chenspannung und die Siededichte, bestimmt. Es konnte gezeigt werden,
daß das Naphthalin-Potential in beiden Eigenschaften eine gute U¨bereinstim-
mung mit experimentellen Daten aufweist. Das Modell ist außerdem dazu in
der Lage, die monokline Kristallstruktur des Naphthalin qualitativ richtig
wiederzugeben. Die Abweichungen zur experimentellen Kristallstruktur aus
der Literatur lassen sich mit der Systematik des Modells selber erkla¨ren.
Ein Großteil der Eigenschaften der Potentiale wurde aus Simulationen ei-
nes Flu¨ssigkeitsfilms im Gleichgewicht mit seiner Dampfphase gewonnen. Mit
Hilfe von Argon-Filmen verschiedener Gro¨ße konnte gezeigt werden, daß so-
wohl die Koexistenzdichte als auch die Spinodaldichte sowie die Oberfla¨chen-
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spannung bei Systemen mit mehr als tausend Teilchen nur geringfu¨gig von
der Systemgro¨ße abha¨ngig sind. Der Druck der Flu¨ssigkeitsspinodale steigt
mit der Systemgro¨ße signifikant an, was sich durch die Aufweitung der Pha-
sengrenzschicht durch die Kapillarwellen erkla¨ren la¨ßt.
Zur Modellierung des RESS-Prozesses wurde eine neue Simulationsme-
thode entwickelt, welche ohne den Einfluß eines Thermostat-Algorithmus
auskommt. Die wa¨hrend der Keimbildung freiwerdende Kondensationswa¨rme
wird durch den Joule-Thomson-Effekt des Lo¨sungsmittels CO2, welches sich
in diesem Falle wie ein Inertgasthermostat verha¨lt, u¨berkompensiert. Am
Beispiel eines reinen CO2-Systems konnte gezeigt werden, daß bei der Wahl
der geeigneten Expansionsgeschwindigkeit, das System einen adiabatischen
Verlauf aufweist. Der Expansionspfad der Lo¨sungen reproduzieren im Be-
reich der Keimbildung gut die Ergebnisse von theoretischen Modellierungen
des RESS-Prozesses. Es wurden Lo¨sungen bei verschiedenen Startbedingun-
gen expandiert und die Keimbildung und das Partikelwachstum wa¨hrend der
Expansion untersucht.
Die Keimbildungsraten sowohl von Naphthalin als auch von Naproxen
liegen um Gro¨ßenordnungen u¨ber den Vorhersagen der klassischen Keim-
bildungstheorie (CNT). Die Unterscha¨tzung der Keimbildungsrate durch die
CNT ist bei einer Vielzahl unterschiedlicher Substanzen, sowohl im Vergleich
zum Experiment als auch zur Simulation, beobachtet worden. Da die Keim-
bildungsraten beim RESS-Prozeß nur schwer oder gar nicht experimentell
zuga¨nglich sind, wird in der Regel fu¨r Prozessmodellierungen die CNT zur Be-
rechnung der Keimbildungsraten verwendet. Durch die Anpassung der CNT
an die Simulationsdaten ko¨nnen solche Modelle verbessert werden.
Die Partikel der beiden Modellsubstanzen aus den RESS-Simulationen
verhielten sich hinsichtlich ihrer Struktur deutlich unterschiedlich. Die Naph-
thalin-Partikel nahmen beim Abku¨hlen die gleiche Struktur ein wie ein zuvor
aufgeschmolzener vorgegebener Partikel. Der Naproxen-Partikel hingegen bil-
det eine deutlich andere Struktur aus als ein abku¨hlender und erstarrender
Tropfen vergleichbarer Gro¨ße. Wie bereits fu¨r z.B. Polymere im Experiment
gezeigt, kann das RESS-Produkt nicht nur in der Gro¨ße, sondern auch in der
Struktur der Partikel einen Unterschied zum Ausgangsprodukt aufweisen.
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A.1 Parameter des Naproxen-Modells
Tabelle A.1: Relative Positionen und Ladungen der Sites (siehe Abb. 3.2) des
Naproxen-Modells
Site Nr. x/nm y/nm z/nm q/e qmod/e
1 0,22197 -0,0721 0,0 – –
2 -0,22197 -0,0721 0,0 – –
3 0,0 0,14 0,0 – –
4 0,2424871 0,07 0,0 0,496576 0,438389
5 0,2424871 -0,07 0,0 -0,133045 -0,117455
6 0,1212436 0,14 0,0 -0,292086 -0,257861
7 0,1212436 -0,14 0,0 -0,011891 -0,010498
8 0,0 0,07 0,0 0,210599 0,185922
9 0,0 -0,07 0,0 0,112725 0,099516
10 -0,2424871 0,07 0,0 -0,047047 -0,041534
11 -0,2424871 -0,07 0,0 0,099582 0,087913
12 -0,1212436 0,14 0,0 -0,073827 -0,065176
13 -0,1212436 -0,14 0,0 -0,164279 -0,145029
14 0,3674401 0,1260049 0,0 -0,442476 -0,390628
15 0,3727348 0,2682033 0,0 0,244847 0,216157
16 -0,3737592 -0,14579 0,0 0,102444 0,090440
17 -0,3510615 -0,2525744 0,0 0,046519 0,041068
18 -0,4385026 -0,0914639 -0,1253007 0,765907 0,676161
19 -0,4408858 -0,0894641 0,1251451 -0,051729 -0,045668
20 -0,5319749 -0,0130313 -0,1274306 -0,616109 -0,543916
21 -0,3802931 -0,1403074 -0,2379562 -0,717363 -0,633305
22 -0,4291419 -0,0993184 -0,3113124 0,47065 0,415501
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Tabelle A.2: Lennard-Jones-Parameter des Naproxen-Potentials
Site σ/nm /kB K
−1 Ref.
CH(aro) 0,3695 50,5 [61]
C(aro)-R 0,388 21,0 [61]
C(aro) 0,37 30,0 [61]
CH3 0,375 98,0 [61]
C* 0,395 6,0 [60]
C(OOH) 0,372 34,0 [64]
O(-CH3) 0,28 55,0 [63]
O(=C) 0,305 79,0 [63]
O(-H) 0,302 93,0 [63]
H(-C*) 0,331 15,3 [60]
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Tabelle A.5: Parameter der vollsta¨ndigen Torsionspotentiale des Naproxen-
Modells. Fu¨r die Zuordnung siehe Abbildung 3.5
Winkel χ (OMe) ϕ (ProA) ψ (AcO) ω (OCOH)
kdp,1 / kJ mol
−1 2,2989 -0,7641 3,1298 9,4733
m1 / - 1 1 1 1
Ψ0,1 /
◦ 0,0 222,1 91,6 156,3748
kdp,2 / kJ mol
−1 4,91166 4,4353 3,4583 23,3710
m2 / - 2 2 2 2
Ψ0,2 /
◦ 180 331,3 12,9 184,1884
kdp,3 / kJ mol
−1 1.28081 0,9926 -1,2273 -
m3 / - 3 3 3 -
Ψ0,3 /
◦ 0,0 23,4 336,1 -
kdp,4 / kJ mol
−1 - 1,2125 0.8688 -
m4 / - - 4 4 -
Ψ0,4 /
◦ - 347,6 190,0 -
kdp,5 / kJ mol
−1 - -0,4187 0.2895 -
m5 / - - 5 5 -
Ψ0,5 /
◦ - 351,5 189,9 -
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Tabelle A.6: Federkonstanten und Gleichgewichtswinkel der ”out of plane”-
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A.2 Eigenschaften der Potentiale
Tabelle A.7: Ergebnisse der isothermen (NV T ) Simulationen von CO2
T/K ρ/kg · m−3 pMD/MPa pSW/MPa [139] ∆prel/%
298 130,1 5,2047 4,9689 4,7455
278,8 7,1755 6,5383 9,7457
464,1 6,9378 6,1641 12,5517
703,9 6,3142 6,3105 0,0586
857,9 14,5881 13,0250 12,0008
1060,3 66,3350 60,3580 9,9026
319 130,1 5,8554 5,7031 2,6705
278,8 9,1811 8,5458 7,4341
464,1 10,8403 9,9341 9,1221
703,9 14,6382 13,6670 7,1062
857,9 27,5328 25,6400 7,3822
1060,3 91,6539 83,8820 9,2653
350 63,1 3,7298 3,7007 0,7861
85,2 4,8676 4,7937 1,5416
109,1 5,9562 5,8721 1,4322
130,1 6,9008 6,7387 2,4057
278,8 11,8433 11,2850 4,9473
464,1 16,1489 15,3430 5,2526
703,9 26,7781 25,1360 6,5329
857,9 47,0781 44,3940 6,0461
1060,3 126,6484 117,9500 7,3747
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Tabelle A.8: Koexistenzdichten des EPM2-CO2 aus den Anpassungen des Dich-
teprofils an die tanh-Funktion (Gl. 2.76)
T /K ρliq/g cm
−3 ρvap/g cm−3 l/nm d/nm
220 1,1381 0,0204 2,0348 0,8714
230 1,0984 0,0277 2,0844 0,9342
240 1,0577 0,0423 2,1138 1,0150
250 1,0116 0,0611 2,1420 1,1633
260 0,9559 0,0808 2,1947 1,3596
270 0,9140 0,1189 2,1330 1,6953
Tabelle A.9: Oberfla¨chenspannung von EPM2-CO2 berechnet aus den Druckpro-
filen (DP) und nach der TAMD-Methode (TA)
T/K γDP/mN m
−1 γTA/mN m−1
220 14,8 ± 1,7 –
230 13,2 ± 1,1 13,4495
240 10,3 ± 1,7 –
250 7,3 ± 1,0 8,7663
260 6,7 ± 1,1 –
270 4,2 ± 0,9 4,6346
Tabelle A.10: Parameter der Anpassung von Gleichung 2.76 an das Dichteprofil
eines Naphthalin-Films
T/K ρliq / g cm
−3 l/nm d/nm
250 1,0618 2,9260 0,2513
300 1,0163 3,0590 0,3662
350 0,9746 3,1969 0,4378
400 0,9326 3,3365 0,6375
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Tabelle A.11: Oberfla¨chenspannung des Naphthalin-Modells bestimmt aus den
Druckprofilen (DP) und nach der TAMD-Methode (TA)
T/K γDP/mN m
−1 γTA/mN m−1
250 41,4 ± 14,3 42,4349
300 43,2 ± 9,6 37,2353
350 36,2 ± 11,7 32,2832
400 25,4 ± 8,9 27,1002




250 1,1911 3,2335 0,2095
300 1,1726 3,2788 0,2065
350 1,1565 3,3469 0,3010
400 1,1276 3,4327 0,3360
450 1,0888 3,5596 0,4356
425 1,1068 3,5026 0,4176
475 1,0725 3,6129 0,5005
500 1,0484 3,6831 0,5134
525 1,0314 3,7564 0,5262
550 1,0115 3,8303 0,6650
575 0,9882 3,9171 0,6979
600 0,9687 3,9968 0,6907
650 0,9251 4,1830 0,8690
700 0,9121 4,2283 1,2537
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Tabelle A.13: Oberfla¨chenspannung des Naproxen-Modells bestimmt aus den
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