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INEQUALITIES BETWEEN NEUMANN AND DIRICHLET
EIGENVALUES OF SCHRO¨DINGER OPERATORS
JONATHAN ROHLEDER
Abstract. Given a Schro¨dinger operator with a real-valued potential on a
bounded, convex domain or a bounded interval we prove inequalities between
the eigenvalues corresponding to Neumann and Dirichlet boundary conditions,
respectively. The obtained inequalities depend partially on monotonicity and
convexity properties of the potential. The results are counterparts of classical
inequalities for the Laplacian but display some distinction between the one-
dimensional case and higher dimensions.
1. Introduction
Let Ω be either a bounded interval or a bounded, convex domain in Rd and let
V : Ω→ R be a bounded potential. For the Schro¨dinger operator −∆+V on Ω we
denote by
µ1(V ) < µ2(V ) ≤ µ3(V ) ≤ . . .
the eigenvalues corresponding to Neumann boundary conditions and by
λ1(V ) < λ2(V ) ≤ λ3(V ) ≤ . . .
those corresponding to Dirichlet boundary conditions, taking multiplicities into ac-
count in both cases. The aim of this paper is to establish inequalities between these
eigenvalues that improve the trivial estimate µk(V ) ≤ λk(V ); the latter follows di-
rectly from the variational characterizations of the eigenvalues, and the inequality
can actually be seen to be strict with the help of a unique continuation principle,
see, e.g., [3, Theorem 3.2].
The case of the Laplacian, i.e. V = 0 identically, has been studied in depth.
While for d = 1 a simple calculation gives
µk+1(0) =
k2pi2
L(Ω)2
= λk(0), k ∈ N,
where L(Ω) denotes the length of the interval Ω, in dimensions d ≥ 2 inequalities
between Neumann and Dirichlet eigenvalues of the Laplacian are a classical topic in
spectral theory with a long history. To name only a few steps in the development,
Po´lya proved µ2(0) < λ1(0) on any sufficiently regular Ω [20], while Payne showed
µk+2(0) < λk(0) for all k on any convex, smooth domain in d = 2 [19]. This was
generalized by Levine and Weinberger who established
µk+d(0) ≤ λk(0), k ∈ N, (1.1)
on any convex domain, with strict inequality for sufficiently smooth Ω [15]. For
non-convex Ω the best result known is µk+1(0) < λk(0) due to Friedlander [9]
and Filonov [7], see also [1]. The question if (1.1) extends to non-convex do-
mains remains open and is a subject of current research; see, e.g., the recent
preprint [5]. Also similar questions where studied for the Laplacian on the Heisen-
berg group [8, 13] and on manifolds [2, 17]. Of course all mentioned estimates
extend to Schro¨dinger operators with constant potentials since adding a constant
V0 simply shifts all Neumann and Dirichlet eigenvalues by V0.
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The case of a non-constant potential V has not received much attention yet and
shall be considered here. We look first into the case d = 1. If the potential is
symmetric with respect to the center of the interval, w.l.o.g. Ω = (−r, r), and is
monotonous on each half-interval we show that{
µ2(V ) < λ1(V ) if V is non-increasing on (0, r),
λ1(V ) < µ2(V ) if V is non-decreasing on (0, r),
(1.2)
as long as V is not constant. In particular, if V is symmetric then{
µ2(V ) < λ1(V ) if V is concave,
λ1(V ) < µ2(V ) if V is convex.
These statements do not hold in general for higher eigenvalues or non-symmetric
cases as we show with the help of examples. However, they remain valid for non-
symmetric convex respectively concave potentials that are sufficiently small pertur-
bations of a constant, also for higher eigenvalues. The proof of (1.2) is based on the
Hellmann–Feynman formula for the change of the eigenvalues under a perturbation
of the potential.
In dimension d ≥ 2 the situation is slightly different and inequalities of the form
µk+r(V ) ≤ λk(V ) may hold for some positive r even if V is convex. In fact under
the assumption that V is weakly differentiable and satisfies
∇V (x) ⊥ F for a.a. x ∈ Ω (1.3)
for a subspace F of Rd with dimF = r we prove
µk+r(V ) ≤ λk(V ), k ∈ N. (1.4)
The condition (1.3) means that V depends only on d − r directions. If V is non-
constant then the best possible estimate in (1.3) is
µk+d−1(V ) ≤ λk(V ), k ∈ N,
which is true if V is “one-dimensional”, i.e. depends only on one variable (up to a
change of coordinates); see Example 4.3 below.
However, convexity properties influence the eigenvalue inequalities considered
here also in dimensions d ≥ 2. If the potential V is concave and non-constant we
show
µd(V ) < λ1(V ) (1.5)
without requiring the condition (1.3). If Ω and V are both symmetric with respect
to all coordinate axes and V is concave then we even get
µd+1(V ) < λ1(V )
as long as V is not constant. This estimate applies for instance if Ω is a ball and
V is concave and radially symmetric, a case that is not covered by (1.3).
The proofs of our multidimensional results are variational. They are based on a
set of test functions suggested for the Laplacian in [15] and on techniques developed
for Laplacian eigenvalues on polyhedral domains in [16].
2. Preliminaries
Let us set the stage and collect a few well-known facts on the Schro¨dinger oper-
ators on bounded domains and their spectra. Let Ω ⊂ Rd, d ≥ 1, be a bounded,
convex domain; for d = 1 this reduces to a bounded, open interval. We denote
by Hk(Ω) the usual Sobolev space of order k on Ω, k = 1, 2, . . . , and by H10 (Ω)
the closure of C∞0 (Ω) in H
1(Ω). As any convex domain has a Lipschitz boundary,
there is a well-defined trace operator u 7→ u|∂Ω defined on H1(Ω) that acts as the
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restriction to the boundary for u that are continuous on Ω; the space H10 (Ω) coin-
cides with the kernel of the trace operator. Moreover, we denote by u 7→ ∂νu|∂Ω
the trace of the derivative of u with respect to the outer unit normal on ∂Ω, defined
on H2(Ω) in a weak sense; see, e.g., [18, Lemma 4.3].
The Neumann and Dirichlet Laplacians on Ω are defined as
−∆Nu = −∆u, dom
(−∆N) = {u ∈ H2(Ω) : ∂νu|∂Ω = 0}
and
−∆Du = −∆u, dom
(−∆D) = {u ∈ H2(Ω) : u|∂Ω = 0},
respectively; in the case d = 1, where Ω = (a, b) for some a < b, the condition
∂νu|∂Ω = 0 has to be interpreted accordingly as u′(a) = u′(b) = 0. These Laplacians
are self-adjoint operators in L2(Ω) with purely discrete, non-negative spectra that
accumulate to +∞; for more details we refer the reader to, e.g., [6].
Throughout this paper we assume that V : Ω → R is a measurable, bounded
function. The Schro¨dinger operators−∆N+V and −∆D+V are then perturbations
of the respective Laplacians by a bounded, self-adjoint multiplication operator and,
hence, self-adjoint on the same domains. We denote the eigenvalues of −∆N + V
by
µ1(V ) < µ2(V ) ≤ µ3(V ) ≤ . . .
and the eigenvalues of −∆D + V by
λ1(V ) < λ2(V ) ≤ λ3(V ) ≤ . . . ,
counted according to multiplicities. Note that the respective lowest eigenvalue has
multiplicity one with a corresponding eigenfunction that can be chosen strictly pos-
itive inside Ω, see, e.g., [10], and that both operators may have negative eigenvalues
as soon as V has a non-trivial negative part. We will use the representation of the
eigenvalues in terms of the min-max principles
µk(V ) = min
L⊂H1(Ω)
dimL=k
max
u∈L\{0}
a[u]∫
Ω
|u|2 dx , k ∈ N, (2.1)
and
λk(V ) = min
L⊂H1
0
(Ω)
dimL=k
max
u∈L\{0}
a[u]∫
Ω |u|2 dx
, k ∈ N, (2.2)
where
a[u] :=
∫
Ω
(|∇u|2 + V |u|2) dx, u ∈ H1(Ω), (2.3)
is the quadratic form associated with −∆ + V . In the case d = 1 we will also
make use of the fact that the eigenvalues of −∆N+ τV and −∆D+ τV are analytic
functions of the parameter τ ∈ R and satisfy the Hellmann–Feynman formulae
d
dτ
µk(τV ) =
∫ pi
0
V (x)ψ2(x) (2.4)
and
d
dτ
λk(τV ) =
∫ pi
0
V (x)φ2(x), (2.5)
where ψ ∈ ker(−∆N − µk(τV )) and φ ∈ ker(−∆D − λk(τV )) are L2-normalized
eigenfunctions.
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3. The one-dimensional case
In this section we assume d = 1, that is, Ω = (a, b) is a bounded, open interval.
We start our investigation with the following observation that treats “small” convex
(respectively concave) potentials.
Proposition 3.1. Let V ∈ W 2,∞(a, b) be real-valued, convex and non-constant and
let V0 ∈ R. Then for each k0 ∈ N there exists τ0 > 0 such that{
λk(V0 + τV ) < µk+1(V0 + τV ) if τ ∈ (0, τ0),
µk+1(V0 + τV ) < λk(V0 + τV ) if τ ∈ (−τ0, 0)
holds for all k ≤ k0.
Proof. We may assume V0 = 0 for simplicity. The statement is essentially a con-
sequence of the Hadamard formulae (2.4) and (2.5) at τ = 0. Indeed, assuming
without loss of generality that (a, b) = (0, pi), we use the explicit expressions for the
normalised Laplacian eigenfunctions and get through integration by parts
d
dτ
(
λk − µk+1
)
(τV )
∣∣∣
τ=0
=
2
pi
∫ pi
0
V (x)
(
sin2(kx)− cos2(kx)) dx
=
2
pi
∫ pi
0
V ′(x)
sin(2kx)
2k
dx = − 2
pi
∫ pi
0
V ′′(x)
sin2(kx)
2k2
dx.
The latter expression is strictly negative as V is convex and non-constant. Thus
τ 7→ λk(τV ) − µk+1(τV ) is strictly decreasing in a neighborhood of τ = 0 and as
λk(0)− µk+1(0) = 0 the assertion follows. 
Note that the case of negative τ in Proposition 3.1 corresponds to a concave
potential. Thus the statement indicates a change of the relation between λk(V )
and µk+1(V ) when V changes from convex to concave (or vice versa).
We will next derive a corresponding statement for the case k = 1 that is valid
without any restrictions on the size of V . The core piece of its proof is the following
lemma. Its statemtent is of an intuitive nature as the influence of a potential on
the ground state energy should be smaller near a Dirichlet endpoint compared with
a Neumann endpoint. However, we provide a rigorous proof.
Lemma 3.2. Let V : (0, L)→ R be measurable and bounded. Moreover, denote by
λDN1 (V ) (λ
ND
1 (V ), respectively) the lowest eigenvalue of the Schro¨dinger operator
− d2
dx2
+ V on (0, L) subject to a Dirichlet condition at 0 and a Neumann condition
at L (a Neumann condition at 0 and a Dirichlet condition at L, respectively).
(i) If V is non-increasing and non-constant then λDN1 (V ) < λ
ND
1 (V ).
(ii) If V is non-decreasing and non-constant then λND1 (V ) < λ
DN
1 (V ).
Proof. We prove (i) only; the statement (ii) follows from (i) through reversion of the
interval. We assume therefore that V is non-increasing and non-constant. Let τ ∈ R
and let φ = φDN and ψ = ψND be L
2-normalized eigenfunctions of the two mixed
eigenvalue problems corresponding to λDN1 (τV ) and λ
ND
1 (τV ), respectively; we may
assume that ψ(0) > 0 and φ′(0) > 0. Note that by standard Sturm–Liouville theory
both φ and ψ are positive inside (0, L). Moreover, by the counterparts of (2.4)–(2.5)
for mixed boundary conditions we have
d
dτ
λDN1 (τV ) =
∫ L
0
V (x)φ2(x) dx (3.1)
and
d
dτ
λND1 (τV ) =
∫ L
0
V (x)ψ2(x) dx (3.2)
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for all τ ∈ R; recall that, although not explicitly indicated by our notation, φ and
ψ depend on τ .
Let us study the quotient ψ/φ; the following argumentation is inspired by a
reasoning from [14]. The function ψ/φ defined on (0, L) tends to +∞ at 0 and is
zero at L. We have(
λDN1 − λND1
)
(τV )
∫ x
0
φψ =
∫ x
0
(−φ′′)ψ + τ
∫ x
0
V φψ −
∫ x
0
φ(−ψ′′)− τ
∫ x
0
V φψ
= φ′(0)ψ(0)− φ′(x)ψ(x) + φ(x)ψ′(x)
and, hence,(ψ
φ
)′
(x) =
ψ′φ− ψφ′
φ2
(x) =
(
λDN1 − λND1
)
(τ)
φ2(x)
∫ x
0
φψ − φ
′(0)ψ(0)
φ2(x)
(3.3)
holds for any x ∈ (0, L). As the integral on the right-hand side is positive for all
x ∈ (0, L) and φ′(0)ψ(0) > 0 this implies that ψ/φ is strictly decreasing on (0, L)
whenever λDN1 (τV ) − λND1 (τV ) ≤ 0. Consequently, ψ/φ takes the value 1 exactly
once or, equivalently, φ2 − ψ2 has exactly one zero x0 in (0, L) for such τ .
Now we combine (3.1) and (3.2) and get
d
dτ
(
λDN1 − λND1
)
(τV ) =
∫ x0
0
V (φ2 − ψ2) +
∫ L
x0
V (φ2 − ψ2). (3.4)
By monotonicity of V we have V (x) ≥ V (x0) for x ∈ (0, x0) and V (x) ≤ V (x0) on
(x0, L). On the other hand, φ
2 − ψ2 is negative on (0, x0) and positive on (x0, L).
Thus (3.4) and the assumption that V is non-constant lead to the estimate
d
dτ
(
λDN1 − λND1
)
(τV ) < V (x0)
∫ L
0
(φ2 − ψ2) = 0,
whenever λDN1 (τV ) − λND1 (τV ) ≤ 0, where the last equality relies on φ and ψ
being L2-normalized. As λDN1 (0) − λND1 (0) = 0 there exists τ∗ > 0 such that
d
dτ (λ
DN
1 − λND1 )(τV ) is negative on [0, τ∗) and, consequently, λDN1 − λND1 (τV ) is
negative on (0, τ∗]. But then ddτ (λ
DN
1 − λND1 )(τV )|τ=τ∗ < 0 and we can continue
successively. By a compactness argument, we will arrive at the case τ = 1 leading
to λDN1 (V )− λND1 (V ) < 0, which is assertion (i). 
In the following we consider the case Ω = (−r, r) for some r > 0 and a symmetric
potential V , i.e. V (−x) = V (x) for all x ∈ (−r, r). Our main result in this section
is the following.
Theorem 3.3. Assume that V : (−r, r)→ R is bounded, measurable and symmet-
ric. Then the following assertions hold.
(i) If V is non-increasing and non-constant on (0, r) then µ2(V ) < λ1(V ).
(ii) If V is non-decreasing and non-constant on (0, r) then λ1(V ) < µ2(V ).
Proof. Let us assume that V satisfies the assumptions of the theorem and is non-
constant. The eigenfunction corresponding to λ1(V ) is then positive inside (−r, r),
and it is an even function due to the symmetry of V . Similarly, the eigenfunction
corresponding to µ2(V ) is odd with its only zero at 0. Hence in terms of the mixed
eigenvalues on (0, r) we have
µ2(V ) = λ
DN
1
(
V ; (0, r)
)
and λ1(V ) = λ
ND
1
(
V ; (0, r)
)
,
where we have used that eigenfunctions corresponding to higher eigenvalues of the
mixed problems have zeroes inside (0, r). Thus the assertions (i) and (ii) follow
from Lemma 3.2 (i) and (ii), respectively. 
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Figure 1 displays examples of potentials to which Theorem 3.3 can be applied
yielding different eigenvalue inequalities.
V
−r r
W
−r r
Figure 1. Two potentials satisfying the assumptions of Theo-
rem 3.3 such that λ1(V ) < µ2(V ) and µ2(W ) < λ1(W ).
As any convex function V being symmetric on (−r, r) is non-decreasing on (0, r),
Theorem 3.3 has the following immediate implications for the case of a convex,
respectively concave, potential.
Corollary 3.4. Assume that V : (−r, r)→ R is bounded, measurable and symmet-
ric. Then the following assertions hold.
(i) If V is convex and non-constant then λ1(V ) < µ2(V ).
(ii) If V is concave and non-constant then µ2(V ) < λ1(V ).
Remark 3.5. We would like to point out that the argumentation of Theorem 3.3
extends to higher eigenvalues if the potential V has more symmetries. For instance,
µ3(V ) = µ2
(
V ; (0, r)
)
and λ2(V ) = λ1
(
V ; (0, r)
)
(3.5)
by the symmetry of V with respect to the origin. If, in addition, V is also symmetric
to the point r/2 within (0, r) then one can apply Theorem 3.3 to the interval (0, r)
to obtain {
λ2(V ) < µ3(V ) if V is non-decreasing on (
r
2 , r),
µ3(V ) < λ2(V ) if V is non-increasing on (
r
2 , r),
assuming that V is not constant. Analogous statements hold for higher eigenvalues.
The purpose of the next example is two-fold. On the one hand it shows that with-
out symmetry of the potential either one or the other inequality between λ1(V ) and
µ2(V ) may hold. On the other hand, it shows that the statements of Theorem 3.3
do not carry over to higher eigenvalues.
Example 3.6. On the interval (0, 2) consider the potential V satisfying
V (x) =
{
c for x ∈ (0, 1),
0 for x ∈ (1, 2),
where c is a positive constant, see Figure 2. An easy calculation yields that the
Dirichlet eigenvalues λ 6= c for the potential V are given by the squares of the
positive roots of the equation√
k2 − c sin k cos
√
k2 − c+ k cos k sin
√
k2 − c = 0,
and that λ = c is an eigenvalue if and only if
√
c + tan
√
c = 0. Similarly, the
Neumann eigenvalues correspond to the roots of√
k2 − c sin
√
k2 − c cos k + k sin k cos
√
k2 − c = 0.
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V
21
c
V˜
−2 2
Figure 2. The potentials V and V˜ in Example 3.6.
c 10−4 10−2 10−1 1 10 100√
µ2(V ) 1.5708 1.572389 1.5869 1.7438 3.1553 4.2711√
λ1(V ) 1.5724 1.572386 1.5866 1.7153 4.0270 10.3793
Table 1. Approximate values of the square roots of µ2(V ) and
λ1(V ) for the step potential V in Example 3.6.
The numerical approximate values of the lowest respective roots for several choices
of c are displayed in Table 1. These values show that µ2(V ) < λ1(V ) holds for c
close to zero (which can also be seen with the technique of Proposition 3.1), and
they indicate the same for large values of c. However, in between there exist values
of c for which λ1(V ) < µ2(V ) holds.
Consider, moreover, the interval (−2, 2) and the step potential V˜ obtained from
the above step potential V by reflecting it symmetrically to (−2, 0); cf. Figure 2.
Then V˜ is non-increasing on (0, 2). Applying (3.5) in, e.g., the case c = 10−4 we
get
µ3(V˜ ) = µ2
(
V ; (0, 2)
)
< λ1
(
V ; (0, 2)
)
= λ2(V˜ ),
while for c = 1 the same reasoning implies λ2(V˜ ) < µ3(V˜ ). This shows that
Theorem 3.3 does not extend to higher eigenvalues in general.
4. Multidimensional results
In this section we study the multidimensional case and assume that Ω is a
bounded, convex domain in Rd for some d ≥ 2.
Firstly, it is an immediate consequence of the known inequalities for the Lapla-
cian that certain nontrivial inequalities also hold for Schro¨dinger operators with
potentials that are sufficiently close to constants. More specifically, if, for instance,
the boundary of Ω has Ho¨lder continuous second derivatives then the eigenvalues
of the Laplacian or any Schro¨dinger operator with a constant potential V0 satisfy
µk+d(V0) < λk(V0)
for all k ∈ N by [15, Theorem 2.1]. Consequently, if V ∈ L∞(Ω) is any real-valued
potential then for each k0 ∈ N there exists τ0 > 0 such that
µk+d(V0 + τV ) < λk(V0 + τV )
holds for all k ≤ k0 and all τ ∈ R with |τ | < τ0. This is true without any
convexity assumption on V and is therefore in contrast to the one-dimensional case.
A similar observation can be obtained on any bounded, not necessarily convex
Lipschitz domain: there one has at least µk+1(V0 + τV ) < λk(V0 + τV ) for all
sufficiently small k and |τ | as a consequence of the inequality µk+1(0) < λk(0)
in [7].
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For concrete domains this observation can be improved and quantified as the
following example shows.
Example 4.1. Let Ω = (0, pi) × (0, pi) ⊂ R2. Then the Neumann and Dirichlet
spectra of the Laplacian are simply given by
σ(−∆N) =
{
m2 + n2 : m,n ∈ N0
}
and σ(−∆D) = {m2 + n2 : m,n ∈ N
}
.
Counted with multiplicities, the first Neumann eigenvalues are 0, 1, 1, 2, 4, 4, 5, 5,
8, 9, . . . and the first Dirichlet eigenvalues are 2, 5, 5, 8, 10, 10, 13, 13, 17, 17, . . . ; one
can see easily that λk(0) − µk+2(0) ≥ 1 holds for all k ∈ N. Hence, if V is for
instance a measurable, non-negative potential and V0 is constant then
µk+2(V0 + τV ) ≤ µk+2(V0) + 1 ≤ λk(V0) ≤ λk(V0 + τV )
holds for all k ∈ N and for all τ ∈ [0, τ0], where τ0 := ‖V ‖−1∞ .
In general the above observation is not quantitative and therefore of limited prac-
tical use. In the following main theorem of this section we establish an inequality
that is independent of the strength of the potential. To compensate this, we assume
V to be constant in some directions (up to a change of coordinates). We point out
that we do not make any convexity assumptions on the potential here.
Theorem 4.2. Let Ω ⊂ Rd, d ≥ 2, be a bounded, convex domain and let V ∈
W 1,∞(Ω) be real-valued. Assume that there exists an r-dimensional subspace F
of Rd such that ∇V (x) is orthogonal to F for almost all x ∈ Ω. Then
µk+r(V ) ≤ λk(V )
holds for all k ∈ N.
Proof. We show the statement first for the case that Ω is a polyhedral domain; this
means that the boundary of Ω is piecewise flat, consisting of (d − 1)-dimensional
hyperplanes. Afterwards we will derive the result for general convex domains by
approximation. Working with polyhedral, convex Ω allows us to make use of the
identity∫
Ω
(∂mlu)(∂mju) dx =
∫
Ω
(∂mmu)(∂lju) dx, u ∈ H10 (Ω) ∩H2(Ω), (4.1)
that is valid for all m, l, j ∈ {1, . . . , d}; see [12, Lemma 4.3.1.1–Lemma 4.3.1.3]
for the two-dimensional case of a convex polygon and [16, Lemma A.1] for higher
dimensions.
We fix k ∈ N and choose an orthonormal family of real-valued eigenfunctions uj
of −∆D + V corresponding to the eigenvalues λj(V ), j = 1, . . . , k. Next we define
the functions
Φ =
k∑
j=1
ajuj ∈ H1(Ω) and Ψ = b⊤∇uk ∈ H1(Ω),
where a1, . . . , ak are arbitrary complex numbers and b = (b1, . . . , bd)
⊤ is any com-
plex vector; such test functions were used in [15] in the case of the Laplacian. For
the quadratic form a in (2.3) we get
a[Φ + Ψ] = a[Φ] + a[Ψ] + 2Re
∫
Ω
(∇Φ · ∇Ψ+ V ΦΨ) dx. (4.2)
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It is our aim to evaluate the three summands on the right-hand side of (4.2). Firstly,
a[Φ] =
k∑
l,j=1
alaj
∫
Ω
(
(−∆ul)uj + V uluj
)
dx
=
k∑
l,j=1
λl(V )alaj
∫
Ω
uluj dx
=
k∑
j=1
λj(V )|aj |2
∫
Ω
|uj |2 dx ≤ λk(V )
∫
Ω
|Φ|2 dx
(4.3)
due to the orthogonality of the uj. Furthermore,
a[Ψ] =
d∑
m=1
∫
Ω
d∑
l=1
bl∂mluk
d∑
j=1
bj∂mjuk dx+
∫
Ω
V b⊤∇ukb∗∇uk dx
=
d∑
m=1
∫
Ω
(∂mmuk)
d∑
l,j=1
blbj∂ljuk dx+
∫
Ω
b⊤∇(V uk)b∗∇uk dx
−
∫
Ω
ukb
⊤∇V b∗∇uk dx
=
∫
Ω
∆uk div
(
bb∗∇uk
)
dx−
∫
Ω
V uk div
(
bb∗∇uk
)
dx
−
∫
Ω
ukb
⊤∇V b∗∇uk dx
= −λk(V )
∫
Ω
uk div
(
bb∗∇uk
)
dx−
∫
Ω
ukb
⊤∇V b∗∇uk dx
= λk(V )
∫
Ω
∇uk · bb∗∇uk dx−
∫
Ω
ukb
⊤∇V b∗∇uk dx
= λk(V )
∫
Ω
|Ψ|2 dx−
∫
Ω
ukb
⊤∇V b∗∇uk dx,
(4.4)
where we have used (4.1). To treat the third summand in (4.2) we observe that
−∆Ψ+ VΨ = b⊤∇(−∆uk + V uk)− ukb⊤∇V = λk(V )Ψ− ukb⊤∇V
holds in the distributional sense and get∫
Ω
(∇Φ · ∇Ψ + V ΦΨ) dx = λk(V )∫
Ω
ΦΨdx−
∫
Ω
Φukb
∗∇V dx. (4.5)
Plugging (4.3), (4.4) and (4.5) into (4.2) yields
a[Φ + Ψ] ≤ λk(V )
∫
Ω
|Φ+Ψ|2 dx− 2Re
∫
Ω
Φukb
∗∇V dx−
∫
Ω
ukb
⊤∇V b∗∇uk dx.
(4.6)
Based on a unique continuation argument one can show as in the proof of [16,
Theorem 4.1] that the functions of the form Φ + Ψ given as above form a (k + d)-
dimensional subspace of H1(Ω). When we restrict ourselves to such vectors b such
that Re b, Im b ∈ F in the definition of Ψ then we get from (4.6)
a[Φ + Ψ] ≤ λk(V )
∫
Ω
|Φ+Ψ|2 dx,
where the functions Φ + Ψ form a (k + r)-dimensional subspace of H1(Ω). Hence
the assertion of the theorem for any polyhedral domain follows by (2.1).
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If Ω is an arbitrary convex domain then by piecewise linear interpolation of the
boundary we can construct a sequence of polyhedral domains (Ωn)n which, due to
the convexity of Ω, are themselves convex and contained in Ω and approximate Ω
in a sufficiently regular manner to obtain convergence of all Dirichlet and Neumann
eigenvalues of the Schro¨dinger operator, cf. [4, Theorem VI.10] for the case d = 2;
the general case can be treated in the same way. 
We point out that in the above theorem the best possible value of r that can be
reached by a non-constant potential is d − 1. On the other hand, for an arbitrary
potential the theorem can be applied with r = 0 but this only yields the trivial esti-
mate µk(V ) ≤ λk(V ). Especially, in dimension d = 1 the reasoning of Theorem 4.2
can only yield trivial estimates; cf. Section 3.
In the following example Theorem 4.2 can be applied with r = d− 1.
Example 4.3. For a, b ∈ R \ {0} consider the potential
V (x1, . . . , xd) = ae
b(x1+···+xd)
on any bounded, convex domain in Rd. Then all partial derivatives of V of
first order equal bV (x1, . . . , xd) and all partial derivatives of second order equal
b2V (x1, . . . , xd). In particular, V may either be convex or concave, depending on
the sign of a. Moreover, ∇V is contained in span{V b(1, . . . , 1)⊤} and Theorem 4.2
yields
µk+d−1(V ) ≤ λk(V )
for all k ∈ N.
Next we assume in addition that V is concave, that is, the Hessian matrix HV
of V is negative semi-definite almost everywhere in Ω. In this case one can prove a
variant of Theorem 4.2 for k = 1 without the gradient requirement on V .
Theorem 4.4. If Ω ⊂ Rd, d ≥ 2, is a bounded, convex domain and V ∈W 2,∞(Ω)
is concave then
µd(V ) ≤ λ1(V )
holds. If, in addition, HV (x) is negative definite on a subset of Ω with non-zero
measure then µd(V ) < λ1(V ).
Proof. Let k = 1 and define Ψ as in the proof of Theorem 4.2 with arbitrary b ∈ Cd.
Then the calculation (4.4) is valid and can be rewritten as
a[Ψ] = λ1(V )
∫
Ω
|Ψ|2 dx−
∫
Ω
∇V · u1bb∗∇u1 dx. (4.7)
Moreover,∫
Ω
∇V · u1bb∗∇u1 dx = 1
2
∫
Ω
∇V · bb∗∇(u21) dx = −12
∫
Ω
div
(
bb∗∇V )u21 dx
= −1
2
∫
Ω
b∗HV bu
2
1 dx ≥ 0
(4.8)
as V is concave; strict inequality holds if and only if HV is negative definite on
a set of positive measure since u21 is positive on Ω. As the admitted functions Ψ
span a d-dimensional subspace of H1(Ω), the claim follows from combining (4.7)
and (4.8). 
A further improvement of Theorem 4.4 can be shown if domain and potential are
both symmetric. To be more specific, if Ω has d axes of symmetry, without loss of
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generality Ω is symmetric with respect to all coordinate axes, and V is symmetric
with respect to all axes, i.e.
V (x1, . . . , xj−1, xj , xj+1, . . . , xd) = V (x1, . . . , xj−1,−xj , xj+1, . . . , xd),
j = 1, . . . , d, the following assertion holds; it is in line with the one-dimensional
Corollary 3.4 (ii).
Theorem 4.5. Assume that Ω ⊂ Rd, d ≥ 2, is a bounded, convex domain that is
symmetric with respect to each coordinate axis and that V ∈ W 2,∞(Ω) is concave
and symmetric with respect to each variable. Then
µd+1(V ) ≤ λ1(V )
holds. If, in addition, HV (x) is negative definite on a subset of Ω with non-zero
measure then µd+1(V ) < λ1(V ).
Proof. The proof is the same as for Theorem 4.4. However, due to the symmetry
assumptions on Ω and V , the Dirichlet eigenfunction u1 corresponding to the lowest
eigenvalue λ1(V ) is even (as it can be chosen strictly positive, see [10]) with respect
to each axis of symmetry. Thus ∂ju1 is odd with respect to the j-th coordinate
axis and even with respect to all other axes and it follows∫
Ω
v1∂ju1 dx = 0, j = 1, . . . , d,
for any Neumann eigenfunction v1 corresponding to the lowest eigenvalue µ1(V )
since v1 is even with respect to all coordinates as well. Hence each possible test
function Ψ is orthogonal to v1 and the claim follows. 
Examples of convex domains in R2 being symmetric with respect to x and y are
displayed in Figure 3. An example of a concave potential symmetric with respect
Ω Ω
Figure 3. Convex domains in R2 that are symmetric with respect
to both x and y as required in Theorem 4.5.
to both x and y is the function
V (x, y) = −cex2+y2
with a positive constant c. For this potential on any bounded, convex, symmetric
domain Theorem 4.5 yields µ3(V ) < λ1(V ).
Acknowledgements
The author gratefully acknowledges financial support by the grant no. 2018-04560
of the Swedish Research Council (VR).
12 J. ROHLEDER
References
[1] W. Arendt and R. Mazzeo, Friedlander’s eigenvalue inequalities and the Dirichlet-to-
Neumann semigroup, Commun. Pure Appl. Anal. 11 (2012), 2201–2212.
[2] M. S. Ashbaugh and H. Levine, Inequalities for the Dirichlet and Neumann eigenvalues of
the Laplacian for domains on spheres, Journe´es “E´quations aux De´rive´es Partielles” (Saint-
Jean-de-Monts, 1997), Exp. No. I, 15 pp., E´cole Polytech., Palaiseau, 1997.
[3] J. Behrndt, J. Rohleder, and S. Stadler, Eigenvalue inequalities for Schro¨dinger operators on
unbounded Lipschitz domains, J. Spectr. Theory 8 (2018), 493-508.
[4] R. Courant and D. Hilbert, Methods of Mathematical Physics, Vol. 1, Interscience Publishers,
Inc., New York, 1953.
[5] G. Cox, S. MacLachlan, and L. Steeves, Isoperimetric relations between Dirichlet and Neu-
mann eigenvalues, preprint, 2019, arXiv:1906.10061.
[6] D.E. Edmunds and W.D. Evans, Spectral Theory and Differential Operators, Clarendon
Press, Oxford, 1987.
[7] N. Filonov, On an inequality between Dirichlet and Neumann eigenvalues for the Laplace
operator (Russian), Algebra i Analiz 16 (2004), 172–176; translation in St. Petersburg Math.
Journal 16 (2005), 413–416.
[8] R. L. Frank and A. Laptev, Inequalities between Dirichlet and Neumann eigenvalues on the
Heisenberg group, Int. Math. Res. Not. IMRN (2010), 2889–2902.
[9] L. Friedlander, Some inequalities between Dirichlet and Neumann eigenvalues, Arch. Rational
Mech. Anal. 116 (1991), 153–160.
[10] F. Gesztesy, On non-degenerate ground states for Schro¨dinger operators, Rep. Mathematical
Phys. 20 (1984), 93–109.
[11] F. Gesztesy and M. Mitrea, Nonlocal Robin Laplacians and some remarks on a paper by
Filonov on eigenvalue inequalities, J. Differential Equations 247 (2009), 2871–2896.
[12] P. Grisvard, Elliptic Problems in Nonsmooth Domains, Monographs and Studies in Mathe-
matics, 24, Pitman (Advanced Publishing Program), Boston, MA, 1985.
[13] A.M. Hansson, An inequality between Dirichlet and Neumann eigenvalues of the Heisenberg
Laplacian, Comm. Partial Differential Equations 33 (2008), 2157–2163.
[14] R. Lavine, The eigenvalue gap for one-dimensional convex potentials, Proc. Amer. Math.
Soc. 121 (1994), 815–821.
[15] H.A. Levine and H.F. Weinberger, Inequalities between Dirichlet and Neumann eigenvalues,
Arch. Rational Mech. Anal. 94 (1986), 193–208.
[16] V. Lotoreichik and J. Rohleder, Eigenvalue inequalities for the Laplacian with mixed boundary
conditions, J. Differential Equations 263 (2017), 491–508.
[17] R. Mazzeo, Remarks on a paper of L. Friedlander concerning inequalities between Neumann
and Dirichlet eigenvalues, Internat. Math. Res. Notices 1991, 41–48.
[18] W. McLean, Strongly Elliptic Systems and Boundary Integral Equations, Cambridge Univer-
sity Press, Cambridge, 2000.
[19] L. E. Payne, Inequalities for eigenvalues of membranes and plates, J. Rational Mech. Anal. 4
(1955), 517–529.
[20] G. Po´lya, Remarks on the foregoing paper, J. Math. Physics 31 (1952), 55–57.
Matematiska institutionen, Stockholms universitet, 106 91 Stockholm, Sweden
E-mail address: jonathan.rohleder@math.su.se
