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Sejam K um anel associativo comutativo unitário e A uma K-álgebra




n≥1 de ideias bilaterais em A
por T (1)(A) = L(1)(A) = A e T (n)(A) = AL(n)(A)A (n ≥ 2), onde L(n)(A) é o
K-submódulo de A gerado por todos os comutadores [a1, . . . , an], onde ai ∈ A,




m≥0 de ideais bilaterais




A (m ≥ 1).
Dizemos que a álgebra A é Lie nilpotente de classe no máximo c, se L(c+1)(A) = {0}
e, dizemos que A é fortemente Lie nilpotente de classe no máximo c, se R(c)(A) = {0}.
Observamos que L(n+1)(A) ⊆ R(n)(A), logo cada álgebra A que é fortemente Lie
nilpotente, também é Lie nilpotente. Porém, a recíproca, em geral, não é verdadeira.
Sejam F um corpo e F 〈X〉 a F -álgebra associativa unitária livre, livremente
gerada por um conjunto X. É conhecido que o subespaço vetorial dos polinômios
centrais C(E) da álgebra de Grassmann de dimensão infinita E sobre um corpo de
característica p > 2 não é um T -subespaço finitamente gerado de F 〈X〉. Como E é
Lie nilpotente de classe 2, o T -subespaço dos polinômios centrais de uma álgebra Lie
nilpotente pode não ser finitamente gerado. No presente trabalho demonstramos que
isso não pode acontecer se a álgebra for fortemente Lie nilpotente. O nosso primeiro
resultado principal é o seguinte: o T -subespaço C(B) dos polinômios centrais de uma
F -álgebra associativa unitária fortemente Lie nilpotente B é sempre finitamente gerado
(como T -subespaço de F 〈X〉).
Sejam K um anel associativo comutativo unitário e K 〈X〉 a K-álgebra
associativa unitária livre, livremente gerada por um conjunto X. Consideremos
R(m)(K 〈X〉) (m ≥ 0) e T (n)(K 〈X〉) (n ≥ 1) como definido anteriormente. Por
conveniência de notação, quando X = X3 = {x1, x2, x3}, então escrevemos R(m)3 e T (n)3
para representar R(m)(K 〈X3〉) e T (n)(K 〈X3〉), respectivamente. O segundo resultado
principal do presente trabalho é o seguinte: R(n)3 = T
(n+1)
3 , para todos n ≥ 0. Essa




Let K be a unital associative comutative ring and let A be a unital associative




n≥1 of two-sided ideals in A by
T (1)(A) = L(1)(A) = A and T (n)(A) = AL(n)(A)A (n ≥ 2), where L(n)(A) is the
K-submodule in A generated by all commutators [a1, . . . , an], where ai ∈ A for each i.




m≥0 of two-sided ideals in A inductively by




A (m ≥ 1). We say that the algebra A is
Lie nilpotent of class at most c, if L(c+1)(A) = {0} and that A is strongly Lie nilpotent
of class at most c, if R(c)(A) = {0}. Note that L(n+1)(A) ⊆ R(n)(A) so each strongly
Lie nilpotent algebra A is Lie nilpotent. However, the converse, in general, is not true.
Let F be a field and F 〈X〉 the free unital associative F -algebra freely
generated by a set X. It is known that the vector subespace of central
polynomials C(E) of infinite-dimensional Grassmann algebra E over a field of
characteristic p > 2 is not a finitely generated T -subespace of F 〈X〉. Since E is
Lie nilpotent of class 2, the T -subespace of central polynomials of a Lie nilpotent
algebra can be non-finitely generated. In the present work we prove that this cannot
happen if the algebra is strongly Lie nilpotent. Our first main result is as follows: the
T -subespace C(B) of central polynomials of a strongly Lie nilpotent associative unital
F -algebra B is always finitely generated (as a T -subespace of F 〈X〉).
Let K be a unital associative comutative ring and let K 〈X〉 be the free unital
associative K-algebra freely generated by a set X. Consider R(m)(K 〈X〉) (m ≥ 0) and
T (n)(K 〈X〉) (n ≥ 1) as defined above. For convenience of notation, if
X = X3 = {x1, x2, x3} then we write R(m)3 and T (n)3 for R(m)(K 〈X3〉) and T (n)(K 〈X3〉),
respectively. The second main result of the present work is as follows: R(n)3 = T
(n+1)
3 ,
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Introdução
A presente tese é uma contribuição a Teoria de Álgebras com Identidades
Polinomiais, que é uma subárea importante da Álgebra. Os primeiros resultados sobre
identidades polinomiais foram obtidos nas primeiras décadas do século XX por Dehn e
Wagner e o estudo sistemático de álgebras com identidades polinomiais (PI-álgebras)
foi iniciado por Kaplansky e Jacobson por volta de 1950. Atualmente a Teoria de
Álgebras com Identidades Polinomiais está se desenvolvendo rapidamente, com várias
dezenas de artigos publicados anualmente.
Os polinômios centrais das álgebras associativas
fortemente Lie nilpotentes
Sejam K um anel associativo comutativo unitário e G uma
K-álgebra de Lie com produto [, ] denominado comutador ou colchete de Lie. Definimos
indutivamente o comutador normado à esquerda dos elementos g1, . . . , gn ∈ G (n ≥ 3)
por
[g1, . . . , gn] =
[
[g1, . . . , gn−1], gn
]
.
Para todos os subconjuntos A e B de G, A,B ⊆ G, denotamos por [A,B] o
K-submódulo de G gerado pelos elementos [a, b], onde a ∈ A e b ∈ B. Definimos





, para todo n ≥ 1. Deste modo, obtemos uma série
descendente de K-submódulos em G, da forma
G = L(1)(G) ⊇ L(2)(G) ⊇ L(3)(G) ⊇ · · · ,
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denominada série central inferior da álgebra G. Observe que L(n)(G) é o
K-submódulo deG gerado por todos os comutadores da forma
[
g1, . . . , gn
]
, onde gi ∈ G,
para cada i ∈ N. A álgebra G é dita nilpotente de classe c, se L(c)(G) 6= {0} e
L(c+1)(G) = {0}. Observe que se G é nilpotente de classe c, então [g1, . . . , gc+1] = 0,
para todos g1, . . . , gc+1 ∈ G.
Seja A uma K-álgebra associativa unitária. Para todos a, b ∈ A definimos a
multiplicação de Lie por [a, b] = ab − ba. A álgebra A, com essa multiplicação de
Lie, é uma álgebra de Lie chamada de álgebra de Lie associada à álgebra A e




da série central inferior
da álgebra de Lie A(−) é o K-submódulo de A gerado por todos os comutadores
[a1, . . . , ai] (ai ∈ A). A álgebra associativa A é dita Lie nilpotente de classe c se a
álgebra associada de Lie A(−) é nilpotente de classe c, ou seja, se L(c)(A) 6= {0} e
L(c+1)(A) = {0}. A última condição é equivalente a condição [a1, . . . , ac+1] = 0, onde





de ideais bilaterais de A por
T (n) = AL(n)A, para n ≥ 1.
O estudo de anéis e álgebras associativas Lie nilpotentes foi iniciado por
Jennings [47] em 1947. Desde então anéis e álgebras associativas Lie nilpotentes têm
sido investigados em muitos artigos de vários pontos de vista; veja, por
exemplo, [3, 35, 38, 42, 60, 62, 67, 74] em nossa bibliografia.
Considere a série de ideais bilaterais da K-álgebra associativa A chamada a série
central inferior de A
A = R(0)(A) ⊇ R(1)(A) ⊇ R(2)(A) ⊇ · · ·




A, para n ≥ 1. A álgebra A é dita fortemente
Lie nilpotente de classe c, se R(c−1)(A) 6= {0} e R(c)(A) = {0}. É fácil ver que
L(n+1)(A) ⊆ R(n)(A), para n ≥ 0. Portanto, se A é fortemente Lie nilpotente de
classe c então A é Lie nilpotente de classe no máximo c. Porém, a recíproca não
é verdadeira em geral. Por exemplo, a álgebra de Grassmann de dimensão infinita
é Lie nilpotente de classe 2. No entanto, E não é fortemente Lie nilpotente pois
[x1, x2][x3, x4] · · · [x2n−1, x2n] não é uma identidade polinomial de E para nenhum n.
Drazin e Gruenberg [25] demonstraram que para uma álgebra A gerada por um
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conjunto Y o ideal R(c) é gerado, como um ideal bilateral de A, por todos os produtos
[y11, . . . , y1l1 ] · · · [yk1, . . . , yklk ],
onde yij ∈ Y e l1 + . . . + lk − k = c. Assim, uma álgebra A gerada por Y ser
fortemente Lie nilpotente equivale a [y11, . . . , y1l1 ] · · · [yk1, . . . , yklk ] = 0, para todos
y11, . . . , y1l1 , . . . , yk1, . . . , yklk ∈ Y quando l1 + . . .+ lk − k = c.
Uma outra definição equivalente da cadeia A = R(0)(A) ⊇ R(1)(A) ⊇ R(2) ⊇ · · ·
foi dada por Kapranov [49] que usou essa cadeia, que ele denominou de NC-filtração,
para desenvolver uma versão de geometria não comutativa. Segundo Kapranov, o ideal
R(c)(A) é gerado, como um ideal bilateral de A, por todos os produtos
[g11, . . . , g1l1 ] · · · [gk1, . . . , gklk ]
onde gij ∈ Y e l1 + . . .+ lk − k ≥ c.
O estudo de anéis e álgebras associativas fortemente Lie nilpotentes foi iniciado
em 1942 por Jennings [46] e continuado por vários pesquisadores (vide, por exemplo,
[25, 49, 65, 73]).
Sejam F um corpo e F 〈X〉 a F -álgebra associativa unitária livre, livremente
gerada pelo conjunto X =
{
xi | i ∈ N
}
. Cada elemento f = f(x1, . . . , xn) de F 〈X〉 é
dito um polinômio de F 〈X〉.
Sejam A uma F -álgebra associativa e f = f(x1, . . . , xn) um polinômio de F 〈X〉.
Dizemos que o polinômio f é uma identidade polinomial de A se f(a1, . . . , an) = 0,
para todos a1, . . . , an ∈ A. Se f assim é um polinômio não nulo de F 〈X〉, então dizemos
que A é uma PI-álgebra. Denotamos por T (A) o conjunto de todas as identidades
polinomiais da álgebra A.
Um ideal I de F 〈X〉 é dito um T -ideal se ele é fechado por todos os
endomorfismos de F 〈X〉, ou seja, se f(x1, . . . , xn) ∈ I e g1, . . . , gn ∈ F 〈X〉 são
polinômios quaisquer de F 〈X〉, então f(g1, . . . , gn) ∈ I. É fácil ver que, para cada
F -álgebra associativa A, o ideal T (A) de todas as identidades polinomiais de A é um
T -ideal. Por outro lado, é conhecido que se I é um T -ideal, então existe uma F -álgebra
associativa A tal que I = T (A).
O T -ideal gerado por um subconjunto S de F 〈X〉, S ⊆ F 〈X〉, denotado por
〈S〉T , é o menor T -ideal de F 〈X〉 que contém S. Quando o T -ideal I é gerado por
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um conjunto finito S, ou seja, I = 〈S〉T , onde |S| < ∞, então dizemos que I é um
T -ideal finitamente gerado. Caso contrário, se um T -ideal I não pode ser gerado
por nenhum conjunto finito, dizemos que I é um T -ideal não finitamente gerado.
Por exemplo, se F é um corpo infinito de característica 6= 2 e E é a álgebra de
Grassmann de dimensão infinita sobre F então o T -ideal T (E) é gerado por um único
polinômio [x1, x2, x3] (veja [61, 53, 31]). Um outro exemplo: se F é um corpo infinito
de característica 6= 2, 3 e M2(F ) é a álgebra de matrizes 2× 2, com coeficientes em F ,
então T (M2(F )) é gerado por dois polinômios:
st4
(






(o polinômio “standard” de grau 4) e
[
[x1, x2] ◦ [x3, x4], x5
]
onde a ◦ b = 1
2
(ab+ ba) (polinômio de Hall) (veja [14, 52, 26, 66]).
Um F -subespaço vetorial V de F 〈X〉 é dito ser um T -subespaço se V é
fechado por todos os endomorfismos de F 〈X〉, ou seja, se f(x1, . . . , xn) ∈ V
e g1, . . . , gn ∈ F 〈X〉 são polinômios quaisquer de F 〈X〉, então f(g1, . . . , gn) ∈ V .
Dizemos que o conjunto Z(A) =
{
a ∈ A | ab = ba, para todo b ∈ A} é o
centro da álgebra A. Se o polinômio f = f(x1, . . . , xn) ∈ F 〈X〉 é tal que
f(a1, . . . , an) ∈ Z(A), para todos a1, . . . , an ∈ A, então dizemos que f é um
polinômio central de A. Denotamos por C(A) o conjunto de todos os polinômios
centrais da álgebra A. Para cada álgebra A, o conjunto C(A) é um T -subespaço de
F 〈X〉. De fato, se f(x1, . . . , xn) ∈ C(A) então f(a1, . . . , an) ∈ C(A), para todos
a1, . . . , an ∈ A. Como
ϕ(f(x1, . . . , xn)) = f(ϕ(x1), . . . , ϕ(xn)),
segue que ϕ(f(x1, . . . , xn)) ∈ C(A), para cada endomorfismo ϕ de F 〈X〉. Porém,
ao contrário dos T -ideais, para um T -subespaço V de F 〈X〉 nem sempre existe uma
álgebra A tal que V = C(A).
O T -subespaço gerado por um subconjunto S ′ de F 〈X〉, S ′ ⊆ F 〈X〉, denotado
por 〈S ′〉ST , é o menor T -subespaço de F 〈X〉 que contém S ′. Isto é, um T -subespaço V
é gerado por S ′, se cada elemento de V é uma combinação linear, com coeficientes em F ,
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de elementos da forma ϕ(s′), onde s′ ∈ S ′ e ϕ é um endomorfismo de F 〈X〉. Quando
um T -subespaço V é gerado por um conjunto finito S ′, ou seja, V = 〈S ′〉ST , onde
|S ′| < ∞, dizemos que V é um T -subespaço finitamente gerado. Caso contrário,
se um T -subespaço V não pode ser gerado por um conjunto finito então dizemos que
V é um T -subespaço não finitamente gerado.
Por exemplo, se F é um corpo de característica zero, então o T -subespaço C(E)
dos polinômios centrais da F -álgebra de Grassmann E de dimensão infinita é gerado
pelos polinômios [x1, x2] e x1[x2, x3, x4] (veja [8, 11, 37]). Um outro exemplo: se F é
um corpo infinito de característica 6= 2, 3 então C(M2(F )) é gerado por dois polinômios
[x1, x2] ◦ [x3, x4]
e
x1st4(x2, x3, x4, x5),
onde a ◦ b = 1
2
(ab+ ba) (veja [14, 63]).
Em 1950 foi formulado por W. Specht [71] um dos principais problemas na Teoria
das Identidades Polinomiais, que ficou conhecido como o problema de Specht e pode ser
enunciado a seguir: Para cada álgebra A associativa sobre um corpo F de característica
zero, o T -ideal T (A) de todas as identidades polinomiais de A é finitamente gerado? O
mesmo problema sobre anéis associativos foi levantado por A.I. Malcev [72, Problem
2.39] em 1967.
Durante as décadas seguintes foram publicados dezenas de artigos onde os
problemas de Specht e Malcev foram resolvidos com soluções positivas em vários casos
particulares.
Finalmente, em 1987 Kemer, no famoso artigo [50], provou que o problema de
Specht possui solução positiva, ou seja, se char F = 0 então cada T -ideal de F 〈X〉
é finitamente gerado (como um T -ideal). Observamos que em 2001, Shchigolev [70]
demonstrou que se char F = 0 então cada T -subespaço de F 〈X〉 é finitamente gerado
(como um T -subespaço). Esse resultado pode ser visto como uma generalização do
resultado de Kemer.
O problema de Malcev para anéis associativos permaneceu em aberto por mais
de duas décadas. Em 1999, Belov [9], Grishin [36] e Shchigolev [68] em trabalhos
independentes construíram álgebras associativas sobre um corpo F , onde
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char F = p > 0, cujas identidades polinomiais não possuem nenhuma base finita. Com
isso, eles deram solução negativa ao problema de Malcev. Porém, vários
problemas sobre T -ideais de F 〈X〉, no caso char F = p > 0, permanecem em aberto
até agora. Por exemplo, o seguinte problema ainda está sem solução:
Problema. Seja F um corpo infinito de característica p > 0. Existe uma F -álgebra A
de dimensão finita tal que T (A) é não finitamente gerado (como um T -ideal)?
Observamos que os contraexemplos de Belov [9], Grishin [36] e Shchigolev [68]
foram construídos a partir de T -subespaços não finitamente gerados de F 〈X〉
(char F > 0) construídos por Grishin [36] e Shchigolev [69]. Por causa disso,
começou o estudo sistemático de T -subespaços de F 〈X〉 quando char F > 0 (veja,
por exemplo, [33, 34, 39]).
Em 2010 Bekh-Ochir e Rankin [8], Brandão, Krasilnikov, Koshlukov e Silva [11] e
Grishin [37] descreveram independentemente os polinômios centrais da
álgebra de Grassmann E de dimensão infinita. Nesses artigos, eles mostraram que
quando char F = 0, temos que C(E) é um T -subespaço gerado por dois polinômios
descritos acima. Por outro lado, quando F é infinito com char F = p ≥ 3, temos
que C(E) é um T -subespaço não finitamente gerado (veja [8, 11, 37] para descrição
de geradores de C(E) neste caso). Mais ainda, foi descoberto em [8, 11, 37] que
o T -subespaço não finitamente gerado usado por Belov e Shchigolev, para construir
T -ideais não finitamente gerados de F 〈X〉 (char F > 2), foi exatamente o T -subespaço
C(E) (ou algum T -subespaço semelhante a C(E)).
Observamos que a álgebra de Grassmann E de dimensão infinita é Lie nilpotente




. Assim, sobre um corpo F de
característica p > 2, uma álgebra A associativa Lie nilpotente pode ter o T -subespaço
C(A) dos polinômios centrais não finitamente gerado. Nós demonstramos que isso não
pode acontecer para uma álgebra A associativa fortemente Lie nilpotente. O nosso
primeiro resultado principal é o seguinte teorema.
Teorema 1 Sejam F um corpo e A uma F -álgebra associativa unitária. Suponha que
A é fortemente Lie nilpotente. Então o T -subespaço C(A) dos polinômios centrais de
A é finitamente gerado como T -subespaço de F 〈X〉.
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Lembramos que Shchigolev [70] demonstrou que se F for um corpo de
característica 0, então todos os T -subespaços de F 〈X〉 são finitamente gerados. Em
particular, se char F = 0 então o T -subespaço dos polinômios centrais de qualquer
álgebra fortemente Lie nilpotente é finitamente gerado. Neste sentido, basta
demonstrar o teorema para o caso em que a char F = p > 0, com p primo.
Observamos também que se uma álgebra associativa Lie nilpotente A é
finitamente gerada então A é fortemente Lie nilpotente (veja Jennings [47, Theorem
3]). Assim, temos o seguinte corolário.
Corolário 2 Sejam F um corpo e A uma F -álgebra associativa unitária Lie nilpotente.
Suponhamos que A é finitamente gerada. Então o T -subespaço C(A) dos polinômios
centrais de A é finitamente gerado.
Um dos problemas mais importantes sobre os polinômios centrais de álgebras
associativas que ainda está em aberto é o seguinte problema.
Problema. Seja F um corpo infinito de característica p > 0. Existe uma F -álgebra
A de dimensão finita tal que o T -subespaço C(A) dos polinômios centrais de A não é
finitamente gerado?
O Corolário 2 demonstra que se existir, a álgebra A não pode ser Lie nilpotente.
Observamos que se A for uma álgebra fortemente Lie nilpotente de classe c então
C(A)/R(c)(F 〈X〉) é um T -subespaço na álgebra fortemente Lie nilpotente
universal (ou relativamente livre) F 〈X〉 /R(c)(F 〈X〉) de índice c. É bem
conhecido que F 〈X〉 /R(c)(F 〈X〉) contém, em geral, T -subespaços que não são
finitamente gerados (veja Shchigolev [68, Theorem 1] e também [34, Theorem 3] ou
[33, Theorem 2]). Porém se o T -subespaço T = C(A) é o conjunto dos polinômios
centrais de uma álgebra A fortemente Lie nilpotente de classe ≤ c então, pelo Teorema
1, o T -subespaço T/R(c) de F 〈X〉 /R(c), é finitamente gerado.
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As álgebras universais associativas Lie nilpotentes e
fortemente Lie nilpotentes
Lembramos que uma F -álgebra associativa unitária A é Lie nilpotente de classe






ideais bilaterais de A é definida por T (n)(A) = AL(n)(A)A, para cada n ≥ 1. Logo,
se A é Lie nilpotente de classe c então T (c+1)(A) = {0}. Observamos que a F -álgebra
F 〈X〉 /T (c+1)(F 〈X〉) é Lie nilpotente de classe c; essa álgebra pode ser vista como a
F -álgebra associativa unitária universal (ou, em outras palavras,
relativamente livre) Lie nilpotente de classe c gerada livremente pelo conjunto{
x + T (c+1)(F 〈X〉) | x ∈ X}. Lembramos ainda que a F -álgebra associativa
unitária A é fortemente Lie nilpotente de classe c, se R(c−1)(A) 6= 0 e R(c)(A) = 0,
onde R(c)(A) é o ideal bilateral de A definido indutivamente por R(1)(A) = A e
R(c)(A) = A[R(c−1)(A), A]A (c ≥ 1). A F -álgebra F 〈X〉 /R(c)(F 〈X〉) pode ser vista
como a F -álgebra associativa unitária universal fortemente Lie nilpotente de
classe c.
O recente interesse em álgebras universais associativas Lie nilpotentes foi
motivado pelo estudo dos quocientes L(i)(A)/L(i+1)(A) da série central inferior
A = L(1)(A) ⊇ L(2)(A) ⊇ · · · ⊇ L(n)(A) ⊇ · · ·
da álgebra de Lie associada a álgebra associativa livre A = F 〈X〉. O estudo desses
quocientes L(i)(A)/L(i+1)(A) foi iniciado em 2007 em um artigo pioneiro de Feigin e
Shoikhet [29], para A = C 〈x1, x2, . . . , xn〉 (a álgebra associativa livre em n geradores
sobre o corpo dos números complexos C). Outros resultados sobre esse assunto podem
ser encontrados, por exemplo, em [1, 4, 5, 6, 10, 15, 16, 18, 20, 23, 24, 28, 48, 51, 59].
Desde que T (n)(A) é o ideal bilateral de A gerado por L(n)(A), alguns resultados sobre
os quocientes T (i)(A)/T (i+1)(A) foram obtidos também nesses artigos; em [15, 16, 18,
20, 28, 48, 51, 59] os últimos quocientes foram os objetos principais de estudos.
Em 2012 Bhupatiraju, Etingof, Jordan, Kuszmaul e Li [10] começaram o estudo
dos quocientes L(i)(A)/L(i+1)(A) para anéis associativos livres, isto é, para álgebras
associativas livres A = Z 〈X〉 sobre Z. Neste caso, o quociente em questão (pode)
desenvolver torção e um dos objetivos de estudo é o padrão desta torção. Em [10] muitos
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resultados relativos a esta torção em L(i)(A)/L(i+1)(A) foram obtidos e vários problemas
abertos relativos a esta torção foram colocados. Vários resultados sobre os quocientes
T (i)(A)/T (i+1)(A) e A/T (i+1)(A) foram também obtidos em [10], em particular, como
mencionado acima, foi provado que o grupo aditivo de A/T (3)(A) é abeliano livre e
uma base desse grupo foi exibida em [10, Proposition 3.2]. Outros resultados relativos
aos quocientes T (i)(A)/T (i+1)(A) para vários anéis associativos A foram obtidos por
Cordwell, Fei e Zhou em [15].
Foi observado em [10] que se A = Z 〈X〉 então nos quocientes T (i)(A)/T (i+1)(A)
não há torção nos subgrupos aditivos gerados pelos polinômios de graus pequenos.
No entanto, Krasilnikov em [59] provou que a imagem de v1 = [x1, x2][x3, x4, x5] em
A/T (4)(A) é um elemento de ordem 3, que o subgrupo de torção de A/T (4)(A) coincide
com T (3,2)(A)/T (4)(A) e que o último é um 3-grupo abeliano elementar. Aqui T (3,2)(A)
é o T -ideal de A gerado por [x1, x2, x3, x4] e [x1, x2][x3, x4, x5]. Encontrar uma base
deste grupo foi o objetivo do artigo [19].
Dados computacionais interessantes sobre subgrupo de torção de T (i)(A)/T (i+1)(A)
para vários i, obtido por Cordwell, Fei e Zhou, foram apresentados em [15]. Em
particular, esses dados sugerem que o grupo aditivo de A/T (5)(A) pode não ter torção.
Se este grupo é livre de torção, na verdade, ainda é um problema em aberto. Em
[16] Costa e Krasilnikov encontraram geradores para o ideal T (5)(K 〈X〉) da álgebra
associativa livre K 〈X〉, onde K é um anel associativo comutativo unitário. Este
resultado é similar ao Theorem 1.3 em [19] que dá os geradores para o ideal T (4)(K 〈X〉).
O resultado de [15] pode ser o primeiro passo para provar que o grupo aditivo A/T (5)(A)
é livre de torção.
Assim, a descrição do grupo aditivo do anel universal associativo Lie nilpotente
Z 〈X〉 /T (n)(Z 〈X〉) é um problema complicado que já foi resolvido só para n ≤ 4. Por
outro lado, a descrição do grupo aditivo do anel universal fortemente Lie nilpotente
Z 〈X〉 /R(m)(Z 〈X〉) é bem conhecida: foi demonstrado por Tyler [73] que esse grupo é
abeliano livre com um conjunto de geradores livres descritos explicitamente em [73].
Seja K um anel associativo comutativo unitário e K 〈X〉 a K-álgebra associativa
unitária livre, livremente gerada por um conjunto X. Por conveniência de notação,
quando X = Xk =
{
x1, . . . xk
}
escrevemos T (n)k e R
(m)
k para representar T
(n)(K 〈Xk〉)
e R(m)(K 〈Xk〉), respectivamente.
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k não tem torção se k ≤ 4. O resultado abaixo confirma essa conjectura para
k ≤ 3.
O nosso segundo resultado principal é o seguinte teorema.
Teorema 3 Seja K um anel associativo comutativo unitário e seja K 〈X3〉 a K-álgebra











Deduzimos deste teorema que, para cada n ≥ 0, temos T (n)2 = R(n−1)2 . Por outro
lado, se v = [x1, x2][x3, x4] então v ∈ R(2)4 mas v /∈ T (3)4 ; logo, em geral, T (3)4 6= R(2)4 .
Isso implica que T (3)k 6= R(2)k para todo k ≥ 4.
Lembramos que, em 1975 Tyler [73] mostrou que o grupo aditivo do quociente
Z 〈Xk〉 /R(m)(Z 〈Xk〉) é abeliano livre. Logo, o Teorema 3 implica o seguinte corolário.
Corolário 4 Suponha que k = 2 ou k = 3. Então o grupo aditivo do anel quociente
Z 〈Xk〉 /T (n+1)(Z 〈Xk〉) é abeliano livre.
Observamos que Kuzmin e Pchelintsev demonstraram que K 〈X3〉 /R(m)3 é um
K-módulo livre e descreveram uma base deste K-módulo. Esse resultado foi
anunciado por Kuzmin na XXV Escola de Álgebra em Campinas em dezembro de
2018; uma versão mais fraca desse resultado pode ser encontrada em [64]. O Teorema
3 e Corolário 4 apresentam um jeito mais simples de demonstrar este resultado de
Kuzmin e Pchelintsev.
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Conceitos Preliminares
1.1 Anéis, módulos e álgebras
Nesta seção, apresentaremos alguns conceitos básicos sobre anéis, módulos e
álgebras. Para escrever este capítulo usamos como referência os livros [7, 27, 30, 32].
1.1.1 Anéis e módulos
Lembramos que um anel K é definido como um conjunto não-vazio com duas
operações binárias “+” e “·” tal que o par (K,+) é um grupo abeliano e valem as leis
distributivas
(x+ y) · z = x · z + y · z, para todos x, y, z ∈ K,
x · (y + z) = x · y + x · z, para todos x, y, z ∈ K.
Para quaisquer x, y ∈ K, escrevemos xy para denotar x · y.
Um anel K é um dito anel associativo se, para todos a, b, c ∈ K, temos
(ab)c = a(bc). Neste caso, é bem definido o produto a1a2 · · · an, para todos
a1, a2, . . . , an ∈ K. Dizemos que um anel K é um anel comutativo se, para
todos a, b ∈ K, temos ab = ba. Dizemos que um anel K é um anel unitário se
existe 1K ∈ K tal que para cada a ∈ K, temos 1Ka = a1K = a.
Um anel de Lie L é definido como um anel com multiplicação anti-comutativa
que satisfaz a identidade de Jacobi, isto é, a terna (L,+, [, ]) é um anel de Lie, se
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ii) para todo x ∈ L,
[x, x] = 0.
Observamos que para quaisquer a, b ∈ L, vale que
[a+ b, a+ b] = 0,
de onde temos que [a, b] = −[b, a]. Logo, todo anel de Lie é anticomutativo.
Observamos também que se A for um anel associativo e [, ] é uma operação binária
em A definida por [a, b] = ab− ba (a, b ∈ A) então (A,+, [, ]) é um anel de Lie.
Definição 1.1.1 Sejam K um anel (não necessariamente comutativo ou unitário).
Um K-módulo (à esquerda) oumódulo (à esquerda) sobre K é um grupo abeliano
M munido de uma operação · : K ×M −→ M (a imagem de (r,m) 7→ rm) tal que
para todos r1, r2 ∈ K e m1,m2 ∈M :
i) r1.(m1 +m2) = r1.m1 + r1.m2;
ii) (r1 + r2).m1 = r1.m1 + r2.m1;
iii) (r1r2).m1 = r1.(r2.m1).
Se K tem um elemento unidade 1K e
iv) 1K .m = m, para todo m ∈M ,
então dizemos que M é um K-módulo unitário. Se K é um anel de divisão, então
o K-módulo unitário é chamado de K-espaço vetorial (à esquerda).
Um K-módulo à direita (unitário) é definido similarmente através da função
· : M ×K −→ M definida por (m, r) 7→ mr satisfazendo os análogos óbvios de i)-iv).
De agora em diante, a menos que especificado de outra forma, “K-módulo” significa
“K-módulo à esquerda"e entende-se que todos os teoremas sobreK-módulos à esquerda
também são válidos, com as óbvias modificações, para os K-módulos à direita.
Se K é comutativo, é fácil verificar que todo K-módulo à esquerda pode receber
a estrutura de um K-módulo à direita definindo mr = rm, para todos r ∈ K e m ∈M
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(a comutatividade é necessária para iii)). A menos que especificado de outra forma,
todo módulo M sobre um anel comutativo K é assumido como sendo K-módulo à
esquerda e K-módulo à direita com mr = rm, para todos r ∈ K e m ∈M .
Sejam M um K-módulo e N um subgrupo de M . Dizemos que N é um
K-submódulo de M se a multiplicação escalar de M preserva N , isto é, se rn ∈ N ,
para cada r ∈ K e para cada n ∈ N.
SejamM um K-módulo e N um K-submódulo deM . Considerando apenas a es-
trutura de grupo aditivo de M , podemos construir o grupo quociente
M/N =
{
m + N | m ∈ M}. Sobre este grupo (M/N,+) vamos considerar a seguinte
multiplicação por escalar:
· : K ×M/N −→ M/N
(r,m+N) 7−→ r ·m+N
É fácil ver que esta operação é bem definida e que M/N é um K-módulo, denominado
K-módulo quociente de M por N .
Sejam M e N dois K-módulos. Uma aplicação ϕ : M −→ N é um
homomorfismo de K-módulos ou um K-homomorfismo, se:
i) para todos m1,m2 ∈M , então ϕ(m1 +m2) = ϕ(m1) + ϕ(m2);
ii) para todos r ∈ K e m ∈M , então ϕ(rm) = rϕ(m);
iii) para todos r ∈ K e m ∈M , então ϕ(mr) = ϕ(m)r.
Se o homomorfismo ϕ é bijetivo, então dizemos que ϕ é um isomorfismo de M
em N . Se existe um isomorfismo entre dois K-módulos M e N , então dizemos que eles
são isomorfos e escrevemos M ∼= N .
Seja M um K-módulo. O homomorfismo ϕ : M −→ M é denominado
endomorfismo de M . Denotamos por EndK(M) o conjunto de todos os endomor-
fismos de M . Dados f, g ∈ EndK(M), a aplicação f + g : M −→ M definida por
(f + g)(m) := f(m) + g(m) (m ∈M) é um endomorfismo de M . Além disso, observa-
mos que a composição f ◦ g de f com g também é um endomorfismo de M . Notemos
que o conjunto EndK(M) munido das operações adição e composição
+ : EndK(M)× EndK(M) −→ EndK(M)
(f, g) 7−→ f + g
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e
◦ : EndK(M)× EndK(M) −→ EndK(M)
(f, g) 7−→ f ◦ g
é um anel associativo unitário.
Definição 1.1.2 Seja M um módulo à esquerda sobre K. Um subconjunto B de M
é dito uma base para M se cada elemento de M pode ser escrito de maneira única,
como uma combinação linear finita de elementos de B, com coeficientes em K.
Uma definição equivalentemente é a seguinte definição.
Definição 1.1.3 Um subconjunto B de M é uma base para M se,
i) dado m ∈ M , existem r1, . . . , rn ∈ K e b1, . . . , bn ∈ B tais que m = r1b1 + . . . rnbn.
Em outras palavras, B gera M ;
ii) dados r1, . . . , rn ∈ K e b1, . . . , bn ∈ B, se r1b1+· · ·+rnbn = 0, então ri = 0 para todo
i = 1, . . . , n. Em outras palavras, B é um conjunto linearmente independente
em M sobre K.
Observamos que se K não for um corpo então um K-módulo pode não ter ne-
nhuma base. Dizemos que um K-módulo M é um K-módulo livre se ele possui uma
base. Veremos a seguir uma caracterização dos K-módulos livres.
Proposição 1.1.4 Seja M um K-módulo. Então M é um K-módulo livre se, e so-
mente se, M é isomorfo a uma soma direta de cópias de K.
1.1.2 Álgebras
No decorrer dessa seção vamos considerar K um anel associativo comutativo
unitário.
Uma álgebra A sobre um anel K ou uma K-álgebra é um módulo sobre K
munido de uma multiplicação · : A× A −→ A que satisfaz as seguintes propriedades:
i) A terna (A,+, ·) é um anel, isto é, (A,+) é um grupo abeliano e, para todos x, y, z ∈
A, valem as leis distributivas, isto é,
(x+ y) · z = x · z + y · z
e
x · (y + z) = x · y + x · z.
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ii) Para todos x, y ∈ A e para todo r ∈ K, vale que
r(x · y) = (rx) · y = x · (ry).
Na maioria dos casos, álgebras são consideradas sobre um corpo F . Neste caso,
uma F -álgebra A é um F -espaço vetorial com produto F -bilinear.
Seja A uma K-álgebra. Dizemos que A é uma K-álgebra:
associativa, se (A,+, ·) é um anel associativo;
comutativa, se (A,+, ·) é um anel comutativo;
unitária, se (A,+, ·) é um anel unitário;
de Lie, se (A,+, ·) é um anel de Lie, isto é, dados a, b, c ∈ A, temos
a · a = 0 (a lei anticomutativa),
(a · b) · c+ (b · c) · a+ (c · a) · b = 0 (identidade de Jacobi).
Dada uma K-álgebra associativa A, podemos definir uma nova operação de modo
a torná-la uma álgebra de Lie. De fato, defina em A a seguinte operação colchete:
[ , ] : A× A −→ A
(a, b) −→ [a, b] = ab− ba
Notamos que a álgebraA com essa operação colchete é umaK-álgebra de Lie. Essa nova
álgebra (A,+, [, ]) é chamada de álgebra de Lie associada à K-álgebra associativa
A e é denotada por A(−). Dizemos que o colchete [a, b] é o comutador de Lie de a
com b. Dados a1, . . . , an ∈ A (n ≥ 3), definimos indutivamente o comutador
[a1, . . . , an] =
[
[a1, . . . , an−1], an
]
.
Denominamos-o comutador normado à esquerda de comprimento n.
Definição 1.1.5 Seja A uma K-álgebra associativa qualquer.
i) Um K-submódulo B de A é uma K-subálgebra se B é fechado com respeito a
multiplicação, isto é, se b1b2 ∈ B, para todos b1, b2 ∈ B;
ii) Um K-submódulo I de A é um ideal bilateral (ou simplesmente um ideal) de A
se a1b ∈ I e ba2 ∈ I, para todos a1, a2 ∈ A e para cada b ∈ I;
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xi | i ∈ N
}
um conjunto enumerável em que os elementos são deno-
minados variáveis. Definimos uma palavra em X como sendo uma sequência finita
xi1xi2 · · ·xin , onde xij ∈ X (j = 1, . . . , n) e n ∈ N. Definimos o tamanho (ou grau)
da palavra xi1xi2 · · ·xin como sendo o número natural n. Quando n = 0, a palavra
é denominada palavra vazia e será denotada por 1. Seja P o conjunto de todas as
palavras em X.
O conjunto A = K 〈X〉 denota o K-módulo livre com base dada pelo conjunto
P . Consideremos em A a multiplicação induzida pela seguinte multiplicação definida
nos elementos de P :
(xi1 · · ·xim)(xj1 · · ·xjn) = xi1 · · · ximxj1 · · · xjn ,
onde xik , xjl ∈ X, com k = 1, . . . ,m e l = 1, . . . , n. O K-módulo A munido desse
produto é uma K-álgebra associativa unitária, onde a unidade é a palavra vazia.
Sejam A1 e A2 duas K-álgebras. Recordamos que uma transformação linear
ϕ : A1 −→ A2 é um homomorfismo de K-álgebras se, ϕ(ab) = ϕ(a)ϕ(b), para
quaisquer a, b ∈ A1. Um homomorfismo ϕ : A1 −→ A1 é chamado endomorfismo de
K-álgebras.
A K-álgebra A = K 〈X〉 tem a seguinte propriedade universal (veja [32], p. 1).
Proposição 1.1.6 (Propriedade Universal) Seja K um anel associativo comuta-
tivo unitário e A1 uma K-álgebra associativa unitária. Então qualquer aplicação
φ : X −→ A1 pode ser estendida a um único homomorfismo ϕ : A −→ A1. Em
outras palavras, existe um único homomorfismo ϕ : A −→ A1 tal que ϕ(x) = φ(x),
para todo x ∈ X.
Devido a essa propriedade, dizemos que A é uma K-álgebra associativa
unitária livre, livremente gerada pelo conjunto X.
Os elementos de A = K 〈X〉 são denominados polinômios. O polinômio
u = rixi1 · · ·xin ∈ A (ri ∈ K e xi ∈ X) é denominado de monômio. O grau do
monômio u, denotado por deg u, quando ri 6= 0 é o grau da palavra xi1 · · ·xin , ou
seja, degu = n. Note que se f é um polinômio em A, então f =
∑
i riui, onde ui
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são monômios nas variáveis xi ∈ X. O grau de um polinômio f ∈ A, denotado por
deg f , é definido como sendo o grau máximo dentre os monômios de f . Se xi é uma
variável no monômio u, o grau de u em xi, denotado por degxi u, é o número de ocor-
rências de xi em u. Se as variáveis que aparecem nos monômios de f ∈ A pertencem
ao conjunto {x1, . . . , xn}, então podemos escrever f = f(x1, . . . , xn). Um polinômio
f = f(x1, . . . , xn) é homogêneo de grau mi em xi se todos os monômios de f possuem
grau mi em xi; e f é multihomogêneo de multigrau (m1, . . . ,mn) se f for homogêneo
de grau mi em xi, para cada i = 1, . . . , n. E, o polinômio f é multilinear de grau n
se f é linear (ou seja, homogêneo de grau 1) em cada variável xi.






onde f (m1,...,mn) é a soma de todos os monômios de f com multigrau (m1, . . . ,mn).
Os polinômios f (m1,...,mn) são chamados de componentes multihomogêneas de f .
Denotamos por A(m1,...,mn) o conjunto de todos os polinômios multihomogêneos de mul-
tigrau (m1, . . . ,mn) nas variáveis x1, . . . , xn, respectivamente. Dizemos que A(m1,...,mn)
é a componente multihomogênea de A de multigrau (m1, . . . ,mn) nas variáveis





é uma soma direta de suas componentes multihomogêneas.
Note que A(m1,...,mn) é o K-submódulo de A gerado por monômios g de grau mi
na variável xi ∈ X e tais que g não contém xi para i > k.
1.2 Identidades polinomiais, PI-álgebras e T -ideais
Sejam F um corpo qualquer e F 〈X〉 a F -álgebra associativa unitária livre, livre-
mente gerada pelo conjunto X. Sejam f = f(x1, . . . , xn) um polinômio em F 〈X〉 e A
uma F -álgebra associativa. Dizemos que o polinômio f é uma identidade polinomial
da álgebra A se f(a1, . . . , an) = 0, para todos a1, . . . , an ∈ A. Dizemos que a álgebra
A é uma PI-álgebra, se A satisfaz uma identidade polinomial não nula. Denotamos
por T (A) o conjunto de todas as identidades polinomiais da álgebra A.
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Um ideal bilateral I de F 〈X〉 é um T -ideal se, ele é fechado por todos os en-
domorfismos de F 〈X〉, ou seja, se f(x1, . . . , x2) ∈ I e g1, . . . , gn ∈ F 〈X〉 são po-
linômios quaisquer de F 〈X〉, então f(g1, . . . , gn) ∈ I. É conhecido que T (A) é um
ideal bilateral de F 〈X〉. E mais, T (A) é um T -ideal de F 〈X〉. De fato, sejam
f = f(x1, . . . , xn) uma identidade polinomial de A e ϕ um endomorfismo F 〈X〉. Cla-
ramente f(g1, . . . , gn) pertence a T (A), para todos os polinômios g1, . . . , gn ∈ F 〈X〉.
Desde que ϕ(f(x1, . . . , xn)) = f(ϕ(x1), . . . , ϕ(xn)), segue que ϕ(f(x1, . . . , xn)) é uma
identidade polinomial de A. Logo, T (A) é um T -ideal de F 〈X〉. Por outro lado, é
conhecido que se I é um T -ideal, então existe uma F -álgebra associativa A tal que
I = T (A) (podemos tomar A = F 〈X〉 /I).
O T -ideal gerado por um subconjunto S de F 〈X〉, S ⊆ F 〈X〉, denotado por





onde I é um T -ideal de F 〈X〉. Quando um T -ideal I é gerado por um conjunto finito
S, ou seja, I = 〈S〉T , onde |S| < ∞, então dizemos que I é um T -ideal finitamente
gerado. Caso contrário, se um T -ideal I não pode ser gerado por um conjunto finito,
dizemos que I é um T -ideal não finitamente gerado.
1.3 Polinômios centrais e T -subespaços
Sejam F um corpo qualquer e A uma F -álgebra associativa. Definimos o centro
da álgebra A como sendo o conjunto
Z(A) :=
{
a ∈ A | ab = ba para todo b ∈ A}.
Note que o centro de uma álgebra é um exemplo de uma subálgebra que não é, necessa-
riamente, um ideal. Dizemos que o polinômio f(x1, . . . , xn) ∈ F 〈X〉 é um polinômio
central da álgebra A se f(a1, . . . , an) ∈ Z(A), para todos a1, . . . , an ∈ A. Denotamos
por C(A) o conjunto de todos os polinômios centrais da álgebra A.
Um F -subespaço vetorial V de F 〈X〉 é dito um T -subespaço se V é fechado por
todos os endomorfismos de F 〈X〉, ou seja, f(x1, . . . , xn) ∈ V e g1, . . . , gn ∈ F 〈X〉 são
polinômios quaisquer de F 〈X〉, então f(g1, . . . , gn) ∈ V . Uma subálgebra de F 〈X〉
que também é um T -subespaço é dita uma T -subálgebra de F 〈X〉.
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Note que o conjunto C(A) de todos os polinômios centrais de A forma um su-
bespaço vetorial de F 〈X〉. Além disso, C(A) é uma T -subálgebra de F 〈X〉. De
fato, se f(x1, . . . , xn) ∈ C(A) então f(g1, . . . , gn) ∈ C(A), para todos os polinômios
g1, . . . , gn ∈ F 〈X〉. Desde que ϕ(f(x1, . . . , xn)) = f(ϕ(x1), . . . , ϕ(xn)), segue que
ϕ(f(x1, . . . , xn)) pertence a C(A), para cada endomorfismo ϕ de F 〈X〉. Logo, C(A) é
um T -subespaço de F 〈X〉. Como Z(A) é uma subálgebra de A, segue imediatamente
da definição de polinômio central que C(A) é uma subálgebra de F 〈X〉. Portanto,
C(A) é uma T -subálgebra de F 〈X〉.
O T -subespaço gerado por um subconjunto S ′ de F 〈X〉, S ′ ⊆ F 〈X〉, denotado
por 〈S〉ST , é o menor subespaço de F 〈X〉 que contém S ′. Isto é, dizemos que um
T -subespaço V é gerado por S ′, se cada elemento de V é uma combinação linear, com
coeficientes em F , de elementos da forma ϕ(s′), onde s′ ∈ S ′ e ϕ é um endomorfismos
de F 〈X〉. Quando V é gerado por um conjunto finito S ′, ou seja, V = 〈S ′〉ST , onde
|S ′| <∞, então dizemos que V é T -subespaço finitamente gerado. Caso contrário,
se um T -subespaço V não pode ser gerado por um conjunto finito então dizemos que
V é um T -subespaço não finitamente gerado.
1.4 Algumas generalizações do Teorema da Base de
Hilbert
Considere as seguintes propriedades de uma relação binária  em um conjunto
X:
i) Para cada x ∈ X, tem-se x  x. (reflexividade)
ii) Se x, y, z ∈ X e x  y, y  z, então x  z. (transitividade)
iii) Se x, y ∈ X e x  y, y  x, então x = y. (antissimetria)
iv) Se x, y ∈ X, então ou x  y ou y  x. (tricotomia)
Se  satisfaz as propriedades i) e ii), então dizemos que a relação binária  é uma
quase ordem e que o conjunto (X ) é quase ordenado. Se  satisfaz i), ii) e iii),
então dizemos que  é uma ordem parcial e que o conjunto (X ) é parcialmente
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ordenado. E, se  satisfaz i), ii), iii) e iv), então dizemos que  é uma ordem linear
ou boa ordem. Neste caso dizemos que e o conjunto (X ) é linearmente ordenado
Como é mostrado em [44, Teorema 2.1], as seguintes condições, para um conjunto
quase ordenado (X,), são equivalentes.
I) Toda sequência infinita x1, x2, . . . de elementos de X contém uma subsequência
infinita xi1 , xi2 , . . . (i1 < i2 < · · · ) tal que
xi1  xi2  · · ·
II) Se S é um subconjunto qualquer não vazio de X, então existe um subconjunto
finito S0 de S tal que, para cada s ∈ S, existe um elemento s0 ∈ S0 tal que
s0  s.
Suponhamos que o conjunto (X,) satisfaz a condição I) ou II). Neste caso,
• se o conjunto (X,) é quase ordenado, então dizemos que (X,) é um conjunto
quase bem ordenado;
• se o conjunto (X,) é parcialmente ordenado, então dizemos que (X,) é um
conjunto parcialmente bem ordenado;
• se o conjunto (X,) é um conjunto linearmente ordenado, então dizemos que
(X,) é um conjunto bem ordenado.
Seja J o conjunto de todas as sequências finitas de inteiros não negativos. Neste
conjunto, vamos definir duas ordens ≤ e  da seguinte maneira:
(i1, . . . , im) < (j1, . . . , jn)
se m < n ou m = n e existe r tal que ir < jr, mas is = js, para todo s > r. E,
(i1, . . . , im)  (j1, . . . , jn)
se m ≤ n e existe uma aplicação pi : {1, . . . ,m} −→ {1, . . . , n} preservando ordem, (ou
seja, pi(a) < pi(b) sempre que a < b) tal que ir ≤ jpi(r), para cada r = 1, . . . , n.
É fácil ver que o conjunto (J,≤) é bem ordenado e que o conjunto (J,) é
parcialmente ordenado. Observamos que para quaisquer dois elementos s1, s2 ∈ J ,
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se s1  s2 então s1 ≤ s2, ou seja, a aplicação identidade, do conjunto parcialmente
ordenado (J,) no conjunto ordenado (J,≤), preserva ordem. Além disso, pelo [44,
Teorema 4.3] (J,) é parcialmente bem ordenado.
Sejam F um corpo e A = F [zi | i ∈ N] a F -álgebra dos polinômios comutativos nas
variáveis zi, com i ∈ N. Seja pi : N −→ N uma aplicação F -linear tal que pi(i) < pi(j),
sempre que i < j, ou seja, pi é uma aplicação F -linear que preserva ordem de N nele
mesmo. Denotamos por Π o conjunto de todas as aplicações pi de N em N que preservam
ordem.
Agora seja pi ∈ Π uma aplicação que preserva ordem. Definimos um endomorfismo
(que será denotada novamente por pi) pi : A −→ A tal que pi(zi) = zpi(i), para todo i ∈ N.
Denotamos por ΠA o conjunto de todos os endomorfismos pi : A −→ A acima descritos.
Dizemos que um ideal I de A é fechado por todos os endomorfismos pi ∈ ΠA se
para cada polinômio f(z1, . . . , zn) ∈ I e para cada aplicação pi ∈ ΠA, temos
f
(
zpi(1), . . . , zpi(n)
) ∈ I.
Seja m = λzi11 · · · zinn um monômio de A, com λ 6= 0. Definimos o peso de m




= (i1, . . . , in). O termo
principal de um polinômio f de A, denotado por t.p.(f), é o seu monômio de maior
peso em (J,≤). E, definimos o peso do polinômio f como o peso de seu termo
principal.
O seguinte resultado foi demonstrado por Cohen [13, Proposição 2] e redescoberto
independentemente por Hillar-Sullivan [45, Teorema 1.1].
Teorema 1.4.1 (Cohen, Hillar-Sullivan) Sejam F um corpo e A = F [zi | i ∈ N]
a F -álgebra dos polinômios comutativos. Então todo ideal I de A fechado por todos
os endomorfismos pi ∈ ΠA é finitamente gerado (como um ideal fechado por todos os
endomorfismos pi ∈ ΠA).




zi11 · · · zinn | (i1, . . . , in) ∈ J
}
.
Sejam zi11 · · · zimm e zj11 · · · zjnn dois monômios quaisquer em M. Definimos uma ordem
(1) emM, fazendo zi11 · · · zimm (1) zj11 · · · zjnn se, e somente se, (i1, . . . , im)  (j1, . . . , jn)
em (J,).
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Usando o fato que o conjunto (J,) é parcialmente bem ordenado, é fácil mostrar
que o conjunto (M,(1)) também é parcialmente bem ordenado.
Seja I um ideal de A fechado por todos os endomorfismos pi ∈ ΠA e seja MI
o conjunto de todos os termos principais de I. Claramente MI ⊂ M e desde que
(M,(1)) é parcialmente bem ordenado, existe um subconjunto finito S0 =
{
h1, . . . , hs
}




f1, . . . , fs
}
o conjunto de todos os polinômios fl de I cujo termo
principal é hl, para cada l = 1, . . . s. Vamos mostrar que S gera I como um ideal
fechado por todos os endomorfismos pi ∈ ΠA. De fato, suponhamos que S não gera
I e seja I0 o ideal gerado por S (como um ideal fechado por todos os endomorfismos
pi ∈ ΠA). Suponhamos que existe um polinômio f ∈ I tal que f /∈ I0 e com a seguinte
propriedade: f é o polinômio com o menor termo principal entre os polinômios de I
que não pertencem a I0. Seja h = zk11 · · · zknn o termo principal de f . Como h ∈ MI
existe um hj = zl11 · · · zlmm em S0, com m ≤ n tal que hj (1) h. Assim, pela definição
de (1), existe uma aplicação pi : {1, . . . ,m} −→ {1, . . . , n} que preserva ordem tal que
lr ≤ kpi(r), para cada r. (1.1)
A aplicação pi pode ser estendida para uma aplicação F -linear em ΠA. Denotamos
novamente por pi a extensão resultante. O polinômio gj = fj(zpi(1), zpi(2), . . .) pertence
a I0, pois I0 é fechado por todos os endomorfismos pi ∈ Π e seu termo principal é igual
a zl1pi(1) · · · zlmpi(m). Da desigualdade (1.1), podemos escolher um monômio g nas variáveis
z1, . . . , zn tais que o termo principal de gjg é igual a zk11 · · · zknn . Segue então, que o
termo principal do polinômio (f − gjg) é menor que zk11 · · · zknn em (M,(1)). Logo,
(f − gjg) pertence a I0 e como gjg pertence a I0, o polinômio f também pertence a I0,
o que contradiz escolha do polinômio f . 
Precisamos do Teorema 1.4.1 no caso quando F é um corpo, porém o resultado
análogo é válido no caso quando F é um anel Noetheriano associativo comutativo
unitário. O seguinte teorema pode ser encontrado em [13, Proposição 2].
Teorema 1.4.2 (Cohen) Se F é um anel Noetheriano associativo comutativo unitá-
rio, então cada ideal de A = F [zi | i ∈ N] fechado por todos os endomorfismos pi ∈ ΠA
é finitamente gerado (como um ideal fechado por todos os endomorfismos pi ∈ ΠA).
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Demonstração: Seja I um ideal de A fechado por todos os endomorfismos pi ∈ ΠA.
Suponhamos que I não seja finitamente gerado (como um ideal de A fechado por todos
os endomorfismos pi ∈ ΠA).
Sejam f1, f2, . . . uma sequência de polinômios de I e Il o ideal gerado, como um
ideal de A fechado por todos os endomorfismos pi ∈ ΠA, pelos elementos f1, . . . , fl. Pela
nossa suposição, I 6= Il, para todo l ∈ N. Assim, deve existir um inteiro positivo m tal
que fm+1 não pertence ao ideal Im.
Seja Jl o ideal de F gerado, como ideal bilateral, pelos elementos a1, . . . , al, onde
ai é o coeficiente líder do polinômio fi, para cada i = 1, . . . , l. Como F é Noetheri-
ano, então existe m tal que Jm = Jn, para cada n > m. Assim, podemos escrever
am+1 = a1b1 + . . .+ ambm, onde bi ∈ F , com i = 1, . . . ,m.
Seja hm+1 o termo principal de fm+1. Desde que I é fechado por todos os endo-
morfismos pi ∈ ΠA, existem endomorfismos pis ∈ ΠA e monômios gs ∈ A (s = 1 . . . ,m),
tais que a soma
∑m






é menor que hm+1, isto é, o polinômio fm+1 −
∑m
s=1 bspis(fs)gs pertence a Im. Cada
polinômio bspis(fs)gs pertence a Im (s = 1 . . . ,m), pois o ideal Im é fechado por todos
os endomorfismos pi ∈ ΠA. Logo, fm+1 ∈ Im. O que contradiz a nossa escolha de fm+1.

Voltamos ao caso quando F é um corpo qualquer. Seja A = F [zi | i ∈ N] a
F -álgebra dos polinômios comutativos nas variáveis zi (i ∈ N). Para um inteiro positivo
fixo m consideremos A′ = F [zmi | i ∈ N] a F -subálgebra de A. Lembramos que os
elementos do semigrupoM são da forma zk11 · · · zkrr , onde (k1, . . . , kr) ∈ J . Claramente
podemos escrever kl = mil+ jl, onde jl = 0, 1, . . . ,m−1 (l = 1, . . . , r). Asim, podemos
reescrever os elementos deM da seguinte maneira
(zm1 )
i1 · · · (zmr )ir zj11 . . . zjrr .
Substituindo (zml )
il por yill , para cada l = 1, . . . , r, podemos reescreverM por
M∗ =
{
yi11 · · · yirr zj11 · · · zjrr | jl = 0, . . . ,m− 1, e l = 1, . . . , r
}
.
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Para cada par de inteiros (i, j), com i < j, seja ψij : A −→ A um endomorfismo
tal que
ψij(zr) =
 zizj, se r = jzr, se r 6= j.
Denotamos por ΨA o conjunto de todos os endomorfismos ψij de A.
Seja ΩA o conjunto de todos os endomorfismos ω : A −→ A tal que
ω = ψirjr ◦ . . . ◦ ψi2j2 ◦ ψi1j1 ◦ pi, onde pi ∈ ΠA, ψi1j1 , ψi2j2 , . . . , ψirjr ∈ ΨA, i1, i2, . . . , ir /∈
pi(N) e ia 6= ib sempre que a 6= b.
Lema 1.4.3 O conjunto ΩA é um semigrupo.
Demonstração: É suficiente mostrar que o conjunto ΩA é fechado para a operação




















































































. Daí, como i(1)1 , . . . , i
(1)
r1 /∈ pi(1)(N), segue que
i
(1)
1 , . . . , i
(1)
r1 /∈ pi(1) ◦ pi(2)(N). E, como i(2)1 , . . . , i(2)r1 /∈ pi(2)(N), temos que i(2)1 , . . . , i(2)r1 ∈(
N\pi(2)(N)
)





























/∈ pi(1) ◦ pi(2)(N). Logo, ω(1) ◦ ω(2) ∈ ΩA.
Portanto, ΩA é um semigrupo. 
Sejam yl11 · · · ylss tk11 · · · tkss e yl
′
1





1 · · · tk
′
s
s dois monômios emM∗. Vamos de-
finir duas ordens 2 e 3 emM∗ da seguinte maneira:
yl11 · · · ylss tk11 · · · tkss 2 yl
′
1









se, e somente se li ≤ l′i e ki = k′i (i = 1, . . . , s). E,
yl11 · · · ylss tk11 · · · tkss 3 yl
′
1









se, e somente se, existe um endomorfismo ω ∈ ΩA tal que
ω
(
yl11 · · · ylss tk11 · · · tkss
) 1 yl′11 · · · yl′ss tk′11 · · · tk′ss .
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Para quaisquer polinômios f1, f2 ∈ A, dizemos que f1 3 f2 se, e somente se,
t.p(f1) 3 t.p.(f2).
O seguinte lema é um corolário imediato de [56, Corollary 2.12] ou de [58, Lemma
3.2].
Lema 1.4.4 Sejam f um polinômio em A e h o seu termo principal. Suponhamos
que existe h′ em M∗ tal que h 3 h′. Então existem um endomorfismo ω ∈ ΩA e um
monômio g em A′ tais que
ω(h)g = h′.
O seguinte lema é uma consequência imediata de [56, Lemma 2.13] ou de [58,
Lema 3.3].
Lema 1.4.5 O conjunto (M∗,3) é parcialmente bem ordenado.
Usaremos o Lema 1.4.5 para provar o seguinte teorema. A nossa demonstração é
uma aplicação do método usado por Cohen [13].
Teorema 1.4.6 A álgebra A é Noetheriano como um A′-módulo fechado por todos
os endomorfismos ω ∈ ΩA, ou seja, todo A′-submódulo de A fechado por todos os
endomorfismos ω ∈ ΩA é finitamente gerado (como um A′-submódulo fechado por todos
os endomorfismos de ΩA).
Demonstração: Seja N um A′-submódulo de A fechado por todos os endomorfismos
ω ∈ ΩA e seja M∗N o conjunto de todos os termos principais dos elementos de N .
Pelo Lema 1.4.5, o conjunto (M∗,3) é parcialmente bem ordenado, então existe um
subconjunto finito S0 =
{
h1, . . . , hk
}
deM∗N , tal que para cada h ∈M∗N existe um hl
em S0 tal que hl 3 h, para algum l = 1, . . . , k.
Seja S o conjunto dos polinômios de N cujo os termos principais formam o con-
junto S0, ou seja,
S =
{
fl ∈ N | t.p.(fl) = hl, l = 1, . . . , k
}
Vamos mostrar que o conjunto S gera N (como um A′-módulo fechado por todos
os endomorfismos ω ∈ ΩA). Suponhamos que S não gera N como um A′-módulo e seja
N0 o A′-módulo gerado por S (como um A′-módulo fechado por todos os endomorfismos
ω ∈ ΩA). Consideremos f um polinômio em N que não pertence a N0 e que f seja o
menor (com relação a ordem 2) entre os elementos de N que não pertencem a N0.
Cleber Pereira Fevereiro de 2019 PPGMat – UnB
1.5. As álgebras universais associativas fortemente Lie nilpotentes 26
Seja h o termo principal de f . Como h ∈M∗N existe um hl ∈ S0 (l = 1, . . . , k) tal que
hl 3 h. Pelo Lema 1.4.4, existem um endomorfismo ω ∈ ΩA e um monômio g em A′
tais que
ω(hl)g = h.
Segue então que o termo principal do polinômio f − ω(fl)g é menor (com relação a
ordem 2) que o termo principal de f , ou seja, f − ω(fl)g pertence a N0. Como N0
é um A′-módulo fechado por todos os endomorfismos ω ∈ ΩA, segue que ω(fl)g ∈ N0.
Assim, o polinômio f também pertence aN0, o que contradiz a escolha do polinômio
f .
Portanto, N é gerado por S, como A′-submódulo de A fechado por todos os
endomorfismos ω ∈ ΩA, e isto conclui a prova. 
1.5 As álgebras universais associativas fortemente Lie
nilpotentes
Sejam K um anel associativo comutativo unitário e A = K 〈X〉 a K-álgebra
associativa unitária livre, livremente gerada pelo conjunto X =
{
xi | i ∈ N}. Seja U
o ideal bilateral de A gerado, como um ideal bilateral, pelo subconjunto não vazio S
de A e seja W o ideal bilateral de A gerado, como um ideal bilateral, pelo conjunto{
[u, a] | u ∈ U, a ∈ A}.
É fácil verificar o seguinte lema.
Lema 1.5.1 Para todo u ∈ U e para todos a1, a2 ∈ A, temos
u[a1, a2] ∈ W.
Demonstração: Sejam u ∈ U e a1, a2 ∈ A. Temos a seguinte relação
[ua1, a2] = u[a1, a2] + [u, a2]a1.
Por definição de W , os comutadores [ua1, a2] e [u, a2] pertencem a W , de onde segue
que u[a1, a2] ∈ W . 
Consideremos os polinômios
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da álgebra A, onde xi ∈ X. Seja V o ideal bilateral de A gerado, como um ideal









onde s ∈ S e xi ∈ X.









onde s ∈ S e os ai são monômios em A.
Temos o seguinte lema.
Lema 1.5.2 W = I.
Demonstração: Por definição do ideal bilateral W , o polinômio [s, a1] pertence a W ,
para cada s ∈ S e para cada a1 ∈ A. Pelo Lema 1.5.1, o polinômio s[a1, a2] pertence a
W , para cada s ∈ S e para todos os a1, a2 ∈ A. Logo, I ⊆ W .
Para mostrar a outra inclusão basta verificar que [a1sa2, a3] ∈ I, para cada s ∈ S
e para todos a1, a2, a3 ∈ A. Temos as seguintes igualdades
[a1sa2, a3] = a1[sa2, a3] + [a1, a3]sa3









pertencem a I, ou seja, [a1sa2, a3] ∈ I. Logo, W ⊆ I.
Portanto, W = I. 
O seguinte lema pode ser encontrado (sem demonstração) na Observação 3 do
artigo de Dias e Krasilnikov [22].
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Lema 1.5.3 W = V .
Demonstração: Pelo Lema 1.5.2, é suficiente demostrar que I = V . Observamos que
a inclusão V ⊆ I é imediata, pois os polinômios [s, xi1] e s[xi1 , xi2] pertencem a I, para
cada s ∈ S e para todos os xi1 , xi2 ∈ X. Para demostrar a outra inclusão é suficiente








pertencem a V , para cada s ∈ S e para
todos os monômios a1, a2 ∈ A.
Pela bilinearidade do comutador [, ] podemos considerar a1 = xi1 · · ·xil (xi ∈ X)
um monômio em A. Assim, temos
[s, a1] =
[









xiq+1 · · ·xil .
Como [s, xiq ] ∈ V , para todo xiq ∈ X (q = 1, . . . , l), temos que
[
s, a1
] ∈ V . Novamente
podemos considerar a1 = xj1 · · ·xjm e a2 = xk1 · · ·xkn monômios em A. Daí, temos
s[a1, a2] = s
[





































] ∈ V , para cada s ∈ S e para todos os xjp , xkq ∈ X, com p = 1, . . . ,m
e q = 1, . . . , n, temos s[ai1 , ai2 ] ∈ V . Logo, I ⊆ V .
Portanto, V = I e, consequentemente, W = V . 
O Lema 1.5.3 afirma que, se S é um subconjunto de A, U é o ideal bilateral de
A gerado (como um ideal bilateral) por S e W é o ideal bilateral de A gerado (como
um ideal bilateral) por todos os elementos da forma [u, a], onde u ∈ U e a ∈ A, então
W coincide com o ideal bilateral de A gerado (como um ideal bilateral) por todos os
polinômios
[s, xi1 ] e s[xi1 , xi2 ],
onde s ∈ S e xi ∈ X.
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Consideremos a série central inferior de ideais bilaterais em A
A = R(0) ⊇ R(1) ⊇ R(2) ⊇ · · · ⊇ R(m) ⊇ · · ·




A (m ≥ 1).
Dizemos que a álgebra A é fortemente Lie nilpotente de classe no máximo c, se
R(c+1) = {0}. Por conveniência de notação, quando o conjunto X = Xk =
{
x1, . . . , xk
}
escrevemos Ak e R
(m)
k para representar a K-álgebra K 〈Xk〉 e o ideal bilateral R(m)(Ak),
para cada m ≥ 0.
Pelo Lema 1.5.3, o ideal bilateral R(m) é gerado, como um ideal bilateral, por








onde r ∈ R(m−1) e xi ∈ X.
Definição 1.5.4 Seja r um comutador em A. Se r =
[
xi1 , . . . , xic
]
então definimos o
peso do r como wt(r) = c − 1. Se r = r1 · · · rl é um produto de comutadores, onde
rj =
[
xj1, . . . , xjcj
]
(j = 1, . . . , l), então definimos o peso de r como a soma dos pesos





A seguinte proposição pode ser encontrada no artigo de Drazin e Gruenberg [25].
Proposição 1.5.5 (veja [25, Theorem 1]) Para cada m ≥ 1, o ideal bilateral
R(m) de A é gerado, como um ideal bilateral, por todos os produtos de comutadores
de peso m nas variáveis xi ∈ X.
Demonstração: Seja V (m) o ideal bilateral de A gerado, como um ideal bilateral, por
todos os produtos de comutadores de peso m. Vamos mostrar que V (m) = R(m), para
cada m ≥ 1. A demonstração será feita por indução em m.
Para m = 1, claramente V (1) = R(1), pois ambos são gerados pelos comutadores[
xi1 , xi2
]
(xi ∈ X). Suponhamos que V (k) = R(k), para todo k ≤ m e vamos mostrar
que V (m+1) = R(m+1). Seja v = v1 · · · vl um gerador do ideal V (m+1). Usaremos indução
no peso do comutador vl para mostrar que v ∈ R(m+1).





Claramente o comutador v1 . . . vl−1 tem peso m e, por hipótese de indução, v1 . . . vl−1 ∈
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Suponhamos agora que v ∈ R(m+1) sempre que wt(vl) < k. E, consideremos que o
peso de vl seja igual a k, isto é, wt(vl) = k. Seja vl = [v′l, xi1 ] (xi1 ∈ X) tal que
wt(v′l) = k − 1. O polinômio v′ = v1 . . . vl−1v′l tem peso m e, por hipótese de indução,





v1 · · · vl−1v′l, xi1
]



















vq+1 · · · vl−1v′l.
É fácil ver que o produto v1 · · · vq−1[vq, xi1 ]vq+1 · · · vl−1v′l (q = 1, . . . , l − 1) tem peso
m+ 1 e que wt(v′l) = k − 1. Então, pela hipótese de indução,




vq+1 · · · vl−1v′l ∈ R(m+1),
para cada q = 1, . . . , l − 1, o que implica que v ∈ R(m+1). Logo, V (m+1) ⊆ R(m+1).
Portanto, V (m+1) ⊆ R(m+1).









(s ∈ R(m) e xi ∈ X). Por hipótese de indução, temos que R(m) = V (m),
















sq+1 · · · sl




sq+1 · · · sl (q = 1, . . . , l) tem peso m + 1.
Logo, r ∈ V (m+1). Se r = s[xi1 , xi2] então claramente r tem peso m + 1 e então
r ∈ V (m+1). Logo, R(m+1) ⊆ V (m+1).
Portanto, R(m) = V (m), para cada m ≥ 1. 
Pela Proposição 1.5.5, o ideal bilateral R(c) é gerado, como um ideal bilateral,
por todos os produtos de comutadores de peso c nas variáveis xi ∈ X. Dizemos que
o quociente A/R(c) é uma álgebra universal associativa (ou relativamente livre)
fortemente Lie nilpotente de classe c gerada livremente por xi +R(c) (xi ∈ X).
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Observamos que se G for uma álgebra fortemente Lie nilpotente de classe
≤ c, então qualquer aplicação φ : X −→ G pode ser estendida ao homomorfismo





= φ(xi), para cada xi ∈ X. De fato, existe





= 0, logo, existe o homomorfismo ϕ : A/R(c) −→ G tal que, para cada
polinômio f ∈ A, ϕ(f +R(c)) = ϕ′(f).
Notamos que cada elemento do ideal bilateral R(m) em A pode ser escrito como
uma combinação linear de elementos da forma g1c1 · · · clg2, onde g1, g2 são monômios
em A e c1, . . . , cl são comutadores nas variáveis xi. Observamos que cada produto
c1 · · · cl é um polinômio multihomogêneo de R(m) de multigrau (m1, . . . ,mk) nas variá-








onde R(m)(m1,...,mk) é uma componente multihomogênea de R
(m) de multigrau (m1, . . . ,mk)
nas variáveis x1, . . . , xk respectivamente. Sendo R
(m)
(m1,...,mk)
= R(m) ∩ A(m1,...,mk) temos








O seguinte lema é bem conhecido.





Demonstração: A inclusão R(m)k ⊆ R(m) ∩ Ak é clara, pois temos R(m)k ⊆ R(m) e
R
(m)
k ⊆ Ak. Agora seja h um elemento qualquer na interseção R(m) ∩ Ak. Assim,
h ∈ R(m) e h ∈ Ak. Do fato que h ∈ Ak, podemos decompor h em um soma de
polinômios multihomogêneos, ou seja, h = h1+. . .+hs, onde para cada i = 1, . . . , s, hi ∈
A(m1,...,mk), ou seja, os hi são polinômios multihomogêneos de multigrau (m1, . . . ,mk)
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onde, para cada i e para cada j, δ(j)i ∈ K, g(j)i1 , g(j)i2 são monômios em Ak e c(j)i1 · · · c(j)ili
são comutadores nas variáveis x1, . . . , xk, isto é, hi ∈ R(m)k . Logo, h ∈ R(m)k , ou seja,
R(m) ∩ Ak ⊆ R(m)k .
Portanto, R(m)k = R
(m) ∩ Ak. 
1.6 As álgebras universais associativas Lie nilpotentes
Sejam K um anel associativo comutativo unitário e A = K 〈X〉 a K-álgebra
associativa unitária livre, livremente gerada pelo conjunto X. Lembramos que a série
de K-submódulos em A
A = L(1) ⊇ L(2) ⊇ L(3) ⊇ · · · ,




(n ≥ 2). O
K-submódulo L(n) é gerado por todos os comutadores [a1, . . . , an], onde ai ∈ A, para




n≥1 é a série de ideais bilaterais em
A tais que T (n) = T (n)(A) = AL(n)A é gerado por L(n) (n ≥ 1). Por conveniência
de notação, quando X = Xk =
{
x1, . . . , xk
}
escrevemos L(n)k e T
(n)
k para representar
L(n)(Ak) e T (n)(Ak), respectivamente.
A álgebra associativa A é dita Lie nilpotente de classe c se a álgebra associada
de Lie A(−) é nilpotente de classe c, ou seja, se L(c) 6= {0} e L(c+1) = {0}. A última
condição é equivalente a condição [a1, . . . , an] = 0, para todos a1, . . . , an ∈ A.
Cada elemento doK-submódulo L(n) em A pode ser escrito como uma combinação
linear de comutadores [a1, . . . , al] (l ≥ n), onde os ai são monômios em A. Notemos
que os comutadores [a1, . . . , al] são multihomogêneos de multigrau (m1, . . . ,mk) nas








Sendo L(n)(m1,...,mk) = L
(n) ∩ A(m1,...,mk) uma componente multihomogênea de L(n) de
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T (n) ∩ A(m1,m2,...)
)
.
O seguinte lema é bem conhecido.





Demonstração: A inclusão T (n)k ⊆ T (n) ∩ Ak é clara, pois temos T (n)k ⊆ T (n) e
T
(n)
k ⊆ Ak. Agora seja h um elemento qualquer em T (n) ∩ Ak. Assim, h ∈ T (n) e
h ∈ Ak. Do fato que h ∈ Ak podemos decompor h em um soma de polinômios mul-
tihomogêneos, ou seja, h = h1 + . . .+ hs, onde, para cada i = 1, . . . , s, hi ∈ A(m1,...,mk),
ou seja, os hi são polinômios multihomogêneos de multigrau (m1, . . . ,mk) nas variáveis



















onde, para cada j, δ(j)i ∈ K e g(j)i′i (i′ = 0, 1, . . . , n+1) são monômios em Ak, ou seja, os
monômios g(j)i′ são monômios nas variáveis x1, . . . , xk, isto é, hi ∈ T (n)k . Logo, h ∈ T (n)k ,
ou seja, T (n) ∩ Ak ⊆ T (n)k .
Portanto, T (n)k = T
(n) ∩ Ak. 
Observamos que a série
A = L(1) ⊇ L(2) ⊇ L(3) ⊇ · · ·
é uma série de K-submódulos da álgebra de Lie A(−) associada a A tal que, para
cada n ≥ 2,





é o centro da álgebra de Lie A/L(n). Mais ainda, L(n) é o menor ideal
da álgebra de Lie A(−) com a propriedade (1.4.5), pois se G ⊆ L(n) é um ideal de A(−)
tal que




] ⊆ G, ou seja, L(n) ⊆ G.
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Analogamente, a série
A = R(0) ⊇ R(1) ⊇ R(2) ⊇ · · ·
é uma série de ideais bilaterais de A com as propriedades semelhantes: para cada
m ≥ 1,
R(m−1)/R(m) ⊆ Z (A/R(m)) , (1.8)
e R(m) é o menor ideal bilateral de A com a propriedade (1.28), ou seja, se H ⊆ R(m−1)
é um ideal bilateral de A tal que




] ⊆ H, logo R(m) = A[R(m−1), A]A ⊆ H.
1.6.1 Os geradores de T (n), para n = 1, 2, 3, 4, 5
Nesta seção vamos expor alguns resultados que explicitam os geradores do ideal
T (n) para n = 1, 2, 3, 4, 5.
Para n = 1, temos que T (1) = A e assim, o ideal T (1) é gerado, como um ideal
bilateral, pelo conjunto X.
Para n = 2, o ideal bilateral T (2) é gerado, por definição, por todos os comutadores
[ai1 , ai2 ] (ai ∈ A). É fácil ver que os comutadores [xi1 , xi2 ] (xi ∈ X), formam um
conjunto gerador do ideal T (2), como ideal bilateral de A.
Para n = 3, um conjunto de geradores para o ideal bilateral T (3) é bem conhecido,
veja por exemplo [61, Lemma 1], [41, Lemma 1] ou [10, Proposition 3.1].
Proposição 1.6.2 Seja K um anel associativo comutativo unitário e seja A = K 〈X〉
a K-álgebra associativa livre, livremente gerada por X =
{
xi | i ∈ N
}
. Então o ideal
bilateral T (3) é gerado, como um ideal bilateral em A, pelos polinômios[














onde xij ∈ X (j = 1, 2, 3, 4).
Para n = 4, em 2013, Deryabina e Krasilnikov [19, Theorem 1.3] exibiram o se-
guinte conjunto gerador para o ideal bilateral T (4), considerando K um anel associativo
comutativo unitário.
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Proposição 1.6.3 (veja [19, Theorem 1.3]) Seja K um anel associativo comuta-
tivo unitário e seja A = K 〈X〉 a K-álgebra associativa livre, livremente gerada por
X =
{
xi | i ∈ N
}
. Então o ideal bilateral T (4) é gerado, como um ideal bilateral em A,
pelos polinômios [
xi1 , xi2 , xi3 , xi4
]
, (1.11)[
xi1 , xi2 , xi3
][






































onde xij ∈ X (j = 1, . . . , 6).
Por fim, para n = 5, em 2017, Costa e Krasilnikov [16, Theorem 1.1] exibiram
o seguinte conjunto de geradores para o ideal bilateral T (5), considerando K um anel
associativo comutativo unitário.
Proposição 1.6.4 (veja [16, Theorem 1.1]) Seja K um anel associativo comuta-
tivo unitário e seja A = K 〈X〉 a K-álgebra associativa livre, livremente gerada por
X =
{
xi | i ∈ N
}
. Então o ideal bilateral T (5) é gerado, como um ideal bilateral em A,
pelos polinômios [











xi3 , xi4 , xi5 , xi1
]
, (1.17)[
xi1 , xi2 , xi3
][
xi4 , xi5 , xi6
]
, (1.18)[
xi1 , xi2 , xi3
][



















































































onde xij ∈ X (j = 1, . . . , 8).
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1.6.2 Resultados auxiliares
O seguinte lema pode ser visto em [7, Theorem 1.6].
Lema 1.6.5 (veja [7, Theorem 1.6]) Para todo xi ∈ X (i ∈ N), temos[




pil significa um arranjo com l comutadores na palavra associativa x1 · · · xn.
Demonstração: É suficiente mostrar que
[








= −[[xn−1, xn], z] = −[xn−1, xn, z],




= [z, xn, xn−1]− [z, xn−1, xn].
Fazendo z = [x1, . . . , xn−2], obtemos a equação[
[x1, . . . , xn−2], [xn−1, xn]
]
= [x1, . . . , xn−2, xn, xn−1]− [x1, . . . , xn−2, xn−1, xn]. (1.24)
Para algum s = 1, . . . , n− 1, considere o comutador [[x1, . . . , xs], [xs+1, . . . , xn−1, xn]].
Desde que
[




[x1, . . . , xs],
[
[xs+1, . . . , xn−1], xn
]]
,
podemos aplicar a equação (1.24) e, assim obtemos a seguinte igualdade
[




[x1, . . . , xs], [xs+1, . . . , xn−1], xn
]−
− [[x1, . . . , xs, xn], [xs+1, . . . , xn−1]].
Aplicamos novamente a equação (1.24) em
[
[x1, . . . , xs], [xs+1, . . . , xn−1]
]
e em[
[x1, . . . , xs, xn], [xs+1, . . . , xn−1]
]
. Daí obtemos que
[
[x1, . . . , xs], [xs+1, . . . , xn−1, xn]
]
é
uma combinação linear de comutadores de comprimento n, ou seja,
[
[x1, . . . , xs], [xs+1, . . . , xn−1, xn]
] ∈ L(n).
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Admitimos que para cada arranjo de comutadores de comprimento r < l o comutador[
[x1, . . . , xs]pir
]
é uma combinação linear de comutadores de comprimento s. Tomemos
o arranjo de comutadores de comprimento l na palavra associativa x1 · · ·xn. Reescre-
vemos como um comutador de dois arranjos r1 ·r2 tal que
[
[x1, . . . , xs]pir1
]
é um arranjo
de comutadores na palavra associativa x1 · · ·xs e
[[




é um arranjo na
palavra associativa xs+1 · · · xn, ou seja,[















Pela hipótese de indução, aplicada aos arranjos de comutadores pir1 e pir2 , respectiva-
mente, temos
[x1, . . . , xs]pir1 =
∑
αi1,...,is [x1, . . . , xs], ij = 1, . . . , s,
[x1, . . . , xs]pir2 =
∑
αis+1,...,in [xs+1, . . . , xn], ij = s+ 1, . . . , n.
Pela linearidade do comutador, e pelo primeiro passo de indução, temos que
[x1, . . . , xs] ∈ L(s) e [xs+1, . . . , xn] ∈ L(n−s), assim para cada produto de comutador[
[xi1 , . . . , xis ], [xis+1 , . . . , xin ]
] ∈ L(n).
Portanto,
[x1, . . . , xn]pil ∈ L(n).
Como L(n) ⊂ T (n), segue o resultado.

Para demonstrar alguns resultados, vamos usar algumas relações que apresenta-
remos a seguir.
Sejam a, b, u, v, w ∈ A, temos
[ab, u, v] = [u, a][v, b] + [v, a][u, b] + [a, u, v]b+ a[b, u, v]
[v, a][u, b] =
[
[v, a], [u, b]
]
+ [u, b][v, a]
Logo,
[u, a][v, b] + [v, a][u, b] = −[u, ab, v] + [[u, b], [v, a]]+ [u, a, v]b+ a[u, b, v] (1.25)
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Além disso, temos
[ab, u, v, w] =
[












[a, u, v]b, w
]
= [a, u][b, v, w] + [a, u, w][b, v] + [a, v][b, u, w] + [a, v, w][b, u] +
+ a[b, u, v, w] + [a, w][b, u, v] + [a, u, v][b, w] + [a, u, v, w]b
= −([u, a][b, v, w] + [u, b][a, v, w])− ([u, a, w][b, v] + [u, a, v][b, w])−
+
(













[u, b, v], [a, w]
]
+ a[b, u, v, w] + [a, u, v, w]b,
e, assim,
[u, a][b, v, w] + [u, b][a, v, w] = [u, ab, v, w]− ([u, a, w][b, v] + [u, a, v][b, w])−
−([u, b, w][a, v] + [u, b, v][a, w])+ [[u, b], [a, v, w]]+
+
[




[u, b, v], [a, w]
]− a[u, b, v, w]+
+ [u, a, v, w]b (1.26)
Por definição, T (1) = A e T (n) = AL(n)A (n ≥ 2) é o ideal bilateral de A gerado,
como um ideal bilateral, por todos os comutadores [a1, . . . , an], onde ai ∈ A, para cada
i. Como o comutador [a1, . . . , an] é linear em cada entrada podemos considerar que os
ai são monômios em A (i = 1, . . . , n). Assim, os elementos de T (n) são combinações
lineares de elementos da forma b[a1, . . . , an]c onde b, c ∈ A e os ai são monômios de
A (i = 1, . . . , n). Desde que
b[a1, . . . , an]c = bc[a1, . . . , an] + b
[
[a1, a2], a3 . . . , an, c
]
,
então T (n) é gerado, como um K-módulo (à esquerda), por todos os elementos da forma
b[a1, . . . , an], onde b ∈ A e os ai são monômios em A (i = 1, . . . , n).
O seguinte lema foi demonstrado por Latyshev [62, Lemma 2].
Lema 1.6.6 Para cada vn−2 = [b1, . . . , bn−2] ∈ L(n−2) (bi ∈ A, n ≥ 3) e para todos










] ∈ T (n).
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Demonstração: Sejam vn−2 = [b1, . . . , bn−2] ∈ L(n−2) (bi ∈ A, n ≥ 3) e a1, a2, a3 ∈ A.
Fazendo a = a1, b = a3, u = vn−2 e v = a2 na equação (1.25), temos
[vn−2, a1][a2, a3] + [a2, a1][vn−2, a3] =
= −[vn−2, a1a2, a3] +
[
[vn−2, a3], [a2, a1]
]
+ [vn−2, a1, a2]a3 + a1[vn−2, a3, a2].
Daí,
[vn−2, a1][a2, a3] + [vn−2, a3][a2, a1] = −[vn−2, a1a2, a3] + [vn−2, a1, a2]a3 + a1[vn−2, a3, a2].











] ∈ T (n).

Uma consequência do Lema 1.6.6 é o seguinte lema (veja [62]).
Lema 1.6.7 Para cada vn−2 = [b1, . . . , bn−2] ∈ L(n−2) (bi ∈ A, n ≥ 3), para todos




] ≡ (−1)σ[vn−2, a1][a2, a3] (mod T (n)).
Demonstração: A demonstração segue do Lema 1.6.6. 
O seguinte lema é bem conhecido e pode ser encontrado, por exemplo, em
[21, Corollary 2.2]
Lema 1.6.8 Para cada vn−3 = [b1, . . . , bn−3] ∈ L(n−3) (bi ∈ A, n ≥ 4), para todos












Demonstração: Sejam vn−3 = [b1, . . . , bn−3] ∈ L(n−3) (bi ∈ A, n ≥ 4) e a1, a2, a3, a4 ∈
A. Fazendo a = a1, b = a4, u = vn−3 e v = [a2, a3] na equação (1.25), temos
[vn−3, a1][a2, a3, a4] ≡ −[vn−3, a4][a2, a3, a1] (mod T (n)). (1.27)
Por outro lado, fazendo a = a1, b = a3, u = [vn−3, a4] e v = a2 na equação (1.25), temos[
[vn−3, a4], a1
]




[a2, a1] (mod T
(n)). (1.28)
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Agora, na equação 1.26, fazemos a = a1, b = a2, u = vn−3, v = a3 e w = a4, e usando a
congruência (1.28) temos
[vn−3, a1][a2, a3, a4] ≡ −[vn−3, a2][a1, a3, a4] (mod T (n)). (1.29)
O resultado segue de (1.27) e (1.29). 
Uma consequência do Lema 1.6.8 é o seguinte corolário.
Corolário 1.6.9 Para cada vn−3 =
[
b1, . . . , bn−3] ∈ L(n−3)3 (bi ∈ A3, n ≥ 5) e para




] ∈ T (n)3 .
Demonstração: Sejam vn−3 =
[















xi2 , xi3 , xi4
]
c,
onde a, b, c são monômios em A3, que são congruentes, módulo T
(n)
3 , aos produtos[
vn−3, xi1
][
xi2 , xi3 , xi4
]
d,
onde d é um monômio em A3.




xi2 , xi3 , xi4





] ∈ T (n)3 .

Usaremos o Corolário 1.6.9 para provar o seguinte lema.
Lema 1.6.10 Para todo n ≥ 3, temos[
T
(n−2)
3 , A3, A3
]
⊆ T (n)3 .
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3 , A3, A3
]
pode ser escrito




, onde un−2 =
[




3 (bi ∈ A3, n ≥ 3) e a, b, d ∈ A3. Temos



























] ∈ T (n)3 e claramente o elemento [un−2, a, b]d ∈ T (n)3




3 , A3, A3
]
⊆ T (n)3 .

Seja A um anel associativo unitário e T (n) = T (n)(A) o ideal bilateral de A
gerado por todos os comutadores da forma
[
a1, . . . , an
]
(ai ∈ A). A seguinte proposição
é conhecida e pode ser encontrada no artigo de Pchelintsev [64] com o nome de Lema
de Latyshev.
Proposição 1.6.11 Sejam uk =
[




b1, . . . , al
]





] ∈ T (k+l+1).












































































] ∈ T (k+l+1). (1.31)
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é um comutador de






] ∈ T (k+l+1).





] ∈ T (k+l+1). Assim, resta provar a afirma-
ção quando k = 2k′ + 1 e l = 2l′ + 1 são ímpares.
O seguinte lema é uma modificação do [38, Lemma 2] e pode ser encontrado em
[21].
Lema 1.6.12 (veja [21, Lemma 2.4]) Sejam h ∈ T (n), a, b ∈ A. Então
3[h, a, b] ∈ T (n+2).
Demonstração: Observamos que T (n) é o subespaço vetorial gerado por elementos da
forma und, onde un =
[
a1, . . . , an
]
, onde ai ∈ A, para i = 1, . . . , n e d ∈ A. Por isso, é
suficiente verificar que 3
[
und, a, b
] ∈ T (n+2), onde un é como acima. Temos[
und, a, b
]



































































































] ∈ T (n+2). (1.34)
O resultado segue imediatamente (1.32), (1.33) e (1.34). A prova do Lema 1.6.12 está
completa. 





] ∈ T (k+l+1) para algum m
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Pelo Lema 1.6.5 [
uk, x, vl
]
x ∈ T (k+l+1);




pode ser escrito como uma combinação linear de
comutadores da forma
[
ukx, x, bi1 , . . . , bil
]
, onde vl =
[
bi1 , . . . , bil
]
. Desde que l = 2l′+1,
pelo Lema 1.6.12, temos
3(l





] ∈ T (k+l+1) (1.36)







= −3m[uk, x][x, vl] ∈ T (k+l+1),
como afirmamos.





] ∈ T (k+l+1),
como afirmamos. Isto completa a prova da proposição. 
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Capítulo 2
Os polinômios centrais das álgebras
associativas fortemente Lie nilpotentes
Neste capítulo nós formularemos o nosso resultado principal sobre polinômios
centrais descrito abaixo, reduziremos a demonstração deste resultado a um certo
resultado sobre T -subespaços em álgebras associativas universais (ou relativamente
livres) fortemente Lie nilpotentes que são submódulos sobre uma certa álgebra Dl. Em
seguida, reduziremos a demonstração do último resultado ao resultado sobre certos
módulos sobre anéis de polinômios. No final nós demonstraremos esse último resultado
sobre módulos, e com isso completaremos a demonstração do resultado principal deste
capítulo.
2.1 O resultado principal e a sua reformulação
Lembramos que o nosso principal resultado sobre polinômios centrais é o seguinte
teorema.
Teorema 1 Sejam F um corpo e A uma F -álgebra associativa unitária. Suponha que
A é fortemente Lie nilpotente. Então o T -subespaço C(A) dos polinômios centrais de
A é finitamente gerado como T -subespaço de F 〈X〉.
Na verdade vamos mostrar o seguinte teorema.
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Teorema 2.1.1 Sejam F um corpo e A uma F -álgebra associativa unitária tal que,
para alguns k e l inteiros positivos,
[a1, a2] · · · [a2k−1, a2k] = 0 (2.1)
e
[a1, . . . , al] = 0 (2.2)
para quaisquer ai ∈ A. Então o T -subespaço C(A) dos polinômios centrais de A é
finitamente gerado como T -subespaço de F 〈X〉.
Os Teoremas 1 e 2.1.1 são equivalentes devido ao seguinte lema.
Lema 2.1.2 Sejam F um corpo e A uma F -álgebra associativa unitária. Então as
seguintes condições são equivalentes:
i) A é fortemente Lie nilpotente;
ii) para alguns k e l inteiros positivos valem (2.1) e (2.2).
Demonstração: Suponha que A é fortemente Lie nilpotente de classe c. Recordamos
que isso acontece se, e somente se, para quaisquer aij ∈ A e todos os produtos de
comutadores, temos
[a11, . . . , a1l1 ] · · · [ak1, . . . , aklk ] = 0,
quando l1 + · · ·+ lk − k ≥ c. Logo, para quaisquer ai ∈ A, temos
[a1, a2] · · · [a2c−1, a2c] = 0 e [a1, . . . , ac+1] = 0.
Assim, se a álgebra A é fortemente Lie nilpotente de classe c, então A satisfaz (2.1) e
(2.2), para k = c e l = c+ 1.
Por outro lado, seja A uma F -álgebra tal que, para todos ai ∈ A,
[a1, a2] · · · [a2k−1, a2k] = 0 e [a1, . . . , al] = 0.
Suponhamos que
[g11, . . . , g1l1 ] · · · [gm1, . . . , gmlm ] 6= 0,
para alguns gij ∈ A. Claramente temos que m ≤ (k − 1) e lj ≤ (l − 1), para todo
j = 1, . . . ,m. Segue então que
l1 + · · ·+ lm −m ≤ m(l − 1)−m = m(l − 2) ≤ (k − 1)(l − 2),
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ou seja, se [g11, . . . , g1l1 ] · · · [gm1, . . . , gmlm ] 6= 0, para alguns gij ∈ A, então
l1 + · · · + lm − m ≤ (k − 1)(l − 2). Logo, se l′1 + · · · + l′m′ − m′ > (k − 1)(l − 2)
então
[a11, . . . , a1l′1 ] · · · [am′1, . . . , am′l′m′ ] = 0,
para todos aij ∈ A. Ou seja, A é fortemente Lie nilpotente de classe no máximo
(k − 1)(l − 2) + 1. 
Assim, os Teoremas 1 e 2.1.1 são equivalentes como foi mencionado acima.
Recordamos que Shchigolev [70] demonstrou que se F for um corpo de caracterís-
tica 0 então todos os T -subespaços de F 〈X〉 são finitamente gerados. Em particular,
se charF = 0 então o T -subespaço dos polinômios centrais de qualquer álgebra forte-
mente Lie nilpotente é finitamente gerado. Neste sentido, basta demonstrar o teorema
para o caso em que a charF = p > 0, com p primo. Por isso, a partir deste momento,
no Capítulo 2, assumimos que a característica do corpo F é igual a um número primo
p > 0.
Observamos que o esquema da demonstração do Teorema 2.1.1 apresentada abaixo
é o mesmo que foi usado em [54, 55, 57] para demonstrar a existência de base finita
para identidades de várias álgebras e grupos.
2.2 A redução do resultado principal ao resultado
sobre certos T -subespaços de F 〈X〉
Seja Uk,l o T -ideal de F 〈X〉 gerado por dois polinômios
[x1, x2] · · · [x2k−1, x2k] e [x1, . . . , xl],
com k e l inteiros positivos e xi ∈ X. Observamos que Uk,l é gerado, como T -subespaço
em F 〈X〉, pelos polinômios
x2k+1[x1, x2] · · · [x2k−1, x2k]x2k+2; (2.3)
e
xl+1[x1, . . . , xl]xl+2. (2.4)
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Lembramos que char F = p > 0. Pela [40, Observação 2, p. 874] existe n = n(l),
em função de l, tal que pn ≥ l e valem as congruências seguintes
[
y, xp
n] ≡ 0 (mod Uk,l)(
x1 + x2
)pn ≡ xpn1 + xpn2 (mod T (l)),(
x1x2
)pn ≡ xpn1 xpn2 (mod T (l)).




] ≡ 0 (mod Uk,l), (2.5)(
x1 + x2
)pn ≡ xpn1 + xpn2 (mod Uk,l), (2.6)(
x1x2
)pn ≡ xpn1 xpn2 (mod Uk,l). (2.7)
Segue da congruência (2.5) que o elemento xpn + Uk,l é central na F -álgebra




+ Uk,l | x ∈ X
]
é a F -álgebra dos polinômios comu-
tativos nas variáveis xpn + Uk,l, para x ∈ X.
Seja A uma F -álgebra que satisfaz as condições (2.1) e (2.2), para alguns k e l.
Observamos que cada elemento f ∈ Uk,l é uma identidade polinomial de A, ou seja,
Uk,l ⊆ T (A) ⊆ C(A), onde T (A) é o T -ideal das identidades polinomiais de A e C(A)
é o T -subespaço dos polinômios centrais de A.
A imagem homomórfica C(A)/Uk,l do T -subespaço C(A) em F 〈X〉 /Uk,l é um
Dl-submódulo de F 〈X〉 /Uk,l. De fato, sejam f = f +Uk,l um polinômio em C(A)/Uk,l
e x = xpn + Uk,l um gerador de Dl. Temos que xf = xp
n
f + Uk,l. Observamos que,
como a álgebra A satisfaz a condição (2.2), para algum l, então gpn é central em G,
para cada a ∈ A, pois pn ≥ l. Logo, xpnf é um polinômio central em A, ou seja,
xf = xp
n
f + Uk,l ∈ C(A)/Uk,l. Assim, C(A)/Uk,l é um Dl-módulo de F 〈X〉 /Uk,l.
Portanto, para provar o Teorema 2.1.1 basta provar a seguinte proposição.
Proposição 2.2.1 Seja V um T -subespaço de F 〈X〉 tal que Uk,l ⊆ V . Seja
V = V/Uk,l um Dl-módulo em F 〈X〉 /Uk,l. Então V é finitamente gerado como um
T -subespaço de F 〈X〉.
Dizemos que V é um (T−Dl)-submódulo de F 〈X〉 /Uk,l se V é um T -subespaço
de F 〈X〉 /Uk,l e é módulo sobre Dl. Temos o seguinte lema.
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Lema 2.2.2 Seja V um T -subespaço de F 〈X〉 tal que Uk,l ⊆ V . Seja V = V/Uk,l
um (T − Dl)-submódulo de F 〈X〉 /Uk,l. Suponha que V é finitamente gerado como
um (T − Dl)-submódulo. Então V é finitamente gerado como um T -subespaço de
F 〈X〉 /Uk,l.
Demonstração: Seja V = V/Uk,l um (T −Dl)-submódulo de F 〈X〉 /Uk,l finitamente
gerado como um (T −Dl)-submódulo. Seja {v1, . . . , vt} um conjunto de geradores de
V como um (T −Dl)-submódulo, onde vi = vi + Uk,l, para i = 1, . . . , t.
Seja V ′ = V ′/Uk,l o T -subespaço de F 〈X〉 /Uk,l gerado por todos os elementos
da forma mϕ(vi) (i = 1, . . . , t), onde ϕ é um endomorfismo de F 〈X〉 /Uk,l e m é um
monômio mônico nas variáveis xi = xp
n
i + Uk,l (i ∈ N). É claro que V
′ ⊆ V . Vamos
mostrar que V ′ é um (T − Dl)-submódulo de F 〈X〉 /Uk,l e deduzir deste fato que
V ⊆ V ′.
É fácil verificar que V ′ é um Dl-módulo, logo é suficiente verificar que V
′ é um
T -subespaço de F 〈X〉 /Uk,l. Para cada endomorfismo ψ de F 〈X〉 /Uk,l, temos
ψ(mϕ(vi)) = ψ(m)ψ(ϕ(vi)) (i = 1, . . . , t).
Como ψ(ϕ(vi)) = (ψ◦ϕ)(vi), onde ψ◦ϕ é um endomorfismo de F 〈X〉 /Uk,l, então para










)pn)n1 · · ·((ψ(xis))pn)ns + Uk,l,








r + Uk,l (i = 1, . . . , s). Pelas congruências (2.6) e
(2.7) temos as seguintes congruências
(
αu+ βv
)pn ≡ αpnupn + βpnvpn (mod Uk,l),(
uv
)pn ≡ upnvpn (mod Uk,l),
de onde notamos que ψ(m) pode ser escrito como uma combinação linear de monô-
mios em Dl, isto é, ψ(m) ∈ Dl. Assim, ψ(mϕ(vi)) ∈ V ′ (i = 1, . . . , t), para cada
endomorfismo ϕ de F 〈X〉 /Uk,l e para cada monômio m em Dl. Ou seja, V ′ é um
T -subespaço de F 〈X〉 /Uk,l. Logo, V ′ é um (T −Dl)-submódulo de F 〈X〉 /Uk,l. Como
V é o (T −Dl)-módulo gerado por vi (i = 1, . . . , t) e vi ∈ V ′ (i = 1, . . . , t) temos que
Cleber Pereira Fevereiro de 2019 PPGMat – UnB
2.2. A redução do resultado principal ao resultado sobre certos
T -subespaços de F 〈X〉 49
V ⊆ V ′, logo V = V ′. Assim, cada elemento de V é uma combinação linear, com coefi-
cientes em F , de elementos da forma mϕ(vi) (i = 1, . . . , t), onde ϕ é um endomorfismo
de F 〈X〉 /Uk,l e m é um monômio nas variáveis xi = xpni + Uk,l (i ∈ N)
Agora vamos mostrar que o T -subespaço V é finitamente gerado. Sejam
vi = vi(x1, . . . , xri) (i = 1, . . . , t) e seja r um número inteiro tal que r > ri (i = 1, . . . , t).






vi | i = 1, . . . , t
}
gera V como um
T -subespaço de F 〈X〉 /Uk,l.







vi | i = 1, . . . , t
}
. Claramente V ′′ ⊆ V e, vamos verificar que
V ⊆ V ′′, ou seja, temos mϕ(vi) ∈ V ′′ (i = 1, . . . , t), para cada monômio m em Dl e
para cada endomorfismo ϕ de F 〈X〉 /Uk,l.
Para cada endomorfismo ϕ de F 〈X〉 /Uk,l existe um endomorfismo ϕ′ de F 〈X〉 /Uk,l
tal que ϕ(vi) = ϕ′(vi) (i = 1, . . . , t) e ϕ′(xr) = xr′ , onde r′ e tal que xr′ não aparece na










′(vi) + Uk,l (i = 1, . . . , t).

































µ(ϕ(vi)) = mϕ(vi) (i = 1, . . . , t).
Como V ′′ é um T -subespaço, temos mϕ(vi) ∈ V ′′ (i = 1, . . . , t). Portanto, V ⊆ V ′′ e
assim V = V ′′.
Concluímos que se V é gerado pelos elementos v1, . . . , vt como um (T − Dl)-













um T -subespaço de F 〈X〉 /Uk,l. 
O Lema 2.2.2 tem o seguinte corolário.
Corolário 2.2.3 Seja V um T -subespaço de F 〈X〉 tal que Uk,l ⊆ V . Seja V = V/Uk,l
um (T −Dl)-submódulo de F 〈X〉 /Uk,l. Suponha que V é finitamente gerado como um
(T −Dl)-submódulo. Então V é finitamente gerado como um T -subespaço de F 〈X〉.
Demonstração: Lembramos que Uk,l é gerado como T -subespaço em F 〈X〉 pelos po-
linômios (2.3) e (2.4). Suponha que f1, . . . , fm ∈ V são polinômios tais que
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f1 +Uk,l, . . . , fm +Uk,l geram V como T -subespaço em F 〈X〉 /Uk,l. Agora é direto ve-
rificar que os polinômios f1, . . . , fm junto com (2.3) e (2.4) geram V como T -subespaço
em F 〈X〉. 
Pelo Lema 2.2.2, para provar a Proposição 2.2.1 basta provar a seguinte proposi-
ção.
Proposição 2.2.4 Seja V = V/Uk,l um (T −Dl)-submódulo de F 〈X〉 /Uk,l. Então V
é finitamente gerado como um (T −Dl)-submódulo de F 〈X〉 /Uk,l.
É bem conhecido que a Proposição 2.2.4 é equivalente à proposição seguinte.
Proposição 2.2.5 Toda cadeia ascendente
V 1 ⊆ V 2 ⊆ · · · ⊆ V n ⊆ · · ·
de (T −Dl)-submódulos de F 〈X〉 /Uk,l estabiliza-se, ou seja, existe s tal que V s = V s′,
para todo s′ > s.
Observamos que
F 〈X〉 = U0,l ⊃ U1,l ⊃ · · · ⊃ Uk,l,
para todos k e l. Logo, para demonstrar a Proposição 2.2.1 é suficiente demostrar que,
para cada r = 0, 1, . . . , k − 1, cada (T − Dl)-submódulo V de U r,l = Ur,l/U(r+1),l é
finitamente gerado, ou seja, é suficiente demonstrar a seguinte proposição.
Proposição 2.2.6 Para r = 0, 1, . . . , k − 1 o ideal U r,l satisfaz a condição de cadeia
ascendente para (T −Dl)-submódulos, ou seja, se
V 1 ⊆ V 2 ⊆ · · · ⊆ V n ⊆ · · ·
é uma cadeia ascendente de (T − Dl)-submódulos de U r,l, então existe s tal que
V s = V s′, para todo s′ ≥ s.
Seja pi ∈ Π uma aplicação pi : N −→ N que preserva ordem, ou seja, se a, b ∈ N e
a < b então pi(a) < pi(b). Definimos um endomorfismo correspondente à pi (que também
denotaremos por pi) pi : F 〈X〉 −→ F 〈X〉 tal que pi(xi) = xpi(i) (xi ∈ X). Denotamos
por ΠF 〈X〉 o conjunto de todos os endomorfismos pi de F 〈X〉 acima descritos.
Observamos que para todo endomorfismo pi ∈ ΠF 〈X〉, temos pi(Ur,l) ⊆ Ur,l, para
todos r, l. Assim, pi define um endomorfismo correspondente (que também denotaremos
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por pi) pi : U r,l −→ U r,l, para todos r e l. Denotamos por ΠUr,l o conjunto de todos os
endomorfismos pi : U r,l −→ U r,l descritos acima.
Para cada par (i, j) de inteiros positivos, com i < j, definimo um endomorfismo
ψij : F 〈X〉 −→ F 〈X〉 tal que
ψij(xs) =
 xixj, se s = jxs, se s 6= j.
Denotamos por ΨF 〈X〉 o conjunto de todos os endomorfismos ψij de F 〈X〉 descritos
acima.
Notemos que para todos os endomorfismos ψij ∈ ΨF 〈X〉, ψij(Ur,l) ⊆ Ur,l, para
todos r, l. Logo, ψij define um endomorfismo correspondente (que também denotaremos
por ψij) ψij : U r,l −→ U r,l, para todos . Denotamos por ΨUr,l o conjunto de todos os
endomorfismos ψij de U r,l.
Claramente cada (T −Dl)-submódulo de U r,l é um Dl-submódulo de U r,l fechado
por todos os endomorfismos pi ∈ ΠUr,l e ψij ∈ ΨUr,l . Logo, para demonstrar a Proposi-
ção 2.2.6 e com isso o Teorema 2.1.1, é suficiente demonstrar a proposição seguinte.
Proposição 2.2.7 Para cada r = 0, 1, . . . , k − 1, . . . o ideal U r,l de F 〈X〉 /U(r+1),l
satisfaz a condição de cadeia ascendente para Dl-submódulos fechados por todos os
endomorfismos pi ∈ ΠUr,l e ψij ∈ ΨUr,l, ou seja, se
V 1 ⊆ V 2 ⊆ · · · ⊆ V n ⊆ · · ·
é uma cadeia ascendente de Dl-submódulos de U r,l fechados por todos os endomorfismos
pi ∈ ΠUr,l e ψ ∈ ΨUr,l, então existe s tal que V s = V s′, para todo s′ ≥ s.
2.3 A redução ao resultado sobre certos módulos
sobre anéis de polinômios
No próximo passo, vamos mostrar que para provar a Proposição 2.2.7 basta de-
monstrar uma certa afirmação (ver Proposição 2.3.15 na p. 72) sobre anéis de polinô-
mios e módulos sobre esses anéis, ou seja, vamos reduzir a Proposição 2.2.7 à Proposição
2.3.15 (veja p. 72).
Para exibir melhor a ideia e as técnicas da redução da Proposição 2.2.7 à Propo-
sição 2.3.15, primeiro vamos fazer essa redução, com todos os detalhes, no caso r = 2
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e l = 3, esse caso específico que é mais simples que o caso geral. Depois vamos reduzir
a proposição, de modo menos detalhado, no caso r = 2 e l = 4, que é mais parecido
com o caso geral. Por fim, a redução será feita no caso geral.
2.3.1 O caso r = 2 e l = 3
O ideal U2,3 é gerado, como um espaço vetorial sobre F , por todos os elementos
das formas
g0[g1, g2][g3, g4]g5 e g0[g1, g2, g3]g4,
onde os gi e gj (i = 0, 1, . . . , 5 e j = 0, 1, . . . , 4) são monômios nas variáveis xi ∈ X
(i ∈ N) ou 1. Claramente o elemento g0[g1, g2, g3]g4 pertence a U3,3, para todos os
monômios gi de F 〈X〉.
Observamos que para quaisquer dois monômios g e g′ em F 〈X〉 o comutador [g, g′]







onde g(1)ij , g
(2)
ij são monômios em F 〈X〉. Logo, o produto g0[g1, g2][g3, g4]g5 pode ser










onde os g′i, com i = 0, 1, 2, são monômios em F 〈X〉. Como
[
xi1 , xi2 , xi3
] ∈ U3,3 para
























































)n1 · · ·(xpns )ns · · · e g′′1 = xm11 · · · xmrr · · · , com mi = 0, 1, . . . , pn − 1 e
i ∈ N.
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)n1 · · ·(xpns )ns · · · e u1 = xb11 · · ·xbss · · · , com bi = 0, 1, . . . , pn − 1 e
i ∈ N.
Seja pi ∈ ΠU2,3 um endomorfismo qualquer de U2,3 definido imediatamente depois














)n1 · · ·(xpnpi(s))ns · · · e upi(1) = xb1pi(1) · · ·xbspi(s) · · · , com bi = 0, 1, . . . ,
pn − 1 e i ∈ N.
Agora vamos definir M2,3 o espaço vetorial sobre F , que será importante para a
redução da Proposição 2.2.7 à Proposição 2.3.15, no caso k = 2 e l = 3.
Sejam P = F
[
yi,bi , zi | i ∈ N, bi = 0, 1, . . . , pn − 1
]
a F -álgebra dos polinômios
comutativos nas variáveis yi,bi e zi (i ∈ N). E, seja Q o P -módulo gerado pelas quá-
druplas (i1, i2, i3, i4) (is ∈ N). Definimos o conjunto M2,3 como o F -subespaço de Q
gerado por todos os elementos da forma
m = (i1, i2, i3, i4)m0m1, (2.9)
onde m0 = zn11 · · · znss · · · e m1 = y1,b1 · · · ys,bs · · · , com bi = 0, 1, . . . ,
pn − 1 e i ∈ N.
Vamos definir também um conjunto específico de endomorfismos de M2,3. Seja
pi ∈ Π uma aplicação pi : N −→ N que preserva ordem, definida logo após a Proposição
2.2.6. Definimos um endomorfismo correspondente à pi (que também denotaremos por
pi) pi : M2,3 −→M2,3 tal que, para todo m gerador de M2,3,
pi(m) =
(
pi(i1), pi(i2), pi(i3), pi(i4)
)
mpi(0)mpi(1),
onde mpi(0) = zn1pi(1) · · · znspi(s) · · · e mpi(1) = ypi(1),b1 · · · ypi(s),bs · · · , com bi = 0, 1, . . . , pn − 1
e i ∈ N. Denotamos por ΠM2,3 o conjunto de todos os endomorfismos pi : M2,3 −→M2,3
descritos acima.
Cleber Pereira Fevereiro de 2019 PPGMat – UnB
2.3. A redução ao resultado sobre certos módulos sobre anéis de
polinômios 54
Agora seja ϕ : M2,3 −→ U2,3 uma aplicação F -linear de M2,3 para U2,3 tal que
para cada gerador m = (i1, i2, i3, i4)m0m1 de M2,3,
ϕ
(








u0u1 + U3,3, (2.10)





)n1 · · ·(xpns )ns · · · , m1 = y1,b1 · · · ys,bs · · · e
u1 = x
b1
1 · · ·xbss · · · , com bi = 0, 1, . . . , pn − 1 e i ∈ N.
Para todos os endomorfismos pi ∈ ΠU2,3 e pi ∈ ΠM2,3 correspondentes à pi e para a
aplicação ϕ definidas acima, temos o seguinte lema.
Lema 2.3.1 Para toda aplicação pi ∈ Π e para todos os endomorfismos correspondentes
pi ∈ ΠM2,3 e pi ∈ ΠU2,3, o diagrama
M2,3
pi−→ M2,3




Demonstração: Sejam ϕ a aplicação F -linear definida em (2.10) em um gerador qual-
quer de M2,3. Por um lado, para toda aplicação pi ∈ Π e para todos os endomorfismos
correspondentes pi ∈ ΠM2,3 e pi ∈ ΠU2,3 , temos





















Por outro lado, para toda aplicação pi ∈ Π e para todo endomorfismo correspondente
pi ∈ ΠU2,3 , temos



















Logo, (ϕ◦pi)(m) = (pi◦ϕ)(m) para cadam gerador deM2,3. Portanto, o diagrama
é comutativo. 
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Precisamos definir ainda um conjunto específico de endomorfismos ψij de M2,3,
onde (i, j) é um par de inteiros positivos com i < j. A definição se dará obser-
vando a ação dos endomorfismos ψij ∈ ΨU2,3 definidos logo após a Proposição 2.2.6.
Para todo par (i, j) de inteiros positivos, com i < j, consideremos os endomorfis-







u0u1 + U3,3 de U2,3 ocorre da seguinte maneira:
1) se j /∈ {i1, i2, i3, i4} então




















1 · · · xbji · · ·xbjj · · · ,
com bi = 0, 1, . . . , pn − 1 e i ∈ N.














1 · · ·xb
′
i
i · · ·xbjj · · · ,
com bi = 0, 1, . . . , pn − 1 e i ∈ N.














































≤ (i1, i2, i3, i4) na ordem le-
xicográfica e para alguns monômios u(s)0 , u
(s)
1 , para todo s.
Para cada par (i, j) de inteiros positivos, com i < j, definimo um endomorfismo
ψij : M2,3 −→M2,3 tal que, para todo gerador m = (i1, i2, i3, i4)m1m0 de M2,3, temos:
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1) se j /∈ {i1, i2, i3, i4} então















1 = y1,b1 · · · yi,bj · · · yj,bj · · · ,
com bi = 0, 1, . . . , pn − 1 e i ∈ N.





1 · · · zn
′
i




1 = y1,b1 · · · yi,b′i · · · yj,bj · · · ,
com bi = 0, 1, . . . , pn − 1 e i ∈ N.













































≤ (i1, i2, i3, i4) na ordem le-
xicográfica, e para alguns monômios u(s)0 e u
(s)
1 , para todo s.
Denotamos por ΨM2,3 o conjunto de todos os endomorfismos ψij : M2,3 −→ M2,3 des-
critos anteriormente.
Para todos os endomorfismos ψij ∈ ΨU2,3 e ψij ∈ ΨM2,3 e para a aplicação ϕ
definidos anteriormente, vale o seguinte lema.
Lema 2.3.2 Para todo par (i, j) de inteiros positivos, com i < j, e para todos os
endomorfismos ψij ∈ ΨU2,3 e ψij ∈ ΨM2,3, o diagrama
M2,3
ψij−→ M2,3
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Demonstração: Sejam ϕ a aplicação definida em (2.10) e m = (i1, i2, i3, i4)m1m0 um
gerador qualquer de M2,3. Por um lado, para todo par (i, j) de inteiros positivos, com
i < j, e para todo endomorfismo ψij ∈ ΨU2,3 , temos:
1) se j /∈ {i1, i2, i3, i4} então









[xi1 , xi2 ][xi3 , xi4 ]u0u1 + U3,3
)






2) se j ∈ {i1, i2, i3, i4} então





































Por outro lado, para todo par (i, j) inteiros positivos, com i < j, e para todos os
endomorfismos ψij ∈ ΨU2,3 e ψij ∈ ΨM2,3 ,
1) se j /∈ {i1, i2, i3, i4} então





















2) se j ∈ {i1, i2, i3, i4} então
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Logo, (ϕ ◦ ψij)(m) = (ψij ◦ ϕ)(m), para cada gerador m de M2,3. Portanto, o
diagrama é comutativo. 
Seja A = F [zi | i ∈ N] a F -álgebra dos polinômios comutativos nas variáveis zi
(i ∈ N). Notamos que M2,3 é um A-módulo. Usaremos os Lemas 2.3.1 e 2.3.2 para
demonstrar a seguinte proposição.
Proposição 2.3.3 Seja V um D3-submódulo de U2,3 fechado por todos os endomor-
fismos pi ∈ ΠU2,3 e ψij ∈ ΨU2,3. Então ϕ−1(V ) é um A-submódulo de M2,3 fechado por
todos os endomorfismos pi ∈ ΠM2,3 e ψij ∈ ΨM2,3.
Demonstração: Seja V umD3-submódulo de U2,3 fechado por todos os endomorfismos
pi ∈ ΠU2,3 e ψij ∈ ΨU2,3 . Sejam f um elemento em ϕ−1(V ) e g um monômio nas variáveis
zi (i ∈ N). Claramente ϕ(f) ∈ V e ϕ(g) é um monômio nas variáveis xpni +U3,3 (i ∈ N).
Por hipótese, V é um D3-submódulo de U2,3, ou seja,
ϕ(g)ϕ(f) = ϕ(gf) ∈ V, (2.11)
isto é, gf ∈ ϕ−1(V ). Logo, ϕ−1(V ) é um A-submódulo de M2,3.
Para toda aplicação pi ∈ Π, consideremos todos os endomorfismos correspondentes
pi ∈ ΠU2,3 e pi ∈ ΠM2,3 . Para todo elemento f ∈ ϕ−1(V ) claro que ϕ(f) ∈ V . Por
hipótese, V é fechado por todos os endomorfismos pi ∈ ΠU2,3 , ou seja, pi
(
ϕ(f)
) ∈ V .
Pelo Lema 2.3.1, valem as seguintes igualdades
pi(ϕ(f)) = (pi ◦ ϕ)(f) = (ϕ ◦ pi)(f) = ϕ(pi(f)).
Logo, pi(f) ∈ ϕ−1(V ). Portanto, ϕ−1(V ) é fechado por todos os endomorfismos
pi ∈ ΠM2,3 .
Por fim, para todo par (i, j) de inteiros positivos, com i < j, consideremos todos os
endomorfismos ψij ∈ ΨU2,3 e ψij ∈ ΨM2,3 . Para todo elemento f ∈ ϕ−1(V ), claramente






















Logo, ψij(f) ∈ ϕ−1(V ). Portanto, ϕ−1(V ) é fechado por todos os endomorfismos
ψij ∈ ΨM2,3 . 
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Acabamos de mostrar que se V é um D3-submódulo de U2,3 fechado por todos
os endomorfismos pi ∈ ΠU2,3 e ψij ∈ ΨU2,3 , então ϕ−1(V ) é um A-submódulo de M2,3
fechado por todos os endomorfismos pi ∈ ΠM2,3 e ψ ∈ ΨM2,3 . Assim, se
V1 ⊆ V2 ⊆ V3 ⊆ · · ·
é uma cadeia ascendente de D3-submódulos de U2,3 fechados por todos os endomorfis-
mos pi ∈ ΠU2,3 e ψij ∈ ΨU2,3 , então
ϕ−1(V1) ⊆ ϕ−1(V2) ⊆ ϕ−1(V3) ⊆ · · ·
é uma cadeia ascendente de A-submódulos deM2,3 fechados por todos os endomorfismos
pi ∈ ΠM2,3 e ψij ∈ ΨM2,3 .
Observamos que se a cadeia
ϕ−1(V1) ⊆ ϕ−1(V2) ⊆ ϕ−1(V3) ⊆ · · ·
se estabiliza, ou seja, se existe s tal que ϕ−1(Vs) = ϕ−1(Vs′), para cada s′ > s, então a
cadeia
V1 ⊆ V2 ⊆ V3 ⊆ · · ·
também se estabiliza, pois ϕ−1(Vs) = ϕ−1(Vs′) implica que Vs = Vs′ , para cada s′ > s.
Neste sentido, para demonstrar a Proposição 2.2.7, no caso r = 2 e l = 3, é suficiente
demonstrar a seguinte proposição.
Proposição 2.3.4 Toda cadeia ascendente de A-submódulos de M2,3 fechados por to-
dos os endomorfismos pi ∈ ΠM2,3 e ψij ∈ ΨM2,3 estabiliza.
Seja ΩM2,3 o conjunto de todos os endomorfismos ω : M2,3 −→ M2,3 tal que
ω = ψisjs ◦ . . . ◦ ψi2j2 ◦ ψi1j1 ◦ pi, com pi ∈ ΠM2,3 , ψi1j1 , ψi2j2 , . . . , ψisjs ∈ ΨM2,3 , i1, i2, . . . ,
is /∈ pi(N) e ia 6= ib se a 6= b. A demostração de que o conjunto ΩM2,3 é um semigrupo
é análoga à demonstração do Lema 1.4.3.
Toda cadeia ascendente de A-submódulos de M2,3 fechados por todos os endo-
morfismos pi ∈ ΠM2,3 e ψij ∈ ΨM2,3 é também uma cadeia ascendente de A-submódulos
de M2,3 fechados por todos os endomorfismos ω ∈ ΩM2,3 . De fato, cada A-submódulo
de M2,3 fechado por todos os endomorfismos pi ∈ ΠM2,3 e ψij ∈ ΨM2,3 é claramente
fechado por todos os endomorfismos ω ∈ ΩM2,3 . Logo, para demonstrar a Proposição
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2.3.4 e com isso demonstrar a Proposição 2.2.7, no caso r = 2 e l = 3, é suficiente
demonstrar a seguinte proposição.
Proposição 2.3.5 Toda cadeia ascendente de A-submódulos de M2,3 fechados por
todo endomorfismo ω ∈ ΩM2,3 estabiliza.
2.3.2 O caso r = 2 e l = 4
Agora vamos reduzir a Proposição 2.2.7 à Proposição 2.3.15, no caso r = 2 e
l = 4.
O ideal U2,4 é gerado, como espaço vetorial sobre F , por todos os elementos das
formas
g0[g1, g2][g3, g4]g5 e g0[g1, g2, g3, g4]g5,
onde gi, gj, com i, j = 0, 1, . . . , 5, são monômios nas variáveis xi ∈ X, para cada
i ∈ N. É fácil ver que o polinômio g0[g1, g2, g3, g4]g5 pertencem a U3,4. Mostramos no
caso anterior que o polinômio g0[g1, g2][g3, g4]g5 pode ser escrito como uma combinação
linear de elementos da forma g′1[xr1 , xs1 ]g′2[xr2 , xs2 ]g′3, onde cada g′i é um monômio nas
variáveis xi ∈ X. Como xpni + U3,4 (i ∈ N) é central em F 〈X〉 /U3,4, temos que
g′1[xr1 , xs1 ]g
′
2[xr2 , xs2 ]g
′






)n1 · · ·(xpns )ns · · · e g′′q = xm11 · · ·xmss · · · , com mi = 0, 1, . . . , pn − 1,
i ∈ N e q = 1, 2, 3.
Observamos que [xs, xt] não é central emF 〈X〉 módulo U3,4. Logo, o ideal U2,4 é
gerado, como espaço vetorial sobre F , por todos os polinômios da forma






)n1 · · ·(xpns )ns · · · , uq = xb(q)11 · · ·xb(q)tqtq , b(q)i = 0, . . . , pn− 1, i = 1, . . . tq e
q = 1, 2, 3.
De maneira semelhante ao caso r = 2 e l = 3 definimos M2,4 um espaço vetorial







, zi | i ∈ N; b(q)i = 0, 1, . . . , pn − 1; q = 1, 2, 3
]
a




, zi, com i ∈ N. E, seja Q
o P -módulo gerado pelas quádruplas (i1, i2, i3, i4) (is ∈ N). Definimos M2,4 como o
F -subespaço de Q gerado por todos os polinômios da forma
m = (i1, i2, i3, i4)m0m1m2m3, (2.13)
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, com b(q)i = 0, . . . , pn − 1, i = 1, . . . , tq
e q = 1, 2, 3.
A aplicação F -linear ϕ : M2,4 −→ U2,4 é definida semelhantemente ao caso ante-
rior, ou seja, ϕ é tal que, para cada gerador m = (i1, i2, i3, i4)m0m1m2m3 de M2,4,
ϕ
(
(i1, i2, i3, i4)m0m1m2m3
)
= u0u1[xi1 , xi2 ]u2[xi3 , xi4 ]u3 + U3,4 (2.14)














tq , com b
(q)
i = 0, . . . , p
n − 1, i = 1, . . . , tq e q = 1, 2, 3.
Seja pi ∈ ΠU2,4 um endomorfismo qualquer de U2,4 definido imediatamente depois
da Proposição 2.2.6. A ação pi em todo gerador u = u0u1[xi1 , xi2 ]u2[xi3 , xi4 ]u3 +U3,4 de















)n1 · · ·(xpnpi(s))ns · · · e upi(q) = xb(q)1pi(1) · · ·xb(q)tqpi(tq), com b(q)i = 0, . . . ,
pn − 1, i = 1, . . . , tq e q = 1, 2, 3.
A definição do semigrupo ΠM2,4 também é semelhante ao caso k = 2 e l = 3. Para
cada aplicação pi ∈ Π que preserva ordem, definida imediatamente depois da Proposição
2.2.6, definimos um endomorfismo correspondente (que também denotaremos por pi)
pi : M2,4 −→M2,4 tal que, para cada gerador m de M2,4
pi(m) =
(
pi(i1), pi(i2), pi(i3), pi(i4)
)
mpi(0)mpi(1)mpi(2)mpi(3),





, com b(q)i = 0, . . . ,
pn − 1, i = 1, . . . , tq e q = 1, 2, 3. Denotamos por ΠM2,4 o conjunto de todos os
endomorfismos pi : M2,4 −→M2,4 descritos acima.
Para todos os endomorfismos pi ∈ ΠU2,4 e pi ∈ ΠM2,4 correspondentes a aplicação
F -linear pi e para a aplicação ϕ definidos acima, temos o seguinte lema.
Lema 2.3.6 Para toda aplicação pi ∈ Π e para todos os endomorfismos correspondentes
pi ∈ ΠU2,4 e pi ∈ ΠM2,4, o diagrama
M2,4
pi−→ M2,4
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Demonstração: A demonstração é semelhante à demonstração do Lema 2.3.1. 
Para todo par (i, j) de inteiros positivos, com i < j, consideremos os endomorfis-
mos ψij ∈ ΨU2,4 definidos imediatamente após a Proposição 2.2.6. Os endomorfismos
ψij agem em todo gerador u = u0u1[xi1 , xi2 ]u2[xi3 , xi4 ]u3 + U3,4 de U2,4 da seguinte
maneira:
1) se j /∈ {i1, i2, i3, i4} então




1 [xi1 , xi2 ]u
(i)
















1 · · · xbji · · ·xbjj · · · ,
com bi = 0, 1, . . . , pn − 1, q = 1, 2, 3 e i ∈ N.












1 · · ·xb
′
i
i · · ·xbjj · · · ,
com bi = 0, 1, . . . , pn − 1, q = 1, 2, 3 e i ∈ N.





















































≤ (i1, i2, i3, i4) na ordem
lexicográfica, e para alguns monômios u(s)0 e u
(s)
q , (q = 1, 2, 3), para cada s.
De maneira análoga ao caso r = 2 e l = 3 vamos definir o semigrupo ΨM2,4 .
Para cada par (i, j) de inteiros positivos, com i < j definimos um endomorfismo
ψij : M2,4 −→ M2,4 tal que, para todo gerador m = (i1, i2, i3, i4)m0m1m2m3 de M2,4,
temos:
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1) se j /∈ {i1, i2, i3, i4} então






























· · · ,
com bi = 0, 1, . . . , pn − 1, q = 1, 2, 3 e i ∈ N.





1 · · · zn
′
i

















· · · ,
com bi = 0, 1, . . . , pn − 1, q = 1, 2, 3 e i ∈ N.
























































≤ (i1, i2, i3, i4) e para alguns
monômios u(s)0 , u
(s)
q (q = 1, 2, 3), para todo s.
Denotamos por ΨM2,4 o conjunto de todos os endomorfismos ψij de M2,4.
Para todos os endomorfismos ψij ∈ ΨU2,4 e ψij ∈ ΨM2,4 e para a aplicação ϕ
definidos anteriormente, temos o seguinte lema.
Lema 2.3.7 Para todo par (i, j) de inteiros positivos, com i < j e para todos os
endomorfismos ψij ∈ ΨU2,4 e ψij ∈ ΨM2,4, o diagrama
M2,4
ψij−→ M2,4
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Demonstração: A demonstração é análoga à demonstração do Lema 2.3.2. 
Observamos que M2,4 é um A-módulo e, semelhante ao caso r = 2 e l = 3 temos
a seguinte proposição.
Proposição 2.3.8 Seja V um D4-submódulo de U2,4 fechado por todos os
endomorfismos pi ∈ ΠU2,4 e ψij ∈ ΨU2,4. Então ϕ−1(V ) é um A-submódulo de M2,4
fechado por todos os endomorfismos pi ∈ ΠM2,4 e ψij ∈ ΨM2,4.
Demonstração: A demonstração é análoga à demonstração da Proposição 2.3.3 
Semelhantemente ao que acontece no caso r = 2 e l = 3 acontece também aqui
neste caso, ou seja, se
V1 ⊆ V2 ⊆ V3 ⊆ · · ·
é uma cadeia ascendente de D4-submódulos de U2,4 fechados por todos os endomorfis-
mos pi ∈ ΠU2,4 e ψij ∈ ΨU2,4 , então
ϕ−1(V1) ⊆ ϕ−1(V2) ⊆ ϕ−1(V3) ⊆ · · ·
é uma cadeia ascendente de A-submódulos deM2,4 fechados por todos os endomorfismos
pi ∈ ΠM2,4 e ψij ∈ ΨM2,4 .
De maneira análoga ao caso anterior, se a cadeia
ϕ−1(V1) ⊆ ϕ−1(V2) ⊆ ϕ−1(V3) ⊆ · · ·
se estabiliza, então a cadeia
V1 ⊆ V2 ⊆ V3 ⊆ · · ·
também se estabiliza. Nesse sentido, para demonstrar a Proposição 2.2.7, no caso r = 2
e l = 4, é suficiente demonstrar a seguinte proposição.
Proposição 2.3.9 Toda cadeia ascendente de A-submódulos de M2,4 fechados por
todos os endomorfismos pi ∈ ΠM2,4 e ψij ∈ ΨM2,4 estabiliza.
Seja ΩM2,4 o conjunto de todos os endomorfismos ω : M2,4 −→ M2,4 tal que
ω = ψisjs ◦ . . . ◦ ψi2j2 ◦ ψi1j1 ◦ pi, com pi ∈ ΠM2,4 , ψi1j1 , ψi2j2 , . . . , ψisjs ∈ ΨM2,4 , i1, i2, . . . ,
is /∈ pi(N) e ia 6= ib se a 6= b. A demostração de que o conjunto ΩM2,4 é um semigrupo
é análoga à demonstração do Lema 1.4.3.
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Toda cadeia ascendente de A-submódulos de M2,4 fechados por todos os endo-
morfismos pi ∈ ΠM2,4 e ψij ∈ ΨM2,4 é também uma cadeia ascendente de A-submódulos
de M2,3 fechados por todos os endomorfismos ω ∈ ΩM2,4 . De fato, cada A-submódulo
de M2,4 fechado por todos os endomorfismos pi ∈ ΠM2,4 e ψij ∈ ΨM2,4 é claramente
fechado por todos os endomorfismos ω ∈ ΩM2,4 . Logo, para demonstrar a Proposição
2.3.9 e com isso demonstrar a Proposição 2.2.7, no caso r = 2 e l = 4, é suficiente
demonstrar a seguinte proposição.
Proposição 2.3.10 Toda cadeia ascendente de A-submódulos de M2,4 fechados por
todos os endomorfismos ω ∈ ΩM2,4 estabiliza.
2.3.3 O caso geral
Por fim, vamos reduzir a Proposição 2.2.7 à Proposição 2.3.15 no caso geral. Este
caso é semelhante ao caso r = 2 e l = 4. Assim, todos os passos feitos no caso anterior
serão repetidos aqui.
Analogamente ao caso anterior, o ideal U r,l = Ur,l/Ur+1,l é gerado, como espaço
vetorial sobre F , por todos os polinômios da forma






)n1 · · ·(xpns )ns · · · e uq = xb(q)11 · · ·xb(q)tqtq , com b(q)i = 0, . . . pn − 1,
i = 1, . . . , tq e q = 1, . . . , r + 1.




i,b , zi | i ∈ N; q = 1, . . . , r + 1; b = 0, 1, . . . , pn − 1
]
a
F -álgebra dos polinômios comutativos nas variáveis y(q)i,b e zi (i ∈ N). Seja Q o
P -módulo gerado pelas 2r-úplas (i1, . . . , i2r), onde is ∈ N. E, seja Mr,l o F -subespaço
em Q gerado por todos os polinômios da forma
m = (i1, . . . , i2r)m0m1 · · ·mr+1, (2.16)





, com b(q)i = 0, . . . pn − 1, i = 1, . . . , tq
e q = 1, . . . , r + 1.
Seja ϕ : Mr,l −→ U r,l uma aplicação F -linear tal que, para cada gerador m de
Mr,l,
ϕ ((i1, . . . , i2r)m0m1 · · ·mr+1) =
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, com b(q)i = 0, . . . ,
pn − 1, i = 1, . . . , tq e q = 1, . . . , r + 1.
Seja pi ∈ ΠUr,l um endomorfismo qualquer de U r,l definido imediatamente depois
da Proposição 2.2.6. O endomorfismo pi age em todo gerador















)n1 · · ·(xpnpi(s))ns · · · e upi(q) = xb(q)1pi(1) · · ·xb(q)tqpi(tq), com b(q)i = 0, . . . ,
pn − 1, i = 1, . . . , tq e q = 1, . . . , r + 1.
Seja pi ∈ Π uma aplicação F -linear pi : N −→ N que preserva ordem, definida
imediatamente depois da Proposição 2.2.6. Definimos um endomorfismo correspon-
dente (que também denotaremos por pi) pi : Mr,l −→ Mr,l tal que, para cada gerador
m = (i1, . . . , i2r)m0m1 · · ·mr+1 de Mr,l,
pi(m) =
(
pi(i1), . . . , pi(i2r)
)
mpi(0)mpi(1) · · ·mpi(r+1),








i = 0, 1, . . . p
n − 1, i = 1, . . . , tq e q = 1, . . . , r + 1.
Para todos os endomorfismos pi ∈ ΠUr,l e pi ∈ ΠMr,l correspondentes à pi e para a
aplicação ϕ definidas anteriormente temos o seguinte lema.
Lema 2.3.11 Para toda aplicação pi ∈ Π e para os endomorfismos correspondentes
pi ∈ ΠUr,l e pi ∈ ΠMr,l, o diagrama
Mr,l
pi−→ Mr,l




Demonstração: Consideremos ϕ a aplicação F -linear definida em (2.17) e
m = (i1, . . . , i2r)m0m1 · · ·mr+1 um gerador qualquer de Mr,l. Por um lado, para toda
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aplicação pi ∈ Π e para todo endomorfismo correspondente pi ∈ ΠUr,l , temos





















Por outro lado, para toda aplicação pi ∈ Π e para todos os endomorfismos correspon-
dentes pi ∈ ΠMr,l e pi ∈ ΠUr,l , temos









pi(i1), . . . , pi(i2r)
)












Logo, (pi◦ϕ)(m) = (ϕ◦pi)(m), para cadam gerador deMr,l. Portanto, o diagrama
é comutativo. 
Para todo par (i, j) de inteiros positivos, com i < j, consideremos os endomorfis-
mos ψij ∈ ΨUr,l definidos imediatamente após a Proposição 2.2.6. Os endomorfismos
ψij agem em todo gerador u = u0u1[xi1 , xi2 ]u2 · · ·ur[xi2r−1 , xi2r ]ur+1 +U(r+1),l de U r,l da
seguinte maneira:
1) se j /∈ {i1, . . . , i2r} então






























1 · · · xbji · · ·xbjj · · · ,
com bi = 0, 1, . . . , pn − 1, q = 1, . . . , r + 1 e i ∈ N.
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1 · · ·xb
′
i
i · · ·xbjj · · · ,
com bi = 0, 1, . . . , pn − 1, q = 1, . . . , r + 1 e i ∈ N.













































≤ (i1, . . . , i2k) na ordem lexicográfica,
e para alguns monômios u(s)0 e u
(s)
q (q = 1, . . . , r + 1), para cada s.
Para cada par (i, j) de inteiros positivos, com i < j, definimos um endomorfismo
ψij : Mr,l −→ Mr,l tal que, para todo gerador m = (i1, . . . , i2r)m0m1 · · ·mr+1 de Mr,l,
temos
1) se j /∈ {i1, . . . , i2r} então
ψij(m) =
(






1 · · ·m(i)r+1
onde




















· · · ,
com bi = 0, 1, . . . , pn − 1, q = 1, . . . , r e i ∈ N.





1 · · · zn
′
i

















· · · ,
com bi = 0, 1, . . . , pn − 1, q = 1, . . . , r + 1 e i ∈ N.
Cleber Pereira Fevereiro de 2019 PPGMat – UnB
2.3. A redução ao resultado sobre certos módulos sobre anéis de
polinômios 69








































≤ (i1, . . . , i2r) na ordem lexicográfica,
e para alguns monômios u(s)0 , u
(s)
q (q = 1, . . . , r + 1), para todo s.
Denotamos por ΨMr,l o conjunto de todos os endomorfismos ψij : Mr,l −→Mr,l descritos
anteriormente.
Para todos os endomorfismos ψij ∈ ΨUr,l , ψij ∈ ΨMr,l e a aplicação ϕ, definidos
anteriormente, temos o seguinte lema.
Lema 2.3.12 Para todo par (i, j) de inteiros positivos, com i < j, e para todos os
endomorfismos ψij ∈ ΨUr,l e ψij ∈ ΨMr,l, o diagrama
Mr,l
ψij−→ Mr,l




Demonstração: Consideremos ϕ a aplicação F -linear definida em (2.17) e
m = (i1, . . . , i2r)m0m1 · · ·mr+1 um gerador qualquer de Mr,l. Por um lado, para todo
par (i, j) de inteiros positivos, com i < j, e para todo endomorfismo ψij ∈ ΨUr,l , temos:
1) se j /∈ {i1, . . . , i2r} então




































2) se j ∈ {i1, . . . , i2r} então
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Por outro lado, para todo par (i, j) de inteiros positivos, com i < j, e para todos os
endomorfismos ψij ∈ ΨMr,l e ψij ∈ ΨUr,l , temos:
1) se j /∈ {i1, i2, . . . , i2r} então
































2) se j ∈ {i1, . . . , i2r} então













































Logo, (ψij ◦ ϕ)(m) = (ϕ ◦ ψij)(m), para cada m gerador de Mr,l. Portanto, o
diagrama é comutativo. 
Lembramos que A = F
[
zi | i ∈ N
]
é a F -álgebra dos polinômios comutativos nas
variáveis zi, para todo i. Notemos que Mr,l é um A-módulo. Usando os Lemas 2.3.11
e 2.3.12 vamos demonstrar a seguinte proposição.
Proposição 2.3.13 Sejam V um Dl-submódulo de U r,l fechado por todos os
endomorfismos pi ∈ ΠUr,l e ψij ∈ ΨUr,l. Então ϕ−1(V ) é um A-submódulo de Mr,l
fechado por todos os endomorfismos pi ∈ ΠMr,l e ψij ∈ ΨMr,l.
Demonstração: Seja V um Dl-submódulo de U r,l fechado por todos os endomorfismos
pi ∈ ΠUr,l e ψij ∈ ΨUr,l . Sejam f um elemento em ϕ−1(V ) em um monômio nas variáveis
zi (i ∈ N). Claramente ϕ(f) ∈ V e ϕ(m) é um monômio nas variáveis xpni + U(r+1),l,
para i ∈ N. Por hipótese, V é um Dl-submódulo de U r,l, ou seja,
ϕ(m)ϕ(f) = ϕ(mf) ∈ V, (2.18)
isto é, mf ∈ ϕ−1(V ). Logo, ϕ−1(V ) é um A-submódulo de Mr,l.
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Para toda aplicação pi ∈ Π, consideremos os endomorfismos correspondentes
pi ∈ ΠUr,l e pi ∈ ΠMr,l . Para todo elemento f ∈ ϕ−1(V ) claro que ϕ(f) ∈ V . Por
hipótese, V é fechado por todos os endomorfismos pi ∈ ΠUr,l , ou seja, pi
(
ϕ(f)
) ∈ V .
Pelo Lema 2.3.11, valem as seguintes igualdades
pi(ϕ(f)) = (pi ◦ ϕ)(f) = (ϕ ◦ pi)(f) = ϕ(pi(f)).
Logo, pi(f) ∈ ϕ−1(V ). Portanto, ϕ−1(V ) é fechado por todos os endomorfismos
pi ∈ ΠMr,l .
Por fim, para todo par (i, j) de inteiros positivos, com i < j, consideremos os
endomorfismos ψij ∈ ΨUr,l e ψij ∈ ΨMr,l . Para todo elemento f ∈ ϕ−1(V ), claramente






















Logo, ψij(f) ∈ ϕ−1(V ). Portanto, ϕ−1(V ) é fechado por todos os endomorfismos
ψij ∈ ΨMr,l . 
Analogamente ao caso r = 2 e l = 4, se
V1 ⊆ V2 ⊆ V3 ⊆ · · ·
é uma cadeia ascendente deDl-submódulos de U r,l fechados por todos os endomorfismos
pi ∈ ΠUr,l e ψ ∈ ΨUr,l , então
ϕ−1(V1) ⊆ ϕ−1(V2) ⊆ ϕ−1(V3) ⊆ · · ·
é uma cadeia ascendente de A-submódulos deMr,l fechados por todos os endomorfismos
pi ∈ ΠMr,l e ψij ∈ ΨMr,l .
Observamos que se a cadeia
ϕ−1(V1) ⊆ ϕ−1(V2) ⊆ ϕ−1(V3) ⊆ · · ·
se estabiliza, ou seja, se existe s tal que ϕ−1(Vs) = ϕ−1(Vs′), para cada s′ > s, então a
cadeia
V1 ⊆ V2 ⊆ V3 ⊆ · · ·
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também se estabiliza, pois ϕ−1(Vs) = ϕ−1(Vs′) implica que Vs = Vs′ , para cada s′ > s.
Nesse sentido, para demonstrar a Proposição 2.2.7, no caso geral, é suficiente demons-
trar a seguinte proposição.
Proposição 2.3.14 Toda cadeia ascendente de A-submódulos de Mr,l fechados por
todos os endomorfismos pi ∈ ΠMr,l e ψij ∈ ΨMr,l estabiliza.
Seja ΩMr,l o conjunto de todos os endomorfismos ω : Mr,l −→ Mr,l tal que
ω = ψisjs ◦. . .◦ψi2j2 ◦ψi1j1 ◦pi, com pi ∈ ΠMr,l , ψi1j1 , ψi2j2 , . . . , ψisjs ∈ ΨMr,l , i1, i2, . . . , is /∈
pi(N) e ia 6= ib se a 6= b. A demostração de que o conjunto ΩMr,l é um semigrupo é
análoga à demonstração do Lema 1.4.3.
Observamos que toda cadeia ascendente de A-submódulos de Mr,l fechados por
todos os endomorfismos pi ∈ ΠMr,l e ψij ∈ ΨMr,l é também uma cadeia ascendente
de A-submódulos de Mr,l fechados por todos endomorfismos ω ∈ ΩMr,l . De fato, pois
cada A-submódulo deMr,l fechado por todos os endomorfismos pi ∈ ΠMr,l e por todos os
endomorfismos ψij ∈ ΨMr,l é claramente fechado por todos os endomorfismos ω ∈ ΩMr,l .
Logo, para demonstrar a Proposição 2.3.14 e com isso demonstrar a Proposição 2.2.7,
no caso geral, basta demonstrar a seguinte proposição.
Proposição 2.3.15 Toda cadeia ascendente de A-submódulos de Mr,l fechados por
todos os endomorfismos ω ∈ ΩMr,l estabiliza.
Assim, para demonstrar o resultado principal é suficiente demonstrar a Proposição
2.3.15. Faremos isso na próxima seção.
2.4 A demonstração do resultado sobre módulos
Lembramos que para demonstrar o Teorema 1 é suficiente demonstrar a
Proposição 2.3.15. Faremos isto nesta seção.
Para demonstrar a Proposição 2.3.15 vamos mostrar que cada N A-submódulo
de Mr,l fechado por todos os endomorfismos ω ∈ ΩMr,l é finitamente gerado (como um
A-submódulo fechado por todos os endomorfismos ω ∈ ΩMr,l).
Lembramos que, na seção 2.4, definimos o conjunto J de todas as sequências
finitas de inteiros não negativos. Definimos em J ≤ uma boa ordem e  uma ordem
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parcial. Elas foram definidas da seguinte maneira: sejam
(




j1, . . . , jn
)
duas sequências em J . Dizemos que
(




j1, . . . , jn
)
se m < n ou se m = n e existe r tal que is < js mas is′ = js′ , para cada s′ > s. Dizemos
que (
i1, . . . , im
)  (j1, . . . , jn)
se m ≤ n e existe pi ∈ Π uma aplicação F -linear que preserva ordem (ou seja, se a < b
então pi(a) < pi(b)) tal que pi(is) = jpi(s), para cada s = 1, . . . ,m.
Definimos também, na seção 2.4,M o semigrupo de todos os monômios A com
coeficientes unitários, ou seja, definimos o conjunto
M = {zn11 · · · znss | (n1, . . . , ns) ∈ J}.
Vamos definir em M duas ordens ≤(1) e (1) da seguinte maneira: sejam
m0 = z
n1
1 · · · znss e m′0 = zn
′
1
1 · · · z
n′
s′
s′ dois monômios emM. Dizemos que m0 <(1) m′0 se(








na ordem lexicográfica à direita. Dizemos que m0 (1) m′0 se existem um endomorfismo
ω ∈ ΩMr,l e um monômio g em A tais que ω(m0)g = m′0. Observamos que ≤(1) é uma
boa ordem enquanto que (1) é uma ordem parcial.
Seja M1 o semigrupo de todos os monômios m = y1,b1 · · · yt,bt , onde
bi = 0, 1, . . . , p
n − 1 (i = 1, . . . , t). Em M1 vamos definir duas ordens ≤(2) e (2)



















mios emM1. Dizemos que ms <(2) ms′ se(
b
(s)












na ordem lexicográfica à direita. E, dizemos quems (2) ms′ se existe um endomorfismo
ω ∈ ΩMr,l tal que ω(ms) = ms′ . Observamos que ≤(2) é uma boa ordem enquanto que
(2) é uma ordem parcial.
SejaM o semigrupo de todos os elementos da forma
(
i1, . . . , i2r
)
m0m1 · · ·mr+1,
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, com b(q)i = 0, 1, . . . , pn − 1, i = 1, . . . , tq e
q = 1, . . . , r + 1. A seguir, vamos definir em M ≤(3) e (3) duas ordens da seguinte
maneira: sejam m =
(
i1, . . . , i2r
)
m0m1 · · ·mr+1 e m′ =
(






1 · · ·m′r dois
polinômios em M, onde m0 = zn11 · · · znss ,m′0 = zn
′
1
1 · · · z
n′
s′



















, com b(q)i , b
′(q)
i = 0, 1, . . . , p
n − 1, i = 1, . . . , tq e q = 1, . . . , r + 1.
Dizemos que m <(3) m′ se
1)
(









2) it′ = i′t′ , para cada t′ = 1, . . . , 2r e m0 <(1) m′0; ou
3) it′ = i′t′ , para cada t′ = 1, . . . , 2r, m0 = m′0, ms = m′s, para cada s < t e mt <(2) m′t.
Dizemos que m (3) m′ se existem um endomorfismo ω ∈ ΩMr,l , onde
ω = ψis,js ◦ · · · ◦ ψi1,j1 ◦ pi, com
{
j1, . . . , js
} ∩ {i1, . . . , i2r} = ∅, e um monômio g
em A, tais que
1) pi
((









2) ω(m0)g = m′0;
3) ω(ms) = m′s, para cada s = 1, . . . , r + 1.
É claro que vale o seguinte lema.
Lema 2.4.1
(M,≤(3) ) é um conjunto bem ordenado
E vale também o seguinte lema.
Lema 2.4.2
(M,(3) ) é um conjunto parcialmente bem ordenado.
A demonstração do Lema 2.4.2 não é trivial e pode ser encontrada, por exemplo,
em [58, Lemma 3.3].
Seja g um polinômio em Mr,l, com g 6= 0. Definimos o termos principal de g
como o maior termo
(
i1, . . . , i2r
)(
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de g, com respeito a ordem ≤(3), onde b(q)i = 0, 1, . . . , pn − 1, i = 1, . . . , tq e
q = 1, . . . , r + 1. Notemos que o termo principal de cada polinômio de Mr,l pertencem
aM.
Seja N um A-submódulo de Mr,l fechado por todos os endomorfismos ω ∈ ΩMr,l .
E sejaMN o conjunto de todos os termos principais dos polinômios de N . Claramente
temos MN ⊆ M e, pelo Lema 2.4.2, o conjunto (M,(3)) é parcialmente bem orde-
nado, então existe um subconjunto finito S0 =
{
h1, . . . , hs
}
de MN com a seguinte
propriedade: para qualquer h ∈ MN existe hi ∈ S0, para algum i = 1, . . . , s, tal que
hi (3) h. Seja S =
{
f1, . . . , fs
}
o conjunto de todos os polinômios de N tal que hl é o
termo principal do polinômio fl, para cada l = 1, . . . , s.
Lema 2.4.3 O conjunto S gera N como um A-submódulo de Mr,l fechado por todos
os endomorfismos ω ∈ ΩMr,l.
Demonstração: Suponhamos por absurdo que S não gera N como um A-submódulo
de Mr,l fechado por todos os endomorfismos ω ∈ ΩMr,l . E seja N0 o A-submódulo de
Mr,l gerado por S, como um A-submódulo de Mr,l fechado por todos endomorfismos
ω ∈ ΩMr,l . Assim, exite f um polinômio em N tal que f /∈ N0 e com a seguinte
propriedade: f é o polinômio com o menor termo principal entre os polinômios de N
que não pertencem a N0.
Seja h =
(
i1, . . . , i2r
)
m0m1 · · ·mr+1 o termo principal de f . Então, para algum
l = 1, . . . , s, existe hl ∈ S0, com hl =
(






1 · · ·m′r+1, tal que hl (3) h. Por
definição de (3), existem um endomorfismos ω ∈ ΩMr,l , onde ω = ψis,js ◦ . . .◦ψi1,j1 ◦pi,
com
{
j1, . . . , jr
} ∩ {i1, . . . , i2r} = ∅, e g um monômio em A, tais que
1) pi
((






i1, . . . , i2r
)
;
2) ω(m′0)g = m0;
3) ω(m′q) = mq, para cada q = 1, . . . , r + 1.
Ou seja, o termo principal de ω(fl) é igual a h. Logo, o termo principal de f − ω(fl)
é menor que o termo principal de f e, pela nossa suposição, f − ω(fl) pertence a
N0. Do fato que N0 é gerado por S, como um A-submódulo de Mr,l fechado por
todos os endomorfismos ω ∈ ΩMr,l , segue que ω(fl) ∈ N0, consequentemente, f ∈ N0,
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o que contraria a escolha do polinômio f . Portanto, N é gerado por S, como um
A-submódulo de Mr,l fechado por todos os endomorfismos ω ∈ ΩMr,l . 
Cleber Pereira Fevereiro de 2019 PPGMat – UnB
Capítulo 3
As álgebras universais associativas
Lie nilpotentes e fortemente Lie
nilpotentes.
Seja K um anel associativo comutativo unitário e seja A = K 〈X〉 a K-álgebra
associativa unitária livre, livremente gerada pelo conjunto X =
{
xi | i ∈ N
}
.
Lembramos que, no Capítulo 2, definimos o ideal bilateral T (n), para cada n ≥ 1
em A por T (n) = T (n)(A) = AL(n)(A)A, onde L(n)(A) é o K-submódulo de A gerado
por todos os comutadores [a1, . . . , an], onde ai ∈ A, para cada i ∈ N. Lembramos
também que definimos indutivamente o ideal bilateral R(m)(A), para m ≥ 0 em A




A, para m ≥ 1. Lembramos
ainda que se X = Xk =
{
xi1 , . . . , xik
}







representar, respectivamente, A = K 〈X〉 , T (n)(K 〈X〉), L(n)(K 〈X〉) e R(m)(K 〈X〉).
Neste capítulo, nosso objetivo é demonstrar o segundo resultado principal deste
trabalho, ou seja, demonstrar o seguinte teorema.
Teorema 3 Seja K um anel associativo comutativo unitário e seja A3 = K 〈X3〉 a











A demonstração do Teorema 3 será feita por indução em n. Na seção 3.2, vamos
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demonstrar a base de indução e, na seção 3.3, o passo de indução. A seguir veremos a
relação entre os ideais R(m) e T (n).
3.1 A relação entre os ideais T (m) e R(n)
Lembramos que, por definição, T (1) = A e T (n) (n ≥ 2) é o ideal bilateral em A
gerado, como um ideal bilateral, por todos os comutadores [a1, . . . , an], onde ai ∈ A,
para cada i ∈ N. Desde que o comutador [a1, . . . , an] é linear em cada entrada, podemos
considerar que os ai (i = 1, . . . , n) são monômios em A. Desta forma, os elementos de
T (n) são combinações lineares de elementos da forma b[a1, . . . , an]c, onde b, c ∈ A e os
ai (i = 1, . . . , n) são monômios em A. Como
b[a1, . . . , an]c = bc[a1, . . . , an] + b
[
[a1, a2], a3, . . . , an
]
,
então T (n) é gerado, como umK-módulo, por todos os elementos da forma b[a1, . . . , an],
onde b ∈ A e os ai (i = 1, . . . , n) são monômios em A.
Para os ideais T (m) e R(n) vale a seguinte proposição.
Proposição 3.1.1 Seja K um anel associativo comutativo unitário e seja A = K 〈X〉
a K-álgebra associativa unitária livre, livremente gerada por X. Então, para cada
inteiro positivo n,
T (n) ⊆ R(n−1).
Demonstração: A demonstração será feita usando indução em n. A base de indução
é válida, pois temos que
T (1) = A = R(0).
A nossa hipótese de indução é que a inclusão T (m) ⊆ R(m−1) é válida sempre quem ≤ n.
O passo de indução será mostrar que T (n+1) ⊆ R(n). Por definição de L(n) e T (n) valem
as as seguintes igualdades






Claramente temos a inclusão
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ou seja, vale que
T (n+1) ⊂ R(n).
Portanto, T (n) ⊆ R(n−1), para cada inteiro positivo n. 
Um dos nossos objetivos neste trabalho é demonstrar a igualdade T (n)3 = R
(n−1)
3 ,
para n ≥ 1. Pelo Lema 1.5.6, temos que R(m)3 = R(m) ∩ A3 (m ≥ 0) e, pelo Lema





2 (n ≥ 1), ou seja, a igualdade T (n)3 = R(n−1)3 , para todos n ≥ 1, implica o
seguinte teorema que também iremos demonstrar.
Teorema 3.1.2 Seja K um anel associativo comutativo unitário e seja A2 = K 〈X2〉







Demonstração: A demonstração será feita por indução em n. A base de indução é
clara, ou seja, T (1)2 = A2 = R
(0)





sempre que n ≤ m. O passo de indução será mostrar que T (m+1)2 = R(m)2 . Pela
Proposição 3.1.1, temos a inclusão T (m+1)2 ⊆ R(m)2 (m ≥ 1), faltando assim demonstrar






A2 (m ≥ 0) e, por hipótese
de indução, R(m−1)2 = T
(m)
2 . 









k para todo k ≥ 4.
O seguinte lema foi provado por Dangoviski em [17, Theorem 3.2] para corpos de
características diferentes de 2 e 3. Entretanto, demonstramos que o lema é válido para
anéis associativo comutativo unitário quaisquer. Este lema será usado para concluir a
demonstração do Teorema 3.1.2.
Lema 3.1.3 Seja K um anel associativo comutativo unitário e seja Ak = K 〈Xk〉 a
K-álgebra associativa unitária livre, livremente gerada por Xk =
{
x1, . . . , xk
}
. Então,





⊂ T (m+1)2 .
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pode ser escrito como




, onde a, b, c ∈ A2 e u ∈ L(m−1)2 . Usando a
identidade [xy, z] = x[y, z] + [x, z]y, escrevemos





O comutador [u, b, c] ∈ L(m+1)2 , assim temos
v ≡ [a, c][u, b] (mod T (m+1)2 ).
Se a, b ou c pertencem ao anel K então [a, c][u, b] = 0, pois K é comutativo. Daí,
v ∈ T (m+1)2 . Caso contrário, se a, b, e c não pertencem a K, pela bilinearidade da
operação comutador [, ], podemos considerar a, b e c monômios em A2. Digamos que
a = xi1 · · · xir , b = xj1 · · ·xjs , c = xk1 · · ·xkt . Então temos
[a, c] =
[











xkq+1 · · ·xktxip+1 · · ·xir
Usando que [xi, xi] = 0, para i = 1, 2 e que [x2, x1] = −[x1, x2] temos (usaremos

















xjm+1 · · ·xjs .
Aplicando a identidade ab = ba+ [a, b] em xj1 · · ·xjp−1 [u, xjp ] obtemos



















, xj1 · · ·xjp−1
]
∈ T (m+1)2 , logo
xj1 · · ·xjp−1
[
u, xjp
] ≡ [u, xjp]xj1 · · ·xjp−1 (mod T (m+1)2 ).
Daí, segue que








xj1 · · ·xjp−1xjp+1 · · ·xjs (mod T (m+1)2 ),
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xj1 · · · xjp−1xjp+1 · · ·xjs (mod M (m+1)2 )
Logo, [a, c][u, b] pode ser escrito como soma de produtos do tipo






xjt+1 · · ·xjs
módulo T (m+1)2 , onde xjp ∈ X2, com p = 1, . . . , s. Sem perda de generalidade, po-
demos supor que xjp = x2. Usando as igualdades [x1, x2][u, x2] = −[x1, x2][x2, u] e
[ab, c, d] = a[b, c, d] + [a, c, d]b+ [a, d][b, c] + [a, c][b, d], obtemos a igualdade
[x1, x2][u, x2] = −[x1x2, x2, u] + x1[x2, x2, u] + [x1, x2, u]x2 + [x1, u][x2, x2]
Pelo Lema 1.6.5, os polinômios [x1x2, x2, u] e [x1, x2, u] pertencem a T
(m+1)
2 . É fácil
verificar que os demais polinômios são nulos. Assim, [x1, x2][u, x2] ∈ T (n+1)2 . Logo,
v ∈ T (m+1)2 . 






⊂ T (m+1)2 (m ≥ 1), ou seja, acabamos de
provar o Teorema 3.1.2 como queríamos.






⊆ T (n+1)2 e, pelo fato







A2 ⊆ T (n+1)2 .































A2 (n ≥ 1).









A2 (n ≥ 1).
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3.2 A demonstração do Teorema 3: a base de indução
Nesta seção vamos demonstrar o Teorema 3 nos casos n = 1, 2, 3, 4, 5, que será
nossa base de indução na demonstração do mesmo. Pela Proposição 3.1.1, temos
a inclusão T (n)3 ⊆ R(n−1)3 , para n ≥ 1, faltando assim demonstrar que R(n)3 ⊆ T (n)3
(n = 1, 2, 3, 4, 5). Recordamos que, pela Proposição 1.5.5, o ideal bilateral R(n−1)3 é
gerado, como um ideal bilateral em A3, por todos os produtos de comutadores de peso
igual a n− 1 (n ≥ 1).
A seguinte observação será útil no decorrer desta seção. Ela usa o fato que X3
contem 3 elementos distintos.
Observação 3.2.1 Seja k1, k2, k3, k4 ∈ {1, 2, 3}, onde k1 6= k2 e k3 6= k4. Então,
para algum k ∈ {k1, k2} existe l ∈ {k3, k4} tal que k = l. Sem perda de generalidade,




















ki3 , ki4 , k5
]
+ [ki1 , ki3
][
ki2 , ki4 , k5
]
= [ki1 , ki2
][
ki3 , ki4 , k5
]
.
Para n = 1, 2, claramente temos R(n−1)3 ⊆ T (n)3 .
Seja n = 3. Pela Proposição 1.6.2, o ideal T (3)3 é gerado, como um ideal bilateral,
por todos os polinômios (1.9) e (1.10). Pela Proposição 1.5.5, o ideal R(2)3 é gerado,
como um ideal bilateral, por todos os polinômios[









onde xij ∈ X3, para j = {1, 2, 3, 4}. Claramente o polinômio
[





























pertence a T (3)3 .
Portanto, R(2)3 ⊆ T (3)3 .
Seja n = 4. Pela Proposição 1.6.3, o ideal T (4)3 é gerado, como um ideal bilateral
em, por todos os polinômios dos tipos (1.11)-(1.15). Pela Proposição 1.5.5, o ideal R(3)3
é gerado, como um ideal bilateral, por todos os polinômios[
xi1 , xi2 , xi3 , xi4
]
, (3.1)
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xi1 , xi2
][










onde xij ∈ X3, para j = 1, . . . , 6. Claramente o polinômio
[





3 , pois é do tipo (1.11). Pela Observação 3.2.1, item ii), temos[
xi1 , xi2
][



















xi3 , xi4 , xi5
]































pertence a T (4)3 .
Portanto, R(3)3 ⊆ T (4)3 .
Seja n = 5. Pela Proposição 1.6.4, o ideal T (5)3 é gerado, como um ideal bilateral,
por todos os polinômios dos tipos (1.16)-(1.23). Pela Proposição 1.7, o ideal R(4)3 é
gerado, como um ideal bilateral, por todos os polinômios
[






xi3 , xi4 , xi5 , xi6
]
, (3.5)[
xi1 , xi2 , xi3
][



















onde xij ∈ X3, para j = 1, . . . , 8. Claramente os polinômios
[
xi1 , xi2 , xi3 , xi4 , xi5
]
e[
xi1 , xi2 , xi3
][
xi4 , xi5 , xi6
]
pertencem a T (5)3 , pois são dos tipos (1.16) e (1.18), respecti-



















xi5 , xi6 , xi7
]
,






xi5 , xi6 , xi7
]
pertence a T (5)3 . Novamente pela
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pertence a T (5)3 .









3 . Seja I
(5)
3 um subespaço de T
(5)
3 gerado, como um subespaço, por todos os polinô-
mios [






















xi1 , xi2 , xi5 , xi6
]
, (3.11)
onde xij ∈ X3, para j = 1, . . . , 8.
Vale o seguinte lema.
Lema 3.2.2 I(5)3 ⊂ T (5)3 .
Demonstração: Por definição do ideal T (6)3 o polinômio
[
xi1 , xi2 , xi3 , xi4 , xi5 , xi6
]
per-










xi3 , xi5 , xi4 , xi1
]





































xi1 , xi2 , xi5
][





xi1 , xi2 , xi6
][











xi1 , xi2 , xi5
][




xi1 , xi2 , xi6
][
xi3 , xi4 , xi5
]
pertencem a T (5)3 ,
pois são do tipo (1.18). Logo, o polinômio[
xi1 , xi2
][








pertence a T (5)3 . Podemos reescrever[
xi1 , xi2
][



























Pelo Lema 1.6.5, temos[
xi1 , xi2
][








Cleber Pereira Fevereiro de 2019 PPGMat – UnB
3.2. A demonstração do Teorema 3: a base de indução 85










xi1 , xi2 , xi5 , xi6
] ∈ T (5)3 .
Portanto, I(5)3 ⊆ T (5)3 . 
Vale também o seguinte lema.
Lema 3.2.3 Para todo xij ∈ {x1, x2, x3}, com j = 1, 2, 3, 4, 5, 6, temos[
xi1 , xi2
][
xi3 , xi4 , xi5 , xi6
] ∈ T (5)3 .
Demonstração: Pelo Lema 1.6.8, temos
[xi1 , xi2
][
xi3 , xi4 , xi5 , xi6
] ≡ (−1)σ[xσ(i1), xσ(i2)][, xi3 , xi4 , xi5 , xσ(i6)] (mod T (5)3 ),
onde σ ∈ S{i1,i2,i6}. Claramente se i1 = i2, i1 = i6, ou i2 = i6, então[
xi1 , xi2
][
xi3 , xi4 , xi5 , xi6
] ∈ T (5)3 .

















. Pela definição do subespaço I(5)3 , temos[
xi1 , xi2
][
xi3 , xi4 , xi5 , xi6
] ≡ −[xi6 , xi2][xi3 , xi4 , xi5 , xi1] (mod I(5)3 )
≡ −[xi3 , xi4][xi6 , xi2 , xi5 , xi1] (mod I(5)3 )




xi3 , xi4 , xi5 , xi6
] ≡ −[xi3 , xi4][xi6 , xi2 , xi5 , xi1] (mod T (5)3 ).




xi3 , xi4 , xi5 , xi6









xi3 , xi4 , xi5 , xi6
] ∈ T (5)3 .
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. Pela definição do subespaço I(5)3 , temos[
xi1 , xi2
][
xi3 , xi4 , xi5 , xi6
]
= −[xi2 , xi1][xi3 , xi4 , xi5 , xi6]
≡ [xi6 , xi1][xi3 , xi4 , xi5 , xi2] (mod I(5)3 )
≡ −[xi3 , xi4][xi6 , xi2 , xi5 , xi1] (mod I(5)3 )
Pelo Lema 3.2.2, segue que[
xi1 , xi2
][
xi3 , xi4 , xi5 , xi6
] ≡ −[xi3 , xi4][xi6 , xi1 , xi5 , xi2] (mod T (5)3 ).
Pelo Lema 1.6.6, concluímos que[
xi1 , xi2
][
xi3 , xi4 , xi5 , xi6









xi3 , xi4 , xi5 , xi6
] ∈ T (5)3 .




. Pela definição do subespaço I(5)3 , temos[
xi1 , xi2
][
xi3 , xi4 , xi5 , xi6
] ≡ −[xi3 , xi4][xi1 , xi2 , xi5 , xi6] (mod I(5)3 ).
Pelo Lema 3.2.2, segue que[
xi1 , xi2
][
xi3 , xi4 , xi5 , xi6
] ≡ −[xi3 , xi4][xi1 , xi2 , xi5 , xi6] (mod T (5)3 ).
Pelo Lema 1.6.6, concluímos que[
xi1 , xi2
][
xi3 , xi4 , xi5 , xi6









xi3 , xi4 , xi5 , xi6




xi3 , xi4 , xi5 , xi6
] ∈ T (5)3 ,
para todo xi ∈ X3. 
3.3 A demonstração do Teorema 3: o passo de
indução
Na seção 3.2 demonstramos o Teorema 3 nos casos n = 1, 2, 3, 4, 5 e usaremos
como base de indução para a demonstração do teorema. Nesta seção vamos demons-
trar o passo de indução, ou seja, vamos demonstrar que T (m+1)3 = R
(m)
3 sempre que
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3 , para m ≥ n. Pela Proposição 3.1.1, temos a inclusão T (m+1)3 ⊆ R(m)3 ,
para m ≥ 0, faltando assim demonstrar a outra inclusão, ou seja, demonstrar que
R
(m)






A3 (m ≥ 1) e, pela hipótese de
indução, R(m−1)3 = T
(m)
3 , logo, para concluir a demonstração do Teorema 3 é suficiente
demonstrar a seguinte proposição.





⊆ T (m+1)3 .
Lembramos que o ideal bilateral T (m)3 pode ser visto como um ideal unilateral, ou
seja, T (m)3 = L
(m)
3 A3. Assim, para demonstrar a Proposição 3.3.1 é suficiente verificar
que [
vmb, c
] ∈ T (m+1)3 ,
para cada vm =
[
a1, . . . , am
] ∈ L(m)3 e para todos b, c ∈ A3. Pela identidade




= vm[b, c] + [vm, c]b.
Desde que [vm, c]b ∈ T (m+1)3 , para cada vm =
[
a1, . . . , am
] ∈ L(m)3 e para todos b, c ∈ A3,
então para demonstrar a Proposição 3.3.1 e, consequentemente demonstrar o Teorema
3, é suficiente provar o seguinte lema.
Lema 3.3.2 Para todo vm =
[
a1, . . . , am
] ∈ L(m)3 , onde ai ∈ A3, para i = 1, . . . ,m
(m ≥ 2) e para todos c, d ∈ A3, temos
vm[c, d] ∈ T (m+1)3 .
Vamos assumir o seguinte lema que será demonstrado adiante.
Lema 3.3.3 Para todo vm−3 =
[
b1, . . . , bm−3
] ∈ L(m−3)3 , onde bi ∈ A3, para
i = 1, . . . ,m − 3 (m ≥ 4), para todos a1, a2, a3, a4, b ∈ A3 e para toda permutação
σ ∈ S4, temos[
vm−3, aσ(1), b, aσ(2)
][
aσ(3), aσ(4)
] ≡ (−1)σ[vm−3, a1, b, a2][a3, a4] (mod T (m+1)3 ).
Notemos que se o Lema 3.3.3 for demonstrado, então o Lema 3.3.2 será demons-
trado também e, consequentemente o Teorema 3. Uma consequência do Lema 3.3.3 é
o seguinte corolário.
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Corolário 3.3.4 Para todo vm−3 =
[
b1, . . . , bm−3
] ∈ L(m−3)3 , onde bi ∈ A3, para
i = 1, . . . ,m− 3 (m ≥ 4), para todos xi1 , xi2 , xi3 , xi4 ∈ X3 e b ∈ A3, temos[
vm−3, xi1 , b, xi2
][
xi3 , xi4
] ∈ T (m+1)3 .
Demonstração: Sejam vm−3 =
[
b1, . . . , bm−3
] ∈ L(m−3)3 (bi ∈ A3 e m ≥ 4) e sejam
xi1 , xi2 , xi3 , xi4 ∈ X3, b ∈ A3 e σ ∈ S4. Pelo Lema 3.3.3, temos[
vm−3, xσ(i1), b, xσ(i2)
][
xσ(i3), xσ(i4)
] ≡ (−1)σ[vm−3, xi1 , b, xi2][xi3 , xi4] (mod T (m+1)3 ).
Desde que xσ(i1), xσ(i2), xσ(i3), xσ(i4) ∈ X3, para cada j ∈ {1, 2, 3} existe k ∈ {1, 2, 3, 4}
tal que xσ(ij) = xσ(ik). Sem perda de generalidade, podemos supor que xσ(i3) = xσ(i4),
assim [
vm−3, xi1 , b, xi2
][
xi3 , xi4
] ≡ 0 (mod T (m+1)3 ),
o que termina a prova do Corolário 3.3.4. 
Uma consequência do Corolário 3.3.4 é o seguinte corolário.
Corolário 3.3.5 Para todo vm−3 =
[
b1, . . . , bm−3
] ∈ L(m−3)3 , onde bi ∈ A3, para
i = 1, . . . ,m− 3 (m ≥ 4) e para todos a1, a2, a3, a4, b ∈ A3, temos[
vm−3, a1, b, a2
][
a3, a4
] ∈ T (m+1)3 .
Demonstração: Sejam vm−3 =
[
ai1 , . . . , aim−3
] ∈ L(m−3)3 , onde bi ∈ A3 e m ≥ 4 e
sejam a1, a2, a3, a4, b ∈ A3. Temos que[




é uma combinação linear, módulo T (m+1)3 , de produtos da forma[







onde c e d são monômios em A3. Temos que[












cd−[vm−3, xi1 , b, xi2][xi3 , xi4 , c]d.
Daí, pelo Corolário 1.6.9, temos
[






d ≡ [vm−3, xi1 , b, xi2][xi3 , xi4]e (mod T (m+1)3 ),
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onde c, d, e são monômios em A3. Pelo Corolário 3.3.4, segue que[
vm−3, a1, b, a2
][
a3, a4
] ∈ T (m+1)3 .
Como queríamos demonstrar. 
Lembramos que para concluir a demonstração do Teorema 3 é suficiente demons-
trar o Lema 3.3.3 e, para demonstrar o Lema 3.3.3 basta demonstrar o seguinte lema.
Lema 3.3.6 Para todo vm−3 =
[
b1, . . . , bm−3
] ∈ L(m−3)3 , onde bi ∈ A3, para
i = 1, . . . ,m− 3 (m ≥ 4) e para todos a1, a2, b, c, d ∈ A3, temos[






vm−3, a2, b, a1
][
c, d
] ≡ 0 (mod T (m+1)3 ).
O Lema 3.3.6 é equivalente ao lema seguinte.
Lema 3.3.7 Para todo vm−3 =
[
b1, . . . , bm−3
] ∈ L(m−3)3 ,onde bi ∈ A3, para
i = 1, . . . ,m− 3 (m ≥ 4) e para todos x ∈ X3 e b, c, d ∈ A3, temos[
vm−3, x, b, x
][
c, d
] ≡ 0 (mod T (m+1)3 ).
Demonstração: Sejam vm−3 =
[
b1, . . . , bm−3
] ∈ L(m−3)3 (bi ∈ A3,m ≥ 4), x ∈ X3 e
b, c, d ∈ A3. Temos que[
[vm−3, x][c, d], b, x
]
= [vm−3, x, b, x][c, d] + [vm−3, x, b][c, d, x] +
+ [vm−3, x, x][c, d, b] + [vm−3, x][c, d, b, x].
Por hipótese de indução, temos que R(m−2)3 = T
(m−1)





⊆ T (m−1)3 , ou seja, o elemento [vm−3, x][c, d] ∈ T (m−1)3 . Pelo Lema 1.6.10, o
elemento
[
[vm−3, x][c, d], b, x
] ∈ T (m+1)3 . Pelo corolário 1.6.9, os elementos [vm−3, x, b][c, d, x]
e [vm−3, x, x][c, d, b] ∈ T (m+1)3 . Ou seja,
[vm−3, x, b, x][c, d] ≡ −[vm−3, x][c, d, b, x] (mod T (m+1)3 ).
Por fim, pela Proposição 1.6.11,
[vm−3, x][c, d, b, x] ∈ T (m+1).
Logo,
[vm−3, x, b, x][c, d] ≡ 0 (mod T (m+1)3 ).
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Como queríamos provar. 
Acabamos de demonstrar o Lema 3.3.7 e com isso demonstramos o Lema 3.3.6 e,
consequentemente, concluímos a demonstração do Teorema 3.
Uma consequência do Teorema 3 é o seguinte corolário.
Corolário 4 Suponha que k = 2 ou k = 3. Então o grupo aditivo do anel quociente
Z 〈Xk〉 /T (n+1)k é abeliano livre.
Demonstração: Para k = 3, pelo Teorema 3, o grupo aditivo do anel quociente
Z 〈X3〉 /T (n)3 coincide com o grupo aditivo do anel quociente Z 〈X3〉 /R(n−1)3 e, pelo
teorema principal de[73], segue o resultado.
Para k = 2, pelo Teorema 3.1.2 (que é uma consequência do Teorema 3), o grupo
aditivo do anel quociente Z 〈X2〉 /T (n)2 coincide com o grupo aditivo do anel quociente
Z 〈X2〉 /R(n−1)2 e, novamente pelo teorema principal de RT, segue o resultado. 
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