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In multi-level systems, the commonly used adiabatic elimination is a method for approximating
the dynamics of the system by eliminating irrelevant, non-resonantly coupled levels. This procedure
is, however, somewhat ambiguous and it is not clear how to improve on it systematically. We
use an integro-differential equation for the probability amplitudes of the levels of interest, which
is equivalent to the original Schro¨dinger equation for all probability amplitudes. In conjunction
with a Markov approximation, the integro-differential equation is then used to generate a hierarchy
of approximations, in which the zeroth order is the adiabatic-elimination approximation. It works
well with a proper choice of interaction picture; the procedure suggests criteria for optimizing
this choice. The first-order approximation in the hierarchy provides significant improvements over
standard adiabatic elimination, without much increase in complexity, and is furthermore not so
sensitive to the choice of interaction picture. We illustrate these points with several examples.
I. INTRODUCTION
The coherent manipulation of quantum states is cen-
tral to a large variety of contemporary research in physics
(see, for example, Ref. [1]), among them experiments that
aim at processing quantum information [2]. When imple-
menting a qubit in the internal degrees of freedom of a
trapped atom or ion, the relevant quantum states are dif-
ferent electronic energy levels manipulated by a combina-
tion of static and time-dependent electromagnetic fields.
The ideal case of a two-level system resonantly driven by
a laser is rarely available, as the levels of interest may not
be coupled directly by a dipole transition, or the transi-
tion occurs at an inconvenient wavelength. Instead, two
levels are often coupled indirectly through an interme-
diate level, as in the well-known Raman transition [3].
More generally, one can couple several levels of interest
through multiple intermediate, off-resonant levels, using
multiple lasers [4, 5]. Such a multi-level, multi-photon
system is very complicated to analyze exactly, and one
usually resorts to numerical solutions.
It is often more insightful, however, to have an an-
alytical, if approximate, solution to the problem. For
instance, in a three-level Raman process, the intermedi-
ate level is far-off-resonant from the laser frequencies, so
that it is barely populated during the evolution of the
system. Other than providing an indirect coupling route
to the two states of interest (the relevant states), the in-
termediate state (the irrelevant state) hardly affects the
dynamics of the relevant states. It then seems plausi-
ble that one might be able to derive a simpler effective
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description of the relevant states only, with the irrele-
vant state eliminated. Such is the idea of the commonly
used procedure of adiabatic elimination (see, for exam-
ple, Refs. [6–9]).
Adiabatic elimination gives an adequate description of
the relevant states, as long as the coupling between the
relevant and irrelevant states is sufficiently weak, and
the number of eliminated states is small, like in a three-
level Raman transition. When eliminating two states in a
three-photon transition from a ground state to an excited
state through two intermediate far-detuned states, one
already sees significant inaccuracies arising from the adia-
batic elimination procedure (see the example discussed in
Sec. V B). In experimental situations, one also often func-
tions in the parameter range where the coupling between
relevant and irrelevant states fails to be weak enough
for adiabatic elimination to offer good predictions. This
leaves much to be desired.
In this article, we introduce a systematic hierarchy
of approximations for multi-level, multi-photon systems
with a clear separation of states into relevant and irrele-
vant sectors. Standard adiabatic elimination emerges as
the lowest-order approximation; higher-order approxima-
tions give not only more accurate effective descriptions of
the relevant states, but also a statement about the evo-
lution of the irrelevant states. A technical point of con-
sideration is the choice of interaction picture in which
conditions of adiabaticity hold (previously discussed in
Ref. [8] for adiabatic elimination in a three-level Ra-
man process); we propose optimality criteria for a ju-
dicious choice. An important conclusion of our studies is
that, while one can improve the performance of standard
adiabatic elimination with a careful, often complicated,
choice of interaction picture, one gains much more in ac-
curacy by proceeding to the next-order approximation in
the hierarchy with a near-optimal, but simpler to use,
interaction-picture choice.
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2The article is organized as follows: Sec. II sets up the
problem and introduces the notation. We then review
the standard method of adiabatic elimination and the
problems that may arise when applying it in Sec. III.
In Sec. IV, we present a systematic hierarchy of ap-
proximations based on integro-differential equations of
Lippmann-Schwinger type, and examine the issue of an
appropriate choice of interaction picture. In Sec. V, we
discuss several examples that illustrate the usefulness of
our approach. We close with a summary and outlook in
Sec. VI.
II. PROBLEM SETUP: MULTI-LEVEL,
MULTI-PHOTON PROCESSES
Consider a system of d levels, {|0〉, |1〉, . . . , |d − 1〉},
numbered such that (dipole) transition between each pair
of states |i〉 and |i+1〉, for i = 0, . . . , d−2, is driven by a
laser with frequency ωli(> 0). An example is the cascade
system illustrated in Fig. 1. For such a d-level system, the
Hamiltonian (under the rotating-wave approximation) is
H = ~
d−1∑
i=0
|i〉ωi 〈i|+ ~
2
d−2∑
i=0
Ωi
(
|i〉 eiqiωli t 〈i+ 1|+ h.c.
)
(1)
Here, ~ωi is the energy (with respect to some reference)
of |i〉, and qi is a binary parameter: qi = 1 if ωi+1 > ωi
(absorb a photon to go from |i〉 to |i + 1〉); qi = −1
if ωi+1 < ωi (emit a photon to go from |i〉 to |i + 1〉).
Ωi(> 0) [10] is the Rabi frequency for transition between
|i〉 and |i+ 1〉, which depends on the amplitude and the
polarization of the electric field, as well as the dipole
matrix element between the states.
It is simplest to work in an interaction picture where
the Hamiltonian is time independent, if such a picture
exists. This is always possible for the d-level system de-
scribed above, by going to the interaction picture defined
by a Hamiltonian
H0 = |0〉 ~ω0 〈0|+
d−1∑
i=1
|i〉
(
~ω0 +
i−1∑
k=0
qk~ωlk
)
〈i| . (2)
The interaction-picture Hamiltonian is then
HI = e
iH0t/~(H −H0)e−iH0t/~
= ~

0 12Ω0 0 . . . 0
1
2Ω0 q0∆0
1
2Ω1 . . . 0
0 12Ω1 q0∆0 + q1∆1 . . . 0
...
...
...
. . .
...
0 0 0 . . .
d−2∑
i=0
qi∆i

, (3)
written as a matrix in the basis {|i〉}d−1i=0 . Here, ∆i is the
laser detuning for the transition between states |i〉 and
|i+ 1〉,
∆i = |ωi+1 − ωi| − ωli = qi(ωi+1 − ωi)− ωli . (4)
ω0
ω1
ω2
E = 0
...
|d− 2￿
|d− 1￿
∆d−2
|0￿
∆0
|1￿
|2￿
∆1
ωl0
ωl1
ωld−2
FIG. 1. A cascade d-level system, with levels pairwise cou-
pled by lasers.
A different choice of H0 gives a different interaction
picture; a generic choice gives HI with an explicit time
dependence. Since it is simpler to work with a time-
independent HI, we restrict our attention only to such
cases. However, even the choice of time-independent in-
teraction picture is nonunique. Starting from any time-
independent interaction picture, like the one determined
by H0 of Eq. (2), it is always possible to go to another
time-independent interaction picture by subtracting a
multiple of the identity from H0, i.e., H0 → H0 − ~ω˜
for any frequency ω˜. This yields a different interaction-
picture Hamiltonian, HI → HI + ~ω˜. For exact solutions
of the problem, all interaction pictures are equivalent; for
approximate solutions, as we shall see below, the choice
of interaction picture in which the approximations are
made affects the accuracy of the solution.
For the system in question, we suppose that there is a
clear separation of the states into a relevant sector and
an irrelevant sector. The relevant sector must contain at
least the initial state of the system, and all states that
are near-resonantly or strongly connected to the initial
state; the irrelevant sector contains only states that play
a small role in the dynamics of the system because they
are far-off-resonantly and weakly coupled to any of the
states in the relevant sector. More precisely, we assume
that we can rearrange HI, written in some appropriate
interaction picture (the choice of which will be made clear
in Sec. IV), into submatrices ω,Ω and ∆,
HI = ~
(
ω 12Ω
1
2Ω
† ∆
)
, (5)
where ω involves only the relevant states (saym of them),
and ∆ involves only the irrelevant states (say n = d−m
of them). Ω connects the relevant and irrelevant sectors
and is assumed to be small compared with ∆.
The probability amplitudes of the (interaction-picture)
states are collected into a m-component column ψ(t) for
the relevant states, and a n-component column (t) for
3the irrelevant states so that
Ψ(t) =
(
ψ(t)
(t)
)
(6)
is the d-component column of probability amplitudes.
The Schro¨dinger equation then takes the form
i
∂
∂t
ψ(t) = ωψ(t) +
1
2
Ω(t) (7a)
i
∂
∂t
(t) =
1
2
Ω†ψ(t) +∆(t). (7b)
In the spirit of adiabatic elimination, we seek a good ef-
fective description for the relevant amplitudes ψ(t), while
being content with a less accurate approximation for the
irrelevant amplitudes (t).
For the sake of concreteness, we have described the
formalism so far in terms of a system with d states, pair-
wise coupled by lasers. However, our discussion below
applies to any situation in which one can arrive at an in-
teraction Hamiltonian that is time-independent, and for
which there is a clear separation into relevant and irrel-
evant sectors weakly coupled to each other. For situa-
tions where the time dependence of the dynamics cannot
be transformed away by an suitable choice of interaction
picture (for example, in the case of time-dependent Rabi
frequencies), we refer the reader to Refs. [11, 12].
III. ADIABATIC ELIMINATION
A. A brief review
Adiabatic elimination is usually discussed in the con-
text of a three-level Raman process, like that illustrated
in Fig. 2, to eliminate the irrelevant intermediate state
|e〉 which provides the indirect coupling between the two
states of interest |g〉 and |t〉. The time evolution of such
a three-level problem can, of course, be studied using
an exact eigen-decomposition, but the resulting expres-
sions for the eigenvalues and eigenvectors of HI are often
involved and not transparent. Instead, adiabatic elimi-
nation is used to remove the intermediate state from the
description, which is possible whenever |e〉 is only weakly
and far-off-resonantly coupled to |g〉 and |t〉, i.e., |e〉 is
an irrelevant state. The three-level system is reduced to
a two-level system of relevant states, with a 2× 2 matrix
for its effective Hamiltonian. Then, all the familiar tools
for two-level systems are applicable, and one can easily
work out the frequency and amplitude of the oscillatory
probability amplitudes as well as other details of interest.
More generally, one can perform adiabatic elimination
on a d-level system to take care of the irrelevant sector
and reduce the description to an effective Hamiltonian
for the relevant states only. The adiabatic prescription
amounts to setting the time derivative of the irrelevant
state amplitude to zero, that is,
i
∂
∂t
(t) =
1
2
Ω†ψ(t) +∆(t) ≈ 0, (8)
ωe
∆0
δ
|e￿
∆∆1
|g￿
|t￿
ωt
ωl0
ωl1
FIG. 2. The Raman process in a three-level system cou-
ples an initial state |g〉 to a target state |t〉 via a far-detuned
intermediate state |e〉, with respective energies ~ωg, ~ωt, and
~ωe. The system is in a Λ configuration (ωg, ωt < ωe, illus-
trated here), a V configuration (ωg, ωt > ωe), or a cascade
configuration (ωg < ωe < ωt). In all three configurations, the
numbering convention of Sec. II assigns |0〉 ≡ |g〉, |1〉 ≡ |e〉
and |2〉 ≡ |t〉. The transitions are driven by two lasers of fre-
quencies ωL0 and ωL1 , with respective detunings (for the Λ
configuration) ∆0 = ωe − ωl0 and ∆1 = (ωe − ωt)− ωl1 . ∆0
and ∆1 are large in magnitude by design, to avoid populating
the |e〉 state; their difference is small by design, so that the
two-photon transition from |g〉 to |t〉 is nearly resonant.
from Eq. (7b) for the interaction-picture Hamiltonian of
Eq. (5). Assuming that∆ is invertible (as is usually true
in cases of physical interest), this gives
(t) ≈ − 1
2∆
Ω†ψ(t). (9)
After using this to eliminate (t) from the equation of
motion for ψ(t) [Eq. (7a)], we obtain
i
∂
∂t
ψ(t) =
(
ω −Ω 1
4∆
Ω†
)
ψ(t), (10)
and the effective Hamiltonian for the relevant sector can
be read off as
Heff = ~
(
ω −Ω 1
4∆
Ω†
)
. (11)
As an example, we recall the adiabatic elimination pro-
cedure for the Λ-configuration of Fig. 2. This is usually
done in a slightly different interaction picture than the
one determined by H0 of Eq. (2). Setting ω˜ =
1
2δ, the
Hamiltonian HI in the interaction picture for H0 − 12δ is
HI = ~
−
1
2δ 0
1
2Ω0
0 12δ
1
2Ω1
1
2Ω0
1
2Ω1 ∆
 = ~( ω 12Ω
1
2Ω
† ∆
)
, (12)
written in the basis {|g〉, |t〉, |e〉}. Here, δ is the overall
detuning of the two-photon Raman process,
δ = ∆0 −∆1 = ωt − (ωl0 − ωl1), (13)
and ∆ is the average detuning of the intermediate state,
∆ =
1
2
(∆0 + ∆1). (14)
4For a typical Raman process, we have |δ|  |∆|, and
Ω0,Ω1  |∆| so that |e〉 is weakly coupled to |g〉 and
|t〉. Adiabatic elimination of |e〉 then gives an effective
Hamiltonian
Heff = −~
2
δ + |Ω0|22∆ Ω0Ω12∆
Ω1Ω0
2∆ −δ + |Ω1|
2
2∆
, (15)
now written in the basis {|g〉, |t〉} that involves the rel-
evant states only. This effective Hamiltonian describes
simple Rabi oscillations between the two relevant states,
and one can obtain the effective Rabi frequency and the
population of the relevant states as a function of time.
B. Problems with adiabatic elimination
Despite its popular use in simplifying multi-level prob-
lems, the procedure of adiabatic elimination has certain
ambiguities and potential problems. We present these in
the form of four questions:
(a) The basic assumption that the time derivative of (t)
is small and can be treated as approximately van-
ishing is questionable. Even if the population of the
irrelevant states is small, its time derivative need not
be small; in fact, it can be rather sizeable because the
large detuning makes (t) oscillate rapidly. Is there a
better justification for this assumption?
(b) There are problems with the normalization of the
wave function. Originally, we have ψ(t)†ψ(t) +
(t)†(t) = 1. As Heff is hermitian, evolution un-
der Heff preserves the normalization of ψ(t), i.e.,
ψ(t)†ψ(t) = constant for all t. Combined with the
initial condition that all population is contained in
ψ(t = 0), this implies (t) = 0 for all t, whereas the
basic approximation in (9) says otherwise. Thus adia-
batic elimination fails to make a consistent statement
about the population in the intermediate states. Is it
possible to estimate the population in the eliminated
states and comply with the normalization conditions?
(c) As pointed out in Sec. II, the choice of interaction
picture is nonunique. Applying the adiabatic elimina-
tion procedure in a different interaction picture yields
a different effective Hamiltonian and thus different
predictions for the evolution of the relevant states.
There have been attempts to identify the “correct”
choice of interaction picture, which gave valuable in-
sights [8], but a definite answer is still lacking. How
can one choose an optimal interaction picture?
(d) For larger Rabi frequencies or smaller detunings, or
a system with several irrelevant states, one observes
that the adiabatic elimination does not give a trust-
worthy approximation. Is there a systematic way of
improving the accuracy of the adiabatic-elimination
approximation?
We offer answers to these four questions in the next sec-
tion.
IV. A SYSTEMATIC HIERARCHY OF
APPROXIMATIONS
We begin with the equations of motion (7), with the
initial condition (t = 0) = 0. The differential equation
(7b) for (t) can be solved exactly,
(t) = − i
2
t∫
0
dt′ e−i∆(t−t
′)Ω†ψ(t′). (16)
We then use this in the differential equation (7a) for ψ(t)
to arrive at an integro-differential equation of Lippmann-
Schwinger type,
i
∂
∂t
ψ(t) = ωψ(t)− i
4
Ω
t∫
0
dt′ e−i∆(t−t
′)Ω†ψ(t′). (17)
Together with Eq. (16), this is fully equivalent to Eqs. (7).
While no approximation entered in the transition from
Eqs. (7) to Eq. (17), the integro-differential equation
now serves as the starting point for the generation of
a hierarchy of approximations to solve for ψ(t), with
the adiabatic-elimination answer as the zeroth-order so-
lution.
A. Zeroth-order Markov approximation
The usual (zeroth-order) Markov approximation as-
sumes that memory effects are negligible, so that ψ(t′) ≈
ψ(t) in the integral in Eq. (17). This assumption is
valid, provided that ψ(t) oscillates much more slowly
than e−i∆t. This happens whenever Ω and ω, which
govern the evolution of ψ(t), contain frequencies that are
small on the scale set by ∆. We can write this formally
as ‖Ω‖, ‖ω‖  ‖∆‖, where ‖ · ‖ denotes any norm for
operators. The condition ‖ω‖  ‖∆‖ requires the appro-
priate choice of interaction picture (we will return to this
point momentarily), while ‖Ω‖  ‖∆‖ is the statement
that the irrelevant states are weakly and non-resonantly
coupled to the relevant states. As discussed in standard
texts (for example, Refs. [13, 14]), a coarse graining is
then appropriate in the evaluation of the remaining inte-
gral over t′ because time scales of order ‖∆‖−1 are not
resolved and e−i∆t averages out over the coarse-grained
time intervals. Accordingly, we have
t∫
0
dt′ e−i∆(t−t
′) =
1− e−i∆t
i∆
≈ 1
i∆
, (18)
5and thus obtain the effective Hamiltonian for the zeroth-
order Markov approximation,
H
(0)
eff = ~
(
ω −Ω 1
4∆
Ω†
)
. (19)
This is exactly the effective Hamiltonian that adiabatic
elimination gave us [Eq. (11)]. In this sense then, we
have given an answer to question (a) in Sec. III B: Set-
ting
∂
∂t
(t) ≈ 0 in the adiabatic elimination procedure
amounts to a shorthand for the above coarse graining
in time to discard rapidly oscillating features and re-
tain only the slowly varying dynamics. This justification
of the adiabatic elimination procedure as a zeroth-order
Markov approximation is also discussed in Ref. [6].
B. First-order Markov approximation and beyond
To gain some information about the evolution of (t),
and so arrive at an answer to question (b), we consider
the first-order Markov approximation that takes a bit
of the history of the relevant states into account in the
integral in Eq. (17). We accomplish this by means of the
first-order approximation
ψ(t′) ≈ ψ(t)− (t− t′)∂ψ(t)
∂t
(20)
from a Taylor-series expansion about t′ = t. With
Eq. (18) and
t∫
0
dt′ (t− t′)e−i∆(t−t′) ≈ − 1
∆2
, (21)
this gives
i
∂ψ(t)
∂t
=
(
ω −Ω 1
4∆
Ω†
)
ψ(t)− iΩ 1
4∆2
Ω†
∂ψ(t)
∂t
. (22)
When defining the effective Hamiltonian, we now have a
choice between
i
∂ψ(t)
∂t
=
1
~
H
(1)
eff ψ(t) (23)
and
i
∂ψ′(t)
∂t
=
1
~
H
(1′)
eff ψ
′(t) , (24)
where
H
(1)
eff
~
=
(
1 +Ω
1
4∆2
Ω†
)−1(
ω −Ω 1
4∆
Ω†
)
, (25)
and
H
(1′)
eff
~
=
(
1+Ω
1
4∆2
Ω†
)−12(
ω−Ω 1
4∆
Ω†
)(
1+Ω
1
4∆2
Ω†
)−12
,
ψ′(t) =
(
1 +Ω
1
4∆2
Ω†
)− 12
ψ(t). (26)
The effective Hamiltonian in Eqs. (26) describes the evo-
lution of the dressed wave function ψ′(t), and is hermitian
in the usual sense, so that
ψ′(t)†ψ′(t) = ψ(t)†
(
1 +Ω
1
4∆2
Ω†
)
ψ(t) (27)
is constant in time. By contrast, the effective Hamil-
tonian in Eq. (25) is hermitian for the modified inner
product
(ψ1, ψ2) ≡ ψ†1
(
1 +Ω
1
4∆2
Ω†
)
ψ2, (28)
giving the right-hand side of Eq. (27) for the normaliza-
tion of ψ(t) in accordance with (ψ,ψ) = 1. It does not
matter which formulation we prefer for the first-order
Markov approximation, either Eq. (23) with Eqs. (25)
and (28), or Eq. (24) with Eqs. (26) is fine. The two
formulations are related to each other by the similarity
transformation afforded by (1 + 14Ω∆
−2Ω†)1/2, and re-
liable results can only be expected if this operator does
not differ much from the identity. This gives a precise
meaning to the relevant/irrelevant-sector separation re-
quirement that the coupling part Ω of the interaction-
picture Hamiltonian in Eq. (5) should be small on the
scale set by ∆.
A comparison of Eq. (27) with the normalization of the
full column Ψ of Eq. (6),
Ψ†Ψ = ψ†ψ + † = 1, (29)
reveals that † is here approximated by
† ≈ ψ†Ω 1
4∆2
Ω†ψ, (30)
which is just what the zeroth-order Markov approxima-
tion says,
(t) = − i
2
t∫
0
dt′ e−i∆(t−t
′)Ω†ψ(t) ≈ − 1
2∆
Ω†ψ(t). (31)
This observation is reassuring and provides the answer
to question (b) in Sec. III B.
The first-order Markov approximation offers a correc-
tion to adiabatic elimination. By including another term
in the Taylor-series approximation in Eq. (20), one gets
a second-order Markov approximation. A second time
derivative of ψ(t) will appear, but it can be approxi-
mated by replacing one of the time derivatives by an
application of the effective Hamiltonian, thereby obtain-
ing a Schro¨dinger-type first-order differential equation for
ψ(t). Successive terms in the Taylor series give a system-
atic hierarchy of approximations, with adiabatic elimi-
nation as the zeroth-order procedure, and this gives an
answer to question (d). As we shall see shortly, however,
the first-order Markov approximation is already of suf-
ficient quality, so that the complications of higher-order
approximations are hardly worth the trouble.
6C. Choice of interaction picture
There still remains question (c) about the choice of a
good interaction picture that leads to an effective Hamil-
tonian with the correct physics. The effective Hamilto-
nians H
(0)
eff and H
(1)
eff of Eqs. (19) and (25) take the form
H˜
(0)
eff = ~
(
ω + ω˜ −Ω 1
4(∆+ ω˜)
Ω†
)
,
H˜
(1)
eff =
(
1 +Ω
1
4(∆+ ω˜)2
Ω†
)−1
H˜
(0)
eff (32)
in an alternate interaction picture specified by a shift of
~ω˜.
We recall that the crucial assumption in the Markov
approximation is that ψ(t) oscillates slowly in comparison
with e−i∆t, which is invoked when replacing ψ(t′) by ψ(t)
on the right-hand side of (20) in the integro-differential
equation (17). Consistency, therefore, requires that the
magnitudes of the eigenvalues of the effective Hamilto-
nian should be as small as possible because they deter-
mine the frequencies contained in ψ(t). The following
three different conditions for choosing ω˜ suggest them-
selves:
tr
{
ω + ω˜
}
= 0, (33a)
‖H˜eff‖op is minimal, (33b)
or ‖H˜eff‖tr = tr{|H˜eff |} is minimal. (33c)
Here, ‖H‖op refers to the operator norm of H, while
‖H‖tr is the trace norm [15]. Conditions (33b) and (33c)
insist on choices of ω˜ such that H˜eff has eigenvalues that
are small in two different senses: The operator-norm con-
dition requires minimizing the largest absolute value of
the eigenvalues of H˜eff ; the trace-norm condition requires
minimizing the sum of the absolute values of the eigen-
values of H˜eff . Condition (33a) prescribes distributing
the eigenvalues of the ω part of the interaction-picture
Hamiltonian of Eq. (5) about 0. This does not necessar-
ily guarantee small eigenvalues, but for the Hamiltonians
in Eqs. (32), a different choice of ω˜ gives, as the domi-
nant change, only an overall shift in the eigenvalues of the
Hamiltonian. Condition (33a) is hence a simple alterna-
tive to a condition based on norms of H˜eff , and occurs in
the context of standard adiabatic elimination—the ω of
the interaction-picture Hamiltonian HI in Eq. (12) that
gave the effective Hamiltonian of Eq. (15) from adiabatic
elimination satisfies condition (33a). In the examples in
the next section, we will explore the consequences of the
different choices of ω˜ on the accuracy of the approximate
solutions.
V. EXAMPLES
We now present several examples that illustrate our
method: a three-level atom, a four-level atom, two atoms
with Rydberg-blockade, and lastly, two three-level atoms.
A. A three-level atom
In order to check the validity of, and illustrate the dif-
ferences between, the adiabatic-elimination approxima-
tion and the first-order Markov approximation, we apply
them to a three-level system in a Λ configuration as de-
picted in Fig. 2. For a quantitative statement about the
quality of the approximations, we compare the resulting
Rabi frequency ΩR for population transfer between |g〉
and |t〉. Here, the exact ~ΩR is the smallest spacing be-
tween the eigenvalues of HI, and is approximated by the
difference of the two eigenvalues of the H˜eff under consid-
eration. We first consider the case of zero overall detun-
ing, δ = 0. Expanding the solutions under the various
approximations to order x4, where x =
(
Ω20 + Ω
2
1
)
/4∆2,
gives the effective Rabi frequencies found in Table I(a).
Regardless of the choice of conditions (33a)-(33c),
the zeroth-order Markov approximation gives the cor-
rect Rabi frequency up to order x, while the first-order
solutions give accuracy up to order x2. With a ju-
dicious choice of interaction picture, one can improve
the approximations—for example, under the zeroth-order
Markov approximation, employing condition (33c) in fact
gives the exact Rabi frequency. However, we believe this
is a coincidence rather than a general fact (see the δ 6= 0
case discussed below). A more reliable conclusion one can
draw is that the first-order Markov approximation gives
better accuracy, and that whether we choose condition
(33a), (33b), or (33c) matters little. In fact, one might
even consider minimizing ‖H˜eff‖ for other norms (for ex-
ample, the Hilbert-Schmidt norm). The near-equivalence
between the conditions is reassuring, since very often,
condition (33a) is the easiest among the three possibil-
ities to apply. It also validates the common choice of
condition (33a) in standard adiabatic elimination.
For comparison, we consider a case where δ 6= 0. In
many experiments that aim at full population trans-
fer between the ground state and the target state, δ
is adjusted to compensate for the light shifts of the
atomic levels, due to the presence of the lasers, to give
a resonant two-photon transition. Often, the choice is
δ = (Ω21−Ω20)/4∆, a value designed to make the diagonal
entries of the effective Hamiltonian of Eq. (15) from adia-
batic elimination equal. This ensures a resonant process,
to the accuracy justified by the adiabatic-elimination ap-
proximation. For this value of δ, the predicted Rabi fre-
quencies for the exact solution and for the zeroth-order
Markov approximation under the different conditions are
listed in Table I(b).
As in the δ = 0 example above, the zeroth-order ap-
proximation gives the correct answer to linear order in
x, regardless of the choice of condition. That condition
(33c) gives the exact Rabi frequency is no longer true
here, although for small α, it still provides the most ac-
curate prediction. One can also verify that the first-order
Markov approximation again gives the correct value for
the Rabi frequency up to second order in x. A perti-
nent remark is that, in this case where δ 6= 0, conditions
7TABLE I. Rabi frequencies under various approximations for the example of a three-level atom with zero and nonzero overall
detunings (see Sec. V A). Here, x =
Ω20 + Ω
2
1
4∆2
and α =
Ω20 − Ω21
Ω20 + Ω
2
1
6= 0.
(a) δ = 0
exact solution 1
∆
ΩR = x− x2 + 2x3 − 5x4 +O(x5) = 12
(√
1 + 4x− 1)
0th-order Markov
Condition (33a) 1
∆
ΩR = x
Condition (33b) 1
∆
ΩR = x− 12x2 + 12x3 − 58x4 +O(x5) =
√
1 + 2x− 1
Condition (33c) 1
∆
ΩR = x− x2 + 2x3 − 5x4 +O(x5) = 12
(√
1 + 4x− 1)
1st-order Markov
Condition (33a) 1
∆
ΩR = x− x2 + x3 − x4 +O(x5) = x1+x
Condition (33b) 1
∆
ΩR = x− x2 + 74x3 − 154 x4 +O(x5)
Condition (33c) 1
∆
ΩR = x− x2 + x3 − x4 +O(x5) = x1+x
(b) δ =
Ω21 − Ω20
4∆
exact solution 1
∆
ΩR =
√
1− α2{x− x2 + [2 +O(α2)]x3 +O(x4)}
0th-order Markov
Condition (33a) 1
∆
ΩR =
√
1− α2 x
Condition (33b) 1
∆
ΩR =
√
1− α2{x− 1
2
x2 +
[
1
2
+O(α2)
]
x3 +O(x4)
}
Condition (33c) 1
∆
ΩR =
√
1− α2{x− [1 +O(α2)]x2 + [2 +O(α2)]x3 +O(x4)}
(33b) and (33c) are rather more complicated to impose
than condition (33a). This lends justification to improv-
ing the description of the system by going to higher-order
Markov approximations using only the simplest condition
(33a), instead of correcting the zeroth-order approxima-
tion by a more complicated choice of ω˜. We will see this
same conclusion in the other examples discussed below.
To further illustrate matters, we examine the predic-
tions for the evolution of the populations in the three
states under the different approximations for the case
with Rabi frequencies Ω0 = 0.4∆ and Ω1 = 0.3∆, and
overall detuning δ = (Ω21 − Ω20)/4∆. The results are
plotted in Fig. 3. Standard adiabatic elimination (thin
dashed blue lines in the plot), equivalent to the zeroth-
order Markov approximation with condition (33a), gives
a period for the Rabi oscillation that is about 6% short of
the exact value. The zeroth-order Markov solution with
condition (33c), on the other hand, gives the exact Rabi
frequency, but makes no statement about the popula-
tion of the intermediate state. In contrast, the first-order
Markov approximation, even with the simplest condition
(33a), performs very well, and provides a reasonable es-
timate of the intermediate state population.
Note that all the approximations show the effect of
the coarse graining: They do not reproduce the high-
frequency modulation of the exact solution. This coarse
graining is also behind the fact that the population of
the ground state, under the first-order Markov approx-
imation, does not start at 1 at time t = 0. Instead, it
begins with a value that can be thought of as the average
7
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FIG. 3. Population probabilities for a single-atom Raman
transition in a three-level system as a function of  t, for Rabi
frequencies ⌦0 = 0.4  and ⌦1 = 0.3 , and overall detuning
  = (⌦21   ⌦20)/4 . The curves that start close to 1 show
the population of the ground state |g0i; those that start at
0 and increase to about 1 before decreasing again are for the
target state |g1i; those that start near 0 and never grow to
large values are for the intermediate state |ei. The solid black
curves plot the exact solution; the thin dashed blue curves
show the zeroth-order Markov approximation with condition
(33a) (standard adiabatic elimination); the thick dashed blue
curves also show the zeroth-order Markov approximation, but
with condition (33c); the dotted red curves are for the first-
order Markov approximation with condition (33a).
cious choice of interaction picture, one can improve the
approximations—for example, under the zeroth-order
Markov approximation, employing condition (33c) in fact
gives the exact Rabi frequency. However, we believe this
is a coincidence rather than a general fact (see the   6= 0
case discussed below). A more reliable conclusion one can
draw is that the first-order Markov approximation gives
better accuracy, and that whether we choose condition
(33a), (33b), or (33c) matters little. In fact, one might
even consider minimizing k eHe↵k for other norms (for ex-
ample, the Hilbert-Schmidt norm). The near-equivalence
between the conditions is reassuring, since very often,
condition (33a) is the easiest among the three possibil-
ities to apply. It also validates the common choice of
condition (33a) in standard adiabatic elimination.
For comparison, we consider a case where   6= 0. In
many experiments that aim at full population trans-
fer between the ground state and the target state,  
is adjusted to compensate for the light shifts of the
atomic levels, due to the presence of the lasers, to give
a resonant two-photon transition. Often, the choice is
  = (⌦21 ⌦20)/4 , a value designed to make the diagonal
entries of the e↵ective Hamiltonian of Eq. (15) from adia-
batic elimination equal. This ensures a resonant process,
to the accuracy justified by the adiabatic-elimination ap-
proximation. For this value of  , the predicted Rabi fre-
quencies for the exact solution and for the zeroth-order
Markov approximation under the di↵erent conditions are
exact solution: 1 ⌦R =
p
1  ↵2 x  x2 + ⇥2 +O(↵2)⇤x3 +O(x4) ,
0th-order Markov, Condition (33a): 1 ⌦R =
p
1  ↵2 x,
0th-order Markov, Condition (33b): 1 ⌦R =
p
1  ↵2 x  12x2 + ⇥ 12 +O(↵2)⇤x3 +O(x4) ,
0th-order Markov, Condition (33c): 1 ⌦R =
p
1  ↵2 x  ⇥1 +O(↵2)⇤x2 + ⇥2 +O(↵2)⇤x3 +O(x4) ,
(35)
where we have defined the ratio ↵ ⌘ ⌦20   ⌦21
⌦20 + ⌦
2
1
6= 0. As
in the   = 0 example in Eq. (34), the zeroth-order ap-
proximation gives the correct answer to linear order in
x, regardless of the choice of condition. That condition
(33c) gives the exact Rabi frequency is no longer true
here, although for small ↵, it still provides the most ac-
curate prediction. One can also verify that the first-order
Markov approximation again gives the correct value for
the Rabi frequency up to second order in x. A perti-
nent remark is that, in this case where   6= 0, conditions
(33b) and (33c) are rather more complicated to impose
than condition (33a). This lends justification to improv-
ing the description of the system by going to higher-order
Markov approximations using only the simplest condition
(33a), instead of correcting the zeroth-order approxima-
tion by a more complicated choice of e!. We will see this
same conclusion also in the other examples discussed be-
low.
To further illustrate matters, we examine the predic-
tions for the evolution of the populations in the three
states under the di↵erent approximations for the case
with Rabi frequencies ⌦0 = 0.4  and ⌦1 = 0.3 , and
overall detuning   = (⌦21   ⌦20)/4 . The results are
plotted in Fig. 3. Standard adiabatic elimination (thin
dashed blue lines in the plot), equivalent to the zeroth-
order Markov approximation with condition (33a), gives
a period for the Rabi oscillation that is about 6% short of
the exact value. The zeroth-order Markov solution with
condition (33c), on the other hand, gives the exact Rabi
frequency, but makes no statement about the popula-
tion of the intermediate state. In contrast, the first-order
Markov approximation, even with the simplest condition
(33a), performs very well, and provides a reasonable esti-
mate of the intermediate state population. Note that all
the approximations show the e↵ect of the coarse graining:
They do not reproduce the high-frequency modulation of
the exact solution. This coarse graining is also behind
I . . Population probabilities for a two-photon
transitio in a thr e-level ato (see Sec. V A) as a unction
of ∆t, for Rabi frequencies Ω0 = 0.4∆ Ω1 = 0.3∆, a d
overall detuning δ = (Ω21 − Ω20)/4∆. The curves that start
close to 1 sh w the population of the ground state |g〉; those
that start at 0 and increase to about 1 before decre sing again
are for he target stat |t〉; those that start near 0 and never
g ow to large values are for the interm diate state |e〉. The
solid black curv s with wiggles plot the exact solution; the
thin dashed blue cu ves sh w the zeroth- rder Markov ap-
proximation with condition (33 ) (standard adiabatic elimi-
nation); the dot ed r d curves are als for the zeroth-order
Markov approximation, but with condition (33c); solid
thick blue curves show the first-order Markov approximation
with condition (33a).
8over the initial coarse-grained time step, and is consistent
with having an initial nonzero population in the interme-
diate state in compliance with Eq. (30).
B. A four-level atom
For the single three-level atom in Section V A, one
hardly needs an approximate treatment. Nevertheless,
the reduction of the description to the relevant two levels
is a helpful simplification and the coarse-grained proba-
bilities thus obtained are often all one needs to know to
determine the important parameter range for an exper-
iment. When more levels are involved, a full treatment
may no longer be possible or contain too many irrelevant
details.
As an example of such a more complex situation, we
first consider a four-level atom where the the transi-
tion between the ground state |0〉 and target state |3〉 is
achieved with a three-photon process via two far-detuned
intermediate states |1〉 and |2〉; see the level scheme in
Fig. 4. The interaction-picture Hamiltonian of Eq. (3) is
HI = ~

0 12Ω0 0 0
1
2Ω0 ∆0
1
2Ω1 0
0 12Ω1 ∆0 + ∆1
1
2Ω2
0 0 12Ω2 ∆0 + ∆1 + ∆2
. (34)
When the overall detuning |∆0 + ∆1 + ∆2| is small, the
relevant states are |0〉 and |3〉. The light shifts of states
|0〉 and |3〉 are Ω20/4∆0 and −Ω22/4∆2, respectively. For
simplicity, we let ∆0 = −∆2 = ∆ and Ω0 = Ω2 so that
the two relevant states have the same magnitude for the
light shift. We also set ∆1 = 0 for a resonant three-
photon transition. After re-organizing the Hamiltonian
into relevant and irrelevant sectors, we obtain
HI = ~

0 0 12Ω0 0
0 0 0 12Ω2
1
2Ω0 0 ∆
1
2Ω1
0 12Ω2
1
2Ω1 ∆

, (35)
now written in the basis {|0〉, |3〉, |1〉, |2〉}.
The zeroth-order (adiabatic elimination) and first-
order Markov approximations can be applied to this sys-
tem with the 4 = 2 + 2 split of the Hamiltonian in
Eq. (35). An example of the population of states us-
ing different approximations is given in Fig. 4. It shows
that the adiabatic elimination with condition (33c) works
better than condition (33a). However, by going to the
first-order Markov approximation with condition (33a),
the accuracy of the approximation improves significantly
and it gives the average of the populations in the relevant
states almost exactly. This conclusion holds even for the
general Hamiltonian in Eq. (34) without the simplifica-
tion of setting ∆0 = −∆2 or having equality between Ω0
and Ω2.
C. Two atoms with Rydberg blockade
Here, we consider two identical three-level atoms, each
in a cascade configuration, where the highest energy level
for each atom is a Rydberg state—a state with a large
principal quantum number and thus large electric dipole
moment. The atoms are so close to each other that a
Rydberg blockade [17] happens; see the level scheme in
Fig. 5.
Initially both atoms are in the ground state |g〉 and we
have |gg〉 = |g〉 ⊗ |g〉 for the initial state of the two-atom
system. With the two driving lasers coupling in the same
way and with the same strength to both atoms, the two-
atom state will be invariant under the permutation of the
atoms for all later times. We use a shorthand notation in
which, for instance, |gr〉 denotes the state with one atom
in the ground state and the other atom in the Rydberg
state, |gr〉 = (|g〉 ⊗ |r〉 + |r〉 ⊗ |g〉)/√2. In total, then,
six two-atom states participate in the evolution: |gg〉,
|gr〉, |ge〉, |re〉, |ee〉, and |rr〉. Referring to this order, the
interaction-picture Hamiltonian of Eq. (3) is
HI = ~

0 0 Ω0√
2
0 0 0
0 δ Ω12
Ω0
2 0 0
Ω0√
2
Ω1
2 ∆ +
δ
2 0
Ω0√
2
0
0 Ω02 0 ∆ +
3
2δ
Ω1√
2
Ω1√
2
0 0 Ω0√
2
Ω1√
2
2∆ + δ 0
0 0 0 Ω1√
2
0 ∆RB + 2δ

,
(36)
where, as before, ∆ = (∆0 + ∆1)/2 is the average de-
tuning for a single three-level atom, and δ = ∆0 −∆1 is
the overall detuning. The energy of the double Rydberg
state |rr〉 is shifted by an energy ~∆RB due to the strong
dipole-dipole interaction between Rydberg levels. When
|∆RB|  Ω0,Ω1, the Rydberg blockade mechanism pre-
vents both atoms from being excited to the Rydberg state
at the same time, and this mechanism can be used to en-
tangle atoms and implement quantum gates [18, 19]. As
a typical value of this energy shift, we take ∆RB to be a
few times the size of ∆. Since the double Rydberg state
|rr〉 is not going to be populated, the goal is a population
transfer from the double ground state |gg〉 to the one-
Rydberg-atom target state |gr〉, i.e., a transfer between
the two states to which the two left columns and the two
top rows in Eq. (36) refer.
There are two pairs of resonant transitions: |gg〉 ↔ |gr〉
and |ge〉 ↔ |re〉. However, if the initial state is |gg〉,
there are only two relevant states |gg〉 and |gr〉, because
states |ge〉 and |re〉 are barely populated although they
9
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FIG. 4. Population probabilities for a three-photon Raman transition in a four-level atom, as a function of  t. The plots are
for ⌦0 = ⌦2 = 0.4  and ⌦1 = 0.3 , with two relevant and two auxiliary levels in the system. The curves that start near 1
show the probability of the ground state |0i; the curves that start at 0 and increase to about 1 before decreasing again show the
probability of the target state |3i; and the curves that start near 0 and never grow to large values show the probabilities of the
other two intermediate states. The black curves show the full solution, the dashed blue curves are for the zeroth-order Markov
approximation with condition (33a), the dotted red curves are for the zeroth-order Markov approximation with condition (33c)
and the solid thick blue curves are for the first-order Markov approximation with condition (33a).
50 100 150
0.2
0.4
0.6
0.8
1.0
|ggi
|gei
|gri
|eei
|rei
|rri
⌦0
⌦1
 
 RB
 
 t
FIG. 5. Population probabilities for a two-atom Raman transition in a three-level cascade system with Rydberg blockade, as
a function of  t. The plots are for ⌦0 = 0.3 , ⌦1 = 0.2 ,   = (⌦
2
1   ⌦20)/4  and  RB = 5 . The curves that start near 1
show the probability of the double ground state |ggi; the curves that start at 0 and increase to about 1 before decreasing again
show the probability of the one-atom target state |gri; and the curves that start near 0 and never grow to large values show the
probabilities of the other states. The black curves show the full solution; the dashed blue curves are for the zeroth-order Markov
approximation with condition (33a) and the 6 = 2 + 4 split; the dotted orange curves are Rabi oscillations draw with Rabi
frequency
p
2⌦0⌦1/(2 ); and the thick blue and purple curves are for the first-order Markov approximation using condition
(33a) with a 6 = 2 + 2 + 2 split and a 6 = 2 + 4 split, respectively, where they are hardly distinguishable in this figure.
4 ⇥ 4 matrix   for the irrelevant sector, as required by
Eq. (32).
Alternatively, it is also possible to apply a two-step
Markov approximation, i.e., first eliminating the last two
states to obtain a four-dimensional e↵ective Hamiltonian,
and then, approximate the system with a 4=2+2 split for
a e↵ective description of the two relevant states. We refer
to this as a 6 = 2 + 2 + 2 split. The choice of interac-
tion picture is the same as the case of 6=2+4 split, since
there are only two relevant states even if only two of
the irrelevant states are eliminated in the first step. The
computational complexity is much reduced with this two-
step approximation, because at each step one only needs
to invert 2⇥ 2 matrices rather than 4⇥ 4 matrices. But
FIG. 4. Population pr ilities f r t ree- t transition in a four-level atom (see Sec. V B), as a function of ∆t.
The plots are for Ω0 = Ω2 = 0.4∆ and Ω1 = 0.3∆, with two relevant and two auxiliary levels in the system. The curves that
start near 1 show the probability of the ground state |0〉; the curves that start at 0 and increase to about 1 before decreasing
again show the probability of the target state |3〉; and the curves that start near 0 and never grow to large values show the
probabilities of the other two intermediate states. The solid black curves with wiggles show the full solution, the dashed blue
curves are for the zeroth-order Markov approximation with condition (33a), the dotted red curves are for the zeroth-order
Markov approximation with condition (33c) and the solid thick blue curves are for the first-order Markov approximation with
condition (33a).
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4 ⇥ 4 matrix   for the irrelevant sector, as required by
Eq. (32).
Alternatively, it is also possible to apply a two-step
Markov approximation, i.e., first eliminating the last two
states to obtain a four-dimensional e↵ective Hamiltonian,
and then, approximate the syst m with a 4=2+2 spli for
a e↵ective description of the two rel vant states. We refer
to this as a 6 = 2 + 2 + 2 split. The choice of interac-
tion picture is the same as the case of 6=2+4 split, since
there are only two relevant states even if only two of
the irrelevant states are eliminated in the first step. The
computational complexity is much reduced with this two-
step approximation, because at e ch step on only ne ds
t invert 2⇥ 2 matrices rather than 4⇥ 4 matrices. But
FIG. 5. Population probabilities for a three-level cascade Raman transition in a two-atom system with Rydberg blockade (see
Sec. V C), as a function of ∆t. The plots are for Ω0 = 0.3∆, Ω1 = 0.2∆, δ = (Ω
2
1 − Ω20)/4∆ and ∆RB = 5∆. The curves that
start near 1 show the probability of the double ground state |gg〉; the curves that start at 0 and increase to about 1 before
decreasing again show the probability of the target state |gr〉; and the curves that start near 0 and never grow to large values
show the probabilities of the other st tes. T solid black curves with wiggles show th full s lution; the dashed blue curves
are for the zeroth-order Markov approximation with condition (33a) and the 6 = 2 + 4 split; the dotted orange curves are Rabi
oscillations drawn with Rabi frequency
√
2Ω0Ω1/(2∆) (which is the often-used xpression for the eff ctive Rabi frequency with√
N enhancement for a N -atom Rydberg excitation [16]); and the solid thick blue and purple curves are for the first-order
Markov approximation using condition (33a) with a 6 = 2 + 2 + 2 split and a 6 = 2 + 4 split, respectively. They are hardly
distinguishable from each other in this figure.
are resonantly coupled t each other. Correspondingly,
we have a 6 = 2 + 4 split of the Hamiltonian into relevant
and irrelevant sectors, as indicated in Eq. (36). The ma-
jor computational complexity is given by inverting the
4 × 4 matrix ∆ for the irrelevant sector, as required by
Eq. (32).
Alternatively, it is also possible to apply a two-step
Markov approximation, i.e., first eliminating the last two
states to obtain a four-dimensional effective Hamiltonian,
and then approxi ate the system with 4=2+2 split for
an effective description of the two releva t states. We
refer to this as a 6 = 2 + 2 + 2 split. The choice of in-
teraction picture is the same as in the case of the 6=2+4
split, since there are only two relevant states even if only
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two of the irrelevant states are eliminated in the first step.
The computational complexity is much reduced with this
two-step approximation, because at each step one only
needs to invert 2×2 matrices rather than 4×4 matrices.
But this has no additional benefit if both steps are done
with the zeroth-order Markov approximation; it gives the
same result as applying the zeroth-order Markov approxi-
mation directly to the 6 = 2 + 4 split. However, a signifi-
cant improvement can be obtained using the zeroth-order
Markov approximation in the first step and the first-order
Markov approximation in the second step. Using the
first-order Markov approximation in the first step would
not improve the approximation significantly as the last
two states |ee〉 and |rr〉 are much farther detuned than
states |ge〉 and |re〉.
The plots in Fig. 5 show the differences between the
zeroth-order Markov approximation (adiabatic elimina-
tion) with condition (33a) and condition (33c) for the
6 = 2 + 4 split, where the approximation with condition
(33c) works better than the approximation with condi-
tion (33a). The first-order Markov approximation with
the 6 = 2 + 2 + 2 split works as well as the first-order
Markov approximation with the 6 = 2+4 split, and both
of them describe the overall oscillation of the two rele-
vant states very well. However, the effective Hamiltonian
with the 6 = 2 + 2 + 2 split is much easier to obtain than
with the 6 = 2 + 4 split. Since the first-order Markov
approximation is insensitive to the choice of interaction
picture, we apply the simplest condition (33a) for the
approximate solution using either split.
D. Two three-level atoms
Here, we consider two identical three-level atoms in
either the Λ or the cascade configuration, where there
is no blockade of the doubly excited states. Thus, we
can define the states in the same way as in Section V C
with no Rydberg blockade for the target state |tt〉, i.e.
∆RB = 0. We re-arrange the basis in the order: |gg〉,
|gt〉, |tt〉, |ge〉, |te〉 and |ee〉, and the interaction-picture
Hamiltonian is
HI = ~

0 0 0 Ω0√
2
0 0
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2 0
0 0 2δ 0 Ω1√
2
0
Ω0√
2
Ω1
2 0 ∆ +
δ
2 0
Ω0√
2
0 Ω02
Ω1√
2
0 ∆ + 32δ
Ω1√
2
0 0 0 Ω0√
2
Ω1√
2
2∆ + δ

, (37)
where a 6 = 3 + 3 split is shown and the three relevant
states are |gg〉, |gt〉 and |tt〉. The plots in Fig. 6 show
the difference between adiabatic elimination with condi-
tion (33a) and the first-order Markov approximation with
this has no additio al benefit if both steps are done with
zeroth-order Markov ap ro imation; it gives the same
result as applying the zeroth-order Markov a proxima-
tion directly to the 6 = 2 + 4 split. However, a signifi-
cant improvement can be obtai ed using t e zeroth-order
Markov approximation in the first step and the first-order
Markov approximation in the secon step. Using the
first-order Markov approximation in the first step would
not improve the approximation significantly as t e last
two states |eei and |rri are much farther detuned than
states |gei and |rei.
The plots in Fig. 5 show the di↵erences between the
zeroth-order Markov approximation (adiabatic elimina-
tion) with condition (33a) and condition (33c) for the
6 = 2 + 4 split, where the approximation with condition
(33c) works better than the approximation with condi-
tion (33a). The first-order Markov approximation with
the 6 = 2 + 2 + 2 split works as well as the first-order
Markov approximation with the 6 = 2+4 split, and both
of them describe the overall oscillation of the two relevant
states very well. However, the e↵ective Hamiltonian with
the 6 = 2+2+2 split is much easier to obtain than with
the 6 = 2+4 split. As one would expect, the approxima-
tion with only eliminating the last two irrelevant states
includes more information than the one with only two
relevant states left, as the “wiggles” are not eliminated.
However, the “wiggles” do not provide more useful infor-
mation about the system (shown by the orange curves)
rather than a good e↵ective description for the two rele-
vant states.
D. Two three-level atoms
Here, we consider two identical three-level atoms in
either the ⇤ or the cascade configuration, where there is
no blockade of the doubly excited states. Thus, we can
define the states in the same way as in Section VC with
no Rydberg blockade for target state |tti, i.e.  RB = 0.
We re-arrange the basis in the order: |ggi, |gti, |tti, |gei,
|tei and |eei, and the interaction-picture Hamiltonian is
HI = ~
0BBBBBBBBBB@
0 0 0 ⌦0p
2
0 0
0   0 ⌦12
⌦0
2 0
0 0 2  0 ⌦1p
2
0
⌦0p
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⌦1
2 0  +
 
2 0
⌦0p
2
0 ⌦02
⌦1p
2
0  + 32 
⌦1p
2
0 0 0 ⌦p
2
⌦1p
2
2 +  
1CCCCCCCCCCA
, (39)
where a 6 = 3 + 3 split is shown and the three relevant
states are |ggi, |gti and |tti. The plots in Fig. 6 show the
di↵erence between adiabatic elimination with condition
(33a) and first-order Markov approximation with condi-
tion (33a). Here, too, we observe that the first-order
Markov approximation gives very reliable results.
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FIG. 6. Population probabilities of the relevant states for a
two-atom Raman transition in a three-level cascade system
without Rydberg blockade, as a function of  t. The plots
are for ⌦0 = 0.3 , ⌦1 = 0.2  and   = (⌦
2
1   ⌦20)/4 . The
curves that start near 1 show the probability of the double
ground state |00i; the curves that start at 0 with a single peak
show the probability of the two-atom target state |tti; and the
curves that start near 0 with double peaks show the probabil-
ities of the one-atom target state |gti. The black curves show
the full solution; the dashed blue curves are the solutions
when the three irrelevant states are adiabatically eliminated
with condition (33a); and the solid thick blue curves are for
the first-order Markov approximation with condition (33a).
VI. OUTLOOK
We have described a procedure to derive a systematic
hierarchy of approximations for e↵ective descriptions of
multi-level, multi-photon Raman processes. The lowest-
order approximation is the well-known adiabatic elimi-
nation method, and we managed to give answers to all
four of the questions asked in Sec. III B regarding is-
sues for adiabatic elimination. The first-order Markov
approximation provides a notable improvement to adi-
abatic elimination. If used with the simplest condition
(33a) for the choice of interaction picture, it gives an ac-
curate solution even for rather complicated systems while
not increasing implementation complexity by much.
This is not the end of the story, however. It will be in-
structive to apply the first-order Markov approximation
to other more complex situations where standard adia-
batic elimination is currently the method of choice. One
should also extend the method to include spontaneous
emission or, more generally, investigate how the method
can be modified for open quantum systems. Lastly, we
mention that a systematic approximation without the use
of adiabatic elimination is possible as well [19].
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FIG. 6. Population pro abilities of the relevant states for
a three-level c scade Raman transition in a two-atom sys-
tem without Ryd erg blockade (see Sec. V D), as a func-
tion of ∆t. The plots are for Ω0 = 0.3∆, Ω1 = 0.2∆ and
δ = (Ω21 − Ω20)/4∆. The curves that start near 1 show the
probability of the double ground sta e | 0〉; t e curv s that
start at 0 with a single p ak show the probability of the two-
atom target state |tt〉; and the curves that star nea 0 with
double p aks show the prob bilities of the one-atom target
state |gt〉. The solid bl ck curves with wiggl s show the full
solution; e dashed blue curves are the solutions when the
three irrelevant st tes are adiabatically eliminated with con-
dition (33a); and the solid th ck blue curves are for the first-
order Markov approximation with condition (33a).
condition (33a). Here, too, we observe that the first-order
Markov approximation gives very reliable results.
VI. SUMMARY AND OUTLOOK
We have described a procedure to derive a systematic
hierarchy of approximations for effective descriptions of
multi-level, multi-photon Raman processes. The lowest-
order approximation is the well-known adiabatic elimi-
nation method, and we managed to give answers to all
four of the questions asked in Sec. III B regarding is-
sues for adiabatic elimination. The first-order Markov
approximation provides a notable improvement to adi-
abatic eliminati n. If used with the simplest condition
(33a) for the choice of interaction picture, it gives an ac-
curate solution even for rather complicated systems while
not increasing the implementation complexity by much.
This is not the end of the story, however. It will be in-
structive to apply the first-order Markov approximation
to other more complex situations where standard adia-
batic elimination is currently the method of choice. One
should also extend the method to include spontaneous
emission or, more generally, investigate how the method
can be modified for open quantum systems. Lastly, we
mention that a systematic approximation without the use
of adiabatic elimination is possible as well [20].
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