We present an approach to the synthesis of fault-tolerant 
Introduction
Safety-critical applications have to function correctly and meet their timing constraints even in the presence of faults. Such faults can be permanent (i.e., damaged microcontrollers or communication links), transient (e.g., caused by electromagnetic interference), or intermittent (appear and disappear repeatedly). The transient faults are the most common, and their number is continuously increasing due to the continuously raising level of integration in semiconductors.
Researchers have proposed several hardware architecture solutions, such as MARS [17] , TTA [18] and XBW [4] , that rely on hardware replication to tolerate a single permanent fault in any of the components of a fault-tolerant unit. Such approaches can be used for tolerating transient faults as well, but they incur very large hardware cost, which becomes unacceptable in the context of a potentially large number of transient faults. An alternative to such purely hardware-based solutions are approaches such as checkpointing, replication and re-execution.
For the case of preemptive on-line scheduling, researchers have shown how the schedulability of an application can be guaranteed at the same time with appropriate levels of fault-tolerance [1, 2, 11] . For processes scheduled using fixed-priority preemptive scheduling, Punnekkat et al. [23] derive the optimal number of checkpoints for a given task in isolation, and show that this does not correspond to the global optima. However, in many safety-critical applications, static off-line scheduling is the preferred option for ensuring both the predictability of worstcase behavior, and high resource utilization [16] .
The disadvantage of static scheduling approaches, however, is their lack of flexibility, which makes it difficult to integrate tolerance towards unpredictable fault occurrences. Thus, researchers have proposed approaches for integrating fault-tolerance into the framework of static scheduling. A simple heuristic for combining several static schedules in order to mask fault-patterns through replication is proposed in [5] , without considering the timing constraints of the application. This approach is used as the basis for cost and fault-tolerance trade-offs within the Metropolis environment [20] . Graph transformations are used in [3] in order to introduce replication mechanisms into an application. Such a graph transformation approach, however, does not work for checkpointing and re-execution, which have to be considered during the construction of the static schedules.
Checkpointing in the context of static scheduling has received limited attention [8, 19] . The process model in [9] supports the application of checkpoints, while [19] has proposed a high-level synthesis algorithm for ASICs that introduces low overhead checkpoints in a static schedule. When re-execution (which can be equated to a single-checkpoint scheme) is used in a distributed system, Kandasamy [14] proposes a list-scheduling technique for building a static schedule that can mask the occurrence of faults, thus making the re-execution transparent. Slacks are inserted into the schedule in order to allow the re-execution of processes in case of faults. The faulty process is re-executed, and the processor switches to a contingency schedule that delays the processes on the corresponding processor, making use of the slack introduced. The authors propose an algorithm for reducing the necessary slack for re-execution. This algorithm has later been applied to the fault-tolerant transmission of messages on a timedivision multiple-access bus (TDMA) [15] .
Applying such fault-tolerance techniques introduces overheads in the schedule and thus can lead to unschedulable systems. Very few researchers [14, 19, 20] consider the optimization of implementations to reduce the overheads due to fault-tolerance and, even if optimization is considered, it is very limited and does not include the concurrent usage of several fault-tolerance techniques. Moreover, the application of faulttolerance techniques is considered in isolation, and thus is not considered in relation to other levels of the design process, including mapping, scheduling and bus access optimization. In addition, the communication aspects are not considered or very much simplified.
In this paper, we consider hard real-time safety-critical applications mapped on distributed embedded systems. Both the processes and the messages are scheduled using non-preemptive static cyclic scheduling. The communication is performed using a communication environment based on the time-triggered protocol [16] , thus the communication overheads are taken into account. We consider two distinct fault-tolerance techniques: process-level local checkpointing with rollback recovery (with a constant checkpointing interval) [6] , which provides time-redundancy, and active replication [21] , which provides space-redundancy. We show how checkpointing and replication can be combined in an optimized implementation that leads to a sched-
