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Chapitre 1
Introduction
1.1 Vu a` la te´le´vision
Dans la panoplie des effets spe´ciaux au cine´ma ou a` la te´le´vision, un des plus clas-
siques consiste a` inse´rer un personnage re´el dans un de´cor de synthe`se. Les pre´visions
me´te´orologiques a` la te´le´vision, ou` un pre´sentateur de´signe des re´gions sur une carte, en
sont un exemple typique. Cette carte n’existe pas en re´alite´ : le pre´sentateur est filme´
devant un arrie`re-plan (bleu). Celui-ci peut eˆtre de´tecte´ automatiquement graˆce a` sa cou-
leur inhabituelle et remplace´ par la carte que l’acteur semble montrer. Ce proce´de´, appele´
chroma-keying, est inte´gre´ dans les chaˆınes de traitements vide´o analogiques depuis les
anne´es soixante-dix.
Cependant, si le pre´sentateur se de´place et si un ope´rateur « consciencieux » ou non
averti croit bien faire en braquant la came´ra sur lui, la supercherie est de´voile´e en plein
jour : la carte en arrie`re-plan ne bouge pas tandis que le pre´sentateur semble eˆtre en
le´vitation au-dessus du sol.
Si l’image en arrie`re-plan est remplace´e par une image synthe´tise´e –en temps re´el– en
cohe´rence avec les mouvements de la came´ra, alors la position relative du pre´sentateur et
de ce plan est re´aliste : le truquage devient inde´celable. Cette synthe`se cohe´rente ne´cessite
de connaˆıtre une information minimale mais suffisante, caracte´ristique des mouvements de
la came´ra.
Disons, pour faire court, que le calcul de ladite information est au cœur de notre travail.
1.2 Les grandes lignes de notre approche
Au moins deux voies existent pour solutionner le proble`me pre´ce´dent :
– a` l’aide d’un syste`me me´canico-e´lectronico-informatique sophistique´. Il peut s’agir
d’un capteur couple´ a` la came´ra, pour en de´terminer la pose et la focale qui transmet
ces parame`tres avec le flux vide´o. Le syste`me FlySPEC [LKF+02] est compose´ de
4 came´ras fixes qui filment la sce`ne en entier et d’une came´ra orientable, monte´e sur
un pied motorise´, commande´e par un calculateur ;
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– a` l’aide des outils de vision par ordinateur. Il peut s’agir de de´tecter l’arrie`re-plan
pour en de´duire les parame`tres de pose et de focale de la came´ra. Matsunaga et
Kanatani [MK01] marquent un fond bleu d’un motif aise´ment de´tectable pour faciliter
la localisation pre´cise de l’arrie`re-plan. Ceci fait, les parame`tres de la came´ra coulent
de source.
Quant a` nous, nous empruntons la seconde voie avec les deux particularite´s capitales
suivantes :
– aucun arrie`re-plan particulier n’est ajoute´ a` la sce`ne observe´e. Autrement dit, la
sce`ne est ce qu’elle est (raisonnablement « texture´e ») et les images de la se´quence
constituent des donne´es suffisantes pour calculer les parame`tres de la came´ra ;
– la se´quence d’images est traite´e au rythme de la vide´o.
La taˆche, trop complique´e dans le cas ge´ne´ral, trouve une solution sous les deux hy-
pothe`ses simplificatrices :
– le centre optique de la came´ra est fixe par rapport a` la sce`ne. Les changements de
direction de vise´e et de focale (zoom) ne sont soumis a` aucune contrainte ;
– une image de re´fe´rence (dite « panoramique1 »), embrassant toute la sce`ne susceptible
d’eˆtre observe´e, est disponible et avec elle la position du centre optique de la came´ra
qui a permis de l’obtenir.
Remarques :
– en pratique, les deux contraintes pre´ce´dentes sont a` relativiser vis a` vis de la distance
came´ra ↔ sce`ne ;
– l’image panoramique de re´fe´rence est toute indique´e pour faire fonction d’arrie`re-plan.
1.2.1 Le contexte scientifique en quelques repe`res
Au cœur de notre travail se trouvent l’e´tude et l’exploitation de la ge´ometrie qui lie
plusieurs (≥ 2) images d’une meˆme sce`ne. Deux ouvrages (tout sauf obsole`tes) concurrents
mais comple´mentaires sur le sujet seront cite´s a de maintes reprises, tant ils constituent des
re´fe´rences incontournables. Nous avons nomme´ « l’œuvre » de R. Hartley et A. Zisserman
[HZ03] d’une part et celle de O. Faugeras, Q.T. Luong et T. Papadopoulo d’autre part
[FLP01].
Longtemps (et toujours) utilise´s en environnement robotique ces outils de vision par
ordinateur ont trouve´ un autre champ d’application avec l’entre´e massive du « tout nume´ri-
que » dans la vie de tout un chacun : nous voulons parler des effets spe´ciaux au cine´ma, a` la
te´le´vision,... En France, la confe´rence invite´e de O.D. Faugeras lors du congre`s RFIA 1998
[Fau98] a servi de de´tonateur pour beaucoup d’e´quipes de recherche : le groupe VPCAB
de l’ENSEEIHT est l’une d’entre elles. Les mots « homographie », « mosa¨ıque », « image
interpole´e », « vide´o », « re´alite´ augmente´e », introduits et illustre´s par O.D Faugeras
sont des clefs de notre travail.
En terme d’applications, notre sujet d’inte´reˆt est a` rapprocher de la ge´ne´ration d’une
1Au sens propre, l’adjectif « panoramique », applique´ a` une image ou une vue signifie « qui permet de
de´couvrir un vaste “paysage” » [Lar02] p740.
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vue panoramique a` partir d’une se´quence vide´o ([IAB+96], [DM96], [BDH03]). Celle-ci
est souvent utilise´e sur des se´quences vide´o d’e´ve´nements sportifs. La vue panoramique
repre´sente alors le stade, les athle`tes sont de´tecte´s sur les images et extraits. Les solutions
propose´es se passent d’image de re´fe´rence mais il n’est pas question d’envisager le temps
re´el !
Le domaine be´ne´ficiant de cette technique est le codage vide´o. La tendance actuelle
consiste a` coder des flux vide´o de plus en plus complexes sous forme d’objets vide´o distincts.
Dans ce cadre, la se´paration des personnages (ou autres objets situe´s au premier plan) de
l’image panoramique constituant l’arrie`re-plan trouve pleinement sa place [PE02].
1.2.2 Notre sce´nario
La figure 1.1 pre´sente la structure ge´ne´rale de notre syste`me d’acquisition et de traite-
ment (appele´ Pan/Cam). Il est constitue´ de trois composants essentiels.
La Ge´ne´ration des donne´es de re´fe´rence. Nous captons une vue de la sce`ne immo-
bile, soit avec une came´ra panoramique, soit a` partir de plusieurs vues de came´ras
standard organise´es en mosa¨ıque (taˆche (1) sur la figure 1.1). Certains calculs pre´-
paratoires au suivi sont faits hors ligne (« sans » contrainte de temps) sur l’image
panoramique ;
Le suivi (la navigation) et la de´tection d’« intrus ». En phase d’« exploitation »,
des objets (au sens e´largi englobant les eˆtres vivants et les choses inanime´es) peuvent
e´voluer dans la sce`ne filme´e par une came´ra vide´o nume´rique DV (digital video) dont
le centre optique co¨ıncide avec celui de la came´ra panoramique. Le flux vide´o est
aligne´ sur l’image de re´fe´rence. Les objets occultants sont de´tecte´s et extraits par
« soustraction ». Tout ceci au rythme de la vide´o bien entendu !
La composition du flux vide´o en sortie. Un flux vide´o est compose´ d’un nouvel arrie`re-
plan, arbitraire, re-projete´ sur la se´quence en cours (4), et des intrus. Cette se´quence
enrichie (au sens de la re´alite´ augmente´e) est affiche´e en temps re´el sur un e´cran de
visualisation (5).
Ce sce´nario de base peut eˆtre ame´liore´ de maintes manie`res ; en voici six que nous avons
traite´es avec des degre´s d’ache`vement ine´gaux.
Modification de l’arrie`re-plan (6). Il peut s’agir tout simplement d’une version filtre´e
de l’image de re´fe´rence ou encore d’une image de synthe`se. Dans un autre registre,
cet arrie`re-plan e´tant fabrique´ hors ligne, un concepteur CAO ou un artiste peuvent
le peaufiner tout a` loisir.
Modification des intrus (7). Un exemple de traitement ordinaire consiste a` harmoniser
leurs couleurs ou leur illumination en fonction de leur nouvel arrie`re-plan.
Insertion d’autres objets virtuels (8).
Changement du point de vue. La position relative du premier plan et de l’arrie`re-plan
est connue. Une came´ra virtuelle peut simuler un autre point de vue durant l’e´tape
de visualisation.
14 CHAPITRE 1. INTRODUCTION
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 















































































































































































v
u
e panoram
ique m
odifiée
(1)
cam
éra D
V
cam
éra panoram
ique
v
u
e panoram
ique de référence
par rapport à
la vue panoram
ique
m
o
saïque
av
ec l’utilisateur
(5) interaction
−
 an
alyser la pose
−
 substituer
−
 filtrer
(7) traitement du premier plan :
(8) ajout
(3) extraction
des objets occultants
−
 rem
placer
−
 augm
enter (ajouter des objets, des effets de lumière, ...)
−
 filtrer (dessiner en trait, flou, ...)
(6) modification de la référence :
m
ise en form
e
génération de
dans l’espace im
age
(4) re−projection
d’un nouvel objet
(2) suivide la vidéo
réseau
(9) liaison série de vues
O
U
(en ligne)
COMPOSITION
Lascène
(en ligne)
SUIVI & EXTRACTION DONNÉES DE RÉFÉRENCE
SUR LA SCÈNE
(hors ligne)
Fig. 1.1: La chaˆıne de traitements Pan/Cam, construite autour des algorithmes que nous
avons de´veloppe´s.
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Interaction entre Cam/Pan et l’utilisateur. Un « comportement » peut eˆtre associe´
a` tout clic de l’utilisateur sur tout intrus ou sur tout objet de synthe`se ajoute´.
« Te´le´-exe´cution » a` travers un re´seau. Les ope´rations du suivi/de´tection des intrus
et de composition peuvent eˆtre exe´cute´es sur deux machines distantes, relie´es par
un re´seau (9). Les donne´es qui transitent par l’interface re´seau sont pre´alablement
compresse´es pour alimenter un multiplexeur. Cette conversion en flux de donne´es
peut eˆtre faite suivant la norme MPEG-4. Un codeur MPEG-4, exe´cute´ sur le serveur,
transforme la vue panoramique de l’arrie`re-plan et les images de l’intrus en flux sur
le re´seau. Un lecteur MPEG-4 quelconque, exe´cute´ du coˆte´ client, de´code ces flux
et combine les images reconstruites pour les afficher sur l’e´cran de l’utilisateur. La
« cerise sur le gaˆteau », c’est que le lecteur MPEG-4 peut aussi re´agir aux actions
de l’utilisateur, ce qui permet de re´aliser a` distance la taˆche d’interaction ci-dessus
mentionne´e.
Ajoutons pour achever le tableau que ce type de sce´nario peut eˆtre tourne´ « chez soi »
avec des accessoires que l’Homme Moderne utilise quotidiennement : une came´ra DV, un
ordinateur rapide et une connexion Internet a` large bande passante.
1.3 Notre travail brosse´ en trois touches
Les taˆches (5), (6), (7), (8) et (9) de la figure 1.1 de´pendent de l’application ou de
l’inspiration de l’utilisateur. Nous nous sommes focalise´s sur celles qui mettent en jeu la
ge´ome´trie et la photome´trie des images multiples d’une meˆme sce`ne : (1), (2), (3) et (4).
1.3.1 Notre meilleur levier : l’homographie en dimension deux
Le mot-cle´, homographie, est en de´nominateur commun des taˆches :
– ge´ne´ration de mosa¨ıques (1) ;
– suivi de la vide´o par rapport a` l’image panoramique (2) ;
– rectification de l’image panoramique pour la de´tection (3) ;
– rectification de l’image panoramique modifie´e pour la visualisation (4).
Ajoutons a` cela que les came´ras panoramiques de´die´es (maison) utilise´es en amont de
la ge´ne´ration de l’image de re´fe´rence ne´cessitent un e´talonnage pre´alable a` la rectification
de celle-ci.
Une homographie en dimension deux est une transformation ponctuelle qui permet
d’e´tablir une bijection entre une cible de l’espace 3D et une image, ou bien entre deux
images d’une meˆme cible quelconque (sous l’hypothe`se d’un mode`le de prise de vues est
une projection centrale plane) dans au moins deux cas :
– la cible de l’espace 3D est assimile´e a` un plan ;
– le centre de projection d’une premie`re prise de vue est confondu avec celui d’une
seconde (sans contrainte sur la cible).
Concre`tement, nous abordons l’estimation d’une homographie 2D sous trois angles
diffe´rents, selon que :
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– la zone de recouvrement entre deux images est inconnue a priori (donc e´ventuellement
faible voire tre`s faible). C’est le cas de la ge´ne´ration de mosa¨ıques (figure 1.2) ;
Fig. 1.2: Re´gions mises en correspondance par une homographie dans deux images d’une
sce`ne, en vue d’en faire une mosa¨ıque.
– la zone de recouvrement entre deux images est grande a priori (hypothe`se de petites
variations dans la ge´ome´trie sce`ne ↔ came´ra). C’est le cas de suivi ordinaire de
surfaces (figure 1.3), lui-meˆme composant du suivi dans une image panoramique
(figure 1.4) ;
Fig. 1.3: Deux images d’un motif plan mises en correspondance par une homographie.
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Fig. 1.4: Mise en correspondance, base´e sur une homographie, d’une image de la se´quence
vide´o avec la vue panoramique de re´fe´rence.
– la ge´ome´trie des « points d’inte´reˆt » de la cible de l’espace 3D est parfaitement
connue. C’est le cas de l’e´talonnage ge´ome´trique d’une came´ra panoramique (fi-
gure 1.5).
Fig. 1.5: Photo d’une mire d’e´talonnage et vue sche´matique. Les centres des disques (3D)
sont en bijection avec leurs images (2D) a` travers une homographie.
1.3.2 Notre contribution
Sans conteste, notre concours2 majeur (le point d’aboutissement) concerne la re´alisation ♠
d’un syste`me complet de « superposition » (nous parlerons d’alignement ge´ome´trique)
appele´ Cam/Pan, au rythme de la vide´o, des images acquises par une came´ra DV sur
une image panoramique de re´fe´rence, fabrique´e hors ligne par un algorithme « maison ».
Cam/Pan est un assemblage re´ussi de plusieurs « briques » logicielles de base, elles-aussi
maison : nous en mentionnons cinq.
2Nos contributions les plus originales sont signale´es par une pique dans la marge.
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1.3.2.1 Le calcul de l’homographie liant deux images « sans contrainte » de
recouvrement
Une me´thode d’e´chantillonnage ale´atoire, LTTS, qui combine LTS et TLS ame´liore
dans tous les cas l’estimation des homographies, ce qui permet la ge´ne´ration demosa¨ıques
pre´cises et universelles.
1.3.2.2 Le suivi d’un motif plan
A` partir des fondements pose´s par Hager et Belhumeur, Jurie et Dhome, nous controˆlons
la qualite´ de la superposition des points d’inte´reˆt suivis (en vue d’estimer a` nouveau une
homographie) par minimisation d’un crite`re aux moindres carre´s non line´aires : les re´sultats
« se passeraient de commentaires ».
1.3.2.3 Le suivi d’un motif plan en pre´sence d’objets occultants
Cette extension du suivi « ordinaire » repose sur la mise a` jour du crite`re aux moindres
carre´s en y supprimant la contribution des points d’inte´reˆt invisibles (masque d’occulta-
tion) : facile a` faire sur les crite`res de Hager et Belhumeur (HB) et non line´aire (NL), mais
jamais envisage´ dans le cas de Jurie et Dhome (JD) ! Nous y reme´dions avec un algorithme
hybride base´ sur les techniques connues des spe´cialistes des moindres carre´s line´aires sous
les noms d’actualisation positive et/ou ne´gative (updating/downdating en anglais).
1.3.2.4 Le suivi dans une image panoramique
Il s’agit de re´pondre a` la question : « ou` se trouve l’image courante de la came´ra DV
(qui filme la sce`ne) au sein de l’image panoramique de re´fe´rence ? » Notre re´ponse est une
adaptation du suivi ordinaire capable de traiter se´pare´ment des tuiles qui se chevauchent
dans l’image panoramique. Un effet de bord (voulu) est la de´tection des objets ajoute´s ou
retire´s. Ce proce´de´ fait e´galement gagner en robustesse.
1.3.2.5 La de´tection/extraction d’« intrus » dans une sce`ne
Un double alignement, ge´ome´trique (cf. paragraphe pre´ce´dent) et chromatique de l’image
courante de la came´ra DV et de l’image panoramique de re´fe´rence ouvre le chemin a` la
de´tection (extraction si besoin est) des objets ajoute´s ou retire´s (intrus) par « soustrac-
tion ». Nous prenons la pre´caution de lisser le re´sultat en appliquant des ope´rateurs mor-
phologiques bien choisis.
1.3.3 Plan du document
Cette the`se aborde le proble`me du calcul de l’homographie liant deux images dans les
deux cas de figure que sont :
– la ge´ne´ration d’Images Panoramiques ;
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– le Suivi d’un motif plan.
Parmi les nombreuses applications qui s’y rattachent, l’accent est plus particulie`rement
mis sur la Re´alite´ Augmente´e.
Le chapitre qui suit expose les diffe´rentes techniques d’estimation de parame`tres
omnipre´sentes du de´but a` la fin de ce travail. Un tour d’horizon des principales me´thodes
d’estimation est fait : il se focalise sur les travaux mene´s en programmation mathe´matique
(au sens le plus large) et en extrait (voire les « taille sur mesure ») les acquis les plus
tangibles et les plus adapte´s a` la re´solution de nos mode`les sous-jacents aux proble`mes de
ge´ome´trie en vision par ordinateur.
Le chapitre 3 concerne la taˆche (1) de la figure 1.1 : la ge´ne´ration de l’image de re´fe´rence
appelle´e image panoramique. Deux voies diffe´rentes permettent d’aboutir :
– l’utilisation de capteurs de´die´s (came´ra a` balayage angulaire et came´ra catadiop-
trique) conc¸us et re´alise´s en collaboration avec des colle`gues de laboratoire ;
– la combinaison de plusieurs images issues d’une came´ra ordinaire pour former ce qui
est connu dans la communaute´ sous le nom demosa¨ıque. Le calcul d’homographies
entre paires d’images est un passage oblige´.
Le chapitre 4 est tout entier consacre´ aux me´thodes de suivi d’un motif plan. Deux
situations correspondant au cas re´el sont aborde´es :
– le cas le plus fre´quent et le plus e´tudie´ ou` aucun effet de masquage ne se produit ;
– le cas ou` un objet opaque s’interpose entre le capteur et le motif suivi, provoquant
ainsi une occultation. Il s’agit alors de garantir la fiabilite´ du suivi malgre´ les infor-
mations parasites.
Le chapitre 5 est celui des applications. L’accent est plus particulie`rement mis sur
quatre d’entre elles :
– la superposition (en temps re´el ou non) d’une vide´o a` une image panoramique de
re´fe´rence ;
– la de´tection, sur cette vide´o, d’objets (au sens le plus large) s’interposant au premier
plan de LA sce`ne situe´e en arrie`re-plan ;
– le codage vide´o pour ce qui concerne la se´paration fond ↔ forme (ou arrie`re-plan
↔ premier plan) ;
– la re´alite´ augmente´e sous les deux formes qui donnent son nom a` cette application,
a` savoir l’insertion et la suppression d’objets de synthe`se (ou pas) dans une vide´o.
En conclusion ge´ne´rale, sont synthe´tise´es les contributions conceptuelles et pratiques
significatives que nous avons apporte´es. Nous terminons en ouvrant des pistes en vue d’une
exploitation plus exhaustive de la richesse intrinse`que des homographies inter-images.
Le chapitre 7 regroupe six appendices. Nous y de´taillons divers points techniques : l’ap-
proximation d’une rotation par une translation, l’e´chantillonnage des images nume´riques,
l’e´talonnage d’une came´ra a` focale variable, l’utilisation d’un processeur de´die´ au trai-
tement d’images, un algorithme de multiplication matricielle rapide. Un recensement les
notations utilise´es dans ce document y occupe la dernie`re place.
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Chapitre 2
Estimation de parame`tres
Ce chapitre traite de l’estimation de parame`tres caracte´ristiques de syste`mes1 dont les
entre´es et les sorties sont mesurables. Nous nous plac¸ons dans le cas ou` :
– toutes ces quantite´s varient dans R ;
– le mode`le mathe´matique du syste`me est re´gulier (de classe C2 sur R au pire).
Nous insistons sur la ne´cessite´ de prendre en compte le type des erreurs rencontre´es
dans les mesures, ce qui permet d’atteindre l’objectif de robustesse. Nous examinons deux
de ces types d’erreurs.
Nous pre´sentons les me´thodes les plus utilise´es en vision par ordinateur en de´taillant
les ame´liorations et adaptations que nous y avons apporte´es.
2.1 E´tat de l’art
Ce chapitre est en quelque sorte le cinquie`me « fruit » d’une de´marche syste´matique,
traduite en une me´thode de travail, qui a e´te´ initialise´e bientoˆt vingt ans en arrie`re au
sein de l’e´quipe vpcab de l’enseeiht. La de´marche en question consiste tout simple-
ment a` avoir comme premier re´flexe de « faire appel » aux spe´cialistes (hommes de l’art)
de programmation mathe´matique chaque fois qu’il s’agit de re´soudre un nouveau mode`le
mathe´matique en vision par ordinateur.
Rappelons que les quatre autres retombe´es de cette de´marche ont e´te´ pre´sente´es suc-
cessivement dans les the`ses de :
– Arslane Abi-Ayad ([AA89], annexe 2 : Outils Mathe´matiques d’Estimation de Pa-
rame`tres) ;
– Fernando Martinez ([Mar93], § 4.6 : Minimisation d’un proble`me d’optimisation com-
binatoire) ;
– Yann Yvinec ([Yvi96], chapitre 5 : Me´thodes de re´solution) ;
– Vincent Charvillat ([Cha97], partie II : Me´thodes de re´gression robuste de´die´es a` la
vision) ;
1Syste`me doit eˆtre compris comme « appareil ou dispositif forme´ d’e´le´ments agence´s et assurant une
fonction de´termine´e » ([Lar02] p984)
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L’« appel aux Spe´cialistes » se de´cline au quotidien de deux manie`res :
– fouiller dans la litte´rature approprie´e ;
– soumettre (si besoin est) le proble`me concret, avec des donne´es re´elles, aux leaders
dans le domaine concerne´.
Voici une liste d’ouvrages, classe´s par the`mes, sur lesquels s’appuie directement ou
indirectement notre e´tude :
Alge`bre line´aire : [Var62], [Hou74], [GL91], [HJ85] ;
Optimisation, the´orie, algorithmes, codes : [Lue69], [Cia85], [DS83], [Fle00], [GMW81] ;
Re´gression non line´aire avec le support des probabilite´s-statistiques : [Rat83], [Ful87],
[SW89], [BW88], [ABC92] ;
Moindres carre´s line´aires : [LH74], [Bjo¨96] ;
Moindres carre´s totaux : [HV91], [Huf97], [SVH02] ;
Re´gression robuste : [Hub81], [RL87], [CW82], [CR88] ;
Optimisation combinatoire : [GL87], [LR03], [Gol89]
Parutions en vision par ordinateur : [Kan95], [Kan96], [HZ03], [Zha97], [Mee04].
Quant aux « collaborateurs », c’est l’occasion pour nous de remercier au nom du
groupe vpcab –au risque d’en oublier– tous ceux qui ont pris sur leur temps et nous
ont permis (directement ou indirectement) de mieux aborder la re´solution de nos mode`les
mathe´matiques. Nous voulons nommer, par ordre alphabe´tique :
Stefan Van Aelst, Jesse Barlow, A˚ke Bjo¨rck, Richard Byrd, Yeh-Ling Chen,
Christophe Croux, Katrien Van Driessen, Lars Elden, Wayne Fuller, Fred Glo-
ver, Gene Golub, Mia Hubert, Sabine Van Huffel, Yvan Markowsky, Cleve Mo-
ler, Jorge More´, Heinz Muhlenbein, Haesun Park, Janet Rogers, Peter Rous-
seeuw, Robert Schnabel, Arnold Stromberg et Alistair Watson.
2.2 Introduction – notations
Soit un syste`me physique qui se preˆte a` des mesures sur deux types de grandeurs a`
valeurs dans R :
– les covariables ou « re´gresseurs » ou variables explicatives ou inde´pendantes
ou en entre´e. On peut les choisir (fixer) et le syste`me re´agit a` leur valeur ;
– les re´ponses ou variables explique´es ou de´pendantes ou en sortie. Le syste`me
impose leur valeur, mais on peut les mesurer.
Au syste`me physique est associe´ un mode`le mathe´matique parame´tre´.
Il s’agit de de´terminer la valeur des parame`tres a` partir de mesures des variables
–observations– re´alise´es au cours de plusieurs (n) expe´riences.
Formellement, nous notons :
– les variables en entre´e x ∈ Rm ;
– les variables en sortie y ∈ Rq ;
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– les parame`tres β ∈ Rp ;
– le mode`le
f : Rm × Rp −→ Rq
(x, β) 7−→ y
Nous rassemblons toutes les informations utiles a` la mode´lisation d’un syste`me sous la
forme synthe´tique graphique de la boˆıte noire :
x ∈ Rm → β ∈ R
p
m,n, p, q
→ y = f(x, β) ∈ Rq
A` cette boˆıte noire, nous adjoignons le re´sultat des mesures issues de chaque expe´rience.
Pour l’expe´rience i (i ∈ [[1, n]]) ce sont :
– la valeur x˜i de la variable x ;
– la valeur y˜i de la variable y.
Remarque : ce proce´de´ de calcul des β, faisant intervenir n observations des variables
x et y est connu sous le nom d’estimation de parame`tres par me´thode indirecte.
2.3 Types de mode`les de re´gression
Seuls les mode`les ne´cessaires au traitement des proble`mes de vision sous-jacents a` nos
objectifs sont mentionne´s. On les appelle mode`les de re´gression au sens ou` ils permettent
une « re´duction des donne´es d’un phe´nome`ne complexe en vue de les repre´senter par une
loi simplificatrice » ([Rob03] p2220).
2.3.1 Mode`le line´aire
Dire que le mode`le est line´aire est un abus de langage pour de´signer le cas ou` f est
affine en β. Il peut s’e´crire sous la forme
f(x, β) = C(x)β +D(x)
avec
C : Rm −→ Rq×p
D : Rm −→ Rq
2.3.2 Mode`le biline´aire
On appelle mode`le biline´aire un cas particulier du pre´ce´dent pour lequel C et D sont
aussi affines. Le mode`le est en fait une fonction « bi-affine ».
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2.3.3 Mode`le non line´aire de classe C2 sur R
La fonction f est quelconque, mais reste deux fois continuˆment de´rivable en β et en x.
2.4 Types d’erreurs
La mesure des variables est sujette a` des erreurs dont le processus d’estimation doit
tenir compte. Ces erreurs peuvent apparaˆıtre sur les entre´es et/ou les sorties.
Dans le domaine de la vision par calculateur ([Mee04], § 4.4), on se restreint le plus
souvent a` deux types d’erreurs : les erreurs additives gaussiennes et les aberrations.
2.4.1 Erreurs dans les sorties et les entre´es
Si on peut fixer pre´cise´ment les variables explicatives, alors les seules erreurs sont sur
les mesures des variables explique´es. Dans le cas contraire (erreurs sur les mesures en entre´e
et en sortie), on parle de mode`le EIV (errors in variables en anglais).
Notations (i ∈ [[1, n]] est l’indice de l’expe´rience) :
– erreurs sur les entre´es : δi = [δi1 · · · δim]> perturbe la valeur exacte xi
x˜i = xi + δi
– erreurs sur les sorties : εi = [εi1 · · · εiq]> perturbe la valeur exacte yi
y˜i = yi + εi
2.4.2 Erreurs gaussiennes faibles
Dans ce mode`le, les erreurs tant en entre´e qu’en sortie sont additives, ale´atoires et
suivent des lois normales multidimensionnelles. Dans tous les cas, deux hypothe`ses d’in-
de´pendance (au sens des variables ale´atoires qui les mode´lisent) sous-tendent ces mode`les
d’erreur :
– inde´pendance d’une expe´rience a` l’autre ;
– inde´pendance entre toute erreur en entre´e et toute erreur en sortie.
Sous ces hypothe`ses on distingue deux mode`les :
– celui ou`
(δi) ∼ N (0m,Σi)
(εi) ∼ N (0q,Λi)
Σi ∈ Rm×m et Λi ∈ Rq×q sont alors des matrices de variance-covariance (syme´triques
semi-de´finies positives) ;
– celui ou` Σi = diag(σi1, ..., σim) et Λi = diag(λi1, ..., λiq), c’est-a`-dire que les erreurs
ne sont pas corre´le´es d’une composante a` l’autre des vecteurs.
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Avoir des matrices de variance-covariance diffe´rentes selon les expe´riences implique
qu’elles ne sont pas toutes e´quivalentes, par exemple parce que certaines sont moins « dignes
de confiance » que d’autres. Dans notre cas, nous supposons que toutes les expe´riences sont
e´quivalentes :
Σ1 = · · · = Σn = Σ et Λ1 = · · · = Λn = Λ
Les erreurs gaussiennes apparaissent souvent quand des facteurs multiples incontroˆle´s
s’accumulent pour perturber faiblement la mesure.
2.4.3 Observations aberrantes
Si le syste`me est un maillon d’une chaˆıne de traitements, il de´pend des re´sultats des
traitements pre´ce´dents. Pour certaines expe´riences, les mesures utilise´es pour l’estimation
ne correspondent pas au mode`le du syste`me : ce sont des aberrations ou aberrances
(outlier en anglais).
Cela arrive dans deux cas au moins (nous excluons le cas de me´lange inopine´ et mal-
encontreux de mesures au cours de la collecte) :
– un pre´traitement discret e´choue et de´livre des re´sultats de´nue´s de tout sens ;
– les mesures correspondent a` plusieurs (≥ 2) occurrences du meˆme mode`le parame´tre´
(par exemple 2, 3, ..., d (inconnu) droites dans une image de contours).
Il s’agit alors de de´tecter les expe´riences contamine´es et de ne pas en tenir compte.
L’intensite´ de l’erreur est caracte´rise´e par la proportion (ε) d’expe´riences aberrantes.
Des observations sans aberration peuvent ne´anmoins eˆtre entache´es d’autres types d’er-
reurs (par exemple additives gaussiennes).
2.5 Estimateurs et crite`res d’optimisation
L’estimation ne´cessite un nombre minimal d’expe´riences conduisant a` un mode`le ma-
the´matique associe´ « surde´termine´ » ; par exemple nq > p dans le cas line´aire.
A` l’oppose´, a` amplitude d’erreur « constante », un plus grand nombre d’expe´riences
permet de mieux re´sister aux erreurs.
A` cause des erreurs et de la « surde´termination », l’e´galite´ entre les sorties du mode`le
et celles du syste`me ne peut eˆtre ve´rifie´e qu’approximativement (on parle d’e´cart), meˆme
pour le vecteur de parame`tres β¯ exact, a` savoir
yi = f(xi, β¯)
y˜i − εi = f(x˜i − δi, β¯)
y˜i ≈ f(x˜i, β¯)
y˜i − εi ≈ f(x˜i − δi, β̂)
(2.1)
ou` β̂ est une estimation du vecteur de parame`tres.
C’est a` ce niveau que l’estimation par me´thode indirecte intervient au travers d’un
crite`re qui quantifie cet e´cart. Par suite, l’estimation β̂ retenue sera la solution d’un
proble`me d’optimisation induit.
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Le crite`re se pre´sente sous la forme d’une fonction des mesures en entre´e et en sortie
ainsi que des parame`tres :
K : Rm×n × Rq×n ×Rp −→ R+
[x1 · · · xn] , [y1 · · · yn] , β 7−→ K([x1 · · · xn], [y1 · · · yn], β)
si le crite`re est a` minimiser, l’estimateur correspondant est :
E
([
x˜1 · · · x˜n
y˜1 · · · y˜n
])
= argmin
β
K([x˜1 · · · x˜n], [y˜1 · · · y˜n], β)
Les re´sidus. La plupart des crite`res que nous examinons par la suite sont construits
comme une combinaison de re´sidus. Ils ont la forme suivante :
K([x1 · · · xn], [y1 · · · yn], β) = comb
i∈[[1,n]]
Ku(xi, yi, β)
ou`
– comb : Rn → R est un ope´rateur de combinaison commutatif (le crite`re est inde´pen-
dant de l’ordre des expe´riences), par exemple
∑
ou max ;
– Ku : Rm × Rq × Rp → R+ est la fonction qui calcule le re´sidu pour une expe´rience
donne´e.
2.5.1 Proprie´te´s des estimateurs
L’estimateur (et donc le crite`re) doit eˆtre adapte´ au type d’erreurs a` traiter. Quand
l’erreur est mode´lise´e par une variable ale´atoire, cette adaptation est de´termine´e par des
proprie´te´s statistiques.
2.5.1.1 Absence de biais
Soit un vecteur de parame`tres β. Soit une variable ale´atoire matricielle Ξ dont ξ est
une re´alisation. La matrice ξ repre´sente les entre´es et les sorties d’une se´rie d’expe´riences
sur un syste`me parame´tre´ par β :
ξ =
[
x˜1 · · · x˜n
y˜1 · · · y˜n
]
∈ R(m+q)×n (2.2)
L’estimateur E est sans biais ([Mee01] p16) si
E[E(Ξ)] = β
C’est-a`-dire qu’en moyenne sur un grand nombre de se´ries d’expe´riences, l’estimateur per-
met de trouver la bonne valeur des parame`tres.
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2.5.1.2 Maximum de vraisemblance
Soit une se´rie d’expe´riences d’entre´es x˜1, ..., x˜n et de sorties y˜1, ..., y˜n. Pour un β donne´,
notons P (ξ/β) la probabilite´ de ξ sachant β, ou` ξ est la matrice regroupant les mesures a`
la manie`re de l’e´quation (2.2). L’estimateur E atteint le maximum de vraisemblance
([DHS01] p86) si
E(ξ) = argmax
β∈Rp
P (ξ/β)
C’est-a`-dire que, pour une se´rie d’expe´riences donne´e, l’estimateur trouve la valeur la plus
probable des parame`tres.
2.5.1.3 Robustesse
En pre´sence d’aberrances, un estimateur est dit robuste a` une contamination ε, si
en modifiant arbitrairement une proportion ε d’expe´riences, il n’est pas possible d’accroˆıtre
arbitrairement une composante du vecteur de parame`tres β re´sultant. Il est dit robuste
s’il est robuste a` une contamination ε > 0.
2.5.2 Moindres carre´s
Ces me´thodes cherchent a` rendre « aussi vraie que possible » l’approximation 2.1. Pour
cela, elles calculent β qui minimise « conjointement »
‖y˜i − f(x˜i, β)‖2 ∀i ∈ [[1, n]]
Cette expression basique des re´sidus (§ 2.5.2.1) sera modifie´e pour inte´grer une ponde´ration
des mesures et prendre en compte les erreurs sur les entre´es (§ 2.5.2.2, 2.5.2.3, 2.5.3).
Dans le cadre des moindres carre´s, « conjointement » se traduit par : comb =
∑
. Ceci
permet de se replacer dans un contexte d’optimisation classique : les e´quations issues des
diffe´rentes expe´riences sont traite´es de manie`re identique.
Aucun des estimateurs pre´sente´s dans cette sous-section n’est robuste, car ils sont tous
susceptibles de diverger quand une seule donne´e prend une valeur arbitrairement grande.
2.5.2.1 Moindres carre´s ordinaires (Ordinary Least Squares, OLS)
On parle aussi de « re´gression en distance verticale » (par analogie avec le cas 2D,
figure 2.1). L’estimateur est :
β̂OLS = argmin
β∈Rp
n∑
i=1
‖W (y˜i − f(x˜i, β))‖2 (2.3)
ou` W ∈ Rq×q est une matrice de poids qui permet de compenser les diffe´rences d’ordre de
grandeur des composantes des vecteurs.
Si :
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x
courbe du mode`le
y
Fig. 2.1: Re´gression en 2D, (q,m) = (1, 1). La re´gression consiste a` rapprocher la courbe des
points de donne´es, c’est-a`-dire re´duire la somme des carre´s des distances entre la courbe
et les points. Dans le cas de la distance verticale, ce sont les longueurs des segments
verticaux (en pointille´s) qui sont prises en compte. Dans le cas de la distance orthogonale
ce sont les segments (en trait plein) orthogonaux a` la courbe.
– les sorties sont affecte´es d’erreurs additives gaussiennes ;
– les entre´es sont sans erreur ;
– la matrice W 2 = Λ+,
alors l’estimateur β̂OLS atteint le maximum de vraisemblance et il est sans biais.
Dans ce cas, le re´sidu est donne´ par Ku(x, y, β) = ‖W (y − f(x, β))‖2.
2.5.2.2 Moindres carre´s orthogonaux (Orthogonal Distance Regression, ODR)
Les entre´es et les sorties sont entache´es d’erreurs. Il s’agit d’estimer « conjointement »
β et les erreurs en entre´e δi :
PODR
{
min
∑n
i=1 ‖W (y˜i − f(x˜i + δi, β))‖2 + ‖Ωδi‖2
β ∈ Rp, δi ∈ Rm, i ∈ [[1, n]] (2.4)
ou` W ∈ Rq×q et Ω ∈ Rm×m sont des matrices de poids.
On parle de « re´gression en distance orthogonale » (Orthogonal Distance Regression,
ODR) par analogie avec le cas 2D (figure 2.1).
Si les erreurs sur les entre´es et les sorties sont additives gaussiennes et si W 2 = Λ+ et
Ω2 = Σ+, alors l’estimateur ODR atteint le maximum de vraisemblance.
Dans ce cas,
K([x1 · · · xn], [y1 · · · yn], β) = min
δi
n∑
i=1
‖W (yi − f(xi + δi, β))‖2 + ‖Ωδi‖2
=
n∑
i=1
min
δ
‖W (yi − f(xi + δ, β))‖2 + ‖Ωδ‖2
donc l’expression du re´sidu est
Ku(x, y, β) = min
δ∈Rm
‖W (y − f(x+ δ, β))‖2 + ‖Ωδ‖2
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2.5.2.3 Moindres carre´s sur les donne´es (Data Least Squares, DLS)
Si seules les entre´es sont affecte´es, c’est un proble`me de moindres carre´s sur les donne´es.
C’est un cas particulier du pre´ce´dent ou` l’e´galite´ entre les sorties mesure´es et celles du
mode`le corrige´ apparaˆıt en contrainte :
PDLS

min
∑n
i=1 ‖Ωδi‖2
β ∈ Rp, δi ∈ Rm, i ∈ [[1, n]]
y˜i = f(x˜i + δi, β)
(2.5)
ou` Ω ∈ Rm×m est une matrice de poids.
Le re´sidu Ku(x, y, β) est le minimum du proble`me
min ‖Ωδ‖2
δ ∈ Rm
y = f(x+ δ, β)
2.5.3 Crite`res mode´rateurs (M-estimateurs)
Cette famille de crite`res est une ge´ne´ralisation de OLS.
β̂ME = argmin
β
∑
i
ρ(‖W (y˜i − f(x˜i, β))‖)
ou`
– la fonction de mode´ration ρ : R+ −→ R+, est de´rivable, croissante et ρ(0) = 0.
– W ∈ Rq×q est une matrice de poids.
Le re´sidu pour une expe´rience est donne´ par
Ku(x, y, β) = ρ(‖W (y − f(x, β))‖)
Une fonction ρ qui croˆıt moins vite que le carre´ re´duit l’influence sur le crite`re des
expe´riences aberrantes. Le crite`re n’est pas en relation directe avec un type d’erreurs.
Citons quelques exemples de fonctions de mode´ration.
– Dans le cas OLS, ρ(x) = x2 ;
– Dans le cas LAD (Least Absolute Deviation), ρ(x) = x ;
– Dans le cas de fonctions ρ borne´es, une distinction est faite entre :
– celles qui n’atteignent pas leur borne (soft redescender), a` savoir
lim
x→∞
ρ(x) = v > 0
Un exemple typique est ([BJ98] § 4) :
ρ(x) =
x2
σ2 + x2
(2.6)
ou` σ de´termine a` partir de quelle amplitude une mesure est conside´re´e comme
aberrante (figure 2.2(a)) ;
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– celles qui atteignent leurs bornes (hard redescenders) a` savoir
∀x > x0, ρ(x) = v
Un exemple typique est la fonction de Tukey ([RL87], eq4.31) :
ρ(x) =
{
x2
2
− x4
2σ2
+ x
6
6σ4
si x < σ
σ2
6
sinon
(2.7)
σ ou` est un facteur d’e´chelle (figure 2.2(b)).
Remarque : Dans ces deux derniers cas, l’estimateur est robuste. En effet, l’influence
d’une expe´rience donne´e sur le crite`re est limite´e a` la borne v.
σ
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Fig. 2.2: Fonctions de mode´ration ρ correspondant aux e´quations (2.6) et (2.7). Le coeffi-
cient σ agit comme un facteur d’e´chelle en abscisse.
2.5.4 Crite`res se´lectifs
Les crite`res se´lectifs cherchent a` ignorer les expe´riences comportant des mesures aber-
rantes.
Un crite`re de minimisation K base´ sur h (suffisamment grand mais pas ne´cessairement
minimal) expe´riences :
– prend des valeurs faibles sur les e´chantillons non contamine´s (sans aberrance) ;
– prend des valeurs e´leve´es sur les e´chantillons contamine´s.
Le crite`re se´lectif co¨ıncide avec le crite`re non robuste applique´ a` un e´chantillon de h
expe´riences. Le proble`me d’optimisation consiste a` choisir l’e´chantillon et les parame`tres
qui minimisent ce crite`re, soit
Psel
{
minK([x˜i1 · · · x˜ih ], [y˜i1 · · · y˜ih ], β)
I = {i1, ..., ih} ∈ Shn, β ∈ Rp (2.8)
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ou` Shn est l’ensemble des sous-ensembles de [[1, n]] de taille h.
Si le taux d’expe´riences aberrantes est ε et si h < (1−ε)n, alors l’estimateur est robuste.
On parle d’ajustement sournois quand des expe´riences aberrantes sont cohe´rentes entre
elles et correspondent a` un mode`le dont les parame`tres sont β′ 6= β. Si plus de la moitie´ des
expe´riences constituent un ajustement sournois (ce qui implique ε > 1/2), les estimateurs
se´lectifs renvoient β′ au lieu de β.
Dans la suite nous pre´sentons quelques estimateurs se´lectifs classiques.
2.5.4.1 Moindre quantile des carre´s (Least Quantile of Squares, LQS)
Cet estimateur de´pend d’un coefficient α ∈]0, 1] de sorte que h = bαnc. L’ope´ration de
combinaison est comb = max et
Ku(x, y, β) = ‖y − f(x, β)‖
Il minimise donc le plus grand re´sidu sur une proportion α d’expe´riences choisie au mieux,
les autres pouvant devenir arbitrairement grands.
2.5.4.2 Moindres carre´s me´dians (Least Median of Squares, LMS)
Cet estimateur est un cas particulier du pre´ce´dent ou` α = 1
2
. Il minimise donc la
me´diane de la norme de tous les re´sidus.
2.5.4.3 Moindres carre´s tronque´s (Least Trimmed Squares, LTS)
Ici, Ku(x, y, β) = ‖y − f(x, β)‖2, comb =
∑
. C’est l’estimateur des moindres carre´s
ordinaires applique´ a` un sous-ensemble d’expe´riences.
Si le taux de contamination ε est inconnu, l’estimateur robuste capable de re´sister au
plus grand nombre d’ajustements sournois correspond a` h = b(n+ p+ 1)/2c.
2.6 Re´solution
Les me´thodes de re´solution se classent en deux grandes familles :
les me´thodes analytiques. Le proble`me peut se ramener a` un nombre fini de calculs, la
pre´cision du re´sultat de´pend de la pre´cision de l’unite´ flottante qui les effectue. Dans
le cadre de l’estimation, les proble`mes « suffisamment line´aires » peuvent se ramener
a` des calculs matriciels ;
les me´thodes ite´ratives. Elles engendrent une suite de valeurs du parame`tre inconnu,
de manie`re a` converger vers un minimum. La pre´cision du calcul de´pend en plus du
nombre d’ite´rations pendant lesquelles l’algorithme « tourne ».
En ge´ne´ral, quand une me´thode analytique et une ite´rative existent pour re´soudre un
proble`me, la me´thode analytique est pre´fe´rable car elle est plus performante et ne pose pas
de proble`me de convergence.
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Les bibliothe`ques nume´riques auxquelles nous faisons re´fe´rence (blas, lapack, min-
pack, odrpack, vanhuffel) sont disponibles dans la collection Netlib (http://netlib.
enseeiht.fr)
2.6.1 Me´thodes analytiques pour le cas line´aire unidimensionnel
Ces techniques permettent de faire l’estimation dans le cas de mode`les line´aires ou
biline´aires et de crite`res moindres carre´s.
2.6.1.1 Moindres carre´s ordinaires
Si f est line´aire en β, le proble`me OLS (e´quation (2.3)) se rame`ne a` :
β̂OLS = argmin
β∈Rp
‖Aβ − b‖2 (2.9)
ou`
A =
WC(x˜1)...
WC(x˜n)
 ∈ Rnq×p et b =
W (y˜1 −D(x˜1))...
W (y˜n −D(x˜n))
 ∈ Rnq
Une me´thode de re´solution utilise la de´composition QR de A : A = QR avec Q ∈ Rnq×nq
orthogonale et R ∈ Rnq×p triangulaire supe´rieure. En de´composant les deux matrices :
R =
[
R1
0
]
Q = [
p
Q1
nq−p
Q2]
alors :
‖Aβ − b‖2 = ‖Rβ −Q>b‖2 = ‖Q>2 b‖2 + ‖R1β −Q>1 b‖2
Le premier membre est inde´pendant de β : on ne peut pas jouer dessus. Le second membre
peut eˆtre annule´ en re´solvant en β le syste`me triangulaire
R1β = Q
>
1 b
Ceci montre qu’une relation line´aire lie β̂OLS et b si R1 (donc A) est de rang plein. La
matrice de cette relation est la pseudo-inverse de A :
A+ = R−11 Q
>
1
Cette technique de re´solution est utilise´e dans la fonction dgels de lapack.
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2.6.1.2 Moindres carre´s totaux
Le proble`me ODR (e´quation 2.4) admet une solution analytique dans le cadre des
moindres carre´s totaux (Total Least Squares, TLS, [HV91] § 2.2.3). C’est un cas restreint
ou` :
– les dimensions ve´rifient m = p et q = 1 ;
– le mode`le f est biline´aire de la forme
f(x, β) = x>β + q>0 β + q1
avec q0 ∈ Rp et q1 ∈ R ;
– la matrice de poids Ω = ωIdm.
Notons W = [w] et rappelons l’e´quation 2.1 :
f(x˜i − δi, β¯) = y˜i − εi ∀i ∈ [[1, n]]
En exploitant les line´arite´s et en synthe´tisant les e´galite´s sosu forme matricielle :
(x˜1
> + q>0
...
x˜n
> + q>0

︸ ︷︷ ︸
A
+
−δ
>
1
...
−δ>n

︸ ︷︷ ︸
E
)
β¯ =
y˜1 − q1...
y˜n − q1

︸ ︷︷ ︸
b
+
−ε1...
−εn

︸ ︷︷ ︸
r
Par suite, l’e´quation (2.4) s’e´crit :
PTLS

min ‖[ωE wr]‖2
β ∈ Rp, E ∈ Rn×p, r ∈ Rn
(A+ E)β = b+ r
La re´solution de (PTLS) se base sur la de´composition en valeurs singulie`res (SVD) de [A b]
(plus de de´tails dans § 2.6.2.2).
2.6.1.3 Moindres carre´s sur les donne´es
Sous les meˆmes hypothe`ses que pre´ce´demment sur la forme du mode`le et sur celle de
la matrice de poids l’estimateur DLS (e´quation (2.5)) se rame`ne a` :
PDLS

min ‖E‖2
β ∈ Rp, E ∈ Rn×p
(A+ E)β = b
Nous examinons sa re´solution dans le § 2.6.2.3.
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2.6.2 Me´thodes analytiques pour le cas line´aire multidimension-
nel
Les me´thodes multidimensionnelles sont des extensions des me´thodes de moindres carre´s
OLS, TLS et DLS line´aires. La re´solution nume´rique se fait simultane´ment pour plu-
sieurs seconds membres, chacun donnant un vecteur de parame`tres estime´s. D’une manie`re
ge´ne´rale, plusieurs e´quations de la forme :
Aβi = bi, i ∈ [[1, k]]
ou` A ∈ Rnq×p et bi ∈ Rnq, sont rassemble´es en :
A[β1 · · · βk] = [b1 · · · bk]
Par rapport au proble`me « unidimensionnel » :
– le cas unidimensionnel est le cas particulier du multidimensionnel ou` k = 1 ;
– un proble`me multidimensionnel TLS et DLS n’est pas e´quivalent a` k proble`mes uni-
dimensionnels ou` les vecteurs βi sont estime´s un par un. En effet, les erreurs estime´es
sur la matrice A des entre´es sont communes.
Nous rencontrons ce genre de proble`me quand nous voulons estimer les colonnes d’une
matrice. Dans cette section, nous notons :
N = nq X = [β1 · · · βk] ∈ Rp×k B = [b1 · · · bk] ∈ RN×k
Il s’agit donc d’estimer X tel que :
AX ≈ B
Notre contexte. Nous de´taillons la re´solution nume´rique des proble`mes dans le cas ou` :
– la taille des matrices ve´rifie N  p k ;
– la matrice A est de rang plein ;
– la matrice A est compose´e d’entiers code´s sur 1 (un) octet.
Cette dernie`re proprie´te´ implique un calcul exact de A>A (appendice 7.3). Ce calcul♠
est aussi beaucoup plus rapide (de l’ordre de 20 fois) que tout autre calcul de complexite´
en O(Np2).
En ge´ne´ral, en re´solvant des syste`mes line´aires surde´termine´s a` partir de A>A, le risque
est de perdre en pre´cision. Dans notre cas, le proble`me est atte´nue´ car A>A est calcule´
exactement et A est de rang plein.
2.6.2.1 OLS
Le proble`me OLS multidimensionnel s’e´crit :
POLS
{
min ‖AX −B‖2
X ∈ Rp×k
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Il peut eˆtre re´solu inde´pendamment pour chaque colonne de X et B, ce qui me`ne a` la
solution :
X̂OLS = A
+B
Cependant, nous ne calculons pas A+ a` partir de la de´composition QR de A pour e´viter
sa complexite´ en O(Np2) ([GL91] algo 5.2.5).
Les e´quations normales de Gauss, adapte´es a` ce cas multidimensionnel s’e´crivent
A>AX = A>B
La matrice A>A e´tant syme´trique de´finie positive, nous re´solvons le syste`me a` partir de
sa de´composition de Cholesky : A>A = R>R, ou` R ∈ Rp×p est triangulaire supe´rieure.
L’algorithme 2.1 transcrit ces observations et particularite´s.
Signalons que dans nos conditions expe´rimentales, nous ne rencontrons pas de proble`me
de pre´cision.
A′ ← A>A -- multiplication rapide
B′ ← A>B
R← factorisation de Cholesky de A′
re´soudre RY = B′ en Y
re´soudre R>X = Y en X
Fonctions utilise´es :
– factorisation de Cholesky (dpotrf de lapack) ;
– re´solution d’un syste`me d’e´quations triangulaire (dtrsm de blas).
Algorithme 2.1: Re´solution de min ‖AX −B‖2 en X.
2.6.2.2 TLS
Le proble`me TLS multidimensionnel s’e´crit :
PTLS

min ‖[ωE wR]‖2
X ∈ Rp×k, E ∈ RN×p, R ∈ RN×k
(A+ E)X = B +R
(2.10)
Golub et Van Loan ont re´solu ce proble`me ([GL91] the´ore`me 12.3.1). Leur solution
repose sur le fait que Im(B+R) ⊆ Im(A+E). En raisonnant sur le rang de [A+E B+R],
ils trouvent une borne infe´rieure sur la valeur du crite`re, atteinte pour une valeur (E¯, R¯).
La solution X̂TLS s’en de´duit.
Cette solution utilise la de´composition SVD de :
C = [ωA wB] = UΣV >
avec
Σ = diag(σ1, ..., σp+k) et V =
[
V11 V12 p
p
V21
k
V22 k
]
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La solution TLS est :
X̂TLS = −ω
w
V12V
−1
22
Elle est unique quand les valeurs singulie`res σp et σp+1 sont distinctes.
Calcul de la SVD de C. Nous n’avons besoin que de V . Nous l’obtenons a` partir des♠
vecteurs propres de C>C :
C>C =
[
ω2A>A ωwA>B
ωw(A>B)> w2B>B
]
= V Σ2V >
Le calcul de C>C fait intervenir A>A comme seul calcul de complexite´ en O(Np2).
La matrice C>C est syme´trique, donc ses valeurs propres sont re´elles. La relation
C>CV = V Σ2
montre que les colonnes de V sont les vecteurs propres unitaires de C>C (au signe pre`s).
De meˆme, les valeurs propres de C>C sont, par ordre croissant, σ2p+k, ..., σ
2
1.
Nous n’avons besoin que des k dernie`res colonnes de V , c’est-a`-dire des vecteurs propres
de C>C correspondant aux k plus petites valeurs propres. L’algorithme 2.2 transcrit ces
observations.
Cet algorithme a une pre´cision acceptable si les valeurs singulie`res σp et σp+1 de C sont
suffisamment distinctes.
A′ ← A>A -- multiplication rapide
C ′ ←
[
ω2A′ ωwA>B
× w2B>B
]
-- par syme´trie, inutile de remplir le bloc ×
V ← k premiers vecteurs propres de C ′
-- conventionnellement, les valeurs propres sont par ordre croissant
V12 ← V1:p,1:k
V22 ← Vp+1:p+k,1:k
re´soudre V >22Y = V
>
12 en Y
X ← −(ω/w)Y >
Fonctions utilise´es :
– extraction de vecteurs propres se´lectionne´s (dsyevr de lapack) ;
– re´solution d’un syste`me line´aire carre´ (dgesv de lapack).
Algorithme 2.2: Re´solution du proble`me (PTLS) (e´quation (2.10)) en X.
Cas ou` ω et w sont tre`s diffe´rents. Nous avons de´veloppe´ un algorithme spe´cifique♠
pour le cas ou` :
– la matrice [A B] est relativement bien conditionne´e (le rapport entre ses valeurs
singulie`res extreˆmes est infe´rieur a` 104) ;
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– le coefficient ω est beaucoup plus grand que w (ω/w > 102).
En effet, le calcul des valeurs et vecteurs propres de C>C peut s’ave´rer impre´cis parce
que son spectre est trop large ([Bjo¨96] § 2.6.1).
Notre solution consiste a` de´composer C. Notons
D = diag(ω, ..., ω︸ ︷︷ ︸
p
, w, ..., w︸ ︷︷ ︸
k
) et C ′ = [A B]
alors
C = C ′D
Nous calculons la de´composition QR : C ′ = QR. L’inte´reˆt est double :
– la de´composition QR de C s’en de´duit, a` savoir C = C ′D = Q(RD) (RD est trian-
gulaire) ;
– seule la matrice R est utilise´e. Elle peut eˆtre obtenue en effectuant la de´composition
de Cholesky de C ′>C, qui est relativement bien conditionne´e.
Nous calculons ensuite la de´composition SVD : RD = URΣRV
>
R . Elle re´siste mieux
au mauvais conditionnement parce qu’elle est n’est pas effectue´e sur la matrice e´leve´e au
carre´.
Le sous-espace du noyau de R engendre´ par les dernie`res colonnes de VR est appele´
sous-espace singulier correspondant aux plus petites valeurs singulie`res. Van Huffel et
al. [HV87] ont de´veloppe´ une me´thode de calcul d’une SVD partielle : seules ces colonnes
de VR sont forme´es. L’algorithme 2.3 transcrit ces particularite´s.
A′ ← A>A -- multiplication rapide
C ′ ←
[
A′ A>B
× B>B
]
R← de´composition de Cholesky de C ′
R← R× diag(ω, ..., ω, w, ..., w)
V ← k vecteurs du noyau de R correspondant a` ses k plus petites valeurs singulie`res.
V12 ← V1:p,1:k
V22 ← Vp+1:p+k,1:k
re´soudre V >22Y = V
>
12 en Y
X ← −(ω/w)Y >
Fonctions utilise´es :
– de´composition de Cholesky (dpotrf de lapack) ;
– calcul de SVD partielle (psvd de vanhuffel) ;
– re´solution d’un syste`me line´aire carre´ (dgesv de lapack).
Algorithme 2.3: Re´solution du proble`me (PTLS) (e´quation (2.10)) en X, pour ω et w tre`s
diffe´rents (ω/w > 102).
En fait, n’importe quelle base du sous-espace singulier associe´ aux plus petites valeurs
propres suffit pour re´soudre le proble`me TLS. Une telle base peut eˆtre obtenue a` partir
d’une de´composition moins couˆteuse que la SVD : les familles de de´compositions ULV et
URV peuvent eˆtre utilise´es [HZ93].
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2.6.2.3 DLS
Le proble`me DLS multidimensionnel s’e´crit :
PDLS

min ‖E‖2
X ∈ Rp×k, E ∈ RN×p
(A+ E)X = B
(2.11)
Re´solution. La de´marche est inspire´e de la re´solution du proble`me TLS multidimen-♠
sionnel ([GL91] the´ore`me 12.3.1).
Nouvelle formulation. Soit la factorisation QR :
B = Q
[
R1 k
0 N−k
]
En notant :
Q = [
k
Q1
N−k
Q2] Q
>A =
[
Q>1 A
Q>2 A
]
=
[
A1 k
A2 N−k
]
Q>E =
[
E1 k
E2 N−k
]
il vient :
‖E‖2 = ‖Q>E‖2 = ‖E1‖2 + ‖E2‖2
(A1 + E1)X = R1 (2.12)
(A2 + E2)X = 0N−k,k (2.13)
Nous supposons que A1 et R1 sont de rang plein. Le principe de la re´solution est de
minimiser ‖E2‖2 sous la contrainte de l’e´quation 2.13, puis de montrer que nous pouvons
poser E1 = 0k,k dans l’e´quation 2.12.
Approximation de A2 par une matrice de rang infe´rieur. Soit la factorisation
SVD :
A2 = [
p
U1
N−k−p
U2]
[
Σ1
0N−k−p,p
]
V > = U1Σ1V >
avec Σ1 = diag(σ1, ..., σp).
La matrice R1 e´tant de rang plein, X est e´galement de rang plein k (e´quation (2.12)).
Ainsi :
Im(X) ⊆ (Ker(A2 + E2))⊥
k ≤ p− rang(A2 + E2)
rang(A2 + E2) ≤ p− k
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En approchant A2 par une matrice A2 + E2 de rang j < p, on a ([HJ85] the´ore`me
7.4.51) :
‖E2‖2 ≥
p∑
i=j+1
σ2i
Puisque rang(A2 + E2) ≤ p− k, la norme de E2 admet une borne infe´rieure :
‖E2‖2 ≥ min
j≤p−k
p∑
i=j+1
σ2i =
p∑
i=p−k+1
σ2i
qui est atteinte pour
E2 = −U1diag(0, ..., 0, σp−k+1, ..., σp)V >
Remonte´e. Fixons la valeur de E en posant E1 = 0 et construisons X compatible
avec cette valeur. Notons
U1 = [
p−k
U11
k
U12] V = [
p−k
V1
k
V2]
Alors
A2 + E2 = U11diag(σ1, ..., σp−k, 0, ..., 0)V >1
L’e´quation (2.13) devient V >1 X = 0. En la combinant avec l’e´quation (2.12) :[
V >1
A1
]
X =
[
0
R1
]
La matrice du syste`me est carre´e et inversible. La re´solution du syste`me repose sur l’ob-
servation :
Im(X) ⊆ (Ker(V >1 ))⊥ = (Im(V1))⊥ = Im(V2)
qui garantit l’existence d’une matrice Y ∈ Rp×p telle que X = V2Y , d’ou` :
A1V2Y = R1
Y = (A1V2)
−1R1
X̂DLS = X = V2(A1V2)
−1R1 (2.14)
Imple´mentation. Dans la solution du proble`me DLS (e´quation (2.14)), nous e´vitons le ♠
calcul de Q2 ∈ RN×(N−k) et A2 ∈ R(N−k)×p.
Calcul de V2. Seule la matrice V2 de la de´composition SVD A2 = U1Σ1[V1 V2]
> est
ne´cessaire. En conse´quence, il est suffisant de connaˆıtre
C = A>2 A2
que nous obtenons a` moindres frais par la relation
C = A>Q2Q>2 A = A
>(IdN −Q1Q>1 )A = A>A− A>1 A1
Les colonnes de V sont alors les vecteurs propres de C et la matrice V2 rassemble les
vecteurs propres correspondant aux plus petites valeurs propres.
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Calcul de A1. En sortie de la factorisation QR, Q est repre´sente´e sous forme d’un
produit de matrices de Householder :
Q = H1 · · ·Hk =
k∏
i=1
(IdN − τiviv>i ) ou` vi = [0 · · · 0︸ ︷︷ ︸
i−1
1 µ>i︸︷︷︸
N−i
]>
En ge´ne´ral, cette repre´sentation facilite le calcul de produits avec d’autres matrices, mais
dans notre cas, pour accumuler A1 = Q
>
1 A, elle est malcommode.
Nous calculons donc explicitement la matrice Q1. En de´finissant les matrices (Mi)i=1..k
satisfaisant a` :
Hk−i+1 · · ·Hk
[
Idk
0N−k,k
]
=
[
Idk−i
i
Mi N−k+i
]
∈ RN×k
il vient Q1 =Mk, calcule´e a` partir du sche´ma de re´currence :
M1 =
[
1− τk
−τkµk
]
et Mi+1 =
[
1− τk−i −τk−iµ>k−iMi
−τk−iµk−i (Id− τk−iµk−iµ>k−i)Mi
]
(2.15)
Algorithme. Les ope´rations qui permettent de trouver X sont pre´sente´es dans l’al-
gorithme 2.4. Le proble`me de pre´cision dans les calculs n’affecte pas cet algorithme car C
a un spectre relativement e´troit (au plus deux fois plus e´tendu que celui de A).
(Q1, R1)←− de´composition QR partielle de B
A1 ←− Q>1 A
C ← A>A− A>1 A1 -- multiplication rapide
V2 ← k premiers vecteurs propres de C
K ← A1V2
re´solution de KY = R1 en Y
X ←− V2Y
Fonctions utilise´es :
– de´composition QR (dgeqrf de lapack) avec calcul explicite de Q1 (e´quation (2.15)) ;
– extraction de vecteurs propres se´lectionne´s (dsyevr de lapack) ;
– re´solution d’un syste`me line´aire carre´ (dgesv de lapack).
Algorithme 2.4: Re´solution du proble`me DLS (PDLS) (e´quation (2.11)) en X.
2.6.3 Me´thodes ite´ratives pour le cas non line´aire
Les me´thodes analytiques permettent de faire l’estimation pour des mode`les particuliers
(la classe la plus importante est celle des mode`les line´aires et biline´aires). Pour re´soudre les
proble`mes pre´ce´dents dans le cas ge´ne´ral de´rivable, les me´thodes d’optimisation ite´ratives
s’imposent.
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Principe. Les me´thodes ite´ratives que nous examinons ici partent d’une estimation ini-
tiale β0 de la solution. Elles construisent une suite (βk)k d’estimations de β convergeant
vers la solution. A` chaque pas, elles utilisent une approximation affine, de validite´ locale
du mode`le, base´e sur la valeur de la fonction f et sa matrice jacobienne
∂f(x, β)
∂β
et, dans le cas ODR
∂f(x+ δ, β)
∂δ
L’estimation initiale β0 doit eˆtre pertinente, sous peine de converger vers un optimum local
au lieu de l’optimum global recherche´.
L’algorithme peut cesser d’ite´rer pour une des raisons suivantes :
– il a atteint un nombre limite d’ite´rations ;
– la matrice du syste`me line´aire (de´pendant les matrices jacobiennes de f) associe´ au
βk courant n’est pas de rang plein (a` la pre´cision machine pre`s) ;
– la suite d’estimations devient stationnaire ;
– le crite`re ne peut plus eˆtre ame´liore´ (a` la pre´cision machine pre`s), en particulier s’il
est nul.
Les deux premiers cas sont des e´checs, les deux derniers des succe`s.
2.6.3.1 Moindres carre´s verticaux
L’optimisation du crite`re OLS dans le cas non line´aire utilise une approximation line´aire
du mode`le.
Notons r la fonction de β qui de´finit le vecteur de re´sidus :
r :
Rp −→ Rnq
β 7−→
W (f(x˜1, β)− y˜1)...
W (f(x˜n, β)− y˜n)

La relation avec le crite`re est :
‖r(β)‖2 = K([x˜1 · · · x˜n], [y˜1 · · · y˜n], β)
La solution au sens OLS (e´quation (2.3)) s’e´crit donc :
β̂OLS = argmin
β∈Rp
‖r(β)‖2 (2.16)
Gauss-Newton. La suite (βk)k∈N est construite pour qu’a` l’e´tape (k+1), βk+1 soit dans
le « voisinage » de βk, c’est-a`-dire que le pas
∆ = βk+1 − βk
est petit. Un de´veloppement de Taylor-Young a` l’ordre 1 de r permet d’e´crire :
r(βk +∆) ≈ r(βk) + r′(βk)∆
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Cette approximation peut eˆtre utilise´e pour solutionner l’e´quation (2.16) :
min
∆
‖r(βk +∆)‖2 ≈ min
∆
‖r(βk) + r′(βk)∆‖2
C’est un proble`me de moindres carre´s line´aires ayant pour solution :
∆̂GN = −r′(βk)+r(βk)
Ceci de´finit le sche´ma ite´ratif de Gauss-Newton. La matrice jacobienne de r s’exprime
sans difficulte´ a` partir de la matrice jacobienne de f par rapport a` β pour les diffe´rentes
expe´riences.
Ame´lioration. L’inconve´nient de l’approche pre´ce´dente est qu’elle est trop confiante : la
valeur estime´e ∆GN peut « tomber » en dehors du domaine de validite´ de l’approximation
line´aire de r.
Les pistes d’ame´lioration consistent a` :
– s’assurer que le pas d’estimation reste a` l’inte´rieur d’une re´gion de confiance dans
laquelle l’approximation est conside´re´e comme fiable ;
– changer la matrice de la relation line´aire qui lie le re´sidu courant au pas a` effectuer :
∆̂ = −Ar(βk)
ou` A est une matrice « bien choisie » pour donner une meilleure approximation du
pas que r′(βk)+.
Levenberg-Marquardt. L’algorithme de Levenberg-Marquardt ([Lev44] eq6 p165, [Mar63]
p434 eq10, eq11, eq12, [DS83] eq10.2.15, [Mor78] p106 eq2.3) met en œuvre ce canevas. La
re´gion de confiance est une boule de centre βk et de rayon ρk, mis a` jour a` chaque ite´ration.
Le pas ∆̂LM est contraint a` ne pas sortir de cette boule.
Cette contrainte est garantie par une modification de la matrice A en fonction la re´gion
dans laquelle se trouve ∆̂GN :
– si ‖∆̂GN‖ ≤ ρk,
A = r′(βk)+
c’est l’estimation de Gauss-Newton ;
– sinon,
A = (r′(βk)>r′(βk) + αIdp)−1r′(βk)>
ou` α satisfait a` ‖∆̂LM‖ = ρk. Cette valeur existe (re´sultat de la the´orie de Lagrange-
Karush-Kuhn-Tucker) mais son calcul ne´cessite la re´solution algorithmique d’une
e´quation non line´aire2.
2 La pre´sentation de Levenberg ne « peut pas » s’appuyer sur les re´sultats d’optimisation avec
contraintes d’ine´galite´ e´tablis par Karush en 1939 [Kar39]... dans un me´moire de maˆıtrise... et « ap-
profondis » ensuite par Kuhn et Tucker [HT51]. Par contre, Marquardt qui aurait pu le faire ne le fait pas
explicitement... et avoue avoir ignore´ le travail de Levenberg !
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A` chaque pas d’ite´ration, les re´sidus sont e´value´s. Deux cas se pre´sentent :
– si ‖r(βk+1)‖ < ‖r(βk)‖, l’approximation est fiable, et l’algorithme e´tend la re´gion de
confiance (ρk+1 > ρk) ;
– sinon l’approximation n’est pas fiable et l’algorithme restreint la re´gion de confiance
(ρk+1 < ρk). L’estimation « repart » de βk.
Nous utilisons la mise en œuvre de l’algorithme (calcul de ρk et α) de minpack [MGH80]
(fonction lmder).
2.6.3.2 Re´gression en distance orthogonale
Le proble`me (PODR) peut eˆtre conside´re´ comme un proble`me de moindres carre´s pour
lequel :
– les parame`tres a` estimer sont la juxtaposition des parame`tres initiaux β et les erreurs
en entre´e (δi)i=1..n :
β′ = [β> δ>1 · · · δ>n ]> ∈ Rp+nm
– les re´sidus a` traiter sont :
r(β′) =

W (y˜1 − f(x˜1 + δ1, β))
...
W (y˜n − f(x˜n + δn, β))
Ωδ1
...
Ωδn

∈ Rnq+nm
La matrice jacobienne qui en re´sulte se pre´sente sous la forme ge´ne´rique (en utilisant
les notations de [BBS87] p1057, reprises dans [Bjo¨02] eq10 p228)
J =
[
J V nq
p
0
nm
D nm
]
ou` :
– le bloc J se de´duit de ∂f(x,β)
∂β
aux points (x˜i, β) ;
– la matrice V est diagonale par blocs et se de´duit de ∂f(x+δ,β)
∂δ
;
– la matrice D est constitue´e de n blocs diagonaux Ω.
Re´solution. Pour re´soudre ce proble`me, on peut utiliser la me´thode de Levenberg-
Marquardt. Le cœur d’une ite´ration de l’algorithme LM est la de´composition QR de J . Si
on ne tient pas compte du caracte`re structure´ de cette matrice, la complexite´ de ce calcul
est en O((nq + nm)(p+ nm)2), ce qui est prohibitif.
Plusieurs propositions ont e´te´ faites pour reme´dier a` cette difficulte´ :
– Schwetlick et Tiller [ST85] « contournent le proble`me » en n’imple´mentant le principe
des re´gions de confiance de LM que pour les parame`tres β, et non pour les erreurs
(δi)i=1..n ;
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– Boggs et al. [BBS87] se rame`nent au calcul de la de´composition QR d’une matrice
de la forme MJ , ou` M est diagonale. Leur « levier » est la formule d’inversion de
Sherman-Morrison-Woodbury ;
– Hartley et Zisserman ([HZ01] p571) traitent des proble`mes moindres carre´s plus
ge´ne´raux (que celui sous-jacent a (PODR)) pour lesquels ri(β
′) de´pend uniquement de
β et δi. Ils ignorent donc :
– la pre´sence du bloc de ze´ros dans J ;
– la structure diagonale par blocs de D.
Leur algorithme « Levenberg-Marquardt creux » e´vite ne´anmoins une complexite´ en
O(n2), mais celle-ci demeure en O(nqp2)+O(nmp2)+O(nm2(q+m))+ · · · . De plus,
il demande a` eˆtre adapte´ afin d’imple´menter comple`tement le principe des re´gions de
confiance. Trop ge´ne´ral pour traiter le cas (PODR), cet algorithme peut trouver son
utilite´ dans des cas plus spe´cifiques.
– Bjo¨rck [Bjo¨02] fait une proposition concurrente a celle de Boggs et al. Ici la clef est la
de´composition QR d’une matrice de Hessenberg « infe´rieure » [D> v′>]>. C’est tout
simplement dommage qu’il n’existe a` ce jour aucune imple´mentation de ce « bel »
algorithme... Avis aux amateurs !
En pratique, nous utilisons la bibliothe`que odrpack (fonction dodrc) qui exploite
l’optimisation de Boggs et al. pour re´soudre le proble`me efficacement [BBRS92].
2.6.3.3 Moindres carre´s reponde´re´s
Dans le cas d’un mode`le line´aire, un algorithme ite´ratif peut faire la M-estimation
(§ 2.5.3). Le principe est de re´soudre une se´rie de proble`mes de moindres carre´s line´aires
en changeant uniquement la matrice de poids ([Mee01] p71)
La justification de cette « strate´gie » trouve son origine dans l’e´quation d’Euler, a`
savoir la solution β satisfait a` :
∂
∂β
n∑
i=1
ρ(‖W (f(x˜i, β)− y˜i)‖) = 01,p
donc :
n∑
i=1
ωi(β)ri(β)
>r′i(β) = 01,p
ou` :
– le re´sidu vectoriel ri(β) =W (f(x˜i, β)− y˜i) ;
– le poids
ωi(β) =
ρ′(‖ri(β)‖)
‖ri(β)‖
En exploitant la line´arite´,
ri(β) =W (C(x˜i)β +D(x˜i)− y˜i) = Aiβ − bi
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ou` {
Ai = WC(x˜i)
bi = W (D(x˜i)− y˜i)
la condition ne´cessaire devient
n∑
i=1
ωi(β)A
>
i Aiβ =
n∑
i=1
ωi(β)A
>
i bi
C’est cette e´quation qui justifie que dans la me´thode des moindres carre´s reponde´re´s, a`
l’ite´ration k, βk est la solution du syste`me line´aire suivant :(
n∑
i=1
ωi(βk−1)A>i Ai
)
︸ ︷︷ ︸
A
βk =
n∑
i=1
ωi(βk−1)A>i bi
La re´solution peut se faire a` l’aide d’une factorisation de Cholesky de la matrice A,
syme´trique de´finie positive.
Fonction de mode´ration adaptative. L’algorithme peut eˆtre adapte´ au cas ou` la fonc-
tion de mode´ration ρ de´pend d’un facteur d’e´chelle (e´quations (2.6) et (2.7)). L’adaptation
consiste a` faire e´voluer le facteur σ au fil des ite´rations ([BJ98] § 4) :
– au de´but, σ est e´leve´. La solution courante est loin de l’optimum donc le re´sidu ne
permet pas de distinguer clairement les mesures aberrantes ;
– a` la fin, σ est petit. La solution est proche, donc la distinction entre mesures le´gitimes
et aberrantes devient plus nette.
Convergence. La convergence du processus est garantie si ρ est convexe. Dans ce cas,
ρ n’est pas borne´e, donc le crite`re ne peut pas eˆtre robuste ([Hub81], p103).
2.6.4 Me´thodes d’e´chantillonnage ale´atoire
Dans le cas d’un crite`re se´lectif (§ 2.5.4), la re´solution passe par celle d’un crite`re non
robuste, conforme´ment a` la proce´dure suivante (algorithme 2.5) :
– engendrer tous les sous-ensembles ;
– faire l’estimation de β pour chacun d’eux ;
– retenir celui qui fournit le crite`re le plus faible.
Cette me´thode est presque toujours impraticable a` cause de l’explosion combinatoire
(Card(Shn) = C
h
n). Les algorithmes se limitent donc a` un certain nombre de sous-ensembles
tire´s ale´atoirement (de l’ordre de 300 a` 5000) [RL87].
Plusieurs strate´gies permettent d’ame´liorer cette approche.
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vmin ←∞
Pour I ∈ Shn faire
(β, v)←−minimiser(I)
Si v < vmin alors -- retient le meilleur β
β̂ ←− β ; vmin ←− v
finsi
finpour
Le re´sultat est β̂.
Fonction utilise´e :
minimiser({i1, ..., ih}) imple´mente l’estimateur E base´ sur le crite`re non robuste. Il renvoie
le couple (β, v) ou`
β = E
([
x˜i1 · · · x˜ih
y˜i1 · · · y˜ih
])
et v est la valeur du crite`re en β ;
Algorithme 2.5: Calcul exhaustif d’un crite`re se´lectif ((Psel), e´quation (2.8)).
2.6.4.1 L’e´tape de concentration (C-step)
Apre`s un tirage ale´atoire et l’estimation non robuste correspondante, la fonction Ku
permet de calculer les re´sidus associe´s a` chaque expe´rience. Les expe´riences correspondant
aux re´sidus les plus faibles constituent un e´chantillon concentre´ sur lequel l’algorithme
2.6 refait l’estimation non robuste [RD99].
Le couple d’ope´rations syme´triques meilleures_expe´riences/minimiser constitue
l’e´tape de concentration (c’est une technique de nue´es dynamiques). Le nombre d’expe´riences
utilise´es (h1 et h2) peut eˆtre diffe´rent selon l’e´tape de l’algorithme. Un bon plan :
– faire l’estimation initale sur le minimum d’expe´riences (h1 faible) pour e´viter la conta-
mination ;
– utiliser un maximum d’expe´riences (h2 e´leve´) aux e´tapes suivantes (moins susceptibles
de contamination) pour re´sister aux erreurs faibles.
En ite´rant cette ope´ration de concentration on assure la convergence dans le cas LTS
car :
– le nombre d’e´chantillons est fini ;
– le crite`re est de´croissant.
Ce n’est pas le cas avec LQS (et LMS).
FAST-LTS. L’algorithme fast-lts propose´ par Rousseeuw et Van Driessen [RD99]3 est
une mise en œuvre de ce canevas ou` :
– la dimension de sortie est q = 1 ;
– l’estimateur de base est OLS ;
– la taille de l’e´chantillon h1 est minimale (h1 = p en ge´ne´ral) ;
3Ceci est une version applique´e a` n < 600, sinon un e´tage supple´mentaire de se´lection d’e´chantillons
est ne´cessaire. fast-lts est disponible a` http://www.agoras.ua.ac.be/Robustn.htm.
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B ←− {} -- les meilleurs β trouve´s et les valeurs de crite`re associe´s
Pour i de 1 a` imax -- traitement de nombreux e´chantillons ale´atoires
I ←−e´chantillon_ale´atoire (n, h1)
(β, v)←−minimiser(I)
Pour j de 1 a` jmax faire -- quelques concentrations
I ←−meilleures_expe´riences(β, h2)
(β, v)←−minimiser(I)
finpour
ajouter_si_meilleur(B, kmax, (β, v)) -- ne retient que les kmax meilleurs
finpour
vmin ←−∞
Pour (β, v) dans B faire -- retraitement des meilleures estimations
Re´pe´ter -- concentrations jusqu’a` convergence
βprec ←− β
I ←− meilleures_expe´riences(β, h2)
(β, v)←−minimiser(I)
jusqu’a` β = βprec
Si v < vmin alors -- retient le meilleur β
β̂ ←− β ; vmin ←− v
finsi
finpour
Le re´sultat est β̂.
Fonctions utilise´es :
– e´chantillon_ale´atoire(n, h) renvoie un e´le´ment {i1, ..., ih} de Shn tire´ ale´atoirement ;
– minimiser({i1, ..., ih}) imple´mente l’estimateur E base´ sur le crite`re non robuste. Il ren-
voie le couple (β, v) ou`
β = E
([
x˜i1 · · · x˜ih
y˜i1 · · · y˜ih
])
et v est la valeur du crite`re en ce β ;
– meilleures_expe´riences(β, h) renvoie l’ensemble des nume´ros des h expe´riences pour
lesquelles le crite`re unitaire Ku(β, x˜i, y˜i) est le plus faible ;
– ajouter_si_meilleur(B, k, (β, v)) ajoute l’e´le´ment (β, v) a` B en s’assurant que la taille
de l’ensemble re´sultant ne de´passe pas k, a` savoir :
Si Card(B) < k alors
B ← B ∪ {(β, v)} -- ajouter (β, v) inconditionnellement
sinon
(β′, v′)←− argmax
(β′,v′)∈B
v′ -- β′ est la pire estimation de l’ensemble
Si v < v′ alors -- si β meilleur que β′
B ← (B \ {(β′, v′)}) ∪ {(β, v)} -- remplacer (β′, v′) par (β, v)
finsi
finsi
Algorithme 2.6: Optimisation approche´e d’un crite`re se´lectif (proble`me (Psel), e´quation
(2.8)) par e´chantillonnage ale´atoire avec e´tapes de concentration.
48 CHAPITRE 2. ESTIMATION DE PARAME`TRES
– au maximum, h2 = bp+n+12 c ;
– imax = 500, jmax = 2 et kmax = 10 sont fixe´s empiriquement.
FAST-LTTS. Nous avons adapte´ fast-lts a` nos besoins. L’algorithme re´sultant, fast-♠
ltts (Fast Least Total Trimmed Squares), apporte les modifications suivantes :
– e´ventuellement, q 6= 1 ;
– l’estimateur de base est TLS ;
– la taille minimale pour l’e´chantillon initial devient h1 = dp/qe.
Le sche´ma ite´ratif « re´pe´ter... jusqu’a` » est assure´ de converger avec LTTS pour les raisons
cite´es a` propos de LTS concernant les ope´rations de concentration.
2.6.4.2 Tirage ale´atoire guide´ par l’application
Le tirage ale´atoire peut eˆtre rendu plus pertinent en choisissant les e´chantillons en fonc-
tion du contexte. En particulier, quand les donne´es (en entre´e/sortie) de chaque expe´rience
re´ve`lent des « poches d’accumulation », il peut eˆtre inte´ressant de ne tirer que des sous-
ensembles re´partis uniforme´ment dans ces espaces de donne´es. C’est une technique de
compartimentage [CC03].
Par rapport au crite`re, cette technique peut avoir deux conse´quences :
– pour un nombre de tirages donne´, elle permet d’atteindre une valeur plus faible du
crite`re (et donc d’ame´liorer l’estimation) ;
– de facto, le nombre d’e´chantillons susceptibles d’eˆtre tire´s devient strictement infe´rieur
a` Chn , conduisant au proble`me P
′
sel 6= Psel.
2.7 Mise en œuvre
La mise en œuvre d’un estimateur requiert de connaˆıtre le type d’erreurs. On suppose
souvent en premie`re approximation qu’on est dans le cas OLS parce que la re´solution est
simple et efficace. Cependant, la recherche de la pre´cision ne peut pas faire l’impasse sur
la prise en compte des erreurs re´ellement rencontre´es.
2.7.1 Bibliothe`ques
Les codes associe´s aux algorithmes de re´solution ite´ratifs se pre´sentent ge´ne´ralement
sous forme de bibliothe`ques qui ne´cessitent de fournir :
– une estimation initale de la solution ;
– une fonction qui calcule la valeur du crite`re pour un parame`tre β donne´ ;
– une fonction qui calcule la de´rive´e du crite`re en un point par rapport a` β (a` de´faut,
la bibliothe`que peut utiliser des diffe´rences finies).
Si l’estimation initiale est trop e´loigne´e de la solution, la suite de solutions risque de
converger vers un minimum local (ininte´ressant) du crite`re.
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2.7.2 Estimateurs stochastiques
La performance des estimateurs stochastiques est tre`s sensible aux choix d’imple´men-
tation. Ainsi, les algorithmes fast-lts et fast-ltts sont une combinaison de tirages
ale´atoires et de concentrations applique´es dans un ordre qui, empiriquement, donne un
re´sultat acceptable compatible avec les contraintes temporelles.
2.7.3 Validation
Pour valider une imple´mentation, il est tre`s utile d’avoir des donne´es avec une « ve´rite´
terrain » (par exemple des donne´es de synthe`se) sur lesquelles l’estimateur peut eˆtre e´value´
et ame´liore´.
Nous ne nous sommes pas soucie´s des cas de´ge´ne´re´s, en particulier des matrices dont le
rang n’est pas maximal. Lors de la mise en œuvre, ces cas se manifestent par des « NaN »
ou « Inf » ou par des erreurs renvoye´es par les fonctions des bibliothe`ques nume´riques.
Ces symptoˆmes re´ve`lent :
– soit des donne´es inutilisables (par exemple une image uniforme´ment noire) ;
– soit une erreur d’imple´mentation.
Pendant la phase d’optimisation temporelle de la re´solution d’un proble`me (§ 2.6.2),
il est indispensable de comparer les re´sultats de l’algorithme avec une version (plus lente)
e´prouve´e.
2.7.4 Interfaces entre programmes
Les bibliothe`ques mentionne´es sont e´crites en Fortran. L’interface avec le programme
principal (en C, C++,Matlab voire Java) ne´cessite le de´veloppement de « ponts » pour
e´changer les donne´es et exe´cuter les appels de sous-routines. Ces « ponts » suivent les
re`gles d’e´dition de liens sous Unix : nous les e´crivons donc naturellement en C.
2.8 Conclusion
Nous avons de´taille´ l’optique avec laquelle nous abordons les proble`mes d’estimation
de parame`tres, a` savoir :
– analyse et mode´lisation du syste`me ;
– choix d’une technique d’optimisation compatible ;
– imple´mentation a` base de bibliothe`ques nume´riques e´prouve´es.
Nous avons aussi expose´ les types de mode`les et d’erreurs que nous rencontrerons dans
la suite, avec les mode´lisations et les algorithmes associe´s.
Il existe beaucoup d’autres proble`mes d’estimation en vision par ordinateur. Parmi les
aspects non traite´s, citions :
– d’autres types de mode`les et d’erreurs ;
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– les mode`les implicites. Le syste`me n’a pas d’entre´es et de sorties distinctes, seule-
ment des variables qui ve´rifient un ensemble d’e´quations. Ce mode`le est e´quivalent a`
un mode`le explicite ou` les sorties sont nulles et sans erreurs ;
– la se´lection de mode`le ([Kan04], § 2.1). Le syste`me peut eˆtre de´crit par plusieurs
mode`les ordonne´s. Chaque mode`le est plus de´taille´ et de´pend de plus de parame`tres
que le pre´ce´dent. Il s’agit donc de se´lectionner le mode`le le plus pertinent et conjoin-
tement d’estimer ses parame`tres en fonction des mesures. Des crite`res approprie´s
permettent d’e´valuer l’ade´quation d’un mode`le a` des mesures ;
– l’estimation conjointe des parame`tres et de la loi de distribution de l’erreur. En
particulier, dans le cas gaussien, la matrice de variance-covariance peut eˆtre estime´e
(scale estimation [Hub81]) ;
– le calcul progressif (par degre´s). Les expe´riences e´tant effectue´es se´quentiellement,
comment estimer au mieux les parame`tres avec les donne´es disponibles ? Ce proble`me
peut eˆtre re´solu par une me´thode de Kalman ([WB01] § 4) ;
– l’estimation de la localisation (location estimation). C’est plus e´le´mentaire encore
que le mode`le line´aire ; il s’agit de trouver les coordonne´es d’un point dans des donne´es
bruite´es (par exemple une cible sur une image radar ou un maximum de concentration
dans un nuage de points). Parmi les techniques de re´solution, citons le Mean Shift
([Mee01], p50) ;
– les techniques d’exploration de l’espace. Elles permettent de trouver une solution
dans les cas ou` le mode`le n’est pas assez re´gulier (voire discret) ou s’il y a un fort
risque de « tomber » dans un minimum local. Ces techniques, ite´ratives, ame´liorent
la (ou les) solution(s) courante(s) par deux types d’e´volution : l’intensification
(ame´lioration du crite`re par exploration locale) et la diversification (perturbation
de la solution pour atteindre le bassin d’attraction d’un autre minimum local). Parmi
ces techniques, citons le recuit simule´, la recherche tabou, la recherche par
dispersion (scatter search) et les algorithmes ge´ne´tiques ([Cha97] § 7.3).
– etc.
Chapitre 3
Images panoramiques
Pre´cautions oratoires. En accord sans re´serve avec le mot de la fin du prologue de
Faugeras ([BK01] pVI), la re´fe´rence incontournable sur le sujet des « image panoramiques
et leur exploitation en vision artificielle » demeure bien l’ouvrage e´dite´ par Benosman et
Sing Bing Kang [BK01].
Dans ce cadre-la` notre modeste contribution se situe a` trois niveaux :
– conception et re´alisation d’un capteur de´die´, appele´ came´ra panoramique a` balayage
angulaire (§ 3.3.2) ;
– mise en œuvre d’une came´ra catadioptrique du commerce ;
– construction d’une image panoramique comme mosa¨ıque d’images traditionnelles.
3.1 Des mots et ce qu’il y a derrie`re
Image panoramique. Intuitivement et conforme´ment a` la de´finition du dictionnaire
([Lar02] p740), c’est une image qui permet de de´couvrir un vaste paysage. Nous sous-
entendons que les came´ras ordinaires (classiques, traditionnelles) ne sont pas aptes a`
de´livrer des images panoramiques.
Champ de vision d’un syste`me optique. C’est la portion de l’espace 3D qu’embrasse
le syste`me optique. Nous re´servons l’adjectif « visuel » pour le cas ou` le capteur est l’œil !
Syste`me catadioptrique. C’est un objectif photographique compose´ d’un miroir au
moins et d’e´ventuelles lentilles.
Objectif photographique a` centre(s) optique(s) (OPCO). Un syste`me optique
(objectif photographique) est un (OPCO) s’il existe au moins un point de l’espace par
lequel passent, re´ellement ou virtuellement, tous les rayons lumineux. Un tel point est
appele´ point de vue effectif.
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Remarque. La projection centrale (plane ou non) mode´lise un objectif photographique
a centre(s) optique(s). Dans ce cas il existe un seul point de vue effectif : le centre de
projection !
3.2 Classification des came´ras e´quipe´es d’un (OPCO)
3.2.1 Une de´finition mathe´matique du champ de vision
Appelons :
– O le point de vue effectif d’un capteur (C) inte´grant un (OPCO) ;
– S(O, 1) la sphe`re unite´ centre´e en O de l’espace affine tridimensionnel E3 ;
– M un point quelconque de E3 ;
– m = S(O, 1) ∩ [OM ]. (OmM) est le rayon de projection associe´ a` M .
3.2.2 Une proposition de classification
directionnelleomnidirectionnelle panoramique à projection centrale plane
Fig. 3.1: Re´gion s la sphe`re unite´ S(O, 1), caracte´ristique du champ de vision.
Nous, avec Pajdla et al. ([PSc01] p74-75 § 5.2) caracte´risons le champ de vision du
capteur (C) par la surface de la re´gion s sur la sphe`re S(O, 1) ou` :
s = {m ∈ S(O, 1)/∃Mvisible (ayant une image) depuis (C)}
Une came´ra est (figure 3.1) :
directionnelle si s est incluse au sens strict dans un he´misphe`re de S(O, 1) ;
panoramique si s contient un grand cercle. L’appellation se justifie en imaginant que
l’image peut eˆtre obtenue a` partir d’un panoramique, a` savoir un mouvement de
rotation d’une came´ra autour d’un axe passant par son centre optique ;
omnidirectionnelle si s = S(O, 1). Une telle came´ra est difficile (impossible ?) a` re´aliser,
ne serait-ce que parce que le capteur lui-meˆme occulte une partie de l’espace 3D.
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Remarque. Une came´ra ordinaire a` projection centrale plane est une came´ra direc-
tionnelle par construction car :
– s est un he´misphe`re si et seulement si la surface de projection est un plan de E3 en
entier ;
– l’image effective est toujours une infime partie du plan de projection : les CCD sont
carre´s ou rectangulaires avec une diagonale de quelques (au plus) centime`tres pour
une distance focale du meˆme ordre.
3.3 Les came´ras panoramiques
Une came´ra ordinaire ne peut pas fournir une image panoramique « digne de ce nom »
a` cause des limites intrinse`ques de son champ de vision. Les came´ras panoramiques visent
a` e´tendre celui-ci.
3.3.1 Les came´ras panoramiques catadioptriques
3.3.1.1 Principe
Une came´ra panoramique catadioptrique est un capteur d’images qui combine un miroir,
caracte´rise´ par un seul point de vue effectif O, et une came´ra ordinaire ([PSc01] §5.2 p75).
L’objectif photographique de la came´ra ordinaire est centre´, a` savoir compose´ de lentilles
(et de miroirs e´ventuels) admettant un axe de syme´trie commun appele´ axe optique.
Le point de vue effectif intrinse`que au miroir appartient a l’axe optique de la came´ra
(figure 3.2).
3.3.1.2 Les « bons » miroirs
Sous l’hypothe`se d’un objectif de came´ra ordinaire a` projection centrale plane (de centre
de projection L), Baker et Nayar ([BN01] eq4.16 et 4.17) de´montrent que les seuls miroirs
satisfaisant au principe pre´ce´dent ont une surface de type quadrique de re´volution (avec
deux restrictions) : autour de l’axe optique de la came´ra ordinaire. La condition pre´ce´dente
est ne´cessaire mais pas suffisante pour obtenir au final un capteur d’images « digne de ce
nom », comme le montre le bilan de´taille´ qui suit.
Cas ou` la quadrique est un plan ([BN01] § 4.2.3.1). Celui-ci est paralle`le au plan
image passant par le milieu de OL. Les rayons lumineux convergent virtuellement en O.
Ge´ome´triquement, cette combinaison est e´quivalente a` une projection centrale plane et ne
permet pas d’augmenter le champ de vision.
Cas ou` la quadrique est un coˆne ([BN01] § 4.2.3.2). Celui-ci a son sommet en O
qui doit eˆtre confondu avec L. Les rayons lumineux convergent re´ellement en O. Le champ
de vision se re´duit au coˆne !
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Fig. 3.2: La ge´ome´trie d’une came´ra catadioptrique et le mode`le que nous utilisons (One-
Shot360 de Panosmart).
Cas ou` la quadrique est un cylindre de re´volution. C’est mathe´matiquement im-
possible ! Physiquement le cylindre rencontrerait la came´ra ordinaire...
Cas ou` la quadrique est une sphe`re ([BN01] § 4.2.3.3). Celle-ci est centre´e en
O qui doit eˆtre confondu avec L. Les rayons lumineux convergent virtuellement en O. Le
champ de vision se re´duit au point O !
Cas ou` la quadrique est un ellipso¨ıde de re´volution ([BN01] § 4.2.3.4). Celui-
ci admet O et L pour foyers. Les rayons lumineux convergent re´ellement en O, d’ou` la
ne´cessite´ de choisir un miroir concave obtenu en tronquant l’ellipso¨ıde par un plan passant
par O. Le champ de vision est « re´duit » a` un he´misphe`re !
Cas ou` la quadrique est un hyperbolo¨ıde a` deux nappes ([BN01] § 4.2.3.5).
Celui-ci admet O et L pour foyers. Seule la nappe contenant L est conserve´e. Les rayons
lumineux convergent virtuellement en O.
Cas ou` la quadrique est un hyperbolo¨ıde a` une nappe. C’est mathe´matiquement
impossible ! Physiquement les foyers seraient situe´s dans un plan orthogonal a OL !
Cas ou` la quadrique est un parabolo¨ıde de re´volution ([BN01] § 4.2.4). C’est
mathe´matiquement impossible ! MAIS, MAIS, si on traite le cas limite ou` OL devient infini,
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alors la projection centrale peut eˆtre approche´e par une projection plane paralle`le a` OL
et... les rayons lumineux convergent virtuellement en O qui est le foyer du parabolo¨ıde. On
obtient un miroir aux proprie´te´s analogues a celles de l’hyperbolo¨ıde a` deux nappes. La
combinaison avec la came´ra est tributaire du mode`le de projection paralle`le a` OL.
Bilan. Les miroirs les plus adapte´s a` e´tendre le champ de vision d’une came´ra ordinaire
correspondent :
– a` l’hyperbolo¨ıde a` deux nappes ;
– au parabolo¨ıde de re´volution.
3.3.1.3 Notations
– L’espace affine E3 est rapporte´ a` un repe`re orthonorme´ direct (O,~i,~j,~k) d’axes (Ox),
(Oy), (Oz).
– O, l’origine du repe`re (O,~i,~j,~k) est l’unique point de vue effectif.
– Un point M admet x, y, z respectivement pour abscisse, ordonne´e et cote.
– M ′(x′, y′, z′) est a` l’intersection de OM et du miroir.
– o est le point principal P de la came´ra ordinaire, a` savoir l’intersection de l’axe
optique et du plan image.
– Le plan image de la came´ra ordinaire, conside´re´ comme un espace affine, est rapporte´
a` un repe`re orthonorme´ (o,~i,~j) d’axes (ou), (ov), obtenu par translation du vecteur−→
Oo du repe`re (O,~i,~j).
– E´tant donne´ un point M de E3, le plan (OoM) conside´re´ comme un espace affine est
rapporte´ au repe`re orthonorme´ (O, ~I,~k) d’axes (OX) = (OoM) ∩ (Oxy) et (Oz).
Dans ce contexte, nous nous proposons d’e´crire les e´quations de la transformation Tp
qui a` un point M(x, y, z) de (E3) fait correspondre le point m(u, v) sur les came´ras pano-
ramiques de type hyperbolique et parabolique.
3.3.1.4 Les e´quations de la came´ra panoramique hyperbolique
Appelons (H) la trace sur le plan (OLM) du miroir hyperbolique : (H) est une hyper-
bole. Nous proce´dons en trois temps.
E´quation de (H). Soient (figure 3.3) :
– L le centre de projection (centre optique) de la came´ra ordinaire mode´lise´e comme
une projection centrale plane ;
– F1 = O et F2 = L les deux foyers de (H) ;
– S1 et S2 les deux sommets de (H).
Posons :
S1S2 = 2a > 0
F1F2 = 2e > 0 (a < e. e est l’excentricite´ line´aire et e/a l’excentricite´)
b2 = e2 − a2 (b > 0)
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Fig. 3.3: Came´ra catadioptrique hyperbolique.
Alors l’e´quation carte´sienne de (H) dans le repe`re (OXz) s’e´crit ([RDO01] p227) :
(z + e)2
a2
− X
2
b2
= 1
Calcul de M ′(x′, y′, z′). Il suffit de de´terminer λ > 0 satisfaisant a`
−−→
OM ′ = λ
−−→
OM (⇐⇒
[x′ y′ z′]> = λ[x y z]>).
Dans le repe`re (OXz), λ ve´rifie aussi :
[X ′ z′]> = λ[X z]> ou` X =
√
x2 + y2 et X ′ =
√
x′2 + y′2
En e´crivant que M ′ ∈ (H), on obtient l’e´quation du second degre´ en λ :
(b2z2 − a2X2)λ2 + 2eb2zλ+ b4 = 0
qui admet pour solutions :
λε =
b2(−ze+ εa√x2 + y2 + z2)
b2z2 − a2(x2 + y2) ou` ε = ±1
Les contraintes physiques, a` savoir :
– λ > 0 ;
– M ne peut pas eˆtre a` l’inte´rieur du miroir (la re´gion hachure´e) ;
– M ′ ne peut pas eˆtre sur le second arc de l’hyperbole (courbe en pointille´s) ;
conduisent a` λ = λ−1.
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Calcul de m, obtenu par projection centrale plane de M ′ sur le plan image de
la came´ra ordinaire. Posons OL = 1 (= f , la distance focale), alors il suffit d’e´crire
que L, m et M ′ sont aligne´s (en tenant compte du paralle´lisme entre le plan image et le
plan (Oxy)) pour obtenir : 
u =
x′
z′ + 2e
=
λx
λz + 2e
v =
y′
z′ + 2e
=
λy
λz + 2e
3.3.1.5 Les e´quations de la came´ra panoramique parabolique
Applelons (P) la trace sur le plan (OPM) du miroir parabolique : (P) est une parabole.
Nous proce´dons comme pour le cas hyperbolique.
E´quation de (P). Soient (figure 3.4(a)) :
– F = O le foyer de (P) ;
– S le sommet de (P).
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Fig. 3.4: Came´ra catadioptrique parabolique : ge´ome´trie et champ de vision.
Posons OS = a
2
> 0 (a est le parame`tre de (P) = distance du foyer a` la directrice).
Alors l’e´quation carte´sienne de (P) dans le repe`re OXz s’e´crit ([RDO01] p223) :
z =
X2
2a
− a
2
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Calcul de M ′(x′, y′, z′). Comme dans le cas de (H), on aboutit a` une e´quation du second
degre´ en λ :
λX2 − 2λaz − a2 = 0
qui admet pour solutions :
λε =
a(z + ε
√
x2 + y2 + z2)
x2 + y2
ou` ε = ±1
Les contraintes physiques, a` savoir :
– λ > 0 ;
– M ne peut pas eˆtre a` l’inte´rieur du miroir (la re´gion hachure´e) ;
conduisent a` λ = λ+1.
Calcul de m, obtenu par projection orthogonale plane de M ′ sur le plan image
de la came´ra ordinaire. {
u = x′ = λx
v = y′ = λy
3.3.1.6 La came´ra panoramique catadioptrique de nos expe´riences
Nous utilisons :
– le mode`le du commerce Panosmart OneShot360 (http://panosmart.com) comme
objectif catadioptrique. Il se compose :
– d’un miroir parabolique ;
– d’une optique (des lentilles) re´alisant la projection paralle`le.
Ces deux composants sont relie´s par une tige rigide cylindrique d’axe de re´volution
confondu avec l’axe optique de la came´ra ordinaire ;
– d’un appareil photo nume´rique Nikon Coolpix 4500 de 4 me´gapixel comme came´ra
ordinaire.
L’objectif catadioptrique est visse´ sur l’appareil photo.
3.3.1.7 A` propos des coordonne´es mesure´es en pixels sur le plan image
Soit (o′, ~i′, ~j′) le repe`re orthonorme´ d’axes (o′u′), (o′v′) habituellement utilise´ pour une
image nume´rique, a` savoir :
– o′ est le point en haut et a gauche ;
– ~i′ est dans la direction des lignes de l’image ;
– ~j′ est dans la direction des colonnes de l’image ;
Les coordonne´es (u′, v′) d’un point m, mesure´es en pixels, s’obtiennent a` partir de (u, v)
par une application affine de la forme :[
u′
v′
]
= A
[
u
v
]
+ b
Nous avons effectue´ un e´talonnage du syste`me de prise de vues en supposant que :
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– ~i et ~i′ (resp. ~j et ~j′) sont coline´aires ;
– la came´ra ordinaire n’a pas de distorsion (ou qu’elles sont corrige´es par ailleurs, voir
appendice 7.4) ;
– les pixels sont carre´s de surface e2 ;
– le miroir et la came´ra ordinaire sont parfaitement aligne´s au sens ou` l’axe de re´volution
de celui-la` se confond avec l’axe optique de celle-ci ;
– le miroir est parfait mais a subi une troncature (intersection avec un plan paralle`le a`
(Oxy), figure 3.4(b) ou` α = 15◦).
Dans ces conditions, A = eId2 et b contient les coordonne´es en pixels du point principal.
L’e´talonnage consiste a` de´tecter l’image du bord du miroir sur l’image panoramique :
c’est un cercle centre´ au point principal P (u′0, v
′
0), de rayon rM satisfaisant a` :
b = [u0 v0]
>
rM =
ea
cos(α)
(sin(α) + 1)
La valeur de a, exprime´e en pixels, s’en de´duit, ce qui est suffisant pour calculer l’e´quation
de projection directement en coordonne´es pixel.
3.3.2 Une came´ra panoramique maison
3.3.2.1 Principe
– L’espace affine E3 est rapporte´ a` un repe`re orthonorme´ direct (O,~i,~j,~k) d’axes (Ox),
(Oy), (Oz).
– Une came´ra a` projection centrale plane (nous dirons Cam1D) e´quipe´e d’un CCD
unidimensionnel tourne (angle θ direct mesure´ sur Oxy a` partir de Ox) autour de
l’axe vertical (Oz).
– Au cours de la prise de vue (figure 3.5) :
– la ligne image de Cam1D reste verticale (paralle`le a` (Oz)), de´crivant ainsi un
cylindre de re´volution d’axe (Oz) ;
– le centre optique L de Cam1D, co¨ıncide invariablement avec O.
– Pour θ = 0,∆θ, ..., j∆θ, ..., Cam1D capte une image 1D de la sce`ne qui devient la
colonne 0, 1, ..., j, ... de l’image panoramique.
3.3.2.2 Ge´ome´trie
Le point M(x, y, z) est visible seulement lorsque Cam1D vise dans sa direction, c’est-
a`-dire quand
θ =
̂
(~i,
−−→
OM ′)
ou` H est la projection orthogonale de M sur (Oxy).
Dans cette situation le syste`me de coordonne´es cylindriques (semi-polaires), dans le
repe`re (O,~i,~j,~k) ([RDO01] p193) de son image m est (ρ = LP = f, θ, z = v). En posant
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Fig. 3.5: Ge´ome´trie de notre came´ra maison.
f = 1, il vient
v =
z√
x2 + y2
Cette acquisition engendre une ligne verticale sur l’image, pour laquelle
u = aθ + b
ou` (a, b) ∈ R2 et θ ∈ [0, 2pi[.
Si la sce`ne est immobile, ce syste`me e´quivaut a` une projection centrale de centre O sur
le cylindre d’axe de re´volution Oz engendre´ par la ligne image de Cam1D.
3.3.2.3 Le prototype
Philippe Puech et Jean Conter, membres de notre laboratoire, ont construit un proto-♠
type de came´ra sur ce mode`le (figure 3.6).
– θ varie dans l’intervalle [0◦, 380◦] (20◦ de recouvrement).
– La re´solution du CCD (1D) est de 2500 pixels.
–
̂
(
−→
OP,
−−→
OM) ∈ [−30◦, 30◦]
– La re´solution horizontale de´pend de la vitesse de rotation, qui est programmable :
typiquement, une image panoramique de 3500×2500 pixels se construit en 70 secondes
(soit 50 lignes par seconde en moyenne).
– La luminosite´ de l’image peut eˆtre ajuste´e de deux manie`res :
– via un diaphragme manuel ;
– via une table de correspondance programmable qui rame`ne les mesures de lumino-
site´ quantifie´es sur 212 niveaux par couleur primaire (caracte´ristique intrinse`que du
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Fig. 3.6: Notre came´ra a` balayage angulaire : vues exte´rieure et inte´rieure.
convertisseur Analogique/Nume´rique) a` 256 niveaux (le choix de la transformation
est libre !)
3.3.3 Mise en correspondance des images
Deux images de came´ras a` projection centrale plane de meˆme centre optique peuvent
eˆtre mises en correspondance a` l’aide d’une homographie 2D (§ 3.4.2.1). Il en va autrement
des came´ras pre´sente´es en § 3.3.
La bijection T qui fait passer des coordonne´es 2D sur l’image panoramique aux coor-
donne´es 2D sur l’image issue d’une came´ra ordinaire ayant pour centre optique l’unique
point de vue de la came´ra panoramique (figure 3.7) se de´compose en
T = T3 ◦ T2 ◦ T1
ou`
T1 :
(E2, (op, ~ip, ~jp)) −→ (Sp, (O,~i,~j,~k))
(mp, (up, vp)) 7−→ (M ′, (x′, y′, z′))
Le point mp(up, vp) correspond a` m(u, v) dans les § 3.3.1.3 et 3.3.2.2
T2 :
(Sp, (O,~i,~j,~k)) −→ (So, (O,~i,~j,~k))
(M ′, (x′, y′, z′)) 7−→ (mo, (xo, yo, zo))
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T3 :
(So, (O,~i,~j,~k)) −→ (E2, (oo, ~io, ~jo)
(Mo, (xo, yo, zo)) 7−→ (mo, (uo, vo))
Sp est la surface soit du miroir (came´ra catadioptrique) soit du CCD (1D) (came´ra
maison).
So est la surface du CCD de la came´ra ordinaire.
Les caracte´ristiques ge´ome´triques intrinse`ques des came´ras panoramiques e´tudie´es (ca-
tadioptrique et panoramique maison) induisent les proprie´te´s suivantes :
– T3 ◦ T2 est une projection centrale plane ordinaire ; elle s’exprime par une relation
line´aire en coordonne´es homoge`nes ([HZ01] eq5.7 p142) ;
– T−11 est la restriction d’une projection centrale plane a` une surface connexe (hyper-
bolo¨ıde, parabolo¨ıde ou cylindre) donc bijective ;
– T2 est dans la meˆme situation que T
−1
1 .
Il reste a` pre´ciser T1 pour les came´ras e´tudie´es. Reportons-nous pour cela aux figures 3.3,
3.4 et 3.5.
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Fig. 3.7: Le rayon de projection OM coupe la surface Sp de la came´ra panoramique en
M ′. Le point correspondant sur le plan image d’une came´ra ordinaire est Mo.
3.3.3.1 Came´ra panoramique hyperbolique
En :
– e´crivant l’e´quation de l’hyperbole (H) dans le repe`re (LXz) ;
– cherchant λ satisfaisant a`
−−→
LM ′ = λ
−−→
Lmp ;
– tenant compte du fait que mp est a` la cote f = 1 dans ce repe`re,
nous trouvons aise´ment
λ = λ+1 =
b2(e+ a
√
u2p + v
2
p + 1)
b2 − a2(u2p + v2p)
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Par suite, du fait que
−−→
OM ′ =
−→
OL+
−−→
LM ′,
T1(mp(up, vp)) =M
′

x′ = λup
y′ = λvp
z′ = −2e+ λ
3.3.3.2 Came´ra panoramique parabolique
Les e´quations du § 3.3.1.5 s’inversent de manie`re e´vidente, d’ou` :
T1(mp(up, vp)) =M
′

x′ = up
y′ = vp
z′ = u
2
p+v
2
p−a2
2a
3.3.3.3 Notre came´ra panoramique maison
Il suffit de convertir le syste`me de coordonne´es cylindriques en coordonne´es carte´siennes :
T1(mp(up, vp)) =M
′

x′ = cos((up − b)/a)
y′ = sin((up − b)/a)
z′ = vp
3.3.3.4 Re-projection
Re-projeter l’image panoramique sur le plan image de la came´ra ordinaire consiste
a` calculer l’image qui serait forme´e par cette came´ra si son centre optique co¨ıncidait avec
l’unique point de vue du capteur panoramique.
Nous notons l’image panoramique Ips (source) et l’image re-projete´e Ip (cible). Ce sont
des fonctions R2 → R (resp. R2 → R3) si les images sont en niveaux de gris (resp. en
couleurs)1.
La relation qui lie les deux images est :
Ips(m) = Ip((T3 ◦ T2 ◦ T1)(m))
La re-projection consiste a` calculer Ip a` l’aide de la formule inverse :
Ip(m) = Ips((T
−1
1 ◦ T−12 ◦ T−13 )(m))
Dans cette expression :
1 Une image peut eˆtre vue de trois fac¸ons :
– l’image the´orique est une fonction I : R2 → R ;
– l’image nume´rique mesure´e est une fonction I˜ : [[0, l − 1]] × [[0, h − 1]] → [[0, 255]]. Nous explicitons la
relation entre I et I˜ dans l’appendice 7.2.1 ;
– l’image I, dans le langage courant, est la « repre´sentation d’un eˆtre ou d’une chose par les arts
graphiques ou plastiques, la photographie, le film, etc. » ([Lar02] p528).
Nous confondons les trois notations quand il n’y a pas d’ambigu¨ıte´.
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– T−11 ◦ T−12 = Tp ;
– T−13 est une application affine.
L’expression doit eˆtre convertie en coordonne´es pixel sur les deux images. L’imple´mentation
est de´crite dans l’appendice 7.2.3 utilisant l’e´chantillonnage brut.
3.3.4 Discussion
Les figures 3.8 et 3.9 pre´sentent des images panoramiques engendre´es par les deux
syste`mes. Les images sont re-projete´es sur les faces d’un cube d’axe vertical Oz. Sur la
figure 3.8, les faces sont de´ploye´es en patron ; sur la figure 3.9, seules sont montre´es les
quatre faces du cube visibles sur l’image panoramique.
Les deux techniques fournissent une image de la sce`ne a` laquelle il manque deux calottes
sphe´riques d’axe Oz (une au-dessous et l’autre au-dessus de la came´ra). Pour la came´ra
catadioptrique, α = 15◦ et β = 75◦ (figure 3.4) ; ces angles sont de α = β = 30◦ pour notre
came´ra maison.
La re´solution (en pixels/ste´radian) du syste`me a` balayage angulaire est plus uniforme
que celle du syste`me catadioptrique ; sur ce dernier elle devient tre`s faible pre`s du centre
de l’image (objets proches de la verticale).
La came´ra catadioptrique construit l’image panoramique en une seule prise. Elle peut
donc, par exemple, faire des se´quences panoramiques au rythme de la vide´o. A` l’oppose´,
pendant la prise de vue de notre came´ra maison, la sce`ne et la came´ra doivent rester immo-
biles. L’image fournie par cette came´ra peut cependant atteindre de tre`s hautes re´solutions
parce que la lenteur de l’acquisition autorise l’usage d’un capteur CCD (1D) de grande
taille (en termes de pixels).
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Fig. 3.8: Exemple d’image engendre´e par la came´ra catadioptrique parabolique et sa pro-
jection sur les faces d’un cube (dispose´es comme un patron).
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Fig. 3.9: Exemple d’image engendre´e par notre came´ra maison et quatre images rectifie´es
correspondantes. Les lignes droites de la sce`ne apparaissent droites, la partie invisible sur
l’image panoramique est en noir.
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3.4 Les mosa¨ıques
L’autre manie`re d’obtenir une image panoramique est de faire unemosa¨ıque d’images
de plusieurs vues en projection centrale plane de la sce`ne.
Les mosa¨ıques re´duisent l’information redondante pre´sente dans une se´rie d’images
d’une sce`ne. Des photos de la surface d’une plane`te peuvent eˆtre compose´es en mosa¨ıque
pour produire une carte comple`te. Dans notre cas, la mosa¨ıque est le moyen d’obtenir un
panorama « a` la maison » sans mate´riel spe´cifique.
Notre contribution touche :
– la robustesse de la mise en correspondance. Une estimation initiale grossie`re est
obtenue par appariement de re´gions (indices visuels grossiers) reposant sur des crite`res
colorime´triques. Celle-ci simplifie les e´tapes ulte´rieures de mise en correspondance
d’indices visuels plus fins en restreignant le domaine de recherche ;
– La pre´cision du mode`le parame´tre´. Nous utilisons un estimateur adapte´ au type
d’erreurs rencontre´.
3.4.1 E´tat de l’art
Plusieurs aspects de la ge´ne´ration automatique de mosa¨ıques ont e´te´ aborde´s.
3.4.1.1 Estimation des correspondances inter-images
Fondamentalement, la correspondance entre deux images I et I ′ doit eˆtre estime´e. Cette
estimation a e´te´ aborde´e sous plusieurs angles.
Cas ou` les seuls indices visuels sont les niveaux de gris. Une image de diffe´rence
de niveaux de gris ∆I = I − I ′ ◦ Tθ est forme´e et il s’agit de calculer le mode`le parame´tre´
qui minimise ‖∆I‖. Le me´canisme multire´solution est « incontournable » [SS97, SHK98].
Cas ou` les indices visuels sont plus e´labore´s (points d’inte´reˆt,...). Deux sous-
proble`mes se posent dans cette situation ([SMB00, BL02, SZ02]) :
– quels indices ? les plus invariants, les plus faciles a` de´tecter, les plus adapte´s a` une
localisation pre´cise,...
– quels crite`res pour apparier ces indices ? une mesure de ressemblance est « incon-
tournable » et cruciale (§ 3.4.3.1) : la qualite´ de l’estimation en de´pend directement.
Certains auteurs posent simultane´ment le proble`me de l’appariement et de l’estimation
[TD03].
La de´marche de Kanazawa et Kanatani [KK04]. Ils de´veloppent une approche par
approximations successives. Cependant, au lieu de construire une hie´rarchie de re´solutions
(pyramide), ils se basent sur une hie´rarchie de mode`les : translation, similitude, trans-
formation affine, homographie ([KK04] § 3). A` chaque e´tage, ils estiment les parame`tres du
mode`le courant par une mise en correspondance de points, utilisant les re´sultats de l’e´tage
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pre´ce´dent comme solution initiale. Les estimations sont faites a` partir d’un crite`re LMS
([KK04] appendice C) adapte´ pour eˆtre plus significatif dans ce contexte.
3.4.1.2 Parame`tres de la transformation
Dans le cas d’images panoramiques, la transformation peut eˆtre exprime´e comme une
homographie ge´ne´rale ou sous forme d’une fonction de´pendant d’un ensemble pertinent de
parame`tres physiques (typiquement trois angles de rotation et la distance focale).
3.4.1.3 Estimation des relations de voisinage entre images
Quand les images sont traite´es en se´quence, chaque image est situe´e par rapport a` la
pre´ce´dente. Un proble`me de topologie apparaˆıt quand la came´ra a fait un tour complet :
les erreurs accumule´es des mises en correspondance par couples engendrent un « trou »
(biais de recalage) inacceptable entre la premie`re et la dernie`re image.
Shum et Szeliski [SS97] sugge`rent de distribuer cette erreur (sur les angles de rotation
et les distances focales) entre les correspondances de paires calcule´es.
Le proble`me est plus aigu quand les images sont prises en plusieurs passes a` diffe´rentes
inclinaisons ou quand elles sont dans un ordre ale´atoire. Dans le premier cas, un graphe
de voisinage peut eˆtre mis a` jour ite´rativement d’apre`s les re´sultats d’une mise en cor-
respondance a` plusieurs images de re´fe´rence [SHK98]. Dans le second cas, un graphe de
voisinage initial peut eˆtre construit en fonction de statistiques sur le nombre d’e´le´ments
similaires entre chaque paire d’images [SZ02].
Enfin, quand on a une approximation des parame`tres de la transformation pour chaque
image, ils peuvent eˆtre re´-estime´s simultane´ment (ajustement de faisceaux).
3.4.1.4 Visualisation
Un autre aspect est la visualisation de l’image panoramique. Les images peuvent eˆtre
projete´es sur un plan (dans le syste`me de coordonne´es de l’une d’elles), sur un cylindre ou
sur une sphe`re. La question qui se pose est : comment combiner les images sur les re´gions
ou` plusieurs d’entre elles se superposent ?
Dans l’ide´al, elles devraient eˆtre exactement semblables, de sorte qu’une simplemoyen-
ne de niveaux de gris (ou de couleurs) suffise. En re´alite´, proce´der ainsi introduit des
« fantoˆmes » aux endroits ou` les mode`les ge´ome´trique ou photome´trique ne sont pas
ve´rifie´s. Ceci peut arriver dans diffe´rentes situations : le mode`le de projection centrale
plane est inexact (distorsions non compense´es), des objets apparaissent ou disparaissent
entre les images, la luminosite´ change (localement ou globalement).
Les impre´cisions locales peuvent eˆtre compense´es en de´plac¸ant le´ge`rement et en ajustant
la luminosite´ de petits blocs (de l’ordre de 32 × 32 pixels) pour les faire paraˆıtre plus
cohe´rents entre les images [SS97, UES01].
A` plus grande e´chelle, les couleurs de deux images peuvent eˆtre combine´es avec des
ponde´rations variant continuˆment. Brown et Lowe [BL03] proposent de synthe´tiser les ap-
proches globale et locale en une me´thodemulti-bande : les basses fre´quences spatiales des
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images sont combine´es avec des ponde´rations progressives, mais ils utilisent des transitions
brusques pour les hautes fre´quences.
Les gros objets occultants peuvent eˆtre identifie´s et supprime´s a` l’aide d’un graphe de
correspondance qui les identifie entre les images [UES01].
3.4.1.5 Logiciels du commerce
En somme, la ge´ne´ration de mosa¨ıques est une ope´ration de´ja` largement explore´e. De
nombreux produits commerciaux sont disponibles. Pour les « amateurs », les appareils
photo Canon sont livre´s avec PhotoStitch. Pour les professionnels, RealViz Stitcher
permet d’aligner finement les images, avec e´ventuellement une aide « manuelle ». Ces deux
logiciels ne´cessitent une intervention de l’utilisateur pour indiquer la position approximative
des images. Ils fournissent soit une image panoramique soit un fichier QuickTime VR.
3.4.1.6 Ce que nous en retenons
Dans notre travail, nous nous sommes surtout inte´resse´s a` l’estimation de la correspon-
dance entre deux images.
Nous proce´dons par approximations successives, au niveau du mode`le, a` savoir :
– une translation a` partir d’indices visuels grossiers (des re´gions) ;
– une homographie a` partir d’indices visuels pre´cis (points d’inte´reˆt).
Nous de´laissons volontairement la piste d’un appariement dense car :
– l’hypothe`se est celle d’une transformation globale inter-images, a` savoir une homo-
graphie ;
– le but est le calcul des huit parame`tres de cette homographie.
3.4.2 Mode´lisation
3.4.2.1 Mode`le homographique
Nous nous plac¸ons dans les conditions the´oriques suivantes :
– la came´ra suit un mode`le de projection centrale plane ;
– le centre optique est invariant ;
– la sce`ne observe´e est fige´e (ce qui implique l’absence d’occultations temporaires).
La came´ra peut changer de direction de vise´e et de distance focale.
Nous avons plusieurs vues d’une sce`ne. Nous traitons les images se´quentiellement, par
paires I et I ′ (figure 3.10, laquelle satisfait imparfaitement la troisie`me condition the´orique).
Un point M de la sce`ne est vu sur les images I et I ′. Nous cherchons la fonction T qui
transforme le point m(x, y) image de M sur I en m′(x′, y′), sa projection sur I ′.
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Fig. 3.10: Images a` combiner pour former une mosa¨ıque (avec un personnage occultant).
Cette transformation est une homographie ([HZ01], p194) : il existe θ = [h1 · · ·h9]>
tel que, pour tout M ,
[
x′
y′
]
= T
(
θ,
[
x
y
])
=

h1x+ h2y + h3
h7x+ h8y + h9
h4x+ h5y + h6
h7x+ h8y + h9

La matrice d’homographie
H =
h1 h2 h3h4 h5 h6
h7 h8 h9

est inversible. L’homographie de´pend de 9 parame`tres, mais ils sont de´finis a` un facteur
pre`s, le nombre de degre´s de liberte´ est donc 8. Le vecteur de parame`tres θ doit eˆtre estime´.
3.4.2.2 Relaˆchement des hypothe`ses
En pratique, les hypothe`ses ci-dessus ne sont ve´rifie´es qu’approximativement. Ainsi :
1. Des distorsions ge´ome´triques (radiales, voire tangentielles) sont quasiment ine´vitables
sur tout objectif photographique. Si elles sont trop importantes, les bords des images
sont inexploitables. Les distorsions qui peuvent s’exprimer comme une transforma-
tion 2D applique´e a` une image parfaite peuvent eˆtre e´talonne´es et corrige´es (appen-
dice 7.4).
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2. Un de´placement du centre optique peut de´voiler sur l’image I ′ des zones occulte´es sur
I et re´ciproquement (dans le cas d’une sce`ne non-plane) : certains parlent de « pa-
rallaxe ». Ceci a des conse´quences sur la pre´cision du calcul de T et sur la cre´dibilite´
des images re´sultantes de`s que ces zones sont de surface tangible (typiquement un
pixel). Cela de´pend de l’amplitude du de´placement, de la distance came´ra-sce`ne, de
la profondeur de champ de la sce`ne. Si la sce`ne est approximativement polye´drique,
il serait envisageable, a` la manie`re de M. Lhuillier [Lhu00] (triangulations de vues
conjointes), de calculer des homographies locales. Dans tous les autres cas, la seule
ressource est de traiter le couple d’images comme un ste´re´ogramme classique.
3. Une occultation temporaire (par exemple le personnage sur la figure 3.10), localise´e
dans la zone de recouvrement, peut avoir des conse´quences analogues a` celles men-
tionne´es au point 2.
3.4.3 Re´solution
3.4.3.1 La mise en correspondance
L’estimation de θ repose sur la mise en correspondance, qui consite a` :
1. « De´signer » sur I des indices visuels qui sont :
– pre´sents sur l’autre image (proprie´te´ d’invariance) ;
– localise´s, c’est-a`-dire qu’on peut les re´duire aux coordonne´es d’un point.
2. Retrouver ces indices visuels sur l’image I ′ (apparier). Deux strate´gies sont envisa-
geables :
– soit chercher sur I ′ les endroits les « plus ressemblants » aux indices visuels de I,
par une me´thode de corre´lation ;
– soit de´tecter les indices visuels sur I ′ et apparier les indices visuels des deux images.
3. Former l’ensemble des couples de points (m,m′) ou` m repre´sente un indice visuel
sur I et m′ un sur I ′.
Par la suite, on trouve la transformation qui permet « au mieux » de passer de m a` m′,
pour tous les couples de points mis en correspondance.
3.4.3.2 Re´solution en e´tapes
Nous proposons une estimation des parame`tres θ en trois temps :
1. estimer de fac¸on robuste un vecteur ~t de translation, comme premie`re approximation
de la transformation T ;
2. estimer une premie`re homographie a` partir d’un jeu de couples de points d’inte´reˆt
{(mi,m′j)i,j} apparie´s en tenant compte de ~t ;
3. ite´rer l’estimation de θ a` partir de jeux {(mk,m′l)k,l} ame´liore´s ;
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(T, S, L)← de´composition de I dans l’espace de couleurs teinte, saturation, luminosite´
E ← disque(10) -- e´le´ment structurant : un disque de 10 pixels de rayon
V ← gradient_morphologique(E, V ) -- gradients morphologiques
S ← gradient_morphologique(E, S)
H ←gradient_morphologique_circulaire(E,H)
M ← max(H,S, V ) -- maximum pixel a` pixel
v ← quantile(M, 1/2)
R← seuillage(M, v) -- l’ensemble des pixels en dessous du seuil v
supprimer les sous-ensembles connexes de R de moins de 100 pixels
supprimer les sous-ensembles connexes de R¯ de moins de 100 pixels
-- les re´gions re´sultantes sont les sous-ensembles connexes de R
Fonctions utilise´es :
– gradient_morphologique(E, I) : gradient morphologique ([SM94] p28) de I par
l’e´le´ment structurant E. C’est la dilatation de I par E moins (pixel a` pixel) l’e´rosion de
I par E,
– gradient_morphologique_circulaire(E, I) : idem, mais la diffe´rence est calcule´e mo-
dulo 256 (qui est notre niveau de gris maximum) pour que les quantite´s circulaires
(comme les angles ou les teintes) soient compare´es de manie`re pertinente,
– quantile(I, p) trouve le seuil tel que qu’une proportion p de pixels soit en-dessous du
seuil (utilise l’histogramme de I).
Algorithme 3.1: Extraction de re´gions de couleur uniforme d’une image en couleurs I.
3.4.4 E´tape 1 : la translation
Ici, nous apparions des re´gions pour estimer une translation. Cette approche repose sur ♠
les conside´rations suivantes :
– Si entre la prise de la vue I et la vue I ′, la came´ra effectue une rotation autour de
son centre optique d’un angle α petit et si le « champ visuel » est re´duit, alors le
mode`le de translation constitue une approximation exploitable de la transformation
T restreinte aux sous-images utiles de I et I ′ (appendice 7.1).
– Une translation e´tant de´finie par seulement deux parame`tres, un seul couple d’indices
visuels homologues suffit en the´orie. En pratique, un tel re´sultat ne serait correct
qu’au voisinage de ces deux indices, d’ou` la ne´cessite´ d’une recherche globale et
robuste.
– Le vecteur de translation ~t est utilise´ en sche´ma de pre´diction de l’homologue m′
sur I ′ de tout point d’inte´reˆtm de I : une technique de corre´lation sur des voisinages
restreints affine le re´sultat.
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3.4.4.1 Extraction des re´gions
Les re´gions sont de´tecte´es a` l’aide d’un gradient morphologique (algorithme 3.1). Le
crite`re de segmentation2 est l’uniformite´ de l’image sur la re´gion. La segmentation n’est
pas faite pour que les re´gions correspondent ne´cessairement des objets dans la sce`ne. C’est
cependant le cas sur des images de baˆtiments et autres structures artificielles comprenant
de nombreuses surfaces unies.
Fig. 3.11: Re´gions de´tecte´es sur les images de la figure 3.10.
La figure 3.11 montre les re´gions re´sultantes. Elles ne correspondent pas ne´cessairement
a` ce qu’un œil humain aurait se´lectionne´, mais l’estimation est suffisamment robuste pour
s’en accommoder. Nous appelons {Ri}i et {R′j}j l’ensemble des re´gions de I et I ′.
3.4.4.2 Mise en correspondance
A` chaque re´gion R est associe´ un vecteur d’attributs a(R), caracte´risant :
sa forme : taille, dimensions de la boˆıte englobante, moments centre´s d’ordre deux ;
ses niveaux de gris : moyenne et e´cart-type, vecteur gradient moyen ;
sa couleur : teinte et saturation moyennes.
A` chaque paire de re´gions (Ri, R
′
j) est associe´e une distance de Mahalanobis dij de´finie
par :
dij =
√
(a(Ri)− a(R′j))TΛ−1(a(Ri)− a(R′j))
2Nous entendons « segmentation » au sens e´conomique : « classification d’individus en groupes ho-
moge`nes sur la base de certains crite`res » [Rob03]. Ici, les individus sont des pixels et les groupes des
re´gions.
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ou` Λ est la matrice de variance-covariance des composantes des vecteurs d’attributs,
permettant de prendre en compte les ordres de grandeur des composantes, ainsi que
d’e´ventuelles corre´lations.
Une distance faible indique que les re´gions correspondent probablement au meˆme objet
dans la sce`ne. Le coefficient 1/dij est donc un « taux de confiance » accorde´ a` cette paire.
Nous e´liminons du processus les paires candidates dont le taux de confiance est infe´rieur a`
un certain seuil.
Chaque paire de re´gions sugge`re aussi un vecteur de translation : c’est la translation
qui superpose aux mieux les deux re´gions :
– si les deux re´gions ne touchent pas le bord de l’image, ce vecteur est la diffe´rence
entre leurs centres de gravite´ :
~tij =
−−→
gig
′
j
ou` gi (resp. g
′
j) de´signe le centre de gravite´ de Ri (resp. R
′
j) ;
– sinon, nous le de´duisons des boˆıtes englobantes. Les composantes xt et yt de ~tij sont
de´termine´es se´pare´ment. En notant, pour z = x ou y :
– [zmin, zmax] les bornes de la boˆıte englobante de Ri dans la dimension z ;
– [z′min, z
′
max] les bornes de R
′
j ;
– [0, zim] les bornes de l’image (zim est la largeur ou la hauteur) ;
– τmin = (zmin = 0 ou z
′
min = 0) indique si une des re´gions « touche » le bord infe´rieur
de l’image ;
– τmax = (zmax = zim ou z
′
min = zim) idem pour le bord supe´rieur ;
nous de´terminons zt en fonction de la bordure la plus fiable :
zt =

z′max−zmax
2
+
z′min−zmin
2
si (non τmin) et (non τmax)
z′max − zmax si τmin et (non τmax)
z′min − zmin si (non τmin) et τmax
inde´fini sinon
3.4.4.3 Estimation de la translation
Les points ponde´re´s. Le vecteur translation et le « taux de confiance » associe´ peuvent
eˆtre conside´re´s comme un point ponde´re´
( ~tij, 1/dij)
Les points dont le poids est e´leve´ sont pour la plupart pre`s de la « bonne » translation3.
L’estimation. Ainsi, trouver cette translation se traduit par un proble`me de localisation
dans l’espace des parame`tres (on parle parfois de transforme´e de Hough ge´ne´ralise´e
[BL02]). La figure 3.12 montre l’ensemble de points ponde´re´s correspondant aux re´gions
de la figure 3.10.
3L’expression « bonne » translation est abusive parce que le mode`le de translation est une approxima-
tion. Il est donc difficile de quantifier la qualite´ d’une translation sans recourir au mode`le exact.
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Une autre interpre´tation est que l’ensemble des points ponde´re´s situe´s dans l’espace des
parame`tres est une approximation (dicre`te, empirique) de la vraisemblance (probabilite´
d’avoir les donne´es sachant les parame`tres). Dans ce cas, l’estimation revient a` calculer
mesurer les modes de la fonction de densite´ de probabilite´ qui approche la vraisemblance.
Une me´thode de calcul classique pour ces modes est la proce´dure de mean shift ([Mee01]
p50).
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Fig. 3.12: Ensemble des translations (= points ponde´re´s), et version agglome´re´e. Le poids
de chaque point est indique´ par la taille de la croix. Le premier candidat renvoye´ par
l’algorithme est (−233, 3).
Nous avons choisi de simplifier l’ensemble par plusieurs ope´rations d’« agglome´ration »
qui remplacent des points proches les uns des autres par leur barycentre (algorithme 3.2).
Re´sultat. En sortie, le tableau S donne des propositions de translations, distinctes, par
ordre de vraisemblance de´croissant. Le plus souvent, la proposition ~t = S0 est la « bonne »,
mais il est bien e´vident que rien ne nous oblige a` conserver une seule translation candidate
[TD03].
Pour notre exemple, la translation obtenue donne la figure 3.13.
3.4.5 E´tape 2 : l’homographie
Nous utilisons la translation comme point de de´part pour estimer l’homographie. Cette
estimation est base´e sur une mise en correspondance de points en plusieurs e´tapes (algo-
rithme 3.3).
3.4.5.1 Les points d’inte´reˆt
Les points de´tecte´s doivent eˆtre de bons indices visuels pour l’appariement. Ils doivent
e´galement eˆtre e´quitablement re´partis sur l’image.
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Classer le tableau S par poids de´croissants
-- pour que les plus « lourds » soient traite´s en priorite´
Pour r de 5 a` 20 par 5 faire -- rayons en pixels4
i← 0
Re´pe´ter
n← longueur(S) ; j ← i+ 1
Re´pe´ter -- trouver un point Sj distant de moins de r de Si
j ← j + 1
jusqu’a` j = n ou ‖Sj − Si‖ < r -- trouve´ !
Si j < n alors -- agglome´rer Si et Sj
pnew ← barycentre de (Sj, Si)
supprimer Sj et Si
inse´rer pnew a` S en conservant l’ordre des poids (interclassement)
i← index de pnew
sinon
i← i+ 1
finsi
jusqu’a` i = n -- tous les points restants sont distants de plus de r pixels.
finpour
Algorithme 3.2: Simplification par agglome´ration de points voisins d’un champ de points
ponde´re´s S.
Fig. 3.13: Image construite a` partir d’un mode`le de translation.
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De´tecter les points d’inte´reˆt mi dans l’image I
Trouver sur I ′ le correspondant m′i de mi en s’appuyant sur ~t
θ̂ ← estimation robuste de θ avec fast-ltts applique´ a` un mode`le line´aire
-- Les appariements aberrants sont e´limine´s.
Re´pe´ter
θ̂′ ← estimation de θ avec odrpack applique´ a` un mode`le non line´aire
-- θ sert de solution initiale
utiliser θ̂′ pour ame´liorer les appariements (mi,m′i)
θ̂ ← θ̂′
jusqu’a` stabilite´ des appariements
Algorithme 3.3: Algorithme d’estimation robuste de l’homographie θ.
L’e´tude faite par Schmid et al. [SMB00] est convaincante sur la pertinence des de´tecteurs
fonde´s sur la fonction d’autocorre´lation de l’image, introduits par Moravec. Parmi eux le
de´tecteur de Harris (et plus particulie`rement la version ame´liore´e) est le plus efficace au
sens des crite`res du § 3.4.3.1. Les maxima de cette fonction indiquent une forte variation
locale et isotrope des niveaux de gris (on parle souvent de « de´tecteur de coins »).
Adaptation. Nous se´lectionnons les pixels maximisant la fonction de Harris ([SMB00],
p156) sous deux contraintes visant a` ame´liorer leur re´partition :
– le point se´lectionne´ doit eˆtre un maximum local (deux points voisins ne peuvent pas
eˆtre se´lectionne´s) ;
– l’image est divise´e en pave´s. Nous appliquons un quota sur le nombre de points
se´lectionne´s dans chaque pave´ (ceci e´vite que tous les points se´lectionne´s s’accumulent
dans un coin de l’image).
Les points d’inte´reˆt sont de´tecte´s sur l’image I uniquement.
3.4.5.2 Mise en correspondance des points
Pour le point d’inte´reˆt m, la translation approximative sugge`re que son correspondant
est en m˜ = m + ~t sur I ′. Donc, si m˜ est a` l’inte´rieur de I ′, nous cherchons le point
correspondant sur un disque (de rayon 10 pixels) de centre m˜. Nous choisissons le point
sur ce disque ou` la corre´lation croise´e centre´e et normalise´e entre voisinages 5 × 5 est la
plus forte (figure 3.14).
Cette mesure est invariante aux changements affines de luminosite´. Pour re´sister aux
de´formations dues a` l’homographie, il faudrait adapter la forme de la feneˆtre de corre´lation
comme le font Lotti et Giraudon [JLL94], Lan [Lan97] et Kanazawa et Kanatani [KK04].
Ce n’est pas crucial dans notre cas, parce que la feneˆtre est relativement petite.
A` l’issue de cette e´tape, nous avons un ensemble de paires de points {(mi,m′i), i ∈
[[1, n]]} a` partir duquel l’homographie doit eˆtre estime´e.
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Fig. 3.14: Points d’inte´reˆt sur la premie`re image. Disque de recherche et points correspon-
dants sur la seconde.
3.4.5.3 Estimation robuste de l’homographie
L’estimation robuste des parame`tres θ repose sur un mode`le line´aire en θ. Il s’e´crit sous
la forme de la « boˆıte noire » (§ 2.2) suivante :
X =

x
y
x′
y′
 ∈ R4 → θ ∈ R9m = 4;n; p = 9; q = 2 → Y = C(X)θ = 02 ∈ R2
ou` C est
C([x y x′ y′]>) =
[
x y 1 0 0 0 −xx′ −yx′ −x′
0 0 0 x y 1 −xy′ −yy′ −y′
]
(3.1)
Le crite`re. Cette formulation me`ne a` un crite`re de « distance alge´brique » ([HZ01] p76)
que nous minimisons avec un crite`re se´lectif :
PDA
{
min
∑
i∈I ‖C([xi yi x′i y′i]>)θ‖2
I ∈ Shn, θ ∈ S9
ou` S9 est la sphe`re unite´ de dimension 9.
Cette formulation implicite est e´quivalente a` un estimateur TLS ([Wat82], [GR70],
[GL80], [HV91] p45 eq2.33 et 2.34) restreint a` un sous-ensemble d’expe´riences. Nous utili-
sons donc l’algorithme fast-ltts pour la re´soudre (§ 2.6.4.1).
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Les erreurs. La formulation LTTS sous-jacente a` (PDA) suppose que la matriceC([x1 y1 x
′
1 y
′
1]
>)
...
C([xn yn x
′
n y
′
n]
>)
 ∈ R2n×9
est affecte´e des erreurs de mesure suivantes :
– pour un nombre limite´ d’expe´riences (donc de lignes), des aberrations ;
– pour les autres, des erreurs gaussiennes inde´pendantes et de meˆme e´cart-type sur les
entre´es.
Cette seconde proposition est contredite par l’expression de C (e´quation (3.1)). En
effet :
– les valeurs a` 0 et a` 1 sont sans erreur ;
– l’erreur sur une coordonne´e x n’a aucune raison d’eˆtre du meˆme ordre de grandeur
que l’erreur sur un produit de coordonne´es xy.
La premie`re objection peut eˆtre prise en compte partiellement en reformulant (PDA)
sous forme d’un proble`me LS/TLS mixte [HV91] : les deux colonnes ne contenant que
valeurs a` 1 ou 0 sont alors conside´re´es comme sans erreur.
Il est impossible de traiter de la meˆme manie`re les autres blocs a` 0 et les diffe´rences
d’ordre de grandeur entre coefficients : c’est un proble`me TLS structure´. Ceci nous
contraint a` basculer dans un mode`le non line´aire.
L’apport de cette e´tape est une estimation θ̂ et un ensemble de paires de points sans
aberration ILTTS. Dans la suite, nous ne retenons que les paires de cet ensemble, ce qui
nous permet d’utiliser un mode`le non robuste ODR.
3.4.5.4 Estimation pre´cise
Nous affinons le re´sultat de l’estimateur robuste en inte´grant un mode`le d’erreur plus ♠
re´aliste.
Nous formulons le proble`me d’estimation non line´aire par la boˆıte noire suivante issue
de la « distance ge´ome´trique » ([HZ01] p77) :
X =
[
x
y
]
∈ R2 →
θ = [h1 · · ·h8]> ∈ Rp
m = 2;n;
p = 8; q = 2
→ Y =
[
x′
y′
]
= T (θ,X) ∈ R2
Nous conside´rons que la localisation des points sur les deux images (les entre´es et les
sorties) est sujette a` un bruit gaussien. L’estimateur approprie´ est donc la re´gression en
distance orthogonale (§ 2.5.2.2).
L’intensite´ du bruit n’a pas de raison d’eˆtre diffe´rente d’une image a` l’autre, donc nous
n’utilisons pas de ponde´ration. Le proble`me correspondant est :
PDG
{
min
∑n
i=1 ‖T (θ,mi + δi)−m′i‖2 + ‖δi‖2
θ ∈ R8, δi ∈ R2, i = 1..n
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Nous retrouvons ici le crite`re de Hartley et Zisserman ([HZ01], 3.8 et 3.16). On sait que
sous les hypothe`ses de normalite´ et d’inde´pendance des erreurs commises sur les mi et m
′
i,
la solution θ̂ ve´rifie le principe du maximum de vraisemblance de Gauss-Fisher.
La figure 3.15 montre l’image panoramique re´sultante.
Fig. 3.15: Mosa¨ıque construite avec notre me´thode. L’image I ′ est re-projete´e sur I en
utilisant l’homographie (§ 3.4.6.5). Sur la re´gion commune, la couleur des pixels est la
moyenne des couleurs correspondantes. Le personnage occultant apparaˆıt donc comme un
« fantoˆme »
3.4.6 Expe´rimentation
Nous avons fait des expe´riences sur des donne´es de synthe`se et re´elles.
Dans les paragraphes suivants, nous e´valuons la robustesse du processus. Nous traitons
une se´rie d’images de synthe`se (figure 3.16). La came´ra virtuelle a un angle de vue horizontal
de 60◦ et un angle de rotation horizontal de α = 20◦ se´pare deux images successives. Les
images sont a priori ide´ales pour l’appariement : elles sont sans distorsion ge´ome´trique ou
photome´trique.
Comme la transformation exacte Te est connue, elle sert de « re´alite´ terrain » par
rapport a` laquelle nous e´valuons le re´sultat de l’algorithme Ta. Nous utilisons comme
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Fig. 3.16: Se´quence d’images de synthe`se servant a` e´valuer la robustesse de l’appariement.
crite`re d’erreur E la distance moyenne de Te(m) a` Ta(m) sur les points m de la re´gion
connue ou` les images se recouvrent.
3.4.6.1 Bruit gaussien
Nous ajoutons un bruit gaussien (moyenne 0, e´cart-type σ) a` tous les pixels des images
(aux trois couleurs primaires). Le graphe de la figure 3.17(a) montre comment E e´volue
en fonction de σ (les couleurs sont discre´tise´es entre 0 et 255). Pour un niveau de bruit
raisonnable, l’algorithme re´siste bien.
3.4.6.2 Bruit JPEG
Quand les images sont stocke´es sur un appareil photo nume´rique ou diffuse´es sur Inter-
net, la source de bruit dominante est due a` la compression JPEG/JFIF. Le graphe de la
figure 3.17(b) montre l’erreur en fonction du facteur de qualite´ JPEG (une valeur de 100
correspond a` un taux de compression de 1/4.8, 50→ 1/30, 0→ 1/180). On voit que, pour
des qualite´s courantes (qualite´ > 50), le re´sultat reste correct.
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Fig. 3.17: Erreur de mise en correspondance en fonction de (a) : l’intensite´ du bruit sur
les niveaux de gris, (b) : la qualite´ de compression JPEG, (c) : la proportion de points mal
apparie´s, (d) : l’angle de rotation entre les deux images.
3.4.6.3 Erreurs d’appariement
L’estimation de l’homographie s’appuie sur des paires de points (m,m′). Nous ajoutons
un bruit uniforme d’amplitude 30 pixels a` une proportion r de ces points (ils deviennent
donc aberrants).
Nous avons e´value´ l’erreur E en fonction du taux de contamination r (figure 3.17(c)).
Jusqu’a` 40% de points peuvent eˆtre contamine´s sans perturber le processus.
3.4.6.4 Angle de rotation
Nous faisons varier l’angle de rotation α entre deux images de 0◦ a` 60◦. 20◦ correspond
a` un recouvrement de 2/3, 40◦ → 1/3, 60◦ → 0.
La figure 3.17(d) montre que l’algorithme est utile jusqu’a` un angle de 35◦ (recouvre-
ment de 40%).
3.4.6.5 Re-projection
Pour visualiser les mosa¨ıques, nous re-projetons l’image I ′ dans l’image I, et nous
combinons les deux images par une moyenne. Nous conside´rons les images en couleurs I et
I ′, de dimensions l × h pixels, comme des fonctions :
I, I ′ : [0, l]× [0, h]→ R3
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Le vecteur de sortie repre´sente les composantes rouge, verte et bleue de l’image en ce point.
L’image panoramique re-projete´e est alors de´finie par :
Ip(m) =

1
2
(I(m) + I ′(T (θ,m)) si m ∈ [0, l]× [0, h] et T (θ,m) ∈ [0, l]× [0, h]
I(m) si m ∈ [0, l]× [0, h]
I ′(T (θ,m)) si T (θ,m) ∈ [0, l]× [0, h]
vblanc sinon
Le triplet vblanc repre´sente du blanc. Ceci se ge´ne´ralise aux images panoramiques de plus
de deux images en :
– composant les homographies pour ramener les images dans un re´fe´rentiel commun ;
– faisant, en chaque point, la moyenne sur les composantes de couleurs des images
pre´sentes.
En pratique, les images sont de´finies de manie`re discre`te, la re-projection s’effectue donc
a` la manie`re de´crite au § 7.2.3.
3.4.6.6 Images re´elles
Nous avons teste´ l’algorithme sur diffe´rents types de prises de vue avec divers types de
came´ras (table 3.1). Les figures 3.18 et 3.19 montrent les images panoramiques re´sultantes.
se´quence taille nombre source distorsions bruit
d’images
synthe`se 640 × 480 5 lanceur de rayons nulles nul
inria 512 × 342 5 appareil photo analogique fortes duˆ a` la compression
n7-a et n7-b 384 × 288 4 et 5 came´ra DV faibles changement de luminosite´
webcam 352 × 288 26 webcam fortes fort
keble 752 × 552 13 came´ra DV ( ?) faibles flou
Tab. 3.1: Re´sume´ des proprie´te´s des se´quences que nous avons traite´es.
La se´rie inria a e´te´ traite´e par Je´roˆme Blanc5 dans sa the`se ([Bla98] p158). Elle est
inte´ressante parce qu’elle me´lange des e´le´ments naturels (la montagne et le ciel) et d’autres
artificiels (les baˆtiments, lampadaire) aux contours plus rectilignes.
Les deux se´ries n7 ont e´te´ prises avec une came´ra vide´o nume´rique et sous-e´chantillon-
ne´es (pour supprimer l’entrelacement). Elles sont faciles a` traiter tant que les diffe´rences
de luminosite´ entre images ne sont pas trop grandes.
La se´rie webcam a e´te´ obtenue avec une came´ra bas de gamme. L’approximation du
syste`me optique par un trou d’e´pingle n’est pas satisfaisante. L’image est fortement bruite´e
parce qu’elle est comprime´e pour passer sur le bus USB. En revanche, les images sont en
grand nombre et de´cale´es de 10 a` 20 pixels seulement, ce qui facilite l’appariement.
5Nous sommes reconnaissants a` Je´roˆme Blanc pour avoir rendues publiques ces images sur le site web
de movi, http://www.inrialpes.fr/movi.
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Fig. 3.18: Exemples d’images panoramiques re´ussies. De haut en bas : se´quences
synthe`se, inria et n7-a
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Fig. 3.19: Exemples d’images panoramiques re´ussies (suite). Se´quences n7-b, webcam et
keble.
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La se´rie keble a e´te´ traite´e par Hartley et Zisserman6 dans leur ouvrage « Multiple
View Geometry in Computer Vision » ([HZ03], fig 8.9 p206). Elle est relativement facile a`
traiter car les images se recouvrent fortement (nous n’utilisons qu’une image sur deux) et
contiennent des indices visuels faciles a` de´tecter.
E´chec. Ge´ne´ralement, quand la translation estime´e est correcte, trouver l’homographie
ne pose pas de proble`me. Trois raisons peuvent faire e´chouer l’estimation de la translation :
– toutes les zones de l’image sont trop texture´es ;
– l’image n’est pas assez structure´e, elle ne comporte pas de re´gions distinctes) ;
– les zones de recouvrement de l’image sont de luminosite´s tre`s diffe´rentes. Ceci peut
arriver quand la came´ra corrige la luminosite´ automatiquement (§ 3.5.1).
Pour re´soudre ce proble`me, une correction peut eˆtre applique´ aux couleurs pour les
rendre cohe´rentes en couleurs. Cette correction peut eˆtre une simple transformation affine
(avec saturation) ou une correction de « gamma ».
L’algorithme d’estimation de la translation diagnostique un e´chec quand aucun point
n’est clairement supe´rieur dans l’ensemble de points ponde´re´s (§ 3.4.4).
La figure 3.20 en pre´sente un exemple : la came´ra nume´rique s’est efforce´e de re´gler
elle-meˆme son gain pour que toutes les images aient la meˆme luminosite´ globale, ce qui fait
e´chouer la de´tection des re´gions.
Fig. 3.20: Exemple de se´quence d’images sur laquelle l’appariement e´choue.
3.5 Le re´sultat
3.5.1 Le proble`me d’e´clairage
Les images panoramiques souffrent d’un proble`me d’e´clairage dans les sce`nes avec une
lumie`re directionnelle dominante. C’est le cas pour un paysage ensoleille´ ou une pie`ce
e´claire´e par la lumie`re du jour venant d’une feneˆtre. La luminosite´ du capteur (de´pendant
de l’ouverture, du temps d’exposition et du gain e´lectronique) peut eˆtre :
6Nous leur sommes reconnaissants pour nous avoir fourni leurs images de Keble College (Oxford).
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constante : la discre´tisation de la mesure de niveau (de gris ou de couleur) sur 28 = 256
valeurs (plus rarement, sur 12 ou 16 bits) devient difficile. Quand le capteur vise
une orientation proche de la lumie`re directionnelle, il est e´bloui : la valeur renvoye´e
par le capteur est la valeur maximale repre´sentable (255 le plus souvent). Quand le
capteur vise une zone sombre de la sce`ne, il rencontre un proble`me de dynamique :
les couleurs sombres sont repre´sente´es par peu de valeurs diffe´rentes. Ces proble`mes
sont visibles dans les images des figures 3.9 et 3.8 ;
variable : elle s’adapte a` la luminosite´ dans la direction vise´e pour atte´nuer l’e´blouisse-
ment dans les parties claires tout en ayant une dynamique suffisante dans les parties
sombres. Ce proce´de´ peut eˆtre mis en œuvre lors de prises de vue pour faire une
mosa¨ıque, plus difficilement sur des came´ras panoramiques. Il pose un proble`me lors
de la mise en correspondance des images a` l’aide de contraintes photome´triques :
les parties correspondantes n’ont pas les meˆmes couleurs (voir figure 3.19, se´quence
n7-b). Il requiert aussi des artifices d’affichage pour engendrer une mosa¨ıque convain-
cante en e´vitant les transitions brusques entres images.
Une solution propose´e dans le cadre de la mesure de lumie`re ([Gib04] p26) s’inspire
des techniques de bracketing utilise´es par les photographes. Elle consiste a` faire plusieurs
prises de vues panoramiques avec des re´glages de luminosite´ variables. Il suffit ensuite de
choisir l’image la plus pertinente, selon la luminosite´ de la re´gion d’inte´reˆt.
3.5.2 Comparaison des deux me´thodes
Par rapport a` l’approche a` base de came´ras de´die´es, construire une image panoramique
avec une mosa¨ıque a deux avantages :
– on peut le faire sans mate´riel particulier. En fait, la came´ra vide´o du suivi peut eˆtre
utilise´e pour pre´parer l’image panoramique, quoique la re´solution supe´rieure d’un
appareil photo nume´rique soit un avantage ;
– la re´solution du re´sultat est relativement uniforme. Elle peut eˆtre accrue dans une
direction donne´e en ajoutant simplement une image de de´tail a` l’ensemble d’images
utilise´es en entre´e.
En revanche, la cre´ation automatique de la mosa¨ıque e´choue quelquefois, l’utilisateur
doit alors intervenir manuellement pour obtenir le re´sultat.
3.5.3 Format du re´sultat
La sortie des deux syste`mes de cre´ation d’images panoramiques se compose de :
– une image ou une se´rie d’images ;
– un moyen (une fonction et des parame`tres) pour re-projeter ces images selon une
projection centrale plane.
Repre´sentation na¨ıve. Le plus simple pour faire une image compatible avec un mode`le
homographique est donc de choisir une direction et de re-projeter les images sur l’image
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d’une came´ra virtuelle qui pointe dans cette direction (§ 3.3.3.4, § 3.4.6.5). Le proble`me est
qu’une came´ra a` projection centrale plane est directionnelle. Son angle de vue est limite´ a`
180◦, avec des distorsions inacceptables a` plus de 120◦.
Repre´sentation complexe. Deux me´thodes permettent de re´soudre ce proble`me. Les
deux sont pre´sentes dans QuickTime VR, le standard de fait pour la visualisation de
panoramas :
– les images sont laisse´es telles quelles, en leur associant les donne´es ne´cessaires pour les
e´chantillonner. Dans QuickTime VR, l’image panoramique est stocke´ en projection
cylindrique, avec les angles de vue horizontal et vertical. Pour l’affichage, il est projete´
sur un plan qu’il reste a` afficher avec une transformation homographique (une des
fonctions de base des cartes vide´o 3D) ;
– plusieurs images panoramiques sont stocke´es. La sce`ne comple`te peut eˆtre repre´sente´e
par sa projection sur les facettes d’un polye`dre. Ceci ne´cessite de faire un compromis
sur le nombre de faces : beaucoup de faces rendent la densite´ des pixels plus uni-
forme, mais un grand nombre d’areˆtes rendent plus visible les artefacts de jointure.
Le polye`dre choisi dans QuickTime VR est le cube. Cette forme a l’avantage d’avoir
des faces rectangulaires, ce qui e´vite d’avoir a` manipuler des images triangulaires ou
pentagonales.
Nous utilisons cette seconde solution, quatre faces d’un cube repre´sentent le cylindre
visible (figure 3.21).
Fig. 3.21: Le cube dont quatre des faces (figure 3.9) repre´sentent le panorama.
Chapitre 4
Suivi d’un motif plan
Comme nous l’avons pre´cise´ en introduction ge´ne´rale (§ 1.3.1), notre e´tude traite le
proble`me du suivi dans deux contextes de prise de vues diffe´rents : le cas desmotifs plans
et le cas d’une image panoramique de re´fe´rence. Le premier cas est classique ; une
litte´rature abondante y est consacre´e. Le second cas est celui qui nous inte´resse pour les
applications. Les deux cas ont en commun la transformation homographique en dimension
deux (2D) qui lie deux images quelconques provenant des prises de vues correspondantes.
Ceci explique cela, a` savoir un couplage tre`s fort entre les algorithmes de´veloppe´s pour
solutionner les deux types de suivi.
Le motif plan qui fait fonction de cible 3D peut :
– rester totalement visible durant toute la se´quence (suivi sans occultation) ;
– eˆtre masque´ en partie par des objets occultants (suivi avec occultations).
4.1 Suivi sans occultation
Cette e´tude est organise´e conforme´ment au plan suivant :
– e´tat de l’art ;
– mode´lisation du proble`me ;
– re´solution du mode`le ;
– expe´rimentation.
4.1.1 E´tat de l’art
Seules les techniques juge´es applicables a` notre proble`me sont visite´es.
4.1.1.1 Le proble`me
La re´gion cible. Le suivi de re´gions vise a` localiser une re´gion en 2D sur les images
d’une se´quence vide´o. Cette cible 2D peut eˆtre :
– de´finie arbitrairement. Dans la plupart des formats de codage vide´o, une partition
de l’image est re´alise´e a` base de sous-images carre´es (d’une taille de 8× 8 a` 64× 64
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pixels) : les « macroblocs ». Lors du traitement de l’image courante, ce sont les
parame`tres de la transformation associe´e a` chaque macrobloc qui sont code´s ;
– de´finie sur la premie`re image de la se´quence par l’utilisateur ou un algorithme ad
hoc. La cible 2D peut eˆtre de´crite soit :
– par un ensemble de points pouvant lui-meˆme eˆtre e´pars [JD02a, WBC03] ou dense
[DM96, CRM00],
– par des contours [IB96, KWT88] ;
– de´tecte´e dynamiquement sur chaque image de la se´quence. En pratique, il s’agit de :
– feneˆtres entourant des points d’inte´reˆt, [BDH03, VGBS03]
– « taches » (blobs), de´finis comme des extremums locaux sur l’image traite´e par
un filtre passe-bas [MJ02].
En ce qui nous concerne, nous sommes dans le second cas, le motif 3D est un objet
plan, constituant inte´grant de la sce`ne. La cible 2D est un ensemble e´pars R de points sur
la premie`re image. Cette cible 2D subit des transformations d’une image a` l’autre de la
se´quence.
La se´quence d’images. Nous la notons (It)t∈N. L’image It, en tant qu’objet mathe´ma-
tique est une application It : R2 −→ R. Sauf mention spe´ciale, nous ne traitons que des
images en niveaux de gris.
Dans la pratique, une distinction s’ope`re selon que les traitements s’exe´cutent en temps
diffe´re´ ou en temps re´el.
Cas du temps diffe´re´. La se´quence vide´o est entie`rement disponible et le suivi peut
alors se faire en acce´dant ale´atoirement aux images. C’est le cas par exemple dans [Far01]
ou` la vide´o est conside´re´e comme un volume (2D+t) de voxels colore´s et les re´gions comme
des ensembles connexes de ces voxels.
Cas du temps re´el. A` l’image It, la cible 2D a e´te´ localise´e sur l’image It−1. Par
ne´cessite´, le suivi se fait par degre´s, a` savoir en traitant successivement les images I1,...,It.
4.1.1.2 Les hypothe`ses
Le suivi n’est possible qu’en faisant des hypothe`ses sur l’e´volution de la cible 2D.
Petits changements. Si l’objet bouge trop vite dans la sce`ne ou si son aspect change
beaucoup entre deux images, meˆme une personne experte pourrait le « perdre de vue ».
L’hypothe`se de petits changements sous entend une e´volution « continue » de la
re´gion cible.
Photome´trie. L’hypothe`se photome´trique concerne l’aspect de la re´gion.
Quelquefois, elle e´dicte que la re´partition (l’histogramme) des couleurs de la re´gion ne
change pas [CRM00, CL03].
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Le plus souvent, elle impose qu’entre deux images (une image de re´fe´rence et l’image
courante), la couleur de la projection d’un point de la cible 3D ne change pas. Cette
hypothe`se de conservation des couleurs (ou des niveaux de gris) existe en deux
versions (nous notons m la projection du point sur l’image de re´fe´rence, et m′ sur l’image
courante) :
– la version faible ([SA96] eq 1, [ST94] eq 1, [SS97] eq 5, [BA96] eq 1, [BJ98] eq 3,
[ECT98] p490, [BAHH92] p240, [BDH03] eq 7, [SS01] eq13.5 p231) est a` la base de
l’e´quation fondamentale du flot optique ([Hor86], p282) : l’image de re´fe´rence est It−1.
Les points correspondants m et m′ ve´rifient :
It−1(m) ≈ It(m′)
L’approximation signifie que l’hypothe`se ne peut pas eˆtre utilise´e entre deux images
distantes l’une de l’autre. Ceci permet une e´volution de l’aspect de la cible (due, par
exemple, a` des changements de luminosite´). Par l’hypothe`se des petits changements,
cette e´volution doit cependant rester lente ;
– la version forte ([HB98] eq 1, [JD02b] p60, [MJD03] eq6) : l’image de re´fe´rence est
I0. La cible doit garder le meˆme aspect pendant toute la se´quence vide´o. Pour les
points correspondants :
I0(m) = It(m
′)
Ge´ome´trie. L’hypothe`se ge´ome´trique de´crit les de´placements de chaque point de la cible
2D au cours de la se´quence vide´o. Par l’hypothe`se des petits changements, ces de´placements
sont limite´s en amplitude.
Une transformation, que nous appelons mouvement1, mode´lise les de´placements de
tous les points de la re´gion cible. Cette fonction note´e T de´pend d’un vecteur de parame`tres
θt ∈ Rp qui e´voluent au cours de la se´quence. Le mode`le de mouvement s’e´crit :
m′ = T (θt,m)
Nous distinguons trois classes de mode`les.
Line´aire en θ. La fonction T satisfait a` T (θ,m) = T1(m)θ + T0(m). Ce mode`le
englobe les translations, les similitudes, les applications « bi-affines », ainsi que les appli-
cations quadratiques en m.
Non line´aire en θ. Les exemples les plus courants sont les homographies a` huit
parame`tres et les mode`les qui traduisent la gene`se des images, obtenues par projection
centrale sur un plan, donc de´pendants de six parame`tres extrinse`ques (pose) et quatre au
moins parame`tres intrinse`ques, suppose´s invariants.
1Par convention, le terme « mouvement » englobe a` la fois les de´placements de la re´gion (de son
centre de gravite´ par exemple) et ses de´formations.
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Combine´. Les mode`les de mouvement combine´s ont pour point commun de ne pas
de´pendre d’un nombre fixe´ de parame`tres. Ainsi, pour repre´senter un mouvement plus
complexe, il suffit de rajouter des degre´s de liberte´ au mode`le. En voici deux exemples :
– dans le suivi de maillage [GOM01], on effectue une partition de l’image en triangles.
Le mouvement de chaque triangle est affine et de´termine´ par le de´placement de ses
sommets (des nœuds du maillage). Le vecteur de parame`tres du mouvement est donc
la juxtaposition des vecteurs translation de tous ces nœuds : p = 2 × (nombre de
nœuds) ;
– dans [BYJF97, FBJ98], on dispose d’une se´rie (Vi)i=1..p de « champs de mouvement »
e´le´mentaires. Le champ Vi est un tableau qui associe a` un point un vecteur : Vi(m) ∈
R2. Le mouvement de la re´gion est de´crit a` l’aide d’une combinaison line´aire de ces
champs, dont le vecteur de parame`tres contient les coefficients de ponde´ration :
T (θ,m) =m+ [V1(m) · · · Vp(m)]θ (4.1)
C’est aussi un mode`le line´aire.
Navigation entre mode`les. Les mode`les fortement parame´tre´s permettent de de´cri-
re pre´cise´ment des mouvements complexes, mais leur re´solution est plus ardue. C’est pour
cela que certains auteurs [Kan04, VGBS03] recommandent de se´lectionner le mode`le
dynamiquement.
Synthe`se. Les deux hypothe`ses, photome´trique et ge´ome´trique, permettent d’e´crire l’e´-
quation fondamentale du mouvement dans un proble`me de suivi, a` savoir (cas de
l’hypothe`se forte) :
∀t ∈ N,∀m ∈ R, I0(m) = It(T (θt,m)) (4.2)
4.1.1.3 La re´solution
Cette e´quation fondamentale est a` la base de l’estimation des parame`tres du mouve-
ment.
Les erreurs. Plusieurs types d’erreurs peuvent se produire :
– le mode`le ge´ome´trique est imparfait. Les imperfections peuvent venir du capteur
(distorsions) ou des conditions de prise de vues (de´placements impre´vus) ;
– l’hypothe`se de conservation des niveaux de gris n’est qu’approche´e (changements
d’e´clairage, surfaces non mates, etc.) ;
– l’e´tape de nume´risation est intrinse`quement de´gradante (bruit, discre´tisation, quan-
tification).
Le crite`re SSD. La re´sultante de toutes ces erreurs e´tant difficile a` pre´dire, on la suppose
en ge´ne´ral tout simplement gaussienne, additive par rapport aux niveaux de gris (§ 2.4.2).
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Dans ces conditions, le crite`re des moindres carre´s (couramment appele´ Sum of Squared
Differences, SSD) est des plus pertinents :
et(θ) =
∑
m∈R
‖It(T (θ,m))− I0(m)‖2
Par suite, l’estimation de θt consiste a` trouver :
θ̂t = argmin
θ∈Rp
et(θ) (4.3)
Re´solution par mise en correspondance. Une voie « mille fois emprunte´e » par les
chercheurs en ge´ome´trie multi-vues est la de´tection dans I0 (ou It−1) et It d’e´le´ments visuels
et leur appariement.
Vigueras et al. [VGBS03] se basent sur des points d’inte´reˆt. Ils calculent la pose 3D
en les mettant en correspondance et estiment les parame`tres par e´chantillonnage ale´atoire.
Fait inte´ressant : une imple´mentation en temps re´el est re´aliste sur les ordinateurs actuels.
Me´gret et Jolion [MJ02] de´tectent des « taches » (blobs) sur chaque image et les mettent
en correspondance en contraignant leurs trajectoires a` eˆtre re´gulie`res (a` l’aide d’un arbre
d’hypothe`ses).
Re´solution par de´rivation de l’e´quation fondamentale. Cette mise en correspon-
dance n’exploite pas directement l’hypothe`se des petits changements. La de´rivation de
l’e´quation fondamentale de´bouche sur une alternative qui pallie a` cet inconve´nient.
Nous notons :
– I ′(m) la de´rive´e de l’image I au point m, identifiable a` un vecteur ligne de R1×2. Ce
vecteur est la transpose´e du vecteur gradient de I mesure´ en m ;
– Tθ(θ,m) (resp. Tm(θ,m)) la de´rive´e partielle de T par rapport a` θ (resp.m), mesure´e
en (θ,m). Elle est identifiable a` la matrice jacobienne de taille 2× p (resp. 2× 2).
Connaissant θt−1 (une estimation) et supposant ∆ = θt − θt−1 petit, le de´veloppement
de Taylor-Young a` l’ordre 1 (pour m fixe´) permet d’e´crire, en ne conservant que la partie
re´gulie`re :
It(T (θt−1 +∆,m)) ≈ It(T (θt−1,m)) + I ′t(T (θt−1,m))Tθ(θt−1,m)∆
En utilisant cette approximation, la minimisation SSD (e´quation (4.3)) se rame`ne au
proble`me d’optimisation en ∆ suivant :
min
∆∈Rp
‖At∆− bt‖ (4.4)
ou`, en notant R = {m1, ...,mn} :
At =
[
I ′t(T (θt−1,mi))Tθ(θt−1,mi)
]
i=1..n
bt =
[
I0(mi)− It(T (θt−1,mi))
]
i=1..n
C’est un proble`me de moindres carre´s line´aires ; ∆ s’en de´duit facilement. Ceci constitue
la base de nombreuses techniques de suivi.
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Imple´mentations classiques. Shi et Tomasi [ST94] exploitent (4.4) pour suivre des
feneˆtres de pixels autour de points d’inte´reˆt, avec soit un mode`le translation, soit un mode`le
affine. Le conditionnement de la matrice At du proble`me aux moindres carre´s renseigne sur
la pertinence de ∆̂. Ils l’utilisent comme une mesure de qualite´ (analogue a` celle de Harris
[SMB00]) pour se´lectionner les points.
Irani et al. [IRP94] exploitent (4.4) pour suivre des re´gions denses avec soit un mode`le
affine, soit un mode`le line´aire en θ et quadratique en m. Une pyramide multire´solution
rend l’estimation plus robuste. Ils effectuent simultane´ment une segmentation de l’image
en re´gions (§ 4.2.1.4).
Hager et Belhumeur ([HB98] § 2.2) e´vitent le calcul de I ′t(.) faisant intervenir I ′0 et en...
voir § 4.1.3.3.
Apprentissage. On peut guider la minimisation par des techniques d’apprentissage.
Un algorithme « apprend » pre´alablement les mouvements qu’il va rencontrer pendant le
suivi.
Toujours dans le cadre de l’exploitation de (4.4), Black et al. [BYJF97] :
– constituent pre´alablement un corpus d’apprentissage avec des se´quences vide´o ;
– associent un champ de mouvement (calcule´ par flot optique)Mi ∈ R2×l×h (les images
sont de taille l × h) a` chaque paire d’images successives des vide´os du corpus ;
– forment A = [M1 · · · Mh] (h est le nombre total de champs calcule´s, conside´re´s
comme des vecteurs) ;
– calculent la de´composition SVD de A. Les p premie`res composantes de celle-ci (ACP)
sont les champs de mouvement e´le´mentaires (Vi)i=1..p
Les champs e´le´mentaires sont combine´s line´airement pour obtenir le mode`le complet
(e´quation (4.1)).
Ils utilisent cet algorithme de suivi pour :
– des mouvements discontinus. Le corpus contient des images synthe´tiques repre´sentant
deux re´gions de mouvements distincts ;
– des mouvements du corps humain (jambes, le`vres, ...). Le corpus est alors constitue´
des meˆmes types de vide´os.
Jurie et Dhome [JD02a] e´tendent la me´thode a` un mode`le homographique (§ 4.1.3.4)
pour suivre des motifs plans. Leur algorithme apprend les mouvements possibles sur l’image
initiale et en de´duit une estimation de A+0 qui peut eˆtre utilise´e pendant tout le suivi.
Traitement de l’incertitude. Choisissant pour mode`le de prise de vues une pro-
jection orthogonale, Brand et Bhotika [BB01] de´terminent la pose (en 3D) d’objets non
rigides. La chaˆıne de calculs qui me`ne de l’e´chantillonnage de l’image a` l’estimation des
parame`tres est line´aire, ce qui permet la propagation des matrices de covariance.
Cette me´thode est tre`s efficace pour le suivi de visages, meˆme en pre´sence d’occultations.
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4.1.1.4 Ce que nous en retenons
La phase de suivi n’est qu’une des e´tapes (certes pre´ponde´rante en temps de calcul)
des applications que nous nous fixons d’exe´cuter en temps re´el (au rythme de la vide´o).
En conse´quence, une version de l’algorithme de Jurie et Dhome (connu pour sa rapidite´),
inte´gre´e dans une approche multi-re´solution, est une composante essentielle de notre pro-
position.
4.1.2 Mode´lisation
4.1.2.1 Le contexte expe´rimental
Nos expe´riences sont mene´es dans le contexte suivant.
Une came´ra dont le mode`le de prise de vues est une projection centrale filme une cible
3D (motif plan, figure 1.3).
L’hypothe`se de conservation des niveaux de gris est conside´re´e satisfaite si :
– la surface de la cible 3D est lambertienne (autrement dit, elle diffuse la lumie`re
incidente de manie`re isotrope) ;
– l’eclairage produit une illumination isotrope.
Le motif plan et la came´ra peuvent faire des mouvements quelconques a` condition que la
cible 3D demeure entie`rement visible.
4.1.2.2 La cible 2D
La re´gion cible est un sous-ensemble de points dense, de´limite´ par un quadrilate`re Q,
de sommets (w1,w2,w3,w4).
Pendant le suivi, nous utilisons un sous-ensemble e´pars de Q :
R = {m1, ...,mn} ⊂ Q
Le mode`le de mouvement est suppose´ valide sur Q entier, mais en pratique nous utilisons
R, pour alle´ger les calculs.
4.1.2.3 Le mode`le photome´trique
Nous utilisons l’hypothe`se photome´trique forte (l’image de re´fe´rence est I0). La conser-
vation des niveaux de gris (nous n’utilisons pas les couleurs) est de´finie par l’e´quation
(4.2).
4.1.2.4 Le mode`le ge´ome´trique
La cible 3D e´tant plane, le mouvement de la cible 2D est de´crit par une homographie
en dimension deux ([HZ01] § 7.1.1 p185). C’est un mode`le non line´aire.
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Nous utilisons la normalisation h9 = 1 (notations § 3.4.2.1). Le vecteur θt = [h1 · · ·h8]>
contient 8 e´le´ments de la matrice d’homographie :
H =
h1 h2 h3h4 h5 h6
h7 h8 1

Remarque : Une homographie transforme le quadrilate`re Q en un quadrilate`re.
4.1.2.5 Le proble`me d’estimation de parame`tres
A` l’image courante It de la se´quence nous associons un proble`me d’estimation de pa-
rame`tres et, conforme´ment au formalisme du chapitre 2 :
– chaque point de re´fe´rence constitue une « expe´rience », il y en a n ;
– les parame`tres sont les coefficients de l’homographie, a` savoir β = θt (p = 8) ;
– les entre´es sont les coordonne´es des points de re´fe´rence sur I0, x =m et les mesures
associe´es x˜i =mi ;
– le mode`le est de´termine´ par la fonction
f :
R2 × Rp −→ R
(x, β) 7−→ f(x, β) = It(T (θt,m))
– les sorties sont les niveaux de gris sur l’image courante y = It(T (θt,m)) et les mesures
associe´es sont
y˜i = I0(T (θ0,mi)) i = 1..n
Ceci donne la « boˆıte noire » :
m ∈ Rm → θ ∈ R
p
m = 2; p = 8; q = 1
→ It(T (θ,m)) ∈ Rq
Le proble`me au sens des moindres carre´s qui re´sulte de cette formalisation repose sur
le crite`re SSD (§ 4.1.3.2).
4.1.2.6 Relaˆchement des contraintes
Certaines des hypothe`ses pre´ce´dentes sont moins contraignantes que d’autres.
Les distorsions ge´ome´triques des objectifs photographiques peuvent eˆtre estime´es dans
une e´tape d’e´talonnage (appendice 7.4) et corrige´es pour aboutir a` des e´carts (par rapport
au mode`le de la projection centrale) infe´rieurs au pixel (en e´vitant les objectifs grand-angle
et/ou bas de gamme).
Les variations globales de luminosite´ sur la surface peuvent eˆtre compense´es si l’e´clairage
au lieu d’eˆtre isotrope n’est qu’unidirectionnel (rayons paralle`les).
Par contre, la plane´ite´ de la cible 3D doit eˆtre respecte´e « strictement » (en relativisant
par rapport a` la distance sce`ne ↔ came´ra).
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4.1.2.7 Notations comple´mentaires
Nous notons
Ft(θ) =
[
It(T (θ,mi))
]
i=1..n
(4.5)
L’e´quation fondamentale (4.2) et le crite`re SSD peuvent se re´e´crire :
Ft(θt) = F0(θ0) (4.6)
et(θ) = ‖Ft(θ)− F0(θ0)‖2 (4.7)
4.1.3 Re´solution
Comme θ0 est connu et θt peu diffe´rent de θt−1, il est commode de faire un suivi par
degre´s : calculer θ̂t revient a` estimer ∆ = θt − θt−1.
Nous supposons que nous pouvons faire une phase d’apprentissage, arbitrairement
longue, qui n’utilise que la premie`re image. C’est a` ce moment que les points de Q retenus
dans R sont soigneusement choisis.
En phase d’exploitation, pour chaque nouvelle image et au rythme de la vide´o, nous
exe´cutons les ope´rations propres au suivi. Ces dernie`res, qui permettent de calculer ∆, font
l’objet de cette section.
La plupart des techniques de re´solution expose´es pre´ce´demment sont valables quel
que soit le mode`le de mouvement. Nous le pre´cisons quand nous utilisons des proprie´te´s
spe´cifiques aux homographies.
4.1.3.1 Choix des points de re´fe´rence
La tentation est grande de choisir les points d’inte´reˆt habituellement utilise´s dans la
mise en correspondance d’images, parce qu’ils sont repre´sentatifs de l’image. Cependant,
comme ceux-ci s’accumulent autour des discontinuite´s de I0, ils sont une source d’instabilite´
nume´rique.
Nous utilisons un me´lange de ph points d’inte´reˆt (de Harris, [SMB00]) et de points (dits ♠
points re´guliers) re´partis arbitrairement sur Q. Ici, nous les choisissons sur les nœuds
d’une grille de taille pr × pr contenue dans Q (figure 4.1).
The´oriquement, pour estimer les 8 parame`tres de l’homographie, 4 points de re´fe´rence
suffisent (4 points→ 8 coordonne´es→ 8 e´quations). Cependant, pour assurer la robustesse
du suivi, nous en choisissons beaucoup plus, de l’ordre de quelques centaines.
4.1.3.2 Optimisation non line´aire (NL)
Le proble`me de minimisation de et (e´quation (4.7)) est un proble`me d’estimation non
line´aire. Pour le re´soudre, nous utilisons l’algorithme de Levenberg-Marquardt (§ 2.6.3.1).
La de´rive´e de Ft en θ, identifie´e a` une matrice jacobienne, est :
F ′t(θ) =
[
∂It◦T
∂θ
(θ,mi)
]
i=1..n
=
[
I ′t(T (θ,mi))Tθ(θ,mi)
]
i=1..n
(4.8)
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Fig. 4.1: Une image d’une se´quence vide´o et ses points de re´fe´rence. Le cadre repre´sente
Q, les points d’inte´reˆt sont en rouge, les points re´guliers en bleu.
Le calcul de Tθ ne pose pas de proble`me. Par contre, a` cause de la nature discre`te des
images, il est ne´cessaire de travailler sur des valeurs interpole´es de I ′t (§ 7.2.2).
La solution θ̂t est retourne´e par le processus d’estimation dont nous limitons les ite´rations
a` nit (de l’ordre de 5).
4.1.3.3 Me´thode de Hager et Belhumeur (HB)
Cette me´thode repose sur une ite´ration de la me´thode de Gauss-Newton (§ 2.6.3.1) :
∆̂GN = F
′
t(θ̂t−1)
+(F0(θ0)− Ft(θ̂t−1))
Hager et Belhumeur ([HB98], eq13) pre´fe`rent remplacer la de´rive´e de Ft par celle a` l’image
pre´ce´dente, suppose´e peu diffe´rente :
∆̂HB = F
′
t−1(θ̂t−1)
+(F0(θ0)− Ft(θ̂t−1)) (4.9)
L’e´quation (4.2) de conservation des niveaux de gris, e´crite pour l’image It−1 et un
point m ∈ R, donne :
It−1(T (θt−1,m)) = I0(T (θ0,m))
en de´rivant les deux membres de cette e´galite´ par rapport a` m, on obtient :
I ′t−1(T (θt−1,m))Tm(θt−1,m) = I
′
0(T (θ0,m))Tm(θ0,m)
d’ou` :
I ′t−1(T (θt−1,m)) = I
′
0(T (θ0,m))Tm(θ0,m)Tm(θt−1,m)
−1
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En combinant ceci avec l’e´quation (4.8), on obtient l’expression suivante de F ′t−1(θt−1) (c’est
l’e´quation 19 de [HB98]) :
F ′t−1(θt−1) = [I
′
0(T (θ0,mi))Tm(θ0,mi)︸ ︷︷ ︸
A
Tm(θt−1,mi)−1Tθ(θt−1,mi)︸ ︷︷ ︸
B
]i=1..n
Le terme A e´tant constant et ne de´pendant que de l’image de re´fe´rence I0, il peut eˆtre
pre´calcule´. Quant au terme B, Hager et Belhumeur proposent un raccourci de calcul pour
le cas ou` il peut se mettre sous la forme Γ(m)Σ(θt−1). Cette factorisation est possible dans
leur mode`le affine, mais pas dans le mode`le homographique. Nous ne pouvons donc pas
utiliser efficacement ce calcul.
4.1.3.4 La me´thode de Jurie et Dhome (JD)
La me´thode de Jurie et Dhome [JD02a] commence par une couˆteuse phase d’apprentis-
sage reposant uniquement sur I0. Elle permet de mettre en relation les petites variations
de θ0 avec celles des niveau de gris qu’elles induisent sur les points de re´fe´rence. Graˆce a`
l’e´quation fondamentale (4.2), cette relation peut eˆtre utilise´e pendant la phase de suivi
pour retrouver une petite perturbation ∆ du vecteur de parame`tres a` partir de la mesure
de F0(θ0 +∆)
Phase d’apprentissage.
L’approximation line´aire. Les me´thodes de Gauss-Newton ame´liore´es (§ 2.6.3.1)
reposent sur le fait que, pour une matrice A bien choisie,
∆ ≈ A(F0(θ0 +∆)− F0(θ0)) (4.10)
Dans la me´thode de Gauss-Newton, A = F ′0(θ0)
+. Plutoˆt que de calculer A de cette
manie`re, Jurie et Dhome [LJDC04] se sont aperc¸us qu’il e´tait plus robuste et flexible de
l’estimer a` partir de N « expe´riences » (N  n). On est en droit d’espe´rer :
– plus de robustesse car la partie re´gulie`re du de´veloppement de Taylor-Young ne donne
qu’une approximation valide tre`s localement (il y a le reste !) ;
– plus de flexibilite´ en estimantA sur le (voire les § 4.1.4.5) voisinage(s) qui convien(nen)t
le mieux.
L’expe´rience k consiste a` tirer ale´atoirement une perturbation ∆k et a` mesurer
g˜k = F0(θ0 +∆k)− F0(θ0)
Ensuite, il s’agit d’estimer Â qui rende « aussi vraie que possible » la relation
∆k = Âg˜k
Voici les ingre´dients du proble`me d’estimation de parame`tres :
– les parame`tres a` estimer sont β = A (p′ = pn) ;
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– les entre´es sont les perturbations x = ∆ et les « mesures » associe´es sont : x˜k = ∆k ;
– le mode`le exprime le de´calage entre les perturbations injecte´es et les valeurs recons-
truites :
f(x, β) = A(F0(θ0 +∆)− F0(θ0))−∆
– les sorties sont identiquement nulles : y˜i = 0p.
La « boˆıte noire » correspondante est :
∆ ∈ Rm → A ∈ R
p×n
m′ = p;n′ = N ; p′ = p× n; q′ = p → A(F0(θ0 +∆)− F0(θ0))−∆ ∈ R
p
C’est un proble`me line´aire multidimensionnel (§ 2.6.2).
Re´solution OLS. Dans un premier temps, nous re´solvons le proble`me aux moindres
carre´s ordinaires. Ceci me`ne a` l’estimation suivante pour A :
ÂOLS = argmin
A∈Rp×n
N∑
k=1
‖ Ag˜k −∆k ‖2 (4.11)
En notant
M = [∆1 · · · ∆N ] ∈ Rp×N
G = [g˜1 · · · g˜N ] ∈ Rn×N
ceci peut se re´e´crire :
ÂOLS = argmin
A∈Rp×n
‖ AG−M ‖2 (4.12)
La re´solution consiste a` se ramener a` la disposition classique des moindres carre´s par
transposition :
ÂOLS =
(
argmin
A′∈Rn×p
‖ G>A′ −M> ‖2
)>
=
((
G>
)+
M>
)>
=M((G+)>)>
d’ou` :
ÂOLS =MG
+
Re´solution affine´e. L’estimation aux moindres carre´s ne correspond pas au type
d’erreurs rencontre´es dans les mesures. En effet, les mesures faites sur le « second membre »
M sont sans erreur : ce sont les valeurs injecte´es. Par contre, les e´le´ments de la matrice G
sont des diffe´rences de niveaux de gris : ils sont sujets a` une impre´cision lie´e a` l’interpolation
sous-jacente.
La conse´quence logique de cette remarque serait d’envisager l’estimation de A comme
solution d’un proble`me DLS multidimensionnel (§ 2.5.2.3).
Dans les faits, les nombreuses expe´riences mene´es dans ce sens sur nos donne´es, en
collaboration avec Sabine Van Huffel et Yvan Markovsky (de l’universite´ catholique de
Louvain), permettent de conclure que le meilleur compromis, pour tenir compte de la♠
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relative impre´cision du mode`le mathe´matique line´aire sous-jacent a` l’e´quation (4.10), est
de rechercher Â comme solution d’un proble`me de moindres carre´s totaux (TLS) ponde´re´s
dans le cas multidimensionnel (§ 2.6.1.2).
L’estimation TLS prend la forme :
min ‖ γ∆M ‖2 + ‖ (1− γ)∆G ‖2
A ∈ Rp×n,∆M ∈ Rp×N ,∆G ∈ Rn×N
A(G+∆G) =M +∆M
La ponde´ration γ permet de naviguer entre OLS (γ = 0) et DLS (γ = 1). En pratique,
nous utilisons le coefficient α qui est lie´ a` γ par
γ =
eα
eα + e−α
Empiriquement, α ∈ [3, 8] donne de bons re´sultats.
Le calcul pratique de ÂOLS et ÂTLS est de´crit au § 2.6.2.
Phase de suivi.
Notations. Appelons Tt la transformation ponctuelle
Tt :
R2 −→ R2
m 7−→ T (θt,m) =m(t)
Quel est le proble`me ? Connaissant :
– les transformations T0, ..., Tt−1 (approximativement),
– les images I0 et It,
il s’agit de calculer Tt (nous devrions dire « estimer »).
♠
Une re´ponse possible
Hypothe`se d’application. Si deux points m(t−1) et m(t) sont voisins sur It,
alors leurs ante´ce´dents par Tt,m etm
′, sont suffisamment voisins sur I0 pour que le mode`le
line´aire appris (e´quation 4.10) puisse s’appliquer pour de´terminer la transformation T ′ qui
les met en bijection (naturellement, T ′ est calcule´e a` partir des n points de R).
A` propos de T ′. La de´finition de la compose´e de deux applications et la
figure 4.2 montrent que :
T ′ = T−1t ◦ Tt−1 d’ou` T ′t = Tt−1 ◦ T ′−1 (4.13)
Naturellement nous exploitons les deux proprie´te´s des homographies
– la compose´e de deux homographies est une homographie,
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m(t)
T ′
pendant l’apprentissage
nuage de points visite´s
Tt
Tt−1
Tt
m′
m(1)
m
m(t−1)
Fig. 4.2: Trajectoire d’un point m de la re´gion suivie dans les images au cours de la
se´quence.
– une homographie est bijective et son inverse est une homographie,
pour affirmer que T ′ est une homographie, dont nous appelons θ′ le vecteur de parame`tres.
Nous notons :
∀i = 1..n,m(t)i = T (θt,mi) et m′i = T ′(mi)
Comment calculer T ′ ? Nous calculons θ′ en e´valuant l’e´quation (4.13) avec
les donne´es disponibles par exploitation du principe de conservation de niveaux de gris
(e´quation (4.2)) qui permet d’e´crire :
∀i = 1..n, I0(m′i) = It(m(t−1)i )
et en remplac¸ant mi et m
(t−1)
i par leurs valeurs dans (4.5) :
F0(θ
′) =
[
I0(T
′(mi))
]
i=1..n
=
[
It(Tt−1(mi))
]
i=1..n
= Ft(θt−1)
D’ou` l’expression :
θ′ ≈ θ0 + Â(F0(θ′)− F0(θ0))
Et pour finir : Tt. En raisonnant sur les vecteurs de parame`tres associe´s aux
homographies et en notant :
– θ1 • θ2 le vecteur de parame`tres associe´ a` T1 ◦ T2 ;
– inv(θ) le vecteur de parame`tres associe´ a` T−1
(4.13) se traduit par :
θ̂t = θ̂t−1 • inv(θ0 + Â(Ft(θt−1)− F0(θ0)))
ce qui est l’e´quation (8) de Jurie et Dhome [JD02a].
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Remarque : en pratique, l’hypothe`se d’application ne peut eˆtre ve´rifie´e qu’a
posteriori en confrontant θ−θ0 aux valeurs utilise´es pendant la phase d’apprentissage ayant
permis l’estimation de Â.
4.1.4 Imple´mentation
Nous comparons les trois me´thodes (NL, HB et JD) afin de les combiner. Nous les
e´valuons en termes de robustesse et de pre´cision.
L’imple´mentation des algorithmes ne´cessite d’acce´der aux images discre`tes, par oppo-
sition aux images the´oriques manipule´es jusqu’a` pre´sent. Les techniques permettant de le
faire sont de´crites dans l’appendice 7.2.2.
4.1.4.1 La me´thode NL
Notre imple´mentation de la me´thode NL repose sur celle de l’algorithme de Levenberg-
Marquardt dans minpack [MGH80]. Nous calculons la fonction et sa matrice jacobienne
a` l’aide d’un e´chantillonnage biline´aire. Nous limitons le nombre d’ite´rations a` 5, au-dela`
les pas deviennent trop petits (largement en-dessous d’un pixel) pour eˆtre significatifs.
Cette imple´mentation de la me´thode NL est tre`s pre´cise, mais elle ne´cessite une bonne
initialisation pour converger (elle n’est pas robuste).
4.1.4.2 La me´thode HB
Nous avons imple´mente´ la me´thode HB sans l’« astuce » qui permet de pre´calculer les
de´rive´es sur I0. Elle consiste simplement en un pas d’optimisation de Gauss-Newton, qui
requiert de re´soudre un syste`me line´aire surde´termine´ aux sens des moindres carre´s. Nous
utilisons la me´thode brute pour e´chantillonner les images et calculer les de´rive´es.
Inde´pendamment de l’imple´mentation, la me´thode HB montre ses limites tant en termes
de robustesse que de pre´cision.
4.1.4.3 La me´thode JD
Dans cette me´thode, les parame`tres susceptibles d’ajustement sont :
– le nombre d’expe´riences N faites pendant la phase d’apprentissage ;
– le type de perturbations applique´es pendant les expe´riences ;
– la me´thode utilise´e pour estimer la matrice A ;
– le type d’e´chantillonnage utilise´ pour mesurer les niveaux de gris.
Les perturbations. Pour chaque expe´rience de la phase d’apprentissage, nous calcu-
lons un vecteur θ′0 = θ0 + ∆ en appliquant une perturbation ale´atoire aux sommets
{w1,w2,w3,w4} du quadrilate`re suivi.
Nous favorisons les translations dans le corpus d’apprentissage pour « coller » a` une ♠
re´alite´ observe´e dans nos expe´riences, a` savoir la pre´ponde´rance d’une composante de trans-
lation dans le mouvement. Concre`tement nos perturbations inte`grent deux composantes :
104 CHAPITRE 4. SUIVI D’UN MOTIF PLAN
1. une translation commune t ∈ R2 aux quatre sommets. La variable ale´atoire t est
centre´e et isotrope au sens ou` :
E(t) = 02 et arg(t) ∼ U([−pi, pi[)
La norme du vecteur est proportionnelle a` un facteur d’e´chelle σA. Elle peut :
– eˆtre la re´alisation d’une variable ale´atoire gaussienne
‖t‖ ∼ N (0, σA)
– atteindre son maximum ailleurs qu’en (0, 0). La « couronne uniforme », par exemple,
correspond a`
‖t‖ ∼ U((1− α)σA, (1 + α)σA)
ou` α = 0.25 donne de bons re´sultats ;
2. un « de´placement » individualise´ pour chaque sommet. Il suit une loi gaussienne
centre´e de matrice de variance-covariance σBId2.
L’algorithme 4.1 de´crit notre imple´mentation de la ge´ne´ration d’une perturbation « ar-
tificielle » de la ge´ome´trie de la cible 2D et du calcul de l’homographie qui en re´sulte.
t← translation_ale´atoire(σA) -- translation commune
Pour i de 1 a` 4 faire
ui ← T (θ0,wi) + t+ vecteur_ale´atoire (σB) -- perturbations individuelles
finpour
θ′0 ← homographie((wi)i=1..4, (ui)i=1..4)
Fonctions utilise´es :
– translation_ale´atoire(σ) renvoie un vecteur ale´atoire bidimensionnel, d’argument
inde´pendant de sa norme. La distribution de la norme peut eˆtre ajuste´e proportionnel-
lement a` σ ;
– vecteur_ale´atoire(σ) « tire » inde´pendamment les coordonne´es d’un vecteur 2D selon
une loi gaussienne centre´e, d’e´cart-type σ ;
– homographie((ai)i=1..4, (bi)i=1..4) calcule les coefficients de l’homographie unique qui
transforme ai en bi pour i ∈ [[1, 4]].
Algorithme 4.1: « Tirage » ale´atoire d’une homographie θ′0.
Remarque. Nous utilisons souvent un seul coefficient σ, avec (σA, σB) = (0.7σ, 0.3σ) :
plus σ est grand, plus le suivi est robuste mais moins pre´cis et vice-versa.
Astuces nume´riques.
Conditionnement. Avant d’estimer la matrice A par une me´thode OLS, TLS ou
DLS, nous nous assurons que la matrice G n’est pas singulie`re. Pour cela, nous supprimons
les lignes de G contenant une proportion de valeurs nulles supe´rieure a` 80 %. Ces lignes
correspondent a` des points de re´fe´rence dont le voisinage a un niveau de gris uniforme.
En pratique, c’est suffisant pour que G soit bien conditionne´e : son conditionnement
([Cia85] p29) est de l’ordre de 1500 (11 positions binaires sur 53 en double pre´cision).
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Repre´sentation de l’homographie. L’expression de ∆ comme une diffe´rence d’e´le´-
ments de matrice d’homographie fait que ses composantes sont d’ordres de grandeur tre`s
disparates, ce qui est nuisible a` la stabilite´ de l’estimation.
Pour contourner cet inconve´nient, lors du calcul de Â et son utilisation, nous exprimons
l’homographie a` l’aide d’un ensemble de parame`tres e´quivalent d = (d1,d2,d3,d4), ou`
di ∈ R2. Pour une homographie donne´e, la relation entre θ et d est :
T (θ,wi) = wi + di ∀i = 1..4
c’est-a`-dire que di est le de´placement que l’homographie applique au sommet wi de la cible
2D. Tous les e´le´ments de ce de´placement sont en pixels et du meˆme ordre de grandeur.
La repre´sentation d est donc plus e´quilibre´e que la θ mais l’ope´ration de composition est
plus difficile a` exprimer. Le passage d’une repre´sentation a` l’autre est relativement facile.
E´chantillonnage. L’algorithme est base´ sur de l’e´chantillonnage brut car :
– la qualite´ de la me´thode JD qui nous inte´resse est la robustesse ;
– un e´chantillon est alors un octet (et non un flottant) qu’il est facile de stocker et de
manipuler avec des instructions vectorielles (appendice 7.3).
4.1.4.4 Diagnostic
Il est inte´ressant d’avoir une e´valuation de la qualite´ de l’estimation fournie par les
me´thodes de suivi. Pour toutes les me´thodes, nous utilisons a` cet effet le crite`re d’optimi-
sation.
De plus, dans le cas JD, nous utilisons un crite`re de cohe´rence avec les expe´riences
mene´es pendant la phase d’apprentissage. Pour cela, nous calculons le de´placement que ♠
l’homographie θ′ calcule´e applique aux sommets (wi)i=1..4 :
di = T (θ
′,wi)−wi ∀i = 1..4
En fait, les di sont directement disponibles graˆce a` la repre´sentation ci-dessus de l’homo-
graphie.
L’intensite´ moyenne de ces de´placements est :
d =
1
4
(‖d1‖+ ‖d2‖+ ‖d3‖+ ‖d4‖)
En pratique, nous avons de´termine´ que si d > 3.5σ (σ est l’amplitude de la perturbation,
voir § 4.1.4.3), alors le re´sultat en sortie de JD est plus mauvais que l’estimation en entre´e.
4.1.4.5 Combinaison
Le re´sultat θ̂ d’une me´thode peut eˆtre utilise´ comme valeur initiale a` l’entre´e d’une
autre, en remplac¸ant θ̂t−1. En effet, nous utilisons θ̂t−1 uniquement comme approximation
de θt sans supposer qu’il concerne l’image pre´ce´dente.
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En conse´quence, les me´thodes peuvent eˆtre applique´es se´quentiellement en combinaison
avec une approche hie´rarchique. Nous appliquons les me´thodes les plus robustes en premier,
puis les plus pre´cises. Ceci me`ne a` la chaˆıne de traitements suivante : ♠
1. quelques ite´rations de JD, avec des σ de´croissants ;
2. une estimation de HB ;
3. quelques ite´rations de la me´thode NL.
Apre`s chaque e´tape d’estimation, nous controˆlons la de´croissance du crite`re et. Si le test
est satisfaisant, la nouvelle estimation devient l’hypothe`se courante, sinon nous gardons
l’ancienne estimation. La figure 4.3 re´sume cette chaˆıne de traitements.
image t
e´val et
e´val et
e´val et
θ̂t−1
JD σ1
JD σ2
HB
NL
me´moire
pre´diction
image t+ 1
θ̂t re´sultat
θˇt+1
Fig. 4.3: Traitement de l’image It. Les donne´es d’entre´e arrivent par la gauche (l’image
pre´ce´dente) et sont affine´es dans une chaˆıne de traitements. Elle se compose d’unite´s de
suivi (JD, HB et NL) et d’ope´rateurs annexes. Les parame`tres des homographies em-
pruntent les chemins fle´che´s. L’entre´e d’une unite´ de suivi est une estimation initiale de θt,
sa sortie est une nouvelle estimation de θt. L’ope´rateur « e´val et » se´lectionne le meilleur
(au sens du crite`re) θ parmi ses entre´es. Un e´ventuel ope´rateur de pre´diction estime θt+1
d’apre`s l’historique.
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4.1.4.6 Pre´diction
Si le mouvement de la re´gion cible est suffisamment re´gulier, il est inte´ressant de pre´dire
sa position en entre´e de la chaˆıne de traitements de l’image suivante.
Le sche´ma de pre´diction le plus simple consiste a` supposer que l’homographie entre It+1 ♠
et It est la meˆme qu’entre It et It−1. Ceci fournit la pre´diction suivante pour θt+1 :
θˇt+1 = θt • inv(θt−1) • θt
Si les estimations de θt−1 et θt sont exactes, ce sche´ma pre´dit correctement :
– les translations a` vitesse constante ;
– les rotations de centre fixe, a` vitesse constante ;
– homothe´ties de centre fixe et dont le facteur croˆıt ge´ome´triquement ;
– les similitudes qui combinent les rotations et homothe´ties ci-dessus.
La pre´diction requiert de maintenir une me´moire des transformations ante´rieures.
4.1.5 Expe´rimentation
Nous avons fait des expe´riences d’abord sur des images de synthe`se pour optimiser les
parame`tres des algorithmes, puis sur des images re´elles.
4.1.5.1 Images de synthe`se
Nous avons choisi une image a priori ide´ale pour faire le suivi (figure 4.4). Nous avons
ensuite perturbe´ l’image de trois manie`res diffe´rentes :
– rotation : de 1◦ a` 20◦ entre deux images successives ;
– zoom : nous alternons entre agrandissement et rapetissement de l’image, jusqu’a` un
facteur 2.5 et par pas variant de 1% a` 20%.
– de´formation : le motif est de´forme´ comme si son ante´ce´dent 3D (plan) avait subi une
rotation de plus en plus rapide autour d’un axe coplanaire d’angle variant entre -40◦
et +40◦ ;
Les perturbations sont de plus en plus intenses au fur et a` mesure du suivi. Par exemple,
pour la se´quence rotation, l’angle de rotation α entre deux images est (en degre´s) : α =
t
20
+ 1. En conse´quence ine´luctable, le suivi e´choue toujours au bout d’un certain nombre
d’images.
Crite`re de validation. Comme nous disposons ici de la « ve´rite´ terrain, » nous pouvons
mesurer directement l’erreur de suivi. Si θt est la transformation re´elle, θ̂t la version estime´e
et (w1,w2,w3,w4) les sommets du quadrilate`re suivi, nous de´finissons l’erreur (crite`re
ge´ome´trique) :
εt =
4∑
i=1
‖ wi − T (inv(θt), T (θ̂t,wi)) ‖2
La re´gion suivie est conside´re´e « perdue » quand εt de´passe un seuil s. La robustesse
du suivi est caracte´rise´e par la valeur t∗ minimale satisfaisant a` εt∗ > s. Nous choisissons
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Fig. 4.4: A` gauche : l’image synthe´tique (1024×768 pixels) utilise´e pour les tests. A` droite,
dans l’ordre de lecture : la re´gion suivie Q (encadre´e, elle fait environ 250 × 250 pixels),
l’image apre`s rotation, zoom et de´formation.
de´formation
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t
t
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Fig. 4.5: E´volution de l’erreur εt en fonction du temps pour les trois se´quences, avec notre
algorithme.
s = 400 = 4 × 102, ce qui repre´sente une erreur quadratique moyenne de 10 pixels par
sommet. La pre´cision du suivi est quantifie´e par la valeur moyenne ε¯ de (εt)t=1..t∗ .
4.1.5.2 E´volution du crite`re
Pour notre algorithme, les re´sultats sont pre´sente´s a` la figure 4.5. On voit que le suivi
est toujours tre`s pre´cis jusqu’au moment ou` il e´choue.
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Fig. 4.6: Dure´e t∗ du suivi re´ussi en fonction du nombre de points d’inte´reˆt ph et de points
re´guliers p2r .
4.1.5.3 Influence du nombre de points de re´fe´rence
Nous avons cherche´ a` quantifier le nombre de points de re´fe´rence ne´cessaires pour le
suivi le plus robuste. Pour cela, nous utilisons notre algorithme sur la se´quence « rotation »,
en faisant varier le nombre p2r de points re´guliers et le nombre ph de points d’inte´reˆt. Le
re´sultat est de´crit dans la figure 4.6.
Les re´sultats sont assez instables. Cependant, on peut voir que :
– pour un nombre de points re´guliers donne´, il y a une valeur optimale du nombre de
points d’inte´reˆt ;
– la valeur optimale de pr est 5.
Pour cette se´quence, les valeurs optimales sont (ph, p
2
r ) = (500, 25). Les re´sultats sont
semblables pour les deux autres se´quences.
4.1.5.4 Se´quence d’algorithmes
Nous avons enchaˆıne´ les algorithmes de diverses manie`res, pour observer l’effet sur t∗
et ε¯. Les re´sultats sont re´sume´s dans le tableau 4.1.
L’enchaˆınement qui offre le meilleur compromis robustesse/pre´cision correspond a` la
chaˆıne d’estimations inte´grant quatre e´tapes JD associe´es a` des phases d’apprentissage
d’amplitude de perturbation :
(σ1, σ2, σ3, σ4) = (15, 10, 5, 2.5)
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se´quence t∗ ε¯
NL 11 40.66
HB 11 70.46
JD 5 85 98.41
HB, NL 19 49.17
JD 5, NL 111 106.84
JD 5, HB 111 30.82
JD 5, HB, NL 121 27.04
JD 5, JD 2.5, HB, NL 134 14.34
JD 10, JD 5, JD 2.5, HB, NL 149 14.98
JD 12.5, JD 10, JD 5, JD 2.5, HB, NL 238 28.10
JD 15, JD 10, JD 5, JD 2.5, HB, NL 278 31.67
JD 20, JD 10, JD 5, JD 2.5, HB, NL 112 10.09
Tab. 4.1: Dure´e t∗ (en images) du suivi re´ussi et erreur moyenne (en pixels) ε¯ pour
diffe´rentes combinaisons de me´thodes (en utilisant la notation compacte de la figure 4.3).
4.1.5.5 Apport de TLS
Nous avons compare´ les performances de notre algorithme en utilisant la me´thode OLS
ou TLS pendant la phase d’apprentissage des e´tapes de Jurie et Dhome. Ces performances
de´pendent fortement du nombre d’expe´riences (figure 4.7).
Il n’y a pas d’avantage clair a` utiliser TLS pour l’estimation de la phase d’apprentissage.
TLS, α = 8
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Fig. 4.7: Performances du suivi en fonction de la me´thode d’estimation et du nombre N
d’expe´riences.
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4.1.5.6 La pre´diction
Nous avons compare´ le suivi avec et sans pre´diction sur la se´quence « de´formation ».
L’e´volution du crite`re re´el est montre´e sur la figure 4.8.
Le suivi re´ussit beaucoup plus longtemps avec l’ope´rateur de pre´diction. Pour t >
300, les images successives sont tellement dissemblables qu’un observateur expert est lui-
meˆme incapable de re´aliser le suivi. La pre´diction donne des re´sultats encore meilleurs avec
la se´quence « rotation ». Une conclusion trop haˆtive concernant le bien-fonde´ de notre
me´thode de pre´diction doit eˆtre tempe´re´e par la re´gularite´ des mouvements artificiels.
avec pre´diction
sans pre´diction
t
εt
7006005004003002001000
200
150
100
50
0
Fig. 4.8: E´volution du crite`re au cours du suivi avec et sans pre´diction.
4.1.5.7 Types de motifs
Nous avons cherche´ a` cerner le « profil » du motif facile a` suivre. Pour cela, nous avons
ge´ne´re´ plusieurs motifs synthe´tiques pe´riodiques (figure 4.9, premie`re ligne). La fre´quence
f est exprime´e en fonction de la taille de la cible carre´e : a` f = 1, une seule pe´riode est
visible dans la cible. Le motif est utilise´ dans la se´quence « rotation » ou` le centre de
rotation co¨ıncide avec celui de la cible.
La grande re´gularite´ de certains motifs provoque des instabilite´s nume´riques, ce qui
nous a amene´ a` ajouter un bruit gaussien centre´ d’e´cart-type 0.5 (sur 256 niveaux de gris)
aux mesures. Cette proce´dure ame´liore la stabilite´ de l’estimation de la matrice A.
Les re´sultats sont pre´sente´s dans la deuxie`me ligne de la figure 4.9.
Le motif sin. C’est un produit tensoriel de deux sinuso¨ıdes discre´tise´es. Le suivi fonc-
tionne pour f ∈ [1/5, 5]. La valeur maximale t∗ = 1100 est obtenue pour f = 0.8, et
correspond a` une rotation de 80◦ entre deux images successives !
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sin, f = 0.8 grille, f = 2.8 4-pentes, f = 0.5 coˆne, f = 1.6
coˆne
4-pentes
grille
sin
f
t∗
1010.1
1200
1000
800
600
400
200
0
Fig. 4.9: Premie`re ligne : exemples de motifs. La cible est encadre´e en rouge et les points
de re´fe´rence sont en bleu. Deuxie`me ligne : nombre d’images suivies en fonction de la
fre´quence spatiale du motif, pour les exemples pre´sente´s. Les motifs sont repre´sente´s a` la
fre´quence ou` le suivi est le plus efficace.
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Le motif grille. Le suivi est relativement inefficace. Il ne devient possible qu’a` partir
du moment ou` la cible englobe plusieurs pe´riodes (f > 1). L’inefficacite´ du suivi est
aussi due au faible nombre de points trouve´s par le de´tecteur de points d’inte´reˆt. Les
re´sultats sont analogues pour un motif en damier.
Le motif 4-pentes. Il est constitue´ de 4 de´grade´s (le niveau de gris est une fonction affine
des coordonne´es). Pour f < 1, il y a un compromis :
– si f ≈ 1, il y a une forte dynamique de niveaux de gris mais les bords du motif
sont de niveaux de gris uniformes ;
– si f ≈ 0, on se rapproche d’un motif en damier : il y a un fort contraste entre les
re´gions, mais peu de variations lentes de luminosite´.
La position moyenne (f = 1/2) est optimale.
Le motif coˆne. C’est un coˆne ou` le niveau de gris d’un point repre´sente la cote.
Bilan. En ge´ne´ral, le suivi est impossible si la cible est telle que
∃θid ∈ Rp « petit » ,∀m ∈ Q, I0(T (θ,m)) = I0(m)
car l’algorithme peut trouver θid • θt au lieu de θt (« petit » signifie proche de l’identite´).
Ceci explique que :
– le suivi est difficile si la fre´quence est trop e´leve´e (f > 5). θid est alors une translation
d’une pe´riode du motif, suffisamment petite pour que l’algorithme s’y trompe ;
– le suivi est impossible si les niveaux de gris du motif sont de´finis par une seule
fonction affine. θid est alors une translation dans une direction orthogonale au vecteur
gradient ;
– le suivi est impossible pour le motif sin quand la vitesse de rotation de´passe 90◦
entre deux images : θid est la rotation d’angle 180
◦ et θid • θt est plus proche de θt−1
que θt ;
– le suivi est impossible sur le motif coˆne quand une seule pe´riode est visible (f < 1).
θid est une rotation quelconque autour du centre du motif.
Sous re´serve des remarques ci-dessus, les motifs les plus faciles a` suivre sont ceux dont
les niveaux de gris varient de manie`re continue car :
– l’approximation line´aire de F ′(θ), sur laquelle sont base´es les me´thodes de suivi est
de´finie et valide sur un voisinage plus important ;
– le de´tecteur de Harris est totalement inope´rant dans les re´gions uniformes.
4.1.5.8 Images re´elles
Imple´mentation. Nous traitons en temps re´el un flux vide´o FireWire (provenant d’une
came´ra DV) sur un PowerPC G4 866, en visualisant les re´sultats a` l’aide d’une interface.
Nous avons acce´le´re´ la phase d’apprentissage en tirant parti des instructions vectorielles du
processeur (appendice 7.3). Elle prend de l’ordre d’une seconde selon le nombre de points
de re´fe´rence.
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Les images arrivent a` une fre´quence de 25 Hz, mais leur traitement doit durer moins de
20 ms parce que la de´compression du flux vide´o et l’affichage prennent les 20 ms restantes.
Nous ne pouvons pas sauter d’image, parce que des mouvements brutaux de la sce`ne
pourraient nous e´chapper.
Comme on le voit dans le tableau 4.2, les ope´rations sont assez rapides pour faire
plusieurs e´tapes d’estimation pour chaque image. La me´thode de Jurie et Dhome est la
plus rapide. La me´thode de Hager et Belhumeur est plus lente, parce qu’elle ne´cessite la
de´composition QR d’une matrice n× (p+1). La me´thode non line´aire, bien que plus lente,
demeure dans les de´lais.
nombre de points de re´fe´rence 125 175 225 325 425 525
e´chantillonnage 0.074 0.113 0.127 0.181 0.238 0.289
calcul de et 0.012 0.015 0.018 0.027 0.031 0.038
calcul de JD 0.209 0.237 0.264 0.351 0.415 0.490
calcul de HB 1.269 1.741 2.272 3.269 4.317 5.328
calcul de NL 1.527 2.024 2.640 3.781 5.095 6.020
Tab. 4.2: Temps d’exe´cution pour les ope´rations effectue´es au cours du suivi (figure 4.3),
en millisecondes. Nous les avons mesure´s sur notre combinaison d’algorithmes, en fonction
du nombre de points de re´fe´rence.
Exemples. En tournant les actes de RFIA 2002 (figure 4.10, premie`re image) en tous
sens, nous nous sommes rendus compte de l’importance de la plane´ite´ de la surface. Nous
avons donc colle´ une feuille texture´e et mate sur un carreau de verre. Le suivi devient alors
tre`s fiable.
Nous avons fait les expe´riences en de´plac¸ant le motif plan, plus ou moins vigoureuse-
ment, tout en effectuant des zooms (figure 4.10, trois dernie`res images). Les diffe´rents types
de mouvement sont repre´sente´s (en 2D, ils se traduisent par des translations, des rotations,
des zooms, et des de´formations dues a` la projection).
4.2 Suivi avec occultations
Des e´le´ments peuvent apparaˆıtre au cours de la se´quence et occulter une partie de la
cible 2D. Ces e´le´ments sont quelconques : ils peuvent eˆtre des objets, des personnages,
mouvants ou non. Ces occultations violent les contraintes e´nonce´es dans le § 4.1.2.1 : un
traitement particulier des occultations au cours du suivi s’impose.
Appelant τs le rapport entre la surface occulte´e et la surface de la re´gion cible, nous
distinguons trois situations, en fonction de l’ordre de grandeur de τs :
1. τs ≤ 5 %. Nous conside´rons que le suivi n’est pas perturbe´ ;
2. 5 % < τs ≤ 50 %. Le suivi est possible moyennant un traitement approprie´. Il est de
plus en plus hasardeux a` mesure que τs augmente ;
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Fig. 4.10: Images extraites de quatre se´quences vide´o acquises a` l’aide d’une came´ra DV.
Notre algorithme re´ussit sans difficulte´ sur ces quatre vide´os.
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3. τs > 50 %. Le suivi est conside´re´ impossible. Toutefois, sous des hypothe`ses de conti-
nuite´ du mouvement, il est envisageable de retrouver la re´gion apre`s une occultation
temporaire.
Nous traitons le second cas en ayant pour objectif une me´thode qui s’inte`gre « harmo-
nieusement » dans le cadre du suivi sans occultation.
4.2.1 E´tat de l’art
Plusieurs me´thodes de suivi robustes aux occultations existent, nous les examinons sous
deux angles : la mode´lisation et la re´solution du mode`le.
4.2.1.1 Suivi par mise en correspondance
Les parame`tres sont estime´s a` partir de paires de (feneˆtres autour de) points d’inte´reˆt
homologues.
Les objets occultants apparaissent comme des mesures aberrantes sur certaines paires.
Ces aberrances, minoritaires, peuvent eˆtre de´tecte´es et supprime´es graˆce a` des crite`res et
des me´thodes de re´solution robustes (§ 2.5.3 et 2.5.4). Rien ne distingue les points issus
d’appariements errone´s des occulte´s ([VGBS03] § 1.2).
Cette technique est souvent utilise´e pour produire une image panoramique ([BDH03]
§ 4.2, [SK04] § 3) a` partir d’une se´quence vide´o.
4.2.1.2 Suivi par « segmentation de mouvement »
Le mouvement global est estime´ a` partir d’un champ dense de mouvements locaux,
typiquement des translations obtenues par flot optique.
On conside`re que les images sont subdivise´es en re´gions subissant des mouvements
inde´pendants. L’une d’elles est la cible, les autres correspondent aux objets occultants.
Les re´gions sont de´tecte´es par une segmentation dont le crite`re d’homoge´ne´ite´ se re´fe`re au
mouvement.
La segmentation peut emprunter deux directions :
– la fusion ([DM96] § 2.1) ;
– la division : Galpin et al. ([GOM01] § 2.2) en de´duisent un maillage adaptatif .
Dans les deux cas apparaˆıt le proble`me d’ouverture : le mouvement est estime´ sur une
feneˆtre qui peut chevaucher plusieurs re´gions. Pour reme´dier a` ceci, Black et al. ([BYJF97]
§ 3.1) proposent de de´tecter spe´cifiquement les discontinuite´s de mouvement.
Masson et al. [MDJ04] suivent un polye`dre de ge´ome´trie connue en calculant un champ
de mouvements a` partir de nombreuses petites re´gions (patchs) texture´es qui recouvrent ses
faces. Ils combinent les mouvements e´le´mentaires (similitudes) des patchs pour en de´duire
la pose du polye`dre. Cette ope´ration de combinaison repose sur un M-estimateur, ce qui
permet de rejeter les patchs mal localise´s ou occulte´s.
4.2. SUIVI AVEC OCCULTATIONS 117
4.2.1.3 Plusieurs hypothe`ses
L’algorithme condensation [IB96] est utilise´ pour suivre une cible dans un environ-
nement encombre´. Il ne manipule pas les valeurs des parame`tres, mais une distribution
de probabilite´ de ces parame`tres. En cas d’incertitude sur la position de la re´gion, les
diffe´rentes hypothe`ses sont repre´sente´es jusqu’a` ce que l’ambigu¨ıte´ soit leve´e. Cette tech-
nique permet en particulier de re´sister aux occultations passage`res.
4.2.1.4 Suivi a` l’aide d’un masque d’occultation
La cible 2D est ici un ensemble de points (dense ou non). Quand un objet occultant
passe devant la cible 3D, la mesure de luminance ou de couleur devient inutilisable en
certains points. La technique du masque d’occultation (w ∈ {0, 1}n voire w ∈ [0, 1]n)
permet de pallier cet inconve´nient : wi = 0 signifie que le point mi est invisible, wi = 1
qu’il est visible.
Cas ou` le masque est connu. L’estimation du mouvement peut se faire a` partir de
l’e´quation (4.4) ou` on supprime la contribution des points occulte´s :
min ‖W (At∆− bt)‖
∆ ∈ Rp
W = diag(w1, ..., wn)
Dans le cadre d’une approche probabiliste, le masque influence la variance (qui code
l’incertitude) des mesures utilise´es dans l’estimation des parame`tres. Si le masque est proche
de 1, la variance est faible, s’il tend vers 0, la variance est e´leve´e ([BB01] § 3.0.13).
Cas ou` le mouvement est connu. On peut utiliser l’hypothe`se photome´trique pour
de´tecter les points occulte´s. Le masque w est alors de´termine´ par comparaison des niveaux
de gris mesure´s avec ceux de l’image de re´fe´rence. La de´termination la plus simple s’e´crit :
wi = s(|It(θt,mi)− I0(mi)|)
ou` s : R −→ [0, 1] est une fonction de´croissante. Des de´terminations plus e´labore´es sont
possibles :
– le masque wi peut eˆtre calcule´ sur un voisinage en favorisant les points ou` le gradient
est fort, car leur texture est plus reconnaissable ([IRP94] eq (5)) ;
– si les images utilise´es sont en couleurs, on peut s’appuyer sur une distance de Ma-
halanobis ([BDH03] § 6.1) entre vecteurs de composantes primaires. La matrice de
variance-covariance est estime´e de manie`re approprie´e, pixel par pixel.
Dans le cas d’une re´gion dense, beaucoup d’auteurs appliquent des ope´rateurs morpho-
logiques pour lisser le masque d’occultation, et en conse´quence le rendre localement plus
cohe´rent.
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Cas mixte. Ainsi, il existe des techniques pour estimer les parame`tres connaissant le
masque et re´ciproquement. La me´thode la plus simple pour faire le suivi dans ces conditions
consiste pour l’image courante It a` :
1. estimer les parame`tres en utilisant le masque de l’image It−1 ;
2. estimer le masque utile a` l’image It+1 a` partir des parame`tres courants.
Le masque a toujours une image de retard ! Il peut cependant eˆtre utile, parce que l’hy-
pothe`se des petits changements garantit un mouvement d’amplitude faible de la cible 2D.
Une re´solution plus satisfaisante de ce proble`me de « poule et d’œuf », est d’ite´rer
les deux estimations sur chaque image. Ceci peut se faire simultane´ment avec un autre
processus ite´ratif, comme une pyramide multire´solution ([IRP94] § 2.4).
Une autre piste est de poser le proble`me (4.4) avec un crite`re de M-estimateur (§ 2.5.3).
Le masque apparaˆıt alors explicitement lors de la re´solution par moindres carre´s reponde´re´s
(§ 2.6.3.3). Cette technique a e´te´ utilise´e :
– pour trouver les coefficients d’une analyse en composantes principales de l’image
d’une canette de soda ([BJ98] § 4). La fonction de mode´ration ρ utilise´e est celle de
l’e´quation (2.6) ou` σ de´croˆıt au cours des ite´rations ;
– pour estimer un mouvement affine. Hager et Belhumeur ([HB98] eq.(49)) choisissent
une fonction ρ convexe qui assure la convergence globale.
4.2.1.5 Ce que nous en retenons
Nous voulons que le me´canisme de traitement des occultations s’inte`gre a` notre syste`me
de suivi, et qu’il soit rapide : nous calculons un masque d’occultation.
Nous adaptons la technique de moindres carre´s reponde´re´s de Hager et Belhumeur. En
notant i l’indice de l’ite´ration, leur proposition est de transformer l’e´quation (4.9) en :
∆̂i = F
′
t−1(θ̂t−1)
+(Wi(F0(θ0)− Ft(θ̂t−1)))
ou` Wi ∈ Rn×n est mise a` jour a` chaque ite´ration en utilisant l’approximation line´aire de Ft
autour de θ̂t−1.
Cette forme me`ne a` une optimisation inte´ressante du traitement dans le cas ou` Ft peut
eˆtre de´compose´e (§ 4.1.3.3), mais ce n’est pas un M-estimateur au sens propre (§ 2.5.3).
En effet, un point occulte´ est traite´ nume´riquement comme un point de´nue´ de variation
de niveau de gris. La relation liant ∆i au vecteur de variation de niveaux de gris e´tant
line´aire, une sous-estimation de l’amplitude des mouvements en re´sulte ine´vitablement.
4.2.2 Mode´lisation
Les mode`les photome´trique et ge´ome´triques sont les meˆmes qu’au § 4.1.2, mais ils sont
restreints a` un sous-ensemble de points de re´fe´rence.
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4.2.2.1 Le masque d’occultation
Nous choisissons wi ∈ {0, 1} car :
– la signification d’un masque continu est peu claire : est-ce une probabilite´ d’occulta-
tion ? un objet occultant translucide ? une fraction de pixel occulte´e ?
– l’estimation est sous la contrainte du temps re´el. Nous calculons un masque plus
e´labore´ pour la de´tection des « intrus » (§ 5.2) ;
– un masque a` valeurs dans [0, 1] ne pourrait eˆtre traite´ dans le cas JD.
Nous utilisons le masque d’occultation de l’image pre´ce´dente comme estimation initiale
pour l’image courante, ce qui est raisonnable lorsque le mouvement de l’objet occultant est
« proche » de celui de la cible.
4.2.2.2 Notations
Dans ce qui suit, nous notons :
– n′ le nombre de points visibles ;
– Ω ∈ {0, 1}n′×n la matrice obtenue en supprimant les lignes de Idn correspondant aux
points occulte´s ;
– pi l’indice du i
ie`me point occulte´.
Remarque : Les notations W , (wi)i=1..n et Ω sont redondantes, en effet :
W = diag(w1, ..., wn) Ω
>Ω = W ∀i ∈ [[1, n′]], i =
pi∑
j=1
wj n
′ =
n∑
i=1
wi
4.2.3 Re´solution
Dans la phase de suivi de la me´thode JD, le crite`re optimise´ n’est pas explicite. Nous
ne pouvons donc pas y greffer un M-estimateur .
Nous ite´rons les ope´rations d’estimation des parame`tres et de calcul du masque.
4.2.3.1 De´tection des occultations
Tout point de re´fe´rencem est conside´re´ occulte´ si son niveau de gris est en contradiction
avec une analyse statistique grossie`re de son voisinage faite sur I0 simultane´ment a` la phase
d’apprentissage de JD.
L’analyse statistique consiste a` calculer l’e´cart-type σ de
{I0(T (θ0 +∆k,m))− I0(m), k = 1..N}
A` l’image courante du suivi, avec les parame`tres θ, il y a « contradiction » (wi = 0) si
|It(T (θ,m))− I0(m)| > 2.5σ.
Si la distribution des niveaux de gris dans le voisinage de m est gaussienne de moyenne
I0(m) alors seul 1 % de points de´passe ce seuil.
Cette technique est simple et rapide a` l’exe´cution. Elle a deux inconve´nients qui la
rendent peu fiable :
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– elle ne prend pas en compte le voisinage spatial (les points voisins sont-ils occulte´s ?)
ou temporel (le point e´tait-il occulte´ a` l’image pre´ce´dente ?) de m ;
– elle ne peut pas de´tecter un objet de niveau de gris proche de ceux au voisinage du
point, en particulier si ce voisinage est « trop » texture´.
4.2.3.2 Les cas NL et HB
Dans le cas des me´thodes NL et HB, il suffit de retirer les points occulte´s du corpus des
points de re´fe´rence pour faire l’estimation du mouvement. Comme nous ne pouvons pas
utiliser (homographie oblige) la factorisation de Hager et Belhumeur, cette restriction des
points de re´fe´rence ne de´grade pas les performances de l’estimation (au contraire puisque
le nombre de points a` prendre en compte est infe´rieur).
4.2.3.3 Le proble`me dans le cas JD (PJD)
Le traitement des occultations est plus proble´matique avec la me´thode JD, car la ma-
trice Â est de taille fixe. Enlever les colonnes correspondant aux points occulte´s revient a`
annuler les variations de niveaux de gris sur ces points : on retombe sur le proble`me de
l’approche de Hager et Belhumeur.
Il est ne´cessaire de prendre en compte les occultations pour remplacer la matrice d’ap-♠
prentissage Â par Â′ ∈ Rp×n′ pour obtenir :
∆̂′ = Â′Ωg˜
Dans le cas ou` A est estime´e avec OLS (nous ne traitons pas TLS et DLS), nous de´finissons
Â′ par une modification de l’e´quation (4.11) :
Â′ = argmin
A∈Rp×n′
N∑
k=1
‖ AΩg˜k −∆k ‖2=M(ΩG)+
Malheureusement, nous ne pouvons pas calculer Â′ :
– a` partir de Â et Ω, parce que Â ne contient pas assez d’information ;
– pendant la phase d’apprentissage, parce que Ω n’est pas encore connue ;
– pendant la phase de suivi, a` cause de la contrainte du temps re´el.
4.2.3.4 Re´solution de PJD : transformation du proble`me
Nous revenons a` l’expression de Â′. Puisque G est de rang plein, ΩG l’est aussi, d’ou`
([LH74] eq(7.24) p39) :
Â′ =MG>Ω>(ΩGG>Ω>)−1
Les matrices M ′ = MG> et G′ = GG> peuvent eˆtre pre´calcule´es pendant la phase d’ap-
prentissage. Ceci nous libe`re des calculs de complexite´ en O(N) pendant la phase de suivi.
L’estimation de ∆̂′ devient :
∆̂′ =M ′Ω>(ΩG′Ω>)−1Ωg˜
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ce qui me`ne a` l’algorithme2 :
y ← Ωg˜ -- 0 flops (changement de forme)
re´soudre ΩG′Ω>x = y en x -- O(n′3) flops
∆̂′ ←M ′Ω>x -- 2n′p flops
La seconde ope´ration est la plus couˆteuse de l’algorithme. Nous l’optimisons pour l’exe´cuter
en temps re´el, en exploitant les particularite´s de notre cas de figure. Nous nous fixons les
ordres de grandeur suivants : (n, n′, p) = (400, 300, 8) et nous budge´tisons 6 Mflops (10 ms
sur un G4 866 MHz) pour faire ce travail.
4.2.3.5 Re´solution de PJD : approche na¨ıve
L’algorithme de re´fe´rence, sans optimisation, s’e´crit :
H ← ΩG′Ω> -- 0 flops
R← de´composition de Cholesky de H (H = R>R) -- n′3/3 flops
re´soudre R>x′ = y en x′ -- n′2 flops
re´soudre Rx = x′ en x -- n′2 flops
La de´composition de Cholesky est le goulot d’e´tranglement : n′3/3 = 9 Mflops. Com-
ment l’optimiser ?
4.2.3.6 Re´solution de PJD : actualisation ne´gative (downdating)
La de´composition de Cholesky G′ = R′>R′ peut eˆtre pre´calcule´e pendant la phase
d’apprentissage. La matrice H s’obtient en supprimant des lignes et des colonnes a` G′.
Principe. Les ope´rations d’actualisation servent a` mettre a` jour la de´composition d’une
matrice quand des lignes ou des colonnes lui sont ajoute´es (actualisation positive, up-
dating) ou retire´es (actualisation ne´gative, downdating).
Approches classiques. A˚ke Bjo¨rck ([Bjo¨96] § 3.2) e´tudie l’actualisation des de´com-
positions QR et de Cholesky, qui sont lie´es : si A = QR alors A>A = R>R. Il distingue les
cas faciles (ajout d’une ligne et suppression d’une colonne de A) des cas difficiles (ajout
d’une colonne et suppression d’une ligne).
Dans les proble`mes de moindres carre´s line´aires, le retrait d’une expe´rience ne´cessite
de supprimer une ligne. Les re´solutions OLS et TLS sont traite´es se´pare´ment :
– cas OLS : il s’agit alors du downdating d’une de´composition QR. La routine dchdd
[Sau72] de linpack concre´tise des e´tudes vieilles de plus de 30 ans, et les recherches
re´centes portent sur les approches par blocs [EP94a] et leur stabilite´ [EP94b] ;
2Nous comptons une ope´ration flottante (flop) par addition/soustraction et une par multiplication. Les
divisions et les extractions de racines carre´es, quoique plus couˆteuses, sont en nombre ne´gligeable par
rapport aux ope´rations simples. Nous indiquons seulement le terme dominant du nombre d’ope´rations
flottantes. Nous faisons abstraction des acce`s me´moire.
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– cas TLS : l’actualisation concerne une de´composition SVD. Celle-ci e´tant couˆteuse
[PH95], l’inte´reˆt s’est reporte´ sur les de´compositions URV et ULV « re´ve´latrices de
rang ». Jesse Barlow traite leur actualisation dans [BYZ96] et [BY97]. Selon lui,
l’actualisation par blocs dans ce cas TLS est un sujet de recherche vierge. La bi-
bliothe`que Matlab UTV Tools, consacre´e a` ces factorisations, propose des rou-
tines de up(down)dating ([FHH90] § 4).
Tous les algorithmes d’actualisation ont au mieux une complexite´ moyenne en O(n2) pour
la suppression d’une seule ligne/colonne.
Dans notre cas. Selon la classification de Bjo¨rck, notre cas est favorable : il consiste
a` actualiser une de´composition de Cholesky en supprimant plusieurs colonnes de A = G>.
En ge´ne´ral ces colonnes ne sont pas conse´cutives. En conse´quence, le traitement d’un bloc
est exceptionnel : nous ne pre´sentons ici que le cas du retrait d’une colonne.
Si T ∈ Rn×n est une matrice orthogonale, on peut e´crire :
H = ΩG′Ω>
R>R = ΩR′>R′Ω>
= ΩR′>T>TR′Ω>
= (TR′Ω>)>TR′Ω>
Nous choisissons T de manie`re a` rendre S = TR′Ω> triangulaire supe´rieure, ce qui peut se
faire par une se´quence de rotations de Givens. Par unicite´ de la de´composition de Cholesky,
R est alors le triangle supe´rieur de S.
Imple´mentation. Nous ne manipulons pas T explicitement, nous appliquons seulement
les rotations de Givens a` S ([GL91] eq 5.1.8 et 5.1.9). Pour des raisons d’efficacite´, pendant
l’ope´ration, nous repre´sentons la matrice a` traiter sous la forme d’un produit D−1/2S, ou`
D = diag(d) ∈ Rn×n est modifie´e en meˆme temps que S (algorithme 4.2).
Complexite´. La complexite´ de l’algorithme d’actualisation de´pend de la re´partition des
points occulte´s :
C = 2n′2 + 4
n′∑
i=1
(pi − i)(n′ − i)
Voici quelques cas de figure de re´partitions :
– cas meilleur : tous les points occulte´s sont a` la fin de la liste (pi = i) :
C = 2n′2
– cas pire : tous les points occulte´s sont au de´but de la liste (pi = i+ n− n′) :
C = 2(n− n′)n′(n′ − 1) + 2n′2
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S ← R′Ω> -- S est R′ prive´ des colonnes occulte´es
d← [1 · · · 1]> ∈ Rn -- D = Idn
Pour i de 1 a` n′ faire
Pour k de i+ 1 a` pi faire
fast_givens(di, Si,i:n′ , dk, Sk,i:n′) -- couˆt : 4(n
′ − i) flops
finpour -- 4(pi − i)(n′ − i) flops
finpour -- le triangle supe´rieur de D−1/2S = R
S ′ ← S1:n′,1:n′
D′ ← diag(d1:n′) -- ainsi, H = R>R = S ′>D′−1S ′
re´soudre S ′>x′ = y en x′ -- n′2 flops
re´soudre S ′x = Dx′ en x -- n′2 + n′ flops
La de´composition re´sultante est diag(d)−1/2S.
Fonction utilise´e : la fonction fast_givens(d1, l1, d2, l2) effectue une rotation (ou une
re´flexion) entre les lignes d
−1/2
1 l1 et d
−1/2
2 l2, de manie`re a` annuler l21. En convenant que
toutes les variables sont en entre´e et en sortie, ceci s’e´crit :
(x1, x2)← (l11, l21) -- les e´le´ments qui de´terminent des facteurs de rotation
Si x2 6= 0 alors -- sinon, rien a` faire
Si x21d2 ≤ x22d1 alors -- la deuxie`me ligne est « dominante »[
l1
l2
]
←
[d2x1
d1x2
1
1 −x1
x2
] [
l1
l2
]
-- re´flexion
(d1, d2)← (1 + d2x
2
1
d1x22
)(d2, d1)
sinon -- la premie`re ligne est « dominante »[
l1
l2
]
←
[
1 d1x2
d2x1−x2
x1
1
] [
l1
l2
]
-- rotation
(d1, d2)← (1 + d1x
2
2
d2x21
)(d1, d2)
finsi
finsi
Algorithme 4.2: Re´solution de ΩG′Ω>x = y en x par actualisation ne´gative (downdating)
de la de´composition de Cholesky R′ de G′.
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– cas moyen : les points occulte´s sont re´partis re´gulie`rement (pi = bin/n′c) :
C = 4
n′∑
i=1
(⌊
in
n′
⌋
− i
)
(n′ − i) + 2n′2 ≈ 4
n′∑
i=1
(
in
n′
− i
)
(n′ − i)
≈ 2
3
(n− n′)(n′ + 1)(n′ + 2) + 2n′2
Si le rapport α = n′/n est constant, l’algorithme a une complexite´ enO(n3). Cependant,
le coefficient du n3 est faible : 2
3
(1 − α)α2, ce qui sugge`re que, pour les valeurs de n
conside´re´es, il peut eˆtre inte´ressant. Si nous conside´rons le cas moyen avec les chiffres
mentionne´s, C ≈ 6 Mflop.
4.2.3.7 Re´solution de PJD : approche ite´rative
Le mode`le a` l’origine de l’e´quation ΩG′Ω>x = y est une approximation (celle de la
phase d’apprentissage de JD), ce qui implique que nous pouvons nous contenter d’une
approximation de la solution en x (une erreur relative de ±0.1% sur les e´le´ments du vecteur
est acceptable). Ceci sugge`re d’utiliser une re´solution ite´rative.
Me´thodes ite´ratives classiques. Nous avons applique´ les me´thodes ite´ratives de Jaco-
bi/Gauss-Seidel et du gradient conjugue´ ([GL91] eq10.1.3 et alg10.2.1). Comme la matrice
H = ΩG′Ω> du syste`me est pleine, le couˆt de ces algorithmes est de´termine´ par celui d’un
produit matrice-vecteur avec H (il y a un produit par ite´ration qui couˆte 2n′2 flops).
Dans notre cas, ces me´thodes ne´cessitent de l’ordre de 60 ite´rations pour converger
vers des valeurs utilisables, ce qui correspond a` 10.8 Mflops. Ce n’est pas compe´titif ; nous
devons exploiter les particularite´s du proble`me.
Ame´lioration. Typiquement, on re´sout un proble`me line´aire de matrice A a` l’aide d’une
me´thode ite´rative dans les cas suivants :
– la matrice A est creuse et sa de´composition la rendrait pleine. Comme une solution
ite´rative repose sur des produits avec A, on peut exploiter le caracte`re creux ;
– on dispose d’une bonne approximation de la solution et quelques ite´rations permet-
tront de converger ;
– on dispose d’une bonne approximation de A−1. C’est le cas le plus favorable.
Nous faisons « comme si » nous e´tions dans ce troisie`me cas car :
– nous pouvons calculer G′−1 ;
– nous postulons queM−1 = ΩG′−1Ω> est une approximation utilisable de (ΩG′Ω>)−1.
Nous l’utilisons dans un « pre´conditionneur » pour un algorithme de gradient conjugue´♠
([GL91] algo10.3.1). L’algorithme 4.3 de´coule de toutes ces conside´rations.
L’algorithme converge a` la pre´cision machine en 15 ite´rations environ (une ite´ration
couˆte 4n′2 flops). Nous disposons d’un re´sultat suffisamment pre´cis en 5 ite´rations, c’est-
a`-dire en 1.8 Mflop, ce qui est un couˆt acceptable.
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k ← 0 ; x← 0n′ ; r ← y
Tant que r 6= 0n′ et k < kmax faire
z ← ΩG′−1Ω> -- application du pre´conditionneur (2n′ flops)
Si k = 0 alors -- calcul de la direction du prochain pas
u← ‖z‖2
p← z
sinon
u← r>z
p← z + u
uprec
p
finsi
a← ΩG′Ω>p -- 2n′ flops
α← u
p>a
x← x+ αp -- mise-a`-jour de l’estimation
r ← r − αa -- mise-a`-jour des re´sidus
k ← k + 1 ; uprec ← u
fintantque
Algorithme 4.3: Re´solution de ΩG′Ω>x = y en x par une me´thode ite´rative (kmax
ite´rations) de gradient conjugue´ pre´conditionne´. L’inverse de G′ est pre´calcule´e.
4.2.3.8 Enchaˆınement de traitements
Nous pouvons de´tecter des occultations a` deux moments : a` la fin de la chaˆıne de
traitements pour l’image courante (figure 4.11, chaˆıne 1) ou apre`s chaque e´tape d’estimation
(chaˆıne 2).
A priori, nous ne savons pas quelle chaˆıne donne les meilleurs re´sultats. La chaˆıne 2
tient compte de l’estimation la plus a` jour de θt, mais si l’estimation est trop impre´cise,
beaucoup de points pertinents sont conside´re´s occulte´s.
4.2.4 Expe´rimentation
4.2.4.1 Le protocole expe´rimental
L’e´valuation d’une approche de traitement des occultations se fait selon le protocole
suivant :
– nous employons la se´quence « de´formation » (§ 4.1.5.1) ;
– nous ajoutons sur chaque image un carre´ noir. Le carre´, de taille d×d, est centre´ sur
un point fixe de l’image (figure 4.12).
– nous effectuons le suivi et mesurons t∗.
4.2.4.2 Les trois traitements
D’abord nous fournissons la « ve´rite´ terrain » pour le masque. Nous comparons trois
approches des occultations (figure 4.13) :
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Fig. 4.11: Propositions de chaˆınes de traitements (avec les notations de la figure 4.3). Les
unite´s de suivi peuvent prendre en compte un masque d’occultation (§ 4.2.3.2 et 4.2.3.3).
Les masques d’occultation empruntent les chemins fle´che´s en pointille´s. L’ope´rateur « e´val
masque » calcule un masque (§ 4.2.3.1) a` partir d’un vecteur de parame`tres θ. La chaˆıne
0 est celle de la figure 4.3. Les chaˆınes 1 et 2 traitent les occultations.
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Fig. 4.12: Image de synthe`se avec occultation (d = 100)
– aucun traitement (c’est la re´fe´rence). Elle correspond a` la chaˆıne 0 de la figure 4.11 ;
– le traitement de Hager et Belhumeur (forcer a` 0 la diffe´rence de niveaux de gris sous
le masque d’occutation § 4.2.1.5) inte´gre´ dans la chaˆıne 2 ;
– notre approche (supprimer les points occulte´s dans l’estimation § 4.2.3.3) inte´gre´e a`
la chaˆıne 2.
notre me´thode
forcer a` 0
chaˆıne 0
taille des occultations d (pixels)
t∗
1009080706050403020100
450
400
350
300
250
200
150
100
50
0
Fig. 4.13: Traitement des occultations en supposant connu le masque. La taille de la cible
2D est environ 250× 250 pixels.
Les trois me´thodes sont e´quivalentes pour des petites occultations (d ≤ 5 pixels).
La chaˆıne 0 devient rapidement inefficace quand elles deviennent significatives (d > 20
pixels).
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Le principe de traitement de Hager et Belhumeur montre ses limites compare´ a` notre
solution.
4.2.4.3 Quand e´valuer les occultations ?
Nous comparons les chaˆınes 1 et 2 (figure 4.14), sans utiliser de ve´rite´ terrain dans la
de´tection du masque. La chaˆıne 0 sert de re´fe´rence.
Le graphe montre que pour une occultation de petite taille, il est pre´fe´rable de ne pas
faire de traitement, probablement parce que des points mal localise´s sont classe´s cache´s.
Quand les occultations deviennent assez grandes, c’est la chaˆıne 1 qui « s’en sort le moins
mal ».
chaˆıne 2
chaˆıne 1
chaˆıne 0
taille des occultations d (pixels)
t∗
1009080706050403020100
400
350
300
250
200
150
100
50
0
Fig. 4.14: Comparaison des chaˆınes de traitements.
4.2.4.4 Vitesse du traitement dans le cas JD
Pour choisir la me´thode de re´solution du syste`me ΩG′Ω>x = y dans le cas JD (§ 4.2.3.3),
nous avons compare´ les vitesses d’exe´cution pour les diffe´rentes me´thodes en faisant varier
le nombre de points visibles (figure 4.15).
On voit que la solution na¨ıve (de´composition) est nettement plus lente. La me´thode
ite´rative (avec 5 ite´rations) est la plus rapide, sauf quand les points occulte´s sont peu
nombreux (moins de 80) ou` l’actualisation ne´gative devient inte´ressante. L’actualisation
profite d’un sche´ma d’acce`s a` la me´moire plus efficace que la me´thode ite´rative.
4.2.5 Conclusion
Dans l’ensemble, le traitement des occultations par cette me´thode est tout de meˆme
tre`s couˆteux en temps de calcul ; nous perdons un des avantages de la me´thode JD : son
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Fig. 4.15: Couˆt d’une e´tape de suivi JD en fonction du nombre de points visibles (n′
sur n = 425). Les trois me´thodes compare´es sont la de´composition comple`te (§ 4.2.3.5),
l’actualisation ne´gative (§ 4.2.3.6) et la me´thode ite´rative base´e sur le gradient conjugue´
pre´conditionne´ (§ 4.2.3.7).
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efficacite´. Une exe´cution en temps re´el (moins de 20 ms pour toute la chaˆıne de traitements)
ne´cessite de faire des compromis : utiliser une machine plus rapide et/ou moins de points
de re´fe´rence.
Chapitre 5
Applications
Dans ce chapitre, nous pre´sentons deux techniques supple´mentaires qui participent a` la
fois de la cre´ation d’images panoramiques et du suivi robuste : le suivi dans une image
panoramique et la segmentation par « soustraction pixel a` pixel ». Ce type de
segmentations donne lieu a` deux applications :
– le codage vide´o ;
– la re´alite´ augmente´e.
5.1 Suivi dans une image panoramique
Nous nous plac¸ons dans le contexte e´voque´ dans l’introduction (§ 1.2.2 et figure 1.1).
Le protocole.
– Nous disposons d’une ou plusieurs vues panoramiques d’une sce`ne (figure 5.1), ra-
mene´es a` des projections centrales planes de centres optiques communs (§ 3.5.3) ;
– la sce`ne et l’e´clairage sont fige´s, mais des objets et/ou des personnages s’y ajoutent ;
– une came´ra filme cette sce`ne. Les mouvements admissibles du capteur sont ceux
de´crits au § 3.4.2.1 : elle peut changer de direction de vise´e et de distance focale. Si
la came´ra est monte´e sur un pied, le nombre de degre´s de liberte´ peut eˆtre limite´ a`
3 (deux angles de rotation –inclinaison et azimut– et un facteur de zoom).
Le but. Il s’agit de mettre en correspondance les images de la se´quence avec l’image
panoramique de re´fe´rence. Cette taˆche est un proble`me de suivi (deux images successives ♠
sont « proches ») a` base d’images ge´ome´triquement lie´es par des homographies 2D.
5.1.1 Mode´lisation
5.1.1.1 Relations avec le suivi d’un motif plan
En conside´rant que l’image panoramique en entier comme la cible 2D, nous
retrouvons le contexte du suivi d’un motif plan sans restriction aucune. Nous traitons le
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Fig. 5.1: Une image panoramique de re´fe´rence.
cas d’une image panoramique unique Ip.
La transformation initiale θ0 entre Ip et l’image I0 est suppose´e connue. Ce n’est pas
l’identite´. Elle peut eˆtre obtenue :
– manuellement. Avant de faire bouger la came´ra, l’utilisateur situe son image par
rapport a` la vue de re´fe´rence ;
– automatiquement. Le contexte est paralle`le a` celui du calcul de mosa¨ıques et plus
ge´ne´ralement de l’indexation d’images [MS01].
A` la diffe´rence du suivi d’un motif plan, l’image panoramique n’est jamais entie`rement
dans le champ visuel de la came´ra : seule une fraction des points de re´fe´rence de la cible 2D
se retrouve sur les images de la se´quence. Cette fraction est trop faible pour y appliquer
les traitements de´veloppe´s pour les occultations (§ 4.2).
5.1.1.2 Les tuiles
Nous appuyons le suivi sur plusieurs cibles 2D (des tuiles) qui recouvrent la vue de
re´fe´rence. Cette approche par tuiles inde´pendantes est une solution classique a` la contrainte
de fixite´ des points de re´fe´rence dans la me´thode JD ([NLJD02], [MDJ04]).
Nous utilisons des tuiles (figure 5.2) :
– rectangulaires, dispose´es en quinconce ;
– assez petites pour que plusieurs d’entre elles soient visibles sur chaque image de la
se´quence ;
– assez grandes pour pre´server la pertinence de l’estimation.
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Fig. 5.2: Disposition des tuiles couvrant l’image panoramique (figure 5.1).
5.1.2 Re´solution
Pour chaque tuile, nous choisissons un ensemble de points de re´fe´rence et nous exe´cutons
une phase d’apprentissage.
5.1.2.1 Combinaison des tuiles
Pendant la phase de suivi nous traitons l’image It. Nous utilisons θ̂t−1 pour de´tecter les
tuiles entie`rement visibles sur It−1. Nous estimons θt pour chacune de ces tuiles. Ensuite,
nous se´lectionnons (figure 5.3) les r tuiles qui :
– sont visibles. Seule une marge autour de la tuile peut sortir du champ ;
– ont peu de points occulte´s ;
– donnent des re´sultats de suivi raisonnables. Nous utilisons pour cela le crite`re d’es-
timation. Dans le cas JD, nous ve´rifions en plus la compatibilite´ de la perturbation
avec celle applique´e lors de la phase d’apprentissage (§ 4.1.4.4).
Fig. 5.3: Tuiles utilise´es pendant le suivi sur une image. En vert, celles utilise´es pendant
la combinaison des parame`tres θ. En rouge, les rejete´es).
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Pour combiner les re´sultats du suivi sur chaque tuile, nous utilisons ses 4 sommets. Avec
r tuiles, ceci donne 4r correspondances de points et 8r e´quations en θt. Nous re´solvons ces
e´quations au sens des moindres carre´s : les aberrations sont suppose´es rejete´es par l’e´tape
de se´lection des tuiles.
5.1.2.2 Chaˆınes d’estimation
La combinaison des tuiles peut eˆtre faite a` plusieurs moments :
– a` la fin des e´tapes. Le suivi est fait inde´pendamment sur chaque tuile et les re´sultats
sont combine´s a` la fin des traitements (figure 5.4, chaˆıne 1) ;
– apre`s chaque e´tape. Les re´sultats du suivi pour chaque tuile sont combine´s de`s qu’une
nouvelle estimation est disponible (figure 5.4, chaˆıne 2).
De la meˆme manie`re que dans le traitement des occultations (§ 4.2.3.8), la meilleure
chaˆıne est difficile a` de´terminer. La chaˆıne 2 permet de rattraper des erreurs d’estimation
dans une e´tape en cas de tuile occulte´e. Cependant, si une tuile est occulte´e, la divergence
peut n’eˆtre e´vidente qu’apre`s plusieurs e´tapes. Or, la chaˆıne 2 prend en compte cette tuile
qui contamine alors les autres re´sultats.
5.1.3 Expe´rimentation
5.1.3.1 Donne´es de synthe`se.
Nous avons fait des expe´riences de suivi sur des images de synthe`se. Elles repre´sentent
des boules avec une texture en de´grade´ sur fond noir (figure 5.5). Les orientations succes-
sives de la came´ra de´crivent un mouvement en spirale, de plus en plus rapide.
E´valuation du crite`re d’optimisation. Nous avons ve´rifie´ l’ade´quation du crite`re
d’optimisation (disponible pendant l’exe´cution de l’algorithme) avec le crite`re base´ sur
la ve´rite´ terrain (§ 4.1.5.1).
La figure 5.6 montre que ces deux crite`re sont cohe´rents entre eux. Le crite`re d’optimi-
sation est donc pertinent pour e´valuer les occultations.
Taille des tuiles. La taille optimale pour les tuiles pour cette se´quence est 130 × 120
pixels. Le vecteur se´parant deux tuiles a pour coordonne´es (75, 70). Les tuiles se recouvrent
donc fortement.
5.1.3.2 Se´quence re´elle
Les expe´riences sur des images re´elles portent sur des sce`nes d’inte´rieur (l’environnement
est bien controˆle´). La correspondance initiale θ0 entre I0 et l’image panoramique Ip est fixe´e
a` la main.
La figure 5.7 pre´sente une se´quence suivie a` l’aide de notre algorithme.
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Fig. 5.4: Chaˆınes d’estimation des parame`tres θ pour trois tuiles, avec les notations de la
figure 4.11. L’ope´rateur « e´val tuile » calcule le crite`re et teste les conditions de se´lection de
la tuile (§ 5.1.2.1). En cas de se´lection, la tuile est utilise´e par l’ope´ration « combinaison »
qui synthe´tise les parame`tres de l’homographie. Sinon, la tuile n’est pas utilise´e.
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Fig. 5.5: Images de synthe`se utilise´es pour le suivi dans des images panoramiques : les
images 0, 50 et 100 de la se´quence (de taille 400× 300 pixels et d’angle de vue horizontal
30◦) et l’image panoramique (taille 1024× 1024, angle de vue horizontal 90◦).
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Fig. 5.6: E´volution du crite`re d’optimisation et(θ̂t) et de la ve´rite´ terrain εt au cours d’une
se´quence vide´o synthe´tique.
Fig. 5.7: Image panoramique de re´fe´rence et images d’une se´quence vide´o suivie avec notre
me´thode.
138 CHAPITRE 5. APPLICATIONS
5.2 De´tection d’« intrus »
La segmentation a pour but d’extraire les zones occultantes de l’image It en cours de
traitement. Elle fournit un masque dense superposable a` It, c’est-a`-dire une image binaire
qui est a` 1 pour les parties non occulte´es et a` 0 pour les autres, cense´es repre´senter des
objets ou des personnages intrus.
Dans cette partie, l’image panoramique de re´fe´rence Ip et l’image It sont en couleurs ;
ce sont des fonctions
Ip, It : R2 → R3
D’apre`s l’e´quation fondamentale du mouvement (4.2), pour tout point m non occulte´
sur l’image courante,
Ip(T (inv(θt),m)) = It(m) (5.1)
La de´tection des points occulte´s exploite cette e´quation en ope´rant une « soustraction »
entre les membres de l’e´galite´ (de manie`re analogue au § 4.2.3.1).
Cette « soustraction » ne peut avoir lieu qu’apre`s un alignement ge´ome´trique (ou
compensation de mouvement) et photome´trique (ou chromatique).
5.2.1 Alignement ge´ome´trique
Pour obtenir un masque dense superposable a` It, nous re-projetons Ip sur It de manie`re
a` amener les points homologues en co¨ıncidence.
L’image panoramique re-projete´e sur l’image courante satisfait a` :
∀m, Ip,g,t(m) = Ip(T (inv(θt),m)) (5.2)
En pratique, l’algorithme de re-projection des images discre`tes est indique´ a` l’appendice
§ 7.2.3.
5.2.2 Alignement photome´trique
L’e´quation (5.1) n’est pas ve´rifie´e exactement si les capteurs utilise´s pour l’image pa-
noramique et la vide´o ont des caracte´ristiques photome´triques diffe´rentes.
L’alignement photome´trique consiste a` modifier les couleurs des points de It pour les
faire co¨ıncider avec celles des points homologues de Ip.
5.2.2.1 Mode`le d’alignement
Nous appliquons une transformation affine aux trois couleurs primaires de It pour ob-
tenir It,p :
∀m, It,p(m) = ApIt(m) + bp
Les parame`tres de l’alignement sont Ap ∈ R3×3 et bp ∈ R3.
Ce mode`le affine est relativement grossier. Les mode`les plus fins sont base´s sur une
« correction gamma » ([Nye92] 7.2.1).
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5.2.2.2 E´talonnage photome´trique
Nous estimons les parame`tres Ap ∈ R3×3 et bp ∈ R3 lors d’un e´talonnage photome´trique. ♠
Il est re´alise´ sur les images Ip,g,0 et I0, suppose´e sans occultation.
Le proble`me d’estimation. Conformement au cadre du § 2.2 :
– chaque point (mi)i=1..N de l’image I0 repre´sente une « expe´rience » ;
– les entre´es sont les couleurs sur I0 : x = I0(m) ;
– les sorties sont les couleurs sur Ip,g,0 : y = Ip,g,0(m) ;
– les parame`tres du mode`le sont Ap ∈ R3×3 et bp ∈ R3 (p = 12).
Ce qui me`ne a` la « boˆıte noire » suivante :
x ∈ R3 → Ap ∈ R
3×3, bp ∈ R3
m = 3;n = N ; p = 12; q = 3
→ y = Apx+ bp ∈ R3
Les erreurs. Les erreurs dont il faut tenir compte sont :
– la saturation des couleurs, qui se produit quand la came´ra est pointe´e en direction de
la lumie`re. Le point concerne´ apparaˆıt blanc, sans nuance. Nous traitons ce type d’er-
reur en supprimant les expe´riences dont la mesure en entre´e ou en sortie correspond
a` la couleur blanche ;
– les mesures aberrantes sur les pixels mal superpose´s. Le risque est fort dans les
re´gions de gradient e´leve´, ou` une petite erreur de mise en correspondance (qui peut
eˆtre infe´rieure au pixel) introduit une forte de´viation des couleurs ;
– le bruit photome´trique sur les mesures de couleur. Nous le mode´lisons comme un
bruit gaussien sur les entre´es et les sorties.
Pour traiter ce dernier type d’erreurs, nous nous plac¸ons dans le cadre ODR :
Pp
 min
∑N
i=1 ‖δi‖2 + ‖εi‖2
Ap ∈ R3×3, bp ∈ R3,∀i = 1..N, δi ∈ R3, εi ∈ R3
Ap(x˜i − δi) = y˜i − εi
Re´solution. En utilisant les valeurs exactes correspondant aux mesures, la contrainte
d’e´galite´ du proble`me (Pa) peut se mettre sous la forme :
[
Ap bp
]︸ ︷︷ ︸
X>
[
x1 · · · xN
1 · · · 1
]
︸ ︷︷ ︸
A>
=
[
y1 · · · yN
]︸ ︷︷ ︸
B>
qui nous rame`ne a` l’e´quation classique « AX = B ». Les erreurs sont sur la matrice B en
entier et sur les trois premie`res colonnes de A. C’est donc un proble`me TLS structure´.
C’est un cas favorable car sa structure re´ve`le un proble`me LS/TLS mixte pour lequel
existe une solution analytique ([SVH02] 3.6.3 p92).
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It,p Ip,g,t
Fig. 5.8: Image de la se´quence vide´o apre`s alignement photome´trique et image panoramique
de re´fe´rence (figure 5.1) apre`s alignement ge´ome´trique.
5.2.3 « Soustraction » de l’arrie`re-plan
En l’absence d’occultation, l’e´quation (5.1) se traduit par It,p = Ip,g,t.
Dans le cas contraire (figure 5.8), la diffe´rence It,p − Ip,g,t re´ve`le les objets occultants :
ils sont aux points ou` elle est non ne´gligeable.
En pratique (algorithme 5.1) :
– nous supposons les zones occultantes « contraste´es » par rapport aux occulte´es ;
– nous lissons It,p = Ip,g,t a` l’aide d’un ope´rateur d’ouverture morphologique pour
re´sister aux impre´cisions photome´trique (e´chantillonnage discret) et ge´ome´trique
(suivi).
M2
Fig. 5.9: Masque d’occultation avant application du seuil (algorithme 5.1) et premier plan
extrait (les parties transparentes sont repre´sente´es en e´chiquier gris et blanc).
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La figure 5.9 montre un re´sultat. Le masque est correct sauf sur la teˆte, qui paraˆıt
de´tache´e du corps. Ceci est duˆ au fait que la couleur de Ip,g,t (la craie brune) est tre`s
proche de celle de la peau sur It,p.
Pour m ∈ [[0, l − 1]]× [[0, h− 1]] faire
M1(m)← max3(Ip,g,t(m)− It,p(m)) -- soustraction d’arrie`re-plan
finpour
M2 ← dilatation(e´rosion(M1)) -- ouverture morphologique
Pour m ∈ [[0, l − 1]]× [[0, h− 1]] faire
M3(m)← seuillage(M2(m), s)
finpour
-- En sortie, M3 vaut 1 aux points occulte´s, 0 sinon
Fonctions utilise´es :
– max3(v) renvoie max{|v1|, |v2|, |v3|} ;
– les ope´rateurs morphologiques dilatation et e´rosion utilisent un disque comme
e´le´ment structurant (appendice 7.5.2.4) ;
– seuillage(v, s) transforme le niveau de gris v ∈ R en masque :
seuillage(v, s) =
{
1 si v > s
0 sinon
Algorithme 5.1: Algorithme de segmentation par « soustraction » entre l’image panora-
mique de re´fe´rence Ip,g,t et l’image courante It,p. Le seuil s est a` ajuster manuellement.
Pour rebondir sur la contrainte du temps re´el qui est la caracte´ristique majeure de
notre contribution, nous affirmons que l’imple´mentation (appendice 7.5) de l’algorithme 5.1
« sature » les ordinateurs personnels actuels. Au dela`, la « goutte d’eau ferait de´border le
vase ».
5.3 Codage vide´o
Nous utilisons notre me´thode pour envoyer par un re´seau une se´quence vide´o au fur et
a` mesure de son acquisition.
5.3.1 E´tat de l’art (tre`s rapide)
5.3.1.1 Codage fond-forme
Beaucoup de recherches actuelles traitent de la compression vide´o par objets : diffe´ren-
tes re´gions de la sce`ne sont code´es par des me´thodes de´die´es, choisies pour leur efficacite´
sur un type d’images donne´.
Dans ce contexte, Irani et al. ([IAB+96] §2.2) ont propose´ de coder se´pare´ment le
premier plan et l’arrie`re-plan de se´quences vide´o sportives. L’arrie`re-plan est compose´ d’une
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vue panoramique. Des techniques de suivi et de segmentation diverses ont e´te´ propose´es
pour constituer un tel encodeur ([IAB+96] §2.2, [DM96], [BDH03]).
5.3.1.2 MPEG-4
Les normes de codage vide´o actuelles (les formats Windows Media, QuickTime,
RealMedia, dans une certaine mesure flash, et surtout MPEG-4) ne se limitent pas a`
ranger une piste vide´o et audio dans un fichier. Un document est compose´s d’un nombre
arbitraire de me´dias (texte, image, se´quence vide´o, se´quence audio, etc.) organise´s dans
une pre´sentation multime´dia.
La norme de codage MPEG-4, propose, en plus des possibilite´s des formats vide´o tra-
ditionnels :
– de nouveaux me´dias, comprenant des objets 3D, des images panoramiques, des sources
audio localise´es, des images vectorielles, etc. Ces me´dias sont des « objets » : ils
peuvent eˆtre ajoute´s, supprime´s, manipule´s inde´pendamment ;
– un langage de description de sce`ne, BIFS (BInary Format for Scenes [PE02] § 4).
Il permet de spe´cifier comment les me´dias sont compose´s entre eux en espace (ou`
afficher ?) et en temps (quand jouer ?). Le langage de´crit ussi toutes les interactions
avec l’utilisateur (lecture, stop, clic sur un lien, etc.) ;
– un moyen de publier ces donne´es sur le re´seau. Elles (me´dias, BIFS) sont transfe´re´es
sous forme de flux (stream en anglais). Chaque donne´e composant une pre´sentation
est de´compose´e en paquets. Les paquets des diffe´rents flux sont envoye´s dans un ordre
choisi par un multiplexeur pour que :
– la pre´sentation puisse eˆtre joue´e progressivement (streaming en anglais). Par exem-
ple le de´but d’une vide´o peut eˆtre affiche´ avant que toute la se´quence soit rec¸ue,
comme sur une vraie te´le´vision,
– les erreurs de transmission par le re´seau affectent le moins possible la qualite´ de la
pre´sentation.
Ces ajouts s’accompagnent de nombreuses ame´liorations des normes de codage pour les
se´quences vide´o (format H264 et format de´die´ aux visages), les images (JPEG2000) et les
se´quences audio (format de´die´ a` la parole).
Des lecteurs (players) MPEG-4 plus ou moins complets (http://www.envivio.com)
sont disponibles pour le grand public.
La norme MPEG-4 spe´cifie le fonctionnement du de´codage pour chaque me´dia mais pas
celui de l’encodage. Ceci laisse un grande latitude du coˆte´ de l’encodage, ce qui explique
les nombreuses recherches portant sur les techniques d’encodage pour les diffe´rents me´dias.
5.3.1.3 Ce que nous en retenons
Dans le cadre de MPEG-4, la composition visuelle nous inte´resse particulie`rement.
Deux me´dias visuels peuvent eˆtre superpose´s lors de la visualisation de la pre´sentation.
A` un instant donne´, chacun des me´dias, en partie transparent, est dessine´ dans un plan
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objet vide´o (VOP pour Video Object Plane en anglais) se´pare´. Les deux VOP sont ensuite
superpose´s pour former l’image finale.
Nous pouvons transmettre l’arrie`re-plan (l’image panoramique) et le premier plan (les
objets occultants) dans des flux se´pare´s. Le flux vide´o de premier plan peut eˆtre produit
et affiche´ en temps re´el ([PE02], p356).
5.3.2 Notre technique de codage
La figure 5.10 de´taille notre architecture d’encodage (coˆte´ serveur) et de de´codage (coˆte´
client). Les flux de donne´es contenant les diffe´rents me´dias sont multiplexe´s, envoye´s sur le
re´seau, et reconstitue´s du coˆte´ client par le « de´-multiplexeur ». Les composantes maison
ont pour nom « ge´ne´ration de la vue panoramique », « suivi » et « segmentation ».
5.3.2.1 Traitement de l’image panoramique
L’image panoramique est transforme´e en flux par un codeur progressif exploitant la
multire´solution : a` partir d’un premier jet de donne´es, le de´codeur peut reconstituer l’image
en re´solution re´duite. La suite du flux (4) ajoute progressivement des de´tails a` l’image. De
cette manie`re, l’affichage de l’arrie`re-plan peut commencer avant la fin de la transmission
des donne´es.
Le suivi fournit, pour chaque image It de la se´quence les parame`tres θt de l’homographie
associe´e. Ils sont envoye´s dans un flux (0). Du coˆte´ client (boˆıte « re-projection »), ils
constituent les parame`tres d’une homographie qui, applique´e a` la vue panoramique, la
rame`ne dans le repe`re de l’image de la se´quence (e´quation 5.2). Ceci constitue le VOP/0,
celui de l’arrie`re-plan.
5.3.2.2 Le premier plan
La segmentation fournit une se´quence d’images du premier plan, avec les masques
d’occultation correspondants. La technique retenue dans MPEG-4 repose sur une partition
de l’image en macroblocs (MB).
Codage. Pour les images-cle´s, l’image et le masque sont code´s se´pare´ment (flux (1) et
(2)) :
– le masque est conside´re´ comme une image a` 1 bit par pixel, code´e sans perte. Un MB
est soit entie`rement noir, soit entie`rement blanc, soit partage´, auquel cas un codeur
arithme´tique s’en charge ([PE02] § 8.3.1) ;
– seuls les MB non occulte´s de l’image (la texture) sont code´s, a` l’aide d’une transforme´e
en cosinus discre`te (DCT). S’ils sont partiellement occulte´s, seuls les pixels visibles
sont code´s, avec une DCT unidimensionnelle ([PE02] § 8.3.3).
Le masque et la texture sont tous les deux interpole´s en temps, entre les images-cle´s. Pour
cela, un flux (3) fournit un vecteur de translation pour chaque MB.
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Fig. 5.10: Architecture de codage et de de´codage d’une se´quence vide´o prise dans nos
conditions expe´rimentales.
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De´codage. Du coˆte´ client, le masque est de´code´ en premier. Lui succe`de (car il en
de´pend) le de´codage de la texture. En sortie, la zone texture´e non masque´e est trans-
parente et constitue le VOP/1.
5.3.2.3 Superposition
Les deux VOP sont superpose´s par un compositeur de VOP, et affiche´s sur l’e´cran de
l’utilisateur. La figure 5.11 pre´sente un exemple d’image obtenue lors de cette combinai-
son. La segmentation de l’image est celle de la figure 5.9. Les erreurs de segmentation se
traduisent par des parties du VOP/1 qui semblent disparaˆıtre.
Fig. 5.11: Image d’une se´quence vide´o reconstruite en combinant la re´fe´rence panoramique
re-projete´e et un objet au premier plan, et vue de´taille´e qui met en e´vidence une erreur de
segmentation : une partie de la teˆte n’est pas transmise.
5.3.2.4 Controˆle du lecteur MPEG-4
Cote´ serveur, un composant de gestion envoie un flux de description de sce`ne au format
BIFS (5). Le composant de gestion du client utilise ces informations pour activer la chaˆıne
de de´codeurs qui traitent les autres flux de la pre´sentation. Les donne´es BIFS indiquent
aussi au composant comment re´agir aux actions de l’utilisateur.
5.3.3 Conclusion
Tous ces composants peuvent fonctionner en temps re´el, puisque les flux sont envoye´s et
affiche´s simultane´ment : c’est du streaming (acce`s aux donne´es multime´dia en flux continu
[Gri03] § 2). Le programme d’affichage, coˆte´ client, est un lecteur MPEG-4 ge´ne´rique ;
aucun de´codeur ou programme spe´cifiques ne sont ne´cessaires.
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Avec un codeur ge´ne´rique, toutes les images doivent eˆtre entie`rement encode´es. Graˆce a`
notre approche, une fois l’arrie`re-plan transmis, seul le premier plan ne´cessite d’eˆtre envoye´
pour chaque image. La bande passante utilise´e pour transmettre les flux s’en trouve re´duite
de facto.
5.4 Re´alite´ augmente´e
5.4.1 E´tat de l’art (en toute modestie)
Beaucoup de recherches et de logiciels visent a` me´langer des e´le´ments graphiques re´els
et virtuels dans une sce`ne. Tre`s approximativement, ces combinaisons peuvent eˆtre place´es
sur une e´chelle (le « continuum re´el-virtuel » de Milgram, [Mas04] p3) :
virtualité VirtuelRéel
environnement virtuelenvironnement réel
réalité
augmentée augmentée
Dans cette e´chelle :
– le re´el correspond a` des images produites par une came´ra ;
– le virtuel comprend uniquement des images de synthe`se ;
– la re´alite´ augmente´e consiste a` ajouter dans des images re´elles des e´le´ments de synthe`se
(les augmentations). Par exemple, de nombreux effets spe´ciaux de films visent a` ra-
jouter des objets 3D dans une sce`ne filme´e ;
– la virtualite´ augmente´e consiste a` ajouter dans un environnement synthe´tique un
objet re´el. Dans cette cate´gorie se trouvent les logiciels de communication ou` les partici-
pants sont repre´sente´s par des figurines (des avatars) dans une sce`ne virtuelle. La teˆte
de ces avatars est souvent une photo du visage du participant qu’ils repre´sentent : c’est
l’e´le´ment re´el.
Ces deux derniers cas sont regroupe´s sous le terme de « re´alite´ mixte », ils ne´cessitent
a` la fois des techniques d’analyse et de synthe`se d’images. Nous nous inte´ressons parti-
culie`rement a` la re´alite´ augmente´e, parce que c’est la sce`ne re´elle qui de´termine la position
et l’orientation de la came´ra, la partie de synthe`se devant s’y adapter.
Pour produire les images de synthe`se, on utilise une sce`ne virtuelle comprenant les
augmentations, une came´ra virtuelle et des sources de lumie`res. L’image produite par la
came´ra virtuelle est combine´e avec l’image re´elle. Dans le cas le plus simple, la combinaison
revient simplement a` superposer l’image virtuelle, partiellement transparente, a` l’image
re´elle.
Azuma et al. ([ABB+01] p35) classifient les logiciels de re´alite´ augmente´e selon :
– le type d’application. Le logiciel doit-il fonctionner en temps re´el (cas des visites
virtuelles) ou hors-ligne (cas des effets spe´ciaux) ? Selon eux, seules les applications
interactives rele`vent de la re´alite´ augmente´e ;
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– le type de donne´es en entre´e. L’incontournable came´ra est-elle e´talonne´e ? y-a-t-il des
capteurs de´die´s de position et d’orientation ? des marqueurs ? des donne´es a priori
sur la sce`ne ?
– le support d’affichage. Est-ce un e´cran d’ordinateur ou des lunettes semi-transparentes
sur lesquelles peuvent eˆtre affiche´es des augmentations ?
Dans notre cas, l’application est en temps re´el, la seule entre´e est le flux vide´o et
l’affichage se fait sur un e´cran.
5.4.1.1 La visualisation en re´alite´ augmente´e
La production d’images en re´alite´ augmente´e ne´cessite de mette en cohe´rence l’image
de la sce`ne re´elle et les augmentations. Ce proble`me a deux aspects : ge´ome´trique et
photome´trique ([Gib04] p3).
La cohe´rence photome´trique. Elle concerne la visualisation des couleurs :
– l’environnement lumineux de la sce`ne virtuelle doit eˆtre le meˆme que celui de la sce`ne
re´elle. Ainsi, les objets ont une luminosite´ et une ombre propre compatibles avec leur
environnement ;
– les interactions lumineuses entre objets doivent eˆtre prises en compte. Les ombres
porte´es des objets virtuels sur les objets re´els (et vice-versa) sont synthe´tise´es.
La visualisation hors-ligne re´aliste des augmentations est possible depuis le de´but des
anne´es ’90 en utilisant le lancer de rayons. De nos jours, elle peut se faire en temps re´el
([GCHH03] § 2) graˆce a` :
– une utilisation astucieuse des cartes vide´o, dont la vitesse croˆıt « exponentiellement »
et qui peuvent faire des ope´rations de plus en plus complexes ;
– des hypothe`ses simplificatrices tant sur le mode`le d’e´clairage que sur les objets dans
les zones d’ombre.
Quelle que soit la technique applique´e, un mode`le 3D approximatif de la sce`ne re´elle (objets
et lumie`res) est ne´cessaire.
La cohe´rence ge´ome´trique. Elle est soumise a` deux contraintes :
– les parame`tres intrinse`ques des came´ras re´elle et virtuelle doivent eˆtre identiques,
ainsi que leur pose dans leurs sce`nes respectives (la position est de´finie a` un facteur
d’e´chelle pre`s). De cette manie`re, les objets synthe´tiques immobiles dans la sce`ne
virtuelle paraissent immobiles dans la vue augmente´e, quel que soit le mouvement de
la came´ra ;
– les interactions entre objets re´els et virtuels doivent eˆtre re´alistes. Ceci concerne tout
particulie`rement les occultations et les collisions.
Nous nous inte´ressons a` cet aspect ge´ome´trique.
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5.4.1.2 Les contraintes ge´ome´triques
Pour re´aliser l’augmentation des se´quences vide´o, le mode`le ge´ome´trique de la came´ra
virtuelle peut eˆtre de´duit d’un suivi visuel de points de re´fe´rence immobiles dans la sce`ne.
Cette approche qui ne´cessite de connaˆıtre entie`rement la trajectoire 2D (dans la vide´o) des
points de re´fe´rence, permet d’estimer simultane´ment les coordonne´es 3D de ces derniers et
la pose de la came´ra pour chaque image. Elle ne peut donc pas fonctionner en temps re´el.
Faugeras ([Fau98] p23) augmente des vide´os avec des objets synthe´tiques qui paraissent
immobiles par rapport a` un objet re´el de re´fe´rence. Les occultations de l’objet de synthe`se
par des objets re´els ne sont pas ge´re´es, mais graˆce a` un mode`le 3D simplifie´ de l’objet de
re´fe´rence, une ombre porte´e peut eˆtre introduite.
Le proble`me des occultations d’objets virtuels par des objets re´els est relativement facile
a` traiter quand un mode`le 3D complet de la sce`ne est disponible.
Lepetit et Berger [LB00] utilisent l’information minimale pour traiter les occultations,
a` savoir le re´sultat d’un de´tourage des objets re´els occultants sur quelques « images-cle´s ».
Ces re´gions sont interpole´es pour les images interme´diaires. Lors de la visualisation, elle
sont affiche´es au premier plan, masquant les augmentations. Comme la technique ne´cessite
une action de l’utilisateur sur les « images-cle´s » de la vide´o augmente´e, elle ne peut pas
fonctionner en temps re´el.
5.4.1.3 Le temps re´el
La re´alite´ augmente´e en temps re´el doit satisfaire a` deux conditions :
la causalite´. Le traitement de l’image courante ne de´pend pas des images suivantes de la
vide´o ;
la rapidite´. Les images sont traite´es au rythme de la vide´o (en moins de 40 ms).
La re´alite´ augmente´ en temps re´el est possible en utilisant des informations a priori sur
la sce`ne, par exemple :
– les parame`tres intrinse`ques de la came´ra et quatre points sur un plan texture´. Sur
cette base, Simon et Berger ([SB02] § 3) ajoutent un objet solidaire de ce plan. Le
suivi peut eˆtre rendu plus robuste en e´tendant le traitement a` plusieurs plans du
meˆme objet rigide ;
– la de´finition d’un rectangle dans la sce`ne. Il sert de mire d’e´talonnage (parame`tres
intrinse`ques) de la came´ra ([SB02] § 4). En y rajoutant la dimension 3D d’un objet
(par exemple la longueur d’un des coˆte´s du rectangle), le facteur d’e´chelle peut eˆtre
estime´ ([PrM04] § 3). Les objets virtuels sont alors de´finissables dans un espace
me´trique ;
– le mode`le 3D d’un objet de re´fe´rence. Lepetit et al. ([LVTF03] § 2) proce`dent a` une
phase d’apprentissage s’appuyant sur un mode`le 3D de l’objet et quelques images
de re´fe´rence (keyframes) de celui-ci, pour de´tecter des points caracte´ristiques de sa
texture. Lors de l’expe´rience de re´alite´ augmente´e, pendant l’initialisation et quand
le suivi e´choue, la phase d’apprentissage leur permet de localiser la cible sans utiliser
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l’hypothe`se de petits changements. Ils pre´sentent des exemples d’applications ou`
l’objet de re´fe´rence est un objet manufacture´, un baˆtiment ou un visage.
Ces informations sont d’autant plus faciles a` obtenir que l’environnement est controˆle´
(typiquement, un contexte urbain).
5.4.1.4 Ce que nous en retenons
Dans le contexte de la re´alite´ augmente´e, nous nous attachons a` satisfaire les contraintes
ge´ome´triques. Nous pouvons faire ceci en temps re´el graˆce a` notre cadre expe´rimental tre`s
simplifie´ : le centre optique de la came´ra est immobile.
D’un point de vue ge´ome´trique, ceci permet de :
– remplacer les parame`tre (intrinse`ques et extrinse`ques) de la came´ra par ceux d’une
homographie ;
– re´duire l’information a` connaˆıtre sur l’image re´elle et les augmentations a` deux di-
mensions.
D’un point de vue photome´trique, l’absence d’information 3D limite les possibilite´s
d’adaptation des lumie`res a` une correction de la balance des blancs.
5.4.2 Re´alite´ augmente´e en 2D
Notre syste`me de re´alite´ augmente´e repose sur une superposition d’images partielle-
ment transparentes : les plans.
5.4.2.1 Les plans
A` chaque plan sont associe´s une image et un masque d’occultation, ou « canal alpha ».
Mathe´matiquement, a` l’image I en couleurs nous adjoignons un canal alpha J
J : R2 −→ [0, 1]
Si J(m) vaut 1, le plan est opaque en ce point, et sa couleur est I(m). S’il vaut 0, le plan
est transparent. Les valeurs interme´diaires indiquent une transparence partielle.
Les plans que nous manipulons sont (voir aussi la figure 1.1) : ♠
– l’image panoramique de re´fe´rence aligne´e ge´ome´triquement Ip,g,t, qui est entie`rement
opaque ;
– l’image au premier plan extraite It,p, extraite en calculant le masque d’occultation a`
l’aide de l’algorithme 5.1 ;
– l’image de synthe`se d’une augmentation qui est opaque seulement aux points ou`
l’objet est visible ;
– une image panoramique modifie´e, entie`rement opaque.
150 CHAPITRE 5. APPLICATIONS
5.4.2.2 La superposition
L’image S, superposition des plans I1, ..., In de canaux alpha J1, ..., Jn est de´finie par
le sche´ma ite´ratif :{
S0 est ad hoc (c’est par exemple un motif d’e´chiquier gris et blanc)
Si : m→ Si(m) = (1− Ji(m))Si−1(m) + Ji(m)Ii(m) (5.3)
La superposition est S = Sn.
Les occultations sont induites par :
– l’ordre de superposition des plans ;
– les parties transparentes de ceux-ci.
Ces plans transparents sont analogues aux empilements de feuilles de cellulose utilise´s
traditionnellement dans la cre´ation de dessins anime´s. Cependant, a` l’oppose´ de cette
technique, les transformations applicables aux images ne se limitent pas a` des translations
mais a` des homographies.
5.4.3 Expe´rimentation
Nous avons e´crit deux sce´narios de re´alite´ augmente´e.
5.4.3.1 Insertion d’un objet de synthe`se
Il s’agit d’ajouter un objet de synthe`se dans la se´quence vide´o pour aboutir a` une
inte´gration en harmonie (ge´ome´trique) avec le « de´cor » existant. Cet objet est en premier
plan et ne subit aucune occultation en provenance des composantes re´elles.
Pour cela, il suffit de superposer les plans suivants :
1. l’image courante de la se´quence vide´o It,p, sans masque d’occultation. La segmenta-
tion n’est pas utilise´e ;
2. un plan contenant l’image artificielle d’une augmentation. Ce peut eˆtre :
– un objet 3D virtuel dont l’image est calcule´e en temps re´el ;
– une image panoramique pre´calcule´e porteuse de l’augmentation.
La figure 5.12 illustre ce sce´nario. Le mouvement du bureau virtuel est cohe´rent avec
le reste de la sce`ne : il reste fixe par rapport au tableau.
5.4.3.2 Extraction d’intrus
Il s’agit d’extraire de la sce`ne les objets/personnages occultants et les repre´senter au
premier plan d’un de´cor virtuel.
Pour cela, il suffit de superposer les plans suivants :
1. une image panoramique modifie´e. Un dessinateur peut la pre´parer a` partir de pho-
tographies ou d’e´le´ments synthe´tiques ;
2. l’objet occultant extrait de la se´quence vide´o.
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Fig. 5.12: Re´alite´ augmente´e avec insertion d’un objet de synthe`se : l’objet de synthe`se
(au milieu) et quatre images de la vide´o augmente´e.
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Fig. 5.13: Re´alite´ augmente´e avec extraction de l’objet occultant : image panoramique de
synthe`se (au milieu) et images de la se´quence ou` l’arrie`re-plan est remplace´ par celle-ci. La
se´quence vide´o comple`te et les quatre images retenues sont celles de la figure 5.12.
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Ce sce´nario correspond au cas pre´sente´ dans l’introduction (§ 1.1).
La figure 5.13 illustre le sce´nario. L’image panoramique modifie´e est un me´lange artis-
tique d’e´le´ments synthe´tiques et de photographies. Ce « faux fond » a le meˆme mouvement
apparent que la sce`ne re´elle. Le de´placement du personnage ne permet pas de de´celer le
trucage !
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Chapitre 6
Conclusion
Graˆce a` notre « suivi robuste, en temps re´el, de se´quences vide´o » au sein d’une
image panoramique de re´fe´rence nous avons pu de´velopper des applications qui visent
a` « composer des objets visuels ».
6.1 La composition d’objets visuels
Les deux contextes. Nous traitons la composition dans deux contextes ge´ne´raux :
– le codage vide´o par objets. L’obstacle est alors la « de´tection » d’un objet (ie. d’une
re´gion associe´e, dans un sens a` de´finir) et son suivi spatio-temporel ;
– la re´alite´ augmente´e. Le nœud du proble`me est alors de caler (et de maintenir ce
calage !) les parame`tres extrinse`ques (voire intrinse`ques) du capteur de synthe`se sur
ceux du capteur re´el.
Les simplifications. Notre approche ope´rant dans des conditions spe´cifiques et sim-
plificatrices (came´ra a` centre optique fixe, § 5.1) nous a permis d’unifier ces deux « in-
terpre´tations » de la composition d’objets visuels :
– dans un sens (codage, § 5.3), le calcul des « homographies inter-images » (c’est le
titre de la the`se) permet le suivi de « l’objet fond » ;
– dans l’autre sens (re´alite´ augmente´e, § 5.4), les homographies calcule´es rassemblent
l’information utile sur les parame`tres de la came´ra.
Les autres objets. Ils ne suivent pas le mode`le de mouvement, mais nous les manipulons
afin d’aboutir a` nos applications de « composition d’objets visuels ». Le traitement (§ 5.2)
doit porter, explicitement ou implicitement, sur leurs parame`tres de forme, de texture, de
position dans la sce`ne et de mouvement.
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6.2 Comment avons-nous « attaque´ » le proble`me ?
Nous avons adopte´ syste´matiquement la meˆme de´marche dans l’approche de ces diffe´-
rents points noirs.
L’ide´e force est d’abord de ne pas traiter ces proble`mes complexes dans toute leur
ge´ne´ralite´ : par exemple, 30 ans de travaux imparfaits sur des me´thodes ge´ne´rales de
segmentation d’images nous incitent a` un peu d’humilite´ concernant notre taˆche d’identi-
fication des objets qui suivent le mode`le.
De meˆme, alors que le mode`le de projection plane 3D→ 2D englobe tous les parame`tres
intrinse`ques et extrinse`ques de la came´ra, nous le ramenons a` une homographie 2D dans
le cas ou` :
– la cible d’inte´reˆt de l’espace 3D est plane (chapitre 4) ;
– il est ne´cessaire et suffisant de comparer deux images provenant d’une came´ra dont
le centre optique est fixe (chapitre 5).
L’estimation de parame`tres. A` l’instar de nombreux auteurs de travaux actuels au
sein de la communaute´ de vision par calculateur, nous avons privile´gie´ une approche ou`
l’estimation de parame`tres nous permet :
– de re´unir adroitement un large ensemble d’informations ou de donne´es de re´fe´rence,
a` savoir les observations, les mesures, les expe´riences faites hors ligne, les images de
re´fe´rence ou d’apprentissage ;
– de choisir un ou plusieurs mode`les mathe´matiques parame´tre´s pouvant expliquer (sur
le plan ge´ome´trique, photome´trique, temporel, etc.) la re´union non hasardeuse de ces
donne´es de re´fe´rences ;
– d’identifier mathe´matiquement et noter en noir sur blanc l’ensemble des approxi-
mations sous-jacentes aux divers mode`les et, dans un meˆme e´lan, l’ensemble des
erreurs nume´riques susceptibles de contaminer ces informations ;
– de repre´senter de manie`re compacte et robuste ces donne´es par un simple vecteur
de parame`tres ;
– de valider autant que faire se peut la de´marche par l’expe´rience. Elle s’applique
d’abord sur des donne´es parfaitement controˆle´es (de synthe`se), afin de « fortifier le
mode`le nouveau-ne´ », puis sur les « vrais » proble`mes rencontre´s sur des images de
sce`nes re´elles.
Le temps re´el. Cette de´marche syste´matique e´tant par ailleurs place´e dans un cadre
fortement contraint par le temps, nous avons de´cline´ ces principes de plusieurs fac¸ons pour
que nos re´sultats nume´riques soient de´livre´s « juste a` temps ».
Ainsi, lorsque l’acquisition d’informations de re´fe´rence est couˆteuse, nous avons pri-
vile´gie´ une approche d’apprentissage « hors ligne » des mode`les. Lorsque les e´tapes nume´-
riques de re´solution sont lourdes, un effort d’imple´mentation a duˆ eˆtre fait.
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6.3 Contributions
Nos contributions sont nombreuses, a` de´faut d’eˆtre fondamentales. Relevons :
– une technique de calcul de la SVD partielle pour les matrices contenant des niveaux
de gris (§ 2.6.2.2 et 7.3) ;
– une solution du proble`me DLS multidimensionnel et la technique de calcul associe´e
(§ 2.6.2.3) ;
– l’estimateur LTTS, combinaison de LTS et TLS (§ 2.6.4.1) ;
– une approche hie´rarchique par re´gions (§ 3.4.4) et une estimation non line´aire ite´re´e
de l’homographie (§ 3.4.5.4) pour la ge´ne´ration de mosa¨ıques ;
– des ame´liorations de la me´thode de suivi de Jurie et Dhome. Parmi elles :
– l’estimation de la matrice d’apprentissage par TLS (§ 4.1.3.4),
– une e´tude du type d’expe´riences a` appliquer pendant l’apprentissage (§ 4.1.4.3),
– un diagnostic sur le re´sultat du suivi (§ 4.1.4.4),
– un agencement hie´rarchique de plusieurs me´thodes (§ 4.1.4.5),
– un sche´ma de pre´diction simple (§ 4.1.4.6) ;
– une formulation et sa re´solution du proble`me de la suppression de points de re´fe´rence
dans la me´thode de Jurie et Dhome (§ 4.2.3.3). Pour cela, nous avons de´veloppe´
deux me´thodes d’actualisation ne´gative (downdating) multiple d’une de´composition
de Cholesky : une analytique (§ 4.2.3.6) et une ite´rative (§ 4.2.3.7) ;
– une expe´rimentation reposant sur la fabrication a` la maison d’une image de re´fe´rence
panoramique de la sce`ne (§ 5.1) ;
– une technique d’e´talonnage photome´trique avec un mode`le affine (§ 5.2.2.2) ;
– une formulation de la re´alite´ augmente´e 2D en termes de plans transparents (§ 5.4.2) ;
– une technique de calcul sur processeur graphique de la dilatation et de l’e´rosion
morphologiques dans les cas se´parable et non-se´parable (§ 7.5.2.4).
6.4 Perspectives
« Les perspectives n’engagent que ceux qui y croient. » Ainsi (a` peu pre`s) sonne
l’adage de´sabuse´ d’un homme politique ce´le`bre. Nous nous permettrons ne´anmoins d’ouvrir
quelques pistes dans la continuite´ de notre travail.
Apprentissage. Comment mieux choisir nos donne´es de re´fe´rence ? (ensemble d’appren-
tissage par exemple). Pour le moment, nous n’avons que des re´sultats empiriques sur la
manie`re dont doit eˆtre mene´ l’apprentissage.
Mode`le de mouvement. Comment enrichir le mode`le de mouvement ? Il y a plusieurs
pistes, consistant a` introduire plus de connaissance sur les objets suivis :
– mode`les base´s sur des maillages (plus compacts qu’un champ dense de mouvements) ;
– mode`les de´formables (de gestes, articulaires) adapte´s au suivi d’un personnage ;
– mode`les de textures (tissus par exemple).
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Stabilisation du suivi. Comment ajuster le compromis entre un suivi « tremblant » et
re´actif (sans lissage) et un suivi stabilise´ mais qui peut avoir quelques images de retard (avec
lissage) ? Notre me´thode pourrait eˆtre re´gularise´ en donnant plus de place a` la pre´diction.
Suivi base´ sur une image panoramique brute. Dans la version actuelle, l’image
de re´fe´rence est obtenue par re-projection d’une ou plusieurs images brutes. Elle est
e´chantillonne´e une deuxie`me fois pendant le suivi. Pour e´viter ce double e´chantillonnage,
l’algorithme doit pouvoir traiter directement l’image brute.
Approches des occultations. Pour traiter les occultations, vaut-il mieux chercher a`
supprimer les points occulte´s ou rassembler ces points en petites re´gions et de´tecter les
re´gions occulte´es ? Nous n’avons explore´ que la premie`re approche.
Imple´mentation. Nos techniques de suivi et de visualisation ne sont pour certaines qu’a`
l’e´tat de prototypes. Il faudrait les inte´grer dans un « vrai » logiciel.
6.5 Articles
Le travail de cette the`se a e´te´ e´maille´ de publications pre´sente´es dans des confe´rences.
Certaines de´crivent l’e´tat courant du travail. D’autres sont des collaborations, sur des
the`mes voisins, qui ont inspire´ des extensions a` la the`se. Nous les mentionnons par the`mes :
– la ge´ne´rations de mosa¨ıques : [DCT01], [DCT02]. La section 3.4 de la the`se est une
version comple´te´e de ces articles ;
– le suivi d’un motif plan : [DCT03], [DCT04]. La section 4.1 est une version e´tendue
et comple´te´e de ces articles ;
– les vide´os structure´es (ou hypervide´os) : [GCD01b], [GCD01a], [GCD02]. Ce the`me
a aiguille´ notre travail sur le codage en direction de MPEG-4 (partie 5.3.1.2) ;
– l’acce´le´ration vectorielle : [Dou03]. L’appendice 7.3 est une version condense´e de cet
article ;
– la came´ra panoramique tournante : [DPCC03]. L’article de´crit cette came´ra (§ 3.3.2)
et expose les principes du codage ;
– les applications : [DC03], [DDCM04]. Les articles concernent le codage et la re´alite´
augmente´e, de´crits en de´tail dans les sections 5.3 et 5.4.
Chapitre 7
Appendices
Ce chapitre rassemble un ensemble disparate de the`mes a` dominante technique.
7.1 Approcher une rotation par une translation
L’algorithme de ge´ne´ration de mosa¨ıques approche l’homographie qui lie deux images
par une translation (§ 3.4.4). L’effet d’une rotation 3D de la came´ra sur son image en 2D
peut eˆtre approche´ par une translation, surtout si l’angle de rotation est faible.
Nous montrons ceci pour une rotation autour de l’axe vertical.
Ge´ome´trie. Nous conside´rons deux images d’une sce`ne immobile prises par la came´ra qui
tourne d’un angle α autour de l’axe vertical. Nous utilisons les repe`res suivants (figure 7.1) :
– en 3D : Z est l’axe optique de la came´ra, X et Y correspondent aux directions
horizontale et verticale de l’image. L’axe de rotation est Y ;
– en 2D : les coordonne´es sont mesure´es sur le plan image orthogonal a` l’axe Z a` une
distance 1 du centre optique de la came´ra.
Soit un point M dans la sce`ne. Ses coordonne´es 3D sont (X, Y, Z) et celles de sa
projection sont (x, y). Apre`s rotation, M se transforme en M ′, dont les coordonne´es 3D et
2D sont respectivement (X ′, Y ′, Z ′) et (x′, y′). Les e´quations de projection et de rotation
sont : [
x
y
]
=
[
X/Z
Y/Z
] [
x′
y′
]
=
[
X ′/Z ′
Y ′/Z ′
]
X ′Y ′
Z ′
 =
 cosα 0 sinα0 1 0
− sinα 0 cosα
×
XY
Z

En combinant les deux, il vient :{
x′ = X cosα+Z sinα−X sinα+Z cosα =
x cosα+sinα
−x sinα+cosα
y′ = Y−X sinα+Z cosα =
y
−x sinα+cosα
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O
X
Z
M
M ′
Y
α
Fig. 7.1: Rotation d’un point autour de l’axe Y .
Le de´veloppement limite´ d’ordre 1 en α de l’expression donne :
{
x′ ≈ x +α +x2α
y′ ≈ y +xyα (7.1)
Analyse. Si le point principal est au centre de l’image, les coordonne´es x et y varient dans
des intervalles centre´s en 0. Nous choisissons donc la translation subie par (x, y) = (0, 0),
ce qui donne le vecteur translation approximatif (xt, yt) = (α, 0). Cette approximation est
valide si :
– l’angle α est petit (pour justifier le de´veloppement limite´) ;
– les coefficients x2 et xy sont petits (a` cause de l’e´quation (7.1)). Pour un angle de vue
de 60◦ et un rapport 4/3 entre la hauteur et la largeur de l’image, les coordonne´es
ve´rifient :
−1/2 < x < 1/2 et − 3/8 < y < 3/8
Ceci implique qu’il vaut mieux e´viter les indices visuels aux bords de l’image.
Ces re´sultats peuvent eˆtre ge´ne´ralise´s a` toute combinaison de rotations autour des axes
X et Y .
Dans le cas de zooms et de rotations autour de l’axe Z, il n’existe pas de translation
approche´e meilleure que l’identite´. Ils ne nous inte´ressent pas en premier lieu parce qu’ils
ne permettent pas de « de´couvrir » une sce`ne (comme le fait un mouvement de came´ra
panoramique).
Cette approximation est tre`s souvent utilise´e dans les dessins anime´s, ou` des mouve-
ments de translation simulent des balayages panoramiques.
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7.2 E´chantillonnage et re-projection d’images discre`tes
7.2.1 Repre´sentation des images
Repre´sentation the´orique. Dans tout le texte, nous repre´sentons l’image I en couleurs
sous la forme d’une fonction :
I : R2 −→ R3
Pour le point m ∈ R2, le vecteur v = I(m) repre´sente les composantes de couleurs rouge
(v1), verte (v2) et bleue (v3) du point.
De la meˆme manie`re, une image en niveaux de gris I prend la forme :
I : R2 −→ R
et I(m) est la luminosite´ du point m.
Dans la suite, nous ne parlons que d’images en niveaux de gris, l’extension a` la couleur
se fait simplement en dupliquant les ope´rations sur les trois couleurs primaires.
Sur calculateur. En pratique, sur calculateur, les images sont repre´sente´es par un ta-
bleau de taille l × h contenant des entiers ou des flottants. Nous le notons sous forme de
fonction (plutoˆt que de matrice) :
I˜ : [[0, l − 1]]× [[0, h− 1]] −→ S
ou` S est l’ensemble des valeurs repre´sentables par le type de donne´es. Le plus souvent, le
tableau est constitue´ de valeurs sur un 1 octet (S = [[0, 255]]) ou de flottants (S = R).
Dans la suite, nous conside´rons que S = R, la conversion en octets peut se faire par
arrondi et e´creˆtement.
Comme I˜ est un tableau, dans les algorithmes nous nous permettons d’e´crire l’affecta-
tion
I˜(m)← v ∈ R
7.2.2 E´chantillonnage et de´rivation
L’image mesure´e I˜ est une version de´grade´e de l’image the´orique I. La relation entre I
et I˜ de´pend de diverses proprie´te´s du capteur :
– la surface d’inte´gration d’un pixel du CCD ;
– le temps d’inte´gration ;
– le bruit du capteur.
– la fonction qui transfert l’e´nergie lumineuse en signal e´lectrique ;
– l’e´chantillonnage de ce signal.
Malgre´ ces e´le´ments perturbateurs, nous cherchons a` reconstruire une valeur approche´e
Î de I a` partir de I˜. Nous cherchons aussi une valeur approche´e Î ′ de la de´rive´e I ′.
Soient (x, y) ∈ [0, l[×[0, h[ et (u, v) = (bxc, byc) ; nous calculons Î(x, y) et Î ′(x, y) de
plusieurs fac¸ons. Pour les points exte´rieurs au pave´ [0, l[×[0, h[, un traitement de´pendant
de l’application doit eˆtre utilise´.
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7.2.2.1 E´chantillonnage brut
C’est la technique la plus simple et la plus rapide :
Î(x, y) = I˜(u, v)
Cette expression n’est pas de´rivable, nous calculons une « de´rive´e » par diffe´rences
finies. Pour les diffe´rences finies centre´es, il vient :
Î ′(x, y) =
[
I˜(u+ d, v)− I˜(u− d, v)
2d
I˜(u, v + d)− I˜(u, v − d)
2d
]
ou` d ∈ N est un facteur de distance sur laquelle on mesure la de´rive´e (en ge´ne´ral, d = 1).
7.2.2.2 Interpolation biline´aire
Dans cette technique, l’image est suppose´e co¨ıncider avec la version discre`te sur les
points entiers (qui ve´rifient (x, y) = (u, v)). Pour les autres points, il faut utiliser une
interpolation :
Î(x, y) =
(1 + u− x)(1 + v − y)I˜(u, v)+
(x− u)(1 + v − y)I˜(u+ 1, v)+
(1 + u− x)(y − v)I˜(u, v + 1)+
(x− u)(y − v)I˜(u+ 1, v + 1)
La de´rive´e Î ′ est de´finie par de´rivation directe de Î.
7.2.2.3 Par convolution
Si l’image est de re´solution suffisante mais bruite´e, elle peut eˆtre e´chantillonne´e par
convolution avec un noyau gaussien ([Mar82] p54) :
Î(x, y) = (I˜ ⊗ Γ)(u, v)
ou` le noyau Γ, se´parable, est de´fini par :
Γij =
1
2piσ2
exp
(
−i
2 + j2
2σ2
)
i, j ∈ [[−k, k]]
L’e´cart-type σ est a` de´finir selon l’intensite´ du bruit et l’e´tendue de la convolution ; k est
a` choisir en fonction de σ.
Cette expression n’est pas continue. Sa de´rive´e approche´e Î ′ est donc calcule´ par
diffe´rence finies (ce qui peut se faire par convolution avec le masque de´rive´ par diffe´rences
finies).
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7.2.3 Re-projection
Un proble`me apparente´ a` l’e´chantillonnage est le calcul pratique de l’image J de´finie
par de´formation de l’image I :
J(m) = I(f(m)) ou` f : R2 −→ R2 (7.2)
L’image discre`te J˜ est de taille lJ × hJ. Selon le choix de la me´thode d’e´chantillonnage
et du traitement des points exte´rieurs, le re´sultat Ĵ peut varier (algorithme 7.1).
Pour m ∈ [[0, lJ − 1]]× [[0, hJ − 1]] faire
m′ ← f(m)
Si m′ /∈ [0, l[×[0, h[ alors
Ĵ(m)← v -- v est une valeur arbitraire signifiant « inconnu »
sinon
Ĵ(m)← Î(m′) -- en utilisant une des me´thodes d’e´chantillonnages du § 7.2.2
finsi
finpour
Algorithme 7.1: Calcul approche´ de la transformation de l’image I par la fonction f
(e´quation (7.2)).
7.3 Multiplication matricielle rapide
Pour la re´solution de proble`mes de moindres carre´s multidimensionnels (§ 2.6.2), nous
avons besoin d’une technique de calcul rapide du produit
A>A
ou` la matrice A ∈ Rm×n est allonge´e : m n.
Dans le cas de la phase d’apprentissage de JD (§ 4.1.3.4), les e´le´ments de A sont des
diffe´rences de niveaux de gris code´s sur un octet.
7.3.1 Codage de la matrice
Les diffe´rences de niveaux de gris sont des entiers de [[−255, 255]]. Les e´le´ments de A
peuvent donc eˆtre code´s sur des entiers signe´s de 2 octets.
Dans notre cas, nous simplifions le calcul de A>A en observant que ces diffe´rences sont
de la forme
A = G− ug>
ou`
– la matrice G ∈ [[0, 255]]m×n contient des niveaux de gris,
– le vecteur g ∈ [[0, 255]]n contient aussi des niveaux de gris (g = F0(µ0)) ;
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– le vecteur u ∈ Rm ne contient que des 1.
En conse´quence :
A>A = G>G+ gx> + x>g
ou` x = m
2
g − G>u. Le vecteur G>u contient la somme des e´le´ments de G, colonne par
colonne. Le calcul couˆteux devient celui de G′ = G>G. La matrice G contient des niveaux
de gris, elle peut eˆtre stocke´e sur des entiers de 1 octet.
7.3.2 Calcul par blocs
Comme G′ est syme´trique, nous ne calculons que son triangle supe´rieur. La matrice
G est stocke´e par colonnes (a` la Fortran), donc les e´le´ments de G′ sont le re´sultat du
produit scalaire de deux vecteurs d’entiers. Ceci donne l’algorithme de base 7.2.
Pour i de 1 a` n faire
a← G1:m,i -- manipulation de pointeur
Pour j de 1 a` n faire
b← G1:m,j
s← 0 -- accumulateur entier non signe´ de 4 octets
Pour k de 1 a` m faire
s← s+ ak × bk
finpour
G′ij ← s
finpour
finpour
Algorithme 7.2: Algorithme basique de calcul de G′ = G>G, ou` G est une matrice
d’entiers non signe´s de 1 octet, dispose´s par colonnes.
Cet algorithme na¨ıf peut eˆtre ame´liore´, comme le montre la figure 7.2. Les trois algo-
rithmes effectuent le meˆme nombre de calculs et d’acce`s me´moire, mais dans des ordres
diffe´rents. Nous pouvons choisir celui qui fait les acce`s les plus locaux pour exploiter le
cache de donne´es [DAB00]. Par exemple, si nous avons un cache (niveau 2) de 4 ko, alors :
– l’algorithme na¨ıf acce`de une grande partie de la me´moire se´quentiellement plusieurs
fois parce que pour une colonne i, toutes les colonnes j ≥ i sont parcourues,
– l’algorithme bloc 1 fait que deux ensembles de bs colonnes sont stocke´s dans le cache
la plupart du temps. Ainsi, les trois boucles internes ont toutes les donne´es ne´cessaires
dans le cache.
Si nous avons en plus un cache de niveau 1 (plus rapide) de 1 ko, l’acce`s est encore plus
local : 2 × bs tronc¸ons de colonnes de bt e´le´ments peuvent eˆtre stocke´s dedans : la boucle
la plus interne peut se faire a` partir de ce cache.
Nous avons imple´mente´ les algorithmes par blocs dans le cas ge´ne´ral (n non multiple
de bs, boucles inde´pendantes pour les cas aux bords, etc.). Nous avons trouve´ le couple
(bs, bt) le plus rapide empiriquement.
7.3. MULTIPLICATION MATRICIELLE RAPIDE 165
Algorithme na¨ıf
Pour i de 1 a` n
Pour j de i a` n
Pour k de 1 a` n
acce`s a` im+ k et jm+ k
0
1k
2k
4k
6k
8k
0 20 40 60 80 100 120 140
Algorithme bloc 1
Pour ib de 1 a` n par bs
Pour jb de ib a` n par bs
Pour i de ib a` ib + bs − 1
Pour j de max(jb, i) a` jb + bs − 1
Pour k de 1 a` n faire
acce`s a` im+ k et jm+ k 0
1k
2k
4k
6k
8k
0 20 40 60 80 100 120 140
Algorithme bloc 2
Pour ib de 1 a` n par bs
Pour jb de ib a` n par bs
Pour kb de 1 a` m par bt
Pour i de ib a` ib + bs − 1
Pour j de max(jb, i) a` jb+bs−1
Pour k de kb a` kb + bt − 1
acce`s a` im+ k et jm+ k
0
1k
2k
4k
0 5 10 15 20
Fig. 7.2: Algorithmes na¨ıf et par blocs et diagrammes d’acce`s a` la me´moire associe´s. Les
algorithmes sont simplifie´s pour montrer seulement les ope´rations de lecture. Pour ame´liorer
la lisibilite´, la taille de la matrice est m× n = 256× 32, (bs, bt) = (8, 64). Les diagrammes
montrent a` quelle adresse (ordonne´e, en kilo-octets) les composantes des vecteurs sont lues
pour chaque multiplication (abscisse, en milliers).
7.3.3 Instructions vectorielles
Jusqu’ici, nous manipulons des entiers de 8 bits individuellement sur des machines dont
les registres font de 32 a` 64 bits : quel gaˆchis !
Nous avons imple´mente´ les produits scalaires des boucles internes sur des unite´s vec-
torielles (PowerPC/Altivec, PC/SSE2, UltraSparc/VIS). Ces unite´s ont des registres de 8 ♠
ou 16 octets dont les contenus peuvent eˆtre manipule´s comme des vecteurs d’entiers ou de
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flottants [Dou03].
Les unite´s vectorielles peuvent eˆtre utilise´es de quatre manie`res :
– laisser le compilateur engendrer du code vectoriel. Seul le compilateur de Intel (icc)
sur PC en est capable, sous certaines conditions ;
– exploiter des bibliothe`ques nume´riques ou de traitement de signal qui exploitent ces
instructions. La fonction propose´e applicable a` notre cas est le produit scalaire de
vecteurs d’entiers (le produit matriciel n’existe qu’en version flottante). Malheureu-
sement, le couˆt de l’appel d’une fonction a` faire pour toutes les paires de lignes est
lourd, surtout dans le cas bloc 2 ;
– utiliser des macrocommandes (sans appel de fonction) pour acce´der aux instructions
vectorielles. C’est possible sur les trois plateformes ;
– e´crire en langage d’assemblage (indispensable avec gcc sur PC).
Les donne´es manipule´es par les unite´s vectorielles doivent eˆtre aligne´es naturellement
(leur adresse est multiple de 8 ou 16 octets), cette contrainte s’applique aux colonnes des
matrices.
7.3.4 Re´sultats
La table 7.1 pre´sente les re´sultats pour les trois plateformes. Elles sont comparables
parce qu’elles ont e´te´ achete´es a` peu pre`s au meˆme moment (sauf la Sun, qui est nettement
plus re´cente) et dans les meˆmes classes de prix. La version bloc 2 de´roule´ correspond a`
l’algorithme bloc 2 ou` les trois boucles internes sont de´roule´es explicitement (un programme
ge´ne`re le code C de´roule´).
Les re´sultats montrent que le PC est beaucoup plus rapide que le Mac et le Sun.
L’unite´ vectorielle du Sun n’a pas e´volue´ depuis 1995, elle est limite´e a` 64 bits et partage
ses ressources avec l’unite´ flottante.
L’interface la plus commode pour les instructions vectorielles est sur le Mac : c’est
une extension des types de donne´es C. Les donne´es vectorielles peuvent eˆtre manipule´es
(presque) aussi simplement que des donne´es scalaires. L’ensemble des instructions Altivec
est aussi le plus riche des trois.
Les calculs sur les tre`s grandes matrices peuvent eˆtre ame´liore´s par des approches
« diviser pour re´gner » (en particulier le produit matriciel de Strassen [Raz02, CK00]).
Elles permettent de faire moins de multiplications-accumulations quand les matrices sont
grandes.
7.4 E´talonnage d’une came´ra a` focale variable
Nous utilisons une came´ra a` projection centrale plane pendant la construction de la
mosa¨ıque d’images. Les came´ras re´elles souffrent de distorsions qui ne sont pas prises
en compte par ce mode`le de projection. Dans la suite, nous corrigeons les distorsions
inde´pendantes de la profondeur qui peuvent s’exprimer comme une de´formation de l’image
en 2D. Ces distorsions de´pendent de la distance focale (facteur de zoom) de la came´ra.
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plate-forme Mac PC Sun
CPU G4 866 MHz Pentium 4, 1.8 GHz USparc 3Cu, 900 MHz
Caches (L1/L2/L3) 32+32 k/256 k/2 M 48+8 k/256 k 32+64 k/8 M
registres vectoriels 32 × 128 bits 8 × 128 bits 32 × 64 bits
OS Mac OS X 10.2.4 Linux 2.4.18 Solaris 9.0
compilateurs gcc 3.1 gcc 3.2 Intel CC 7.0 Sun Workshop Pro 6.2
scalaire entier 3838 1647 1360 4082
scalaire flottant 7280 1449 1459 2491
bibliothe`que NA 518 518 1401
auto-vectorise´ NA NA 445 NA
vectoriel 2078 471 445 2783
bloc 2 1666 1443 1083 3349
(bs, bt) (16,256) (2,32) (4,32) (16,256)
bloc 2 vectoriel 542 385 172 1550
(bs, bt) (16,64) (8,32) (4,128) (8,512)
idem, de´roule´ 365 170 NI NI
(bs, bt) (4,16) (4,8)
Tab. 7.1: Comparaison par algorithme et par plate-forme des temps de calcul de G>G (en
ms). G est de taille 5000× 400 (NA=non applicable, NI=non imple´mente´).
7.4.1 Le mode`le de distorsions
Le mode`le le plus simple est donne´ par les distorsions primaires de Seidel ([Thi94]
II.B.3.d). Ce sont des de´formations radiales, dues au fait que le syste`me optique ne peut
se ramener qu’approximativement a` une lentille mince. Pour un point image dont les co-
ordonne´es the´oriques sont (xt, yt), la version de´forme´e est :{
x = xt + dr
2(xt − x0)
y = yt + dr
2(yt − y0) ou` r
2 = (xt − x0)2 + (yt − y0)2,
le point (x0, y0) ∈ R2 est l’origine des distorsions (si le syste`me optique a une syme´trie
radiale parfaite, l’origine co¨ıncide avec le point principal), et d ∈ R est le coefficient de
distorsion. Quand d > 0 on parle de distorsions en barillet, sinon elles sont « en tonneau ».
Ces trois parame`tres doivent eˆtre estime´s.
7.4.2 Contexte expe´rimental
Les expe´riences permettant d’estimer les distorsions sont base´es sur une mire d’e´talon-
nage plane ([Thi94], II.E.2.a). C’est une image de 100 disques blancs sur un fond noir,
organise´s en pavage carre´ (figure 7.3(a)). La mire est imprime´e avec une grande pre´cision.
Pendant la prise de vues, nous nous assurons que :
– les directions du pavage sont approximativement aligne´es avec les directions horizon-
tale et verticale de l’image ;
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– la came´ra voit comple`tement un sous-ensemble rectangulaire de disques (le rectangle
de re´fe´rence). Tous les autres disques sont soit invisibles soit visibles partiellement.
k01
k10
k00
k11
(a) (b)
Fig. 7.3: (a) : image de la mire d’e´talonnage utilise´e pour estimer les distorsions. (b) : les
centres des disques et le rectangle de re´fe´rence.
7.4.3 Identification des disques
L’estimation des parame`tres repose sur la mise en correspondance des coordonne´es 3D
des centres des disques (dans un repe`re quelconque) avec leurs coordonne´es image. Nous
traitons se´pare´ment les canaux rouge, vert et bleu de l’image. Les traitements sont donc
expose´s pour une image en niveaux de gris.
7.4.3.1 Coordonne´es sur l’image
Nous extrayons l’histogramme de l’image en calculant un seuil entre le mode blanc
(correspondant aux disques) et le mode noir (le fond). Nous utilisons pour cela la me´thode
d’Otsu, imple´mente´e d’apre`s la fonction graythresh de Matlab. Des classes de pixels
connexes (au sens du voisinage 4) dont le niveau de gris de´passe le seuil sont construites.
Elles sont ensuite se´lectionne´es si :
– elles sont assez grandes (typiquement plus de 1000 pixels) pour ne pas eˆtre du bruit ;
– elles ne touchent pas le bord (sinon, la position du centre serait incertaine).
Chaque groupe correspond a` un disque : c’est une ellipse discre´tise´e. Chaque ellipse
fournit un « centre », qui est le barycentre des pixels du groupe ponde´re´s par leurs niveaux
de gris.
La sortie de cette e´tape est un ensemble de coordonne´es en pixels (les « centres ») :
K = {(x1, y1), ..., (xn, yn)}.
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7.4.3.2 Coordonne´es 3D
Les disques les plus faciles a` identifier sont les sommets du rectangle de re´fe´rence. Nous ♠
trouvons leurs nume´ros ainsi :
k00 = argmin
k∈[[1,n]]
xk + yk k01 = argmin
k∈[[1,n]]
xk − yk
k10 = argmax
k∈[[1,n]]
xk − yk k11 = argmax
k∈[[1,n]]
xk + yk
En 3D, les centres des disques sont les sommets d’un rectangle, donc ils forment un repe`re
ou` kij (i, j ∈ {0, 1}) a pour coordonne´es (i, j, 0). Nous calculons l’homographie T0 qui
transforme (i, j) en (xkij , ykij). Cette homographie est une approximation de la fonction de
projection de la came´ra sans distorsion. Elle permet d’identifier les coordonne´es des centres
des autres disques.
Le rectangle de re´fe´rence compte (nu+1)×(nv+1) disques. Nous passons a` un repe`re 3D
ou` le disque au sommet kij a pour coordonne´es (nui, nvj, 0). Dans ce repe`re, les centres de
tous les disques ont (the´oriquement) des coordonne´es entie`res. Si le mode`le homographique
e´tait parfait, les coordonne´es (u, v) du point nume´ro k ve´rifieraient :
(xk, yk) = T0(u/nu, v/nv) = T1(u, v)
C’est pour cela que nous calculons les coordonne´es 3D ide´ales (uk, vk) par la formule :
(uk, vk) = E(T
−1
1 (xk, yk))
ou` E : R2 → Z2 arrondit les e´le´ments d’un vecteur a` l’entier le plus proche.
En re´alite´ nu et nv sont inconnus. Nous les cherchons en minimisant la distance entre
les centres des disques mesure´s et leurs coordonne´es the´oriques (la minimisation peut se
faire se´pare´ment sur nu et nv) :
min
(nu,nv)∈N2
n∑
k=1
‖E(T−11 (xk, yk))− T−11 (xk, yk)‖1
La sortie de cette e´tape est un ensemble de coordonne´es correspondantes :
L = {(xk, yk, uk, vk) ∈ R2 × Z2, k ∈ [[1, n]]}
7.4.4 Estimation des distorsions
Le mode`le de projection a` partir du syste`me de coordonne´es de la mire que nous utilisons
est de´fini par :
f :
Z2 → R2 → R2
(u, v) 7→ (xt, yt) 7→ (x, y)
La premie`re e´tape est une homographie issue du mode`le de came´ra a` projection centrale
plane, la seconde ajoute les distorsions. Il y a 11 parame`tres influant sur ce mode`le, 8
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pour l’homographie (combinaison de parame`tres intrinse`ques et extrinse`ques) et 3 pour les
distorsions (parame`tres intrinse`ques). Nous estimons ces parame`tres a` partir des n disques,
conside´re´s comme des expe´riences, ce qui donne la « boˆıte noire » :
(u, v) ∈ Zm → (θ, x0, y0, d) ∈ R
8+3
m = 2; p = 11; q = 2
→ f(u, v) = (x, y) ∈ Rq
Les erreurs intervenant dans cette estimation sont :
– les imperfections de la mire, imparfaitement plane ou mal imprime´e ;
– les erreurs dues a` la discre´tisation de l’image ;
– le centre d’un disques ne se projette pas exactement sur le centre de l’ellipse image1 ;
– d’autres distorsions interviennent.
En revanche, les conditions expe´rimentales tre`s controˆle´es font que le risque de rencon-
trer des aberrances dues a` des appariements errone´s est ne´gligeable. Comme les erreurs
sont e´quitablement re´parties entre les entre´es et les sorties du mode`le, nous utilisons une
re´gression en distance orthogonale (§ 2.5.2.2) pour estimer les parame`tres.
La re´solution du proble`me est ite´rative. Nous initialisons les parame`tres de la manie`re
suivante :
– les 8 parame`tres d’homographie sont initialise´s avec h−11 ,
– les 3 parame`tres de distorsion sont initialise´s avec (x0, y0) au centre de l’image et
d = 0.
Les donne´es en entre´e et en sortie sont fournies par L et nous utilisons odrpack
[BBRS92] pour estimer les parame`tres. Comme les valeurs initiales sont proches de la
solution et le syste`me est surde´termine´, le processus converge vite.
7.4.5 Re´sultats
Nous avons teste´ notre proce´dure sur deux appareils photo digitaux (un Canon Po-
wershot A60 et un Nikon Coolpix 4500). Nous avons fait des prises de vue a` diffe´rents
facteurs de zoom. L’information de distance focale est stocke´e dans les me´tadonne´es EXIF
des fichiers JPEG engendre´s par les appareils photo (Cf. http://www.exif.org).
La prise en compte des distorsions a permis de re´duire l’erreur de positionnement maxi-
male sur les centres des disques de 10 pixels (resp. 7 pixels) a` 0.2 pixels sur les images du
Nikon (resp. Canon), pour des images de 2272× 1704 pixels (resp. 1600× 1200).
En guise d’exemple, nous avons affiche´ le parame`tre de distorsion d sur la figure 7.4.
Nous avons estime´ l’e´quation d’une hyperbole qui passe par ces points (en enlevant un
point aberrant). Le choix de cette conique est empirique.
L’origine (x0, y0) des distorsions est a` peu pre`s constante sur les trois couleurs primaires.
1Jusqu’ici et dans la suite, nous avons suppose´ que le centre des disques se projette sur le centre de
l’ellipse image du disque. Ce n’est le cas, en toute rigueur, que pour les transformations affines (c’est-a`-dire
quand le plan image de la came´ra est paralle`le a` la mire). Sinon, ce n’est qu’une approximation mais elle
est suffisamment bonne pour que nous l’utilisions.
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Fig. 7.4: Intensite´ des distorsions radiales en fonction de la distance focale sur un appareil
photo Nikon. La courbe qui passe par les points est une hyperbole.
7.5 Imple´mentation de´die´e de traitements d’images
Les ope´rations de re-projection et de segmentation peuvent eˆtre prises en charge par
les cartes d’affichage actuelles, qui ont les qualite´s suivantes :
– elles sont tre`s rapides, parce que leur processeur a plusieurs unite´s d’exe´cution. Elles
exploitent ainsi le paralle´lisme naturel des ope´rations sur les images ;
– elles peuvent fonctionner en paralle`le avec le processeur central.
Nous exploitons ces possibilite´s en utilisant la bibliothe`que OpenGL et son extension
imaging [SA01].
7.5.1 Description de la bibliothe`que
7.5.1.1 Les donne´es
OpenGL peut ge`re deux types d’images stocke´es dans la me´moire de la carte vide´o :
les tampons sont les images sur lesquelles on dessine et qui peuvent eˆtre affiche´es (en
toute rigueur, ce sont des color buffers) ;
les textures sont des images qu’on peut dessiner dans un tampon (en toute rigueur,
ce sont des 2D textures). Lors de cette ope´ration, elles sont duplique´es par pavage
rectangulaire et de´limite´es par un polygone quelconque.
Les images peuvent eˆtre transfe´re´es de la me´moire centrale vers les deux types d’image
(le chemin en sens inverse est moins efficace pour des raisons mate´rielles).
Les textures et les tampons peuvent eˆtre classe´s selon l’information associe´e a` chaque
pixel :
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– luminance : a` chaque pixel correspond une seule luminance ;
– RGB : trois couleurs primaires (rouge, vert et bleu) ;
– RGBA : les trois couleurs plus une valeur de alpha, qui sert ge´ne´ralement pour
indiquer une transparence.
Dans notre cas, chaque canal est code´ sur 1 octet et les valeurs de pixels conside´re´es sont
dans [0, 1]. Un octet a` 0 (resp. 255) correspond a` une valeur sur l’image de 0.0 (resp. 1.0).
Si un calcul applique´ sur une image renvoie une valeur x /∈ [0, 1], elle est « e´lague´e »,
c’est-a`-dire remplace´e par clamp(x), ou` la fonction clamp est de´finie par :
clamp :
R −→ [0, 1]
x 7−→ |x|−|x−1|−1
2
=

0 si x < 0
x si 0 ≤ x ≤ 1
1 si x > 1
Le fonctionnement de OpenGL est de´fini par une machine a` e´tats. Son e´tat courant
comprend en particulier le tampon se´lectionne´ pour l’e´criture (souvent celui qui va eˆtre
affiche´) et la texture se´lectionne´e pour la lecture. Beaucoup d’ope´rations mentionne´es par
la suite sont des changements d’e´tat de la machine.
7.5.1.2 Fonctionnalite´s
Au cours du dessin d’une texture dans un tampon, l’image peut subir les adaptations
suivantes :
– elle peut eˆtre de´forme´e par une homographie a` l’aide d’un e´chantillonnage brut ou
biline´aire ([SA01] 2.10.4). L’e´tat de la machine comporte une matrice Mtex ∈ R4×4
qui rassemble les coefficients de l’homographie (sa taille 4 × 4 lui permet de ge´rer
aussi les textures en 3D) ;
– elle peut eˆtre combine´e (ope´ration blend) avec le contenu courant du tampon par
une somme, une somme ponde´re´e, un min/max, ... ([SA01] 4.1.7). La combinaison
est de´finie par un mode de combinaison qui fait partie de l’e´tat de la machine.
Nous notons pour un pixel :
– C la couleur du tampon,
– S et A la couleur et la valeur alpha de la texture a` dessiner.
Nous indiquons le mode de combinaison par une e´quation du type :
C ← (1− A)C + AS
qui signifie : en chaque pixel, la valeur de C est remplace´e par la valeur de cette
expression.
Quand une partie d’un tampon est transfe´re´e vers une texture 2D ([SA01] 3.8.2), elle
peut eˆtre modifie´e de diffe´rentes manie`res :
– par une convolution, optimise´e dans le cas se´parable ([SA01] p106) ;
– par une transformation affine applique´e sur ses couleurs ([SA01] p111) ;
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7.5.2 Utilisation de la bibliothe`que
Nous indiquons ici comment la bibliothe`que peut eˆtre utilise´e pour re´aliser les ope´rations
de´crites dans les sections 5.2 et 5.4.
7.5.2.1 Superposition de plans
L’ope´ration de superposition de l’e´quation (5.3) est simple a` re´aliser si les plans (Ii, Ji)i=1..n
sont repre´sente´s par des textures RGBA. Le tampon joue le roˆle d’accumulateur sur lequel
s’empilent les images combine´es par une somme ponde´re´e (algorithme 7.3).
se´lectionner et effacer le tampon de destination
se´lectionner le mode de combinaison C ← (1− A)C + AS
Pour i de 1 a` n faire
Si le plan i doit eˆtre re-projete´ selon θ alors
Mtex ←hom44(θ)
sinon
Mtex ← Id4
finsi
dessiner la texture contenant (Ii, Ji)
finpour
Fonction utilise´e : M =hom44(θ) renvoie une matrice 4× 4 qui applique l’homographie de
parame`tres θ aux textures dessine´es :
M =

θ1 θ2 0 θ3
θ4 θ5 0 θ6
0 0 1 0
θ7 θ8 0 1

Algorithme 7.3: Superposition de plans (Ii, Ji)i=1..n.
7.5.2.2 La diffe´rence
Le calcul de la diffe´rence, canal par canal, entre deux images I et I ′ intervient dans
l’algorithme 5.1 (fonction max3). Il s’agit, pour les vecteurs de couleurs v et v′ ∈ R3 mesure´s
en un pixel des deux images, de calculer :
w =
|v1 − v′1||v2 − v′2|
|v3 − v′3|
 (7.3)
La bibliothe`que n’offre pas l’ope´ration « valeur absolue ». Elle peut seulement calculer
clamp(vi − v′i). C’est pour cela que nous ramenons l’e´quation (7.3) a` l’expression :
wi = clamp(vi − v′i) + clamp(v′i − vi) i = 1..3
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L’ope´ration d’addition pourrait eˆtre remplace´e par un max.
Cette expression est calcule´e par l’algorithme 7.4.
combiner(C ← S, I)
combiner(C ← C − S, I ′)
copier le contenu du tampon dans une texture I ′′
combiner(C ← S, I ′)
combiner(C ← C − S, I)
combiner(C ← C + S, I ′′)
le re´sultat est dans le tampon
Fonction utilise´e : la fonction combiner(op, I) :
1. se´lectionne le mode de combinaison pre´cise´ par op ;
2. dessine la texture I
Algorithme 7.4: Calcul de la diffe´rence en valeur absolue entre les images I et I ′.
7.5.2.3 Le seuillage
Le seuillage intervient dans la fonction seuillage de l’algorithme 5.1. Nous proposons
une version qui travaille sur une image en couleurs.
La copie d’une image a` partir d’un tampon est accompagne´e par une transformation
affine des couleurs. Pour un pixel dont le triplet de couleurs est v et la valeur alpha α, elle
s’e´crit :
w = clamp
(
Mc[v1 v2 v3 α]
>)
ou` :
– la matrice Mc ∈ R3×4 est de´finie dans l’e´tat de la machine (par de´faut, ce sont les
trois premie`res lignes de l’identite´) ;
– la fonction clamp applique l’e´lagage a` toutes les composantes du vecteur.
A` cause de leur repre´sentation en me´moire, les valeurs vi et du seuil s sont telles que
255vi, 255s ∈ Z. Nous avons donc deux chaˆınes d’e´quivalences :
vi > s vi ≤ s
255(vi − s) > 0 255(vi − s) ≤ 0
255(vi − s) ≥ 1
clamp(255(vi − s)) = 1 clamp(255(vi − s)) = 0
Le calcul de la fonction seuillage sur les trois composantes se´pare´ment revient a`
positionner
Mc = 255
1 −s1 −s
1 −s

La valeur de α peut eˆtre de´finie comme une constante au lieu d’eˆtre lue dans le tampon :
α = 1
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Cependant, il n’est pas re´aliste d’avoir un masque diffe´rent sur les trois couleurs pri-
maires. Pour calculer un masque commun, avec un seuil 0 ≤ s ≤ 3 sur la somme des trois
composantes, il suffit d’utiliser la matrice
Mc = 255
1 1 1 −s1 1 1 −s
1 1 1 −s

7.5.2.4 La dilatation et l’e´rosion
De´finitions. L’addition de Minkowski ([SM94] eq(II.6)) de deux ensembles B ⊂ Z2
et B′ ⊂ Z2 est :
B ⊕B′ = {m+m′, (m,m′) ∈ B ×B′}
c’est un ope´rateur commutatif et associatif. L’e´le´ment neutre est {(0, 0)}.
Nous utilisons une repre´sentation de l’image sous forme de tableau (§ 7.2.1).
La dilatation d’une image en niveaux de gris I par un ensemble B ⊂ Z2 (l’e´le´ment
structurant) est l’image2 :
I ⊕B(m) = max{I(m+m′),m′ ∈ B}
Le niveau de gris des points exte´rieurs a` l’image est suppose´ e´gal a` −∞, qui est l’e´le´ment
neutre du max.
L’e´rosion est de´finie de la meˆme manie`re :
I 	B(m) = min{I(m+m′),m′ ∈ B}
Ici, les points exte´rieurs sont a` +∞.
Nous utilisons la proprie´te´ d’« associativite´ » suivante ([SM94] eq(II.15) et (II.25)) :
I ⊕ (B ⊕B′) = (I ⊕B)⊕B′
I 	 (B ⊕B′) = (I 	B)	B′ (7.4)
La « distributivite´ » s’e´crit ([SM94] eq(II.16) et (II.26)) :
I ⊕ (B ∪B′) = max(I ⊕B, I ⊕B′)
I 	 (B ∪B′) = min(I 	B, I 	B′) (7.5)
ou` les ope´rateurs min et max s’appliquent pixel a` pixel.
Dans la suite, nous traiterons uniquement l’e´rosion ; l’extension a` la dilatation est tri-
viale. Nous exprimons le couˆt des algorithmes en fonction de :
– Cdes : le couˆt du dessin d’une texture ;
– Ccp : le couˆt de la copie d’une image dans le tampon vers une texture.
2Dans [SM94] (eq(II.11)), la dilatation et l’e´rosion par un e´le´ment structurant plan se notent respecti-
vement I ⊕ gˇB et I 	 gˇB .
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Ces deux ope´rations prennent, en pratique, sensiblement le meˆme temps.
Nous repre´sentons quelquefois les e´le´ments structurants graphiquement. Par exemple
(l’origine est indique´e par une case grise) :
M = = {(−1, 0), (0, 1), (1, 0)}
E´rosion simple. Un moyen simple permet de calculer l’e´rosion d’une image I par un
e´le´ment structurant B : il suffit de dessiner I avec des translations correspondant aux
points de B (algorithme 7.5).
L’algorithme couˆte Card(B)Cdes. Il fonctionne bien si l’ensemble B contient peu d’e´le´-
ments. C’est le cas pour le voisinage 4, ou`
B = {(0, 0), (−1, 0), (1, 0), (0,−1), (0, 1)}
choisir m0 dans B
Mtex ←translation(m0)
dessiner I -- inutile si m0 = (0, 0) et l’image est de´ja` dans le tampon.
se´lectionner le mode de combinaison C ← min(C, S)
Pour m ∈ B − {m0} faire
Mtex ←translation(m)
dessiner I
finpour
l’image I 	B est dans le tampon.
Fonction utilise´e : translation(x, y) calcule une matrice d’homographie qui applique une
translation a` une image :
M =

1 x
1 y
1 0
1

Algorithme 7.5: Calcul de l’e´rosion d’une image I par un ensemble B.
E´rosion se´parable. Nous qualifions B de se´parable pour la dilatation s’il peut eˆtre
de´compose´ (de manie`re non triviale) sous la forme :
B = B1 ⊕ · · · ⊕Bn
Dans ce cas, d’apre`s l’e´quation (7.4), l’e´rosion par B est se´parable ; elle vaut :
I 	B = (· · · (I 	B1)	 · · · )	Bn
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L’algorithme 7.6 exploite cette expression pour calculer l’e´rosion. Il couˆte
n∑
i=1
Card(Bi)Cdes + (n− 1)Ccp
Cette quantite´ est en ge´ne´ral moins grande que Card(B), donc l’algorithme est plus rapide
que l’e´rosion simple.
calculer l’e´rosion de I par B1 (algorithme 7.5)
Pour i de 2 a` n faire
copier l’image du tampon dans une texture I ′
calculer l’e´rosion de I ′ par Bi
finpour
l’image I 	B est dans le tampon.
Algorithme 7.6: Calcul de l’e´rosion d’une image I par un ensemble B se´parable.
Applications. L’e´rosion par un voisinage 8 est se´parable :
B = [[−1, 1]]× [[−1, 1]] = {(0,−1), (0, 0), (0, 1)} ⊕ {(−1, 0), (0, 0), (1, 0)}
Ce cas peut eˆtre optimise´ : lors de la deuxie`me e´rosion, en choisissant m0 = (0, 0), il
n’est pas ne´cessaire de dessiner l’image. Le couˆt de l’e´rosion pour le voisinage 8 est alors
5Cdes + Ccp, ce qui est presque aussi rapide que les 5Cdes du voisinage 4.
La famille d’e´le´ments structurants (Cn)n∈N carre´s de´finie par :
Cn = [[0, 2
n − 1]]× [[0, 2n − 1]]
peut eˆtre obtenue re´cursivement :
C0 = {(0, 0)} et Cn+1 = Cn ⊕ {(0, 0), (2n, 0), (0, 2n), (2n, 2n)}
Le couˆt d’une e´rosion par Cn, en utilisant la meˆme optimisation que pour le voisinage 8, est
n(Ccp+3Cdes). C’est une manie`re peu couˆteuse de faire une e´rosion sur un grand voisinage.
Beaucoup d’approximations de disques simples sont se´parables, par exemple :
= ⊕ ⊕ ⊕
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E´rosion compose´e. Quand l’e´le´ment structurant est complique´, il peut eˆtre exprime´ par
une combinaison d’e´rosions se´parables et d’unions. Cette combinaison peut eˆtre repre´sente´e
par un graphe de dilatation. C’est un graphe oriente´ sans cycle. Les fle`ches sont e´tiquete´es ♠
avec des valeurs de Z2. Il peut eˆtre vu de deux manie`res, selon qu’il manipule des e´le´ments
structurants ou des images.
Vue « e´le´ment structurant ». A` chaque nœud est associe´ un e´le´ment structurant
(sa valeur), qu’il transmet par ses fle`ches de sortie. Les nœuds sont de deux types :
nœud initial I : il est unique et n’a pas d’entre´e. L’e´le´ment structurant associe´ est {(0, 0)} ;
nœud de calcul U : si les fle`ches en entre´e convoient les e´le´ments structurants B1, ..., Bn
et portent les e´tiquettes m1, ...,mn, alors l’e´le´ment structurant associe´ est :
B = (B1 ⊕ {m1}) ∪ · · · ∪ (Bn ⊕ {mn})
Le re´sultat du graphe est la valeur du nœud final (il est entoure´ deux fois).
La figure 7.5 pre´sente un exemple de graphe d’e´le´ment structurant calcule´ par cette
me´thode.
UUI U
(0,1)
(0,0) (0,0) (1,1)
(1,0)
(0,0)
(−2,−1)
Fig. 7.5: Exemple de graphe de dilatation calculant un e´le´ment structurant complexe. Les
valeurs des nœuds sont indique´es en-dessous.
Vue « image ». Un graphe de dilatation peut aussi eˆtre lu comme traitant des
images. La valeur de chaque nœud est une image. Les types de nœuds sont alors :
nœud I : l’image I en entre´e.
nœud U : si les fle`ches en entre´e convoient les images I1, ..., In et portent les e´tiquettes
m1, ...,mn, alors l’image associe´e au nœud est :
Ind = min{I1 ⊕ {m1}, ..., In ⊕ {mn}} (7.6)
ou` l’ope´rateur min s’applique pixel a` pixel.
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Inte´reˆt pour le calcul. Les deux se´mantiques du graphe de dilatation sont lie´es :
pour chaque nœud, la valeur Bnd au sens des e´le´ments structurants et la valeur Ind au sens
des images ve´rifient :
Ind = I 	Bnd
D’un point de vue informatique, le graphe de´crit un programme qui calcule l’e´rosion
de l’image I par l’e´le´ment structurant du nœud final. La compilation de ce programme
consiste a` :
1. simplifier le graphe : supprimer les branches mortes, fusionner les sous-expressions
communes, simplifier les expressions, etc. ;
2. de´terminer l’ordre des instructions ;
3. allouer des registres aux valeurs. Ici, les registres sont des textures, l’accumulateur
est le tampon ;
4. traduire les ope´rations en langage machine. L’ope´ration U consiste a` dessiner les
images en entre´e dans le tampon (algorithme 7.7).
Mtex ←translation(m1)
dessiner I1 -- optimisation : inutile si m1 = (0, 0) et I1 est de´ja` dans le tampon.
se´lectionner le mode de combinaison C ← min(C, S)
Pour i de 2 a` n faire
Mtex ←translation(mi)
dessiner Ii
finpour
le re´sultat est dans le tampon
Fonction utilise´e : translation est de´finie dans l’algorithme 7.5
Algorithme 7.7: Calcul de l’image Ind correspondant a` un nœud U a` partir des images
en entre´e I1, ..., In (repre´sente´es par des textures) et les e´tiquettes associe´es m1, ...,mn
(e´quation (7.6)).
Le graphe de dilatation est une ge´ne´ralisation des deux cas pre´ce´dents : l’e´rosion simple
s’exprime comme un nœud U et l’e´rosion se´parable comme une chaˆıne de nœuds U.
Exemple. Cet algorithme est utile pour former des les e´le´ments structurants com-
plexes, notamment si ils contiennent des trous. La figure 7.6 en est un exemple.
Trouver le graphe de dilatation qui me`ne a` une forme donne´e avec le moins possible
d’ope´rations est un proble`me d’exploration d’arbre. Sa re´solution en un temps raisonnable
requiert une heuristique d’exploration et des re`gles pour e´liminer le plus vite possible les
branches sans inte´reˆt.
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U U
UU
I U(0,1)
(0,0)
(1,0) (4,0)
(0,0) (2,0)(0,0)
(0,0) (4,0)
(−3,2) (−3,−1) (−3,−4)
(−1,−4)
(2,−3)
(−4,−3) (−1,−2)
Fig. 7.6: E´le´ment structurant complexe ne´cessitant un graphe de dilatation pour sa
re´alisation. Si plusieurs fle`ches relient le meˆme nœud, elles sont fusionne´es en une.
7.5.3 Conclusion
Les possibilite´s de l’extension imaging sont ici exploite´es au mieux. Cependant, ces
dernie`res anne´es, les cartes graphiques suivent une e´volution qui rend cette approche ob-
sole`te : leurs processeurs deviennent de plus en plus « ge´ne´ralistes ». Aucune bibliothe`que
ne peut plus donner, en quelques fonctions habilement parame´tre´es, acce`s a` toutes leurs
possibilite´s.
Les nouvelles interfaces de cartes vide´o proposent des langages de programmation pour
de´crire les ope´rations a` appliquer pour calculer la couleur d’un pixel dans le tampon. Ces
langages ressemblaient a` de l’assembleur (extension fragment program) mais deviennent de
plus en plus haut niveau (tels le langage Cg de Nvidia [nVi04] et le GL shading language
[KBR04]). L’algorithme 7.4 pourrait particulie`rement en be´ne´ficier : il requiert 6 parcours
des images, alors que l’ope´ration a` re´aliser est une simple ope´ration pixel a` pixel.
7.6 Notations
Nous pre´cisons ici les notations les plus inhabituelles utilise´es dans le document. Les
exposants sont toujours utilise´s pour les puissances (et non pour des indices). Le se´parateur
de´cimal est le point. Les termes en anglais (ou d’autres langues e´trange`res) sont en slan-
ted. Les renvois a` d’autres parties de ce document sont toujours pre´ce´de´s du § (le signe
paragraphe), meˆme s’il s’agit de sections, de sous-sections, etc.
Nous notons :
R,Z,N respectivement l’ensemble des re´els, des entiers et des entiers positifs
Cm×n l’ensemble des matrices de m lignes et n colonnes sur le corps C. Nous
notons les matrices entre crochets :[
1
√
2 1
2/5
]
∈ R2×3
Les cases vides contiennent 0.
‖.‖ la norme 2 pour les vecteurs et la norme de Frobe´nius pour les matrices.
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A+ la pseudo-inverse de la matrice A.
0m,n la matrice nulle de m lignes et n colonnes.
Idn la matrice identite´ de taille n× n, et l’application line´aire associe´e.
diag(a1, ..., an) la matrice carre´e diagonale d’e´le´ments a1, ..., an.
A> la transpose´e de la matrice A.
Aij l’e´le´ment a` la ligne i et la colonne j de la matrice A.
Ai1:i2,j1:j2 le sous-bloc de la matrice de´fini par les coordonne´es (i, j) ∈ [[i1, i2]] ×
[[j1, j2]].
bac et dae les arrondis du re´el a par de´faut et par exce`s, respectivement
Ker(A) et Im(A) le noyau et l’image de l’application de´finie par la matrice A
[A B] la concate´nation des matrices A et B qui ont le meˆme nombre de lignes
X ∼ L pour « la variable ale´atoire X suit la distribution L »
x ∼ L pour « la valeur x est tire´e ale´atoirement suivant la distribution L »
U(a, b) la distribution uniforme entre a et b
N (µ, σ2) la distribution normale de moyenne µ et de variance σ2
N (µ,Σ2) la distribution vectorielle normale de moyenne µ et de matrice de variance-
covariance Σ2
x˜ et x̂ si on veut insister sur le fait que la valeur x est mesure´e (tilde) ou estime´e
(chapeau)
E[X] l’espe´rance de la variable ale´atoire X
arg(x, y) l’angle dans [−pi, pi[ entre l’axe horizontal et la droite passant par l’origine
et (x, y)
Card(A) le nombre d’e´le´ments de l’ensemble A.
f ′ est la de´rive´e de la fonction f . Si f : Rn → Rm alors f ′(x) est identifiable
a` sa matrice jacobienne, d’ou`
f ′ : Rn → Rm×n
On note quelquefois
f ′(x0) =
∂f(x)
∂x
(x0)
[[n,m]] l’ensemble des entiers de n a` m inclus : [[n,m]] = [n,m]∩Z. Nous e´crivons
quelquefois i = n..m pour i ∈ [[n,m]].
A − B la diffe´rence ensembliste : A−B = {a ∈ A/a /∈ B}
max f(x)
x ∈ A
g(x) ∈ B
le proble`me qui consiste a` optimiser l’expression dans la premie`re ligne
sur les variables mentionne´es a` la seconde, soumises aux contraintes de la
troisie`me.
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Ei
]
i=1..n
la matrice dont les lignes sont de´finies par les vecteurs lignes Ei :
[
Ei
]
i=1..n
=
E1...
En

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