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Context‐awareness  has  become  an  essential  part  in  various  personalised 
applications such as mobile recommender systems and mobile information retrieval. 
Much progress has been made  in context‐aware applications. However  there  is a 
lack of general framework for supporting the rapid development of context‐aware 
applications  and  enabling  the  sharing  and  dissemination  of  context  information 
across different applications.  
This dissertation presents a novel context‐aware framework for supporting context 
distributions  and  personalised  services  in mobile  environments.  This  dissertation 
makes four major contributions: First, it proposes a JXTA‐based Hybrid Peer‐to‐peer 
framework,  called  JHPeer,  for efficient organisation,  representation,  retrieval and 
management of context data, which enables rapid development of context‐aware 
applications  for mobile  users.  JHPeer  is  customisable  and  supports  diverse  high‐
level  applications  with  a  set  of  abstractions  that  are  open  to  many  possible 
implementations.  Second,  it  develops  an  analytic  hierarchy  process  based multi‐
criteria ranking approach, AHP‐MCR, to rate  information and help users  in  finding 
relevant  items. AHP‐MCR  takes user  context  information  into  account. A  general 
and extendable criteria hierarchy model  is developed. The weights of the contexts 
criteria  can  be  assigned  by  user  or  automatically  adjusted  via  individual‐based 
and/or group‐based assignment. Third,  it develops a Bayesian Network (BN) based 
user  profiling  method  to  model  user’s  preference.  The  BN  model  construction 
process  is  defined  as  being  capable  of  handling  the  cold‐start  issue  and  can  be 


















I would  like  to extend my  sincere gratitude  to everyone who  contributed  to  this 
research.  First  and  foremost,  I  would  like  to  express  my  appreciation  to  my 
supervisor, Dr. Linda Yang,  for her guidance during my Master, and PhD research. 
She gave me the unique opportunity to work with her by allowing me to start my 
doctoral  study  in  University  of  Portsmouth.  Her  invaluable  directions, 
encouragement, advice and inspiration motivated me throughout the project. I feel 
extremely lucky to have been in the unique position of working under her guidance. 
I would  like  to  thank Dr. David Ndzi  for  reading my papers, and providing  sound 






I  am  also  very  grateful  to Dr. Misha  Filip,  the  head  of  School  of  Engineering  for 
providing  research  resources,  and  funding  conference  trips.  Furthermore,  Linda 
Janes, the research administrator, has always been supportive and encouraged me 
during my  doctoral  study.  A  special  appreciation  goes  to  ORSAS  community  for 
offering me a much desired scholarship, which assisted me to complete PhD degree 
from a  financial aspect. My gratitude also goes  to all my colleagues  in  the office, 











My  deepest  appreciation  would  go  to  my  family,  especially  my  wife,  for  their 
endless love and unconditional support. Over the years, they did more for me than I 
can ever pay back. Without  their  care and encouragement,  this  thesis would not 
have been completed. 





 K.  F.  Yeung,  Y.  Yang,  and  D.  Ndzi.  "A  Proactive  Personalised  Mobile 
Recommendation  System  Using  Analytic  Hierarchy  Process  and  Bayesian 
Network",  Journal  of  Internet  Services  and  Applications,  Springer,  2011, 
accepted. 
 K.  F.  Yeung  and  Y.  Yang,  "A  Proactive  Personalized  Mobile  News 
Recommendation  System", Developments  in  E‐Systems  Engineering, DESE 
2010, Sep 6 ‐ 8, 2010, London, United Kingdom 
 K.  F. Yeung, Y. Yang, and D. Ndzi,  "Context‐Aware News Recommender  in 
Mobile  Hybrid  P2P  Network,"  2nd  International  Conference  on 
Computational Intelligence, Communication Systems and Networks, CICSyN, 
Jul 28 ‐ 30 , 2010, Liverpool, United Kingdom, pp.54‐59 
 K.  F.  Yeung,  Y.  Yang,  and  D.  Ndzi.  "Contextualized  Mobile  Information 
Retrieval  in Hybrid P2P environment", The 4th  International Conference on 
Pervasive Computing and Applications, Dec 3‐5, 2009, Taiwan. 
 K. F. Yeung and Y. Yang, "Mobile  Information Retrieval  in a Hybrid Peer‐to‐
Peer  Environment",  Proceedings  of  the  6th  International  Conference  on 
Mobile  Technology,  Application  &  Systems,  Sep  2‐4,  2009,  Nice,  France, 
ISBN: 978‐1‐60558‐536‐9. 
 K. F. Yeung, Y. Yang, and D. Ndzi, "A Context‐aware System for Mobile Data 




































































































































































































Context‐awareness  has  become  an  essential  part  in  various  personalised 
applications such as mobile recommender systems and mobile information retrieval 








exponential  growth  of  information  and  mobile  users.  The  huge  volume  of 
information can be overwhelming to the users, exceeding the human’s perception 
ability to distinguish relevant information from irrelevant. New information which is 
of  interest  to  a user  is published  and made  available  in our  surroundings  all  the 
time.  Besides,  centralised  computational  services  can  be  overloaded  by  the 
increasing number of mobile users.  
Mobile users are engaged  in different activities than those of desktop users. They 




recent  mobile  devices  are  embedded  with  more  and  more  sensors  such  as 
accelerometer, proximity, ambient light, digital compass, temperature, etc. Context 
information  provides  an  important  basis  for  understanding  mobile  users’ 
information need.  The notion  of  context  awareness has  received  a  great deal of 
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attention  recently  (J.‐y. Hong,  Suh, & Kim,  2009;  Said, Berkovsky, &  Luca,  2010). 
Automatic  user  profiling  and  information  recommendation  using  these  context 
information have the potential to deliver more relevant information to mobile users 
in real time without them having to construct a query directly (J. Hong, Suh, Kim, & 
Kim,  2009).  Proactive  context‐aware  recommender  (N.  Chen &  Chen,  2010)  is  a 
potential  solution  to  overcome  information  overload  and  common  limitations  of 
mobile devices such as  inconvenience of data  input and  Internet browsing. A key 
challenge  is  to  make  information  relevant  within  mobile  user’s  dynamic 
environment, and automatically push interesting information to mobile users based 
on users’ information needs. 
Many mobile  recommender  systems  have  been  developed  in  different  domains. 
The typical examples include tourism (Burigat, Chittaro, & De Marco, 2005; Cena et 
al., 2006; van Setten, Pokraev, & Koolwaaij, 2004), restaurants (Hung‐Wen & Von‐





query  (Cena  et  al.,  2006; Hung‐Wen & Von‐Wun,  2004; H.  J.  Lee &  Park, 
2007). This propounds a lot of problems on mobile devices.  
 Secondly,  the  system  architecture  is  specifically  designed  and  built  for 
particular  type of context‐aware  recommendation  such as  tourism, movie, 
news,  etc.,  which  limits  the  extendibility  of  the  recommender  in  other 
application domains.  
 Thirdly,  context‐aware  recommendation  systems  incorporate  similar 
contextual  information  such  as  time,  location,  user  interest,  etc.  For 
example,  NAMA  context‐aware  reminder  (Kwon,  Choi,  &  Park,  2005) 
reminds users  about  important  tasks based on user preference,  time  and 




the  common  context  information  such  as  location,  operation  history, 
preferences,  etc.  to  provide  personalised  information.  The  context 
information  can  be  shared  between  services.  In  addition,  context‐aware 
systems use similar components to enable context‐aware computing such as 
context acquisition,  context  retrieval, etc. However, previous  studies have 
organised the collected context data in various structures which are difficult 
to share between context‐aware services.  
 Fourthly,  most  of  these  context‐aware  recommenders  are  considered  as 
single‐criteria  recommendation which  utilise  user  profiles/preferences,  or 
compute score of items by simple weighted sum. Even though some studies 
(Adomavicius,  Sankaranarayanan,  Sen,  &  Tuzhilin,  2005;  Manouselis  & 
Costopoulou, 2007a; Yin  Zhang,  Zhuang, Wu, &  Zhang, 2009)  apply multi‐











 A  context‐aware  framework.  It  systematically  develops  a  JXTA‐based 
Hybrid  Peer‐to‐peer  framework  (JHPeer)  for  supporting  context 
distributions  and  personalised  services  in  context‐aware  mobile 
environment.  JHPeer  supports  the  acquisition,  representation,  storing, 
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indexing,  sharing  and  delivery  of  context  information  and  provide 
modular components that are common across applications. Third party 
components can be added  to extend  the  functionality. This  framework 
includes techniques, tools and application programming interfaces (APIs) 
to  facilitate  the  development  of  context‐aware  applications.  JHPeer 
consists of  two  types of peers: Mobile Peer  and  Super Peer. Both  the 
Mobile  Peer  and  Super  Peer  are  embedded  with  the  fundamental 
components  to  support  context‐aware  applications  such  as  Context 
Service, Caching/Indexing Components, Query Service, etc. 
 A multi‐criteria ranking approach. An Analytic Hierarchy Process based 
Multi‐Criteria  Ranking  approach  (AHP‐MCR)  is  developed  to  rate 
information  and  help  users  finding  items  they  prefer.  AHP‐MCR  takes 
account of user context  information. A general and extendable criteria 
hierarchy model is developed. The weights of the contexts (criteria) can 
be  assigned  by  user  or  automatically  adjusted  via  individual‐based 
and/or group‐based assignment. 
 A  user  profiling  method.  JHPeer  provides  a  Bayesian  Network  (BN) 
based user profiling method to model user’s preference through users’ 
historical activities and contexts. The BN model construction process  is 
defined  being  capable  of  handling  the  cold‐start  problem  and  can  be 
applied in multiple applications. 
 Design  and  implementation  of  a mobile  recommender.  It develops  a 
Proactive Personalised News  recommender  (PPNews) on  top of  JHPeer 
framework.  PPNews  is  a  concrete  case  study  of  JHPeer  framework, 




attributes.  PPNews  is  tested  and  evaluated  in  real  conditions.  The 





The  remainder  of  the  thesis  is  organised  as  follows.  Chapter  2  introduces  the 
research background and surveys related work. Chapter 3 presents the JXTA‐based 
Hybrid Peer–to‐peer  framework, details  its mechanism and  implementation  layers 
and  describes  the  design  of  each  component.  The  Bayesian Network  based  user 
profiling method  is discussed. Chapter 4  introduces the analytic hierarchy process 
based  multi‐criteria  ranking  approach.  Chapter  5  presents  the  design  and 
implementation of PPNews. Chapter 6 presents the results from experiments. This 






This  chapter  presents  the  background  and  related  work  on  mobile  information 
retrieval  and  context‐aware  information  recommender  systems.  It discusses how 
this research relates to and differs from previous research works by others. Section 
2.1  provides  an  overview  of  the  background  on mobile  IR.  Section  2.2  presents 
existing  context‐aware  techniques.  Section  2.3  reviews  existing  recommendation 
techniques and discusses the limitations of current recommendation methods. 
2.1 Mobile	Information	Retrieval	
Mobile  Information  Retrieval  is  a  subset  of  traditional  information  retrieval  that 
aims  to  locate  relevant  information  for  the  dynamic  mobile  environment  and 
adopts  the  information content  to  fit on mobile devices  (Flora, 2010). Traditional 
information  retrieval  techniques  were  developed  to  achieve  efficient  document 
retrieval  over  a  large  collection  of  documents.  These  later  on,  started  to  focus 
towards more hybrid and distributed information systems such as the World Wide 









attributes  such as  task, emotional or environmental context. A  typical  interaction 
scenario may include user interacting with remote information resources as well as 
other distributed  information  sources or vice‐versa. Such an  interaction demands 
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in our  surrounding  and with  the  inclusion of existing  information  that  floods  the 





Mobile  devices  were  mainly  used  to  communicate  with  others  by  voice  or 
messaging. Today, with the constant development of mobile devices, they possess 
as much  on  board  connectivity  equipment  as most  Computers  do,  faster  CPUs, 
increased memory size, and in some cases, such as GPS (Global Positioning System), 
the mobile  device  exceeds  the  computer. Modern mobile  device  can  report  the 
location of a mobile user using GPS, which can be used to retrieve more relevant 
information  based  on  user’s  location  and  situation.  Mobile  devices,  including 
mobile  phones,  PDAs  and  tablet  PCs  are  capable  of  transferring,  storing  and 
processing a wider variety of information than just voice data. Mobile devices have 
intruded into our lives as multi‐functional multimedia equipment that is not only for 
communication but also  for advanced  services  such as mobile  searching,  Internet 
browsing, mobile dating (Ballagas et al., 2007; Kwon et al., 2005; Ruta, Di Noia, Di 
Sciascio, & Scioscia, 2008). According to a recent study (Anderson & Rainie, 2008), 
mobile  devices will  surpass  computers  as  the  primary  tool  for  Internet  by  2020. 
Mobile  network  operators  have  also  acknowledged  this  move  towards  mobile 








2007)  was  implemented  in  client‐server  architecture,  which  retrieves  Point  of 
Interest (POI) based on user query. The number of users is limited by the capacity of 
server and therefore lack scalability. UbiqMuseum (Cano, Manzoni, & Toh, 2006), a 
mobile  tour  guide  system  that  provides  information  about  current  places  or 
exhibited  objects,  uses  Bluetooth‐based  technologies  to  locate  and  deliver 
information  to mobile  users. Multiple  Bluetooth  enabled  accessing  servers were 
deployed in the environment to communicate with users within 10 meters distance. 
This  system  architecture  is  flexible  enough  to  handle  a  large  number  of  users. 
However,  the  Bluetooth  network  provides  limited  coverage,  which  limits  the 
mobility  of  mobile  users  and  extensibility  of  services.  Another  drawback  is 
Bluetooth’s  power  consumption  for  device  discovery  and  the  time  needed  for 
locating  and establishing  a  connection with encountering devices. VANETs motor 




mechanism  is based on  items’ timestamp.  It may return out‐dated  information  to 
users in runtime. Mobile information search (Church, Neumann, Cherubini, & Oliver, 
2010; Lane, Lymberopoulos, Zhao, & Campbell, 2010; Mario & José, 2009) provides 
personalised  search  and  tries  to overcome  common  issues of using  small mobile 
devices on  traditional web searching such as  limited  input and  screen size. These 
mobile  services  mainly  utilise  user  location  to  provide  relevant  information  to 
mobile users. The above related works are mainly based on centralised approaches 
that  suffered  from  single  point  of  failure  and  lacked  scalability.  Besides,  these 
systems are designed for specific application and the common context information 
is  modelled  in  different  formats  which  cannot  be  shared  directly  amongst 
applications. This work differs from all of the above works. The main difference  is 
that  it  developed  a  hybrid  architecture  and  a  novel  context‐driven  approach  for 
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collects  gasoline  price  information  when  users  come  across  gas  stations  and 
delivers  gasoline  prices  to  mobile  users  using  mobile  encounter  information 
diffusion.  As  the  information  is  accumulated,  the  application  can  suggest  the 
cheapest  gas  station.  Similarly, MOPNET  (Wolfson, Bo, Huabei, & Hu,  2006)  also 
delivers information such as free parking slots, traffic data, taxicabs to mobile users 
via wireless  ad‐hoc  network.  LightPeers  (Christensen,  2007)  platform  is  a mobile 
P2P application platform coded using Microsoft  .Net framework.  It  is designed for 
building  small  sociality  systems  with  short  range  group  connections.  Proem 
(Kortuem, 2002), Peer2Me (A. I. Wang, Bjornsgard, & Saxlund, 2007) and JMobiPeer 




remote  procedure  call  (RPC)  that  relies  on  Server  Computation,  which  is  not 
suitable for dynamic mobile environment. 
Some  P2P  systems  have  been  developed  based  on  JXTA  (Juxtapose)  framework 
(JXTA,  2007),  which  supports  the  communication  between  peers  and  provides 
common  P2P  discovery mechanisms.  JXTA  is  a  set  of  protocol  specifications  for 
implementing  peer‐to‐peer  applications  on  a  global  scale  with  the  aims  of 
Interoperability, Platform independence, and Ubiquity (JXTA, 2007). JXTA protocols 
are designed  to be  independent of  transport  protocols  (i.e.  TCP, UDP, multicast) 
and establish a virtual network on  top of existing physical network  infrastructure 
(Interoperability). Besides, P2P communication can be established without referring 
the  actual  software  implementations  such  as  programming  languages,  device’s 
platforms  and  Platform  independence,  which  can  be  connected  behind  firewall 
and/or Network Address Translation  (NAT).  JXTA  technology  is not only designed 
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for PCs, but  can be  accessible by  any devices  (Ubiquity).  Expeerience  (Bisignano, 
Calvagna, Modica, & Tomarchio, 2003) and JMobiPeer (Bisignano et al., 2005a) used 
JXTA  for  implementing services  in MANET  (Mobile Ad‐Hoc network).  Jadabs  (Frei, 
2005) designed a OSGi‐based middleware platform on top of JXTA communication 
framework. MoSoSo (Tsai, Han, Xu, & Chua, 2009)  is a P2P mobile social software 
that  enables mobile  users  to  share,  discover,  communicate  resources with  each 
other.  
All the above systems are similar to the peer communication in JHPeer in that all of 
them  are  built  on  top  of  JXTA  framework.  Unlike  JHPeer,  they  do  not  provide 
context management for development of shared context‐awareness applications.  
2.2 Context‐Aware	Computing	
Context‐aware  computing  evolved  from  the  idea  of  ubiquitous  computing which 
was  introduced  by Mark Weiser  (Weiser,  1999)  in  the  1990s.  The  idea  refers  to 






deal  of  attention  recently  (Bahrami,  Yuan,  Smart,  &  Shadbolt,  2007;  Baldauf, 
Dustdar,  &  Rosenberg,  2007;  J.‐y.  Hong  et  al.,  2009).  By  exploiting  contextual 




Numerous  definitions  of  context  exist.  Lexical  meaning  of  the  term  “context” 






"Context  is  any  information  that  can  be  used  to  characterise  the  situation  of  an 
entity.  An  entity  is  a  person,  place,  or  object  that  is  considered  relevant  to  the 
interaction between a user and an application, including the user, and applications 
themselves." 
Typically,  Context  in  context‐aware  system  can  be  divided  into  two major  types 
(Henricksen, Indulska, & Rakotonirainy, 2002): Static Context, and Dynamic Context. 
Static  Context  is  seldom  changing  during  system  operation  such  as  personal 
calendar/schedule,  address  book,  contact  list,  to‐do  list,  user  profile/preferences 
and hardware profile, etc. Dynamic Context  is highly variable  information such as 
user  location,  weather,  temperature,  time,  speed,  system  status,  nearby 
resources/friends, short term user interests and user emotion, etc. 
2.2.2 Context‐Aware System 
Context  aware  systems  sense  and  adapt  their  behaviour  based  on  the  changing 
contexts  (Bolchini,  Schreiber, &  Tanca,  2007; Dey &  Abowd,  1999;  J.  Lee &  Lee, 
2007), which  generally  consists  of  four  basic  components  (Baldauf  et  al.,  2007): 
Context Acquisition, Context Discovery, Context Model, and Context Processing. 
2.2.2.1 Context	Acquisition	
Context Acquisition  refers  to process of obtaining user  context  information. H.  L. 
Chen  (2004)  states  that context  information can be obtained by various methods 
such as directly accessing hardware sensors, facilitating a middleware infrastructure 
and  acquiring  context  from  a  context  server.  Direct  access  to  hardware  sensor 
means  the  high‐level  application  can  directly  obtain  data  from  low‐level  device 
sensors  such  as  GPS  sensor,  temperature  sensor,  battery  sensor,  etc.  Being 
facilitated  by  a middleware  infrastructure  refers  to  implementing  a  service  layer 




the  complexity  of  low‐level  programming  and  simplifies  the  implementation  of 
different  hardware  sensors  for  application  developers.  Acquiring  context  from  a 
context server means context information is provided by server‐based computation 
rather than acquiring contexts from device itself. The idea is to distribute and reuse 
available context  information  from context server. This approach permits  low‐end 
mobile devices to acquire context  information even when  it  is not embedded with 
hardware sensors.  
Much research effort has been made on capturing context information by software 
systems  and  user  input  (H.  L.  Chen,  2004; Gu  et  al.,  2005;  J. Hong  et  al.,  2009; 
Indulska &  Sutton,  2003;  Padovitz,  Loke, &  Zaslavsky,  2008).  These  systems  can 
capture  context directly  from  local devices,  sensors or digital  tags  (i.e. RFID, NFC 




find  available  sensors  in  distributed  networks.  Context  Toolkit  (Dey,  Abowd,  & 
Salber,  2001)  implemented  a  context  discoverer  which  contains  registry 
components to keep a list of current sensors. It also contains a “ping” mechanism to 






et  al.,  2010;  Strang &  Linnhoff‐Popien,  2004)  such  as  Key‐Value models, Markup 
(XML)  schema  models,  Graphical  (UML)  models,  Object‐oriented  models,  Logic‐






JHPeer  uses  an  abstract  context  representation  that  allows  encapsulation  of 
different types of textual model that enable context distribution. 
2.2.2.4 Context	Processing	
Context  Processing  includes:  pre‐processing,  post‐processing  and  reasoning.  The 
pre‐processing and post‐processing are optional tasks that are used to  filter noise 
contexts,  notify  components  when  context  changes  or  handle  missing  context 
attributes from sensors. Context Reasoning is the main task that deduces new and 
relevant information to the use of applications from the various sources of context‐
data. The  common approaches  to  carry out  context  reasoning  includes: Bayesian 
Network  (Anand,  2004;  Hwang  &  Cho,  2009;  Marco,  2007),  case‐based  (Kofod‐
Petersen  &  Mikalsen,  2005),  logic‐based  (Ranganathan  &  Campbell,  2003), 
ontology‐based (Joung & Chuang, 2009; Shen & Yang, 2004; X. H. Wang, Zhang, Gu, 
& Pung, 2004) and rule‐based (Bikakis, Patkos, Antoniou, & Plexousakis, 2008; Y. Yu, 
Kim,  Shin,  &  Jo,  2009).  The  implementation  of  Context  Reasoning  approach  is 
related to the application domains. 
2.2.3 Context‐Aware Framework 
The  context‐aware  framework  is  usually  used  as  the  system  infrastructure  for 
developing context‐aware applications, which combines context components, data 
storage, network communication modules and any other system modules based on 
design  criteria. There are  three design approaches  for  context‐aware  framework: 
Server‐based, Distributed and Hybrid approaches.  




Chen,  2004)  have  been  proposed  to  implement  server‐based  context‐aware 
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applications.  SOCAM  (Gu  et  al.,  2005)  is  ontology‐based  context‐aware  service 
focused on a smart space domain. It uses OWL Web Ontology Language to resolve 
the issues of context modelling and context reasoning. However, it is implemented 
in  Java  RMI  technology  and  does  not  provide  facility  for  ranking/making 
recommendations. CASS  (Fahy & Clarke, 2004)  is a  server‐based middleware  that 
supports  context‐aware  application  on mobile  devices.  The middleware  supports 
the use of large numbers of context inputs. JHPeer is based on hybrid architecture 
that supports more services in shared platforms and accommodates heterogeneous 
context  sources.  Distributed  context‐aware  frameworks  use  peer‐to‐peer 
architecture  and  allow  the management  of  context  information  in  a  distributed 
environment.  Several  groups  have  tried  to  implement  distributed  context‐aware 
applications. CMF (van Kranenburg, Bargh,  Iacob, & Peddemors, 2006)  is designed 
for  context management  to process and exchange  context  information  in mobile 
environment. It aims to operate in pure peer‐to‐peer architecture. EDUTELLA (Nejdl 
et al., 2002) introduced a P2P sharing framework which can distribute and discover 
context  information  (in RDF)  in desktop environments. CARS  (Abbar et  al., 2009) 
implemented  a  service‐oriented  P2P  environment  that  made  use  of  discovery 
function and nearest‐neighbours algorithm. These approaches are not suitable for 
mobile  devices  since  it  requires mobile  peers  to  handle  numerous  queries  from 
other peers and may drain the battery.  
Hybrid  approach  takes  the  advantage  of  both  Server‐based  and  pure  P2P 
frameworks and  is more  flexible and scalable. DYNAMOS  (Riva & Toivonen, 2007) 
proposes a hybrid model of context‐aware service provisioning.  It supports client‐
to‐client  communication  in  addition  to  client‐to‐server  communication  for 
information  sharing. Mobile  users  can  subscribe  for weather  services  to  receive 
real‐time weather  information or  subscribe  for nearby user notes  to  receive user 
comments. However,  it  is designed  for  specific mobile platform  (i.e. Symbian OS) 
and does not provide a context model. ECORA hybrid  framework  (Padovitz et al., 
2008)  focuses  on  context  reasoning.  Context  information  is modelled  based  on 




provide  context  information;  Disseminator  peers  process  and  store  context 
information; Consumer peers consume context information from sensor peers and 
disseminator  peers.  However,  this  work  is  just  at  the  beginning.  Context 
management  is  not  provided  and  implementation  of  proposed  approach  is  still 
under development. 
 The  above  related works manage  contextual  information  in  centralised  services, 
pure p2p  fashion, or hybrid approaches. The  centralised approach  suffers  from a 
single point of failure and has limited scalability while the distributed approach may 
overload the mobile devices and is less efficient due to the rapid growing number of 
mobile  users  seeking  dynamic  information.  The  hybrid  approach  improves  the 
flexibility  and  scalability  of  context‐aware  framework.  However, majority  of  the 
existing  hybrid  frameworks  have  not  been  updated  (i.e.  bug  fix,  adopt modern 






avoid  potential  bottlenecks.  Mobile  Peers  can  communicate  directly  with  each 





framework  in  order  to  extend  the  functionality.  Each  JHPeer  component  is 
discussed in details in section 3.3.  
2.2.3.1 Context	caching	and	indexing	






Hong  (J. Hong et al., 2009) stored contextual  information  in server side only. The 
majority  of  the  context‐aware  frameworks  only  provide  caching  and/or  indexing 
facility for specific type of context model and mainly on server side. However, the 
modern mobile devices have relatively large storage. Information can be stored for 
the  purpose  of  exchanging  information  between  peers  or  handling  any  retrieval 
query. Unlike these context‐aware frameworks, JHPeer provides APIs to cache and 
index  contextual  information  in  both  Mobile  Peer  and  Server  Peer  in  order  to 
retrieve the cached contextual information efficiently. In addition, different types of 
caching can be implemented in the same time. For instance, while a global cache is 
running  to  distribute  and  store  contextual  information  in  network  peers,  a  local 
cache is running to hold user profile in local machine. 
2.2.4 User Profiling Techniques 








the  user  is  interested  in  and  how  the  system  should  behave  such  as  interval  to 
retrieve information from server. It is also known as explicit profiling. For example, 
NewsAgent  (Godoy,  Schiaffino, & Amandi, 2004) provided  an  interface  to enable 
users to report the interested content of news, select interested newspaper and/or 
news categories, and rate the news. 
In  contrast,  implicit  profiling  learns  user  profile  by  monitoring  user  behaviour 
without  interfering with users as  they go about  their operations. There are  some 
common  content‐based  user  profiling  techniques  in  information  services  like 
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information  retrieval  and  filtering  system,  recommendation  system.  Keywords‐
based  techniques  generate  user  profile  by  harnessing  user  history  to  determine 
user  interested  keywords.  Grčar,  Mladenič,  and  Grobelnik  (2005)  use  TF‐IDF 
algorithms of user browsing history to construct a user profile with user short‐term 
and  long‐term  interests.  Similarly,  Lieberman,  Fry,  and  Weitzman  (2001)  and 
NewsDude (Billsus & Pazzani, 1999) also used this technique to model user interests. 
Additionally,  NewsDude  (Billsus  &  Pazzani,  1999)  used  a  Bayesian  Classifier  to 
analyse whole article to determine user long‐term interests. 
Bayesian Network (BN)  is  inference and representation method for modelling user 
needs,  goals,  and  preferences  (Horvitz,  Breese, Heckerman, Hovel, &  Rommelse, 
1998). García, Amandi, Schiaffino, and Campo (2007) presented a work using BN to 
model students characteristics and learning styles in a web‐based education system. 
The BN model  is constructed based on a previous  learning  framework  in order  to 
identify  the  type  of  learning  styles.  The  probability  table  is  simply  obtained  by 
analysing students’ log files. Once the BN is constructed, it is used to determine the 
learning  style of a  student  in order  to provide  relevant  trainings. Lumiere project 
(Horvitz  et  al.,  1998)  in Microsoft  Research  used  BN  to model  users’  goals  and 
needs.  It  determines  the  users’  needs  by  considering  user’s  background,  actions 
and  queries.  Ono  et  al.  (2009)  constructed  a  user  preference  model  for  movie 
recommendation. Different  to others,  it  constructs  the BN model with additional 
contextual  information  including  location, mood,  and with who.  The  probability 
table is obtained from questionnaire survey.  
Moreover,  there  are many  other  user  profiling  techniques.  J. Hong  et  al.  (2009) 
applied  association  rule  to  create  user  preference models.  The methods  require 
experts to define the rules and tend to produce huge amount of rules.  J. Lee and 
Lee (2007) used case‐based reasoning techniques to develop a music recommender. 
This  recommender  will  deliver  personalised  music  recommendation  based  on 
previous experiences  (i.e.  similar user profile  and/or  similar  situation).  YourNews 
(Ahn,  Brusilovsky,  Grady,  He,  &  Syn,  2007)  builds  user  profile  using  relevance 





The  above works  focuses  on  generating  a  single  user  profile. Unlike  others,  the 
proposed approach divides  the user profile  into different  sub‐modules. Each  sub‐





Recommender  system  is  an  information  filtering  system  that  attempts  to 
recommend  information  items or  services  that  are  likely  to be of  interest  to  the 
user  or  be  relevant  to  user’s  needs  (Resnick  &  Varian,  1997).Typically,  a 
recommender  system predicts  the  rating of an  information  item based on a user 
profile. Once  the  rating of  items  (which have/have not been  seen by  the user)  is 
estimated,  it will  recommend  the  top‐k  item(s) with  highest  ratings  to  the  user, 
known as Recommendation. Formally, the recommendation process is defined as: 
∀ܿ ∈ ܥ, ݇௖ᇱ ൌ arg max௞೎∈௄ ݂
ୡሺܥ௖∈஼ , ݇௖ሻ (2.1)
where C  is  the set of all users or  the subset of all users, c  is any user  in  the user 
space, K  is  the  set of all  items and  kc  is  the  set of all possible  items  that  can be 




The  recommendation  (prediction)  techniques are generally categorised  into  three 
types  (Adomavicius  &  Tuzhilin,  2005;  Burke,  2002;  Manouselis  &  Costopoulou, 
2007a):  Content‐based  techniques  (Cantador,  Bellogín,  &  Castells,  2008), 





Content‐based  techniques,  also  known  as  content‐based  filtering  (CBF)  is  a 
recommendation method  that will  recommend  items similar  to  the ones  that  the 
user preferred in past. Usually, content‐based recommendation systems generate a 
user  profile  through  user’s  historical  contents.  The  new  items  are  then matched 
against the user profile to find the most relevant items for that user. Content‐based 
technique has  its root  in  information retrieval researches (Adomavicius & Tuzhilin, 
2005). Traditional heuristics are based on information retrieval methods using Term 






Collaborative  techniques,  also  known  as  collaborative  filtering  (CF)  is  a 
recommendation method that generates recommendations by analysing peer users’ 
histories  and  ratings.  The  CF  algorithms  are  divided  into  two  types  (Breese, 





the  past  (Ricci,  Rokach,  Shapira,  &  Kantor,  2010).  Pearson  correlation‐based 
(Resnick,  Iacovou,  Suchak, Bergstrom, & Riedl,  1994;  Shardanand & Maes,  1995) 
and cosine‐based (Breese et al., 1998; Sarwar, Karypis, Konstan, & Reidl, 2001) are 
two popular algorithms to compute the similarity of users.  
In  Contrast  to  Memory‐based  algorithms,  Model‐based  algorithms  construct  a 








The main  limitation of both CF and CBF methods  is known as  cold‐start problem 
(Adomavicius & Tuzhilin, 2005; Chu & Park, 2009; Das et al., 2007). It is difficult for a 
recommender  to  understand  new  user’s  preference  and  provide  relevant 
recommendations. To address this problem, several researches have combined CBF 
and CF  techniques  and  developed hybrid  recommendation  systems  (Chu & Park, 
2009; Das et al., 2007; H. J. Lee & Park, 2007). Hybrid approach can also incorporate 
knowledge‐based  techniques  such  as  case‐based  reasoning  (Robin,  2000)  or  rule 
based  techniques  (J.  Hong  et  al.,  2009).  D.‐R.  Liu  et  al.  (2009)  demonstrates  a 
product recommender which use CF and association rules. News@hand (Cantador 
et  al.,  2008)  adopted  semantic  context‐aware  technologies  to  combine  content‐
based filtering and collaborative filtering. D.‐R. Liu, Tsai, and Chiu (2011) presented 
a  blog  articles  recommender  for  mobile  users.  It  combines  three  different 
techniques  in  the  recommendation  process:  topic  clustering,  CF,  and  attention 
degree  (click  times). Topic clustering uses TF‐IDF algorithms  to group articles  into 
different clusters. The attention degree predicts the popularity of the topic clusters. 
Finally,  CF  is  used  to  predict  user  ratings  based  on  previous  history.  The  top‐k 
articles with highest score will then be delivered to user. Moreover, Su, Yeh, Yu, and 
Tseng (2010) developed a context‐aware music recommendation system using both 






two  reasons:  First,  the  previous  studies  organise  recommendation  into  different 
stages  or  estimated  rating  through  a  specific  hybrid  ranking  model.  AHP‐MCR 
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approach  provides  a  comprehensive  framework  that  offers  both  ranking  process 
and  computational  model.  Second,  these  previous  studies  mostly  utilise  user 





Most  of  current  recommender  systems  are  classified  as  single‐criterion  rating 
systems (Balabanović & Shoham, 1997; Claypool et al., 1999; Konstan et al., 1997; 
Sarwar et al., 2001), which use a single criterion to represent an  item’s utility to a 
user  in a Users ×  Items space  (Adomavicius et al., 2005; Cantador et al., 2008; A. 
Chen, 2005; Chu & Park, 2009). According to Adomavicius, Manouselis, and Kwon 
(2010), traditional single‐criterion rating is limited because recommending items to 
particular user often depend on more  than one utility‐related  aspect.  The multi‐





the  recommendation  process.  The  difference  between  single‐rating  and  multi‐
criteria rating systems is that the latter uses more information about the users and 
items  in  the  recommendation  process.  For  instance,  a multi‐criteria  restaurants 
recommender  (H.‐H. Lee & Teng, 2007)  includes  four basic criteria:  food,  service, 
cost,  and  decoration.  User  can  vote  on  each  criterion.  The  multi‐criteria 
recommender  can  calculate  the  predicted  ratings  of  each  criterion  via Memory‐
based  CF.  Restaurant  items  that  have  closest  similarity with  the  user  and  other 




The  similarities  can  be  computed  by weighted  sum  (Chein‐Shung,  2010;  Tang & 
McCalla,  2009),  average  similarity  (Adomavicius  &  Kwon,  2007;  Poompuang  & 
Premchaiswadi,  2010),  and  worst‐case  similarity  (Adomavicius  &  Kwon,  2007). 
Equation (2.2) shows the computation of weighted sum that C  is the criteria, ݓ௖ is 
the  weight  of  criteria,  k  is  the  number  of  criteria  and ݏ݈݅݉݅ܽݎ݅ݐݕ௖ሺݑ, ݑᇱሻ is  the 
similarity of  a particular user  (u)  and  another user  (u’)  in  criteria  c.  The  average 
similarities are shown in equation (2.3). The worst‐case similarity finds the smallest 
similarity in all criteria that is shown in equation (2.4). 







ݏ݈݅݉݅ܽݎ݅ݐݕ௠௜௡ሺݑ, ݑᇱሻ ൌ min௖ୀ଴,…௞ ݏ݈݅݉݅ܽݎ݅ݐݕ௖ሺݑ, ݑᇱሻ  (2.4)
The  multi‐dimensional  distance  metrics  approaches  calculate  the  distance  (dist) 
between two users (u and u’) on all common rated items (I), that can be written as: 
݀݅ݏݐሺݑ, ݑᇱሻ ൌ ∑ ݀݅ݏݐሺܴሺݑ, ݅ሻ, ܴሺݑ
ᇱ, ݅ሻሻ௜∈ூሺ௨,௨ᇲሻ
|ܫሺݑ, ݑᇱሻ|   (2.5)
where |ܫሺݑ, ݑᇱሻ| is the common rated items of user u and u’, ݀݅ݏݐሺܴሺݑ, ݅ሻ, ܴሺݑᇱ, ݅ሻሻ 
is  the distance between users on  item  (i)  across  all  criteria.  The distance  can be 
calculated  by  using  Manhattan,  Euclidean,  Chebyshev  distance  metrics 
(Adomavicius & Kwon, 2007). The final similarity between two users is calculated as 
follows: 
ݏ݈݅݉݅ܽݎ݅ݐݕሺݑ, ݑᇱሻ ൌ 11 ൅ ݀݅ݏݐሺݑ, ݑᇱሻ  (2.6)
Moreover, Manouselis and Costopoulou (2007b) also proposed various methods to 
compute the similarity between users such as similarity‐per‐priority, similarity‐per‐
evaluation,  and  similarity‐per‐partial‐utility.  The  similarity‐per‐priority  computes 
the similarity between users by comparing the weight of criteria instead of ratings. 




The  similarity‐per‐partial‐utility  is  similar  to  similarity‐per‐evaluation,  but  it  uses 
weighted ratings of individual criteria. 
Several  groups  have  studied  model  based  approaches.  Adomavicius  and  Kwon 
(2007) proposed an abstract aggregation function that consist of 3 steps. Firstly,  it 
computes  the  rating  of  each  criterion  using  any  recommendation  techniques. 
Secondly,  it  chooses  an  aggregation  function  using  domain  expertise,  statistical 
techniques,  or  machine  learning  techniques  that  the  function  can  be  average, 
weighted sum, evaluates user histories. Thirdly,  the overall  rating  is computed by 
selected  function.  Nachiketa,  Ramayya,  George,  and  James  (2008)  proposed  a 
probabilistic model which extends the flexible mixture model (FMM) (Si & Jin, 2003). 
Li,  Wang,  and  Geng  (2008)  utilised  multi‐linear  singular  value  decomposition 
(Lathauwer, Moor, & Vandewalle, 2000)  to predict  the overall  rating  from multi‐
criteria  ratings  via  a  restaurant  recommendation  service with  10  criteria  such  as 
cuisine, ambience, service, and so on. Yin Zhang et al.  (2009) applied probabilistic 
latent semantic analysis  to multi‐criteria rating recommender using Yahoo! Movie 
dataset,  which  showed  improved  performance  in  recommend  top‐k  items  than 
single criterion.  
Recently researchers have attempted to apply content‐based approaches  in multi‐
criteria  recommendation  systems.  Pasi,  Bordogna,  and  Villa  (2007)  and  Pereira, 
Dragoni,  and  Pasi  (2009)  proposed  a  personalised  multi‐criteria  model  for 
information systems such as News streams, RSS feeds, and blogs. Four criteria are 
designed  to  filter documents  includes  aboutness,  coverage,  appropriateness,  and 






these  researches mainly  represent all criteria  in a  single  level  in  the computation 
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process.  The  number  of  criteria  in  mobile  recommendation  system  increases 
dramatically.  In  order  to  deal  with  this  complex  decision  problem,  this  thesis 
employ  an  Analytic  Hierarchy  Process  (AHP)  (Saaty,  1980)  from  Multi‐Criteria 
Decision  Analysis  (MCDA)  to  decompose  the  criteria  into  a  hierarchy.  It  reduces 
complex decisions  to a  series of one‐to‐one comparisons. Flexibility exists around 





The  context  information  such as personal  information,  context/operation history, 
temporal  user  location, weather  condition,  current  time,  item  popularity, movie 
original  country,  news  time  recency,  etc.  are  used  in  the mobile  context‐aware 
recommenders.  The  Criteria  Factors  used  in  existing  recommendation  systems  is 
summarized in Table 2.1. This thesis identified and classified four major criteria for 
multi‐criteria  recommendation  system.  The  four  major  criteria  include:  Profile, 
Situation, Rates, and Attributes (Detailed  in section 4.2). Four types of variables  in 
Profile  criterion  are  classified  for  generating  user  profile,  which  include 













al.,  2009),  (Woerndl  et  al.,  2009),  (D.‐R.  Liu  et  al., 































Park,  2009),  (H.  J.  Lee  &  Park,  2007),  (Das  et  al., 
2007),  (Adomavicius  et  al.,  2005),  (Cantador  et  al., 
2008) 
2.3.3 Cold‐Start Problem  
Cold‐start  recommendation  is  a  key  challenge  in  recommender  systems.  In  CBF 
recommender,  new  user  has  to  rate  sufficient  number  of  items  before  the 
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recommender  can  determine  the  user’s  preferences  and  start  providing  any 
recommendations. CF  recommender often  fails  for new user or new  items as  the 
system  has  very  little  knowledge  about  the  new  users/items  in  terms  of  their 
preferences/rating. 
To  solve  this  problem,  many  methods  have  been  proposed.  Some  researches 
(Ghazanfar & Prugel‐Bennett, 2010; Lam, Vu, Le, & Duong, 2008; M. J. Pazzani, 1999) 
extended  the  traditional CF  techniques with users’ demographic  information  (i.e. 
age,  gender,  occupation)  to  locate  similar  users  in  hybrid  recommendation 







with  demographic  data  to  predict  user  preference  to  overcome  the  cold‐start 
problem. Since Bayesian Network was originally designed for reasoning uncertainty, 
Bayesian Network is also used for prediction even though the user does not provide 
all  demographic  information  due  to  personal  privacy.  The  Bayesian  Network  is 
automatically updated when users’ history is accumulated. A single technique is not 
enough  for providing high quality  recommendation.  The proposed BN  strategy  is 
used as part of the hybrid recommendation approach in PPNews. 
2.3.4 Mobile Recommendation Systems 
Many  studies  have  been  undertaken  on  providing  recommendation  to  users  in 
many different domains  such  as news  (Das  et  al.,  2007; H.  J.  Lee & Park,  2007), 
movies (Ono et al., 2009), television (Baudisch & Brueckner, 2005), books (Ziegler, 
McNee, Konstan, & Lausen, 2005), products (D.‐R. Liu & Shih, 2005), activities (C.‐Y. 
Wang et al., 2010), music  (J. Lee & Lee, 2007),  tourism  (Huang & Bian, 2009). As 
mobile  phones  are  becoming  a  primary  platform  for  information  access, 
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recommendation  technologies  have  been  applied  in  mobile  systems  to  reduce 
information overload  and provide more  focused personalised  content  for mobile 
users.  However,  due  to  limited  input,  computation  power  and  interaction 
capabilities of mobile devices, the development of mobile recommender systems is 
more  challenging. On  the other hand,  contextual  information plays  a  key  role  in 
defining the mobile user’s information needs.  
Ono  et  al.  (2009)  presented  a  context‐aware  movie  recommender  taking 
preference  and  situation  (whom,  where,  mood)  contexts  into  account  in  the 
filtering.  Ricci  and  Nguyen  (2007)  developed  a  critiques‐based  mobile 
recommender  that  uses  location  and  preference  in  recommending  nearby 
restaurants.  Instead  of  simple  location‐based  retrieval,  users  can  assign  session‐




recommender  that  introduces  capability  contexts  such  as  device  and  network 
capability  in  addition  to  common  contexts  like  location.  It  uses  a  hybrid 
recommendation  approach  that  exploits  content  based  approach,  Bayesian 
classifier and rule‐based approach. Content‐based approach evaluates media items 
against user preference. Bayesian classifier utilises situation contexts and computes 
the  probability  of  a  media  which  is  suitable  for  specific  environments  such  as 
Home/Office, Weekday/Weekend. Rule‐based approach  filters media  items based 










The  proposed  approach  also  uses  contextual  information  when  providing 
recommendations to mobile users, but distinguishes  itself from the above systems 
for  two  reasons: First,  it  focuses on proactive  information  recommendation while 
previous work  requires  users  explicit  input.  Second,  previous work  is  built  for  a 
particular domain.  JHPeer  is a general  framework that can support context aware 






in  this  dissertation:  mobile  information  retrieval,  context‐aware  computing  and 







Context‐awareness  is a desired key  feature of mobile systems. Context  freshness, 
avoiding single points of failure, proactive information push and fault‐tolerance are 
the  key  requirements  for mobile  applications. As  discussed  in  previous  chapters, 
existing  frameworks  do  address  some  of  the  key  challenges  in  context‐aware 
applications.  However,  without  a  unified  solution,  these  frameworks  cannot 
effectively share context data and support personalised services for mobile users in 
different application domains. 
A holistic  approach  is needed  to  address  the  challenges  in  context‐aware mobile 
systems,  which  can  incorporate  various  types  of  contexts  and  support  context 
sharing.  This  chapter  presents  a  hybrid  peer  to  peer  framework  for  efficient 
organisation,  retrieval  and  management  of  context  data,  which  enables  rapid 
development  of  context‐aware  applications  for  mobile  users.  It  introduces  the 
three layer model, key components and the design of JHPeer framework. JHPeer is 
customisable  and  supports  diverse  higher  level  applications  with  a  set  of 
abstractions that are open to many possible implementations. 
On the other hand, user profiling  is  increasingly used to  improve user  interactions 
with mobile devices. The limited user input on mobile device means that traditional 
query  based  information  retrieval  is  not  suitable  and  proactive  systems  which 
supply  the  user  with  relevant  information  without  much  user  input  are  better 
suited. User profiling is a way of increasing the relevance of information to mobile 
users. 
The  JHPeer  framework  is  extended  with  a  novel  user  profiling  method  using 
Bayesian Network. The BN construction process and the XML schema to store the 
constructed BN  are described. The BN based user profiling method  is  capable of 





Currently  context‐aware  applications  in  mobile  environment  can  be  developed 
using  low‐level APIs supported by modern mobile devices. The developers have to 
focus  too much  on  the  technical  aspects  and  not  the  services  aspects.  The  key 
principle  of  JHPeer  is  to  provide  the  necessary  high‐level  concepts  and  APIs  for 
rapid development of various context‐aware applications for mobile users.  
Figure 3.1 shows the layered structure of JHPeer framework focusing on networking, 
mechanism and application  respectively. This  separation of  layers not only allows 









JHPeer  (mobile)  engine:  In  the  centre  of  the  framework,  this  layer  provides 
abstractions of peer and context data management to support various application 
domains. The  JHPeer engine consists of  five key components:  (1) Context Service 
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that  handles  context‐related  operations  such  as  context  discovery,  acquisition, 
analysis,  and distribution.  (2) Peer Monitor  that  checks  and  reports  current peer 
status periodically  to nearby peers  in order  to  indicate active mobile devices.  (3) 
Query Service that performs distributed discovery  functions  for retrieving  indexed 
documents  in  the  peer  network.  (4)  Caching/Indexing  that  stores, manages,  and 
retrieves documents in local storage and builds index files to enable fast searching. 
(5)  3rd  Party  Services  that  enable  developers  to  implement  application  specific 
components such as data replication service, information recommendation services. 
The  key  feature of  this  layer  is  reusability  and  composability.  Section 3.3  gives  a 
detailed technical description of the main components in JHPeer engine layer. 
Application  layer:  various  applications  use  the  interface  provided  by  the 













for a Mobile Peer to collect and analyse  information  from numerous sources as  it 





A Super Peer  is a  full  featured node  that operates as a service provider server  to 
serve a set of Mobile Peers. For example, a news recommendation service delivers 
news article to register mobile peers. Multiple Super Peers are connected to each 
other  to  provide  load  balancing  and  scalability.  The  difference  between  a  Super 
Peer  and  a  Mobile  Peer  is  that  a  Super  Peer  is  responsible  for  creating  and 
monitoring  the overlay network  and providing  services  to other  Super Peers  and 
Mobile  Peers.  Super  Peers  also  provide  message  propagation  and  information 
caching.  Mobile  Peers  can  switch  from  one  Super  Peer  to  another  whilst 
maintaining  relevant  data  by  using  Query  service.  The  details  are  provided  in 
section 3.3.3. 
3.2 Network	Layer	
Network  Layer  integrates  all  possible  wired  and  wireless  communication 
technologies  into  seamless  platforms  that  enable  communication  between  peers 
regardless of devices’ hardware and software APIs/protocols. The major function of 
Network  Layer  is  to  establish  communication  channels  and  provide  reliable 
messaging facilities. In P2P infrastructure, basic discovery service is also required to 
locate resources in the peer network such as locating peers.  
To achieve this goal, JXTA  is selected as network  infrastructure  in this research.  It 
establishes a virtual network on top of existing networks that hides the underlying 
physical topology. In the JXTA peer‐to‐peer infrastructure, peers are organised into 
peer  groups  and  is  communicated  via  virtual  channels  which  known  as  pipes. 
Nevertheless,  JXTA  provides  powerful  messaging  mechanisms  that  are  used  as 
communication platforms between any devices. But the abstraction  layer adds an 












environment.  If one of  the network  connections  is  lost,  it will  try other network 






in  Figure  3.2.  The  Super  Peers  are  connected  in  a  form  of  P2P  fashion  and 
established  the virtual network. Mobile peers connect  to one of  the Super Peers. 
The message transmission is propagated inside the peer network. Besides, AD‐HOC 






benefits  supporting more mobile devices  such  as  low‐end devices,  and  increases 
the flexibility of services such as supporting web services. The communication can 
be implemented by Short Message Service (SMS) and Wireless Application Protocol 
(WAP). The  implementation of  the proxy  server  is  application  specific  that  is not 
within scope of this thesis. 
3.3 JHPeer	Engine	
JHPeer  engine  provides  abstractions  of  peer  and  context  data  management  to 
support  diverse  higher  level  applications,  which  are  open  to  many  possible 
implementations  and  enable  rapid  software  development  by  providing  reusable 
components and  reducing  the complexity of  implementation using  low‐level APIs. 
This  layer  encapsulates  the  implementation  details  of  context  caching,  indexing, 
sharing,  searching  and  coherence  protocols,  so  that  the  key mechanisms  can  be 
used by different applications. 
Both Mobile  Peer  and  Super  Peer  share  similar  set  of  components.  The  context 
service and caching component are implemented for both mobile and super peers. 
However,  the  components  in  Mobile  Peer  trend  to  a  service  requester  or 
information provider  (i.e. contextual  information). Additionally, some components 
are  optional  in  Mobile  Peer.  For  instance,  Query  service  and  Peer  Monitor 





and Mobile Peer.  It  is  responsible  for  the  representation, gathering, management 
and supply of contextual information in the peer network. It consists of several sub‐
components:  Context  Provider,  Context  Listener/Context  Discovery  Listener, 
Context  Filter,  Context  Protocol,  Context  Representations  and  Context  Reasoner 
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 Recording  and  storing  collected  context  information  via  Cache/Indexing 
component (Local Store) or Query Service (Distributed Store). 
 Handling  and  responding  to  context  requests  or  context  queries  that  are 
submitted by other service and peers. 
In addition,  context  representations are developed  to encode  raw data  into XML 





(in Appendix B).  The parameters  in  the API have not used high‐level object  (e.g. 
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Array  List).  This  is  because  some  platforms,  such  as  J2ME,  do  not  include  those 
libraries.  Rather  than  develop  different  set  of APIs  for  various  platforms,  JHPeer 
uses  primitive  parameters.  There  are  9  methods  related  to  context  acquisition 





component  to  Context  Service.  For  example,  music  recommender  system  may 
require noise  sensor  to determine user environment. This new Context Provider, 
noise  sensor,  can be dynamically  loaded during  system  runtime. When a  context 
provider  is  not  required,  it  is  removed  by  calling  removeProvider()  for  saving 
limited  resources  of mobile  devices.  getProviders()  API  returns  a  list  of  context 
providers.  The  discoverProviders()  API  locate  other  peers’  associated  context 
providers.  There  are  two  types  of  discoverProviders  APIs:  Asynchronous 
discoverProviders() just submits requests to target peer(s). The results are returned 
at  anytime  and  notified  by  Context  Discovery  Listener.  Hence,  it  is  used  with 
addContextDiscoveryListener()  and  removeContextDiscoveryListener()  to  receive 
remote  providers  list  and/or  remote  context  events.  The  synchronous 
discoverProviders()  returns  result within  the  given  time, otherwise,  it  returns  an 






that  includes  save/get/search  local  contextual  documents,  and  publish/remote 
search  context  documents.  These  APIs  re‐use  other  components  in  the  JHPeer 
engine. For example, the  implementation of these APIs use Caching component to 














getContextProviderType()  which  returns  the  name  of  the  provider, 
addContextListener() which enables context  service  to  receive context event, and 
removeContextListener()  which  removes  the  existing  context  services’  context 
listener when removing Context Provider from Context Service.  
A  list of  context providers defined  in  JHPeer  repository  is  shown  in Table A.1  (in 
Appendix  A).  The  context  providers  are  not  limited  to  the  list.  More  advanced 
providers can be integrated into the system.  
3.3.1.2 Context	Filter	and	Context	Listeners	
Context  Filter  is  an  interface  component,  as  shown  in  Figure  B.3, which  enables 
developers  to  implement  application  specific  filtering  mechanisms  to  filter  the 
irrelevant context events before it notifies the Context Listener. It filters contexts in 
different ways such as filter by types of context document, filter by peers, filter by 




Discovery  Listener.  Context  Listener  enables  other  services  to  receive  context 
 38 
 
(change)  events.  The other  services only  require  registering  a  context  listener  to 
Context Service. It is optional to register the context listener with a Context Filter. 
If no context filter  is associated, all context events received  in Context Service will 
be  informed.  Context  Discovery  Listener  is  used  to  notify  two  types  of  remote 





manipulate various  context data  in  the peer network. There are  several ways  for 
modelling  context  information  in  variety of  context‐aware  system  (Baldauf et al., 
2007)  such  as  Key‐Value  models,  Mark‐up  schema  models,  Graphical  models, 
Object‐oriented models,  Logic‐based models  and Ontology‐based models.  JHPeer 
aims  to  share  and  reuse  context  data  amongst  applications  and  peers.  Simple 






as toJSON(), toRDF(), to convert context  information  into the required type that  is 









publishing, caching and  indexing of context data  throughout  JHPeer network. The 
class  diagram  is  shown  in  Figure  B.5.  Each  document  is  assigned  a  unique  ID  in 
order to enable  indexing and storing of documents  in JHPeer engine. The variable 
adv_lastmodify  holds  the  last  modification  timestamp,  adv_lifetime  holds  the 
lifetime timestamp which  indicate the  length of time for keeping the document  in 
local  storage,  and  the  adv_expiration  holds  the  expiration  timestamp  which 
indicates the length of time for keeping the document in peers after it is published. 
For the document which has expired timestamps will be deleted or achieved.  
In  addition,  other  data  such  as  persistence  (i.e.  memory,  disk),  permission  (i.e. 









abstract  class  that  can  be  extended  by  a  specific  context  object  such  as 





latitude,  altitude,  speed,  course  (i.e.  degree  to  true  north),  etc.  AcquireMethod 
indicates the acquisition methods. For example, if context data is provided by Java 
JSR  179  Location  API  with  GPS.  The  value  of  AcquireMethod  will  be  “JSR179| 
MTE_SATELLITE”.  If  context  data  is  provided  by  Android’s  Network  Location 
Provider,  the  value  will  be  “ANDROID|Network”.  The  XML  Schema  of 
Context_Location is shown in Figure C.2. 
Context_CellID stores the Cell ID information for different types of cellular networks: 
GSM or CDMA. The Cell  ID  is used to estimate the approximate user  location. The 
XML Schema of Context_CellId is shown in Figure C.3.  
Context_Battery object, as shown in Figure C.4, encloses the dynamic battery status 
of  mobile  devices.  The  DataType  variable  indicates  the  type  of  sensor.  E.g. 
ANDROID, JSR256, NOKIA. The rest of the variables hold the collected raw data. 
Context_Address object contains the detailed information of an address. The details 
of the variables are  illustrated  in Figure C.5.  It  is used to provide and share places 
information  in mobile  applications.  It  can  also  be  used  to  store  user’s  favourite 
address in user profile. 
DeviceAdvertisement  is used  to hold  static device  information  such  as operating 




UserProfileAdvertisement  contains  user  information  such  as  user  detail,  user 
calendar,  friends,  system  and  application  preferences,  etc.  It  holds  a  set  of 
UserProfileModule  that can be extended by specific user preference class such as 
News  Application  Profile.  The  XML  Schema  of  UserProfileAdvertisement  and 
UserProfileModule are shown in Figure C.7. 
Developers can add and  implement  transform  functions  in order  to provide extra 
































between  these  are  that  Context  belongs  to  a  User  and/or  is  generated  from  a 
Device of a User. The Domain‐Specific Ontology enables designers to develop their 
own ontology  sub‐models  in different  application domains  such  as News, Movie, 








Context Protocol aims  to enable  the  communication between  context  services  in 
Mobile Peers and Super Peers.  It  includes  two  types of messages: Context Query 
Message  and  Context  Response  Message.  Context  Query  Message  is  used  to 
transmit  the  query  statement  as  shown  in  Figure  C.8,  while  Context  Response 
Message is used to transmit the result of a query and publish context documents as 









Listener  to  Context  Service. When  Context  Provider  notifies  a  context  event  to 
Context Service, Context Service will start to process. It may publish the context to 
Super Peer. However, publication of  contexts  should  only happen periodically or 
when  it  is needed  in order to save battery  life. At the same time,  it will notify the 
registered  Context  Listeners,  if  it  is  not  filtered.  The  application  can  adapt  its 
behaviour based on notified contexts. The context is cached by Caching component 
(Local) or Query Service (Remote) for future usages, e.g. when performing content 




used  to analyse  the  low‐level context  (e.g. GPS  location) and  infer  to a high‐level 
context  (e.g. Home, work).  It  is  usually  implemented  by  the  application  services 
since  different  services  may  require  a  variety  of  high‐level  contexts.  Another 







Caching/Indexing  Component  is  responsible  for  storing/indexing  IndexableDoc 
object  in  local  storage  (e.g. disk,  flash drive, memory)  and building  index  files  to 
enable fast searching. It  is  implemented  in both Mobile and Super Peer with same 
set of API  shown  in Figure B.6  (in Appendix B). A  large volume of  stored  context 
information may  overwhelm  a mobile  device;  therefore  an  expiry  timestamp  is 
assigned  to  each  IndexableDoc.  Caching/Indexing  component  will  clean  up  the 
expired IndexableDoc from the local storage. 
Furthermore,  the  cache  API  can  be  re‐used  in  implementing  multiple  cache 
components  with  different  implementations  in  system  runtimes.  For  example, 








performing  local or  remote  searching, publishing  IndexableDoc document  in peer 
network,  propagating  query  to  nearby  peers,  handling  advanced  query  such  as 
Boolean Query, XQuery, SQL‐Liked Query, etc. The Query Service API  is  shown  in 
Figure B.7. The  reason  for  implementing query  service  is because  JXTA discovery 
service  is  only  designed  for  publishing  advertisement  and  performing  plain  text 
searching.  It  can  only  handle  simple  keywords  query  which  is  insufficient  for 
modern  applications.  Current  mobile  devices  are  capable  of  storing  more 
information  and  are  becoming  a  significant  information  source.  Query  Service 
supports full text searching on Super Peers and Mobile Peers. Since it extends JXTA 
discovery  service,  it  also  incorporates  JXTA  Distributed  Hash  Table  (DHT)  index 
(Traversat, Abdelaziz, & Pouyoul, 2003)  (in  Super Peer only)  for  fast  searching  in 
distributed peers.  
In normal operation a Mobile Peer joins a Super Peer that is geographically close to 
it. When a Mobile Peer switches  from one Super Peer  to another,  the new Super 
Peer will  get  the  user’s  information  from  previous  Super  Peer  by  calling  Query 
Service.  When  a  Mobile  Peer  is  disconnected,  updated  information  will  be 
published to the peer network. 
Query Protocol extends  JXTA discovery protocol. The Query Request Message, as 
shown  in  Figure  C.10,  supports  multiple  attributes/values.  The  Query  Response 









return  the  type  of  peer,  associated  services  (e.g.  news/movie  service),  peer 
information  (e.g.  uptime,  ping  speed)  and  state  of  a  peer.  The  state  of  peer  is 
represented in 6 levels: UNKNOWN, ONLINE, AWAY, BUSY, INVISIBLE, and OFFLINE, 
which  can  be  assigned  by  relevant  applications  automatically  or  by  the  user 
manually. Peer Monitor class is shown in Figure B.8. Recommendation services are 
based on  a user’s  status.  For  example,  if  a user  sets his/her  status  to BUSY,  the 
proactive recommendation services will postpone information pushing to the user. 








Similar  to other  JHPeer  components, PeerMonitor also provides  remote querying 
functions  such as getRemotePeerStatus(). The  returned  results will be notified by 
PeerMonitorListener. 
Peer Monitor  Protocol  is  designed  to  check  the  status  of  peer,  and  check/keep 
connection alive. Figure C.12 and Figure C.13  (in Appendix C) shows the design of 
Peer Monitor Query Message  and  Peer Monitor  Response Message  respectively. 
The  Request  and  Response  is  designed  to  hold  StructuredDocument. 
StructuredDocument may  generate  overhead  for  time‐sensitive  query  (i.e.  ping). 
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The  implementation  of  3rd  Party  Services  only  requires  extending  the  service 







administrators  to  control  the  application.  Implementation  is not  limited  to  stand 
alone user  interface and  can be a web  interface. The applications  can access  the 
provided JHPeer APIs. 
In Mobile Peer, user interacts with the system via user interface. In modern mobile 







The  following application  scenarios are an  indication of how  the  system could be 
used: 
Mobile News:  Imagining  that  you  just  arrived  in  a  city, without  formulating  any 
queries,  your  mobile  news  recommender  automatically  reports  local  traffic 
information, or  latest  local news based on your preference and contexts. All such 
information will display on your mobile device. The biggest benefit of this service is 







shops).  A  good  example  is  the  university  discussion  forum.  Since  lecturers  and 
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students  constantly  post  information  about  the  subject,  students  can  receive 
information that is of interest to them as fast as possible, rather than browsing the 
forum. For  instance,  if a  lecture was cancelled, students would definitely want  to 
know about  it  in advance. By supporting proactive  information push, users can be 
notified of any relevant posts in the forum. 
Tourism:  Tourism  services  could  enhance  the  experiences  of  tourists,  as well  as 
locals.  Once  a  user  starts  the  application,  system  provides  local  information 
depending  on  his  or  her  geographical  position.  For  example,  a  mobile  user  is 
located in London. The application acknowledges the location where the user is via 
GPS/AGPS  and offers  some useful  recommendations,  e.g.  address of  the nearest 
Hotel, special event at the popular pub or sales information at the nearest shopping 
centre.  If  the user  selected  the  Ibis  (Hotel) entry,  the  system will provide  further 
personalised  information  such  as  the  directions  to  the  hotel  and  the  price  of 
services (i.e. travel expenses). 
3.5 User	Profiling	
User  profiling  is  a  key  technology  in  personalised  applications.  User  Profiling 
attempts to estimate the  importance of  information to a user at a particular time 
and  space  so  that  information can be  recommended  to  them by a  recommender 




such  as  shops,  restaurants  or  public  transportation.  Tracking  the  user's  current 
location  along  with  the  locations  the  user  has  visited  previously  is  useful  in 
generating  a  profile  of  location  interests. Monitoring  user  activities  such  as web 
searching is suggested for capturing non‐local and longer lasting user interests. This 
sort  of  activities  can  take  place  over  many  weeks  or  longer,  generating  vast 
amounts of search queries and downloaded files. It is possible for an application to 
analyse this  information and  identify certain topics that a user  is  interested  in and 
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use  this  in a  recommendation  system. The advantage  in profiling users based on 
their activities is that data capture is implicit and does not require any extra effort 
from the user. 








provide  a  variety of options. After  the user uses  the  application  for  a while,  the 
system  will  revert  to  using  the  contents  of  the  user’s  profile  to  make 
recommendations that are more suitable  for that particular user. Additionally, BN 
could  provide  real‐time  prediction  to  achieve  the  objective  of  just‐in‐time 
personalisation  because  BN  requires  a  smaller  memory  and  provides  faster 
computation than other CF/CBF techniques (Breese et al., 1998). 
In  a  recommendation  system, Bayesian Network  (BN)  can be used  to estimate  a 
user’s  interest  and  predict  an  uncertain  user’s  situation  based  on  the  user  or 
group’s previous activities and history. To accomplish  this objective,  three phases 





It  classified  four  types  of  relevant  variables  which  can  be  applied  in 
recommendation  domain:  demographic  variable,  situational‐behaviour  variable, 
psychographic  variable  and  domain  specific  variable.  The  values  of  variables  are 
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news  than women;  in movie domain, more women prefer  romantic movies  than 
men.  As  the  users  are  getting  older,  the  interests  of  users may  change  such  as 
clothing, activities, and reading materials. 
The  situational‐behaviour  variable  is  related  to  the user  status and user ambient 
contexts  in  particular  situation  that  includes  location,  usage  period,  time  spend, 
weather, mood with whom etc. For instance, in movie domain, if a user is dating a 
girl,  the  chance of  choosing a  romantic movie  is greater  than  choosing an action 
movie. In News domain, it is possible to determine user behaviours. If a user usually 
reads news  in  the morning  from Monday  to  Friday,  the probability  that  the user 
may want  to  read news during weekdays  is higher  than weekends. The proactive 
recommender may push news at that particular time. 
The  psychographic  variable  is  considered  as  personality,  lifestyle,  characteristics, 
values,  attitudes,  hobbies,  and  general  interests.  Personality,  lifestyle  and 
characteristics  can  determine  how  a  person  treat  or  react  to  a  situation.  These 
factors  reflect  user’s  behaviours  and  affect  the  user  needs  for  certain 
recommendations.  For  instance,  if  a  user’s  personality  trait  is  Openness  to 
Experience/Intellect  and  extroversion,  the  user may  like  to  try  new  things.  The 
tourism recommender may recommend new types of places that the user may not 
have tried before such as a newly open restaurant and new type of cuisine. 






After  the  relevant  variables  are  selected,  there  are  two  approaches  that  can  be 
used to specify the BN structure. One  is to  join variables manually. The other  is to 
learn the BN structure automatically via history data.  
Finally,  the conditional probability  table  (CPT) of each variable has  to be defined. 





target  node  by  using  any  given  evidence  nodes.  The  computation  is  based  on  a 
chain  rule of probability  theory which defines an equation  (3.1) where ݔଵ to ݔ௡ is 
the order of nodes in BN, ݔ௜is the target node, and ParentsሺX௜ሻ is the set of parent 
nodes  of ݔ௜.  A  specific  posterior  probability  value  is  used  to  estimate  the  user’s 
interest. 




In  addition,  soft  evidence  is  also  employed  to  improve  the  prediction  instead  of 
using a user’s Local BN (i.e. Local BN  is generated  for particular user based on his 
historical  data).  It  can  be  computed  using  user  history.  For  instance,  in  News 
domain  a  BN  network  is  created  for  predicting  user  interested  news  categories 
based  on  demographic  variables  (i.e.  age,  gender).  When  user  history  is 
accumulated,  the  system  computes  the distribution of user  interested  categories 
such  as  40%  on  Headlines,  29%  on  Nation  (UK),  5%  on  Sports,  12%  for 
entertainment,  and  14%  on  technology.  These  values  reflect  the  user  interested 






BN. When  a  user  is  new  to  the  system,  Global  BN  is  applied. Whilst  the  user’s 
history is accumulated, the user’s Local BN is being generated. Both BNs are revised 
based on  incremental  learning (Korb & Nicholson, 2004). Besides,  incomplete data 
can  be  resolved  by  Gibbs  sampling  or  Expectation maximisation  (EM)  algorithm 
(Korb  &  Nicholson,  2004).  Therefore,  the  system  can  effectively  eliminate  the 
problem of data sparsity for new users. 
In  addition,  the  revision process  is  carried out  as  an offline process  that may be 
scheduled  on  an  hourly  or  daily  basis,  since  updating  BN  may  cost  a  lot  of 
computation power. 
Furthermore,  Bayesian  Network  can  be  extended  in  this  phase  that  additional 
variables or sub‐BNs can be added to the BN. 
3.5.2 Bayesian Network Advertisement 
In  order  to  store  and  distribute  the  constructed  BNs  in  JHPeer  network,  a  XML 
schema,  BayesianNetworkAdvertisement,  is  defined  and  used  as  a  part  of  User 
Profile  (i.e.  User  Profile Module).  The  BayesianNetworkAdvertisement  holds  the 




































































This  chapter has described  the  JHPeer  framework based on  JXTA and hybrid P2P 






which  is  to  integrate  these  technologies  into  a  computational  framework 
seamlessly  and  enable  communication  between  each  other.  It  enables  the 
 57 
 
distribution  of  context  information  in  peer  network  to  handle  the  rapid  growing 
number of mobile users seeking dynamic information. Third party components can 
be  added  to  extend  the  functionality.  The  components  are  reusable  in  context‐
aware  applications.  Designers  only  need  to  focus  on  application‐specific  tasks. 
JHPeer assists and eases the development of context‐aware applications for mobile 
users. Chapter  5 demonstrates how  JHPeer  framework  is used  to build  a mobile 
news recommender system. 
An  BN  based method  is  developed  to  generate  user  profile  and  estimate  user’s 




real‐time  prediction  service  that  achieves  the  objective  of  just‐in‐time 
personalisation  due  to  its  smaller memory  requirement  and  faster  computation 
than  other CF/CBF  techniques. One  of  the most  challenging  problems  in  using  a 
Bayesian  Network  is  the  model  construction.  This  thesis  develops  a  model 
construction process with many variables  for  context‐aware mobile environment. 
The  possible  types  of  variables  have  been  identified  that  is  suitable  for  use  in 








chapter presents  an  analytic hierarchy process  (AHP) based multi‐criteria  ranking 
approach  called  AHP‐MCR  approach.  AHP‐MCR  takes  user  contexts  into  account 
and  rate  relevant  information  for  personalised  services.  Four  common  criteria, 
which  can  be  used  in  context‐aware  recommender  systems,  are  identified  and 
selected by investigating a wide range of literature. 
4.1 Motivation	
The  ubiquitous mobile  devices  are  embedded with more  and more  sensors  and 
relatively  large  storage,  contextual  information  is  becoming  richer  in  mobile 
environments.  It  has  added  great  benefits when  applied  to mobile  devices  as  it 
maximises  the  effectiveness  of  the  limited  screen  size  and  processing  power. By 
using contextual  information, a mobile  recommender has  the potential  to deliver 
more  relevant  and  just‐in‐time  information  to  mobile  users  with  reduced 
keystrokes. 
Unlike traditional recommenders which are only based on users and items space, a 
context‐aware  recommender  system  needs  at  least  three  spaces:  users;  items; 
contexts. In order to handle contextual criteria and meet the diverse requirements 
of different  applications,  a  rating  approach must be  able  to  incorporate multiple 
criteria and adapt to different application domains. 
4.2 AHP‐MCR	Approach	
The  AHP‐MCR  approach  is  developed  to  deal  with  multi‐criteria  problems  in 
context‐aware recommender systems. While most of the traditional recommenders 
only  calculate  a  single  rating  for  one  item,  AHP‐MCR  has  the  advantage  that 
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considers more  than  one  criterion  and  provides more  possible  combinations  in 
order  to make  a  recommendation.  For  instance,  if  there  are  four  criteria  in  the 
model,  the system may only score Criterion 1 and Criterion 3  for Situation 1, and 
score Criterion 2 and Criterion 4 for Situation 2. In this case, the approach can offer 
recommendations  of  top‐k  for  one  criterion  or  combination  of  several  criteria. 





Different  algorithms  can  be  used  in  different  criterion.  For  example,  CBF 
algorithms  can  be  used  in User  Profile  Criteria  to  predict  user  interested 
items and CF can be used in User Situation Criteria to predict user interest in 
current environment through similarity in community histories.  
3. The multiple  ratings  of  the  criteria  can  be  used  as  an  indication  of  user 
needs for the purpose of proactive information pushing. 
4. User  customisation  on  criteria  importance  can  take  place  in  the  ranking 
process that  increases the functionality and flexibility of the recommender. 
For example, in news domain, user normally prefers to read popular stories, 
but  he  may  change  his  mind  when  events  happen  (e.g.  football  match, 
natural disaster). At this moment, he can adjust the criteria  importance to 
allow  a  proactive  news  recommender  to  push  first‐hand  related  news  as 
soon as possible. 
AHP‐MCR  derives  relative weights  of  criteria  from  pairwise  comparisons  by  the 
importance of each criterion. There are two common methods in deriving weights: 
eigenvector  method  and  geometric  mean  method.  However,  the  eigenvector 










This  stage  is  to  identify  criteria hierarchy  and  locate  the  recommendation  items. 
The criteria can be  fixed  structure or can be  selected based on  the availability of 
user  contexts.  The  user  contexts  can  be  a  user  preference  or  existed  contextual 
information.  For  instance,  in News  domains,  user  can  submit  his  requirement  of 
news  such  as highly  rated news, nearby news.  The news  items which met  these 
criteria will be assigned a higher score. However, if user location context is missing, 
the  nearby  news  criteria will  not  be  selected.  The  selection  of  alternatives  is  an 
information  retrieval process, but  it  varies  in different  applications/domains.  The 
information  can  also  be  retrieved  based  on  user  preference  and  existing  user 






These  criteria  are  selected  by  investigating  the  common  features  of 
















clusters  such  as  age  groups  and  economic  groups.  The  demographic  data  can 
influence  the user  choice  in different domains. For example,  in news domain, an 
economist may prefer reading business, finance, and politics news. 
The  situational‐behaviour  variables  refer  to user preference  and behaviours.  The 
typical  example  of  this  variable  is  the  preferred  time  and  location  which  is 
computed by the user histories, for example, a user’s frequency of reading news at 
office  in  the  morning.  This  can  be  used  as  an  influence  factor  for  proactive 
recommenders.  
The psychographic  variables  are  the  general  value of user’s personality,  lifestyle, 
values,  attitudes,  hobbies,  and  general  interests.  This  factor  can  reflect  the  user 




in news domain,  it  reflects  the news category, keywords or  topics, etc.  In scholar 
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recommendation,  it  reflects  keywords,  subjects  such  as  information  retrieval, 
context‐awareness, collaborative filtering and information systems.  
Situation Criterion handles various temporal contexts variables that are relevant to 
current  environment.  Sub‐criteria  can  include  Emotion,  Status  of User, Weather, 
Location, task, with/nearby friends, etc. The score of this criterion can be calculated 
based  on  CF  algorithms  (e.g.  reduction‐based  CF  (Adomavicius  et  al.,  2005))  or 





Attributes  Criterion  refers  to  an  item’s  attributes  in  a  particular  domain.  This 
criterion  is domain  specific. For example,  in news domain,  it may be divided  into 
two sub‐criteria: Time and Site Subscription. Time  is used to compute the score of 
items based on recency such that a recent news article has more weight than old 
news  and  the weight  is  reduced  as  time  passes.  The  score  of  Site  Subscription 
criterion is computed based on the number of subscription to a news web site. For 




and ݆ is  equal  to ݌௜௝ ൌ 	ܥ௜ ܥ௝⁄ ,  where ܥ௜  and ܥ௝are  the  user  assigned  numerical 
judgment  (value:  1‐9)  (Saaty,  1980)  of  Criterion ݅ and ݆ respectively.  By  adopting 
AHP‐group decision making,  the assignment of criterion pair’s  importance can be 
generally classified  into  three different approaches:  individual‐based, group‐based 
and mixed approach. 





aggregation  of  individual  judgments  (AIJ)  (Forman  &  Peniwati,  1998).  The 
importance of criteria is aggregated from users. There are three possible methods: 
 Method  1: By  aggregating  all users’ numerical  judgment  (assigned or/and 
computed judgment) and computed by arithmetic mean for each criterion. 
 Method 2: By aggregating numerical  judgment  (assigned or/and computed 
judgment)  from  users  that  have  similar  contexts  and  computed  by 
arithmetic mean.  It can apply common similarity methods such as Pearson 
correlation  coefficient,  Cosine  similarity,  Euclidean  distance,  k‐nearest 
neighbours, clustering (e.g. k‐means clustering), etc. to find users. 




Mixed  Approach  enables  the  combination  of  both  individual‐based  and  group‐
based  approaches  allowing  assigned  personal  importance  and  global  users’ 
importance  to  be  taken  into  account.  The  final  importance  is  computed  by 
arithmetic mean. For example: a set of numerical value of criteria ݅ is defined as ܺ௡, 
where ݊ ∈ ܰ,ܰ ൌ ሼ1,2,3ሽ,  n  =  1  means  it  is  user  assigned  individual  numerical 
value, n = 2 means  it  is normalised numerical value which  is computed  from user 
history,  n  =  3  means  it  is  the  group  numerical  value  between  0  and  10.  The 
importance of criteria ݅ is the arithmetic mean of ܺ௡ that is represented as ܥ௜ ൌ 	ܺ௡. 
4.2.3 Derivation of Weight of Criteria from Comparison Pairwise Matrix 






















The  last procedure  is  to  synthesise all  scores across all criteria  in each hierarchy‐
level  from  bottom  to  top  to  determine  the  final  priority.  The  score  of  an  item 
(ݏܿ݋ݎ݁௜) is computed as follows: 




where  ௜ܰ௝  is  the  normalised  score  of  criteria  from  equation  (4.3)  and ݓ௝ is  the 
weight of criteria from equation (4.1). 
Only  top‐k  alternatives  from  the  ranked  list will  be  pushed  to  the  users’ mobile 
devices based on recommendation approach. 
4.3 Applications	of	AHP‐MCR	Approach	
The  following  examples  show  how  the  AHP‐MCR  approach  can  be  applied  in 





Mobile  movie  recommender  aims  to  provide  just‐in‐time  recommendation  of 
movies  in nearby cinema. The design of ranking factors can fit  into the four major 
criteria (Table 4.1): Profile, Situation, Rates and Movie Attributes. 
For Profile Criterion,  it may be made up with  two  sub‐criteria: User  Interest  and 
User  Behaviour.  User  Interest  predicts  the  ratings  of  movie  types  using  user 
variables  such  as  age,  gender,  and  personality.  CF  techniques  (i.e.  correlation 
coefficient)  or  the  proposed  BN  strategy  can  be  used  in  this  computation. User 






such  as  cinema nearby or near  to  a particular  location,  show  times,  seats  left  at 
cinema. These dynamic attributes may influence user decision. For example, if user 








movie  popularity,  famous  director/writer/actor,  country,  awards,  gross  revenue, 























There  are  various  types  of  tourism  recommenders.  One  of  the  popular  mobile 
tourism  recommender  is  to  recommend point of  interests  (POIs)  (places)  such as 
attractions, viewpoints,  shopping centre, hotel, and  so on. The possible design of 
criteria hierarchy is shown in Table 4.2. 
For  Profile  Criterion,  User  Interest  sub‐criterion  can  predict  the  user’s  place  of 
interest  category,  types,  and  budget  range  based  on  demographic  and 
psychographic  variables  such  as  resident  of  city/country,  age  range,  occupation, 
social  economic  grade, marital  status,  kids,  and  personality. User  Behaviour  can 
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estimate  the  user  preferred  visiting  time/visiting  area/distance/length  of  tour  by 
using user history or preference. 
For Situation Criterion, it is used to rank the POIs to fit user ambient environment. 




For  Rates  Criterion,  it  can  include  rating,  votes  that  reflect  user  satisfaction  on 
different factors. The place with higher ratings will be assigned a higher score. 
For Tourism Attributes Criterion, the possible sub‐criteria include popularity of POI 
which can be estimated by  statistical data  (e.g. number of people visiting) or  the 
number  of  photos which were  tagged  for  a  particular  location  from web  photo 
albums. More  recent  digital  cameras  are  embedded with  GPS.  Photos  taken  by 






Profile  User Interest  resident  of  city/country,  age  range, 
occupation,  social  economic  grade,  marital 
status, kids, personality 


















recommendation  for  context‐aware  recommender  systems.  The  proposed 
approach handles complex multi‐criteria problems by using AHP criteria hierarchy. 




domain).  The  weights  of  the  contexts  (criteria)  can  be  assigned  by  user  or 
automatically  adjusted  via  individual‐based  and/or  group‐based  (group  decision 
making) assignment. Any  rating‐based algorithms  can be used  for  scoring  criteria 
that  include  CF  and  CBF.  Finally,  several  criteria  hierarchy  examples  of  different 











JHPeer  framework.  The  AHP‐MCR  approach  is  deployed  to  recommend 






is  built  on  top  of  JHPeer  framework  that  incorporates  user  contexts  and  news 
article  attributes  for  automatically  pushing  real  time  news which  are  considered 
relevant to mobile users. The delivery of news  item  is faster than using traditional 
push‐pull methods. 


























This  section  describes  the  implementation  of  JHPeer  Components  for  PPNews 
application  in detail  including  the  libraries used.  Since different  applications may 
have  various  requirements,  the  implementation of  JHPeer Components may  vary 
between applications. As discussed in Chapter 3, the JHPeer is a general framework 
that supports context‐aware applications  in mobile settings. JHPeer provides a set 
of  APIs  and  basic  implementation  of  the  fundamental  components.  In  order  to 
enable a longer battery lifespan for mobile devices, complex computation is usually 
handled  by  Super  Peer.  Mobile  Peer  is  mainly  used  to  capture  user  low‐level 
contexts  (sensor  data,  raw  data)  and  user  operations,  while  Super  Peer  is 
responsible for processing the user contexts and providing service to Mobile Peers. 
5.3.1 Implementation of Context Service 
The Context Service  in Mobile Peer  is  implemented  to push  low‐level contexts  to 
Super Peer periodically  in the form of ContextAdvertisement. The  implementation 
of  Context  Service  supports  filtering  and  provides  (particular)  context  events  for 
other services through ContextListener, where the context events are generated by 
Context Providers. The Context Providers in PPNews are capturing the context data 





The  Context  Service  in  Super  Peer  is  implemented  to  receive  and  aggregate 
contexts from mobile peers. In current implementation, a simple context reasoning 
is  implemented  to  find  relevant  user  location  (address)  and  provide  weather 











and  included  in  the  inverted  file.  News  items  can  be  retrieved  from  the  local 
storage quickly with the additional  information associated with the news  item  like 
TF and IDF, which benefit the computation of recommendations.  
In  Mobile  Peer,  Perst  (2011)  object‐oriented  library  was  used  to  store  any 
IndexableDoc object  (e.g. UserProfile, News Articles/Channels)  for  fast retrieval.  It 






















News Service  in Mobile Peer  is a client‐side service which  is used to submit user’s 
profile/queries and receive information from Super Peer. 
5.4.1 News Documents 

































Figure  5.7  illustrates  the  relationship  between  news  documents.  The  common 
objects  Peer,  Context,  User  and  Device  (i.e.  ContextAdvertisement, 
UserProfileAdvertisement,  and  DeviceAdvertisement)  are  defined  in  JHPeer 
framework.  The  News  document  extends  these  common  objects.  The 
NewsUserSetting  and  NewsUserProfile  is  part  of  UserProfileAdvertisement  that 
extends  UserProfileModule which  is  described  in  section  3.3.1.3.  FeedScore  is  a 
type of user activity which indicates user reading operations. 
5.4.2 News Service Protocol 







INIT  operation  is  implemented  to  initialise  the  news  service  in Mobile  Peer  that 
requests  Super  Peer  to  send  the  basic  information  to Mobile  Peer  such  as  new 
channel subscription list, and FeedChannel information. 




GET Operation  is used  to  retrieve  FeedChannel  information  and  load more news 
articles when user  is willing to read more. The News service usually delivers top‐k 
(i.e. 10) news based on user settings. However, the mobile news service can change 




The  FeedOperationMessage  contains  an  MsgType  variable  which  is  defined  to 
identify the type of message. 14 different values are defined for different types of 
messages. For example, if the value of MsgType is 64, it indicates the message is a 
push  message.  If  the  value  of  MsgType  is  8,  it  is  POST  request  message.  The 
OperationResult holds  the  response message  including error messages, while  the 
other variables such as InputPipeAdv, NewsUserSetting, UserInfo, FeedChannel, etc 
are used  to hold  the  related documents and  information  that  is used  in different 
operations.  For  example,  INIT  operation  requires  Mobile  Peer  to  submit 
InputPipeAdvertisement. This enables Super Peer to communicate to Mobile Peer 















The RSS Aggregator  is  implemented using ROME (ROME, 2010)  library which  is an 
open source library for parsing different version of RSS and Atom feeds. 
5.5 News	Ranking		
The  design  of  News  Ranking  is  based  on  the  AHP‐MCR  approach  described  in 







The  criteria  selected  for  PPNews  is  shown  in  Figure  5.9,  which  is  based  on  4 
identified  criteria:  Profile,  Situation,  Rates,  and  Attributes.  The  sub‐criteria  are 





Profile Criterion  is  the  key  factor  for News Ranking  due  to  frequent  updating  of 
news web  site. To  rank new articles,  the  long‐term and  short‐term user histories 
should  be  analysed  (H.  J.  Lee  &  Park,  2007;  J.  Liu,  Dolan,  &  Pedersen,  2010; 
Papadogiorgaki et al., 2008). In PPNews, the long‐term factor is the particular news 























interested  in  sport  than a woman. Obviously,  two  states are used  for  this 
variable: Male and Female. 




 Occupation Status: Working status  is an effect on  identifying user  interests 
(Dutton  et  al.,  2009;  Mintel,  March  2009).  For  this  variable,  four  basic 












Park,  2007;  Mintel,  March  2009):  Headlines,  Business,  Politics, 
Entertainment, Health, Science, Technology, Sports, World, UK (nation). 
The  News  BN  is  developed  and  the  relationships  between  the  variables  are 
established  as  shown  in  Figure 5.10.  The  values  in  the CPT  for each  variable  are 
assigned based on the summarisation of empirical data  from  (Dutton et al., 2009) 
and (Mintel, March 2009). Four variables: Gender, OccupationStatus, AgeRange and 
SocialEconomicGrade  are  root  nodes, which  influence  the News  Category.  If  the 









values  from  users’  demographic  contexts.  A  user’s  news  interests  category  is 
predicted  based  on  the  user’s  personal  information  (Gender, Occupation  Status, 
Age,  and  Social  Economic  Grade).  Figure  5.11  shows  the  predicted  result  of 
posterior  probability  distribution  for  Category  node  given  the  user’s  profile 
(Gender=Male, Age Range=0‐24, Occupation=PartTime, Social Economic Grade= C1), 
which  is  computed  based  on  the  chain  rule  of  probability  theory  defined  in 
equation  (3.1).  On  the  other  hand,  if  the  user  is  not  willing  to  provide  any 











Based on a user’s past  click behaviour,  the probability of Category  (C) node with 
soft evidence (C’) is calculated as follows: 
From Figure 5.11, ܲሺܥ ൌ ܪ݈݁ܽ݀݅݊݁ݏሻ ൌ 0.15, and given 21% of  soft evidence  for 
Headlines variable. By using Bayes’ Theorem to perform the inference, it is equal to:  
ܤ݈݁ሺܥᇱ ൌ 	ܪ݈݁ܽ݀݅݊݁ݏሻ
ൌ 	αܲሺܥ’ ൌ ܪ݈݁ܽ݀݅݊݁ݏ|ܥ ൌ ܪ݈݁ܽ݀݅݊݁ݏሻܲሺܥ ൌ ܪ݈݁ܽ݀݅݊݁ݏሻ 
ൌ α0.21 ൈ 0.15 
Since ܤ݈݁ሺܥᇱ ൌ 	ܪ݈݁ܽ݀݅݊݁ݏሻ ൅ ܤ݈݁ሺܥᇱ ൌ 	ܷܭሻ ൅ ܤ݈݁ሺܥᇱ ൌ 	ܹ݋ݎ݈݀ሻ ൅ ⋯൅
ܤ݈݁ሺܥᇱ ൌ 	ܪ݈݁ܽݐ݄ሻ ൌ 1 ,  this  gives  us  α  =  9.3213.  Therefore,  ܤ݈݁ሺܥᇱ ൌ
	ܪ݈݁ܽ݀݅݊݁ݏሻ ൌ 9.3213 ൈ 0.21 ൈ 0.15 ൌ 0.2936, as shown in Figure 5.12. 
By  applying  the  soft  evidence  in  the  BN,  personalised  posterior  probability 
distributions  of  Category  node  can  be  generated.  This  posterior  probability 
distribution will be used to define the priority of User News Interest Criterion (ݎ௜௝). 







Keyword‐based  searching  techniques are designed  to compute  the  score of news 




















Situation  criterion  currently  includes  location  criterion  and weather  criterion.  By 
using Geocoding services in Server peer, it converts latitude and longitude which is 
obtained  from a device’s GPS,  to  textual  location  (address)  for  carrying out  term 
weighting  process  on  the  news  articles.  For  example,  if  a  user  is  located  in 
Portsmouth,  Hampshire,  UK,  the  system  will  go  through  similar  process  as 
 85 
 





each  keyword  in weather  information  is  calculated.  If  a  news  story  contains  the 
weather keywords (e.g. flooding), it will be given a higher priority. 
5.5.1.5 Rates	Criterion	




Attributes  criterion  refers  to  time  recency  in  PPNews  since  only  pre‐defined RSS 
websites  is  currently  allowed.  The  time  recency  of  news  article  is  computed  as 
follows (adopted from (H. J. Lee & Park, 2007)): 




ݐఉ is  the base  timestamp which  is equal  to 24 hours. For  instance,  if an article  is 
posted at 13:00 GMT and current time is 15:00 GMT, the weight is equal to – ((15‐







The  alternatives  in  this  ranking  process  are  the  news  articles which  are  fetched 
from RSS Aggregator or Caching Component. 
5.5.2 Construction of Criteria Comparison Pairwise Matrix 
The criteria comparison pairwise matrix  is  implemented based on  individual‐based 
approach  that  combines  both  explicit  (user  preference)  and  implicit  (automatic 
learning  through user  activity) methods  to enable  automatic priority  adjustment. 
Only  the weight  of  the  four major  criteria  has  been made  available  for  users  to 
adjust on the GUI because a large number of questions may discourage some users. 
The  importance of  sub‐criteria  is assigned a default  value  (i.e. 1) which  refers  to 
equal importance. 
The  computation  is  operated  from  the  bottom  level  to  top  level  of  the  criteria 




















Profile  Situation  Rates  Attributes 
0.6  0  0.4  0.3 
0.2  0.6  0.9  0.7 
0.7  0.6  0.8  0.5 
0.4  0.9  0.4  0.1 
0.6  0.4  0.1  0.2 
0.3  0.7  0.3  0.6 
0.3  0.3  0.8  0.9 
0.4  0.5  0.3  0.2 
0.6  0.6  0.5  0.8 
0.7  0.1  0.4  0.9 
 
Table 5.2 shows the computation of numerical judgement of four major criteria that 
combines  both  user  assignment  ( ௜ܷ)  and  automatic  learning  (ܣ௜).  The  automatic 
learning  is  computed  using  the  user  history  which  is  shown  in  Table  5.1.  The 
judgement is computed using the equation (5.3) where ܰ is all criteria, ݊ is sub‐set 
of ܰ ,and ݒ௜,௡ is the value of Criterion ݅ in the sub‐set ݊. The judgement  is equal to 
the  total  number  of  criterion ݅ that  has  the  highest  value  among  the  sub‐set ݊ 
criteria. For example, the sub‐set ݊ is P, S, R, A, the value of P criteria has 2 highest 
value among four criteria  in the dataset. Based on the equation (5.3), ܣ௉ is equals 














Profile(P‐S‐R‐A)  4  2  3 
Situation(P‐S‐R‐A)  7  3  5 
Rates(P‐S‐R‐A)  3  2  2.5 
Attributes(P‐S‐R‐A)  6  3  4.5 
Situation(S‐R‐A)  5  4  4.5 
Rates(S‐R‐A)  1  3  2 
Attributes(S‐R‐A)  3  3  3 
Rates(R–A)  5  5  5 
Attributes(R–A)  3  5  4 
 
Table 5.3 shows the construction of CPM using the ܥ௜ from above table. The CPM 
for  each  criterion  pair  ݅  and  ݆  is  equal  to ݌௜௝ ൌ 	ܥ௜ ܥ௝⁄ .  For  example,  ݌௉ௌ ൌ
	ܥ௉ ܥௌ ൌ⁄ 3 5⁄ . After ݌௜௝ is filled, the value will be normalised. The normalised ݌௉௉ᇱ  is 
computed as: ݌௉௉ᇱ ൌ ௣ುು௣ುುା భ೛ುೄା భ೛ುೃା భ೛ುಲ








CPM  P  S  R  A    CPM  P  S  R  A 
P  1  3/5  3/2.5  3/4.5   P  0.2  0.22  0.23  0.15 
S  5/3  1  4.5/2  4.5/3  S  0.33  0.37  0.43  0.34 
R  2.5/3  2/4.5  1  5/4  normalise R  0.17  0.16  0.19  0.28 




step,  the  weight  of  criteria  ( ݓ௜ )  by  geometric  mean  







Firstly,  normalisation  of  local  scores  is  carried  out  to  eliminate  the  differences 
between  local  scores. Secondly,  final  score  is  calculated  from  the bottom‐level  in 
criteria hierarchy. The following shows an example of ranking news articles: 
Table 5.4 shows the given  local scores of four criteria (i.e. Profile, Situation, Rates, 




local  score  by  the  maximum  local  score  ( ݎ௞ )  in  criterion  






P  S  R  A    News 
articles
P  S  R  A 
A  1.2  0.2  10  0.6    A  0.57 0.25  0.33  0.86
B  2.1  0.3  5  0.4   B  1.00 0.38  0.17  0.57
C  0.9  0.8  13  0.5  normalise  C  0.43 1.00  0.43  0.71
D  1.7  0.5  15  0.7    D  0.81 0.63  0.5  1.00
E  0.8  0.01  30  0.3    E  0.38 0.01  1.00  0.43
 
The final score (ݏܿ݋ݎ݁௜) of each alternative  is equal to the sum of normalised  local 















PPNews  is  designed  to  run  on  any  Java‐based  mobile  platform.  An  adaptable 
graphical user interface (GUI) is implemented that can be run on a variety of mobile 
devices  such  as  Java‐enabled  mobile  devices,  Android  devices,  and  BlackBerry 
phones (as shown in Figure 5.14). PPNews GUI uses the Lightweight User Interface 
Toolkit (LWUIT)2. LWUIT supports many modern features (e.g.  layout, rich widgets 




The  recommendations are pushed  to a mobile device via  JHPeer network. Figure 
5.15  shows  the main  screen  of  PPNews  that  includes  clickable  buttons  in  a  grid 
layout. The button News is the news recommendation service. The button Status is 
to  show  the  current  network  status  and  also  show  information  from  context 






user  preference  (i.e.  demographic,  email),  general  applications  (i.e.  push  period, 










of  the News categories, a  list of News  items which are ordered by  the computed 
scores will be displayed. Unread items will be highlighted in BOLD. Users can re‐sort 
the list of items by clicking Sort menu from left corner to select the available criteria. 

















devices  listening  for “push” News  Items. The delivery of news  item  is  faster  than 
using traditional push‐pull methods. The BN‐based user profiling method is applied 
to  estimate  a  user’s  preference  and  construct  user  profile  for  new  users, which 
effectively handles the cold‐start problem. The AHP‐MCR approach  is used to rank 
news articles based on a user’s preference, past click history and news attributes. 
The  temporal  attributes,  e.g.  location,  news  recency,  are  up‐dated  in  real  time. 
Users  can  customise  the  system  settings  and  easily  interact  with  the  system 
through  a  GUI.  Based  on  the  ranking  and  user  settings,  PPNews  is  capable  of 
providing personalised recommendation of new news articles for both existing and 
new users. The implementation of PPNews comprises a set of software components 













Desktop/Server  computers  which  have  extensive  resources  including  powerful 
processing and most likely persistent broadband connectivity. The performance of a 
Super Peer is related to the design of services. Besides, some research works have 
already been  carried out  to  examine  the  scalability  and performance of  JXTA on 
Desktop and Mobile environment reported  in  (Antoniu, Cudennec,  Jan, & Duigou, 
2007) and (Satish Narayana, 2008) respectively. This experiment primarily analysed 
the  performance  on  mobile  information  delivery  to  show  the  usefulness  of  a 
proactive recommendation application. 
The  evaluation  was  carried  out  by  using  two  different  handsets:  HTC  Desire 
Smartphone  (Android  2.2,  1GHz  CPU,  576MB  RAM,  HSPA/WCDMA/GSM,  Wi‐Fi 
802.11b/g, 3.7‐inch SLCD Screen, Brightness LOW, Network Location Service), and 
Google Galaxy Nexus (Android 4.0.2, 1.2 GHz Dual‐Core CPU, 1 GB RAM, HSPA/GSM, 
Wi‐Fi  802.11b/g/n,  4.65‐inch  Super  AMOLED,  Brightness  LOW, Network  Location 
Service). 
The application size of PPNews is 1624KB (without obfuscation). The memory usage 
of  PPNews  is  about  28MB,  as  shown  in  Figure  6.1.  The  Android  Platform  was 
selected since  it can retrieve detailed battery status and  it  is a relatively powerful 







In  this  experiment,  PPNews was  configured  to  push  random  news  article  to  the 
mobile  device  continuously  in  order  to  evaluate  the  performance  of  JHPeer 
platform  in  different  settings.  The  settings  include: Wi‐Fi with  Screen OFF, Wi‐Fi 
with  Screen  ON,  Cellular  Network  with  Screen  ON,  and  Cellular  Network  with 
Screen OFF. The Cellular Network used was O2 UK and was tested indoors, and the 
broadband of Super Peer  is provided by British Telecom.  It was necessary  to  test 
the performance for both Screen ON and Screen OFF, since the new generation of 
smartphones will manage and lower the power consumption when screen is turned 













Figure  6.3  shows  the  accumulated  number  of  received  news  articles  before  the 
battery ran out. The results show that performance on Wi‐Fi network with Screen 
ON  is  the best  in HTC Desire with 336758  articles. However, Wi‐Fi network with 
Screen OFF got  the best  result  in Google Galaxy Nexus with 365989 articles. The 
reason for this is because Android system in HTC Desire reduces the CPU frequency 
when the screen is switched off to save battery. The slowed processing speed leads 







With high processing power and Screen OFF  (i.e.  longer battery  life),  the  result  is 
better than Wi‐Fi Screen ON.  
For  Network  Screen  ON/OFF,  in  HTC  Desire,  the  result  is  similar  to  Wi‐Fi 
environment  that  Screen OFF  reduces  the performance.  In Google Galaxy Nexus, 
the overall performance is much better than HTC Desire, since it is embedded latest 
chipsets.  In  the  experimental,  the  Google  Galaxy  Nexus  is  running  at  high  CPU 
frequency  in both Screen ON and OFF  (refer  to Figure 6.5 high data  transmission 
rate  in  Screen  OFF).  In  this  situation,  the  battery  consumption  of  large  screen 
affects  the  battery  life.  Therefore,  less messages  is  able  to  transmit  in Network 
Screen ON. 




consumption  for different hardware components)  to provide best performance  in 
devices’  battery  lifespan.  In  this  experiment,  it  shows  that  JHPeer  framework  is 
capable  of  transmitting  large  amounts  of  messages  between  peers  during  the 
limited  battery  lifespan  of  mobile  devices.  The  performance  of  using  JHPeer 

























































































Besides,  the  total  running  time  of  battery  lifespan  is  shown  in  the  figures.  The 
average data  transmission  in each 10 minutes  for HTC Desire  in Wi‐Fi‐S‐OFF was 
3961KB, Wi‐Fi‐S‐ON was 30125KB, Network‐S‐OFF was 2519KB, Network‐S‐ON was 




less  than  Google  Galaxy  Nexus.  This  is  because  the  Google  Galaxy  Nexus  is 
embedded with a dual‐core CPU, but the application of this test is written in singe 
thread which means  it  has  to  complete  a  request‐response  operation  before  it 
starts  another  operation.  Since  only  one  core  is  busy,  the  Android  system  will 
manage the power consumption that another core will run in low frequency to save 
battery. In addition, the new CPU cost  less power than the old CPU  in HTC Desire. 




while HTC Desire  can  transmit more  data  in  screen  off  environments.  The main 
reason  is  because  the  screen  of  Google  Galaxy  Nexus  consumes  more  power 
battery  and  the  intelligence  power  management  in  Android  system  that  CPU 
frequency can change dynamically (depend on system load) in both Screen On and 
Off. On the other hand, the power management  in HTC Desire  is set to run  in  low 
frequency when screen is off.  
In conclusion, the Wi‐Fi network can transmit more data than 3G cellular network in 
the battery  lifespan and the power consumption  is  low where the battery  life can 
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System Running  Time  (hh:mm:ss)

























Wi‐Fi‐S‐ON  9.89ms  2.58ms  50.71ms 
Wi‐Fi‐S‐OFF  29.35ms  3.5ms  370.23ms 
Network‐S‐ON 22.48ms  4.31ms  642.25ms 











Wi‐Fi‐S‐ON  12.82ms  1.21ms  64.17ms 
Wi‐Fi‐S‐OFF  19.98ms  1.25ms  169.08ms 
Network‐S‐ON 14.82ms  1.19ms  454.37ms 
Network‐S‐OFF 13.34ms  1.17ms  283.98ms 
 
From  the  results,  it  shows  that  Google  Galaxy  Nexus  performs  better  than  HTC 
Desire. The average time to deliver a news item (i.e. request‐response operation) to 




Throughout  this  experiment,  it  shows  that  JHPeer  framework  is  suitable  for 
developing context‐aware information applications due to the following reasons: 
 Capable of  transmitting  large number of messages which  is useful  to push 
Mobile Peer’s contextual information to Super Peer 
 Reasonable time used on request‐response operation 
 Power consumption  is  low where the battery  life can  last for 5 hours, even 
when  it  is  receiving messages continuously. While  in  the normal case,  the 
battery could last two days or more. 
In  fact,  only  one  news  article  is  transmitted  in  each  operation  during  the 
experiment. This  contains  lots of overhead  to  transmit  and handle  the messages 
that  also  includes  unnecessary  system  logs.  Therefore,  it  should  have  better 
performance  in  real usage  (subjects  to  implementation and application domains). 







The user experience  and effectiveness of  the AHP‐MCR  approach  is  evaluated  in 
terms  of  the  accuracy  of  news  rating. AHP‐MCR  approach  is  compared with  the 
traditional recommendation techniques.  
As no public dataset on  context‐aware  recommendation  is available, a dataset  is 
created  for  the  comparative  study  by  inviting  users.  Twenty  three  users  were 
participated  in  this  experiment.  RSS  News  web  sites  were  built  to  allow  user 
subscription. A feedback mechanism in PPNews application has been implemented. 
When the users run the PPNews application on their mobile phones (Android and 













Mean  absolute  error method  is  used  to measure  the  prediction  performance  by 
analysing  the absolute error between  the predicted  score and  the  score which  is 
given by user. The MAE  is computed by summing all absolute errors between the 
predicted ratings and user ratings. Then it is divided by the total number of ratings. 



































Precision@Top‐N  is  used  to measures  the  accuracy  of  the  ranking  algorithms  in 
predicting  Top‐N  items  which  user  would  rate  highly.  The  Precision@Top‐N  is 
computed  using  the  number  of  highly  rated  recommendations  over  the  Top‐N 
number  of  recommendations  as  shown  in  equation  (6.2).  The  highly  rated 
recommendations in this study are taken as any item which is rated with a score of 
5 or more by the user. 




the  average  precisions  of  evaluated  users.  The  AHP‐MCR  approach  has  better 
precision  than  standard  user‐based  CF  and  TF‐IDF  based  CBF.  The  standalone 
criterion performs relatively poorly especially for Situation and Rates criteria. This is 
















In  conclusion,  the  study  shows  that  using  the  AHP‐MCR  approach  to  embed 
context‐aware  computing  can  increase  the quality of  recommendation. However, 
there  is  only  small  improvement  in  terms  of  recommendation  accuracy.  The 
algorithms  in  recommendation  systems  are  highly  domain‐specific.  Other 
sophisticated  algorithms  include  SVD/PLSA/linear  regression‐based  CF  algorithms 
and/or advanced CBF algorithms using natural  language processing which  can be 
considered  in  building  AHP  criteria when  enough  training  data  is  acquired  from 
users or from existing dataset.  
6.3 User	Experience	






appeared  at  the  top  of  the  list.  One  of  the  reasons  for  this  is  that  some  news 
sources update short stories hourly to reflect the latest events. These news articles 
seem  relevant  to  users.  Currently,  PPNews  doesn’t  have  a  criterion  or  filter  for 
pushing only long stories (i.e. headlines) to users. PPNews will rank all stories from 
user  subscriptions.  Another  problem  that  was  detected  was  that  some  wrong 
keywords  (noise  keywords)  were  selected  in  the  ranking  process.  These  noise 
keywords were  generated  from  the  popular  news  articles.  A  quick  and  possible 









performed  slowly  such as HTC G1, HTC Magic, etc. On  the other hand, proactive 
pushing  can  reduce  number  of  keystrokes.  Unlike  the  RSS  Readers,  it  does  not 














































the  installation process. For  the proactive pushing  features,  some users were not 






Figure  6.9  shows  the  user  satisfaction with  respect  to  connectivity,  stability  and 
reliability.  Generally,  the  system  was  stable  and  reliable.  PPNews  application 
crashed at times due to a few programming bugs. And Mobile Peer was unable to 
connect to the Super Peer when users changed network  interface such as Cellular 
































The Part  5  of  the questionnaire  is  user  comments.  Some  of  the  comments have 
been discussed above. Other comments were related  to enriching  the  features of 
PPNews  applications  such  as  save News  for  later,  share with  friends,  and enable 
customised channels. 
6.4 Discussion	
Our  study  shows  that  using  the  AHP‐MCR  approach  to  embed  context‐aware 
computing can  increase  the quality of  recommendations. The AHP‐MCR approach 
performs better  than  single‐criteria approaches. However,  in  the experiment,  the 
participants have been shown how to use the system at the beginning. If users do 
not  know  how  the  criteria  weighting  works,  it  may  affect  the  MAE  results. 
Therefore, designing a questions‐based  interface with scale bar may help any new 


























On  the  other  hand,  the  user  experience  survey  shows  that  users were  generally 
satisfied with the PPNews performance although there is plenty of room to improve 
the application design such as UIs. Furthermore, PPNews may have the potential to 
be  commercialised  since  hardly  any  proactive mobile  recommenders with multi‐
criteria features exist in the current market. 
6.5 Summary	
This  chapter  has  experimentally  evaluated  the  JHPeer  framework  and  AHP‐MCR 
approach with a real news recommendation system. The experiments were divided 
into  three  parts:  performance  of  the  JHPeer  network,  evaluation  of  AHP‐MCR 
method and user experience. The  results  show  that  the performance of message 
delivering  and  battery  consumption  is  acceptable  for  developing  information 






are  individually  optimised  for  each  domain  to  achieve  high  recommendation 
accuracy. Moreover, user experience survey also brought the opportunity of getting 
feedback from users about the system functionalities and performance. Users had 







With  the  readily  available  and  affordable  wireless  and  sensor  technologies, 
proactive  context‐aware  recommender  is  a  potential  solution  to  overcome  the 
information  overload  and  the  common  limitations  of  mobile  device.  Automatic 
provision of personalised  information or  recommendation  tailored  to each user’s 
needs/preferences will  not  only  facilitate  access  to  information  but  also  remove 
barriers to the adoption of current and future services on mobile devices.  
This  dissertation  focuses  on  developing  a  generic  context‐aware  framework  for 
supporting  proactive  personalised  information  recommendation  in  mobile 
environments. It has achieved the following results: 
 It  proposes  a  JXTA‐based  Hybrid  Peer‐to‐peer  framework  for  efficient 
organisation,  representation,  retrieval  and  management  of  context  data, 
which enables rapid development of context‐aware applications for mobile 
users.  The  JHPeer  framework  is  based  on  hybrid  P2P  technology  which 





Developers  can  incorporate  their  own  mechanisms/algorithms  and 




and  process  contextual  information  in  peer  network.  The  above  benefits 
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enable  JHPeer  framework  to  serve  as  a basis  for  future  research or  rapid 
application development.  
 It  develops  an  analytic  hierarchy  process  based  multi‐criteria  ranking 
approach  to  rate  information  and  help  users  finding  relevant  items  in 





users’  preference.  The  BN  model  construction  process  is  defined.  It  is 








attributes.  Unlike  the  traditional  recommendation  systems  that  usually 
require user  to  submit query explicitly,  the PPNews automatically delivers 
news articles to mobile user based on the user’s interest and news content. 
This thesis experimentally evaluates the JHPeer framework and AHP‐MCR approach 
with  the  real  news  recommendation  system.  The  results  show  that  the 
performance  of  message  delivering  and  battery  consumption  is  acceptable  for 









as movie.  This work  has  shown  promising  results  in  this  direction  and will  help 










 Further  Efforts would  be  spent  on  investigating  the  security  and  privacy 
mechanism  in  JHPeer  to  protect  from  unauthorised  access  to  user 
contextual  information  and  the  system. This also enables users  to  control 
the sharing and the use of their contextual  information that  is acquired by 
the hidden sensors/reasoners. 
 The  proposed  JHPeer  framework  is  currently  implemented  using  Java 
programming  language. Although, Java  is an OS  independent  language that 
can be executed in most of operating systems, it is not supported in newest 
mobile  platforms  such  as  Apple  iOS,  BlackBerry  QNX.  Therefore,  it  is 
essential to port JHPeer framework to any other programming languages in 
order  to  deal with  the  heterogeneous mobile  environment.  The  network 
layer  can  be  implemented  by  other  lightweight  frameworks  in  order  to 
support time‐sensitive application. 
 Future  effort would  be  spent  on  comprehensive  evaluation  of  AHP‐MCR 
approach  in  different  application  domains  with  other  sophisticated 
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PassiveLocationProvider  The  Passive  Location  provider  listens  to  location  from 
platforms’  location  service.  The  location  information may be 
obtained from any location service (i.e. GPS, Wi‐Fi, IP location, 
Network) at any time. 
CalendarProvider  The  Calendar  Provider  fetches  user  events  from  platform 
calendar. 
WeatherProvider  Based on user  location,  the Weather Provider  fetches online 
weather information. 
PeerContextProvider  The  Peer  Context  Provider  receives  published  contextual 
document from other peers. 
MobileSensorProvider  The Mobile  Sensor  Provider  accesses  various  sensors  in  the 
mobile device such as accelerometer, gravity, gyroscope, light, 





DeviceInfoProvider  The  Device  Information  Provider  obtains  platform  and 
hardware  information  for  generating 
DeviceProfileAdvertisement. 
PeerStatusProvider  The  System  Status  Provider  provides  information  such  as 
phone  status  (i.e. memory,  network)  and  application  status 
(i.e. uptime, running services) 







































































Appendix D Questionnaire 
 Please tick the box. 
Part 1: Effectiveness and accuracy 
1. Relevant News items are located at the top of the ordered list. 
 Strongly disagree  Disagree  Neither agree nor disagree  Agree  Strongly agree 
2. PPNews learn your interests quickly. 
 Strongly disagree  Disagree  Neither agree nor disagree  Agree  Strongly agree 
3. Overall, PPNews system filtered News items are effective and accurate. 
 Strongly disagree  Disagree  Neither agree nor disagree  Agree  Strongly agree 
Part 2: Efficiency 
4. PPNews response time is satisfactory. 
 Strongly disagree  Disagree  Neither agree nor disagree  Agree  Strongly agree 
5. PPNews are able to reduce your keystrokes. 
 Strongly disagree  Disagree  Neither agree nor disagree  Agree  Strongly agree 
Part 3: Usability and layout 
6. PPNews application can install and use easily. 
 Strongly disagree  Disagree  Neither agree nor disagree  Agree  Strongly agree 
7. You are satisfied by PPNews proactive pushing features. 
 Strongly disagree  Disagree  Neither agree nor disagree  Agree  Strongly agree 
8. The layout of the PPNews system is appropriate. 
 Strongly disagree  Disagree  Neither agree nor disagree  Agree  Strongly agree 
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9. Overall the PPNews system is easy to use. 
 Strongly disagree  Disagree  Neither agree nor disagree  Agree  Strongly agree 
Part 4: Connectivity, stability and reliability 
10. The PPNews System is stable with no crashes. 
 Strongly disagree  Disagree  Neither agree nor disagree  Agree  Strongly agree 
11. You have not notice any disconnection/downtimes during usage. 
 Strongly disagree  Disagree  Neither agree nor disagree  Agree  Strongly agree 
12. PPNews system is overall reliable. 
 Strongly disagree  Disagree  Neither agree nor disagree  Agree  Strongly agree 
Part 5: Comments 
13. Please describe any other comments. 
____________________________________________________________________
____________________________________________________________________
____________________________________________________________________
____________________________________________________________________ 
 
