Introduction
Thermal effects are becoming increasingly important for the proper behavior and operation of microelectronic components. This is particularly relevant for the silicon-on-insulator ͑SOI͒ transistor, in which a thin silicon layer is deposited on top of a silicon dioxide layer, thus allowing faster device switching speeds due to the reduced capacitive coupling with the substrate. SOI technology reduces electronic leaking and enhances the electrostatic characteristics of the device, while at the same time reducing shortchannel effects. However, thermal boundary resistance at the interface between layers greatly reduces the heat flux from the channel area, and small-scale heat sources can increase the local peak power generation rate to an order of magnitude. These effects, when combined, can result in a temperature increase that might surpass the safe operation point of the device. In addition, the silicon dioxide layer has poor thermal conduction and, as a result, most of the heat generated within the SOI device is confined to the thin silicon film, making it susceptible to thermal failure under electrostatic discharge events ͑ESD͒ or even normal switching activity while in operation conditions.
With the current gate length in the 90 nm technology node ͑In-ternational Technology Roadmap for Semiconductors, ITRS 2004 update, ͓1͔͒, transistors produce about 0.1 mW of Joule heating per unit length, which results in power dissipation on the order of 10 W / m 3 within a hotspot zone with dimensions on the order of 10-30 nm ͓2,3͔, which is smaller than the nominal value of phonon mean free path. This value, when applying a gray model based on the Debye assumption, is computed to be 41 nm ͓4͔. As a result of the small-scale dimensions of SOI devices, the continuum assumption is no longer valid, and these transistors exhibit subcontinuum heat transfer effects, which make the thermal management of the devices an important concern, in addition to the challenges of microfabrication. In subcontinuum energy transport regimes, the Fourier heat conduction equation is not valid, and the methodology of choice must consider the contribution of the different energy carriers. Thus, in crystalline semiconductors such as silicon, the use of the more fundamental Boltzmann transport equation ͑BTE͒ for phonon transport is required.
Since subcontinuum heat conduction is very difficult to observe and measure, numerical simulations begin to play a critical role in thermal design of semiconductor devices with micro-and nanosized features. Subcontinuum heat transfer effects impede the appropriate cooling of field-effect transistors, thus degrading their performance and reliability. Miniaturization of the devices increases the effect of boundary resistances and the heat generation per unit volume, which when coupled with the subcontinuum effects, result in larger temperature increases than what is predicted by continuum thermal models. Overall, a coupled electro-thermal design methodology is needed in order to take into account both electronic and thermal issues and optimize device performance.
According to the ITRS ͓1͔, characteristic dimensions of the complementary metal-oxide-semiconductor ͑CMOS͒ transistors have significantly decreased in past years, and currently produced commercial transistors have gate lengths of approximately 50 nm, projected to reach 20 nm shortly after 2010. This continuous aim for improving the performance and density of microprocessors has provided the driving force for system scaling following Moore's law, in which the resulting increases in transistor counts and higher clock frequencies lead to higher chip power density generation. Thus, more power-efficient processor designs are needed to increase the power dissipation and maintain the device at reliable temperature levels. Recently, Intel has developed the 65 nm technology node, in which transistors are designed and built with gate lengths as small as 35 nm ͓5͔. This transistor is expected to work in the Terahertz range, which translates the switching activity well into the picosecond time scale. During transistor operation, electrons from the source are accelerated and travel through the silicon layer until they reach the drain. In this process, they often collide with phonons, which are excited by receiving part of the electron system energy.
The electron-phonon scattering process proposed by Pop et al. ͓6͔ can be summarized as follows: low-energy electrons interact with acoustic phonons in a time scale of approximately 0.1 ps, while high energy electrons interact with optical phonons in a similar time scale. The highly energetic but slow-propagating optical phonons then decay into low-energy, fast propagating acoustic phonons in a time scale of approximately 5 ps. Heat conduction typically occurs by acoustic phonon propagation in time scales longer than milliseconds. Past modeling efforts have considered several techniques to predict magnitude, duration, and spatial localization of the region subject to Joule heating, which can be caused by electron-phonon scattering during normal operation of the device, or by an accidental electrostatic discharge event ͑ESD͒.
Sverdrup et al. ͓7͔ presented electro-thermal modeling and simulation techniques for sub-micron devices, for which simulations of a phonon BTE under the energy density formulation were conducted in an attempt to predict maximum temperature rise in a device subject to an ESD event. Heat conduction in SOI transistors has been studied by Sverdrup et al. ͓8͔ , where a phonon BTE was solved in a silicon film, coupled with the heat conduction in the silicon dioxide beneath the transistor. Predicted temperature peaks in the silicon film using the phonon BTE were found to be 160% higher than predictions from the heat conduction equation, suggesting intense electron-phonon energy transfer. Experimental evidence of Fourier regime failure in microstructures was provided by Sverdrup et al. ͓9͔ , where a severe departure from equilibrium was found at a hotspot in a suspended silicon membrane. Temperature rise exceeded Fourier predictions by 60% when the computed phonon mean free path was 30 times larger than the resistor thickness, which was found to be consistent with a numerical conduction model that considered a two-fluid, steady state approach to phonon transport. Localized heating effects and scaling of CMOS devices were studied by Pop et al. ͓6͔ . A two-fluid, steady-state phonon BTE in the energy density formulation was used to numerically predict phonon distributions for devices with channel lengths as low as 90 nm. Localized drain hotspots were found to alter drain characteristics, which can affect the resistance and electron injection characteristics at the source. Additionally, higher temperature rises were reported when using the BTE formulation than those predicted by traditional diffusion theory.
Pop et al. ͓10͔ developed a Monte Carlo simulation method for calculating the Joule heating in electronic nanostructures, considering electron-phonon scattering effects. The model incorporated energy dissipation rates from electrons to each frequency dependent phonon mode, thus accounting for non-equilibrium energy transfer from the electron to the phonon systems. Predicted phonon emission rates can be applied to a variety of devices accounting for Joule heating. This phonon emission spectrum was further refined by Pop et al. ͓11͔ , thus providing an important tool for electro-thermal analysis of nanodevices. Sinha and Goodson ͓12͔ presented a two-fluid phonon BTE model to analyze the energy bottleneck between faster propagating modes and slower reservoir modes in the context of nanometer-size hotspots. The model predicts an extra resistance that scales with the square of the ratio of mean free path and hotspot dimension. Thermal analysis of ultrathin devices was studied by Pop et al. ͓13͔ in the context of device scaling analysis. It was found that device temperatures are very sensitive to the choice of device geometry, especially on the drain and channel dimensions. It concludes that ITRS power guidelines for devices below 25 nm should be revised if isothermal scaling of thin-body devices is desired. Narumanchi et al. ͓14͔ presented a finite volume solution to a set of equations based on the BTE, considering dispersion in the acoustic modes and a single frequency band optical mode to simulate sub-micron SOI devices under Joule heating and ESD events. A comparison of the application of a heat source term to different phonon modes rendered significantly different results when the source term was applied to either acoustic or optical modes. BTE-based solutions predicted a temperature rise larger than that obtained with the Fourier heat conduction equation.
Escobar et al. ͓15͔ and Escobar and Amon ͓16͔ showed that phonon propagation in subcontinuum regimes is in the form of superimposed traveling waves, in which the slowest optical modes have a longer residence time within the hotspot area and, therefore, cause increased temperature rises compared to Fourier predictions. A molecular dynamics study on the three-phonon scattering process at hotspots in silicon was conducted by Sinha et al. ͓3, 17͔ , where a comparison between the decay modes of phonons in hotspots revealed that decay mechanisms are the same for longitudinal optical ͑LO͒, longitudinal acoustic ͑LA͒, and transverse acoustic ͑TA͒ modes, only differing in their scattering rates. Dominance of low group velocity transverse modes after the decay indicates a possible reduction in thermal conductance in the transistor, which could increase injection at the source and junction resistance at the drain. While a variety of modeling approaches and techniques has been applied to the prediction of thermal response of sub-micron transistors with different success levels, it is clear that subcontinuum effects in submicron and nanoscale transistors have a great influence on the overall temperature rise, especially when hotspot regions are present.
Recent efforts have focused on considering the effect of the previously neglected optical modes, by giving them an increased role in electro-thermal models. It is, therefore, one of the goals of this work to apply a dispersion lattice Boltzman method ͑LBM͒ model to the prediction of the transient thermal response of SOI transistors, which incorporates more accurate physics than those currently in existence, and at a more fundamental level. Assumptions of the relative importance of different phonon modes are not required, instead relying only on the underlying physics of the BTE to handle the contributions of each mode. We first characterize the transition from a Fourier diffusion regime to a ballistic phonon transport regime, and then compare predictions for SOI thermal response to Joule heating obtained by the Fourier heat conduction equation and the LBM.
Thermal Modeling of SOI Devices
The heat transfer process between the silicon layer and the silicon dioxide layer is composed by two phenomena: the reduced thermal conductivity of the oxide layer and the boundary resistance existing between layers. Narumanchi et al. ͓18͔ have demonstrated that this thermal boundary resistance at the silicon/oxide interface, in addition to the reduced thermal conductivity of the oxide layer, effectively acts as a strong heat barrier that prevents most of the heat from leaving the silicon layer. Therefore, in this simplified model we choose to consider only the thin silicon layer following the reported results from Sverdrup et al. ͓8͔ and Narumanchi et al. ͓18͔, which indicate that an adiabatic boundary condition at the silicon/oxide interface is a good assumption. The silicon layer is modeled to have a length L and a thickness h. The top and bottom boundaries are considered to be adiabatic, a condition resulting from phonon reflection conditions. Right and left boundaries are kept at a constant temperature level of 300 K, effectively acting as heat sinks. The hotspot is modeled as a circular region of diameter d, as shown in Fig. 1 . A special case of a one-dimensional model is also used to capture the main features that characterize the transition from Fourier diffusion to ballistic phonon transport. In that case, the computational domain has a length L, and the hotspot width is d, located at the domain center.
Source Term Modeling
The source term due to electron-phonon scattering in a transistor has been the subject of several studies. Basically, these studies can be grouped into three categories: source term shape, duration and form of application. The most basic model of this source term corresponds to Sverdrup et al. ͓8͔ , where a constant term was applied to a steady state BTE simulation of a silicon layer, resulting in a moderate temperature increase, which nevertheless was higher than what was predicted by Fourier diffusion. Narumanchi et al. ͓19͔ used a single heat pulse of varying duration in semigray BTE simulations of a symmetric section of a SOI transistor. Following that work, we consider here a single heat pulse characterized by a magnitude Q that lasts for a period of time t q . After this time, the pulse magnitude becomes zero. Pulse duration and magnitude effects are studied for both the gray and dispersion LBM models.
An accurate model of the heat source term necessarily has to include the contribution of electron-phonon interactions, which would require the simultaneous simulation of both the electron and phonon systems. Very little information exists in the literature about this topic. Promising preliminary research has been performed by Ghai et al. ͓20͔ using a coupled electron-phonon LBM, and by Sinha et al. ͓17, 21͔ , where an Monte Carlo ͑MC͒ method is applied. The peak heat generation rate in an SOI device can vary, as stated by different authors ͓17,19͔, and in general can also be model dependent. Recently, LBM simulations by Escobar and Amon ͓16͔ revealed that the hotspot peak temperature is linear with an increase on the heat source term magnitude, information that allows numerical simulations to focus on phonon physics rather than on temperature levels. Another important point to address refers to how the energy from the source term is distributed to the different phonon branches, and how the energy received by a phonon branch is distributed among its frequency spectrum. For the gray LBM model, all energy from the source term is applied to the single phonon mode defined by the Debye assumption ͓4,15,22͔. When considering a dispersion model, Narumanchi et al. ͓23͔ observed significant differences in the results in cases when the heat pulse was applied to only one branch in the phonon spectrum, which leads us to think that a proper treatment of the source term is necessary to obtain accurate, physically meaningful results. However, the approach followed by Narumanchi et al. ͓23͔ only assigns the full value of the source term to a single phonon branch, without distinction being made as to how it was distributed among the phonon frequency spectrum. The only results available in the literature that report frequency-dependent source terms are those of Sinha et al. ͓24͔ , where MC simulations of the electron-phonon scattering process were presented. Following this approach, the total amount of energy that the source term contributes to a phonon branch can be found by performing an integration of the frequency-dependent source term over the phonon frequency spectrum for a given phonon branch. A constant factor is then used to multiply the integration result, in order to obtain the desired source term magnitude. Narumanchi et al. ͓23͔ and Escobar and Amon ͓16͔ demonstrated that the frequency dependence of the heat source term is critical to the final temperature rise of the device. As a result of the previous discussion, the model presented here includes the source term as afrequencydependent quantity based on the data from Sinha and Goodson ͓24͔.
The Lattice Boltzmann Method
The LBM is a discrete development of the BTE, which can be used to simulate energy transport problems within the applicability range of the BTE; that is, within time scales larger than the collision time, and length scales larger than the phonon wavelength, with no upper boundary on either length or time scale. However, the computational expense of the LBM grows exponentially with the length scale, thus making it unsuitable for largescale computations in the diffusive transport regime, which can be described accurately and at a much lower computational expense by the Fourier heat diffusion equation. Therefore, a computationally efficient strategy implements the LBM at continuum scales only to verify the model's accuracy using Fourier heat diffusion as a baseline. Here, we present only the more general aspects of the method. Additional details can be obtained from Succi ͓25͔, Zhang and Fisher ͓26͔, Escobar et al. ͓15͔ , and Escobar and Amon ͓16,27͔. The LBM discretizes the space domain by defining lattice sites where the phonon distributions are computed. Phonons generated at a particular lattice site will propagate to a neighboring lattice site by traveling at the phonon propagation speed, and collide with phonons generated at that lattice site. The time domain is also discretized by restricting the phonons to travel from one lattice site to the neighboring lattice site in a definite time step, which corresponds to the site-to-site transport restriction. The LBM makes it possible to incorporate additional details of phonon physics into the system and, at the same time, handle different length and time scales. The earliest research on the LBM for phonon transport only considered the gray model of LA phonons under the Debye assumption. Even though it has been argued that optical phonons do not contribute a greatly to the energy transport process, mainly because of their reduced group velocity when compared to acoustic phonons, they are indeed important when electron-phonon scattering events are present, and contribute a significant portion of a crystalline material heat capacity. The dispersion LBM aims at improving phonon modeling by incorporating the contributions of all phonon branches. The dispersion LBM starts with the phonon BTE in the phonon distribution function formulation, as in Eq. ͑1͒, where the equilibrium phonon distribution function is given by the Bose-Einstein distribution, as in Eq. ͑2͒
In Eq. ͑1͒, the term f corresponds to the phonon distribution function; f 0 is the equilibrium phonon distribution function; v is the frequency-dependent phonon propagation speed; is the frequency-dependent phonon relaxation time; t is time; and Q e-p is a source term which accounts for energy exchange between the electron and phonon systems. In Eq. ͑2͒, is the phonon frequency; ប is Planck's constant divided by 2, k b is the Boltzmann constant; and T is the temperature. Details of this formulation can be found in Escobar and Amon ͓16,27͔, and in Escobar ͓28͔. The dispersion LBM first considers nonlinear dispersion relations for all phonon branches, which are obtained from Dolling ͓29͔. It then discretizes the frequency spectrum by defining frequency bands of given bandwidth that give origin to a discrete set of phonon group Transactions of the ASME velocities, and then solves frequency-dependent, simultaneous lattice Boltzmann kinetic equations ͑LBKEs͒ for each discrete frequency band. The behavior of each frequency band is coupled to others by a temperature constraint in the phonon equilibrium distribution function and by the frequency-dependent phonon relaxation time. The LBKE in a phonon distribution formulation is
where the term f i corresponds to the discrete phonon distribution function which is defined as the population of phonons propagating along the specific direction i in the lattice; f i 0 is the equilibrium phonon distribution function of phonons propagating along the specific direction i in the lattice; ⌬x is the distance between two consecutive lattice points; ⌬t is the time step magnitude; and W i is a weight factor equal to ⌬t / . The total phonon distribution function is the sum of discrete phonon energy density distributions over all the two-dimensional lattice directions
In the dispersion LBM, in order to successfully simulate the thermal behavior of a crystalline structure, adequate expressions for the dispersion relations ͑from which the phonon propagation speed is derived͒ and phonon relaxation times are needed. As noted above, adequate dispersion relations can be obtained from the literature. However, finding frequency-dependent relaxation time expressions for all phonon branches is more challenging. Here, we have resorted to implementing three-phonon interactions following what is described by Han and Klemens ͓30͔. This approach has been demonstrated to be able to recover the bulk value of thermal conductivity for silicon ͓18͔. However, as this analysis is based on perturbation theory, it relies on the assumption of low temperatures ͓30͔ and, thus, is expected to fail at higher temperatures. The Han and Klemens model considers three-phonon processes based on energy ͑frequency͒ and momentum ͑wave vector͒ conservation. In this model, inverse relaxation times for a specific process have the general form given by
where ij is the relaxation time that accounts for energy exchange between the bands i and j of frequency i and j ; k is the intermediate phonon frequency that completes the three-phonon interaction; v g is the phonon group velocity at j ; and ph is the phase velocity of the i mode. The effective relaxation time for a discrete frequency band centered on i is found as the combination of all phonon scattering processes in a Matthiessen sense. Additional details on the model can be found in Han and Klemens ͓30͔, Narumanchi ͓14͔, and Narumanchi et al. ͓18͔. After solving Eq. ͑3͒ for all frequency bands, the frequency-dependent phonon energy density is computed by the product of the phonon distribution function, phonon frequency, Planck's constant divided by 2, and the frequency-dependent phonon density of states D͑͒
The phonon energy density is given by the integration of the frequency-dependent phonon energy density over a frequency interval ⌬ p characteristic of each branch and polarization
Finally, the total phonon energy, which is a function of temperature, is given by the contributions of each branch and polarization, which includes longitudinal and traverse acoustic ͑LA and TA͒ and optical ͑LO and TO͒ phonons e L = ͚ e p = e LA + 2 · e TA + e LO + 2 · e TO
͑8͒
Once the total phonon energy has been found, the lattice temperature is computed from an analytical e͑T͒ expression obtained from Eqs. ͑7͒ and ͑8͒, where T is common for all phonon modes. Then, the new equilibrium phonon distribution function for each phonon mode is found from the Bose-Einstein distribution, Eq. ͑2͒. The dispersion LBM can accurately model the phonon physics, at the cost of increased computational expense, which is derived from the need to solve simultaneous LBKEs corresponding to each frequency band for every mode. This makes it impracticable for problems within the diffusive ͑Fourier͒ regime, other than for validation purposes.
Results
In what follows, results are first presented for the transition from Fourier diffusion to ballistic transport in a one-dimensional ͑1D͒ model, as both the hotspot and domain sizes are decreased, considering a single heat pulse. Then, we present an analysis of the peak temperature as a function of both the hotspot size and pulse duration for a 2D model of fixed domain dimensions. A comparison with Fourier diffusion results allows for the observation of the differences between diffusive and ballistic transport.
In all cases, mesh refinement studies were conducted until the numerical solution was independent of both the spatial and temporal discretizations. A useful rule of thumb indicates that, for the gray model, lattice spacing should be at least one-third of the phonon mean free path value. For the dispersion model, this rule is also applied to all frequency bands, taking into account each band's frequency dependent phonon mean free path.
Transition From Fourier Diffusion to Ballistic Transport.
This section characterizes the transition from Fourier diffusion to ballistic transport in a 1D computational model of an SOI device. Unlike the gray model, which had clear definitions for the Knudsen number and dimensionless time ͓4,15,26͔, the dispersion model does not lend itself to an easily understandable dimensionless nomenclature to describe its control parameters. Each frequency band is characterized by a frequency-dependent relaxation time and propagation speed, and therefore, a frequency-dependent Knudsen number can be defined for each one of them. In our understanding, a dimensional approach presents itself as easier to comprehend, and at the same time, gives a straight, clear account of how close the models are to actual devices. For this 1D model, both the domain length L and the hotspot width d are progressively reduced, maintaining a d / L ratio of 1/10. The justification for keeping a constant d / L ratio is related to the computational expense inherent to the LBM. As has been mentioned elsewhere ͓15,31͔, the LBM can reach the diffusive regime only at a very high computational expense. The simulation of a small-scale SOI device implies the use of spatial discretizations on the order of nanometers, a resolution that simply cannot be maintained for a diffusive regime simulation. Thus, it is unfeasible to keep the domain length L at a diffusive regime value, while reducing only the hotspot size d. While reducing L can be argued to have an influence on the boundary effect that is observed, it can also be argued that it does not influence another important size effect that is presented in what follows. Figure 2 shows the time evolution of the temperature distributions in a domain of L = 1000 nm, with a hotspot region of width of d = 100 nm. The heat pulse is applied during the first 100 ps of a 1000 ps simulation. The domain length defines this case to be close to, or within, the diffusive regime. It is observed that the dimensionless temperature profiles correspond very closely to the general trend expected for a Fourier diffusion solution, comparison that can be better seen in the time history of temperature displayed by Fig. 5 . The Fourier and gray LBM results for a similar case are presented in Escobar et al. ͓15͔ . A marked difference with the gray LBM results can be observed, as the gray model displays a constant temperature level within the hotspot previous to the heat pulse end, while the dispersion model displays a rounded temperature distribution in the hotspot region ͑at times t = 25 ps and t = 100 ps͒.
Decreasing the domain length by one order of magnitude to L = 100 nm and the hotspot width to d = 10 nm places the solution within the transitional regime. In this case, the heat pulse is applied for 10 ps and the total simulation time is 100 ps. As can be seen in Fig. 3 , the region outside the hotspot region displays a temperature distribution comparable to that of Fourier diffusion, with a clearly defined steeper temperature increase inside the hotspot ͑for t = 1.8 ps and t =10 ps͒. This change of slope in the temperature distribution corresponds to phonon confinement effects, of which the faster acoustic modes propagate quickly and leave the hotspot region, where the slower, highly capacitive optical modes remain confined and unable to leave the region. After the heat pulse is turned off ͑at t =10 ps͒, the temperature distribution clearly shows the existence of phonon waves traveling away from the hotspot region, with symmetric, propagating wave fronts displaying temperature values higher than those inside the hotspot area ͑as seen at t = 23.1 ps͒. These wave fronts get attenuated and eventually disappear into a smooth temperature profile ͑t = 37.6 ps and t = 75.1 ps͒. Significant temperature slip conditions exist at the boundaries, with a magnitude of approximately 0.6 K.
The ballistic transport regime is reached by further decreasing the domain length and hotspot size to L = 10 nm and d = 1 nm. The heat pulse in this case is applied for 1 ps, with a total simulation time of 10 ps. While the heat pulse is turned on ͑t = 0.18 ps and t =1 ps͒, three regions with distinct characteristics are observed in Fig. 4 : a linear temperature distribution outside the hotspot region, a region of steep temperature rise, and a rounded distribution inside the hotspot. Phonon confinement effects are strong, with the peak hotspot temperature being more than 700% higher than the highest temperature outside the hotspot.
After the heat pulse is turned off at t = 1 ps, symmetric phonon traveling waves are clearly seen. These waves propagate toward the boundaries, and develop temperature slip conditions upon reaching them. Unlike what was observed in the gray LBM ͓4,15͔, these phonon waves dissipate energy and, as a result, do not maintain a constant peak temperature as they travel away from the hotspot ͑t = 2.31-5.26 ps͒. Here it seems appropriate to reiterate that each phonon discrete frequency band has a characteristic relaxation time and propagation speed, and, as a consequence, a frequency-dependent Knudsen number. It is likely that some of the bands have a Knudsen number that defines them within the diffusive regime, while others are located within the transitional regime and even the ballistic regime. Overall, the presence of bands belonging to different regimes causes the solution to share characteristics from each regime, and thus, purely ballistic behavior is unlikely to be found for meaningful device dimensions where the BTE-based description is valid.
To clarify the departure from Fourier diffusion as the domain length, hotspot width, and pulse duration are decreased, Figure 5 presents the time history of the hotspot peak temperature for a range of simulations, and compare them to results obtained with a Fourier solver. Here, we have converted the data to a dimensionless form by defining the dimensionless time t * as t * = t / t max , where t max is the total simulation time, and a dimensionless temperature as T * = ͑T − T 0 ͒ / ͑T max − T 0 ͒, where T max is the hotspot peak temperature ͑which is different for each case͒ and T 0 is the initial domain temperature, always set to a level of T 0 = 300 K. This allows us to directly compare solutions of the thermal response of an SOI with lengths from L = 1000 nm down to L = 10 nm, with the hotspot width defined as d = 0.1 L. The heat pulse duration is defined as 0.1t f , with t f being the total simulation time. By doing this, all dimensionless temperature data ranges Transactions of the ASME from 0 ͑initial temperature level͒ to 1 ͑hotspot peak temperature͒, while dimensionless time ranges from 0 ͑initial time͒ to 1 ͑total simulation time͒. It is observed that Fourier diffusion presents a linear temperature increase through the duration of the heat pulse. The case with L = 1000 nm and d = 100 nm agrees very well with the Fourier diffusion solution, although the temperature decay displays temperature levels marginally lower than Fourier, which was a trend also present in the gray LBM solution for diffusive regime. This is due to the small, but nonzero, Knudsen number resulting from the simulation constraint of a finite domain, which prevents the method from reaching a purely diffusive regime. The transition to ballistic transport is easily observed as the domain and hotspot size are decreased, and two main effects characterize it. First, the temperature increase while the heat pulse is turned on ceases to be linear, and it becomes steeper at the beginning of the heat pulse. Second, the effect of phonon traveling waves appears as a rapidly decreasing temperature followed by a slow cooling once the phonon waves have left the hotspot area. This effect becomes more pronounced as the hotspot width is decreased.
In summary, decreasing the hotspot size causes the solution to depart from Fourier diffusion, a process that is manifested by the appearance of phonon propagating waves. This effect, which to the best of our knowledge has not been previously reported in the literature in the context of SOI simulations, is negligible for solutions close to Fourier diffusion ͑as in Fig. 2͒ , but can be observed for film thickness defined to be within the transitional and ballistic regimes, as in Figs. 3 and 4 . More importantly, this ballistic effect can be seen as independent of any boundary effect, as it takes place before any thermal energy wave from the hotspot reaches the boundary. As can be seen in Figs. 3 and 4 , the phonon wave propagation is not influenced by the boundary, although a boundary effect does in fact appear as the phonon waves reach the boundary.
It is also worth noting once again that, by considering phonon dispersion, there is no clear definition of a unique mean free path. Every frequency band has a mean free path value and, therefore, the phonon system can behave both diffusively and ballistically at the same time for different frequency bands.
This ends the analysis performed with the 1D model. The results presented from here on correspond to the 2D model. The 2D model allows the investigation of the effects of thermal energy confinement in a small-scale SOI device, a model considered more realistic than the 1D simplification presented above.
Heat Pulse Duration Effect. In this section, the time history of hotspot temperature with increasing heat pulse duration is presented, for both the gray and dispersion LBM. Both models are then compared in dimensionless form, in order to analyze their differences. Figure 6 depicts the time history of temperature at the hotspot center, as predicted by the dispersion LBM. Simulations were performed for a 80ϫ 40 nm domain, with a hotspot diameter of d = 30 nm and a heat pulse magnitude of Q =1e20 W/m 3 . As can be seen, it displays a nonlinear increase on temperature, up to a pulse duration of approximately 200 ps, where a steady maximum temperature level is reached. The hotspot temperature decays rapidly after the heat pulse is turned off, but unlike the behavior displayed by the gray model, this decay is continuous in time.
A comparison of the time history of hotspot temperature for the gray and dispersion models is shown next ͑Fig. 7͒ for a pulse duration of 50 ps, which in both cases is shorter than the heat pulse duration necessary for steady maximum temperature. To make both signals comparable, a dimensionless time is defined as t * = t /50e − 12 s. This allows the peak temperature to be reached at t * = 1. A dimensionless value of temperature is obtained by defin- ing T * = ͑T − T 0 ͒ / ͑T max − T 0 ͒, where T max is the hotspot peak temperature ͑which is different for each case͒ and T 0 is the initial domain temperature, always set to a level of T 0 = 300 K. As the figure clearly shows, significant differences exist between both cases. The temperature rise in the dispersion model is steeper than in the gray model and follows a gentle curve, while the gray model begins with a discontinuous increase and stabilizes later with a smaller slope. After the heat pulse is turned off, the dispersion model displays a faster temperature decay when compared to the gray model, which displays first a sudden discontinuous temperature decrease followed by an exponential decay. Attempting to explain this behavior, it is possible recall the fact that propagating phonons in the dispersion model are faster than those in the gray model. The faster propagating LA modes in the dispersion model travel at a speed of approximately 8000 m / s, considerably faster than the gray phonons, which travel only at 6400 m / s. This causes an efficient cooling effect once capacitive optical modes start decaying into propagating acoustic modes at a time scale close to 5 ps. In contrast, gray phonons leave the hotspot region constantly, and can therefore transport thermal energy only at a constant rate.
Hotspot Size Effect. We consider here a silicon layer of length L = 80 nm and height h = 40 nm, dimensions which are similar to the previous case. Computational requirements for the dispersion model limit the simulation of larger geometries, and thus, we find this to be the upper limit of what is feasible to simulate with the dispersion LBM, without resorting to supercomputers or parallel processing. Additionally, the selected dimensions are consistent with the actual size of an SOI device. The hotspot diameter is progressively decreased while keeping the domain dimensions fixed, in order to study the effect of hostpot size. The total simulation time is 30 ps, with a heat pulse duration of 10 ps. Results are presented considering specular and diffuse phonon boundary scattering, for both the gray and dispersion models. Fourier diffusion results are also included in order to better understand the effects of subcontinuum thermal energy transport.
As can be seen in Fig. 8 , Fourier diffusion solutions present a linear increase of hotspot maximum temperature with increasing hotspot size, which is essentially a result independent of the length scale involved. In contrast, gray LBM simulations allow observing phonon confinement effects and nonequilibrium conditions that translate into an increased hotspot maximum temperature when compared to Fourier diffusion. These effects are manifested in the nonlinearity of the hotspot peak temperature versus hotspot diameter, which is evident at hotspot diameters much smaller than the phonon mean free path value.
A hotspot Knudsen number can be defined as Kn= ⌳ / d, where ⌳ is the nominal value of the phonon mean free path for the gray model ͑41 nm͒, and d is the hotspot diameter. It can be seen that for KnϾ 2 ͑d = 20.5 nm͒, the hotspot peak temperature versus hotspot diameter is highly nonlinear, with a tendency to intersect the Fourier diffusion curve at a hotspot of vanishing size. For Kn Ͻ2, the hotspot peak temperature versus hotspot diameter for the gray model resembles an asymptotic trend, bound to merge with the Fourier diffusion curve at a vanishing value of the Knudsen number. This is consistent with our previous findings that the gray LBM accurately matches Fourier diffusion solutions in both thin film heating and hotspot warming for small Knudsen numbers that locate the solution within the diffusive regime. It is worth noting that the gray LBM matches Fourier diffusion results at two extreme points: vanishing hotspot size, where both methodologies give the trivial result of null temperature increase with respect to the initial condition, and at a hotspot size large enough that the phonon mean free path is of negligible length compared to it.
The dispersion model displays a similar trend. Starting with a null temperature increase for a vanishing hotspot size, the hotspot peak temperature rapidly increases as the hotspot diameter is also increased. This steep increase then gradually morphs into an asymptotic trend bound to merge with the Fourier diffusion curve at very large hotspot diameters. Again, this result is consistent with our previous findings that the dispersion LBM matches Fourier diffusion solutions in thin film heating and hotspot warming for sufficiently large length scales that locate the solution within the diffusive regime. Phonon confinement effects and nonequilibrium transport are more evident in the dispersion LBM, which result in much larger hotspot peak temperature increases than the gray LBM when compared to Fourier diffusion. The difference between the dispersion LBM and Fourier diffusion predictions can be as large as ϳ700% for a 20 nm hotspot, which clearly indicates the critical nature of subcontinuum heat transport and the importance of developing an adequate energy transport methodology that takes into account these effects.
Finally, a brief discussion about computational expense is presented next. In general, 1D simulations for cases within the ballistic regime require processing times on the order of tens of minutes in a Pentium 4 processor, depending on the simulation final time. The 1D diffusive simulations require processing times on the order of hours, due to the extremely high number of lattice points involved. For 2D models, the processing time can be as high as 8 days for a 30 ps simulation of the 80ϫ 40 nm domain, in a single Pentium 4 processor PC running under Linux. These processing times are higher than those required by the finite volume methodologies presented in Refs. ͓18,19͔ for a similar problem in a domain of comparable dimensions, although it must be remembered that the finite volume methodologies still employ a simplified model for optical phonons. This issue is of fundamental importance since in the course of this work, we determined that including optical phonons increases computational expenses the most, due to the spatial and temporal discretizations requirements imposed by the slow propagation speed of the phonon modes.
Conclusions
The dispersion LBM is developed and presented as a discrete formulation of the BTE. The dispersion LBM explicitly includes the contributions of phonon dispersion and polarization effects, thus not requiring the use of simplifying assumptions such as Debye modeling of phonons. The dispersion LBM is used to predict the transient thermal response in 1D and 2D computational models of a SOI transistor, subject to Joule heating conditions due to electron-phonon scattering processes that create a hotspot region of nonequilibrium phonons. The SOI device is modeled as a thin film of silicon, with an imposed heat generation source term Transactions of the ASME to simulate the hotspot region. It is found that subcontinuum effects in SOI Joule heating are important when the heat pulse is shorter than the phonon relaxation time, when the hotspot region is smaller than the phonon mean free path, and with combinations of those. These subcontinuum effects become apparent in three ways: first, a wave-like energy propagation of energetic phonons is observed as time scales and hotspot sizes are decreased. Second, LBM simulations show nonequilibrium phonon confinement that results in higher peak temperatures than what is predicted by Fourier diffusion. Finally, boundary effects are also observed when a propagating phonon wave reaches a constant temperature boundary, thus giving origin to temperature slip conditions. This analysis has sought to demonstrate the fundamental differences existing between both LBM models and Fourier diffusion predictions. The more accurate physical formulation of the dispersion LBM makes it a useful tool for predicting high hotspot temperatures. Dispersion LBM results offer increased accuracy at a higher computational cost; however, the advantage of accurate modeling compensates for the increase of computational resources needed. In view of these results, it can be concluded that the dispersion LBM is an adequate method for predicting heat conduction in semiconductors at the submicron length scale. However, the method also has several shortcomings that need to be corrected. Improved expressions for frequency-dependent phonon relaxation time are needed, and electron-phonon interactions need to be better modeled in order to obtain realistic heat source terms.
