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Resume´
Kunstig intelligens og Etik – en etisk diskussion...
Denne rapport undersøger hvilke etiske og moralske problemstillinger der eksi-
sterer omkring, og hvilke synspunkter der kan forsvare, implementationen af et
automatisk KI-baseret computersystem, til analyse af røntgenbilleder fra mam-
mografi scanninger, i sundhedsvæsnet. Rapporten tager udgangspunkt i en fiktiv
case om indførelse af førnævnte system ved først at skitsere en mulig implemen-
tation af systemet, med det form˚al af sandsynliggøre at systemet kan realiseres,
og dermed underbygge udgangspunktet for diskussionen. Det sandsynliggøres at et
system der bygger p˚a en kombination af traditionel billedbehandling og Kunstige
Neurale Netværk vil leve op til de krav som bliver stillet til systemet. Efterføl-
gende diskuteres de etiske og moralske problemstillinger ved en eventuel indførelse
af systemet. Diskussionen tager udgangspunkt i tre fiktive situationer, baseret p˚a
systemets fejl rate, diskussion af lægens moralske forpligtelser igennem lægeløftet
samt en diskussion ud fra argumenter som baseres p˚a skeptiske holdninger overfor
teknologi. Slutteligt foretages en afvejning af argumenterne for og imod systemet,
og det konkluderes at man udfra en utilitaristisk synsvinkel vil kunne forsvare en
implementation.
Abstract
Artificial Intelligence and Ethics – An Ethical discussion...
This report investigates the ethical and moral problems concerning the implemen-
tation of an AI based computer system to handle analysis of mammogram’s in the
danish healthcare system. Further investigating relevant view points that can de-
fend an implementation of such system. This is done by basing the analysis around
a fictional case concerning the implementation. The report attempts to outline a
possible system implementation, with the purpose of showing that practical real-
ization is possible, thereby solidifying the validity of the following discussion. The
report finds that a system based on a combination of traditional image analysis and
artificial neural networks most likely will satisfy the needs specified for the system.
The report then continues to discus the ethical and moral question concerning the
implementation of the system, by basing this discussion around, three fictional
cases concerning the systems supposed error rate, a discussion of the individual
doctor’s moral commitment by the oath made graduating from medicine, and a
chapter discussing various arguments skeptical of technology. Finally arguments
for and against the system are weighed against each other and it is concluded that
a utilitarian viewpoint is able to defend implementation of such system.
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Kapitel 1
Indledning
1.1 Indledning
Computersystemer her gjort sit indtog i vores hverdag for en hel generation og kan
efterh˚anden betragtes som en naturlig og integreret del af de fleste menneskers hver-
dag. Vi kan s˚agar, i mange sammenhænge, være direkte afhængige af disse systemer,
som varetager en række funktioner, som vi tager for givet, og i mere eller mindre grad
kan p˚avirke vores liv. De fleste af os lader uden at tøve et automatisk system, som
Pengeinstitutternes Betalingsservice om at betale vores faste regninger og automatpi-
lotsystemer, som er totalt uafhængige af mennesker, styre de fly som vi rejser med.
Computersystemer assisterer endvidere i mange sammenhænge hvor en, til tider alvor-
lig, beslutning skal træffes for eksempel i forsvaret, hvor der findes s˚akaldte Decision
Support Systems (Beslutnings Støtte Systemer), som har til form˚al at hjælpe med at
planlægge operationer.
Denne rapport beskæftiger sig med det dilemma, som opst˚ar, n˚ar et nyt system
anvendes til at tage komplekse beslutninger i stedet for mennesker. Problemet er her
at beslutninger tages af, hvad der i bund og grund er, en maskine som, i modsætning
til mennesker, ikke stiller spørgsm˚al ved sine egne beslutninger. Nogle vil være utrygge
ved denne egenskab, eller mangel p˚a samme, i forbindelser, som kan p˚avirke vores liv
betydeligt, i b˚ade positiv og negativ retning.
For at kunne diskutere denne problemstilling har vi valgt at tage udgangspunkt i en
case, som omhandler netop overdragelsen af beslutningstagen fra menneske til maskine.
Casen er baseret p˚a den teknologi og det samfund, som findes i dag, men har p˚a ingen
m˚ade relation til et virkeligt projekt. Casens scenario er sat i sygehusvæsnet, idet dette
er et oplagt alvorligt miljø at diskutere erstatning af mennesker med computersystemer,
uanset hensigt og effekt.
1.2 Problemformulering
Hvilke etiske problemstillinger er der ved at anvende computersystemer til at tage
beslutninger, som kan have negative konsekvenser for menneskers liv?
Hvordan kan man forsvare implementationen af et s˚adanne system p˚a baggrund af
disse?
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1.3 Afgrænsning
Da vi ikke mener, at det vil være hensigtsmæssigt at diskutere ovenst˚aende problem-
stilling p˚a et generelt plan, har vi valgt at tage udgangspunkt i en case. I forbindelse
med casen vil vi ikke tage udgangspunkt i et eksisterende computersystem, men forhol-
de os til et fiktivt computersystem. I den forbindelse vil vi kort redegøre for, hvordan
vi mener, et s˚adan computersystem kunne bygges op. Vi vil ikke evaluere selve syste-
met, eller de teknologier som tænkes anvendt, fordi en teknologisk sammenligning og
vurdering ikke har direkte relevans for projektets problemstilling.
1.4 Ma˚lgruppe
Denne rapport er primært skrevet til studerende p˚a Naturvidenskabelig Basisuddannel-
se ved Roskilde Universitetscenter, dog fortrinsvis studerende med interesse for datalogi,
idet rapporten beskæftiger sig med datalogisk stof. Rapporten diskuterer problemstil-
linger som er relevante og interessante i forbindelse med implementering af datalogiske
systemer i sundhedssektoren, og henvender sig derfor ogs˚a til alle, som m˚atte have
interesse for disse problemstillinger.
1.5 Læsevejledning
Rapporten er opbygget af fire hoveddele. Først de indledende kapitler dækkende over
problemformulering, indledning osv. Inden gennemgangen at den relevante teori, gen-
nemg˚as scenariet for casen. Teorikapitlet giver et kendskab til grundlæggende etiske og
filosofiske tankegange. Sammen med beskrivelsen af casen er den grundliggende teori
for de komponenter, der indg˚ar i systemet, ogs˚a beskrevet. Hvis man er i besidelse af
et grundlæggende kendskab til etik og filosofi, er det ikke strengt nødvendigt at læse
dette kapitel.
Efter selve diskussionen kommer en kort opsummering, der ogs˚a skal virke som
konklusion p˚a den case, som rapporten beskæftiger sig med. Tilsidst i rapporten er
der lavet en ordliste, der kort vil forklare ord, der bliver brugt, men ikke forklaret i
rapporten.
1.6 Metode
Denne rapports problemformulering stiller spørgsm˚alstegn ved det etisk korrekte i at
lade computersystemer erstatte mennesker i sammenhænge, som kan have negative
konsekvenser for de mennesker, som berøres af beslutningen. For at belyse denne pro-
blemstilling sætter rapporten en case op, som er baseret p˚a det nuværende samfund.
Casen, som beskrives dybere senere i denne rapport, omhandler et system til automatisk
diagnosticering ud fra mammografiscanninger. Alts˚a scanninger for brystkræft.
Vi har valgt en case til at belyse problemstillingen, fordi vi mener, at det er en
effektiv m˚ade at belyse rapportens problemstilling p˚a, og for at opn˚a de bedste for-
udsætninger for diskussionen af problemet har vi valgt at beskrive den grundlæggende
teori bag teknologien, som udgør de komponenter, vi mener, vil indg˚a i et system til
scanning af mammografibilleder.
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Problemet som denne rapport behandler ligger op til en del etiske overvejelser. Der-
for har vi fundet det nødvendigt at beskæftige os med grundlæggende etisk teori, hvilket
ogs˚a beskrives senere i denne rapport. Dette har givet os mulighed for at strukturere
rapportens etiske diskussion p˚a en m˚ade, som beskriver de etiske problemstillinger p˚a
en passende m˚ade.
Ud fra denne diskussion vil vi tage stilling til, og i vores konklusion beskrive, hvilke
etiske problemstillinger, som er relevante at overveje i forbindelse med implementering
af computersystemer, som skal erstatte mennesker som beslutningstager. Derudover vil
vi belyse hvordan implementeringen af systemer, som ovennævnte, kan forsvares ud fra
de etiske overvejelser som vi finder relevante.
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Case
I dette kapitel beskrives indholdet af den case, som vi har valgt til at belyse vores problemstilling.
De følgende afsnit vil beskrive omstændighederne, som casen forg˚ar under. Det vil sige en opdig-
tet historie, som ligger til grund for udviklingen af det system, som beskrives nærmere senere i
rapporten. Samtidig opstilles en række krav til systemet, og systemets funktioner beskrives kort.
Vi har valgt at opstille en case, der repræsenterer problemstillingen i vores problemformulering.
Selve casen og omstændighederne omkring den er baseret p˚a vores egen viden og frie fantasi.
Detaljerne er alts˚a alle opdigtede og repræsenterer derfor ikke en situation, der har fundet sted,
eller nødvendigvis vil finde sted. Vi har valgt at beskrive casen s˚a virkelighedstro som muligt, da
vi mener, det gør den mere spændende for læseren og mere realistisk.
2.1 Nuværende arbejdsmetoder
Mammografiscanninger foreg˚ar i dag ud fra følgende fremgangsm˚ade: En tekniker scan-
ner hvert bryst e´n eller to gange, hvorefter systemet leverer de tilhørende røntgenbil-
leder. Patienten f˚ar, en af de følgende dage, besked om scanningens udfald. Grunden
til ventetiden er, at en røntgenlæge først skal undersøge billederne og eventuelt have
en kollegas mening, hvis der er tvivl om diagnosticeringen. Der g˚ar typisk et par da-
ge, før kvinden f˚ar et svar, hvis der er mistanke eller resultaterne har været uklare,
genindkaldes kvinden til yderligere undersøgelser. Det er her baggrunden for systemet
ligger. De dage, der g˚ar fra undersøgelsen til patienten f˚ar besked, grunder kun i, at
røntgenlæger typisk har for travlt til at undersøge billederne med det samme. Processen
er alts˚a tidskrævende for b˚ade læge og patient. Ud fra denne baggrund og det faktum,
at der fra politisk side er stor fokus p˚a at effektivisere det danske sygehusvæsen, er et
computerstyret mammografiscanningssystem blevet forsl˚aet.
2.2 Beskrivelse af case
I sommeren 2002 blev sundhedsstyrelsen gjort opmærksom p˚a et nyt mammografi scan-
nings system, der havde potentiale til at give staten store besparelser p˚a mammografi
undersøgelser af kvinder og samtidigt kunne fjerne alle eventuelle ventetider p˚a at blive
scannet. Samtidigt ville systemets effektivitet gøre det muligt at udvide m˚algruppen af
kvinder, der scannes for derved at fange endnu flere tilfælde af brystkræft.
De overvejelser, som er nødvendige, inden systemet eventuelt tages i brug, forud-
sætter ikke i en redegørelse for eller dyb forst˚aelse af de tekniske detaljer i systemet.
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Det er derimod nødvendigt at tage stilling til de moralske og etiske overvejelser i forbin-
delse med en eventuel igangsættelse af projektet, og om det overhovedet kan forsvares
at igangsætte. Der stod følgende emner p˚a dagsordenen i udvalget:
– Hvis systemet fejl-diagnosticerer en patient, hvem bærer s˚a ansvaret?
– Da systemet utvivlsomt vil spare penge/tid for sygehusvæsenet, kan man da for-
svare en situation hvor systemet har en højere fejlrate end det nuværende gen-
nemsnit for røntgenlæger?
– Kan den økonomiske gevinst forsvare de eventuelle negative konsekvenser en s˚adan
implementation kan medføre?
2.3 Det fiktive system
Systemet fungerer ved hjælp af en form for kunstig intelligens. Det er baseret p˚a et
s˚akaldt kunstigt neuralt netværk, der trænes op med materiale vurderet af læger. Det
vil sige gamle sager, hvor man har b˚ade røntgenbillederne opbevaret og ved om kvinden
udviklede kræft senere hen. Systemet lærer alts˚a at kende forskel p˚a billeder, hvor
brystet indeholder en kræftknude og billeder hvor det ikke gør. Derved kan systemet
vurdere, om nye patienters røntgenbilleder indeholder kræftknuder ved at holde det op
mod de tidligere resultater.
2.3.1 Krav til systemet
For at kunne erstatte de nuværende arbejdsmetoder skal systemet kunne genkende
objekter og strukturer, som indikerer en risiko for kræft i brystet samt returnere en
sandsynlighed for, at disse fundne omr˚ader er ondartede.
Systemet skal være i stand til at udnytte registrede tilfælde af kræft, dvs. det skal
kunne genkende omr˚ader, som tidligere har resulteret i kræft.
2.3.2 Systemets opbygning
Et s˚adant system kan tænkes, at indeholde følgende komponenter:
– En komponent, der tager sig af mammografi input, alts˚a omdanne billededata til
data om resten af komponenterne kan forst˚a.
– En komponent til at identificere ”mass”(Se senere 3.3). Ved at sammenligne data,
men data fra tidligere scanninger, skal komponenten returnere en sandsynlighed
for at der i det betragtede omr˚ade findes kræft.
– En komponent, der kan sammenligne to eller flere mammografi billeder og finde
signifikante forskelle mellem disse.
– En komponentn der kan identificerer Microcalcification og Macrocalcification
– Tilsidst skal der være en komponent, der kan tage resultaterne fra de ovenst˚aende
komponenter og udregne en samlet sansynlighed for, at der forkommer kræft.
9 Roskilde Universitetscenter 17. december 2004
Kapitel 3
Mammografi
En mammografiscreening tilbydes i Danmark til alle kvinder over 50 samt til kvinder, der ligger
i en speciel risiko gruppe, typisk kvinder hvis mor eller nært beslægtede familiemedlem har haft
brystkræft.
Figur 3.1: mammografi scanning
En mammografi foretages som vist p˚a fi-
gur 3.1 [HB99, 32], hvor brystet fastklemmes
imellem to plader, og der derefter tages et til
to røngentbilleder.
Disse billeder skal derefter studeres af en
røngentlæge, der udpeger de omr˚ader, hvor der
er risiko for tilstedeværelse af kræft.
Det, lægen typisk kigger efter, er micro/macro-
calcification(kalkaflejringer) og større objekter,
alts˚a objekter, der kan være mulige kræftknu-
der.
3.1 Hvad er mammografi
Mamma betyder bryst p˚a latin. En mam-
mografi er en speciel form for røntgenun-
dersøgelse af brystet, hvor der kun bruges
en ganske lille str˚alemængde. Ligesom ved
andre former for røntgenoptagelse, for eksempel af lungerne, kan man ved røntgenun-
dersøgelse af brystet afsløre selv meget tidlige stadier af kræft.
Ved en mammografiundersøgelse presses brystet fast mellem to plader, og der tages
e´t til to billeder af hvert bryst. Om der tages e´t eller to er afhængig af eventuelt tid-
ligere skanninger, hvor man bedømmer kirtelsammensætningen i brystet. Hvis brystet
er kirtelfattigt, dvs. fedtrigt, tages der efterfølgende et billede, hvis det derimod er et
kirtelrigt brystvæv, bruges to-billede-teknikken, begge i et interval p˚a to a˚r.
Grunden til, at man ikke anvender to-billede-teknikken p˚a alle er, at der er en
minimal kræftfremkaldende effekt af røntgenstr˚aler, som man derved minimimerer.
Der er forbundet b˚ade fordele og ulemper ved mammografi [Sun94, 64-68] :
Fordelene er:
– Nedsat dødelighed, en reduktion p˚a ca. 30%.
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Figur 3.2: Mammografi af bryst med to knuder
– Mindre omfattende kirurgisk og medicinsk behandling, da kræften findes i et
tidligere stadie, begrænses behandlingen.
– En beroligelse for de kvinder som bliver ”frikendt”.
Ulemper er:
– Str˚alerisiko, denne risiko er beregnet til 3,5 ekstra tilfælde pr.˚ar pr. million kvinde.
– Falske positive undersøgelser, dvs. raske kvinder kan blive mistænkt.
– Falsk enegative undersøgelser, dvs. kvinder med kræft bliver ”frikendt”, et effektivt
screeningsprogram med høj faglig kvalitet vil finde ca. 4/5 af de cancere, som
udvikler sig inden for en screeningsrunde. Dvs. at ca. 1/5 vil blive diagnosticeret
i tidsrummet mellem 2 screeningsindbydelser.
3.2 Hvad kigger lægen efter
Kalkaflejringer er sm˚a mineralophobninger inden i brystvævet, der ligner sm˚a hvide
pletter p˚a mammografi billedet.
Der er to typer kalkaflejringer:
– Macrocalcifications (”store kalkaflejringer”)
– Microcalcifications (”sm˚a kalkaflejringer”)
3.2.1 Macrocalcifications
Macrocalcification er grove kalkophobninger, der højst sandsynligt er ændringer i bry-
stet forsaget af ældning af brystets arterier, gamle skader eller betændelse. Disse op-
hobninger er ikke relateret til kræft og kræver ikke en efterfølgende biopsy. Macrocalci-
fication er fundet i over halvdelen af de skannede kvinder over 50 og i 1/10 af kvinder
under 50.
3.2.2 Microcalcifications
Microcalcification er sm˚a spor af kalk i brystet. De kan b˚ade optræde alene eller i
klynger.
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Figur 3.3: Eksempel p˚a en mammografi med naturlig kalkaflejringer (Microcalcification)
Microcalcification, der opdages p˚a et mammografi billede, er ikke altid ensbetyden-
de med, at der forefindes kræft. B˚ade form og udseende er med til at hjælpe radiologen
til at vurdere, om det er sandsynligt, at det er kræft. I nogle tilfælde medfører tilste-
deværelsen af en microcalcification udtagning af en vævsprøve, andre gange anbefales
mammografien gentaget om 3-6 md.
Figur 3.4: Microcalcification er delt op i 5 typer [HB99]
1. Halvm˚ane formet eller runde diske med hule centrumer(0% risiko for kræft).
2. Runde, i samme størrelse, men ikke med hult centrum(19% risiko for kræft).
3. Meget sm˚a microcalcification’er, der er for sm˚a til, at man kan identificere deres
form(39% risiko for kræft).
4. Mangekantet og irregulæreformet, ligner lidt køkken salt(59% risiko for kræft).
5. Sammenhængende eller tætliggende microcalcification(96% risiko for kræft).
I praksis kan det være svært at skelne imellem type 1 og 2 og skelne imellem type 4
og 5. Men generelt vil kan man sige at type 1 og 2 ikke kræver en biopsi, men man skal
være opmærksom p˚a stederne ved næste mammografi. Type 4 og 5 kræver derimod
omg˚aende en biopsi. Type 3 er den sværeste, da den er meget svær at se p˚a selve
mammografien, men vil typisk ikke kræve en biopsi.
Caseldine et al. [J+88] har opstillet følgende regler for diagnosticering af brystkræft
ud fra en mammografi:
– Store (> 1mm) calcification’er er sandsynligvis godartet.
– Enkelt st˚aende calcification’er er sandsynligvis godartet.
– Runde ensformet calcification’er i samme størrelse er sandsynligvis godartet.
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– Calcification’er scannet p˚a begge bryster er sandsynligvis associeret med en go-
dartet sygdom.
– Grupper af calcification’er i forskellig størrelse og irregulære former sandsynligvis
ondartet.
– Klynger af calcification’er er sandsynligvis ondartet.
– Rækker af calcification’er (i kanalerne) er sandsynligvis ondartet.
– Sm˚a klumper af calcification’er, specielt hvis de rammer hinanden, er sandsynlig-
vis ondartet.
3.2.3 Freundlich
Freundlich’s [HB99, 296-298] har opstillet følgende tabel(da den bedre kunne bruges til
at lave noget data, som kunne analysere billederne):
3.3 Masses
Figur 3.5: En ondartet mass
En tredje ting, der kigges efter, er store objekter (”a
mass”se figur 3.5), der kan optræde med og uden kalk-
aflejringer. Disse objekter kan være forsaget af mange
ting, bl.a. cyster. En cyste som er en godartet mængde
væske i brystet, kan ikke diagnosticeres udelukkende
ved mammografi. Her er det nødvendigt at foretage
en ultralydsprøve eller udtage væske fra cysten.
Hvis objektet ikke er en cyster, s˚a kan det væ-
re, at det er brystkræft, og en biopsi(vævsprøve) eller
periodisk mammografi er nødvendig. Her er størrel-
se, form og kanter af objektet igen med til at hjælpe
radiologen med at vurdere hvorvidt, der er tale om
kræft.
3.4 Tredeling
Sammenligne billedesæt : Fremtrædende regioner ser
forskellige ud p˚a to mammografier taget i samme vinkel men p˚a forskellige tidspunk-
ter(Se figur 3.6). Man sammenligner alts˚a de to billeder for at finde forskellene. En
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fremgangsmetode her kunne være at anvende en normalisering af det første billede p˚a
det seneste, hvorved man kunne trække forskellene ud.
Figur 3.6: Eksempel p˚a sammenligning mellem gammelt og nyt mammografibillede
Sammenligne brystpar : P˚a samme m˚ade kunne man sammenligne et højre og venstre
brystmammografibillede(se figur 3.7) taget p˚a ca. samme tidspunkt. Herved kunne man
finde omr˚ader, der udskilte sig fra hinanden, da s˚adanne omr˚ader meget sandsynligt
kan være en kræftknude.
Figur 3.7: Eksempel p˚a sammenligning mellem højre-venstre mammografi
Lokalisere unormale omr˚ader : Der trækkes fremtrædende omr˚ader ud af et bryste-
billede, og ud fra dem bliver der beregnet et antal muligheder. Disse muligheder bruges
til at finde ”normaliteten”for omr˚adet, som er defineret i en sandsynlighedsmodel. Den-
ne model er lavet ud fra 5000 fremtrædende omr˚ader fundet i ”Mammographic Image
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Analysis Society”(forkortes MAIS) [HB99, 251] database af mammografibilleder.
En mammografi kan ikke alene bevise, at et unormalt omr˚ade i brystet er kræft, men
kan kun rejse mistanke om tilstedeværelse af kræft. For at bevise, at kræft er til stede,
er det nødvendigt at foretage en biopsi enten ved en vævsprøve eller ved operation.
3.5 De primære m˚al
De primære m˚al for røntgenlægen er alts˚a at fastsl˚a, om microcalcification eller ”mass”er
tilstede i brystet. For microcalcification’erne vil det dreje sig om at klassificere de 3
klynger type 1 og 2, type 3 og type 4 og 5, hvor sidstnævnte har højeste prioritet.
Det, at lokalisere en ”mass”og analysere den til ondartet, er i midlertid et lidt mere
kompliceret problem. Dog kan de tre fremgangsm˚ader anvendes til at lokalisere en
”mass”og om den s˚a er ondartet eller ej, m˚a s˚a være op til en læge at vurdere. Dette
sker i dag typisk ved udtagning af en prøve af ”mass’en”, alts˚a g˚ar det udover omfanget
af et mammografibilledes oplysnings indhold. Det m˚a derfor anses for tilstrækkeligt at
kunne lokalisere en ”mass”.
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Neuralt Netværk
Denne rapport beskæftiger sig med neurale netværk fremfor andre m˚ader at behandle information
p˚a, da den case projektet er bygget op omkring har KNN som centralt punkt. Det fiktive system i
denne case foretager alle vurderinger ved hjælp af neurale netværk. Derfor vil det være en fordel
for læsere af denne rapport at kende til neurale netværk samt disses opbygning og muligheder
for indlæring i forbindelse med diskussionen af anvendelsen af systemet.
En væsentlig del af kapitlet bygger p˚a gennemgangen af KNN i [Neg05].
Et neuralt netværk kan defineres som et biologisk baseret paradigme til behandling
af information. Denne struktur (eller dette system) er blevet observeret i bl.a. den
menneskelige hjerne. Hjernen best˚ar af et tæt forbundet sæt af nerveceller, eller enheder
til informationsbehandling, der kaldes neuroner. Hjernen indeholder ca. 10 milliarder
neuroner og 60 billioner synapser, der forbinder dem p˚a kryds og tværs [Neg05, side
166].
4.1 Neuronen
En neuron best˚ar af en flad cellekrop kaldet soma, et antal af fibre kaldet dendriter og
en enkelt lang fiber kaldet en axon. Selve opbygningen er s˚aledes, at de meget korte
dendriterne spreder sig ud som et netværk omkring en soma. Samtidig strækker axonen
sig ud og forbinder sig enten til andre somaer eller andre dendriter.
Figur 4.1: En biologisk neuron. [Neg05]
N˚ar en neuron sender et signal til en anden neuron, sker det ved en kompleks kemisk
reaktion: Synapsen begynder at udskille kemiske substanser, der skaber en ændring i
cellekroppens elektriske potientale. N˚ar potientalet har n˚aet en bestemt tærskelværdi,
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sendes en elektrisk puls gennem axonen. Denne puls fortsætter med at sprede sig, indtil
den n˚ar en anden synapse, hvor den s˚a f˚ar denne til enten at øge eller mindske sit
elektriske potentiale. Synapser fungere p˚a denne m˚ade, som specielle bindeled, med det
form˚al at forbinde axoner og dendriter.
Hvis man ser p˚a neuronen som en enkeltst˚aende enhed, er dens funktion og mu-
lighed for at behandle information til noget brugbart relativt begrænset. Samler man
derimod en tilstrækkelig mængde af neuroner i et netværk, bliver deres funktioner, n˚ar
de samles i et system, brugbare til behandling af relativt komplekse opgaver. Ved at
udnytte flere parallelle forbindelser af neuroner, bliver hjernen i stand til at behandle
information væsenligt hurtigere end de hurtigste computere, vi kender i dag.
E´n af de ting, der gør neurale netværk interessante, er, at de er i stand til at tilpasse
sig deres opgaver, dvs. forsøge at opn˚a et bedre eller mere præcist resultat. Denne proces
fungerer ved, at neuronerne er i stand til at justere styrken p˚a deres forbindelser samt
at danne nye forbindelser med andre neuroner. Forklaret simplificeret: forstærkes de
neuronforbindelser, der leder mod ønskede udfald, samtidig med at forbindelserne, der
fører til uønskede svar, svækkes. Denne egenskab betyder, at et neuralt netværk kan
lære af erfaring, hvilket er det, der ligger til grund for den indlæringsprocess, der foreg˚ar
i den menneskelige hjerne [And95].
4.2 Kunstige Neurale Netværk
I det kunstige neurale netværk (KNN) har man forsøgt at adaptere det neurale netværks
opbygning og virkem˚ade. Det betyder, at der er formuleret matematiske funktioner og
algoritmer, som tilnærmet beskriver, f.eks. hvordan det neurale netværks neuroner fun-
gerer. Derudover benyttes en del af de tekniske udtryk fra neurale netværk ogs˚a inden
for KNN.
KNN best˚ar af relativt simple enheder kaldet neuroner. Disse kan konceptuelt sam-
menlignes med de biologiske neuroner. Et typisk KNN best˚ar af grupper af neuroner,
der er sammenkoblet i et system af lag. De grupper af neuroner der forbinder netvær-
ket med dets omgivelser, for at gøre det muligt at indføre og udføre data, kaldes hhv.
indgangslag og udgangslag. I sektionen om neurale netværk fremg˚ar det, at neuronen
benytter vægtede forbindelser, dvs. at neuronerne, alt efter vægten, sender signaler af
forskellig styrke til hinanden, og at, n˚ar en neuron modtager et signal, forholder den
sig til, hvor meget den vil vægte signalet i forhold til de andre, den evt. har modtaget.
Det er disse vægte, der liges˚avel i neurale netværk, som i kunstige neurale netværk, gør
det muligt at justere eller træne et system, s˚a det bliver bedre til at løse sin opgave.
4.2.1 Den kunstige neuron
Hver enkelt neuron kan modtage en række signaler via dens indgangsforbindelser og
levere e´t udgangssignal med dens resultat. Indgangssignalet (eller signalerne) kan en-
ten være dele af ny data, der ønskes indført i det KNN, hvilket betyder, at neuronen
befinder sig i et indgangslag eller er resultatet fra udgangen af en neuron i et tidlige-
re lag. Ligeledes kan en neurons ene udgangssignal fungere som indgangssignal p˚a e´n
eller flere neuroner, i et efterfølgende lag, eller ogs˚a kan udgangssignalet være en del
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af det KNN´s endelige resultat, hvilket betyder, at neuronen befinder sig i et udgang-
slag. Neuronen indholder to stadier: summeringsfunktionen, som er i alle neuroner og
aktiveringsfunktionen, som kan være af forskellige typer og som i princippet definerer
hvilken type af neuron, man har med at gøre.
Overførselsfunktioner
I 1943 foreslog Warren McCulloch og Walter Pitts en neuronmodel, der beregner en
vægtet sum ud fra sine indgangssignaler og sammenholder denne med en tærskelværdi
(θ). Hvis summen er mindre end tærskelværdien, bliver neuronens udgangssignal lig
med -1, hvis den er større, bliver neuronens udgang lig med 1. Denne funktionalitet kan
formuleres p˚a følgende m˚ade:
X =
n∑
i=1
xiwi Y =
{
+1 hvis X ≥ θ
−1 hvis X < θ (4.1)
X er summen af neuronens vægtede indgangssignaler, xi er det modtagede ind-
gangssignal i indgang i, wi er den til indgangen tilknyttet vægtværdi, n er antallet af
neuronens indgange og Y er neuronens resultat eller udgangssignal.
Den omtalte funktion kaldes en sign-funktion, og den kan omformuleres til [Neg05,
side 169]:
Y (p) = sign
[ n∑
i=1
xiwi − θ
]
(4.2)
Neuronen med sign-funktionaliteten st˚ar ikke alene, der er gennem tiden blevet
udviklet en række forskellige neuroner, det er dog kun et f˚atal, der er blevet etableret
og benyttet. Nedenfor ses fire ofte benyttede neuronfunktionaliteter:
Figur 4.2: Todimensionalt plot af grundlæggende logiske operationer [Neg05, side 173].
– Step og Signfunktionerne, ogs˚a kaldet grænsefunktioner, idet de kun sender et
udgangssignal, hvis summen X er højere end grænseværdien θ. Denne type neu-
ron bliver oftest brugt i situationer, hvor der skal skelnes mellem noget, f.eks. i
forbindelse med klassificering og genkendelse.
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– Sigmoid funktionen forvandler den vægtede indgangssignalssum, der kan have en
hvilken som helst værdi fra minus uendelig til plus uendelig, til en værdi mellem
0 og 1. Denne type neuron benyttes ofte i KNN, der trænes ved backpropagation.
(se afsnit: Indlæring / Træning)
– Lineærfunktionensresultat eller udgangssignal er det samme som summen af neu-
ronens vægtede indgangssignaler. Denne type neuron benyttes ofte i forbindelse
med opgaver, der indebærer lineære tilnærmelser.
Perceptronen
I 1958 introducerede Frank Rosenblat en algoritme til at træne et relativt simpelt KNN,
der var baseret p˚a McCulloch og Pitts perceptron model. McCulloch og Pitts perceptron
best˚ar af en enkelt neuron med to vægtede indgange, e´n udgang, e´n summeringsfunk-
tion og e´n aktiveringsfunktion af typen step. Perceptronen fungerer ved først at beregne
den vægtede sum af indgangssignalerne, herefter bliver denne værdi sammenlignet med
tærskelværdien i aktiveringsfunktionen, og udgangssignalet bestemmes enten til 1 eller
0, ud fra de principper, der blev beskrevet af step funktionen. Form˚alet med træningen
af denne perceptron er at klasificere indgangssignalernes mønstre x1, x2, x3, ..., xi i to
klasser (f.eks. A1 og A2). Dette kan gøres ved at træne perceptronen til at foretage den
ønskede klacificering. Dette gøres ved at lave sm˚a justeringer af indgangssignalernes
vægtning, for derved at opn˚a en reduktion i forskel mellem det observerede og ønskede
udgangssignal. Metoden til at opn˚a dette kan kort beskrives p˚a følgende m˚ade: ved
opstart tildeles de forskellige vægte et tal der ligger mellem -0.5 og +0.5, efterfølgende
bliver vægtene justeret til de til sidst medfører det ønskede udgangssignal.
Processen: Hvis det aktuelle udgangssignal ved iteration p er Y (p), og det ønskede
udgangssignal(resultat) er Yd(p), s˚a er fejlen givet ved e(p) = Yd(p) − Y (p) hvor p =
1, 2, 3, ... . Her refererer iteration p til det p’ende træningsgennemløb. Hvis fejlen e(p)
er positiv, s˚a skal perceptronens udgangssignal øges, og hvis den er negativ, skal det
mindske. Derudover skal der tages højde for, at hver perceptronindgang bidrager xi(p) ·
wi(p) til det totale indgangssignal X(p) - hvis indgangssignal xi(p) er positiv, s˚a vil en
forøgelse af indgangens vægt wi(p) bidrage til en stigning i perceptronens udgangssignal
Y (p), og hvis indgangssignalet xi(p) er negativt vil en vægtforøgelse medføre et fald af
udgangssignalet Y (p). P˚a baggrund af dette kan følgende regel formuleres:
wi(p+ 1) = wi(p) + α · xi(p) · e(p) (4.3)
α er indlæringsraten
Denne indlæringsregel blev først forsl˚aet af Rosenblatt i 1960. Ved at benytte denne
regel kan man udlede en algoritme til træning af perceptronen til klassificeringsopgaver.
Herved algoritmen sat op i fire punkter.
1. Initialisering
Sæt de nye vægte w1, w2, ..., wn samt tærsklen θ til tilfældige værdier.
2. Aktivering
Aktive´r perceptronen ved at indføre data og sammenhold det med det ønskede
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resultat (udgangssignal) Yd(p). Beregn det faktiske udgangssignal ved gentagelse
(iteration) p = 1:
Y (p) = step
[ n∑
i=1
xi(p)wi(p)− θ
]
(4.4)
Hvor n er antallet af inputs og step er aktiveringsfunktionen.
3. Vægt-træning
Opdater perceptronens vægte ud fra:
wi(p+ 1) = wi(p) + ∆wi(p) (4.5)
hvor ∆wi(p) er vægt i korrektion i iteration p. Vægtens korrektion beregnes efter
deltareglen:
∆wi(p) = α · xi(p) · e(p) (4.6)
4. Iterer
Forøg iteration p med e´n og g˚a tilbage til punkt 2 for at gentage processen,
indtil der er overenstemmelse mellem det aktuelle udgangssignal og det ønskede
udgangssignal.
XOR-problemet
Sandhedstabellen for operationerne AND, OR og Exclusive-OR kan ses længere nede.
Tabellen viser de to indgangssignalers, x1 og x2, mulige kombinationer og resultatet
af operationerne. For at perceptronen bliver i stand til at klassificere de to indgange-
smønstre, er det nødvendigt at træne den. At f˚a perceptronen til at klassificere AND
og OR er relativt problemfrit. Forsøger man derimod at træne en perceptron til XOR
operationen, bliver det problematisk. Det skyldes at denne opererer lineært, dvs. at de
udregninger, neuronen kan fortage, er begrænsede til første grad. Dette betyder at den
klassificering, en neuron kan foretage, ogs˚a er begrænset til at være lineærseparerbar.
For at belyse denne problematik nærmere, kan neuronens indgangssignaler indtegnes i
et diagram sammen med den lineære klassificering.
Indgangssignaler AND OR Exclusive-OR
x1 x2 x1 ∩ x2 x1 ∪ x2 x1
⊕
x2
0 0 0 0 0
0 1 0 1 1
1 0 0 1 1
1 1 1 1 0
Tabel 4.1: Sandhedstabel for grundlæggende logiske operationer [Ros03, side 5 & 6].
Som det fremg˚ar af figuren, falder xor uden for, hvad der er lineært adskilleligt,
da det er punkterne i 0,0 og 1,1, der skal ligge i det ”falsk”klassificerede indgangssig-
nalomr˚ade, og punkterne 1,0 og 0,1, der skal ligge i det ”sandt”klassificerede omr˚ade.
Problematikken bliver visualiseret, idet det ikke er muligt at trække en linje, der kan
opdele indgangssignalerne i de to klasser, s˚a kravene for Xor operationen opfyldes. Den-
ne problematik kan imidlertid løses ved at benytte en multilags udgave af perceptronen,
trænet med backpropagation.
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Figur 4.3: Todimensionalt plot af grundlæggende logiske operationer [Neg05, side 173].
Figur 4.4: Todimensionalt plot af XOR-problematikken [Neg05].
4.2.2 KNN Topologi
Med et KNN’s topologi menes der den overordnede struktur, hvorved neuronerne er
forbundet til hinanden. Denne struktur har ofte betydning for hvilken, træningsalgo-
ritme man skal vælge, hvilket igen kan p˚avirke hvilke, aktiveringsfunktioner, man kan
bruge.
Feedforward
Her deler man netværket op i nummerede grupper eller lag af neuroner, disse forbindes
s˚a, s˚adan at der kun er forbindelser fra et lag til det næste, alts˚a er der et fremadg˚aende
flow af data i netværket. Yderligere m˚a der heller ikke være forbindelser p˚a tværs af
lag, alts˚a er det ikke tilladt f.eks. at forbinde en neuron i lag 1 med en neuron i lag 3.
Et eksempel p˚a dette kan ses i figuren nedenunder. Typisk ville feedforwardlag være
fuldt forbundet, f.eks. alle neuroner i lag 1 er forbundet med alle neuroner i lag 2 osv.
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Figur 4.5: Feedforward (tv) og Recurrent (th). Punkterne til venstre indikerer, at der
kan være et vilk˚arligt antal lag i et feedforward-KNN. Ligeledes kan antallet af neuroner
i et lag være vilk˚arligt. [Car92, side 189]
Recurrent
Her er der ikke nogle regler for, hvordan forbindelser skal struktureres, netværket bliver
dog kun kaldt recurrent eller cyklisk, hvis det er muligt fra en neuron, ved at følge
strømningen i netværket, at komme tilbage til samme.
4.2.3 Indlæring / træning
Ved indlæring af nye data er det muligt af bruge flere forskellige metoder. Valget af me-
tode afhænger at netværkets opbygning og overførselsfunktioner. Indlæringsmetoderne
kan dog deles op i to grupper: supervised og unsupervisied.
Supervised learning
Her kræves der et menneske til at overv˚age og justere de rettelser, der bliver fortaget.
Situation forg˚ar ved, at man i en lære - elev rolle med netværket (eleven) associerer
forskellige indgangssignalmønstre med passende udgangssignalmønstre. I praksis gøres
dette ved at stille det neurale netværk den opgave at levere et bestemt resultat udfra
et givent indgangssignalmønster. Her vil det KNN nok lave fejl i starten, hvor det
s˚a er lærens rolle at oplyse det KNN om det korrekte resultat, s˚a det kan justere
vægtningerne i netværket. P˚a denne m˚ade skulle det være nemmere for netværket at
løse opgaven tilfredstillende næste gang. Denne proces gentages, indtil det ønskede
resultat er opn˚aet. Eksempler p˚a s˚adanne læringsalgoritmer er Perceptron Learning,
Delta rule og Backpropagation.
Unsupervised learning
Denne form for læring kan beskrives som en form for selvstudie foretaget af det KNN.
Her kræves der ikke et menneske til at optræne netværket, til gengæld er situationen
ogs˚a forskellig fra forrige eksempel. Ved brug af denne metode har netværket kun et
indgangssignalsæt, og det er s˚a op til det KNN selv at danne grupperinger. Det er alts˚a
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netværkets opgaver at finde ligheder mellem forskellige indgangssignaler og gruppere
disse i samme klasser. Eksempler p˚a denne træningsmetode er Herbian learning og
Competitive learning.
4.3 Multilags-KNN
Et multilags KNN er et s˚akaldt feedforwardnetværk med e´t eller flere skjulte lag. Typisk
vil et s˚adan netværk indeholde et indgangslag, e´t eller flere skjulte lag af neuroner og et
udgangslag. Feedforward betyder, at indgangssignalerne altid bliver sendt fremad fra
lag til lag i netværket, eller mere generelt: at datastrømmen altid er ensrettet.
Figur 4.6: Et multilagsnetværk (perceptron) med to skjulte lag. [Neg05, side 175]
Det skjulte lag f˚ar sit navn, idet vi m˚a betragte det som skjult, da vi ikke er i stand
til at observere dets opførsel gennem indgangssignalerne og udgangssignalerne fra hele
netværket - der er dermed ikke nogen metode til at bestemme, hvad udgangssignalet
fra dette lag vil være. Ud fra denne definition kan man alts˚a sige, at det er det skjulte
lag, der selv bestemmer sit udgangssignal. Kommerciale KNN indeholder ofte e´t til to
skjulte lag, der hver kan have mellem 10 og 1000 neuroner. Eksperimentelle KNN’er
har ofte mellem tre og fire skjulte lag og kan indholde millioner af neuroner. KNN der
benyttes med praktisk henseende, vil dog normalt kun have e´t skjult lag, da mængden
af beregninger øges eksponentielt for hvert ekstra lag af neuroner.
De enkelte lag i det KNN har oftest deres egne specifikke funktioner. Indgangslaget
accepterer kun indgangssignaler og har sjældent nogen beregningsmæssig evne og st˚ar
dermed ikke for nogen informationsbehandling. Udgangslaget accepterer kun udgangs-
signaler eller, med andre ord, udgangssignalerne fra de skjulte lag, og danner ud fra
disse et endeligt udgangssignalmønstre svarende til netværkets resultat. Hermed er det
oftest op til neuronerne, i de skjulte lag, at lede efter de fastsatte karakteristika. Disse
karakteristika optræder i mønstre i form af vægtene mellem neuronerne, og det er disse
karakteristika, der ogs˚a danner grundlag for udgangssignalmønsteret eller resultatet.
Med et skjult lag er det KNN ogs˚a i stand til at repræsentere en given kontinuer
funktion, og med to skjulte lag er vi ogs˚a i stand til at repræsentere segmenterede
funktioner. [Neg05, side 175]
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Træning af multilagsnetværk
Læring i Multilags KNN: Der findes mere en e´thundrede forskellige metoder til at
træne eller lære KNN. Den mest populære metode er Backpropagation. Denne metode
blev først forsl˚aet i 1969 af Bryson og Ho, men blev ignoreret p˚a grund af det enorme
beregningskrav. Det var ikke før midten af 1980’erne, at backpropagation blev et muligt
alternativ og blev genopdaget.
Læring i et multilagsnetværk foreg˚ar p˚a samme m˚ade som for perceptronen, et sæt
af indgangssignaler bliver sendt igennem netværket, og forskellen mellem det faktiske-
og ønskede udgangssignal bliver beregnet og benyttes til at justere vægtene. Problemet
med dette er dog, at i vores eksempel med en perceptron eksisterede der kun en vægt
for hvert indgangs, og kun en udgang, men i multilagsnetværk er der mange vægte som
hver bidrager til mere end en udgang. Derfor skal vi s˚a at sige dele skylden for en fejl
mellem de forskellige vægte.
Ved backpropagation benytter man to faser i træningsalgoritmen for at løse dette
problem. I første fase anvendes et indgangsmønster p˚a indgangslaget, hvorefter netvær-
ket beregner udgangssignalmønstret. Hvis dette mønster er forskelligt fra det ønskede,
beregnes fejlen, der derefter sendes tilbage gennem netværket. Efterh˚anden som fejlen
n˚ar igennem netværket, vil vægtene blive justeret.
Figur 4.7: Et Backpropagationnetværk med et skjult lag. Antallet af rækker er vilk˚arligt.
[Neg05, side 177]
Som med et hvilket som helst andet KNN, styres et backpropagationnetværk af
sine vægte, en overførselsfunktion, der bruges af neuronen og en lærings-algoritme,
der specificerer hvorved vægtene justeres. Et typisk KNN er et backpropagation trænet
multilagsnetværk med mindst tre lag, hvor alle lag er fuldt forbundet mellem hinanden,
dvs. hver neuron i et lag er forbundet med alle neuroner i det næste lag.
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Kapitel 5
Billedbehandling
I dette kapitel beskrives metoder, som kan anvendes til at repræsentere data fra billeder p˚a
en m˚ade, som kan anvendes i forbindelse med diagnosticering ud fra mammografiscanninger.
Da mammografiundersøgelse har til form˚al at opdage bestemte strukturer p˚a billedet, er det
nærliggende at anvende billedbehandlingsmetoder, som fremhæver netop dette.
For at behandle et mammografibillede i det neurale netværk, skal der findes en egnet metode
til at repræsentere billedets data. Der findes flere forskellige metoder til at gøre dette.
Vi har valgt at lade vores system kigge p˚a kanter i billedet. Til dette findes flere metoder.
To mulige er Canny operatoren og SUSAN.
5.1 Beskrivelse af Canny detect edge algoritmen
Canny-operatoren [Fis04] finder kanter igennem flere trin. Det første trin slører billedet
med et Gausisk filter og fjerner dermed støj men ogs˚a detaljer. Herefter bruges en gra-
dient, operator som makerer steder p˚a billede, hvor der er stor forskel i lysintensiteten.
Dette resulterer i et billede, hvor alle pixels, som er del af kanter, er fremhævet. Det
sidste trin undersøger disse kanter og fjerner alle pixels, som ikke er netop ligger mellem
de to objekter, som skaber kanten.
5.2 Beskrivelse af SUSAN
SUSAN [Smi04] er en algoritme, der finder kanter og hjørner i billeder ved hjælp af
de kontrast- og lysforskelle, der er i billedet og er udviklet af J.M.Brandy ved Oxford
Universitetet i England. Algoritmen fungerer kort sagt ved at tage udgangspunkt i en
enkelt pixel og tegne en cirkel omkring denne. Ved at sammenligne centrum med alle
andre pixels i cirklen, kan algoritmen afgøre, om centrum er en del af en kant eller et
hjørne og markerer dette p˚a billedet. Herefter g˚ar algoritmen videre til næste pixel og
laver en undersøgelse magen til . N˚ar alle pixels i billedet er igennem, har algoritmen
s˚aledes kortlagt alle pixels, som er en del af en kant eller et hjørne.
5.3 Vektor repræsentation af data
Efter at Canny-metoden har fundet profilens kant, finder systemet de punkter, der skal
repræsentere kanten. Denne metode er delt op i 6 trin:
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1. Gennemsøg billedet for kant. Programmet gennemløber billedet horisontalt fra
venstre til højre, startende fra oven og tjekker for hver tredje pixel om der findes en
kant. P˚a denne m˚ade reduceres antallet af punkter, hvorved kanten repræsenteres.
P˚a dette tidspunkt ligger punkterne usorteret.
2. Sorte´r punkter. Programmet finder det første punkt og sorterer derefter punkterne
ved at finde det første punkts nærmeste nabopunkt. Der tegnes en linie mellem de
to punkter, og programmet søger sidenhen det næste nabopunkt, osv. Et punkt
kan kun besøges e´n gang, derved kommer programmet rundt til alle punkter i
billedet. Alle punkterne i billedet udgør nu profilens kant.
3. Udregn vinkler mellem vektorer. Udfra de tegnede liner mellem punkterne, vek-
torer, udregnes vinklerne mellem disse linier(vektorer).
4. Fjern overskydende punkter. Programmet sammenligner alle efterfølgende vek-
torer for at tjekke for e´ns vinkler. At to vektorer har ens vinkler betyder, at de
ligger i forlængelse af hinanden og ikke ændrer retning. Derfor bruges tre punkter
i stedet for to. Det midtereste punkt fjernes og de to yder punkter udgør nu e´n
samlet vektor. Fjernelse af unødvendige punkter er nødvendig for at alle profiler
repræsenteres med samme antal punkter. Det kan diskuteres, om det er bedre at
fjerne punkter eller at tilføje punkter for at opn˚a samme antal punkter for hver
profil.
5. Udregn vinkler mellem vektorer. Da nogle punkter evt. nu er fjernet, udregnes
vinklerne p˚a ny.
6. Efter at analysen af billederne er færdig, kan billederne nu repræsenteres p˚a føl-
gende 3 m˚ader:
– Punkter - x, y koordinater.
– Vektorer mellem punkterne.
– Vinkler mellem punkterne.
Disse tre m˚ader bruges hver især som input til at repræsentere profilerne i det
neurale netværk.
5.4 Opsummering
Det konkrete valg af hvilken metode der bør anvendes er der ikke taget stilling til, lige
som der heller ikke er taget stilling til hvordan det vil være mest hensigtsmæssigt at
repræsentere billeddataen.
17. december 2004 Roskilde Universitetscenter 26
Kapitel 6
Systemopbygning
I dette kapitel beskrives en abstrakt model for hvordan et system, som kan overholde de krav der
stilles i afsnit 2, kan tænkes udformet.
6.1 Nye og gamle data
Dette er nødvendigvis ikke de r˚a mammografi billeder, men kan være en vektor repræ-
sentation eller lignende af billederne (Se afsnit 5). De nye data sendes til alle 4 moduler,
mens de gamle data kun sendes til modul 1.
6.2 Modul 1 – Sammenligning af nye og gamle data
Sammenligning af nye og gamle billeder fra samme patient. Der forestilles en billeda-
nalyse, der skal udtrække forskellene mellem nyt og gammelt billede. Disse differencer
bliver derefter behandlet af et KNN. Dette KNN skal trænes op med tidligere registre-
rede differencer, som resulterede i kræft.
6.3 Modul 2 – Sammenligning højre-venstre data
Sammenligning af højre-venstre billeder fra samme patient. Der forestilles en billeda-
nalyse, der skal udtrække forskellene mellem venstre og højre billede. Disse differencer
bliver derefter behandlet af et KNN. Dette KNN skal trænes op med tidligere registre-
rede differencer, som resulterede i kræft.
6.4 Modul 3 – Sammenligning med MAIS
Dette modul skal finde steder i brystet, der afviger fra normaliteten. Denne normalitet
er udledt af data fra databasen MAIS (se afsnit 3.4). Denne aktivitet forestiller vi os
udført af et KNN, der bliver trænet op via data fra MAIS.
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Figur 6.1: Systemets opbygning
6.5 Modul 4 – Klassificering af 3 typer
Modulet skal kunne identificere microcalcification’er. Dette drejer sig alts˚a om at gen-
kende de 3 forskellige klynger af microcalcification’er(Se afsnit 3.3). Denne genkendelse
foretages af et KNN, der er trænet op med tidligere identificeringer af microcalcifica-
tion’er. N˚ar disse risikoomr˚ader er fundet, vil en implementation af Freundlich’s tabel
(Se afsnit 3.4) vurdere risikoen for, om omr˚adet er ondartet eller godartet.
6.6 Sammenfatning
Et system vil kunne opbygges med de 4 moduler med tilhørende KNN. Disse 4 moduler
vil tilsammen kunne danne en anbefaling til en læge eller radiolog om videre behandling,
alts˚a om det er nødvendigt at foretage en biopsi p˚a nogle specifikke omr˚ader, eller om
en opfølgende mammografi er nødvendig.
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6.7 Justering af systemet
For løbende at forbedre systemets evne til at genkende kræft, ajourføres systemet med
de screenede patienters videre sundhedsforløb, dvs.om de i tiden efter at være blevet
brystkræft-”frikendt”alligevel har f˚aet det konstateret f.eks. via den traditionelle frem-
gangsm˚ade. Hvis dette er tilfældet, foretages en justering af det neurale netværk ud fra
denne nye viden.
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Kapitel 7
Etik og filosofi.
Dette afsnit har til form˚al at indføre læseren i grundlæggende filosofiske begreber samt at give
læseren indblik i de basale etiske og filosofiske teorier, som i større eller mindre grad kan rela-
teres til den problemstilling, som dette projekt behandler, nemlig fortrinsvis de normative etiske
teorier.
7.1 Hvad er etik?
Etikken deles normalt op i tre dele, nemlig: Anvendt/deskriptiv etik, normativ etik og
metaetik. [oSAP91, 330] Forskellen p˚a disse tre typer er, p˚a hvilket niveau de beskæf-
tiger sig med etiske spørgsm˚al.
Anvendt/deskriptiv etik beskæftiger sig, som navnet siger, med afgrænsede spørgs-
m˚al, som direkte kan relateres til virkeligheden. Alts˚a konkrete svar p˚a, hvad der i
konkrete etiske spørgsm˚al anses for at være moralsk rigtigt eller forkert.
Normativ etik beskæftiger sig med at ”...begrunde fundamentale principper for moralsk
handlen.”[Øhr92, 3], alts˚a begrunde, hvorfor noget er rigtigt eller forkert at gøre eller
spørgsm˚alet om: ”Hvilken moral er den rette”(Juul Nielsen, 2001, side 10). Normativ
etik og anvendt etik kan være svære at skille ad, idet anvendt etik følger de mere
overordnede regler som normativ etik formulerer.
Metaetik har en mere filosofisk karakter end normativ og anvendt etik, idet me-
taetikken beskæftiger sig med selve etikken og moralen samt berettigelsen af samme.
Alts˚a: ”Hvorfor er etikken forpligtende?”[oPL01, 203] og ”Hvad gør moralske udsagn
sande og falske?”[Nie01, 10].
7.2 Grundlæggende begreber og faktorer
Mange vil typisk opfatte etik som et emne hørende under filosofi. Dette skyldes for-
modentlig, at det ofte er de filosofiske fakulteter p˚a universiteterne, der underviser i og
arbejder med etik. Fælles for begge begreber, etik og filosofi, er, at de samme grundlæg-
gende regler og mekanismer ligger bag. Etik forsøger at besvare spørgsm˚al om, hvordan
et menneske bør reagere i forskellige situationer. Filosofi er langt bredere og stiller ikke
blot spørgsm˚al om, hvad man bør gøre, men inddrager alle typer problemstillinger. Det
siges derfor ogs˚a om filosofi og filosoffer, at de leverer flere spørgsm˚al en svar. Disse
problemstillinger søges ofte besvaret gennem religion. Der er dog en væsentlig forskel
mellem religion og filosofi, nemlig begrundelse. Religion begrunder i sjældne tilfælde,
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hvorfor en handling er forbudt, mens filosofien bygger p˚a fornuftige argumenter [Nie01,
7]. Religion har ganske vist haft en central rolle i filosofiens historie, men har i det 20.
a˚rhundredes filosofi ingen, eller meget lidt, indflydelse [oPL01, 8].
Den vigtigste byggesten i filosofiske og etiske diskussioner er argumentation. Argu-
menter, herunder ogs˚a begrundelser, er nødvendige for at skabe en diskussion. Det at
diskutere noget er i realiteten at argumentere for en sag og derefter forsvare sit argu-
ment over for de modargumenter, som nødvendigvis m˚a opst˚a. Diskussionens udfald er
resultatet af disse argumenter. I reelle diskussioner mellem personer er det ikke altid til-
fældet at den bedste argumentation resulterer i, at diskussionen afgøres, idet stædighed
og modvilje mod at lade sig overbevise ofte er grunden til, at diskussionen overhovedet
finder sted. Her indtræder rationalitetsbegrebet. Filosofien forudsætter, at diskussioner
foretages af rationelle personer. Det vil sige, for at kunne argumentere rationelt, i en
filosofisk eller etisk diskussion er det nødvendigt at kunne forst˚a, følge, udforme og
kritisere argumenter [Nie01, 9].
Intuition er et begreb, som ofte anvendes i diskussioner om det gode/onde eller
det rigtige/forkerte. Intuitioner kan opfattes som det modsatte af logiske argumenter.
Dermed ikke sagt at intuitioner altid er ulogiske, blot at baggrunden for dem ikke
bygger p˚a et logisk overvejet fundament. Tag eksemplet: ”Man bør ikke sl˚a ihjel”. Ingen
vil umiddelbart være uenig i dette, men skal der argumenteres for dette, vil man typisk
ende i en ring. ”Man bør ikke sl˚a ihjel, fordi det er forkert at sl˚a ihjel”. Netop dette er
grunden til at intuitioners gyldighed i filosofiske og etiske diskussioner debatteres internt
i filosofien. Der findes filosoffer (Hare, Scheler), som argumenterer for, at intuitioner
ikke kan analyseres men er endelige p˚astande og derfor ikke kan anvendes som gyldige
begrundelser eller argumenter i en hvilken som helst diskussion. Derimod findes der
filosoffer (Apel, Habermas) som mener at det modsatte er tilfældet, nemlig at intuitioner
er gyldige og analyserbare, og at det netop er filosoffens opgave at gøre dette [Nie01,
8]. Anerkendte eller ej, s˚a er intuitioner en uundg˚aelig del af en etisk eller filosofisk
diskussion.
P˚astande som ”Man bør ikke sl˚a ihjel”eller ”Frihed er bedre end ufrihed”diskuteres
sjældent som enkelte p˚astande eller principper, idet der ofte er almen enighed om dem.
Disse p˚astande følger stort set alle den samme formel: ”En tilstand A er bedre end en
tilstand B hvis, og kun hvis, den samlede mængde af goder er større i A end i B”[Nie01,
10]. Denne grundlæggende formel vil meget f˚a personer argumentere imod, og derfor
er p˚astande i sig selv særligt interessante og derfor sjældent diskuteret. Der opst˚ar
imidlertid et problem, n˚ar disse goder skal defineres samt vejes og m˚ales. Ofte kan disse
goder ikke anvende samme m˚alestok, og ofte har et gode ikke samme værdi for alle.
Interessante diskussioner melder sig ogs˚a, n˚ar disse, alment accepterede, p˚astande
kolliderer enten med sig selv eller med andre p˚astande. Et nærliggende eksempel er den
indbyrdes konflikt i ”Man bør ikke sl˚a ihjel”. Hvis et mord kan forhindres ved at sl˚a en
morder ihjel, bør dette s˚a ske? Hvis ikke, skal morderen s˚a i fængsel? ”Frihed er bedre end
ufrihed”kommer her ind i billedet. Nu skal to p˚astande pludselig afvejes mod hinanden.
E´n m˚a nødvendigvis vige for den anden, men hvilken skal det være? Denne debat samt
debatten om hvordan goder, herunder ogs˚a diffuse goder som retfærdighed og lykke,
skal defineres, m˚ales og vægtes er en central del af filosofi og etik og er endvidere et
centralt punkt i dette projekt.
31 Roskilde Universitetscenter 17. december 2004
Kunstig intelligens som beslutningstager Kapitel 7.3
7.3 Pligtetik og konsekvensetik
Som nævnt ovenfor er vurdering og bedømmelse et hovedtema i normativ etik. Det
interessante i denne sammenhæng er hvordan, og især bygget p˚a hvilke betragtninger,
disse vurderinger og bedømmelser af handlinger foretages. Der skelnes populært mellem
to typer af vurderinger: Pligtmæssige og konsekvensorienterede.
Pligtetikken, eller deontologien har visse sammenligningspunkter med religion. Fak-
tisk kan det p˚ast˚as, at religion bygger p˚a deontologi, og der findes da ogs˚a eksempler
p˚a filosoffer, som mener, at etikken er afhængig af gud (Aristoteles, Kant, Sheler). Et
oplagt eksempel p˚a denne sammenhæng er de ti bud, hvoraf de mest kendte er ”Du
m˚a ikke sl˚a ihjel”og ”Du m˚a ikke stjæle”. Disse to bud er samtidig et godt eksempel p˚a
deontologi, idet de giver overordnede retningslinier som, ifølge deontologiens principper,
skal overholdes uanset konsekvenserne af dette.
Konsekvensorienteret etik, eller teleologi, bedømmer derimod udelukkende handlin-
ger p˚a de konsekvenser, de medfører. Alts˚a hvis en handling har positive konsekvenser,
er handlingen ogs˚a positiv. De to bud kan ogs˚a anvendes i teleologisk sammenhæng,
men her er e´t fordi teleologien anser det at sl˚a ihjel og at stjæle for at være forkert p˚a
grund af disse handlingers konsekvenser. At sl˚a ihjel og at lyve er forkert, fordi disse
handlingers konsekvenser umiddelbart har a˚benlyse negative konsekvenser.
Vi konstruerer et eksempel:
Du ved, at din ven vil sl˚a en person ihjel. Du kan forhindre drabet ved at
stjæle mordv˚abnet fra ham, og pludselig opst˚ar chancen. Hvordan handler
du?
Det er forbudt at sl˚a ihjel, hvilket vil ske, hvis du ikke stjæler det potentielle mord-
v˚aben, men samtidig er det ogs˚a forbudt at stjæle, hvilket du ikke kan undg˚a, hvis du
vil forhindre drabet.
Deontologien forekommer normalt simpel og ligetil, men problemerne opst˚ar, n˚ar to
pligter kolliderer som her. Her er det nødvendigt at vægte pligterne mod hinanden. Den
mest værdifulde, alts˚a den pligt, som er mest efterstræbt at overholde, m˚a her være
”Du m˚a ikke sl˚a ihjel”, alts˚a kan ”Du m˚a ikke stjæle”ikke overholdes i dette tilfælde.
Anskues dette eksempel ud fra et teleologisk synspunkt er konflikten den samme.
De to sætninger modsiger hinanden. Her er det dog konsekvenserne af at overholde,
eller ikke overholde, de etiske forskrifter, som skal vejes. Det bliver hurtigt klart at
forhindringen af mordet, almindeligvis, vil være mere eftertragtet end at undg˚a at
stjæle.
I dette simple eksempel resulterer deontologi og teleologi alts˚a i det samme, men
m˚aden, hvorp˚a beslutningen er taget, adskiller sig tydeligt. I mere ekstreme og kom-
plekse problemer, som ikke omhandler noget vi er vant til at tage stilling til, opst˚ar
konflikter mellem disse to grundlæggende ideologier.
7.3.1 Hensigt - god/ond
Et eksempel p˚a en konflikt mellem teleologi og deontologi kan være følgende:
Antag at to ens verdener eksisterer parallelt med hinanden. Vi kalder dem X
og Y. I verden X er en gal videnskabsmand i gang med at udvikle et kemisk
v˚aben, fordi han vil sl˚a menneskeheden ihjel. Den gale videnskabsmand
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er imidlertid ikke dygtig nok og udvikler i stedet, uhensigtsmæssigt, en
medicin, som kan kurere en, ellers uhelbredelig, sygdom. Dette opdager han
først, da hele verden X er blevet udsat for hans ”v˚aben”. Verden X er fri for
den uhelbredelige sygdom.
I verden Y har en videnskabsmand sat sig som m˚al i livet at kurere en
uhelbredelig sygdom. Denne videnskabsmand udvikler endelig medicinen,
som kan kurere denne uhelbredelige sygdom efter lang tids slid og forsk-
ning. Medicinen spredes gratis over hele verden Y. Verden Y er fri for den
uhelbredelige sygdom.
Det endelige resultat i begge verdener er det samme, men deontologen og teleologen
vil ikke være enige om, hvilken verden som bør foretrækkes.
Hvis situationen beskues rent deontologisk, vil verden Y være at foretrække. I verden
X er kuren opst˚aet p˚a grund af et ønske om at sl˚a ihjel. Den handling, videnskabsmanden
foretager sig, er derfor ikke etisk tilladt. Alts˚a foretrækkes verden Y, da ingen etisk
forkerte handlinger er foretaget.
Anskues situationen derimod rent teleologisk kan en verden ikke foretrækkes frem
for den anden, idet konsekvenserne af de handlinger, som er udført i begge verdener,
er fuldstændig ens. Her indføres et nyt begreb for at afgøre dette dilemma, nemlig
begrebet hensigt.
Nu er det pludselig langt mindre kompliceret at afgøre, hvilken verden, som er at
foretrække. Videnskabsmanden i verden Y, som ville hjælpe menneskeheden, har langt
bedre hensigter med sin handling end videnskabsmanden i verden X, som jo ville gøre
en ende p˚a menneskeheden.
7.3.2 Goder - lykke, retfærdighed, velstand...
Som det allerede fremg˚ar af overskriften til dette afsnit, kan goder antage næsten hvil-
ken som helst form. Langt flere end dem som nævnes i overskriften. Fælles for alle
disse former for goder er, at de som regel ikke har samme værdi og definition for alle.
Tag for eksempel retfærdighed. Der findes mange retssystemer i verden, hvis funktion
grundlæggende er den samme: At udstede straffe, som er retfærdige for b˚ade offer og
gerningsmand. P˚a trods af dette findes der næsten lige s˚a mange forskellige strafferam-
mer for samme forbrydelse, som der findes retssystemer. Grunden er at folks opfattelse
af retfærdighed p˚avirkes af utallige faktorer s˚asom religion og personlige erfaringer og
meninger.
Et andet problem med goder er, hvem, som p˚avirkes af dem, alts˚a hvem, der ta-
ges hensyn til. Nogle handlinger kan medføre store goder for den enkelte, mens andre
handlinger sørger for ligeligt fordelte goder. Diskussioner om fordeling af goder og hvad
der anses som havende højest værdi, findes i en eller anden form i alle etiske teorier.
Goder kan desuden opdeles i to grupper eller kategorier. Her tales om intrinistiske og
Ekstrinistiske goder. Ekstrinistiske goder er en anden betegnelse for materielle eller in-
strumentelle goder. Alts˚a goder som opfattes som gode i kraft af det, de kan medføre.
Penge kan for eksempel købe medicin og gaver, som medfører sundhed og glæde. Sidst-
nævnte er intrinistiske goder. Begreber som universelt betragtes som goder i sig selv.
Ekstrinistiske goder er alts˚a midler til at opn˚a intrinistiske goder.
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7.4 Normative etiske teorier
P˚a de foreg˚aende sider er de to hovedideologier i etikken beskrevet, men det er sjældent,
at en etisk teori kan p˚ast˚as at være ren deontologisk eller teleologisk. Følgende vil
beskrive de dominerende overordnede teorier, eller retninger, om man vil, inden for
etikken.
7.4.1 Utilitarisme
Utilitarisme kan anskues som en ren teleologisk normativ etik. Utilitarisme kommer af
”utilis”fra latin. Utilis oversættes til dansk som nytte. Denne etiske teori er en af de
mest dominerende inden for etikken i dag, men samtidig ogs˚a en af de mest kritiserede.
Den grundlæggende tanke for utilitarismen er at fremme, hvad der er nyttigt. Nytte
kan, som de fleste andre begreber i filosofi og etik, fortolkes p˚a utallige m˚ader. Uti-
litarismen har dog indsnævret feltet væsentligt, ved det at den beskæftiger sig med
intrinistiske goder. Alts˚a begreber som lykke, frihed, nydelse og lignende modsat ek-
strinistiske (materielle) goder. Her opst˚ar utilitarismens første problem, som egentlig
er et grundlæggende problem i teleologien. Nemlig værdien af disse nyttebegreber. En
handling fører uvægerligt konsekvenser med sig for alle implicerede. Og da utilitarismen
ydermere, som hovedregel, prioriterer lighed meget højt, kan det være yderst komplice-
ret at fordele nytten tilfredsstillende grundet varierende definitioner og opfattelser af,
hvad størst nytte er.
Her rejser sig et andet interessant kritikpunkt af utilitarismen og af teleologien gene-
relt. ”Hvor mange situationer er det nødvendigt at tage højde for?”Hvis en handling skal
afvejes ud fra alle dens konsekvenser, vil det aldrig være muligt at foretage handlingen,
da konsekvenser medfører andre konsekvenser, som igen medfører andre konsekvenser
ud i, hvis ikke det uendelige, s˚a i det mindste det uoverskuelige.
En utilitaristisk idealist vil aldrig kunne foretage en handling, idet nye konsekvenser
opst˚ar, hver gang en ny beregnes. Derfor kritiseres utilitarismen for at foreskrive, at en
handling skal bedømmes p˚a dens konsekvenser. Dette i sig selv er ikke problemet, men
derimod overskueligheden af disse. Utilitarister forsvarer sig med begrebet ”forventede
konsekvenser”. Denne betragtning bygger p˚a hensigtsbegrebet, og for utilitaristen er
det moralsk tilfredsstillende, at en handlings forventede konsekvenser gør størst mulig
nytte.
Ydermere kritiseres utilitarismen for. at den ikke p˚a nogen m˚ade tilgodeser den
enkelte, men til hver en tid tilgodeser den samlede mængde nytte.
7.4.2 Naturret
Naturret er en af de formuleringer af etik, som har rødder længst tilbage i tiden indenfor
filosofien. Denne m˚ade at anskue etikken p˚a baseres p˚a den grundlæggende tanke, at
mennesket fra naturens side er fornuftige væsner. P˚a grund af vores fornuft kan vi,
ifølge naturretstænkere, udforme en fornuftig lov. Her kan naturretstænkere have meget
forskellige grundlag, men har dog det til fælles, at naturrettens love tænkes at gælde p˚a
tværs af alle grænser, b˚ade geografiske og kulturelle. De adskiller sig fra hinanden ved
at den fornuftige lov for eksempel kan være givet fra en gud eller baseres p˚a en given
orden i universet eller samfundet. Alle vinkler, inden for naturretten, har dog det til
fælles, at de anlægges p˚a, hvad der er naturligt for mennesket.
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Naturret anses ofte for at være deontologisk, idet den forskriver, at mennesket ikke
m˚a handle i strid med en grundlæggende tanke. Tanken om, hvad der er naturligt.
Fornuft er dog ogs˚a en del af naturretten, og derved opst˚ar en teleologisk vinkel. Hvis
en handling medfører større grad af fornuft ved at foretage en unaturlig handling, kan
det forsvares moralsk at gøre dette.
Begrebet goder kan deles op i to kategorier: Materielle goder, der kaldes ekstrini-
stiske goder. Dette er goder som velstand, statussymboler og generelt genstande, som
har en monetær værdi. Disse kan opfattes som midler til at opn˚a intrinistiske goder.
Intrinistiske goder er begreber som sundhed, glæde og lykke. Alts˚a begreber som man
normalt vil anse for at have værdi for flertallet, men ikke umiddelbart kan værdisættes
p˚a samme m˚ade som ekstrinistiske goder. Det gælder generelt for intrinistiske goder, at
de opfattes som universelle goder i sig selv, modsat ekstrinistiske goder, som har status
som goder p˚a grund af det, de kan medføre.
7.4.3 Kantiansk etik
Kantiansk etik tager sit navn fra Immanuel Kant. En tysk filosof, som anses for at være
en af de mest indflydelsesrige personer inden for etik og filosofi i nyere tid. Kants store
bidrag til etikken er hans bestræbelser p˚a at formulere en sammenhængende etik. Dette
er et forsøg p˚a at give et billede af Kants grundlæggende ideer.
Kant kan uden tøven stemples som ren deontolog, idet han mener, at nytte og
konsekvenser bør holdes fuldstændig uden for etiske og moralske overvejelser. Han be-
grunder dette med, at han anser disse begreber som tilfældige. Dermed modstrider de
hans grundtanke om, at etikken skal formuleres ud fra universelle love, som er frie for
undtagelser.
Begrebet vilje spiller en vigtig rolle i Kantiansk etik, idet Kant opfatter mennesket
som havende fri vilje. Alts˚a er vores vilje ikke underlagt naturens, eller for den sags
skyld nogen anden lov. N˚ar det skal afgøres, om en handling er moralsk rigtig, ifølge
Kantiansk etik, er det viljen, som afgør dette. Kant mener, at intet kan være moralsk
rigtigt eller godt, med mindre den gode vilje ligger bag. Med dette menes, at en handling
kun kan retfærdiggøres, hvis et menneske kan ville denne. Er det eksempelvis uetisk
at køre i bil eller p˚a cykel, n˚ar nu mennesket, fra naturens side, ikke er bestemt til at
bevæge sig s˚adan? Naturret handler i bund og grund om at sætte en grænse for, hvad
der er acceptabel menneskelig adfærd og ikke. Et godt eksempel p˚a en naturretsdebat
er debatten, som foreg˚ar i forbindelse med genmanipulering og kloning. Her mener
naturretstænkere, at der handles uetisk, idet mennesket ikke er bestemt til, at andre
vores egne gener.
En handling skal, blandt andet, bedømmes ud fra sætningen:”Hvilke fundamentale
principper ville enhver rationel agent (menneske) tilslutte sig?”[Nie01, 29]. Dette in-
debærer, at en handling ikke kan være etisk forsvarlig, hvis princippet bag ikke kan
accepteres alment. Dette illustreres yderligere ved Kants sætning: ”Handl kun efter den
maksime (lov eller princip) ved hvilken du samtidig kan ville, at den bliver en almen-
gyldig lov(kilde)”[Nie01, 29].. Alts˚a kan en handling, som det kan tilstræbes at gøre til
en universel lov. Herved tages højde for egoistisk handlen, idet det kan p˚ast˚as, at ingen
vil tilstræbe, at alle handler egoistisk.
Kants etik kritiseres ofte for dens opfattelse af menneskets fri vilje som værende
uafhængig af alt andet. Kritikere mener ikke, at mennesket er i besiddelse af fri vilje,
og at dette derfor ikke kan anvendes som grundlag for etisk tænkning. En anden oplagt
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kritik g˚ar p˚a det almene problem, som opst˚ar i deontologien, n˚ar to principper kolliderer.
Kantiansk etik indeholder ikke en metode til at løse en s˚adan konflikt.
7.5 Kritik af etikken
P˚a de foreg˚aende sider er de mest grundlæggende begreber og teorier inden for etik
forsøgt beskrevet. Alt i dette afsnit har indtil videre bygget p˚a den tanke, at alle hand-
linger kan bedømmes ud fra en overordnet teori, uanset tid og sted. Denne p˚astand kan
imidlertid anfægtes, hvis begreber som relativisme og subjektivisme tages i betragtning.
Følgende vil kort diskutere disse etik-kritiske skoler.
En a˚benlys mulighed for at kritisere etikken ud fra en relativ synsvinkel er kultu-
relle forskelle. Der findes utallige eksempler p˚a, at forskellige kulturer har forskellige
opfattelser af rigtigt og forkert i visse situationer. Som eksempel kan nævnes: Arrange-
rede ægteskaber, dødsstraf, indtagelse af alkohol, svine- eller oksekød for muslimer og
hindulisten er lang. Denne m˚ade at anskue etikken p˚a kaldes kulturrelativisme.
Kulturrelativismens problemer er, at den næsten umuliggør kritik af andre kulturers
handlinger, idet den tilsyneladende retfærdiggør en handling, fordi den er accepteret i
en anden kultur. Samtidig bliver det ogs˚a svært at kritisere det samfund, vi selv lever
i, da alment accepterede principper ikke umiddelbart kan kritiseres.
Subjektivisme bygger p˚a den tanke, at fornuft og følelser er i konflikt med hinanden.
Etik er, set fra dette synspunkt, baseret p˚a følelser, og da følelser ikke kan forenes med
fornuften, er der ingen mening i at tale om etiske principper. Ifølge subjektivismen kan
en handling ikke p˚ast˚as at være forkert, idet personen, som udfører handlingen, har sin
egen subjektive begrundelse for denne. Grunden til, at en handling, set i bakspejlet, kan
opfattes som forkert, er, at personens følelser har ændret sig. Subjektivismens problem
er, at den grundlæggende tanke om at følelser og fornuft ikke kan forenes. Kritikere vil
p˚ast˚a, at følelser og fornuft kan p˚avirke hinanden gensidigt og gør netop dette.
7.6 Sammenfatning
Det nævnes indledningsvis i dette afsnit, at de normative etiske teorier forsøger at gøre
rede for, hvad vi som mennesker bør, og især ikke bør, foretage os. Igennem dette afsnit
er de grundlæggende mekanismer bag disse normative vurderinger beskrevet. Vægten
er lagt p˚a at forklare de to dominerende ontologier inden for etik. Deontologien, som
er den pligtorienterede etikform, og teleologien, som er den konsekvensorienterede form
for vurderinger af etiske spørgsm˚al. Deontologien anvender ofte hensigtsbegrebet, og
konceptet om den gode vilje, i forbindelse med de etiske vurderinger, mens teleologien
baseres p˚a afvejning af goder, n˚ar et etisk spørgsm˚al skal diskuteres.
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Indtil videre har denne rapport beskæftiget sig med at belyse, at det er sandsynligt, at et system,
som det der beskrives i kapitel 6, kan udvikles. For at belyse dette har vi i tidligere afsnit
behandlet teorien bag de teknologier, som vi mener, kan anvendes.
Form˚alet med denne diskussion er, at diskutere hvorvidt det er etisk forsvarligt at tage et
s˚adant system i brug. Diskussionen vil tage udgangspunkt i en række scenarier. Scenarierne
baseres overordnet p˚a de forskellige fejlrater systemet kan tænkes at have.
8.1 Lægeløftet
Det danske lægeløfte lyder s˚aledes:
”Efter at have aflagt offentlig prøve p˚a mine i de medicinsk-kirurgiske fag
erhvervede kundskaber, aflægger jeg herved det løfte, til hvis opfyldelse jeg
end ydermere ved h˚andsrækning har forpligtet mig,
– at jeg ved mine forretninger som praktiserende læge stedse skal lade
det være mig magtp˚aliggende, efter bedste skønnende at anvende mine
kundskaber med flid og omhu til samfundets og mine medmenneskers
gavn,
– at jeg stedse vil bære lige samvittighedsfuld omsorg for den fattige som
for den rige uden persons anseelse,
– at jeg ikke ubeføjet vil a˚benbare, hvad jeg i min egenskab af læge har
erfaret,
– at jeg vil søge mine kundskaber fremdeles udvidede og i øvrigt gøre
mig bekendt med og nøje efterleve de mig og mit fag vedkommende
anordninger og bestemmelser.”
Hvis det antages, at systemet indføres, kan der være relevans i at betragte lægeløftet.
Første punkt i løftet siger at lægen skal ”... efter bedste skønnende at anvende mine
kundskaber med flid og omhu til samfundets og mine medmenneskers gavn”. Dette kan
betragtes ud fra to vinkler. P˚a den ene side lover lægen at tage hensyn til det enkelte
individ, men samtidig lover lægen ogs˚a at tage hensyn til samfundet. Her er det oplagt,
at der kan opst˚a konflikter mellem disse to hensyn. Man kunne forstille sig en situation,
hvor systemet rent økonomisk ville være billigere, men samtidig ville medføre flere tab
37
Kunstig intelligens som beslutningstager Kapitel 8.2
p˚a det menneskelige plan. Det, at systemet er billigere vil umiddelbart være at betragte
som en fordel for samfundet, men samtidig vil den enkelte person være d˚arligere stillet.
I denne forbindelse er det relevant at diskutere om computersystemet der erstatter
lægen skal tage størst hensyn til den enkelte patient eller f˚a mest mulig sundhed for
pengene. Begge synspunkter kan umiddelbart forsvares ud fra lægeløftet (”...samfundets
og mine medmenneskers gavn.”). Problemet er her at dette resulterer i en situation hvor
det bliver nødvendigt at finde en passende balance mellem de to ovenst˚aende hensyn.
Alts˚a at bevare fokus p˚a den enkelte patient, samtidig med at omkostningerne for
samfundet, ikke bliver for høje.
En læge lover desuden, ved aflæggelse af lægeløftet, at ”bære lige samvittighedsfuld
omsorg for den fattige som for den rige uden persons anseelse.”. Umiddelbart vil man
fortolke ovenst˚aende sætning p˚a følgende m˚ade: Lægen skal behandle alle patienter p˚a
bedst mulig m˚ade uden at tage patientens økonomiske situation i betragtning. Alts˚a skal
patienter fra alle samfundslag have lige stor prioritet og behandles med samme kvalitet.
En anden fortolkning kan imidlertid være at ”...for den fattige som for den rige...”skal
ses som et symbol p˚a forskelle mellem folk, og at hele sætningen skal fortolkes som et
løfte om at prioritere alle patienter lige højt, uanset omstændighederne. Vi vil anvende
den sidstnævnte fortolkning senere i diskussionen.
8.2 Systemets samlede fejlrate er ringere end lægernes
Vi forestiller os, at systemet diagnosticerer væsentligt ringere end de læger, det skal
erstatte. Det vil sige, at systemet, sammenlignet med de nuværende diagnosticerings-
metoder, vil medføre, at et større antal kræfttilfælde ikke opdages. Dette vil ikke kun
medføre en markant stigning i antallet af for sent opdagede kræfttilfælde, og derved
ogs˚a en længere og mere omfangsrig behandling, det vil ogs˚a indirekte medføre for-
højede udgifter til samfundet, da de patienter der f˚ar opdaget kræft langt senere, vil
have behov for kemoterapi og andre bekosteligere behandlinger. Behandlinger som el-
lers kunne have været undg˚aet hvis kræften var blevet opdaget tidligere. Desuden vil
antallet af falsk-positive resultater ogs˚a stige. Det vil sige, at flere raske patienter f˚ar
at vide, at de har kræft uden at have det. Dette vil dels bevirke, at patienterne vil
blive unødigt bekymrede, samtidig med, at der skal bruges penge og resurser p˚a de
procesforløb hvor de reelt raske patienter undersøges. Denne situation er naturligvis
fuldstændig uacceptabel, dels ud fra hensynet til den enkelte patient, men ogs˚a ud fra
et samfundsøkonomisk, solidarisk synspunkt.
Hvis det vedtages at tage et s˚adant system i brug, trods bevidstheden om, at der
vil ske en forringelse af diagnosticeringen af bestemte typer af kræft, strider dette ogs˚a
imod ”...lige samvittighedsfuld omsorg”, idet man ud fra en pligtetisk overbevisning vil
kunne argumentere for, at man ikke med god samvittighed kan acceptere en forringelse
af et, i forvejen fungerende, system.
Det er dog ogs˚a muligt at anskue situationen ud fra en mere ekstrem utilitaristisk
vinkel. Hvis vi antager, at de ressourcer computersystemet erstatter, bibeholdes i s-
undhedsvæsnet, eller en anden del af staten, og anvendes p˚a at forbedre kvaliteten af
behandlinger inden for andre omr˚ader og dermed gavner flere mere. Derfor vil man
ud fra en strengt utilitaristisk synspunkt, kunne argumentere for systemets anvendelse.
Argumentet er, at sundhedsvæsnets samlede nytteeffekt forbedres. Dette kan sagtens
indebære at flere menneskeliv reelt g˚ar tabt. Det drejer sig blot om en, i nogens øjne
kynisk, opgørelse af hvad der giver flest mennesker mest nytte. Et simpelt eksempel
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kan være: Hvor mange knæoperationer for gigt, svarer et menneskeliv til. Det vil sige:
Hvis 1000 mennesker opereres for gigt i knæene og dermed giver patienterne og deres
p˚arørende et bedre liv og en bedre hverdag, vil det s˚a være mere gavnligt end at have
reddet en kræftpatient og forbedret patientens, og dennes p˚arørendes liv, betydeligt?
Selvom nogle utilitarister vil mene at der er tilfælde hvor den fælles nytteværdi kan
overstige selv hensynet til et enkelt menneskeliv, vil de dog sjældent være enige om
hvor grænsen g˚ar.
8.3 Systemets og lægers samlede fejlrater er ens
Her forestiller vi os, at systemet og de nuværende metoder til diagnosticering har de
samme fejlrater. Alts˚a finder systemet samme antal forekomster af kræft, og følger
samtidigt samme fordeling, med hensyn til kræfttyper, som konventionelle metoder. En
argumentation for anvendelse af dette system er, at det sandsynligvis vil være mindre
ressourcekrævende i længden at anvende systemet frem for lægerne. En yderligere fordel
er, at de frigjorte ressourcer eventuelt kan anvendes andre steder i sundhedssystemet.
Her vil utilitaristen uden tvivl mene, som beskrevet ovenfor, at indførelsen af systemet
er en klar gevinst. For patienterne vil anvendelsen af systemet ogs˚a medføre en hurtigere
svartid og dermed minimere den usikre og ubehagelige følelse, som uundg˚aeligt opst˚ar,
n˚ar en patient venter p˚a at f˚a svaret p˚a undersøgelsen.
P˚a den anden side kan man ogs˚a argumentere imod at indføre systemet i denne
situation, idet hensynet til den enkelte patient sættes noget lavere end hensynet til
sundhedssystemets samlede nytteværdi for samfundet. Forst˚aet p˚a den m˚ade at mange
patienter vil føle at de f˚ar en betydelig ringere service ved ikke at have en læge de
kan forholde sig til, og som de føler er ansvarlig for behandlingen og diagnosticeringen.
Dette argument uddybes senere i denne diskussion.
En af de mest studerede og, af mange, respekterede filosoffer i nyere tid var Imma-
nuel Kant. Kant kan i høj grad ses som mellemholdningen til mange problemstillinger.
Kant mente ikke en handling kunne anses for moralsk eller etisk gyldig med mindre
den kan anses for at være universel. Det betyder i praksis: ”Handl kun efter den mak-
sime (lov eller princip) ved hvilken du samtidig kan ville, at den bliver en almengyldig
lov”(Se Afsnit 7.4.3). Kant ville alts˚a ikke mene systemet skulle tages i brug, da alle de
involverede ikke gik ind for det.
Lidt udenfor andre argumenter st˚ar visse læger utvivlsomt. En ældre læge vil mu-
ligvis kunne se en realisering af systemet som et af de første skridt mod, p˚a længere
sigt at fratage læger deres job og erstatte dem med maskiner. Her vil man alts˚a mene
at det er starten p˚a en glidebane, der vil fuldautomatisere lægestaben. Derfor kan man
forestille sig visse grupperinger inden for lægevidenskaben vil modsætte sig systemet
og protestere mod indførelsen af det.
8.4 Systemets samlede fejlrate er bedre end lægers
Vi kan forestille os det optimale system, der ville være lægerne overlegent med hensyn
til procenten af fejldiagnosticeringer. Dvs. systemet ville lave betydeligt færre fejldi-
agnosticeringer end lægerne gennemsnitligt gør. Et s˚adant system vil det være svært
at argumentere imod indførelse af, i kontrast til de ovenst˚aende scenarier. Samtidigt
ville systemet ogs˚a være betydeligt mere effektivt, økonomisk set, da man ville spare
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et antal lægers lønninger. Dermed ville det, efter etableringsomkostninger er betalt,
medføre at, der vil blive frigjort ressourcer i sundhedssektoren. Disse ressourcer kan
efterfølgende anvendes p˚a andre omr˚ader inden for sundhedssystemet, og derved højne
den samlede kvalitet af sundhedssystemet, hvilket vil komme alle til gode. Et argument
mod anvendelse af systemet, trods de bedre tekniske præstationer, er den mangel p˚a
menneskelig, kontakt som opst˚ar. Nogle patienter vil føle fraværet af en læge som en
betydelig forringelse af behandlingstilbuddet, idet menneskelig kontakt er en væsentlig
del af behandlingsforløbet, og ofte har en beroligende effekt. Ligesom nogle grupper
af læger, som nævnt tidligere, vil kunne tænkes at mene at det var en glidebane mod
afskaffelse af læger.
At systemet har en lavere fejlrate end lægerne er det ikke s˚a simpelt som det ved
første øjekast kan virke. Vi kan antage, at systemet kun p˚a nogle omr˚ader er d˚arligere
til at finde kræft, mens det p˚a andre omr˚ader er bedre end lægen. S˚aledes at det har
en succesrate, der er bedre end lægernes til at finde kræft af type x. Men p˚a alle
andre omr˚ader er lægerne bedre. Dette vil umiddelbart for˚arsage en forøgelse af for
sent opdagede kræfttilfælde, med mindre der forekommer en majoritet af netop type x.
Vi konstruerer følgende eksempel:
Der findes to typer kræft: Type x og type y. 25 % af kræfttilfælde er type y,
mens de resterende 75 % er type x. Nuværende metoder opdager halvdelen
af alle tilfælde, mens et nyudviklet system, som skal erstatte de nuværende
metoder, opdager alle tilfælde af type x, men ingen tilfælde af type y. Det vil
sige, at samlet set opdager det nye system 75 % af alle kræfttilfælde, mens
de nuværende metoder opdager 50 % af alle tilfælde.
Denne situation er ikke holdbar i forhold til lægeløftet, idet der ikke er tale om
”...lige samvittighedsfuld omsorg...”. Ud fra dette synspunkt sættes hensynet til den en-
kelte patient højere end samlet effektivitet, og derfor er det uacceptabelt at anvende
et system, som stiller en gruppe af mennesker d˚arligere end udgangspunktet. Alts˚a et
klart deontologisk synspunkt. Tilhængere af teleologisk etik vil derimod argumente-
re for anvendelse af systemet ud fra ræsonnementet, at flest muligt behandles bedst
muligt, endda med lavere omkostninger. Dermed forbedres sundhedssystemets samlede
nytteværdi.
8.5 Teknologiskepsis
Man kan forestille sig at systemet p˚a alle m˚ader m˚aler sig med de nuværende metoder,
og m˚aske endda udfører opgaven bedre end de læger som det erstatter. Umiddelbart vil
man argumentere for anvendelse af systemet. Det problem, som kan opst˚a er imidlertid,
at trods hurtigere ekspeditionstid og lavere pris vil nogle mennesker føle ubehag ved ik-
ke at blive bedømt af en læge. Et system som det, denne rapport beskriver vil minimere
menneskelig kontakt. Trods stærke modargumenter vil nogle mennesker, med medfødt
skepsis over for teknologi, foretrække at en læge vurderer netop deres mammografi-
scanning. Et interessant dilemma i denne forbindelse er hvorvidt det er relevant at tage
patientens følelser i betragtning. Hvis hensigten med at tvinge denne diagnosticerings-
metode igennem, mere eller mindre, er at effektivisere sundhedssystemet, og dermed i
sidste ende at forbedre behandlingen for den enkelte, skal den gode hensigt vejes op
imod det faktum at den enkelte patients ønsker ikke opfyldes. Det er dog igen en svær
problemstilling da den kan optræde i forskellige grader. Den mildeste m˚a være at lægen
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ikke er til stede under undersøgelsen, men blot er den der videregiver diagnosticeringen
personligt og eventuelt følger patienten i det videre forløb. Det andet ekstreme tilfælde
er at patienten ankommer til hospitalet og bliver guidet igennem scanningsprocessen
af et computer system uden nogen form for menneskelig kontakt. Derefter kan patien-
ten g˚a ind p˚a en hjemmeside nogle dage senere og læse resultatet af scanningen. Det
scenario m˚a repræsentere noget nær det mest økonomisk optimale forløb, hvilket er
positivt ud fra et strengt samfundsutilitaristisk synspunkt. Samtidigt vil det dog, for
mange, repræsentere en mareridtsagtig version af fremtiden for det danske sygehusvæ-
sen. Ydermere er dette, ud fra den fortolkning af lægeløftet som tager hensyn til den
enkelte, fuldstændig uacceptabelt, idet den enkelte patients oplevelse af sundhedssy-
stemet p˚avirkes stærkt negativt. Ovenst˚aende giver anledning til at diskutere hvorvidt
det kan forsvares, at fratage de patienter, som er utrygge ved computersystemet, et
behandlingsalternativ som de er trygge ved, og dermed tvinge dem til at anvende et
nyt system mod deres vilje. Fra et utilitaristisk synspunkt vil systemets fordele være
tilstrækkeligt store til at det kan forsvares at tages i brug. Hvorimod det, ud fra en
pligtetisk fortolkning af lægeløftet, er forkert at forskelsbehandle den enkelte patient.
Da pligtetikeren opfatter ”medmenneskelig gavn”som at tage hensyn til den enkelte
patient.
Udover den form for deontologi, som teknologiskepsis er et udtryk for, er der ogs˚a en
mere generel bekymring som er relevant igennem alle de forskellige scenarier for syste-
met. Nemlig hvor ansvaret placeres n˚ar systemet fejler. Da der, s˚a vidt vides, aldrig har
eksisteret et computersystem i brug der var fuldkomment fejlfrit, kan man, med rette,
g˚a ud fra at anvendelsen af det ovennævnte system ogs˚a vil indebære en risiko for fejl.
Hvis man forestiller sig at en systemfejl medførte, at en kvinde ikke fik diagnosticeret
kræft under første scanning, og senere døde af sin sygdom. Kunne man herefter bevise
at det er sandsynligt at kvinden ville have overlevet hvis hun havde f˚aet diagnostice-
ret kræft under den første scanning, vil der være et klart behov for ansvarsplacering.
Er det operatøren den ansvarlige? Er det leverandøren? Sygehusledelsen? Eller i sidste
instans den ansvarlige minister? Dette er spørgsm˚al som vil nødvendigvis m˚a besvares
i forbindelse med en eventuel beslutning om at implementere systemet.
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Konklusion
Der er i rapportens diskussion behandlet problemstillinger som er essentielle / kritiske
for bedømmelsen af det i problemformuleringen nævnte system, de vigtigste er følgende:
– Hvis systemet fejl-diagnosticerer en patient, hvem bærer s˚a ansvaret?
– Kan den økonomiske gevinst forsvare de eventuelle negative konsekvenser en im-
plementering af systemet kan medføre?
– Skal et givent system overholde læge løftet?
– Bør man tvinge folk til at benytte et system mod deres vilje?
P˚a baggrund af diskussionen kan man konkludere at det er muligt at forsvare im-
plementering af systemet ud fra et utilitaristisk synspunkt, der tag er udgangspunkt i
maksimal udnyttelse af systemets ressourcer, alts˚a at helbrede flest mulige mennesker.
For utilitaristen vil det ikke være relevant hvem der bærer ansvaret i tilfælde af
en fejldiagnosticering, idet den positive effekt ved at indføre systemet er større end
den negative effekt en fejldiagnosticering er. Denne argumentation er ogs˚a utilitaristens
svar p˚a enhver anden problemstilling som involverer en økonomisk gevinst der opvejer
en eventuel negativ effekt. Derfor vil utilitaristen mene at enhver negativ effekt af
systemet kan accepteres, s˚afremt sundhedssystemets samlede nytteeffekt ikke forringes.
I et s˚adant tilfælde kan systemet eventuelt fungerer som DSS, hvis dette fortsat betyder
en samlet gevinst for sundhedssystemet.
P˚a baggrund af en utilitaristisk fortolkning af lægeløftet kan gavn for samfundet
og gavn for medmennesker betragtes som synonyme. Derfor vil utilitaristen mene at s˚a
længe sundhedssystemet, og dermed samfundet, har gavn af indførelsen af systemet, er
lægeløftet overholdt.
Ud fra det utilitaristiske synspunkt som beskrives ovenfor, er gevinsten ved at an-
vende computersystemet tilstrækkelig stor til at det kan forsvares at tvinge mennesker
til at benytte et system som de ikke er trygge ved. Netop fordi sundhedssystemet, sam-
let set, forbedres, og den enkelte patients behov bør derfor tilsidesættes for det fælles
bedste.
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Perspektivering
De problemstillinger som behandles i rapporten er p˚a ingen m˚ade begrænset til syge-
husvæsenet. Den type af system som vi gennemg˚ar, kan ses i 2 forskellige roller. Dels
som et Decision Support System (DSS), der understøtter et menneske i de beslutninger
han/hun skal tage. Dels som et selvstændigt system der kommer med beslutninger som
derefter følges uden menneskelige indvendinger. DSS kan finde anvendelse i et utal af
andre sammenhænge. DSS anvendes allerede i dag i militæret, i forbindelse med f. eks.
prioritering af fjendtlige m˚al. Det kan tænkes at Decision Support Systemer i fremtiden
vil overtage flere og flere af de opgaver som mennesker traditionelt har haft ansvaret for,
og i sidste ende erstatte mennesket helt. Omr˚ader som sagsbehandling, styring af trafik
(f. eks. fly og togtrafik) og lignende, er oplagte at anvende computersystemer inden for,
idet de valg som foretages ofte følger et forholdsvis fast regelsæt som kan implementeres
i et computersystem. Det primære problem ved fuldstændig at erstatte mennesker med
computersystemer inden for specifikke opgaver, er hvordan ansvaret placeres ved fejl.
Kort fortalt drejer det sig om hvad der skal ske hvis et system fejler i en situation som
er dækket ind under systemet kravspecifikation. Alts˚a n˚ar systemet fejler i en situation
hvor der har været enighed i kontrakten om at det skulle kunne klare situationen.
43
Kapitel 11
Referenceliste
11.1 Primær litteratur
[And95] James A. Anderson. An Introduction to Neural Networks. The MIT Press,
1995.
[Car92] Alision Carling. Introducing Neural Networks. Sigma Press, 1992.
[Fis04] Robert Fisher. Canny edge detector. http://homepages.inf.ed.ac.uk/
rbf/HIPR2/canny.htm, december 2004.
[HB99] Ralph Hignam and Michael Brady. Mammographic Image Analysis. Kluwer
Academic Publichers, 1999.
[Øhr92] Peter Øhrstrøm. Logisk set. Systime, 1992.
[J+88] J.Caseldine et al. Breast Disease for radiographers. Wright, 1988.
[Neg05] Michael Negnevitsky. Artificial Intelligence: A Guide to Intelligent Systems,
Second Edition. Addison-Wesley, 2005.
[Nie01] Morten Ebbe Juul Nielsen. Etik - kort og godt. Modtryk, 2001.
[oPL01] Jørgen Husted og Poul Lu¨bcke. Filosofi h˚andbog. Politiken, 2001.
[oSAP91] Helge Kragh og Stig Andur Pedersen. Naturvidenskabs teori. Nyt Nordisk
Forlag Arnold Busck, 1991.
[Ros03] Kenneth H. Rosen. Discrete Mathematics and Its Applications, Fifth Edition.
McGraw-Hill, 2003.
[Smi04] Stephen M. Smith. Susan low level image processing. http://www.fmrib.
ox.ac.uk/~steve/susan/index.html, december 2004.
[Sun94] Sundhedsstyrelsen. Brystkræft. P.J. Schmidt A/S, 1994.
44
Bilag A
Appendix
A.1 Ordliste
Arterier – Kroppens puls˚arer som føre oksygenrigt blod fra hjertet ud til de enkelte
celler i kroppen
Biopsi – En biopsi er en vævsprøve, der kan stamme fra alle typer af væv i kroppen.
En biopsi tages, fordi man vil undersøge et bestemt vævs mikroskopiske sammen-
sætning.
DSS ”Decision Support System”, et system der hjælper med at tage beslutninger.
Gausisk filter – Et Gausisk filter er en 2D grafisk filter der bruges til at gøre billeder
uskarpe og fjerne støj og detalier.
Godartet/ondartet – En godartet svulst er en svulst uden kræft. En ondartetsvulst
er en svulst med kræft.
Grænsefunktioner – Grænsefunktioner er en gruppe af overførselsfunktioner, som
kun sender et udgangssignal, hvis tærskelværdien bliver overskredet.
Lærings algoritme – En (ind)læringsalgoritme er det samme som en træningsalgo-
ritme. Se Træningsalgoritme.
Mass – Et større objekt
Macrocalcification – større forkalkninger
Microcalcification – mindre forkalkninger
Monetær – Noget der vedrører pengevæsenet.
Normativ – Normativ betyder præskriptiv eller foreskrivende. En normativ videnskab
beskriver hvordan noget bør være, modsat en deskriptiv videnskab, der beskriver
hvordan virkeligheden faktisk er
Perceptron – En perceptron er et mindre kunstigt neuralt netværk.
Radiolog – En specielist uddannet til at tage røngentbilleder
Relativisme – Læren om, at intet er absolut.
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Screening – Ordet screening er engelsk og betyder at sigte eller sortere. N˚ar man scre-
ener for sygdomme, undersøger man befolkningen - eller grupper af befolkningen
- for en bestemt sygdom.
Topologien – En gren af den moderne geometri, som beskæftiger sig med de egenska-
ber ved figurer, der kun afhænger af, hvorledes en figur hænger sammen og ikke
af dens størrelse og form.
Træningsalgoritme – En træningsalgoritme er en fremgangsm˚ade til at træne et kun-
stigt neuralt netværk med. Ved træning justeres vægtene i netværkets neuroner,
for p˚a den m˚ade at opn˚a en bedre overensstemmelse mellem indgangssignalet og
det ønskede udgangssignal.
Tærskelværdi – En tærskelværdi benyttes ofte i neuroner med en h˚ard-grænse over-
førselsfunktion. Tærskelværdien er den grænse (eller det punkt) summasionen af
neuronens vægtede indgangssignaler skal overstige for at neuronen sender et ud-
gangssignal. Dvs. summen mindre en tærskelværdien sender neuronen intet, er
den højere sender den et udgangssignal.
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