Introduction
High resolution projections of climate change are valuable for informing adaption planning and impact assessment studies. Industries as diverse as agriculture, forestry, conservation and urban planning can benefit from this information to help ensure their future viability. While general circulation models (GCMs) are currently the most authoritative resource on projected climate change, these models provide data at a resolution of 100-250 km that does not adequately represent finer scale influences on climate such as topography and land surface interactions (Mishra et al. 2012 ) nor do they allow for the adequate development of mesoscale weather systems (Salathé et al. 2010; Wehner et al. 2010; Donat et al. 2010) . As a consequence, a knowledge gap exists between GCM output and the demand for high resolution climate data, particularly in those regions where local effects strongly influence the climate.
Regional climate models (RCMs) have been developed as one means to bridge this gap. By dynamically downscaling GCM data, RCMs can enhance the value of a GCM over limited areas by accounting for the influence of local topography and land use, therefore providing data at a resolution that can be useful for management strategies at a local scale. RCMs have been found to improve on the Abstract Projections of future climate change (1970-1999 compared to 2030-2059) for southwest Western Australia (SWWA) are analysed for a regional climate model (RCM) ensemble using the Weather Research and Forecasting Model with boundary conditions from three CMIP3 general circulation models (GCMs); CCSM3, CSIROmk3.5 and ECHAM5. We show that the RCM adds value to the GCM and we suggest that this is through improved representation of regional scale topography and enhanced landatmosphere interactions. Our results show that the mean daytime temperature increase is larger than the nighttime increase, attributed to reduced soil moisture and hence increased surface sensible heat flux in the model, and there is statistically significant evidence that the variance of minimum temperatures will increase. Changes in summer rainfall are uncertain, with some models showing rainfall increases and others projecting reductions. All models show very large fluctuations in summer rainfall intensity which has important implications because of the increased risk of flash flooding and erosion of arable land. There is model consensus indicating a decline in winter rainfall and the spatial distribution of this rainfall decline is influenced by regional scale topography in two of the three simulations. Winter rainfall reduction is consistent with the historical trend of declining rainfall in SWWA, which has been attributed in previous research to a reduction in the number representation of rainfall in GCMs (Feldmann et al. 2008; Song et al. 2008; Evans and McCabe 2013) as well as the distribution of extreme temperatures (Argüeso et al. 2012; Gao et al. 2012 ). However, RCMs introduce an additional level of uncertainty into future climate projections (Pielke and Wilby 2012) , and as such the added value of using an RCM is not always guaranteed. Xue et al. (2014) examined the conditions that need to be met to establish whether a RCM adds value to the GCM being downscaled. These conditions include; establishing the merits of the model's domain set up, testing the sensitivity of its physics options, and finally evaluating historical RCM performance against observations, to determine how well the model can simulate the region's climatology and whether it can do this better than the GCM that is being downscaled. In addition to the dynamical downscaling approach employed by RCMs, statistical downscaling can also be applied to GCM data. These downscaling techniques are less computationally expensive compared to dynamical downscaling however they do not directly resolve regional dynamics and processes.
A further challenge when evaluating climate change scenarios lies in establishing whether changes are statistically significant. Because of the uncertainty associated with regional climate projections, some studies do not attempt to assign a statistical significance to their results (Gao et al. 2012; Salathé et al. 2010) . One common approach has been to use a form of the Student's t test (Argüeso et al. 2012; Leibensperger et al. 2012 ) however this test assumes that climate variables are normally distributed which is not always the case, particularly when daily temperature distributions are considered (Perron and Sura 2013) . Furthermore, the Student's t test only considers the significance of mean changes and does not provide a mechanism for testing the significance of other changes in the distribution, such as variance, skewness or kurtosis. Relative entropy (R E ) has been used as a measure of the difference between observations and historical climate simulations (Tippett et al. 2004; Shukla et al. 2006; Andrys et al. 2015b ), while Naveau et al. (2014) used R E to detect historical trends in climate extremes. The R E statistic, used in conjunction with a resampling technique following the method employed by Tippett et al. (2004) , has scope to be used as a measure of the difference between future and historical climate variables that do not meet the necessary assumptions for the Student's t test because this method does not make any assumptions regarding the shape of the distribution.
This study focuses on the south west of Western Australia (SWWA), a globally recognised biodiversity hotspot (Malcolm et al. 2006) , that has been found to be acutely at risk of negative impacts from climate change (Hughes 2003) . Rising temperatures will put industries such as cropland farming and viticulture at risk (Webb et al. 2013) while increased forest mortality events have been attributed to an increase in the diurnal temperature range (Evans and Lyons 2013) . In terms of economic cost, changes to the region's hydrological regime present arguably the biggest risk because they threaten the yield of rain-fed cereal crops; the second largest export industry for the region (Varnas 2014) . SWWA has already experienced reduced rainfall since the 1970s (Bates et al. 2008 ) which agricultural systems have been able to adapt to through a combination of advanced farming practices and because most of the rainfall decline has occurred in July and August, when rainfall exceeds cropping requirements (Turner and Asseng 2005) . However, future changes in rainfall may impact the viability of agriculture in SWWA, especially in the marginal farming areas further inland. Hence, the demand for high resolution data on future climate projections is high. Hirsch et al. (2014) found that SWWA is a region of strong landatmosphere coupling while Pitts and Lyons (1990) showed that model resolutions of 0.5 km were needed to fully represent the influence of topography on the regional meteorology. Because of these strong local influences, RCMs in the SWWA have the potential to add significant value to GCM projections. This paper aims to explore future changes in mean and extreme climate for SWWA under a high emissions scenario using the Weather Research and Forecasting Model (WRF) Advanced Research Core. The utility of WRF as a RCM has been extensively evaluated for the region following the criteria recommended by Xue et al. (2014) . Namely, Kala et al. (2015) conducted a sensitivity analysis of WRF to determine the most appropriate model physical parameterisations for SWWA. Andrys et al. (2015b) then used the best performing physical paramaterisations from Kala et al. (2015) to carry out a 30-year climatology of SWWA using reanalysis boundary conditions from ERAInterim (Dee et al. 2011 ) and showed that a 5 km domain provided a skillful representation of both mean and extreme climate variables. Following on from this work, Andrys et al. (2015a) evaluated the historical performance of the model against observations with an ensemble of GCMs from the Coupled Model Intercomparison Project Phase 3 (CMIP3) and found that WRF was able to improve the representation of several climate variables, particularly rainfall intensity, when compared to the raw GCM output for three of the four GCMs that were evaluated. Based on this thorough evaluation of WRF for SWWA, and the skill shown by the model in reproducing historical climate when using GCMs as boundary conditions, we are confident that the RCM is indeed adding value to the GCMs in the study region. Therefore, we further extend on the work of Andrys et al. (2015a) here and compare near future (2030-2059) with historical (1970-1999) simulations to examine changes in temperature and precipitation and investigate their drivers. In addition to examining daily temperature distributions and mean seasonal changes we also consider extreme climate indices and changes in the higher order statistical moments of daily climate variables. The R E statistic is used for testing the significance of changes in daily variables.
Methods

Model description
The WRF RCM was set up following the configuration described by Andrys et al. (2015b) . Regional climate simulations were carried out over 30 years between 1970-1999 and 2030-2059 from a single initialisation with a 2-month model spin-up using lateral boundary conditions from three CMIP3 GCMs. We note that CMIP5 (Taylor et al. 2012 ) now represents the current state of the art for GCMs however at the time these simulations were undertaken, the 6-hourly fields necessary to run WRF were not routinely available from the CMIP5 archive. The CMIP3 GCMs used include the Max Planck Institute ECHAM5 model (Roeckner 2003 ) (ECHAM), National Center for Atmospheric Research Community Climate System Model version 3 (CCSM) (Collins et al. 2006) and Commonwealth Scientific and Industrial Research Organisation Mark 3.5 (CSIRO) (Gordon et al. 2002) . We use simulations following the SRES A2 emissions scenario (Nakićenović et al. 2000) . GCMs used for boundary conditions were chosen based on the availability of 6-hourly data and with consideration of the GCM performance over Australia (Perkins et al. 2007 ). Andrys et al. (2015a) evaluated the historical performance of four CMIP3 GCMs which were downscaled using WRF against observations. The three GCMs used in this study were found to represent the historical climate of SWWA skillfully, with the CCSM driven simulation providing the best results overall. A fourth simulation, which downscaled MIROC3.2 data has been excluded from this study because it was found by Andrys et al. (2015a) to demonstrate poor skill in representing the seasonal climate of SWWA.
The WRF model uses three nested domains (shown in Fig. 1 ) with a 50:10:5 km resolution. The choice of model physics follow the model configurations used in previous sensitivity studies and regional climate simulations in SWWA (Kala et al. 2015; Andrys et al. 2015a, b) . Parameterisation options include the Single-Moment 5 class microphysics scheme (Hong et al. 2004) , RRTM for long-wave radiation (Mlawer et al. 1997 ), Dudhia short-wave radiation (Dudhia 1989) , Yonsei University planetary boundary layer scheme, the MM5 surface layer scheme (Grell et al. 2000) and Noah land surface model (Chen and Dudhia 2001) . Convective parameterisation using Kain Fritsch (Kain 2004 ) is employed on the first and second domains only. The innermost 5 km domain explicitly resolves convection and has been found by Andrys et al. (2015b) to have the most accurate representation of rainfall, particularly in the cases of summer rainfall and rainfall around the Darling Scarp. Consequently, we focus our analysis on this domain. To help retain the large scale features from the lateral boundary conditions, the model uses spectral nudging. Nudging is applied in the outer domain only, above the PBL and for wavelengths exceeding 1000 km.
The southwest of Western Australia (SWWA)
The climate of the SWWA, illustrated in Fig. 2 , is highly seasonal with cool wet winters and hot, dry summers. This seasonality is driven by the position of the subtropical high pressure belt (Gentilli 1971) . The high pressure belt controls the passage of rain bearing cold fronts over the region in the winter and these frontal systems are the primary source of rain for much of the SWWA. Historical trends in SWWA indicate declining winter rainfall, attributed to a poleward shift of the subtropical ridge and hence a poleward shift of storm tracks (Frederiksen and Frederiksen 2007) . A strong winter precipitation gradient is apparent between the region's comparatively wet coast and its dry interior.
Infrequent summer rainfall is caused by sporadic surface convection and large scale rain events which take place approximately every 3 to 5 years. Large scale rain events occur when the meriodonal coastal heat trough, a persistent summer feature, interact with tropical disturbances in the north of Western Australia, advecting moisture southwards (Wright 1974) . Andrys et al. (2015a) found that while WRF was able to capture the magnitude of these summer rain events well over a 30 years climatology, the temporal distribution of this rainfall was replicated with less accuracy. WRF predicted rainfall events every 3-5 years however the timings of these events rarely correlated with observed events.
SWWA is an area of low relief, however local topography does influence the region's climatology, particularly coastal precipitation. The most notable topographical influence on climate is the Darling Scarp; an escarpment that produces a rapid change in elevation of approximately 300 m and runs parallel to the coast, 25 km inland (Fig. 1b) . The escarpment results in a narrow band of elevated rainfall on its windward flank. Most of the agricultural production in SWWA takes place inland of the Darling Scarp and the growing season for these croplands is during the cooler months of May-October. During the growing season, the SWWA cereal crop is at risk from both frost and heat stress; research has found that screen temperatures below 2 • C and above 34 • C can have a significant impact on grain yield (Zheng et al. 2012; Asseng et al. 2011 ). When Andrys et al. (2015b) evaluated WRF for SWWA using ERA-Interim reanalysis, they found a high negative rainfall bias in the extreme south west corner of the landmass which was attributed to the edge of the WRF domain being too close to the coastline. Because of the high bias in this region, we interpret results from this area with caution.
Evaluation criteria
We compare the 5 km resolution future climate simulations against the historical model simulations for the period 1970-1999 which were evaluated against observations by Andrys et al. (2015a) and found to represent the climatology of the region well, albeit with some systematic biases. In particular, daytime temperatures were found to have a cold bias of around 2 • C. To account for these biases, a clearer picture of projected change is possible by examining the change between future and historical simulations, as we assume that the same bias is inherent in both simulations. Because model output is not bias corrected, the projections we refer to in the Sects. 3 and 4 are not expectations of future climate in SWWA. Rather, they represent simulations of future climate for the purposes of model process understanding in the region.
Cold fronts are the major source of rainfall in SWWA and as such our evaluation needs to quantify the occurrence of fronts in the region. The thermal gradient recognition (TGR) method of Hope et al. (2014) for recognising fronts was found to detect SWWA cold fronts accurately and the technique was also employed by Andrys et al. (2015a) to compare simulated against observed front days. Here, we use TGR to compare the average number of winter front days between the historical and future climate periods for the 10 km domain. The approach detects baroclinicity using thermal gradients at the 850 hPa level. Following Andrys et al. (2015a) a front day is defined when the thermal gradient is >2.5 • C 100 km −1 accompanied by daily domain averaged rainfall, for land based grid points only, >0.5 mm.
We use indices developed by the World Meteorological Organisation working group, the Expert Team on Climate Change Detection and Indices (ETCCDI) (Persson et al. 2007 ) to explore changes in climate extremes between the historical and future simulations. With respect to temperature, we examine the mean annual diurnal temperature range (DTR), the hottest annual maximum temperature (TX X ) and the coldest annual minimum temperature (TN N ). During the SWWA growing season, cereal crops are at risk from heat stress above 34 • C (Asseng et al. 2011 ), consequently we measure the number of days in the growing season where temperatures exceed 34 • C using the summer days (SU) index. Frost is also a concern during the growing season and Kala et al. (2009) has shown that screen temperatures below 2 • C are sufficient to result in foliage temperatures below 0 • C. Hence, we record the number of frost days (FD) when temperatures fall below 2 • C. The use of threshold-based indices allows for an exploration of climate change in the context of biologically important thresholds however, there are issues using this type of index when the model has large biases. These issues were demonstrated by Andrys et al. (2015a) , where cold biases prevented one ensemble member from replicating threshold based indices. In this study we do not apply bias correction to model data, which limits the interpretation if these indices. However, Andrys et al. (2015a) also demonstrated that the three ensemble members we examine in this study had relatively small biases (<±2 • C) and were able to represent the historical SU and FD indies well. Hence we have confidence that these indices will be well represented by the non bias corrected data in this instance.
Rainfall intensity is measured by the simple precipitation intensity index (SDII);
where RR wj is the daily precipitation amount on days when rainfall is >1 mm in period j and W is the number of days in j when rainfall is >1 mm.
The total number of rain days (PRCPTOT) is a count of days where daily rainfall exceeds 1 mm. We also use the ETC-CDI metrics, maximum length of dry spell (CDD) and maximum length of wet spell (CWD). These indices measure the longest span of days where rainfall is <1 mm for CDD and the longest span of days where rainfall is >1 mm for CWD.
We calculate seasonal means of temperature and rainfall and for the precipitation indices SDII and PRCPTOT. Annual means are calculated for the remaining indices. The statistical significance (α = 0.05) of mean changes between the historical and future climate variables is quantified using the modified Student's t test following the methods described by Zwiers and von Storch (1995) to account for serial correlation.
Probability density functions (PDFs) are calculated for daily minimum and maximum temperatures. R E between the historical and future distributions of these variables is then evaluated following Cover and Thomas (2012); where p(x) and q(x) are the historical and future simulation PDFs respectively. The statistical significance of the differences in the PDFs is calculated using a Monte Carlo resampling technique. Random samples, with a size of 10,000, are extracted from the historical distributions and the R E of the sample with respect to the historical simulation is
calculated. This process is then repeated 1000 times and the sorted results provide the likelihood that the entropy of the future simulations exceeds the entropy of the historical simulation by chance. Changes in the future simulation are considered to be significant if they exceed the 95 % percentile of the sorted random relative entropy values. Sensitivity to the number of resamples taken was tested and it was found that increasing the number of repetitions above 1000 did not improve our results, hence we use this value for computational efficiency. This statistical method is applied in this instance because it is apparent that the distributions of daily temperatures do not follow a normal distribution. Furthermore, this method allows for an analysis of shifts in standard deviation and higher order statistical moments in the temperature distributions. This is achieved by subtracting the mean temperature from all data points and then applying the significance test to the standardised data. Our conventions for illustrating an ensemble mean include displaying the mean only if all simulations agree on the direction of the change. Where simulations do not agree on the direction of the change the grid square is not shaded. Stippling is included on ensemble plots if all ensemble members agree on the direction of the change and that the change at that point is statistically significant.
Results
Mean sea level pressure
We first examine the large scale changes by examining seasonal differences in mean sea level pressure (SLP) between 1970-1999 and 2030-2059 from the outer model domain (Fig. 1a) as shown in Fig. 3 . Simulations show a consistent increase in SLP to the south of Western Australia during summer and winter with the SLP increase centered to the southwest in summer. Increases tend to correspond with areas of lower pressure (not shown). The simulation using ECHAM5 boundary conditions (W-ECH) shows the largest winter SLP increase in this region of up to 2 hPa while the CCSM and CSIRO driven simulations (W-CCS and W-CSI respectively) show a winter SLP increase in this region of approximately 1 hPa. Models demonstrate less consistency in SLP changes over the Australian landmass; winter SLP tends to show either no change or a small increase while summer SLP is decreasing in W-CCS, increasing in W-ECH and shows very little change in W-CSI. For all simulations the smallest changes to SLP are in autumn.
Daily distribution of temperature
The PDFs for historical and future daily maximum temperatures for the 5 km domain are shown in Fig. 4a . It is apparent that distributions for future simulations are shifted to the right, indicating a greater likelihood of hotter temperatures. Additionally, the W-ECH and W-CSI simulations show that the frequency of the modal temperature is reduced, indicating that temperature spread has also increased. Summary statistics (Table 1) show that future simulations have an increased mean and standard deviation with reduced skewness and kurtosis. Figure 4b illustrates spatial differences in mean daily maximum temperatures, and stippling in this plot highlights that the distribution shift is statistically significant using the R E test for significance described Table 1 Summary statistics (
• C) for the distribution of daily maximum temperatures across the land based grid points of the 5 km domain for historical in Sect. 2.3. To determine whether changes in the standard deviation, skewness or kurtosis of the maximum temperature PDF are significant, we subtract the respective means from each distribution and apply the significance test to this standardised data. The results are illustrated in Fig. 4c , which shows differences in standard deviation and stippling to indicate where differences in the standardised distributions are statistically significant. It is apparent that the standard deviation of maximum temperatures is expected to increase for both W-ECH and W-CSI however this change is not statistically significant. W-CCS shows only small differences in standard deviation and in the south east of the region this difference is negative and corresponds with statistically significant distribution differences. In addition, W-CCS shows areas where there are statistically significant differences between the standardised distributions with no change to the standard deviation (areas where there is stippling but little to no change in the standard deviation). This suggests that these changes must be related to the higher order moments of skewness and/or kurtosis. PDFs for historical and future daily minimum temperatures are shown in Fig. 5a and summary statistics for these distributions are shown in Table 2 . The shift towards hotter future temperatures is apparent across all simulations (2015b). The stations which have been used to generate the gridded data set are shown as white dots on the DJF plots in (a) for temperature and (c) for precipitation and this is also shown by the increased daily temperature and the spatially consistent statistically significant changes shown in Fig. 5b . Figure 5c illustrates that simulated minimum temperature variance is expected to increase and there is model consensus on the statistical significance (using the R E significance test) of differences between the standardised distributions in the north west of the region. Similar to maximum temperatures, we find that W-CCS is displaying areas with statistically significant differences between standardised distributions where there is little change in standard deviation indicating changes to skewness and/or kurtosis.
Seasonal changes in temperature and precipitation
The differences in mean seasonal temperatures between the GCMs and their corresponding RCMs are shown in Fig. 6 . With the exception of W-CSI, the RCMs tend to underestimate temperature increases relative to the GCMs. The finer spatial resolution of the RCM also allows for a greater range of temperature change within the domain (up to 1 • C) as opposed to the GCM which in most cases finds the range of temperature change in the domain to be <0.5 • C. The increased spatial resolution of the RCM also shows greater warming on the west coast, particularly in the summer, which is not apparent in the GCMs.
Seasonal maximum temperature differences between the historical and future RCMs are shown in Fig. 7 . Simulations show temperature increases in all seasons and these increases are statistically significant (using the modified Student's t test) across the domain with the exception of an area in the north east corner of the region in W-ECH. The simulations show that temperature increases will be the greatest along the west coast and in the north of the domain. W-CSI shows the largest increase, of up to 3 • C during the summer while winter temperature increases tend to be no >2 • C. Seasonal minimum temperature differences are shown in Fig. 8 . Similar to maximum temperatures, all minimum temperature changes are positive, by up to 3 • C in W-CSI. However, overall increases are not as large as for maximum temperatures. Simulations agree that minimum temperature increases are significant for all seasons except for autumn and winter, when the W-ECH simulation does not show a significant increase over all areas of the landmass.
Differential changes between daytime and nighttime temperatures have been previously attributed to changes in cloud cover (Dai et al. 1999 ) and soil moisture (Fischer et al. 2007; Stéfanon et al. 2014) . Hence, to attribute the spatial differences in these simulated temperature increases and the differential daytime and nighttime warming, we consider changes in seasonal cloud fraction and 
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soil moisture. Seasonal cloud fraction data is not shown because there are no marked differences in cloud cover (<0.3 %) found. Conversely, soil moisture (Fig. 9) , which is predominantly driven by changes in rainfall, displays considerable differences. A decline in soil moisture is consistent across all models in winter and spring however in the summer and autumn, W-CCS and W-ECH illustrate that areas in the east will have increased soil moisture. Soil moisture influences temperature by altering the partitioning of net radiation between sensible and latent heat flux, hence Fig. 4 The distribution of historical and future (2030-2059) daily maximum temperatures for the 5 km domain shown by a probability density functions (PDFs), b mean differences in daily maximum temperature with stippling displaying where differences in the PDFs are significant at a 95 % confidence level and c differences in standard deviation with stippling highlighting where differences in standardised distributions (mean removed) are significant we show seasonal surface sensible heat flux in Fig. 10 and it is apparent that areas of soil moisture deficit correspond with areas of increased sensible heat flux. For W-CCS and W-ECH, areas of increased surface sensible heat flux closely match areas with the highest daytime temperature increase, most notably in summer and spring.
Seasonal rainfall differences are shown in Fig. 11 for the GCMs and in Fig. 12 for the corresponding RCMs. GCMs and RCMs all show a decline in winter rainfall however there is less agreement between GCMs and RCMs in the other seasons. For example, both CCS and ECH show that summer precipitation will decline by up to 8 mm month Mean seasonal temperature differences (1970-1999 to 2030-2059) for the GCMs CCSM (CCS), CSIRO (CSI), ECHAM5 (ECH) and the corresponding RCMs high negative rainfall biases in the far south west corner of the SWWA landmass. It is likely that results from this region have been impacted by this strong bias. When the RCMs are compared with each other, simulations are not consistent on the direction of rainfall change. For example, the W-CCS and W-ECH simulations indicate that summer rainfall is likely to increase while W-CSI suggests that summer rainfall will decline. Models do agree that winter rainfall in the south west of the landmass will decline however there is a large range with respect to the magnitude of this change and only W-ECH and W-CCS show the decline to be statistically significant. W-ECH shows that the reduction in rainfall in this region will exceed 20 mm month −1 while W-CSI suggests that rainfall decline will not exceed 10 mm month −1 and that some areas will receive more winter rainfall. The ENS plot highlights the model consensus on a decline in winter rainfall however it also illustrates the lack of model agreement on areas of Stippling shows areas where there is a statistically significant difference in the distribution at a 95 % confidence interval significant rainfall change. Because winter rainfall is predominantly caused by cold fronts, we consider the number of winter front days present in the historical and future simulations as shown in Fig. 13 . In all cases, there are fewer front days in the future simulation, however this difference is negligible in the W-CSI simulation (0.4 days a season).
To investigate why summer rainfall changes differ so markedly between simulations, we examine changes in the simulated number of large scale summer rainfall events. Observations show that SWWA experiences these rain events approximately once every 3-5 years and to evaluate how these events change change in the simulations, we follow the methodology of Andrys et al. (2015a) who define a wet summer as having at least one month where domain averaged rainfall exceeds 20 mm. These results are shown in Table 3 . The incidence of large scale summer rainfall events doubles in the future W-CCS simulation, from a 1 in 10 years event to 1 in 5 years. However, there is no marked increase in the number of simulated rain events for W-ECH and W-CSI as the return value for these simulations remains relatively constant between the historical and future simulations at approximately 1 in 2 years and 1 in 3 years respectively. 
Indices
Annually averaged differences in temperature indices are shown in Fig. 14 . With the exception of the southern coast in the W-CCS simulation, all models agree that diurnal temperature range (DTR) will increase. Simulation DTR increases tend to be largest in the west and away from the moderating influences of the coast however none of the simulations show large areas of statistically significant changes when the modified Student's t test is applied. TN N , a measure of the coldest nighttime temperature of the year, increases in the near future for W-CCS and W-CSI. W-ECH shows a small increase in most areas however in some cases W-ECH shows that the coldest nighttime temperatures will actually decline. Because of the low significance of changes to TN N in W-ECH, ensemble agreement on a statistically significant change in TN N is not spatially consistent. The hottest annual maximum temperature is measured by TX X , and it is apparent that simulated future changes in TX X are higher than changes to TN N . W-CSI shows the highest increase in TX X , of up to 3 • C on the south coast.
Simulations generally agree that this increase will exceed 1.2 • C throughout the domain. Ensemble changes in TX X are also statistically significant over a greater portion of the domain than for TN N .
Models agree that FD in the growing season is expected to decline for most of SWWA with the exception of the coastal region however Andrys et al. (2015b) demonstrated that under current climate, frost in the coastal region is already uncommon and hence unlikely to decline further. The reduction in frost is greatest in W-CCS, which shows up to 10 fewer FD every growing season. The ENS plot highlights the model consensus on a reduction in FD and also that models agree this decline is significant over the north of the region. An increase in growing season SU is expected in the north of SWWA for all models while the incidence of SU does not change in the south. Models are consistent on the spatial distribution of the increase in SU and also the magnitude of the increase, with the very north of the region expecting up to 3 more SU each growing season. This increase to the north of the region is statistically significant for all models in patches, which is highlighted by the ENS plot. Figure 15 shows changes in summer and winter rainfall SDII and PRCPTOT and annual CWD and CDD. Simulations show small and generally insignificant changes in winter SDII and models do not agree on the direction of these changes. Simulations do however agree on the direction of changes in PRCPTOT, suggesting that there will be an average of 5 fewer rain days each winter, a result which is statically significant mainly in the south. Rainfall indices during summer tend to display higher variability when compared to winter however these changes are not statistically significant. All models indicate that there will be areas where SDII increases markedly, by up to 6 mm day −1 , however models generally do not agree on the spatial distribution of these increases. Similarly each model shows patches of reduced intensity, by as much as −3 mm day −1 . The ENS plots show those areas where models agree and it is apparent that results over large areas of the domain remain highly uncertain. W-CCS and W-ECH agree that the region's south coast will experience an increase in summer PRCPTOT however this is not supported by the W-CSI simulation, which shows a general decrease in summer PRCPTOT. Overall, the simulated number of consecutive dry days (CDD) is expected to increase and the number of consecutive wet days (CWD) will decrease however these results are not found consistently across the region, nor are they statistically significant.
Discussion
Temperature changes
Significant increases in minimum and maximum temperatures found by the RCM are broadly consistent with SWWA temperature increases projected by the CMIP3 GCMs shown in Fig. 6 and found by others over this region (Suppiah et al. 2007 ). The RCM simulations illustrate a broader range of temperature change than GCMs in SWWA and their higher resolution allows for the development of finer spatial features in the distribution of warming. Suppiah et al. (2007) found a distinct north-south warming gradient while our results show that there is also an east-west Simulations showing greater warming along the coast differs from the findings of a number of GCM studies [for example Collins et al. (2013) , Meehl et al. (2007) ] because the highest rate of warming is most commonly projected to be inland; a response which is attributed to feedback from reduced relative humidity (Fasullo 2010) . While this land sea thermal contrast is a major influence on temperature distribution at the resolution of the GCM, its influence at the scale of the RCM appears to be somewhat diminished as local effects are also resolved. The summer and autumn coastal soil moisture deficit seen in W-ECH and W-CCS (Fig. 9) , caused by the simulated rainfall decline in these areas, results in increased sensible heat flux (Fig. 10) . This results in the simulation of larger temperature increases on the coast compared to inland areas where there is a smaller decline in soil moisture. Our finding of a relationship between dry soils and sensible heat flux impacting daytime temperatures is supported by Fischer et al. (2007) and Stéfanon et al. (2014) who found that soil moisture deficits contributed to higher maximum temperatures and hence heatwaves in western Europe. While GCMs also simulate soil moisture feedbacks, it is likely that the parameterisations and increased resolution of the RCM are enabling soil moisture to have a greater influence on temperature compared to the GCM. However, the ability of the WRF model to simulate soil moisture in SWWA has not been validated against observations and as such this model limitation needs to be considered when interpreting this finding.
Globally, GCMs tend to project a reduction in the future diurnal temperature range (DTR) (Collins et al. 2013 ). Reduced DTR is frequently attributed to an increase in cloud cover which inhibits outgoing longwave radiation and causes minimum temperatures to rise faster than maximum temperatures (Dai et al. 1999) . Contrary to these findings, our results indicate that there is strong model agreement for increased DTR in SWWA. We explore possible attributions as to why this is the case and find that models simulate very little difference in mean seasonal cloud cover between the two climate periods. Models therefore suggest Fig. 11 Mean seasonal rainfall differences (1970-1999 to 2030-2059) for the GCMs CCSM (CCS), CSIRO (CSI), ECHAM5 (ECH) that nighttime temperatures in SWWA may not experience amplified warming through increased cloud cover. However, this finding is uncertain because the performance of the model at replicating SWWA climatological cloud processes has not been evaluated as a part of this study. Summer soil moisture deficits have been associated with areas of enhanced daytime warming in SWWA and we now suggest that the soil moisture deficit, which is ubiquitous for all simulations in winter and spring, and the subsequent increase in daytime sensible heat flux is amplifying daytime warming in the model, leading to an increased DTR.
Standardised distributions of daily minimum and maximum temperature provide some evidence that there are changes in standard deviation between historical and future simulations (Figs. 4c, 5c ). These are in line with the findings of Donat and Alexander (2012) who also found observed increases in nighttime temperature standard deviation in Western Australia. We do not examine possible attributions for increased nighttime temperature variability here, however we do note that previous studies examining Australian daily temperatures have suggested that distributions of temperature are compound in nature, comprising of two or more distributions relating to specific air masses (Trewin 2001; Grace and Curran 1993) . It is possible therefore, that increased variability is a result of unequal warming between the individual distributions comprising the compound distribution. Understanding the physical processes driving increased temperature variability will be the focus of future research. Statistically significant differences between the standardised distributions for W-CCS in areas where there is no change in standard deviation are apparent. This suggests that shifts in skewness and kurtosis may also contribute to differences between historical and future simulated temperature distributions. Perron and Sura (2013) examined a number of climate variables, including daily temperature distributions, and found that in addition to mean and standard deviation, the distribution of air temperature was also defined by skewness and kurtosis. Hence, our finding that skewness and kurtosis influence temperature distributions, is in line with the findings of Perron and Sura (2013) . Positive changes to skewness indicate that the distribution is skewing further to the right, or hotter temperatures, while increases in kurtosis mean that the distribution is becoming more peaked, with more data in the middle of the distribution and less at the tails. Our simulations suggest that the skewness and kurtosis of maximum temperatures may decrease in the future. Simulated minimum temperature kurtosis is also expected to decline however the direction of change in skewness is uncertain because models do not agree on the direction of the change. It is therefore apparent from our findings that changes in skewness and kurtosis exist between the historical and future climate simulations and more research is needed to understand both the statistical significance of these changes and their implications.
Notwithstanding, our simulation results indicate that the standard deviation of minimum temperatures is increasing. Nighttime temperature PDFs show an increased spread of temperatures and it is apparent that the TN N index does not increase as much as mean nighttime temperatures in the simulation. Furthermore, standardised minimum temperature PDFs show a significant difference which is consistent across all simulations in the north west corner of SWWA and in patches on the southern coastline. Hence, these simulations suggest that, while average minimum temperatures are likely to increase, the likelihood of very cold nighttime temperatures may not necessarily decrease. Despite this finding, simulations do indicate that the incidence of frost, illustrated by the FD index in Fig. 14 , in SWWA will decline significantly. Recent research on observed historical frost trends in SWWA by Dittus et al. (2014) found that the number of frost days in some areas of SWWA is increasing, despite increases in average nighttime temperatures over the same period. The finding from our simulations of a future frost decline is in contrast to Dittus et al. (2014) . One possible explanation for this contrast is that, by 2030, the simulated increase in mean nighttime temperature is large enough to offset the trend found by Dittus et al. (2014) , outweighing the effect of increased minimum temperature variability on frost risk. Establishing this however requires further analysis as to whether WRF is able to capture the increasing trend in frost at these locations under current climate.
Only W-CSI and W-ECH PDFs show an increase in standard deviation for maximum temperatures, and increases in the TX X index are fairly consistent with increases in mean summer daytime temperatures. Increased temperature variability has been found previously by Ylhaisi and Raisanen (2013) in the northern hemisphere mid-latitudes, however they found that the signal to noise ratio of increased variability outside of this region was generally low. These findings are consistent with our simulation results which do not suggest an increase in maximum and future for DTR, TX X and TN N temperature indices mean growing season difference is shown for the FD and SU indices. Stippling shows where the changes in the distribution of the indices is significant at the 95 % confidence level temperature variability. Furthermore, an analysis of temperature extremes by Kharin et al. (2007) found that changes in maximum temperature extremes generally followed mean changes in summer maximum temperatures and our simulations support this finding also. Notwithstanding, the significant increases in the TX X and SU indices found in the simulations illustrate that mean temperature changes alone are sufficient to increase the likelihood of extreme temperature events. In particular, simulated increases in SU underscore the increased risk of heat stress in SWWA cereal crops in the future.
Rainfall changes
Compared to temperature results, there is far greater uncertainty as to the direction and magnitude of future precipitation changes in results from the RCM. This high degree of uncertainty is unsurprising because interannual rainfall variability in SWWA is much higher than temperature variability and GCMs generally demonstrate greater uncertainty with respect to precipitation (Alexander and Arblaster 2009) . Notwithstanding, our simulation results show an overall decline in rainfall, particularly in winter which is the dominant rainfall season. Simulation results are generally consistent with findings from GCMs, shown in Fig. 11 , and found by other GCM studies including the SWWA region (Suppiah et al. 2007 ). However, spatial patterns are apparent in the RCM results which are not found at the resolution of the GCM. For example, results from W-CCS and W-ECH highlight a differential rainfall decline in the vicinity of the Darling Scarp. In these simulations, rainfall on the western side of the Scarp is expected to experience a relatively small decline compared to the east of the Scarp.
Historical winter rainfall decline in SWWA has been attributed to a poleward movement of the subtropical ridge, which diverts storm tracks to higher latitudes and results in fewer rain bearing cold fronts traversing the region. Seidel et al. (2008) found that this transition of the ridge could be attributed to the strengthening of the Hadley Cell and GCMs indicate that this strengthening will continue throughout the twenty-first century, reducing the baroclinic instability at the latitude of SWWA (Grainger et al. 2013) . All of our simulations illustrate increased winter mean SLP to the south of Western Australia which reflects the projected ongoing poleward shift of the subtropical ridge. Smith et al. (2000) found that SLP was well correlated with winter rainfall in SWWA and could account for up to 60 % of rainfall variability. This relationship between SLP and rainfall is illustrated by the different winter rainfall responses between the three simulations; W-ECH has the largest winter SLP increase and the largest decline in winter rainfall. Conversely, W-CSI has the smallest winter precipitation decline and shows very little change in SLP. Analysis of the number of simulated winter front days also suggests a decline in the number of cold fronts traversing the region, however these differences are generally small. Our finding that the simulated winter PRCP-TOT is expected to decline by an average of approximately 5 days per season further supports the attribution of rainfall decline to fewer fronts traversing the region. However, it should be noted that fronts are not the only systems delivering winter rainfall to SWWA. Pook et al. (2012) demonstrated that cutoff lows are also responsible for rain in the region, particularly in the the autumn, and Risbey et al. (2013) showed that the rainfall from cutoff systems in the growing season has declined since the 1990s. While the rainfall contribution of cutoff lows is greatest in the autumn (Pook et al. 2012) , these systems do contribute somewhat to winter rainfall. Because our study does not examine the occurrence of cutoff systems in the simulation, it is possible that winter changes in the frequency and/or magnitude of these systems events are impacting our findings on simulated frontal changes.
While there is strong evidence to support a poleward transition of the subtropical ridge and hence extra-tropical storms, there is little evidence to suggest an intensification or reduction in the strength of these systems (Bengtsson et al. 2009 ). It is therefore not surprising that our simulation results show little change in winter rainfall intensity. This result is also in line with the findings of Alexander and Arblaster (2009) who, in their analysis of CMIP3 GCMs, determined that SWWA SDII would remain fairly constant throughout the twenty-first century.
Changes to summer rainfall display less model agreement, and hence more uncertainty, than winter rainfall. Relative to the observed mean summer rainfall (Fig. 2) , the magnitude of simulated changes are very large. For example, W-ECH projects that summer rainfall will as much as double in some areas. This increase can be attributed to an intensification of summer rainfall events as opposed to more frequent events. We refer to the fact that the simulated number of large scale summer rain events (Table 3) and summer PRCPTOT (Fig. 15) remain relatively constant as evidence to support this finding. Simulated changes to summer rainfall intensity are exceptionally large compared to our winter SDII and changes seen in other studies. For example, W-ECH shows summer SDII increases of up to 6 mm day −1 while other studies have reported annual changes to SDII of under 0.001 mm day −1 (Alexander and Arblaster 2009). The very large magnitude Fig. 15 Mean summer and winter differences (1970-1999 to 2030-2059) for SDII and PRCPTOT. Mean annual differences are shown for CDD and CWD. Stippling shows areas where the difference is significant at a 95 % confidence interval of these intensity shifts can be attributed to the fact that simulated summer rainfall changes are relatively high and because there are so few summer rain days in the region. Consequently, a small number of very large rain events in the simulation can shift this index markedly, even over a 30 years climatology. SWWA summer rain events are caused by interactions with tropical disturbances in Australia's north west and recent work has established that the frequency and intensity of these disturbances has increased in the last two decades (O'Donnell et al. 2015) . This trend is poorly represented in CMIP3 GCMs (Cai et al. 2011) and this uncertainty is a likely source of the lack of model agreement for summer rainfall changes seen in our results. Although our confidence in the simulated findings of summer rainfall change is low, the established impact of tropical cyclones on SWWA summer rainfall and the risk of serious consequences, including flash flooding and erosion of arable land, mean that a greater understanding of the processes driving summer rainfall in SWWA is needed.
Indices which measure the maximum length of wet (CWD) and dry (CDD) spells provide some indication of how rainfall patterns are likely to vary. Alexander and Arblaster (2009) found that by the end of the twenty-first century, SWWA can expect much longer dry spells. In our simulated results we find that, with the exception of the southern coast, CDD will increase by approximately 15 days a year and this result is significant over patches of the SWWA. Similarly, simulations show that the number of consecutive wet days will decline as fewer storms traverse the region in winter.
While our simulation ensemble has drawn from a number of GCMs to reduce uncertainty in our findings, the fact that we use only a single RCM configuration is a limitation of our experimental design because WRF has a known sensitivity to the choice of model physical parameterisations (Argueso et al. 2011) . We note that other RCM studies [for example Evans et al. (2011) ] use an ensemble of RCM configurations to reduce the uncertainty from using a single cohort of physical parameterisations. However, our research was limited by the computational resources required to undertake a larger ensemble using both multiple RCMs and GCMs. Our results are also constrained by limitations in our model domain configuration, which lead to high negative precipitation biases in the extreme south west corner of the region (Andrys et al. 2015b) . As a consequence of these biases, future climate data from this small region should be interpreted with caution.
Conclusion
Projections of future climate change for SWWA are analysed for a RCM ensemble using WRF with lateral boundary conditions from three CMIP3 GCMs; CCSM3, CSIRO mk3.5 and ECHAM5. By dynamically downscaling GCM output, WRF provides climate data at a horizontal scale that allows for the resolution of local topography and the development of local effects, such as land atmosphere interactions, which have been found to have a strong impact on the climate of SWWA (Hirsch et al. 2014) . We find that the RCM adds value to GCM output in SWWA by illustrating the importance of regional scale soil moisture feedback and its impact on enhanced daytime warming, and resolving differential rainfall changes in the vicinity of regional scale topography such as the Darling Scarp.
Our simulation results indicate that daytime temperatures will increase more than nighttime temperatures. This is attributed to a simulated decline in soil moisture which in turn increases sensible heat flux at the surface, hence amplifying daytime temperature increases and the DTR. Climate change is more commonly associated with a decline in DTR, caused by increased cloud cover enhancing the rate of nighttime warming, however we find no evidence for increased cloudiness in SWWA in these simulations. While the rate of nighttime warming is lower, simulations do provide evidence that the variability of minimum temperatures is increasing because the coldest nighttime temperatures are not increasing at the same rate as mean temperatures.
There is model consensus indicating a decline in winter rainfall and two of the simulations (W-ECH and W-CCS) show that this decline is statistically significant. However, there is little statistically significant change for all other seasons. W-ECH and W-CCS also show that the spatial distribution of winter rainfall decline is influenced by the Darling Scarp, because smaller rainfall reductions are expected on the western side of the Scarp than to the east. Declining winter rainfall is consistent with historical trends of rainfall in SWWA which is attributed to a southerly shift in storm tracks reducing the number of fronts passing over the region. The continuation of this southerly shift in storm tracks is indicated by the simulated increase in winter mean SLP in SWWA. We also find that the number of simulated winter front days and the number of winter precipitation days are expected to decrease. The lack of marked variation in winter SDII in the simulations indicates that the intensity of those winter storms which do bring rain to SWWA is not expected to change.
Summer precipitation in SWWA has been shown to be difficult to replicate (Andrys et al. 2015b; Kala et al. 2015) and this difficulty is reflected here as models vary widely in their projections. Unfortunately, this variation makes it difficult to draw any conclusions for summer rainfall. However, the summer SDII index does display some very large changes to precipitation intensity which, due to the potential risks posed by such considerable changes to the hydrological regime, warrant further research to fully understand the mechanisms driving the projected changes.
Changes in temperature and precipitation are likely to impact cereal cropping in SWWA in the future. While agriculture is likely to benefit from a reduction in frost, this benefit may be offset by an ongoing decline in rainfall and the increased likelihood of heat stress which will be the greatest in the region's northeast.
We attribute the simulated spatial distribution of daytime warming to changes in soil moisture which in turn influences the partitioning of surface heat flux. Areas with soil moisture deficits show increased sensible heat flux and tend to display greater daytime temperature increases. Changes in soil moisture are predominantly caused by variations in rainfall and we have shown that simulated rainfall changes, with the exception of winter rainfall, are highly uncertain. Therefore, it follows that a degree of this uncertainty needs to be applied to our temperature findings also. Our research highlights the significance of interrelationships between climate variables and also the importance of land atmosphere interactions on climate in SWWA.
