Multiresolution analysis is applied to the problem of halo identification in cosmological N-body simulations. The procedure makes use of a discrete wavelet transform known as theà trous algorithm in combination with segmentation analysis. It has the ability to find halos in dense environments and to separate multiple levels of substructure, as is illustrated in the analysis of a 500,000 particle halo. Over 600 subhalos are identified and their physical properties are discussed.
Introduction
The hierarchical clustering hypothesis provides an attractive paradigm for the formation of structure in a cold dark matter-dominated universe. Small-scale objects form first and merge to yield systems of increasing size. This highly non-linear process has been studied extensively using N-body simulations with particular attention paid to the survival of subhalos once a merger event has occurred. Early results had suggested that substructure (i.e., halos within halos) is erased efficiently (White 1976; Frenk et al. 1988 ). This so-called overmerging problem plagued investigations of galaxy clusters since it lead to the conclusion that the constituent galaxies would not survive. Recent high resolution simulations (Ghigna et al. 1998 , Klypin et al. 1999 ) together with analytic work (Moore, Katz, & Lake 1996) have demonstrated that the overmerging problem was due entirely to poor mass and spatial resolution. In fact, it appears that on galactic scales, simulated halos have too much substructure. High resolution simulations by Moore et al. (1999) , for example, suggest that a 10 12 M ⊙ halo should contain 500-1000 satellites with mass 10 8 M ⊙ , a factor of 50-100 greater than the number of such satellites observed in the Milky Way.
An essential element in the analysis of cosmological N-body simulations is the identification of structure. There are now a number of algorithms available to do this such as friends-of-friends (FOF; Davis et al. 1985) , DENMAX (Bertschinger & Gelb 1991; Gelb & Bertschinger 1994) , and SKID (Governato et al. 1997) . However, two challenges, brought to the forefront by the dramatic improvements in mass and force resolution, now confront these methods; analysis of multiple levels of substructure, i.e., halos within halos within halos and identification of halos in dense environments. The FOF algorithm relies on a single linking length corresponding to a fixed overdensity threshold. Substructure in the inner parts of large halos is therefore lost in the background if the linking length is set to be too large whereas halos in low density environments may be missed if the linking length is too small. (See, however, Klypin et al. 1999 for a "hierarchical" version of the FOF algorithm.) DENMAX and SKID identify clumps from the topology of the density field and therefore do a better job of finding halos in dense environments. However, they are unable to handle multiple levels of substructure.
In this paper, we demonstrate that multiresolution analysis (MRA) can address these deficiencies. The specific MRA employed is based on the discrete wavelet transform (DWT) known as thè a trous algorithm, and is used in combination with segmentation analysis to identify substructure in highly evolved dark matter halos. The procedure was first used in the context of cosmological N-body simulations by Lega et al. (1995) and Lega et al. (1996) who were interested in the morphology of large scale structure in various cosmological models (e.g., hot vs. cold dark matter). It has also been used by Gambera et al. 1997 in the analysis of substructure in the COMA cluster. In this work, we show that it is ideal for analyzing substructure within dark matter halos.
The plan of the paper is as follows. The key features of theà trous algorithm are reviewed in Section 2. The wavelet transform of an N-body halo is calculated in Section 3. In Section 4 the transform, together with segmentation analysis and dynamical information, is used to generate a "table of substructures". Some interesting systematic trends in this table are discussed. The paper concludes in Section 5.
From the Continuous Wavelet Transform to theà trous Algorithm
The continuous wavelet transform (CWT) is, in some sense, a mathematical microscope which can be used to study different regions of a function at various magnifications. For a one-dimensional function f (x), the CWT takes the form
where the parameters λ and a characterize the scale and position of the analyzing wavelet ψ (λ, a; x) 3 . The set of wavelets is constructed by taking all possible scalings and translations of the so-called mother wavelet ψ 0 (x):
ψ can be viewed as a window function or filter that enables one to analyze the signal f simultaneously in scale and position. The CWT is scale-independent in that the width of the window function is proportional to λ. This is in contrast to a windowed Fourier transform where the width of the window function is fixed. A more detailed comparison of wavelet and windowed Fourier transforms can be found in numerous texts including Kaiser (1994) .
The original function f can be reconstructed from the transform W provided the mother wavelet satisfies the admissibility condition that guarantees finite power:
whereψ(k) is the Fourier transform of ψ. From this it follows thatψ(0) ∝ dxψ(x) = 0 and therefore the wavelet must oscillate about the x axis.
The reconstruction formula associated with the CWT is highly redundant in that the wavelet coefficients W (λ, a) are linearly dependent. It is therefore possible to recover the original function using a discrete subset of wavelet coefficients, W ni ≡ W (λ n , a i ) where i and n are integers, λ n = λ 0 σ n , and a i = i∆a. σ and ∆a are constants representing the ratio between different levels i of the discrete wavelet transform (DWT) and the sampling interval respectively. Implementation of the DWT would seem to require that one compute each wavelet coefficient by performing the integration in Eq. (1) for the corresponding i, j. Multiresolution analysis (MRA) (Mallat, 1989a (Mallat, , 1989b , is a fast and efficient method for calculating DWTs. With MRA, the scale factor σ = 2 and the wavelet coefficients are calculated recursively. The original function f is sampled on a fixed regular interval ∆a and this 'highest resolution' sample of f is labeled f 0 . A smoothed version f 1 with sampling interval 2∆a is calculated by convolving f with a filter φ 1 , usually referred to as the scaling function. Similarly, smoother versions, f i , are constructed with filters φ i that are essentially dilated versions of φ 1 . The 'details', d i , correspond to that part of f that is removed at each level as one degrades the resolution. Schematically, we have
where f N is the lowest resolution version of f and
The magic of MRA is that the details d i can be calculated from the wavelet coefficients at level i − 1 provided the scaling function φ satisfies the recursion relation
where h m are a set of coefficients that define the algorithm (Mallat 1989; see, also Kaiser 1994) .
Theà trous algorithm (Holschneider et al. 1989 , Dutilleux 1989 ) is an MRA that has a number of attractive features. The algorithm is computationally efficient and easy to program. For example, reconstruction of the original function involves a simple sum over scale at each position. In three dimensions, the algorithm is approximately isotropic. Finally, the wavelet coefficients are calculated for all points of the highest resolution (interval ∆a) grid and therefore the shapes and sizes of structures are well-determined. By contrast, the original MRA developed by Mallat (1989a Mallat ( , 1989b ) is computationally intensive, the reconstruction formula is complicated, and the transform in 2 or more dimensions is not isotropic. Moreover, wavelet coefficients are calculated on a decimated grid (the number of wavelet coefficients is reduced by a factor of 2 in one dimension and 8 in three dimensions in going to the next highest level of the transform) and therefore the representation of larger structures becomes rather crude. A detailed comparison of Mallat's MRA and theà trous algorithm can be found in Shensa 1992.
Following Lega et al. (1995) we choose the cubic B-spline for the scaling function:
Note that φ(x) = 0 for |x| ≥ 2. The recursion formula, Eq. (6), then takes the form
where C m n are the usual binomial coefficients. The mother wavelet, shown in Figure 1 , is constructed from the scaling function by a simple subtraction:
ψ is similar to the popular Mexican Hat wavelet that is constructed by taking the Laplacian of a Gaussian (Figure 1 ). Explicit formulae for the wavelet coefficients are given in the Appendix.
As discussed above, dx ψ(x) = 0. In addition, the first moment of ψ also vanishes: dx x ψ(x) = 0. It follows that the leading contribution to the wavelet transform of f (x) is from terms quadratic in x. There is no contribution from either a constant or linearly varying background. It is this property of the wavelet transform that makes it ideal for identifying halos in dense environments.
In three dimensions, the wavelet is constructed from the scaling function Φ, assumed to be separable in Cartesian coordinates:
Once again, the explicit formulae for calculating the wavelet coefficients are given in the Appendix. The wavelets constructed in this manner are quasi-isotropic. That is, the profile of the mother wavelet depends on the direction in space, though it is the same along any three mutually orthogonal directions. Moreover, the differences along non-orthogonal directions are relatively minor as can be seen in Figure 1 where we compare the profile of the wavelet along one of the three original axes with that along one of the diagonals x = ±y = ±z.
Wavelet Transform of an N-body Simulation
Theà trous algorithm is applied to the analysis of two N-body simulations from Dubinski (1996) and Ghigna et al. (1998) . These simulations, performed with parallelized versions of the Barnes-Hut treecode, focus on cluster-size dark halos that form in a cold dark matter-dominated Einstein-de Sitter Universe. In both simulations, a high degree of substructure is observed with hundreds of satellites found orbiting a central (cD) halo.
In what follows, we describe the results from our analysis of the Gigna et al. (1998) simulation. A more extensive discussion of these results as well as the results for the Dubinski (1996) simulation may be found in Seymour (2000) . In the simulation analyzed, the virial radius is ∼ 2 Mpc with approximately 5 × 10 5 particles inside this radius corresponding to a mass of 4.6 × 10 14 M ⊙ . The particle distribution, in projection, is shown in Figure 2 .
We begin by constructing a 128 3 pixelized map of the density field. The levels in the DWT are labeled by n where n = 1 corresponds to the highest resolution level. The extent of the n = 1 wavelet is ∼ ∆a zone across while the total wavelet function spans ∼ 5∆a. Useful information is therefore obtained for only four levels; n = 1 − 4. Two-dimensional projections of the wavelet coefficients are shown in Figure 3 with level 1 in the upper left panel, level 2 in the upper right, level 3 in the lower left, and level 4 in the lower right. The projection is the same as in Figure 2 and is constructed by selecting the maximum wavelet coefficient along each 'line-of-sight'. Figure  3 illustrates the manner in which substructure on different scales is captured in the different levels of the DWT. Note that the central object and many of the larger satellites register strong signals in all four levels illustrating how the DWT captures the internal structure of these systems though the relative wavelet coefficient amplitudes of the different-sized satellites change with scale.
Thresholding and Segmentation Analysis
The wavelet transform is used to generate an irreducible list of structures whose members may be considered independent gravitationally bound systems. The analysis proceeds in three steps. First, for each level, regions of contiguous pixels whose wavelet coefficients rise above some predetermined threshold, are assigned a unique label. The lists are then combined and culled for redundancy. Finally, dynamical information is used to remove unbound particles from the background.
The thresholds for the different levels are determined by calculating the wavelet transform for a random distribution of particles where the number of particles and size of the "box" are chosen to be the same as in the simulation to be analyzed. At each level, the threshold selected corresponds to a 5σ deviation above the mean so that virtually no chance associations of particles (i.e., large wavelet coefficients due to random associations of particles) are identified as structures (Lega, et al. 1995) . Pixels whose wavelet coefficients are above (below) threshold are assigned a value 1 (0). Segmentation analysis (Rosenfeld 1969; Lega et al. 1995 , Seymour 2000 is then used to identify isolated regions of continuous above-threshold pixels. The result is shown in Figure 4 where we plot circles, superimposed on the projected particle distribution, for the structures detected in the different levels of the transform. The radii of the circles corresponds to the size of the region (i.e., is proportional to the cube root of the number of pixels above threshold). Most of the large subhalos are detected in several levels as is evident from the concentric circles that appear in Figure 4 .
The lists of structures from each level are combined and culled according to the following prescription: A clump or halo found in level n ′ is discarded if its center lies within a distance equal to its radius of a halo found in level n > n ′ . Dynamical information is then used to determine which particles are gravitationally bound to a given subclump. For each halo in our list, we identify all of the particles within the region above threshold. In practice, a slightly larger region is used to insure that particles are not missed by our thresholding procedure. These particles define a center of mass frame and the particles are sorted by energy, as calculated in this frame. The particle with the highest energy is discarded provided that this energy is positive and the process is repeated until all of the particles that remain have negative energy.
Our procedure keeps, as unique entries in the final list, clumps that orbit larger halos and interlopers (clumps passing through larger halos). In the former case, particles gravitationally bound to the orbiting subhalo are also considered members of the larger halo since they are associated dynamically with both.
The final table consists of 637 objects with 416, 144, 72, and 5 detected in levels 1-4, respectively. All clumps with four or more particles are retained. This particle-number threshold is significantly lower than that used in Klypin et al. 1999 and Ghigna et al. 1998 . Inspection of some of these objects seems to indicate that they are in fact gravitationally bound systems and we believe that the wavelet transform is robust enough to pick out objects at this level. Nevertheless, objects with only a few particles are likely to be rather fragile. An interesting experiment would be to run the simulation again with increased mass resolution to see if the same objects appear. Figure 5 focuses on a region of the simulation 800 kpc on a side (∼ 1.5% of the simulation volume) centered on a large subhalo that has been detected at level 4 of the DWT. The upper left panel shows all of the particles in this region while the upper right panel shows only those particles gravitationally bound to the main subhalo. We have also identified twelve smaller subhalos within the region defined by the main subhalo. These are shown in the lower left and lower right panels (levels 2 and 1 of the analysis respectively). (Many of the clumps that appear in the upper left panel are in the foreground or background of the main subhalo and therefore are not shown.) One of these small subhalos, indicated by the arrow, is gravitationally bound to the main subhalo. In addition, a second subhalo appears to be associated dynamically with the main subhalo. The remaining ten subhalos are interlopers. This is illustrated in Figure 6 where the 12 small subhalos are plotted in velocity space. The circle represents the velocity dispersion of the large subhalo. Note that the relative velocities of the subclumps are typically much higher than their internal velocities.
The gravitationally bound subhalo is an example of a third level of substructure in that its constituents can be regarded as members of three distinct systems. Examples of this type are rare. This is not surprising given that the systems which constitute the second level of substructure (the large subhalos orbiting the main halo) are resolved by only a few thousand particles and therefore subject to the purely numerical overmerging problem.
Substructure Statistics
A large number of subhalos have been identified and it is therefore possible to study their physical characteristics (see, e.g., Ghigna et al. 1998 ). In Figure 7 , for example, the rms internal velocity dispersion of the clumps are plotted as a function of their position within the main halo. As noted in Ghigna et al. 1998 , a wide range of clump velocities are found throughout the main halo though there does appear to be a trend toward larger internal velocities for subclumps closer to the center of the main halo. This may be an indication that subhalos are heated by the tidal field of the main halo. In addition, there appears to be a slight enhancement of subclumps with large rms velocities at r ≃ 1.5 Mpc. These are probably subclumps associated with the large system seen in Figure 2 at x ≃ 1.2 Mpc, y ≃ 0.1 Mpc. In Figure 8 , the mass of the subhalos (shown in terms of particle number) is plotted as a function of rms velocity. There is a reasonably tight correlation with M ∝ v 2.5 rms which seems to hold over nearly 3 orders of magnitude in mass. This is to be compared with the results of Ghigna et al 1998 who have a dynamic range of less than 2 orders of magnitude and find an exponent between 3 and 3.4.
In Figure 8 , there appears to be a distinct population of objects which have, for fixed mass, velocities a factor of 3-5 greater than those in the main distribution. These objects are found, preferentially, in the inner regions of the main halo. This again, may be a signal that these objects are being heated by the tidal fields of the main halo. This brings us to Figure 9 where we plot the virial ratio, 2T /U (T is the kinetic energy and U is the potential energy for a given clump) as a function of radius. A large radii, the virial ratio clusters around 1. At smaller radii, the scatter increases and there is a general trend toward higher relative values of the kinetic energy of the clumps.
Conclusions
Improvements in the mass and force resolution of cosmological N-body simulations require corresponding improvements in our ability to detect and quantify the amount of substructure that exists within simulated halos. The MRA outlined in this paper provides a powerful tool for doing this. It has the advantage over other clump-finding algorithms in its ability to sort out multiple levels of substructure. Other algorithms can do this, but only through some iterative scheme. Consider, for example, the popular FOF algorithm. Here, clumps are defined as particles that can be linked by some minimum separation. The method therefore identifies a single level of structure defined by a particular choice for the density threshold: Detection of multiple levels of structure require that one rerun the procedure with different linking parameters (Klypin et al. 1999 ).
DENMAX (Bertschinger & Gelb 1991; Gelb & Bertschinger 1994) and SKID (Ghigna et al. 1998 ) identify clumps by first locating maxima in the density field and then "evolving" each of the particles in the simulation along positive density gradients until they reach one of these peaks. The method has the advantage over FOF in that clumps are identified from the topology of the density field and so can correspond to systems of differing characteristic densities. But here again, one has information only about a single level of the substructure hierarchy: One must go back a posteriori and determine whether some set of clumps are associated with a larger system. Models of structure formation based on hierarchical clustering often include the assumption that substructure is erased efficiently once a given halo is assembled. The thinking is that phase mixing, violent relaxation, dynamical friction, and tidal effects disrupt subclumps leaving a distribution of particles that is smooth in both configuration and velocity space (see, e.g., White & Rees 1978) . High resolution N-body experiments have challenged this assumption by revealing a high degree of substructure within halos that are many dynamical times old. Simulations are just now able to address the question of whether subhalos have substructure. To date, each increase in resolution has revealed more substructure and therefore one cannot say whether the "physics limit" has been reached. Indeed, the details of dark matter halos may encode initial conditions and the dynamical history of the halo, a view which runs counter to conclusions based on the assumption of violent relaxation and efficient phase mixing. It is hoped that the MRA outlined in this paper will aid in the study of these issues. Fig. 1 .-Mother wavelet for theà trous algorithm in three dimensions along one of the principle axes (solid line) and along the diagonal x = y = z (dashed line). The wavelet has been normalized to have a peak value of 1. For comparison, the Mexican hat wavelet is also shown (dotted line). Fig. 2. -Particle distribution for the halo analyzed in this paper. Only particles within 2 Mpc, the virial radius. For clarity, every fifth particle is plotted. The data is from Gigna et al. (1999) . 
