Abstract. Let ν p λ be the distribution of the random series In this paper we study the multifractal spectrum of ν p λ for typical λ. Namely, we investigate the size of the sets
The goal is to compute or estimate the dimension spectrum of µ, that is, the function
where dim H denotes Hausdorff dimension. Loosely speaking, a measure is termed multifractal if dim H (∆ µ (α)) > 0 for a range of values of α. For many natural measures, such as self-similar
measures under the open set condition, it turns out that f µ (α) is the Legendre transform of the so-called L q -spectrum τ µ (q), which is another quantity that reflects the global oscillations of µ, and is often easier to compute. See e.g. [6, Chapter 12] .
A large literature is devoted to the study of the dimension spectrum of self-similar measures.
In particular, in the case of self-similar measures satisfying the strong separation condition the dimension spectrum was computed in [3] and this was extended to the self-similar measures satisfying the open set condition in [2] . However, despite substantial recent progress [11, 7, 10, 20, 8] , the overlapping case remains rather mysterious. In particular, nearly all attention has been focused on singular self-similar measures µ. Very recently, Feng [8, Proposition 5.1] has shown that certain absolutely continuous self-similar measures may also possess a rich multifractal structure. A main theme of this paper is to show that this is also the case for what is, perhaps, the simplest and most studied family of overlapping self-similar measures:
(biased) Bernoulli convolutions. We review their definition and main properties.
Bernoulli convolutions.
For λ ∈ (0, 1) and p ∈ (0, 1) let ν p λ be the p-biased Bernoulli convolution measure on the real line with contraction rate λ, i.e., the self-similar measure satisfying the equation is the "natural projection" from {0, 1} N to R. In the unbiased, or symmetric, case p = 1/2, we will write ν λ := ν 1/2 λ .
We review some of the key facts about Bernoulli convolutions, with a view towards our investigations, while referring the reader to [23, 28] and references therein for further background. Let
where h(p) = −p log(p) − (1 − p) log(1 − p) is the p-entropy. Notice that s p (e −h(p) ) = 1. As we will see, s p (λ) is the "typical" or "expected" dimension of ν 
3 ), the measure ν p λ is absolutely continuous for almost every λ ∈ (e −h(p) , 1). In particular, ν λ is absolutely continuous for almost every λ ∈ (
(Here dim H (·) denotes the Hausdorff dimension of a measure, defined as the infimum of the Hausdorff dimensions of sets of full measure.)
We make some further remarks: Remark 1.2. Finer information on the regularity of the densities of ν p λ is also available, see [25, Theorem 1.3] , as well as the sharpening of these results obtained in [22] . In the unbiased case p = 1 2 one can say rather more. For example, ν λ has a continuous density for almost every λ ∈ (2 −1/2 , 1); this follows from Theorem 1.1 and a convolution argument, see [27] . Remark 1.3. H. Toth [29] showed that for all p ∈ (0, 1), ν p λ is absolutely continuous for almost every λ in a non-trivial interval (λ p , 1). However, for p outside ( λ is singular. The only other concrete class of numbers which are believed to, possibly, yield singular Bernoulli convolutions are reciprocal Salem numbers, see e.g. [8] for their definition and main properties. In particular, in [8] Feng proves that Bernoulli convolutions associated with (reciprocal) Salem numbers have a rich multifractal spectrum, a fact which (in the unbiased case) had been only established in the Pisot case. In this paper we focus on results which are valid for all or typical λ, and hence do not deal with these matters.
1.3.
Results: the unbiased case. In this section we consider the symmetric case p = 1 2 .
Recall that ν λ = ν 1/2 λ ; we also write s(λ) := s 1/2 (λ) = log 2/| log λ|. When s(λ) > 1, one may ask about further properties of the density dν λ /dx (i.e. the Radon-Nikodym derivative) for a typical λ. It is not hard to see that dν λ /dx becomes 0 at the two endpoints of the support of ν λ (in fact, the local dimension at these two points is s(λ) > 1). In [23, Question 8.3 .1] it was asked whether there can be any other zeros of the density. It is easy to deduce from Theorem 1.4 and the (typical) existence of continuous density that for a.e. λ > 2 is the (reciprocal) golden ratio, there exist infinitely many
In fact, much more is true, as we will see below. Recall the definition of the local dimension 
Remark 1.6. The above fails beyond the golden ratio: Feng and Sidorov [12, Corollary 1.6] have shown that d(ν λ , x) < s(λ) for all λ ∈ (g, 1) and x in the interior of I λ . Remark 1.7. It is known that for all λ ∈ 1 2 , 1 there exists a constant 0 < δ(λ) = dim H ν λ ≤ 1 such that d(ν λ , x) = δ(λ) for ν λ almost all x. This was stated in [17] with an outline of a proof, and formally proved in [9] . Thus by combining this result with Theorem 1.5, we can deduce that for all λ ∈ The definition of the sets A λ is given below, in §2.1.
1.4.
Results: the biased case p = 
Moreover, r λ 0 as λ
The proof will in fact yield quantitative estimates on r λ and the Hausdorff dimensions of the sets involved. The second part of the theorem shows that, for λ ∈ ( Our next theorem shows that also many small local dimensions (α < 1) arise. Unlike Theorem 1.8, this is an almost-everywhere result: it holds not only for typical λ, but also for typical α. Moreover, we are only able to obtain results for λ in a so-called interval of transversality, i.e. for λ ∈ (0, λ * ), where λ * has the property that Proposition 3.4 below holds.
In particular, we can take λ * = 0.66847. See e.g. [28, 26] for a discussion of transversality in this context and how to find intervals of transversality. Notice that λ * > g.
Nevertheless, we are able to see that biased Bernoulli convolutions can have a rich spectrum of small dimensions, even in the parameter region on which they are typically absolutely continuous. We underline that it is often harder to obtain estimates for dim H (∆ µ (α)) when α is smaller than the Hausdorff dimension of µ; see e.g. [11, 7] for some instances of this.
Again assume, without loss of generality, that p ∈ (0, 
More precisely,
where α and q are related by
Remark 1.10. Notice that, for any p ∈ ( 
, we see that, even for p very close to (α)) behaves continuously with the parameters λ and p. In general this appears unlikely, since e.g. reciprocals of Pisot numbers are exceptional. However, the next theorem shows that, as the size of the overlaps tends to 0, there is continuity: Then, for all p 0 ∈ (0, 1) and all α ≥ 0,
Although we do not make them explicit, the proof of the theorem provides computable lower and upper bounds: see Figure 1. 1.5. Notation. The following table summarizes the main notation to be used throughout the paper.
Object Notation
Cardinality of a set A #A
Length of an interval I |I|
Finite or infinite string of 0s and 1s i, j, k n-th element of i, j, k i n , j n , k n
Concatenation of i and j ij
Empty word ∅ Length of a finite word i |i|
Restriction of i to its first n elements i|n
Longest common initial subword of i and j i ∧ j
All infinite words starting with a finite string i
String of k consecutive 0's (resp. 1's) 0 k (resp. 1 k )
Left shift operator on {0, 1} N σ Acknowledgement. We would like to thank Mark Pollicott and Nikita Sidorov for useful discussions.
2. Proof of Theorems 1.5 and 1.8
a n λ n to be the set of all expansions of x in base λ with digits 0 and 1. Let
be the set of x having a unique expansion in base λ. Of course, 0 and λ 1−λ always have a unique expansion.
The following results are known about A λ :
• For all λ ∈ [g, 1) and all x ∈ Int(I λ ), the set E λ (x) is uncountable, of positive Hausdorff dimension. On the other hand, for all λ ∈ ( 1 2 , g), the set A λ is infinite [5] .
• For all λ ∈ (β −1 c , g), the set A λ is countably infinite; for λ = β −1 c , the set A λ is uncountable of zero Hausdorff dimension; for all λ ∈ ( 1 2 , β −1 c ) the set A λ has positive Hausdorff dimension [14] .
We need some basic facts about β-expansions (see e.g. [4] ), as well as some more recent results [14] . Let β > 1. We use the notation x ∼ (a 1 a 2 a 3 . . .) β to indicate x = ∞ n=1 a n β −n . We will have β = λ −1 ∈ (1, 2), so the digits a n will always be in {0, 1}. Given x ∈ [0, 1], the greedy expansion of x in base β = λ −1 is defined as the greatest sequence in E λ (x) in the lexicographic order ≺ on {0, 1} N . Alternatively, the greedy expansion is given by the symbolic dynamics of the "greedy" β-transformation
Namely, the digit a n of the greedy expansion is 0 if G n−1 β (x) ∈ [0, λ), and 1 otherwise. The lazy expansion of x in base β = λ −1 is the smallest sequence in E λ (x) in the lexicographic order. Alternatively, it is given by the symbolic dynamics of the "lazy" β-transformation Let F β : I λ \ C λ → I λ be the function equal to G β and L β on the set of agreement. In other words,
Note that there is a "gap" C λ in the domain of F β , so not every orbit is well-defined. In fact, the infinite orbit {F n β x} n≥0 exists if and only if x has a unique expansion in base λ. Figure 2 . The function F β is defined on the complement of the "overlap region" C λ . If we extend F β to C λ using the "lower branch" in the dashbox, we get the greedy β-transformation, and taking the "upper branch" results in the lazy β-transformation. Now we can define the sets which appear in Theorems 1.5 and 1.8. Let
where β = λ −1 . The statements in Theorem 1.5 about the size of A λ follow from [14] , as we now explain.
Let
Observe that for i ∈ U λ and x = Π λ (i) ∈ A λ we have, for β = λ −1 ,
Also note that the digits i n of the expansion of x ∈ A λ are given by the symbolic dynamics of F β .
W. Parry [21] characterized the set of all sequences arising from greedy β-expansions as those which are lexicographically less than the greedy expansion of 1, and the same holds for all their shifts (a minor modification is necessary if the greedy expansion of 1 is finite).
The next lemma follows from the characterization of unique expansions as being both greedy and lazy. Denote by the bar the "flip" of "reflection", i.e., 1 = 0, 0 = 1.
Lemma 2.2. For 1 2 < λ 1 < λ 2 < g, we have
Proof. We only need to show the middle inclusion. Let i ∈ U λ 2 . Then
First assume that i n = 0. If i n+1 = 0, then
using that λ 2 > λ 1 and λ 1 + λ 2 > 1.
The case i n = 1 reduces to the previous one by symmetry, by considering i = (i 1 , i 2 , . . .). is a common choice.)
(ii) For all λ ∈ (
Moreover, r λ 0 as λ . To this end, consider the sequence g k of "multinacci numbers", i.e. 1 =
as k → ∞. Let λ ∈ ( Also, U λ contains all sequences of the form 10j 1 10j 2 . . ., where j 1 , j 2 , . . . ∈ {0, 1} k−2 are arbitrary. A standard calculation yields
Since dim H ({0, 1} N ) = s(λ) → 1 as λ 1 2 , the proof is finished.
2.2.
Proof of the theorems. We start with a lemma which says that, for x ∈ A λ,δ , the measure of of a ball centered at x is comparable to the measure of the corresponding symbolic cylinder.
Lemma 2.5. For any δ > 0 there exists c δ > 0 such that the following holds: if x ∈ A λ,δ and i ∈ {0, 1} N is the unique sequence satisfying Π λ (i) = x, then
Proof. Suppose that x ∈ I λ \ C λ , and moreover, r ≤ dist(x, C λ ). Denote p 0 = p, p 1 = 1 − p, and let j = i 1 . It follows from (1.2) that
We can apply (2.5) n times for the ball B(x, δλ n ) to obtain
where y = S 1−λ) ), then applying (1.2) N times we obtain one of the sets in the right-hand side containing the entire
Now the following is immediate from the last lemma and the definitions.
Corollary 2.6. For x ∈ A λ and i ∈ U λ with Π λ (i) = x we have
Finally, the next lemma will allow us to transfer the dimension results of Lemma 2.3 to the Euclidean setting.
Lemma 2.7. The map Π λ | U λ is bi-Lipschitz from the metric (defined before Lemma 2.3)
to the Euclidean metric on A λ .
Proof. It is standard (and very easy) that Π λ is Lipschitz on {0, 1} N . For the other direction, let i, j ∈ U λ and x = Π λ (i), y = Π λ (j). Suppose |i ∧ j| = n. Then i n+1 and j n+1 are different, hence F n β (x) and F n β (y) are in different subintervals of I λ \ C λ . Thus,
and the lemma follows. The statements (ii) and (iii) of the theorem follow from Lemma 2.3(ii), Corollary 2.6 and Lemma 2.7, using again that bi-Lipschitz maps preserve Hausdorff dimension.
Proof of Theorem 1.9
The proof of Theorem 1.9 will be based on a combination of the potential-theoretic method with transversality arguments. To the best of our knowledge, this is the first instance in which transversality ideas are used to estimate the multifractal spectrum for a.e. parameter. Theorem 1.9 will be an easy consequence of the following stronger technical result:
We first indicate how to complete the proof of Theorem 1.9; the rest of this section is devoted to the proof of Theorem 3.1.
Proof of Theorem 1.9 (Assuming Theorem 3.1). Fix p ∈ (0, 1 2 ). By Fubini, for almost every λ ∈ ( 1 2 , λ * ), the following holds for almost every q ∈ (0, 1) such that λ < p q (1 − p) 1−q :
It follows from Theorem 3.1 applied to p = q that ν q λ has Hausdorff dimension h(q)/| log(λ)| for almost every λ ∈ (0, λ * ). Let α be given by the relation (1.7), and observe that α ranges between log(1 − p)/ log λ and 1 (the upper bound is due to the restriction λ < p q (1 − p) 1−q ).
Applying Fubini again, we obtain from the above that, for almost every λ ∈ (0, λ * ) such that
(α) has Hausdorff dimension at least dim H (ν q λ ) = h(q)/| log(λ)|. This concludes the proof.
We now start the proof of Theorem 3.1. The upper bound is standard and holds for all p, q, λ:
Proof. Clearly,
By the law of large numbers, the right-hand side equals H q p /| log λ| for η q -a.e. i, and this implies the lemma.
In the remainder of this section we will find a lower bound for the ν q λ -typical value of d(ν p λ , x), by employing transversality techniques. Unfortunately, as indicated earlier, we obtain results only for typical λ (for a fixed pair p, q).
The following is a simple but key lemma, which enables the use of the potential-theoretic method in the calculation of the multifractal spectrum. Lemma 3.3. Let µ and ν be Borel probability measures on R d . Suppose that
Proof. This is immediate from the fact that
which is well-known and easy to verify.
In order to apply the previous Lemma to Bernoulli convolutions, we recall the following crucial transversality result; see [26, Corollary 2.9], or [24] for an alternative but explicit approach that yields a somewhat worse constant λ * .
Proposition 3.4. Let λ * = 0.66847. There exists a constant C > 0 such that the following holds. Let i, j ∈ {0, 1} N such that i 1 = j 1 . Then
The following lemma is standard.
Lemma 3.5. There exists C > 0 such that for i, j ∈ {0, 1} N , λ 0 ∈ ( 1 2 , λ * ) and s < 1,
Proof. We may assume that i 1 = j 1 . But then the lemma follows easily from Proposition 3.4
and Fubini.
We are now able to conclude the proof of the theorem.
Proof of Theorem 3.1. Fix p, q ∈ (0, 1). In light of Lemma 3.2, we only need to prove that, for almost every λ ∈ (0, λ * ),
Fix δ, ε > 0 and λ 0 ∈ (0, λ * ). Let
and let Σ ⊂ {0, 1} N be a set of η q -measure 1 − δ, on which
By uniform convergence, there exists a constant C = C (ε) such that max i∈{0,1} n :
Since δ, ε and λ 0 are arbitrary, by virtue of Lemma 3.3, it is enough to show that
After changing variables, we may rewrite 
where we used (3.3) in the last line. Since, according to the definition of s, λ s 0 e H q p −ε ≥ e ε > 1, the last series converges. This completes the proof.
Proof of Theorem 1.11 and further results
4.1. Uniform lower bounds for the local dimension. For λ = g, it is known that d(ν λ , x) < 1 for ν λ -almost all x, and similar results hold for reciprocals of other Pisot numbers [13] . For the golden ratio, a sharp uniform lower bound for d(ν λ , x) was found in [15] . In the general case we can give uniform lower bounds for d(ν λ , x) which hold for all values of λ. However in most cases they are substantially less than 1, and we do not know whether it may happen that ν λ is absolutely continuous but d(ν λ , x) < 1 for some x ∈ I λ . (Recall that in the biased case, this is possible by Theorem 1.9.) Theorem 4.1. For any λ ∈ ( 1 2 , 1) there exist constants δ(λ), C(λ) > 0 such that for all intervals J ⊂ I λ ,
In particular,
Moreover, for any k ∈ N, δ(λ) → 1 as λ → 2 −1/k . Proof. Given i = i 1 . . . i n , we will denote
and similarly (or by symmetry)
Hence 10 k−1 is the only string i of length k whose first element is 1, and such that
Similarly, 01 k−1 is the only string i of length k starting with 0, and such that
We now fix x ∈ I λ , and note that there can be at most two distinct i, j ∈ {0, 1} k such that
Since the intervals are closed, we can choose η > 0 such that for any x ∈ I λ there are still at most two distinct elements i ∈ {0, 1} k such that B(x, η) ∩ S i (I λ ) = ∅. Given 0 < r ≤ η, we can choose n such that λ nk η ≤ r ≤ λ (n−1)k η. If we denote
then the Bernoulli convolution satisfies
We now claim that #J n (x) ≤ 2 n for all x. We have already shown that J 1 (x) ≤ 2 for all x, and we now proceed by induction. We assume that for 1 ≤ l < n we have that J l (x) ≤ 2 l for all x. Pick i ∈ J n (x) and write i = jk, where |j| = k and |k|
we have S j (I λ ) ∩ B(x, η) = ∅, and therefore there are at most 2 choices for j. Also,
Note that |S −1 j B(x, ηλ (n−1)k )| = ηλ (n−2)k and, by our inductive hypothesis, for 1 ≤ l < n we have that #J l (y) ≤ 2 l for all y. Hence we have that for each j there are at most 2 n−1 choices for k. Therefore #J n (x) ≤ 2 n , as claimed.
We now conclude from (4.1) that, for any x ∈ I λ ,
We have therefore shown that
This gives the proof of the second part of Theorem 4.1 for k = 1, we now turn to the case k > 1. We use the following simple lemma. 
Proof. The product measure ν × µ of any square of side length r is at most C 1 C 2 r δ 1 +δ 2 . The lemma follows easily since ν * µ is the diagonal projection of ν × µ.
We now use the fact that ν The proof of the lower bound will involve ideas similar to those in Lemma 2.3. We will fix k ≥ 2 and 1 2 < λ < g k . As in the proof of Lemma 2.3 this means that any sequence in {0, 1} N which does not contain 0 k or 1 k will be in U λ . Let Σ m denote the set of all words in {0, 1} m which do not consist only of 0s or 1s. If we let m = will yield an iterated function system satisfying the strong separation condition. The attractor of the system will be denoted by A λ,k , and will be a subset of A g k ⊂ A λ (recall (2.1) and Set r n = λ nk η. Since #J n (x) ≤ 2 n , for any x ∈ I λ , ν p λ (B(x, r n )) ≤ 2 n P n (x).
We claim that if x j = (2j −1)r n are the centers of the intervals in the (2r n )-mesh of I λ , then each i ∈ {0, 1} nk belongs to at most M = M (k, η) of the sets J n (x j ), where M is independent of n. Indeed, if m = #{j : i ∈ J n (x j )}, then i ∈ J n (x ) ∩ J n (x ) with |x − x | ≥ 2(m − 1)r n , whence, from the definition of J n (x), and using λ < where, recalling the definition of r n , β n,k = log(2 −n r α n ) log(2 −nk ) = | log 2 λ|αnk + n + α log η nk
On the other hand, it follows from (3.2) that if λ +1 /(1 − λ) < η, then B(x, r n ) contains the projected cylinder Π λ [i|nk + ], where x = π λ (i). Since λ ≤ Recalling that f 1/2,p (α) = f 1/2,p (α), for which an explicit formula is known (in particular, it is jointly continuous in p and α), the desired upper bound is achieved.
