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ABSTRACT
Zhe, Shandian Ph.D., Purdue University, December 2017. Scalable Bayesian Nonparametrics and Sparse Learning for Hidden Relationship Discovery. Major Professor: Jennifer
Neville, Yuan Qi.
Real-world data often encompass hidden relationships, such as interactions between
modes in multidimensional arrays (or tensors), subsets of features correlated to specifc
responses, and associations between heterogeneous data sources. Uncovering these relationships is a key problem in machine learning and data mining, and relates to numerous
applications ranging from information security to imaging genetics and to computational
advertisement.
However, to mine these relationships, we have to face several signifcant challenges.
First, how can we design powerful models to capture the complicated, potentially highly
nonlinear patterns in data? Second, how can we develop effcient model estimation algorithms to deal with real-world large data volumes, say, millions of features and billions of
tensor elements?
In this dissertation, we aim to address these challenges using Bayesian learning techniques. Compared with other types of methodologies, Bayesian learning has a unique advantage — it provides a highly principled, interpretable mathematical framework for data
modeling and reasoning under uncertainty. We use two families of Bayesian approaches,
namely Bayesian nonparametrics and sparse learning, to uncover the fundamental relationships hidden in data. That is, the interactive relationships between multiple entities within
tensors, where each mode represents a particular type of entity, e.g., a three-mode (user,
movie, music) tensor, and the correlated relationships between features and responses in
high dimensional and multiview data.

xvi
Bayesian nonparametrics allow the number of model parameters to grow along with
data and hence can automatically ft the complexity of the data patterns. Therefore, Bayesian
nonparametric models are powerful to capture the complicated, (possibly) highly nonlinear interactions. Bayesian sparse learning flters out noises and identifes useful, succinct
patterns from data and therefore are particularly suitable to discover the correlated relationships, which are often sparse in the data.
To address the computational challenges in large-scale applications, we explore various
means, such as divide-and-conquer modeling, local computation, variational transformations and factorized approximations, to obtain decomposable mathematical structures in
the learning objective functions. Based on these, we develop effcient parallel or online
model estimation algorithms to handle real-world large-scale data.
Specifcally, frst, we design Bayesian nonparametric factorization models, based on
Gaussian processes and Dirichlet processes, to capture the nonlinear interactive relationships underlying tensor data and to further discover hidden clusters within tensor modes.
We develop a scalable online inference algorithm on a single machine, as well as highly
effcient parallel inference algorithms for use on Hadoop and Spark clusters. We demonstrate their impressive accuracy gains for tensor completion tasks in billion-entry data, as
compared with the traditional methods.
Second, based on the spike-and-slab prior, we develop an online Bayesian sparse learning algorithm to identify subsets of features correlated to interesting responses, from largescale high dimensional data with millions of samples and features. We demonstrate its
signifcant advantages over competing state-of-the-art approaches in large-scale applications including text classifcation and click-through-rate prediction for online advertising.
Finally, in order to capture the cross correlations between features from heterogeneous
data views, we use the spike-and-slab priors and Gaussian processes to develop a sparse
multiview learning model. We show its successful application in association discovery and
diagnosis in data from an Alzheimers disease study .

1

1. INTRODUCTION
1.1

Overview
Data from real-world applications often contain interesting, hidden relationships. De-

spite their diversity due to various applications, these relationships can be generally categorized into two fundamental types (or their combinations).
The frst type is the interactive relationship, which characterizes how multiple entities/instances interact with each other to fulfll some activities. For example, whether a
homemaker often purchases milk through some chain store, say, Walmart. Typically, these
kind of relationship patterns are found in multiway data, described by multidimensional arrays, or tensors, e.g., an access log database represented by a three-mode tensor (user, fle,
action), or patient-drug test records by a four mode-tensor (person, medicine, biomarker,
hour).
The second fundamental relationship is the correlated relationship, which characterizes
how the attributes/features of data instances are correlated with each other or to interesting
responses (e.g., disease status and stock prices). The correlated relationships are common
in high dimensional data, which consist of a large number of features/attributes and several
interesting responses. For example, out of tens of thousands genes in microarray data, there
might be only a few genes that are critical to the arising of a cancer; among millions of
features extracted from the click logs of online advertising systems, only several hundred
can help predict users’ click actions on web advertisements. Another type of data which
embeds correlated relationships is multiview data, which comprises multiple data sources.
Each source is considered as a data view; different data views can be heterogeneous in
nature. For example, in two-view news data, one view may consist of text documents and
the other view consist of images; in Alzheimer’s disease data, one view may record the
genetic variances of the subjects and the other view consist of intermediate phenotypes,
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such as brain imaging features. It is often interesting to determine the cross correlations
between features in different data views.
Discovering and understanding those hidden relationships is important for practical applications. For example, in online shopping, capturing the interactions between users and
items, under different web contexts, is critical for accurate commodity recommendation;
in online advertising, identifying effective features correlated to click actions is crucial to
improve the click-through-rate (CTR) prediction accuracy, which infuences the advertisement proft; in Alzheimer’s disease study, fnding the correlations (or associations) between
genetic variances and brain imaging features can help us understand the disease etiology
and develop effective diagnosis/treatment methods.
However, data are often noisy, large-scale, and include complex patterns. To uncover
the hidden relationships underlying real data, we have to address two critical challenges.
First, from the modeling point of view, how can we build up principled models that are
powerful enough to capture complicated, possibly highly nonlinear relationships embedded
in data? Second, from the computational perspective, how can we develop scalable inference/estimation algorithms that enable our models to handle large data volumes, which is
often the case in real-world applications?
In this dissertation, we aim to address these challenges by using Bayesian learning techniques. Bayesian learning uses probabilistic methods to imitate human learning/reasoning
behaviors. That is, we begin with some initial assumptions (encoded as prior distributions),
based on which we improve our understanding (represented as posterior distributions) by
learning from observed facts, or data, using Bayes’ rule. Compared with other machine
learning approaches, Bayesian learning provides a unifed, rigorous mathematical framework, which incorporates fexible assumptions and facilitates integration of existing knowledge, to discover new patterns from data. Furthermore, it can seamlessly characterize and
reason about uncertainty, and hence is particularly useful for practical applications.
To uncover the two fundamental types of relationships from real data, namely interactive and correlated relationships, we utilize two families of Bayesian approaches: Bayesian
sparse learning and nonparametrics.
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Sparse learning aims to infer succinct patterns from data. It is based on the pessimistic
assumption that the data only contains a small amount of useful information. Starting
with a comprehensive model with all the information (say, all the gene expression levels), Bayesian sparse learning uses sparse prior distributions to prune the majority of the
parameters in posteriors, resulting in a parsimonious model with the selected information
(say, a subset of critical genes). Therefore, Bayesian sparse learning is particularly suitable
to identify a subset of features correlated to some interesting responses or the associations
between different features, i.e., the correlated relationships (see Chapters 6-7).
Bayesian nonparametrics, on the other hand, use more fexible assumptions to extract
(possibly) rich or complex patterns in data. To this end, unlike parametric models using
a fxed number of parameters, Bayesian nonparametrics use elastic prior distributions that
allow the number of parameters to grow with data, so as to automatically adapt to the complexity of the data patterns. Typically, those elastic prior distributions are constructed from
random processes, for example, Gaussian processes (GP). GP is a prior for functions — it
does not assume any functional form; instead it only requires a degree of smoothness, controlled by the covariance between data points — therefore it can model complex, nonlinear
functions. As we will see, GP is a powerful tool to capture the nonlinear interactions from
tensor data (see Chapters 3-5).
While Bayesian learning, such as Bayesian nonparametric and sparse learning, provides a principled, powerful paradigm for modeling and reasoning, it brings computational
challenges. Due to complicated, high-dimensional integrations, the exact computation of
Bayes’ rule, for posterior inference, is usually infeasible. Hence we have to develop effective approximation algorithms. More importantly, we have to make the algorithms scalable to handle massive data from real-world applications. To this end, we derive tractable
learning objectives, based on model evidence or their lower bounds, which possess highly
decomposable mathematical structures over units that are easy for computation, such as
small subtensors, single tensor entries, samples and features. We obtain those decomposable structures by designing novel model architectures, leveraging additive properties in the
calculation, making smart variational transformations, or proposing factorized approximate
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posteriors. Based on the decomposable structures, we are able to develop scalable inference
algorithms for use on a single computer, and highly effcient parallel inference algorithms
for use on computer clusters, such as Hadoop and Spark. Using those scalable inference
algorithms, we successfully extract the hidden relationships from real-world tensor data
with tens of billions of elements, and high dimensional data with millions of features and
samples.

1.2

Organization
The dissertation is organized as follows. We frst summarize the contributions of this

dissertation in Section 1.3. Then we introduce the necessary background knowledge in
Chapter 2, and the technique details of these contributions in Chapters 3-7. Finally, we
conclude the dissertation with several future research directions in Chapter 8.

1.3

Contributions of the Dissertation
In this section, we briefy outline the contributions of the dissertation, including three

Bayesian nonparametric factorization models that discover the interactive relationships embedded in real large tensor data with billions of elements and millions of nonzero entries
(Sections 1.3.1, 1.3.2, 1.3.3), an online Bayesian sparse learning algorithm that identifes
correlated relationships from large-scale high dimensional data with millions of samples
and features (Section 1.3.4), and a novel Bayesian sparse multiview model that performs
joint cross-correlation discovery and diagnosis for Alzheimer’s disease (Section 1.3.5).

1.3.1

Distributed Infnite Tucker Decomposition for Interactive Relationship Discover from Large Tensors

Tensor factorization is an important tool for discovering the interactive relationships in
tensor data. While the classical approaches, such as Tucker [1] and CANDECOMP/PARAFAC (CP) [2] decompositions, are broadly used, they are limited by their underlying mulilin-
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ear modeling assumptions and hence are unable to capture complicated, possibly highly
nonlinear interactions within data. To address the problem, the Infnite Tucker decomposition (InfTucker) [3] generalizes the Tucker decomposition into an infnite, nonlinear latent
feature space via a Bayesian nonparametric model on tensors, namely a Tensor-variate
Gaussian process (TGP). However, InfTucker has a very limited scalability. It treats the
fattened whole tensor as one single TGP projection and hence leads to huge covariance
matrices, and extremely expensive computational cost. For instance, a 100 × 100 × 100
tensor has a 106 × 106 covariance matrix. To scale InfTucker to real-world large tensors,
we propose the Distributed Infnite Tucker Decomposition (DinTucker) model that use local GPs to implement a divide-and-conquer strategy. We break the whole tensor into many
small subtensors, and model each subtensor with a local InfTucker; all the local InfTuckers
share the same set of global latent factors via a hierarchical Bayesian modeling architecture.
Based on DinTucker’s architecture, we develop a distributed stochastic inference algorithm
in the MAPREDUCE framework. Our experiments on H ADOOP platforms demonstrate that
DinTucker achieves similar predictive performance to InfTucker on small tensors, and is
able to process large tensors with billions of elements. Furthermore, we show a theoretical
connection between InfTucker and DinTucker in terms of the model evidence, which indicates the learning of DinTucker is optimizing a lower bound of InfTucker’s model evidence
(in certain conditions). The theoretical fndings are applicable more broadly to general GP
and local GP models.

1.3.2

Joint Discovery of Interactive Relationships and Latent Clusters

In addition to uncovering interactive relationships, another important task in tensor
analysis is to discover latent communities or clusters. The two tasks are strongly related:
only when we capture how the entities in each mode interact with others, can we infer
their appropriate clusters (in terms of their interaction patterns); in return, the cluster information reveals the interaction patterns between those entities and hence foster the discovery of their relationship. To leverage the potential mutual benefts between the two
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tasks, we design a new Bayesian nonparametric factorization model that simultaneously
discovers the (nonlinear) interactive relationships and uncovers the latent clusters in the
entities. Specifcally, based on local TGPs, we assign Dirchlet process mixture (DPM) [4]
priors over the latent factors for each tensor mode. The DPM prior is a nonparametric prior
distribution that assumes an unbounded number of clusters. Then posterior inference can
automatically infer the appropriate cluster numbers, as well as the cluster memberships
given the observed data. To process large tensors, we develop an online variational Bayes
Expectation-Maximization (VB-EM) algorithm. Similar to DinTucker, the algorithm frst
splits the whole tensor into small subtensors, and then sequentially processes each subtensor. In the E step, the algorithm updates the variational posteriors for latent cluster centers and memberships. To overcome the expensive computation due to high dimensionality of tensor modes, we exploit the additive properties in the calculation of the varational
posteriors—to cache the global statistics from the beginning, and then only update the local statistics on each iteration. In the M-step, the algorithm uses stochastic gradient descent
(SGD) to optimize the latent factors associated with the subtensor. Our experiments on
both small and large tensors (with billions of elements), demonstrate that the combination
of DPM and TGP not only helps uncover latent clusters more accurately, but also improves
relationship discovery (in terms of improving missing interaction prediction accuracy).

1.3.3

Distributed Flexible Nonlinear Factorization for Interactive Relationship Discover from Large Sparse Tensors

As is often the case, real tensors are extremely sparse, i.e., a relatively small number
of nonzero entries are overwhelmed by a large amount of zero elements. For example, the
portion of nonzero elements in real tensors is often less than one percent. However, many
zero elements are actually missing or unobserved entries. Incorporating all of them into the
factorization model can lead to a severe learning bias toward zero. Existing nonlinear factorization approaches are based on the TGP formulation (e.g., InfTucker and DinTucker),
which essentially assumes dense tensor data: the Kronecker product in the covariance struc-
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ture enforces the model to include all the tensor entries for training, without any differentiation. Obviously, it would be better to allow users to drop the missing/unobserved entries
and to choose only the observed ones for training. To this end, we propose a new GP
factorization model, which no longer uses a Kronecker product to express the covariance
structure, and can leverage any subset of tensor entries for training. One can use balanced
zero and nonzero entries to avoid the learning bias; one can choose meaningful entries according to one’s domain knowledge. Specifcally, the new model assigns a GP prior over
the tensor entries, where the input for each entry is the concatenation of the corresponding
latent factors in each mode. In this way, the covariance does not take the Kronecker product
structure. Furthermore, to enable large-scale applications, we derive a tight, decomposable
variational evidence lower bound (ELBO), using functional derivatives and convex conjugates. The new ELBO subsumes the optimal variational posteriors and thus avoids ineffcient, sequential E-M updates and enables highly effcient, parallel computations, and
improved inference quality. Based on the new EBLO, we develop a key-value-free distributed inference algorithm in the M AP R EDUCE framework, which greatly reduces the IO
cost and fully exploits the memory cache mechanism in fast platforms such as S PARK. Our
experiments demonstrate not only the model’s superior prediction accuracy, as compared
with InfTucker and DinTucker, but also its scalability for use on large sparse tensors with
millions of nonzero elements.

1.3.4

Bayesian Sparse Learning with the Spike-and-Slab Prior for Correlated Relationship Discovery from Large-Scale High-Dimensional Data

As an important tool to identify correlated relationships, sparse learning is critical to
many applications with high dimensional data. While existing scalable sparse learning algorithms, such as FTRL-Proximal [5], can handle big data and yield great sparsity, they
penalize both the selected and unselected features’ weights and only produce point estimations. Thereby, their predictive performance are often undermined by this uniform shrinkage and they are unable to provide the confdence information with respect to the selected
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features. To address these issues, we developed OnLine Spike-and-Slab (OLSS), a frst
Bayesian online sparse learning approach based on the spike-and-slab prior. OLSS achieves
the same scalability and sparsity as FTRL-proximal, but realizes a more favorable, selective shrinkage effect, and at the same time produces uncertainty information, including the
posterior feature inclusion probabilities and weight variances. On text classifcation tasks
and click-through-rate prediction for Yahoo!’s display and search advertisement platforms,
we show that OLSS discovers interesting correlated relationships from millions of features,
and often demonstrates superior predictive performance to the state-of-the-art methods in
industry, including FTRL-Proximal and Vowpal Wabbit [6].

1.3.5

Bayesian Sparse Multiview Learning for Joint Cross Correlated Relationship
Discovery and Diagnosis of Alzheimer’s Disease

In many applications with multiview data, we are interested in two important and related
tasks: to identify relevant features for predicting the data instance labels, and to discover
the cross correlations (i.e., associations) between the features from different data sources.
We take Alzheimer’s Disease (AD) study as the target application. Given genetic variations and various phenotypic traits, such as Magnetic Resonance Imaging (MRI) features,
we consider two fundamental tasks in biomedical research: i) to select genetic and phenotypic markers for disease diagnosis and ii) to identify associations between genetic and
phenotypic features. These two tasks are tightly coupled because the underlying associations between genetic variations and phenotypic features contain the same biological basis
for a disease. While a variety of sparse models have been applied for disease diagnosis and
Canonical Correlation Analysis (CCA) as well as its extensions have been widely used in
association studies (e.g., eQTL analysis), these two tasks have been treated separately. To
unify them, we design a new sparse Bayesian approach for joint association study and disease diagnosis. In this approach, common latent features are extracted from different data
sources based on sparse projection matrices and used to predict multiple AD severity levels
based on GP ordinal regression; in return, the disease status is used to guide the discovery
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of relationships between the data sources. The sparse projection matrices, which are sampled from spike-and-slab priors, not only reveal interactions between data sources but also
select groups of biomarkers related to the disease. To estimate the model from data, we
develop an effcient VB-EM algorithm. Our simulation experiments demonstrate that our
approach achieves higher accuracy in both predicting ordinal labels and discovering associations between data sources than alternative methods that consider the two tasks separately.
We apply our approach to an imaging genetics dataset for the study of Alzheimer’s Disease
(AD). Our method identifes biologically meaningful relationships between genetic variations and MRI features, and achieves signifcantly higher accuracy for predicting ordinal
AD stages than the competing methods.
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2. BACKGROUND
2.1

Bayesian Learning
Bayesian learning uses probabilistic frameworks to formulate learning problems and to

estimate/infer model parameters. Specifcally, given the observed dataset D, we propose a
probabilistic sampling procedure to defne the learning model,
θ ∼ p(θ),

D ∼ p(θ|D)

where θ are the model parameters, p(θ) are the prior distributions and p(D|θ) are the data
likelihoods. For model estimation or inference, we compute the posterior distributions of
the model parameters, via Bayes’ rule:
p(θ|D) =

p(θ, D)
p(θ)p(θ|D)
=R
.
p(D)
p(θ)p(θ|D)dθ

(2.1)

Bayesian learning actually provides a strict mathematical framework to simulate human learning behaviors. That is, we start with prior assumptions/beliefs, learn from observations/facts, and adjust our beliefs/knowledge accordingly. In Bayesian framework, we
use prior distributions to encode the prior beliefs/assumptions; we use data likelihoods
to incorporate the information from data; fnally we integrate the prior knowledge with
data information to calculate the posterior distributions—which represent the updated beliefs/knowledge.
Compared with other machine learning techniques, Bayesian learning has two exclusive advantages. First, it provides a unifed, principled mathematical modeling framework,
where for each problem, we use probabilistic sampling procedures for model formulation
and use posterior inference for model estimation. This standard recipe is intuitive and convenient, preventing us from inventing heuristics for different problems and worrying about

11
extra justifcations. Second, Bayesian learning provides a seamless, fexible way to reason
under uncertainty. Through the posterior distributions, we can quantify the uncertainty of
any variables, and use it for subsequent evaluations and decisions. The uncertainty reasoning is very useful for real-world applications. For example, in health care, we need to
quantify people’s risk for different diseases; in weather forecast, we need to give the possibilities of different weather conditions.
Next, we will introduce two important families of Bayesian models, namely Bayesian
nonparametrics and sparse learning, which are exploited in this dissertation for discovering
the hidden complex relationships from data.

2.1.1

Bayesian Nonparametrics

Bayesian nonparametrics aim to capture complicated patterns or rich knowledge from
data. To this end, Bayesian nonparametrics use elastic prior distributions to enable the
model complexity, refected by the number of parameters, to increase along with data
growth. In this way, they can automatically adapt to the complexity of data patterns. Those
prior distributions are typically constructed from random processes; the observed data are
associated with the fnite projections of the random processes, and hence the prior distributions can adjust with the size of observed data. Here, we introduce two representative
nonparametric models, Gaussian processes (GPs) and Drichlet process mixtures (DPMs).

Gaussian Processes
Gaussian process (GP) models are powerful function estimators — they do not assume
any parametric form of the underlying functions; instead, they are able to automatically ft
the linearity or highly nonlinearity of the functions from data.
Specifcally, the task is to estimate an underling function f : Rd → R from an observed

> >
dataset {X, y} where X = [x>
1 , . . . , xn ] and y = [y1 , . . . , yn ]. Each xi is a d-dimensional

input vector and yi is the observed output, corrupted by some random noise. GP models
place a prior distribution over the function f — the collection of function values over all
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possible inputs are treated as one realization (or sample path) of a particular Gaussian
process. The ground truth function values at X, denoted by f = [f1 , . . . , fn ], are hence
fnite GP projections on X and follow a multivariate Gaussian distribution:
p(f |X) = N (f |f̄ , Knn )
where f̄ = [f¯(x1 ), . . . , f¯(xn )], and Knn (i, j) = k(xi , xj ). Here f¯(·) is the mean function,
and is often set to 0 for simplicity; k(·, ·) is the covariance function that characterizes the
similarity between two inputs. We can choose an arbitrary semi-defnite positive kernel
function as the covariance function, e.g., RBF kernel, k(xi , xj ) = a20 exp(− 2σ1 2 kxi − xj k2 )
0

where a0 and σ0 are the kernel parameters. Given the latent function values f , we use some
noisy model to sample the observed outputs y = [y1 , . . . , yn ]. For example, we can use the
Gaussian model to sample the continuous outputs,
p(y|f ) = N (y|f , τ I),
where τ is the noise variance. The joint probability is given by
p(f , y|X) = N (f |0, Knn )N (y|f , τ I).
We can further obtain the marginal probability of the observed output y:
p(y|X) = N (y|0, Knn + τ I).
The model parameters include the noise variances and the kernel parameters. Note that
the latent function values f , although being marginalized out, are implicit model parameters
and grow along with data; they indicate the model complexity.
In essence, to ft functions from data, GP models leverage the smoothness of these
functions — roughly speaking, the function values tend to be similar when their inputs
are close — the smoothness is captured through the defnition of the covariance (kernel)
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function, i.e., the covariance between fi and fj , which refects their similarity, is decided
by the similarity between their inputs xi and xj , defned as k(xi , xj ); the smooth degree
is further learned from the estimation of the kernel parameters. Therefore, even without
any parametric assumption, GP models are still able to recover various functions hidden in
the data. This is much more powerful and fexible than other methods, such as polynomial
interpolations, because we do not impose any assumptions regarding the target functions,
except the smoothness.
Another view of GP models is that they are an extension of the linear regression model
with nonlinear feature transformations and with model weights marginalized out via kernel
tricks. Interesting readers are referred to [7], which gives a thorough introduction to GP
models.

Dirichlet Process Mixtures
Dirichlet process mixture (DPM) [4] models are able to discover an unbounded number
of clusters from data. Unlike the classical k-means algorithm that needs to know the cluster
number beforehand, Dirichlet process mixture model can automatically infer the appropriate number of clusters, as well as the cluster information, such as the cluster centers and
memberships. To this end, DPMs use a Dirichlet process (DP) prior distribution, which can
sample an infnite number of clusters. To sample each data point xi , we frst sample its cluster assignment and then use the corresponding cluster information, say, the cluster center,
to sample xi (this is similar to the probabilistic interpretation of the k-means algorithm).
Although we assume an infnite number of clusters beforehand, after posterior inference
we know the posterior cluster assignment for each data point xi and hence obtain the total
number of clusters for all the data points.
Specifcally, the Dirichlet process (DP) prior is parameterized by a concentration parameter α and a base measure G0 (e.g., standard Gaussian distribution). The sample (or
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sample path) G of the DP prior is a random measure, with probability one being a discrete
measure having infnite, countable point masses:
G(·) =

∞
X

πj 1ηj (·)

(2.2)

j=1

where πj ≥ 0,

P∞

j=1

πj = 1, ηj ∼ G0 (·), and 1ηj (·) is the indicator function that 1ηj (x) =

1 if and only if x = ηj .
In the DPM model, we associate each component ηj with a cluster — ηj characterize the cluster, for example, ηj can include the center and width. The mixture weights
{π1 , . . . , π∞ } are treated as the cluster assignment probabilities. Hence for each observed
data point xi , we frst sample its cluster assignment zi and then use the corresponding the
cluster information to sample xi :
zi ∼ Multinomial(π1 , . . . , π∞ ),

xi ∼ p(xi |ηzi ).

Now let us look at how to sample the measure G in (2.2) from the DP prior, DP(α, G0 ).
We introduce the stick-breaking construction [8]. We frst sample an infnite collection of
random variables v = {v1 , v2 . . .} from
p(v) =

∞
Y
j=1

Beta(vj |1, α).

The mixture weight πj is then obtained from

π j = vj

j−1
Y

(1 − vk ).

k=1

Each mixture components η = {η1 , η2 , . . .} are sampled from
p(η) =

∞
Y
j=1

G0 (ηj ).
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Finally, given the observed dataset X = [x>
1 , . . . , xn ], the joint probability of the DPM

model is
p(X, v, η, z|α, G0 ) =

∞
Y
j=1

Beta(vj |1, α)

∞
Y

G0 (ηj )

j=1

j−1
n Y
∞
Y
� Y
1(z =j)
·
vj
(1 − vk ) i p(xi |ηzj ).
i=1 j=1

(2.3)

k=1

The posterior distribution of the cluster assignments z = {z1 , . . . , zn } therefore decides the
cluster number and membership for each data point in X.
Note that for fnite data there can only be a fnite number of clusters, hence the effective
model parameters are upper bounded by the number of data points, n. However, when the
size of data grows to be infnity, DPM still can capture the possible infnite number of
clusters in the limit. The effective model parameters increase with the data growth to adapt
to the emergence of the new clusters.

2.1.2

Sparse Learning

Sparse learning aims to capture succinct patterns from data. It assumes that the data are
mostly noisy and only contain a small amount of useful signals. To identify those signals,
sparse learning usually starts with a model including all the candidates and then jointly
removes ones that are useless or even harmful for the model to ft the data.
Sparse learning is widely used to select a subset of features/variables correlated with
interesting responses, i.e., the correlated relationships, from high dimensional data. Let
us denote the dataset by D = {(x1 , y1 ), . . . , (xN , yN )}, where each xn is a d-dimensional
input feature vector and yn is the response. To identify the relevant subset of features, sparse
learning assigns a weight wi for each feature i (1 ≤ i ≤ d), and shrinks the weights of the
irrelevant features to zero during the learning procedure. Specifcally, two components are
usually incorporated: one integrates all the feature weights to explain the observed data,
and the other encourages the feature weights to be zero. The goal is to fnd the best trade-
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off between the two components; that is, an appropriate subset of nonzero feature weights
that can well explain the data.
Most sparse learning models are based on L1 regularizations. Suppose the responses
{y1 , . . . , yN } are real-valued and we use linear regression to ft the data. A typical L1 regularization method, namely lasso [9], identifes the relevant features by minimizing the
following cost function:

C(w, D) =

N
X
n=1

>

2

kyn − w xn k + λ

d
X
j=1

|wj |

(2.4)

where λ is the regularization strength. The L1 regularizer λ| · | enforces a strong shrinkage,
and encourages each feature weight wj to be 0 — this is a uniform shrinkage effect. During training, the weights for the irrelevant features are shrinked to 0 and pruned; only the
relevant features are preserved with nonzero weights.
Bayesian sparse learning instead introduces sparse prior distributions over the feature
weights. The sparse prior distributions encourage the feature weights to be 0 as well. For
example, the Laplace prior is the counter-part of the L1 regularizer. We can assume each
weight wi is sampled from a Laplace prior,
p(wi ) ∝ exp(−λ|wi |).
Given the feature weights, each observed response yn is then sampled from
p(yn ) = N (yn |w> xn , τ ).
The joint probability is given by

p(w, D) ∝

N
Y
n=1

>

N (yn |w xn , τ )

d
Y
j=1

exp(−λ|wj |).

It is easy to see that the logarithm of the joint probability is consistent with the cost function
form in (2.4). After posterior inference, the weights for the irrelevant features obtain poste-
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rior distributions concentrating on 0 and we prune them accordingly. We select the relevant
features whose posterior distributions have large probability mass on nonzero regions.
It is noteworthy that although L1 -type (or Laplace prior) methods are dominant in sparse
learning applications, their model estimation can suffer from the uniform shrinkage effect
— each feature weight has to be shrinked, no matter whether it is selected or not. This is
actually unfavorable, because the weights of the selected features should be fully learned
from data, rather than be affected by the L1 regularizers as well. In Chapter 6, we will
develop a sparse learning algorithm based on a much more ideal prior distribution, namely
Bayesian spike-and-slab prior, to address this problem.

2.2

Hidden Relationship Discovery
Now, we introduce the background knowledge to discover the interactive and correlated

relationships hidden in tensor, high dimensional and multiview data.

2.2.1

Interactive Relationship Discovery from Tensor Data

First, let us defne basic notations and operations for tensors. We denote a K-mode
tensor by M ∈ Rm1 ×m2 ...×mK , where the k-th mode has mk dimensions, indicating mk
entities. We use mi (i = (i1 , . . . , iK )) to denote M’s entry at location i. Using the vectorQ
ization operation, we can stack all of M’s entries in a vector, vec(M), with size K
k=1 mk
by 1. In vec(M), the entry i = (i1 , . . . , iK ) of M is mapped to the entry at position
P
QK
r1 ×...×rK
j = iK + K−1
(i
−
1)
and a matrix U ∈ Rs×rk ,
k
k=1
k+1 mk . Given a tensor W ∈ R
a mode-k tensor-matrix multiplication between W and U is denoted by W ×k U, which is
a tensor of size r1 × . . . × rk−1 × s × rk+1 × . . . × rK . The entry-wise defnition is
(W ×k U)i1 ...ik−1 jik+1 ...iK =

rk
X

wi1 ...iK ujik .

ik =1

To capture the interactive relationships between tensor modes, we usually use factorization approaches. That is, we frst introduce a set of latent factors to represent the entities in
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each tensor mode and then model how the latent factors interact with each other to generate
the tensor elements. Through model estimation, we simultaneously obtain the latent factor
representations and the characterization of their interactive relationships.

Tucker Decomposition
The classical Tucker decomposition [1] model introduces a latent factor matrix Uk ∈

Rdk ×rk (where each row consists of the latent factors for one entity) in each mode k and a

core tensor W ∈ Rr1 ×...×rK ; then Tucker decomposition assumes the whole tensor M is
generated by
M = W ×1 U(1) ×2 . . . ×K U(K) = [[W; U(1) , . . . , U(K) ]].
Note that this is a multilinear function of W and {U(1) , . . . , U(K) }. Tucker decomposition
can be further simplifed by restricting r1 = r2 = . . . = rK and the off-diagonal elements
of W to be 0. In this case, the Tucker model becomes CANDECOMP/PARAFAC (CP)
decomposition [2].
Tucker and CP decompositions are the most widely used approaches for tensor data
analysis. However, they both use simple multilinear forms to model the interactions between tensor modes, hence are unable to capture complicated, possibly highly nonlinear
relationships underlying data.

Infnite Tucker Decomposition
The infnite Tucker decomposition (InfTucker) [3] is the frst approach that can capture
various, nonlinear interactive relationships in tensor data. InfTucker generalizes the Tucker
model to an infnite feature space via a tensor-variate Gaussian process (TGP) [3]. Specifically, in the Bayesian framework, we assign a standard normal prior over each element of
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the core tensor W, and then marginalize out W to obtain the distribution of the tensor given
the latent factors:
p(M|U(1) , . . . , U(K) ) = N (vec(M)|0, Σ(1) ⊗ . . . ⊗ Σ(K) )

(2.5)
>

where vec(M) is the vectorization of the whole tensor, Σ(k) = U(k) U(k) and ⊗ is the
Kronecker-product. Next, we apply the kernel trick to model nonlinear interactions between the latent factors: each row ukt of the latent factors U(k) is replaced by a nonlinear feature transformation φ(ukt ) and thus an equivalent nonlinear covariance matrix
>

Σ(k) = k(U(k) , U(k) ) is used to replace U(k) U(k) , where k(·, ·) is the covariance function.
After the nonlinear feature mapping, the original Tucker decomposition is performed in an
(unknown) infnite feature space. Furthermore, since the covariance of vec(M) is a function of the latent factors U = {U(1) , . . . , U(K) }, Equation (2.5) actually defnes a Gaussian
process (GP) on tensors, namely tensor-variate GP (TGP) [3], where the input are based on
the latent factors U.
The InfTucker model assumes the latent factors U are sampled from element-wise
Laplace priors p(U), which encourage sparse estimation for easy model interpretation.
Given U, a latent real-valued tensor M is sampled from the TGP. Then, given M, the
observed tensor Y is sampled from a noisy model p(Y|M). For example, we can use Gaussian models for continuous observations and probit models for binary observations. Thus
the joint distribution is
p(Y, M, U) = p(U)p(M|U)p(Y|M).
2.2.2

(2.6)

Correlated Relationship Discovery from High Dimensional Data

As mentioned in Section 2.1.2, we can use sparse learning tools to identify the correlated relationships from the high dimensional data. For example, Given the data D =
{(x1 , y1 ), . . . , (xN , yN )}, where each xn is a d-dimensional input feature vector and yn is
the interesting response, we can use L1 regularization approaches or Bayesian Laplace pri-
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ors to select a subset of features that are correlated with the response. In large-scale high
dimensional data, however, the numbers of both the features and samples, i.e., n and d,
are very large, say, over millions, making the traditional sparse learning algorithms infeasible. To address this issue, recently, [5] developed Follow-The-Regularized-Leader(FTRL)
Proximal, an online algorithm for L1 /L2 regularizations. FTRL-Proximal sequentially processes data samples, and updates or shrinks the feature weights in real time. FTRL-Proximal
is scalable to huge numbers of samples and very high dimensional features. FTRL-Proximal
has become the state-of-the-art and been successfully applied in click-through-rate(CTR)
prediction for Google’s online advertising system [10].

2.2.3

Cross-Correlated Relationship Discovery from Multiview Data

Suppose there are two (heterogeneous) data views, one are represented by p features and
the other are described by q features. Given data from n instances, we denote the frst data
view by a p×n matrix X = [x1 , . . . , xn ], the second view by q ×n matrix Z = [z1 , . . . , zn ].
Usually, we also have label information, denoted by a n × 1 vector y = [y1 , . . . , yn ]> .

Given the multiview data {X, Z, y}, an interesting problem is identifcations of the cross
correlations between features from different views, which can be represented by a p × q
(sparse) matrix.
Take Alzheimer’s disease (AD) study as an example. Typically, AD data contain two
views: one are the single nucleotide polymorphisms (SNPs) that indicate the genetic variations of human subjects; the other are the intermediate phenotypes, such as cortical thickness of different brain regions based on the magnetic resonance imaging (MRI). To study
AD mechanism, a crucial step is to identify the cross correlations (i.e., associations) between genetic variations and intermediate phenotypes. This identifcation can help us locate
a subset of polymorphisms which may have functional consequences on brain structures.
To discover the associations, existing methods are mainly based on Canonical Correlation Analysis (CCA) and its extensions [11–14]. CCA aims to fnd a projection matrix (i.e.,
canonical coeffcients) for each data view, such that the correlation between the projected
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data views are maximized. The associations can then be read from the cross-product of the
projection matrices.
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3. DISTRIBUTED INFINITE TUCKER DECOMPOSITION FOR
INTERACTIVE RELATIONSHIP DISCOVER FROM LARGE
TENSORS
3.1

Motivation
Real-world datasets with multiple aspects are usually described by multidimensional

arrays, i.e., tensors. For example, an access log database can be represented by an tensor
with three modes (user, fle, action) and patient-drug responses by an tensor with four
modes (person, medicine, biomarker, time). Given tensor-valued data, an important task is
to capture the complex interactive relationships embedded in data and use them to predict
missing entries (e.g., unknown drug responses in patient-drug responses data).
Despite the success of traditional tensor analysis methods, such as Tucker [1], CANDECOMP/PARAFAC (CP) [2] and their generalizations [15], they are mostly multilinear
methods and are diffcult to handle complex interactions among tensor modes. Therefore,
nonlinear tensor decomposition methods based on Bayesian nonparametrics, such as InfTucker [3, 16] and its generalization, random function prior models [17], have been proposed. Theoretically justifed by the generalization of de Finetti’s theorem for RCE arrays [18, 19], these models are able to capture the nonlinear relationships between tensor
modes and often lead to a superior predictive performance. However, a critical bottleneck of
InfTucker and its generalization is that they mainly operate on data that can ft in the memory of a singe computer and cannot employ the parallel computing power from computer
clusters or graphics processing units (GPUs). This largely stems from a global Gaussian
process (GP) assumption, which treats the (vectorized) whole tensor as one GP projection,
and makes them infeasible for real-world large data.
To address this issue, we propose Distributed Infnite Tucker (DinTucker) decomposition, a new nonlinear tensor decomposition model based on local GP assumption. It splits
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the whole tensor into many small subtensors, each of which is sampled from a local tensorvariate GP. By conducting infnite Tucker decomposition on subtensors in a distributed
manner, DinTucker is scalable to massive tensor data, while keeping the nonlinear modeling power. The major contributions of this work are summarized as follows:
1. Model and Algorithm. A new hierarchical Bayesian model for tensor analysis is proposed, which enables distributed training of InfTucker on subtensors, and information integration from all local training results. For fast inference, a distributed variational inference algorithm based on stochastic gradient descent is developed.
2. Scalability. The local training scheme enables DinTucker to scale to tensor data with
more than 50 billion elements (as demonstrated in Table 3.1). Furthermore, DinTucker enjoys almost linear scalability to the number of computational nodes.
3. Analysis. We show a close connection between DinTucker and InfTucker: under certain conditions, the model evidence of DinTucker is associated with an evidence
lower bound of InfTucker. The conclusions are applicable to general GP and local
GP models.
4. Applications. DinTucker has been applied to analyze knowledge bases [20] and user
access log from an Internet company. On both cases, DinTucker achieves signifcantly higher prediction accuracy with less training time compared with GigaTensor [21], the state-of-the-art large-scale tensor decomposition algorithm.

3.2

Hierachical Bayesian Model for DinTucker
A major bottleneck of InfTucker is that it cannot scale up to large tensors. It requires

the entire data to be stored in the main memory of a single computer; this requirement
is not satisfed by many real-world tensor data. Furthermore, InfTucker uses sequential
updates and, thus, cannot utilize the massive parallelism offered by a distributed computing
environment.
This stems from a global GP assumption used by InfTucker: it assumes all elements of
the tensor M are sampled from a global Gaussian process given latent factors U. As a result,
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U

Ũn

Mnt

Ynt
t=1. . . Tn
n=1. . . N

Fig. 3.1. The graphical representation of the Distributed Infnite Tucker Decomposition (DinTucker) Model.
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computing the distribution for the global M — p(M|U(1) , . . . , U(K) ) in Equation (2.5)
— requires computing the Kronecker-product of the covariance matrices and its inverse.
This matrix inversion is prohibitively expensive. Although InfTucker [3] exploits properties
of the Kronecker product to avoid the naive computation, it still needs to perform eigendecomposition over the covariance matrix for each mode, which is infeasible for a large
dimension mk . Moreover, all the latent factors are coupled in p(M|U(1) , . . . , U(K) ) so that
we cannot distribute the computation over many computational units.
To overcome these limitations, we propose DinTucker that assumes the data are sampled from many, smaller GP models, and the latent variables for these GP models are coupled together in a hierarchical Bayesian model. The local GP enables fast computation
over subtensors and the hierarchical model architecture allows information sharing across
different subtensors — making distributed inference possible.
Specifcally, we frst break the observed tensor Y into N subtensors {Y1 , . . . , YN } for
multiple computational units (e.g., one per M APPER in M AP R EDUCE). Each subtensor is
(1)
˜ n(K) }. Then we tie these
sampled from a GP based on latent factors Ũn = {Ũn , . . . , U

latent factors to the common latent factors U = {U(1) , . . . , U(K) } via a prior distribution
Q
(k)
(k)
p(Ũn |U) = K
k=1 N (vec(Ũn )|vec(U ), λI) where λ is a variance parameter that controls the similarity between U and Ũn .
Furthermore, we use stochastic gradient descent (SGD) to optimize {Ũn } and U due
to its computational effciency and theoretical guarantees. The use of SGD naturally enables us to deal with dynamic tensor data with increasing sizes over time. To use SGD,
we break each Yn into Tn smaller subtensors Yn = {Yn1 , . . . , YnTn }. We allow the subtensors from each Yn to share the same latent factors {Ũn }. The reason that we do not
need to explicitly introduce another set of latent factors, say, {Ũnt }t , for subtensors in each
Yn is the following: suppose we have a prior p(Ũnt |Ũn ) to couple these Ũnt , we can set
p(Ũnt |Ũn ) = δ(Ũnt − Ũn ) (δ(a) = 1 if and only if a = 0) without causing conficts between updates over Ũnt — since they are updated sequentially. This situation is different
from parallel inference over Ũn for which, if we simply set Ũn = U for all n, we will have
conficts between inconsistent Ũn estimated in parallel from different computational units.
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Given Ũn , a latent real-valued subtensor Mnt is sampled from the corresponding local
GP. Then we sample the noisy observations Ynt from the latent subtensor Mnt . Denoting

n
by Mn , we have the joint probability of our model
{Mnt }Tt=1

p(U, {Ũn , Mn , Yn }N
n=1 )
=

N
Y

n=1

p(Ũn |U)

Tn
Y
t=1

p(Mnt |Ũn )p(Ynt |Mnt ).

(3.1)

Note that Mnt depends only on its corresponding elements in Ũn , so that the computation of p(Mnt |Ũn ) is effcient. The graphical model of DinTucker is shown in Figure
3.1.
Compared with InfTucker, the joint probability of DinTucker replaces the global term
p(M|U(1) , . . . , U(K) ) in (2.5) (which couples all the latent factors and the whole latent
tensor M) by smaller local terms. These local terms require much less memory and processing time than the global term. More important, the additive nature of these local terms
in the log domain enables distributed inference.

3.3

Distributed Inference on M AP R EDUCE
Now we present our distributed inference algorithm in M AP R EDUCE framework. We

focus on binary tensor data, for which we use the probit model for p(Ynt |Mnt ). It is
straightforward to modify the following presentation to handle continuous and count data.
First, we use data augmentation to decompose the probit model into
p(yi |mi ) =

Z

p(yi |zi )p(zi |mi )dzi

where
p(yi |zi ) = 1(yi = 1)1(zi > 0) + 1(yi = 0)1(zi ≤ 0),
p(zi |mi ) = N (zi |mi , 1).
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Here 1(·) is the binary indicator function. For each Mnt ∈ Mn , we introduce an aug-

n
. The joint probability of the augmented model
mented Znt . Let us denote Zn = {Znt }Tt=1

is
p(U, {Ũn , Mn , Zn , Yn }N
n=1 )
=

N
Y

n=1

3.3.1

p(Ũn |U)

Tn
Y
t=1

p(Mnt |Ũn )p(Znt |Mnt )p(Ynt |Znt ).

Variational Approximation

We then apply variational EM to optimize the latent factors U, {Ũn }: in the E-step, we
use the variational approximation and, in the M-step, we apply SGD to maximize the variational lower bound over the latent factors. Specifcally, in the E-step, we use a fully factorQN QTn
ized distribution q({Zn , Mn }N
n=1 ) =
n=1
t=1 q(Znt )q(Mnt ) to approximate the posN
terior distribution p({Zn , Mn }N
n=1 |{Yn , Ũn }n=1 , U). The variational inference minimizes

the Kullback-Leibler (KL) divergence between the approximate and the exact posteriors by
coordinate descent. The variational updates for q(Znt ) and q(Mnt ) are the same as those
for q(Z) and q(M) in [3].

3.3.2

Estimating Latent Factors

Given the variational distributions, we estimate the group-specifc latent factors {Ũn }
and the common latent factors U by maximizing the expected log joint probability,
h
i
)
.
Eq log p(U, {Ũn , Yn , Zn , Mn }N
n=1
Specifcally, we optimize the group-specifc latent factors {Ũn }N
n=1 via SGD in the M AP
step and update the common latent factors U in the R EDUCE step.
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Estimating the Group-Specifc Latent Factors {Ũn } via MAPPER
Given U, the expected log likelihood function with respect to Ũn is
f (Ũn ) = log(p(Ũn |U)) +
+

Tn
X
t=1

Tn
X
t=1

h
i
Eq log(p(Mnt |Ũn ))

Eq [log(p(Znt |Mnt ))] .

(3.2)

We have investigated L-BFGS to maximize Equation (3.2) over Ũkn but SGD turns out
to give better performance. To perform SGD, we frst rearrange the objective function in
P n
Equation (3.2) as a summation form f (Ũn ) = Tt=1
gnt (Ũn ), and
h
i
1
log(p(Ũn |U)) + Eq log(p(Mnt |Ũn ))
gnt (Ũn ) =
Tn
+ Eq [log(p(Znt |Mnt ))]
K

1 X
˜ (j) )k2
=−
kvec(U(j) ) − vec(U
n
2Tn λ j=1
(1)

1

(K)

1

+ k[[Eq [Mnt ] ; (Σnt )− 2 , . . . , (Σnt )− 2 ]]k2
K
X
�
mnt
(k)
+
log |Σnt | + tr Λnt −1
mnt,k
k=1

where mnt,k is the dimension of k-th mode in Ynt , mnt =

QK

k=1

nt



(3.3)

(1)

mnt,k , Λnt = Σnt ⊗ . . . ⊗

(K)
(k)
(k) ˜ (k)
˜ nt
Σnt , Σnt = k(U
, Unt ) is the k-th mode covariance matrix over the sub-factors of Ũn ,

and

nt

is the statistics computed in the variational E-step.

We randomly shuffe the subtensors in Yn and sequentially process each subtensor. For
each subtensor Ynt , we have the update:
Ũn = Ũn + η∂gnt (Ũn ).

(3.4)

The gradient ∂gnt (Ũn ) has a form similar to that of the expected log joint probability
with respect to global latent factors U in InfTucker. We omit the detailed equation here
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and refer the detail to the paper of InfTucker [3]. The SGD optimization for each Ũn is
implemented by a M AP task in the M AP R EDUCE system.

Estimating the Parent Latent Factors U via REDUCER
Given {Ũ1 , . . . , U˜N }, the expected log joint probability as a function of U is f (U) =
PN PK
(k)
(k)
n=1
k=1 log N (Ũn |U , λI). Setting this gradient to zero, we have the simple update
for U:
U(k) =

N
1 X (k)
Ũ .
N n=1 n

(3.5)

This is implemented in the R EDUCE step of M AP R EDUCE. Finally, the algorithm is
summarized in Algorithm 2.

3.3.3

Algorithm Complexity

P
3
The time complexity of InfTucker is O( K
k=1 mk + mk m) where mk is the dimension
Q
of mode k and m = K
k=1 mk . If any mk is large, InfTucker is computationally too expensive to be practical. For DinTucker, if the dimension of a subtensor in mode k is mk , the
QK
P
3
time complexity of analyzing it is O( K
k=1 mk + mk m) where m =
k=1 mk is the total
number of entries in a subtensor. When we set identical mk for any k, the time complexity
1

becomes O(m(1+ K ) ). Given L subtensors and N M APPER nodes, the time complexity for
1

each M APPER node is O( NL m(1+ K ) ), nearly linear in the number of elements in each small
subtensor.
The space complexity of InfTucker is O(m+

PK

k=1

mk2 +mk rk ) because it needs to store

the whole tensor and the covariance matrices for all modes in the memory of a computer,
in addition to the latent factors. This is obviously infeasible for large data. By contrast,
DinTucker only needs to store one small subtensor and its covariance matrices in each
P
2
M APPER node via streaming, and the space complexity is O(m + K
k=1 mk + mk rk ).
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Algorithm 1 VB-SGD(Yn , Tn , η, λ, U)
Random shuffe subtensors in Yn .
Initialize Ũn with U.
for t=1 to Tn do
Pick up t-th subtensor Ynt in Yn .
Carry out variational E-step to optimize q(Mnt ) and q(Znt ).
Update Ũn : Ũn = Ũn + η∂gnt (Ũn ).
end for
return Ũn

Algorithm 2 DinTucker ({Y1 , . . . , YN }, U0 , T , η, λ, R)
Initialize U with U0 .
repeat
for all n ∈ {1, . . . , N } parallel do
M AP task n: Ũn = VB-SGD(Yn , T, η, λ, U).
end for
R EDUCE task: aggregate all M AP results {Ũ1 , . . . , U˜N } to update U, i.e., U(k) =
PN ˜ (k)
1
n=1 Un .
N
until R iterations
return U
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3.3.4

Strategies for Sampling Subtensors

Here we discuss three ways to generate subtensors used in our training. To optimize the
performance of M AP R EDUCE, we make these subtensors in the same size to ensure that
the work load is balanced across M APPER nodes. To achieve this, we investigated three
strategies.
• Uniform sampling. This is the simplest method: we just uniformly sample a set
of indexes of size mk , for each mode k, to defne a subtensor. To make multiple
subtensors, we just repeat this process so that each subtensor has the same size.
• Weighted sampling. This strategy aims to let each subtensor contain roughly the
same number of nonzero elements. In other words, we sample each nonzero element
with the equal chance. This strategy is the same as the frst one but with a critical
difference: instead of sampling a set of indexes uniformly for each mode, we sample these indexes based on weights of the corresponding tensor slices. The weight
of an tensor slice is defned as the number of nonzero elements in the slice. Due to
the weighted sampling, the numbers of nonzero elements in different subtensors are
similar to each other. A slice with a large weight contains rich information; for example, for the two-dimensional case, a slice corresponds to a network node and the
large weight means that this node has many connections to other nodes. The weighted
sampling strategy naturally gives more weights to these important slices (nodes).
• Grid sampling. It ensures the coverage of every element of the whole tensor. Specifically, we frst randomly permute the indexes in each mode, then partition the permuted indexes into multiple segments with the same size, and repeat this process for
each mode to generate a grid. In this grid, each (hyper-)cube contains a subtensor.
We can repeat this process to generate more subtensors.
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3.3.5

Prediction via Bagging of Local GPs

To predict unknown entries, InfTucker needs to compute the posterior of the whole latent tensor, which is infeasible for large tensors. To address this issue, we use a collection
local GP models on subtensors to predict missing entries and aggregate the predictions
by bagging. Specifcally, we frst sample subtensors, fnd their corresponding latent factors, and then use them to calculate predictive means of the unknown elements with GP
prediction, and fnally aggregate the predictive means by averaging. Because DinTucker
can quickly provide predictions on the small subtensors, it achieves fast fnal predictions.
Note that Bagging [22] has been widely used to improve many machine learning methods
such as neural networks and decision trees and recently has also shown effective on GP
models [23].

3.4

Theoretical Connections
We now investigate the connection between DinTucker and InfTucker in terms of their

model evidence.
First, for simplicity, we consider real-valued tensors and use a Gaussian noise model
for p(Y|M) in both InfTucker and DinTucker, i.e., p(Y|M) = N (vec(Y)|vec(M), τ I);
according to (2.5)(2.6), the marginal probability of InfTucker given U is
�

pI (Y|U) = N vec(Y)|0, Σ(U, U) ,

(3.6)

where Σ(U, U) = k(U(1) , U(1) ) ⊗ . . . ⊗ k(U(K) , U(K) ) + τ I. Now we partition the indices
of each mode into multiple segments with the same size. Each segment corresponds to a set
of latent factors (in that mode). Using the segments from different modes, we form a grid
partition of the whole tensor, Y = {Y1 , . . . , Yn }, where each subtensor contains d elements.
Let us index i-th subtensor by (is1 , . . . , isK ) where isk represents the corresponding segment
(1)

(K)

in mode k. The corresponding latent factors are denoted by {Uis1 , . . . , Uis }. Then we
K

can obtain a block form for the covariance of InfTucker: Σ(U, U) = {Σij }1≤i,j≤n , where
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(1)

(1)

(K)

(K)

K

K

Σij = k(Uis1 , Ujs1 ) ⊗ . . . ⊗ k(Uis , Ujs ) + δ(i − j)τ I. Note that Σij actually describes
the similarity between subtensors i and j.
Next, we derive a variational evidence lower bound for InfTucker based on the subtensors. Specifcally, we frst decompose Σ(U, U) into the summation of two block matrices
using the following theorem.
Theorem 3.4.1 Given a block matrix Σ = {Σij }  0, there exists α ∈ [0, 1], such that
(1)

(1)

Σ = Σ(1) + Σ(2) where Σ(1)  0, Σ(2)  0, Σii = (1 − α)Σii , Σij = Σij (i 6= j), and
Σ(2) is block diagonal: Σ(2) = diag({αΣii }).
Proof First, it can be directly verifed that Σ = Σ(1) + Σ(2) . Next, because Σ  0,
each Σii  0(1 ≤ i ≤ n); therefore, Σ(2)  0 for any α > 0. Finally, let us look
at Σ(1) . Each entry of Σ(1) can be considered as a function of α; ones not containing α
is a constant function; thus Σ(1) can be denoted by M(α) and M(0) = Σ. Now let us
consider the eigen-values of M(α) — the roots of the characteristic polynomial of M(α),
P
gα (λ) = |λI − M(α)| = k pk (α)λk . Apparently, each coeffcient pk (α) is a continuous
function of α, because pk (α) is a continuous function of the entries of M(α), and each entry
of M(α) is a continuous function of α—a continuous function of a continuous function is
continuous. Using Theorem 1 in [24], we can conclude that every root λ(α) of gα (λ) is a
continuous function of α. Because when α = 0, M(0) = Σ  0; all the roots of g0 (λ) (i.e.,
eigen-values of Σ) are bigger than zero, i.e., λ(0) > 0. According to continuity, there must
exist α ∈ (0, 1) such that all the roots of gα (λ), i.e., λ(α) > 0. Thus the corresponding
M(α) = Σ(1)  0.
Based on the decomposition in Theorem 3.4.1, we can construct an equivalent augmented model for InfTucker, by introducing a latent variable f :
f ∼ N (f |0, Σ(1) ),

Y|f ∼ N (vec(Y)|f , Σ(2) ).

(3.7)

The log marginal likelihood (i.e., log model evidence) of InfTucker can be written as
�R

N (f |0, Σ(1) )N (vec(Y)|f , Σ(2) )df .
log(pI (Y|U)) = log
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Using Jensen’s inequality, we have
Z

�

log(pI (Y|U)) ≥ log N (vec(Y)|f , Σ(2) ) N (f |0, Σ(1) )df
n Z
X
�

=
log N (vec(Yi )|fi , αΣii ) N (fi |0, (1 − α)Σii )df .
i=1

Note that we use the property that Σ(2) is block diagonal. The resulted bound is a variational
lower bound and the equality is achieved by setting the partition number n to 1 and α to 0.
When α > 0, we obtain
log(pI (Y|U)) ≥

n
X
i=1

1
1
1
− log |2πΣii | −
vec(Yi )> Σ−
ii vec(Yi )
2
2α

nd
nd
−
log(α) −
(1 − α) = L(α).
2
2α

(3.8)

Now we consider DinTucker built on subtensors {Y1 , . . . , Yn }. For simplicity, we set

λ = 0 in the prior of group-specifc latent factors so that p(U˜n |U) = δ(U − U˜n ). Then the
log marginal likelihood of DinTucker becomes
log(pD (Y|U)) =

n
X

log(N (vec(Yi )|0, Σii ))

i=1

=

n
X
i=1

1
1
1
− log |2πΣii | − vec(Yi )> Σ−
ii vec(Yi ).
2
2

(3.9)

Comparing (3.8) and (3.9), we obtain the following conclusions.
Corollary 3.4.1.1 The log evidence of DinTucker has the same form as L(1).
While the above observation exhibits a strong connection between DinTucker’s model evidence and the variational lower bound of InfTucker’s model evidence, in terms of mathematical formulas, we need to note that L(1) is not guaranteed to be a correct lower bound.
That is because Σ(1) can be indefnite so that the augmented model (3.7) can be invalid
when α = 1.

35
Theorem 3.4.2 When τ ≥

1
,
2π

DinTucker’s evidence associates with an evidence lower

bound of InfTucker. Specifcally, there exits α ∈ (0, 1) such that
1
log(pD (Y|U))
α
nd
nd
−
log(α) −
(1 − α).
2
2α

log(pI (Y|U)) ≥ L(α) ≥

Proof When τ ≥
2πτ I| ≥ 1; thereby

1
,
2π
1
2α

(1)

(1)

(K)

(K)

K

K

we have |2πΣii | = |2πk(Uis1 , Uis1 ) ⊗ . . . ⊗ k(Uis , Uis ) +
1
2

log |2πΣii | − log |2πΣii | ≥ 0. Then

n
X
i=1

1
1
1
vec(Yi )> Σ−
− log |2πΣii | −
ii vec(Yi )
2
2α

n
X
1 1
1
1
(− log |2πΣii | − vec(Yi )> Σ−
ii vec(Yi )
α
2
2
i=1
�

1
= log pD (vec(Y)|U) .
α

≥

Thus we have
n
X

1
1 > −1
nd
nd
− log |2πΣii | −
yi Σii yi −
log(α) −
(1 − α)
2
2α
2
2α
i=1
�
 nd
1
nd
log(α) −
(1 − α).
≥ log pD (vec(Y)|U) −
α
2
2α

L(α) =

Note that the above analysis is general for GP models: if we partition GP input X into
{X1 , . . . , Xn }, responses y into {y1 , . . . , yn } and use local GP to model each yi as an
independent GP projection on Xi , we obtain the same conclusions. Therefore, our analysis
reveals the connection not only between InfTucker and DinTucker, but also between general
GP and local GP models.
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3.5

Discussion and Related Work
Many works have been proposed for tensor decomposition, such as [15, 25–33]. The

majority of them are based on multilinear factorization schemes. Despite their success,
they are incapable of capturing complex, nonlinear interactive relationships in data. While
InfTucker [3] overcomes this issue by generalizing Tucker decomposition into infnite feature space using tensor-variate Gaussian processes, the global GP formulation severally
restricts the scalability of InfTucker and makes it impractical for real-world large applications. DinTucker is built with a divide-and-conquer strategy and its hierarchical modelling
nature enables effcient parallel inference and soft information sharing from different local
GPs on subtensors. As a distributed extension of InfTucker, DinTucker maintains the modelling power of InfTucker and is feasible for real-world large tensor analysis. Moreover, we
reveal the connection between DinTucker and InfTucker in terms of model evidence. The
conclusions are general for global GP and local GP models.
The use of local GPs has a long history. For example, [34] proposed an infnite GP
mixture model; [35] used partitions of GP to analyze spatial data; [36] proposed treed GP;
and [37] proposed multiresolution GP coupling nestedly partitioned GPs for time-series
analysis. However, all these works are based on GP models with known inputs, while in
our model, the inputs (i.e., the latent factors) are unknown and need to be estimated.
Distributed algorithms to scale up tensor decomposition to massive data becomes a
recent research focus, such as GigaTensor [21] on M AP R EDUCE framework, which exploits data sparseness and avoids the intermediate data explosion, and DFacTo [38], which
exploits the properties of the Khatri-Rao product to reduce the operations of sparse matrixvector products. These algorithms are very effcient. However, they mainly focus on improving the alternative least square algorithm (ALS) for CP (DFacTo also suits the gradient
descent algorithm for CP). It is not clear how their ideas can be applied to the learning of
nonlinear tensor decomposition models.
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3.6

Experiment
To evaluate DinTucker, we performed experiments to answer the following questions:
• Q1 How does the distributed online inference of DinTucker compare to the sequential
inference of InfTucker?
• Q2 How does DinTucker scale with regard to the number of machines?
• Q3 How does DinTucker perform on real-world tensors with billions of entries and
compare with GigaTensor [21], the state-of-the-art tensor decomposition method, in
terms of both prediction accuracy and running time?
To answer the frst question, we examined DinTucker on three small datasets for which

InfTucker is computationally feasible. To answer the remaining questions, we used two
large real datasets. We carried out our experiments on a H ADOOP cluster. The cluster consists of 16 machines, each of which has a 4-quad Intel Xeon-E3 3.3 GHz CPU, 8 GB RAM,
and a 4 Terabyes disk. We implemented DinTucker with PYTHON and used H ADOOP
streaming for training and prediction.

3.6.1

Small Datasets

We frst examined DinTucker on the following social network datasets, Digg1, Digg2
and Enron. Both Digg1 and Digg2 datasets are extracted from a social news website digg.
com. Digg1 describes a three-way interaction (news, keyword, topic), and Digg2 a fourway interaction (user, news, keyword, topic). Digg1 contains 581 × 124 × 48 elements and
0.024% of them are non-zero. Digg2 has 22 × 109 × 330 × 30 elements and 0.002% of
them are non-zero. Enron is extracted from the Enron email dataset. It depicts a three-way
relationship (sender, receiver, time). The dataset contains 203 × 203 × 200 entries, of which
0.01% are nonzero.
We compared DinTucker with the following tensor decomposition methods: PARAFAC
(i.e., CP), nonnegative PARAFAC (NPARAFAC) [39], high order SVD (HOSVD) [40],
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Fig. 3.2. The prediction results on small datasets. The results are averaged over
5 runs. DinTuckerU , DinTuckerW and DinTuckerG refer to our method based
on the uniform, weighted, and grid sampling strategies, respectively.

Tucker decomposition and InfTucker. We chose the number of latent factors from the range
{3, 5, 8, 10, 15, 20}. Since the data are binary, we evaluated all the approaches by the Area
Under ROC Curve (AUC) based on a random 5-fold partition of the data. Specifcally, we
split the nonzero entries into 5 folds and used 4 folds for training. For the test set, we used
all the ones in the remaining fold and randomly chose 0.1% zero entries (so that the evaluations will not be overwhelmed by zero elements). We repeated this procedure for 5 times
with different training and test sets each time. For InfTucker, we used the cross validation
to tune the hyperparameter of its Laplace prior. For DinTucker, we set the subtensor size
to 40 × 40 × 40 for Digg1 and Enron, and 20 × 20 × 20 × 20 for Digg2. To generate subtensors, we used the three sampling strategies in Section 3.3.4, namely uniform, weighted
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Fig. 3.3. The running time and AUC for the NELL and ACC datasets, averaged
over 50 runs.

and grid sampling. For each strategy, we sampled 1, 500 subtensors for training. We ran our
distributed stochastic inference algorithm (i.e., Algorithm 2) with 3 mappers, and set the
number of iterations to 5.
We tuned the learning rate η in Equation (3.4) from the range {0.0005, 0.001, 0.002,
0.005, 0.01}. We used another cross-validation to choose the kernel function from the RBF,
linear, Polynomial and Mat´ern functions and tuned its hyperparameters. For the Mat´ern
kernel, the order of its Bessel function is either

3
2

or 52 . For our bagging prediction, we

randomly sampled 10 subtensors, each with the same size as the training subtensors. The
results are shown in Figure 3.2. As we can see, all versions of DinTucker are comparable to
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Fig. 3.4. The scalability of DinTucker with regard to the number of machines on the
NELL dataset.

InfTucker on the three datasets. Furthermore, DinTucker signifcantly outperforms all the
alternatives.

3.6.2

Scalability with Regard to the Number of Machines

To examine the scalability and predictive performance of DinTucker, we used the large
datasets in two real-world applications: the frst dataset is NELL, a knowledge base containing triples (e.g.,’George Harrison’, ’playsInstrument’, ’Guitar’) from the ’Read the Web’
project [20]. We fltered out the triples with confdence less than 0.99 and then analyzed the
triplets from 20, 000 most frequent entities. The second dataset is ACC, an access log from
a source code version control system in a large company. The log provides information such
as user id, target resource (i.e., fle name), action (i.e., ”FileCheckIn” and ”FileCheckOut”),
the start time and end time of the action. We used the records from 2, 000 most active users
and extracted triples (user, action, resource) for analysis.
The statistics of the datasets are summarized in Table 3.1. We examined the scalability
of DinTucker with regard to the number of machines on the NELL dataset. We set the
number of latent factors to 5 in each mode. We set the subtensor size to 50 × 50 × 50.
We randomly sampled 590, 400 subtensors, so that the number of tensor entries processed
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by DinTucker is roughly the same as the whole tensor: 50 × 50 × 50 × 590400/(20000 ×
12295×280) = 1.07. The results are shown in Figure 3.4. The Y-axis shows R4 /Rn , where
Rn is the running time for n machines. Note that the running speed scales up linearly.

Table 3.1.
Statistics of the large tensor data used in evaluation, including the dimensions
in each mode and total number of tensor entries. B: billion, K: thousand.
Data
NELL
ACC

3.6.3

I
20K
2K

J
12.3K
179

K
Number of entries
280
68.9B
199.8K
71.5B

Running Time and Prediction Accuracy

We compared DinTucker with GigaTensor, the state-of-the-art large scale tensor decomposition algorithm based on PARAFAC. We used the original GigaTensor implementation
in JAVA on H ADOOP and adopted its default setting. For DinTucker, we used the Matérn
kernel and 5 M AP R EDUCE iterations.
We set the number of latent factors for each mode to 5 for the NELL dataset and 10
for the ACC dataset. The NELL and ACC datasets contain 0.0001% and 0.003% nonzero
entries, respectively. We randomly chose 80% of nonzero entries for training and then,
from the remaining entries, we sampled 50 test datasets, each of which consists of 200
nonzero entries and 2, 000 zero entries. For DinTucker’s prediction, we randomly sampled
10 subtensors of size 50 × 50 × 50 for bagging.
To make a fair comparison, we trained DinTucker and GigaTensor using the same
amount of data, which is the product of the sizes of the sampled subtensors and the number
of the subtensors in the training. Also, to examine the trade-off between using fewer larger
subtensors vs. using more smaller subtensors given the same computational cost, we varied
the size of subtensors but kept the total number of entries for training to be the same as the
number of entries in the whole tensor.
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Figure 3.3 summarizes the running time and AUC of DinTucker and GigaTensor on the
NELL and ACC datasets. The training time of DinTucker is given in Figures 3.3a and c.
Note that since the training time only depends on the number and the size of subtensors, the
subtensor sampling strategies do no affect the training time. Figures 3.3a and c also demonstrate the trade-off between the communication cost and the training time over the subtensors: if we use smaller subtensors, it is faster to train the GP model over each subtensor,
but it incurs a larger communication/IO cost. As subtensors get smaller, the overall training
time frst decreases—due to less training time on each subtensor—and then increases when
the communication/IO cost is too large. Figures 3.3b and d report the AUCs of GigaTensor
and DinTucker based on different sampling strategies with subtensor size 80×80×80. They
show that regardless the subtensor sampling strategy, DinTucker outperforms GigaTensor
consistently. Although GigaTensor explores data sparsity for fast computation, DinTucker
achieves more accurate prediction in less training time. This confrms the advantage of
nonlinear tensor decomposition on large tensor data.

3.7 Conclusion
We propose DinTucker, a nonparametric Bayesian learning algorithm that scales to
large tensors. The core idea is to generate local GPs linked together via a hierarchical
model. It not only enables distributed inference but also relaxes the global information
pooling assumption used in InfTucker. The theoretical connection to InfTucker in terms
of model evidence is revealed as well. The conclusions are general for GP and local GP
models.
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4. JOINT DISCOVERY OF INTERACTIVE RELATIONSHIPS AND
LATENT CLUSTERS
4.1

Motivation
Tensor data are common in real-world applications. Given data, the goal of tensor anal-

ysis is twofold: capturing the complex interactive relationships (to predict missing entries),
and discovering hidden patterns, such as clusters or communities in each mode.
A number of approaches have been proposed for tensor data analysis, such as CANDECOM/PARAFAC (CP) [2], Tucker decomposition [1] and its generalization [15], and infnite Tucker decomposition (InfTucker) [3]. Although very useful, these approaches have
their own limitations. For example, the popular multilinear factorization methods, such as
PARAFAC and Tucker decomposition, cannot capture the nonlinear relationships; although
nonparametric models, such as InfTucker, can model the nonlinear relationships by latent
Gaussian processes (GPs), they suffer from a prohibitive high training cost and cannot
handle massive data in real applications; besides, most of them lack a principled way to
discover the latent clusters, which is important in data analysis and knowledge discovery.
To address these limitations, we propose joint Nonparametric Tensor Clustering and
Factorization (NTCF) model. First, to model the nonlinear interactions between tensor elements, we exploit a tensor-variate Gaussian process [3] defned on latent factors, where
the similarity between tensor elements can be described by arbitrary kernel or covariance
functions. Second, to scale up the model, we relax the global GP used by [3] and employ
a local GP assumption instead. Specifcally, the whole tensor is sliced into many small
subtensors, each of which is generated from a local latent tensor-variate GP. Furthermore,
to uncover the hidden clusters, we exploit the Dirichlet Process Mixture (DPM) prior — a
nonparametric prior which can model an undetermined number of clusters — over the latent
factors. Finally, an effcient online variational Bayes Expectation-Maximization (VB-EM)
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algorithm is developed for model estimation. The algorithm sequentially processes each
subtensor: in the E-step, it caches global statistics and updates them by calculating local
statistics only, resulting in an effcient update of variational posteriors; in the M-step, it
optimizes the latent factors using stochastic gradient descent. Compared with the global
GP model, i.e.,InfTucker, which requires to store the whole tensor in the main memory
and calculates the huge covariance matrix of all the tensor elements, the online VB-EM
algorithm only stores subtensors and their covariance matrices of much smaller size, and is
therefore feasible for large tensor analysis.
For evaluation, the proposed NTCF model is frst examined on three small real-world
datasets where InfTucker is feasible. Our model achieves higher prediction accuracy than
InfTucker and other mulitlinear alternatives. Moreover, a simulation shows that NTCF is
able to capture the latent clusters in a tensor having nonlinear relationships. Finally, NTCF
is applied to analyze two real-world large tensors with billions of entries. The comparison with the state-of-the-art large scale tensor decomposition algorithm, GigaTensor [21],
shows that our approach obtains signifcantly better predictive performance.

4.2

Model
Despite the capability of modeling nonlinear relationships, InfTucker has two bottle-

necks: frst, it cannot discover the latent cluster structures. Although it uses Laplace prior
to enhance model interpretation, the effect is limited because the latent factors do not correspond to cluster memberships; the numbers of the latent factors and the clusters could be
different. Second, InfTucker cannot scale up to large data, making it impractical for many
real-world applications. This stems from a global GP assumption: all the elements of the
tensor M are sampled from a Gaussian process given the latent factors U. As a result,
computing the probability for the global M — p(M|U(1) , . . . , U(K) ) in Equation (2.5) –
requires computing the Kronecker-product of the covariance matrices and its inverse. The
matrix inversion is prohibitively expensive. Although [3] use the property of the Kronecker-
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Fig. 4.1. The graphical representation of Nonparametric Tensor Clustering and
Factorization (NTCF) model.

product and avoid the naive computation, it still needs to perform eigen-decomposition over
the covariance matrix for each mode, which is infeasible for a large dimension mk .
To overcome these bottlenecks, we propose a novel, scalable nonparametric model,
NTCF, which performs joint clustering and nonlinear factorization: frst, we assign a Dirichlet process mixture (DPM) [4] prior over the latent factors. DPM is a nonparametric mixture
model that has an unbounded number of mixture components (e.g., cluster centres). Using
DPM can neatly capture an undetermined number of latent clusters. Then, we break the
whole tensor into many, smaller subtensors, where each subtensor is sampled from a separate, local tensor-variate GP based on the latent factors. This local GP assumption enables
fast computation over subtensors and sequentially processing each subtensor enables ef-
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fcient online learning algorithm. The graphical model representation is shown in Figure
4.1.
Specifcally, we assign the DPM prior over the latent factors U(k) in each mode k. For
convenience of inference, we use the stick-breaking construction [8]: an infnite collection
of random variables vk = {v1k , v2k , . . .} and an infnite set of atoms (i.e., cluster centres)

ηk = {η1k , η2k , . . .} are frst sampled by
k

p(v |α) =

∞
Y
j=1

Beta(vjk |1, α),

k

p(η ) =

∞
Y
j=1

N (ηjk |0, I)

where α > 0 and the base measure is standard Gaussian. Then, to sample the latent factors
ukt (which corresponds to t-th row in U(k) ), a cluster assignment variable zkt is frst sampled
and ukt is sampled according to the assigned cluster center,
p(ukt , ztk |vk , ηk ) = p(ztk |vk )p(utk |ztk , ηk )
=

∞
Y
�
j=1

where πj (vk ) = vjk

Qj−1

i=1 (1

πj (vk )

1(ztk =j)

· N (ukt |ηzkk , λk I)
t

− vik ), 1(·) is the indicator function, and λk is the variance

parameter which controls how far away ukt is from the cluster center. We denote the set of
k
cluster assignment variables in mode k by zk = {z1k , . . . , zm
}.
k

Given the latent factors U = {U(1) , . . . , U(K) }, we use Gaussian processes to sample
the observed tensor. As we mentioned earlier, the global GP used by InfTucker will cause
a prohibitive high computational cost and therefore we use the local GP assumption instead: we break the whole tensor Y into many smaller subtensors {Y1 , . . . , YN }; for each
subtensor Yn , a latent real-valued subtensor Mn is sampled by a local GP based on the cor-
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(1)

(K)

responding subset of the latent factors Un = {Un , . . . , Un } and the noisy observation
Yn is sampled according to Mn ,
p(Yn , Mn |U) = p(Mn |Un )p(Yn |Mn )
(K)
= N (vec(Mn )|0, Σ(1)
n ⊗ . . . ⊗ Σn )p(Yn |Mn )
(k)

(k)

(k)

where Σn = k(Un , Un ) is the k-th mode covariance matrix over the sub-factors Un .
Now, the joint probability of NTCF is given by
N
p(U, {zk , vk , ηk }K
k=1 , {Mn , Yn }n=1 )

=
·

K
Y

k=1
N
Y
n=1

k

k

p(v |α)p(η )

mk
Y
t=1

p(ztk |vk )p(utk |ztk , ηk )

(K)
p(Mn |U(1)
n , . . . , Un )p(Yn |Mn ).

(4.1)

Compared with the joint probability of InfTucker, the joint probability of our model gets
rid of the global term p(M|U(1) , . . . , U(K) ) and uses the product of smaller local terms
QN
(1)
(K)
n=1 p(Mn |Un , . . . , Un ) instead. These local terms require much less memory and
processing time than the global term. The additive nature of these local terms in the log
domain enables us to design an effcient online learning algorithm, presented as follows.

4.3

Model Estimation
Now, we present our online variational Bayes Expectation Maximization (VB-EM) al-

gorithm for model estimation, as described in Algorithm 3. We randomly shuffe the subtensors and sequentially process each subtensor with VB-EM: in the E-step, we use variational
approximations and, in the M-step, we apply stochastic gradient descent (SGD) to maximize the variational evidence lower bound with respect to the latent factors. The details are
given in the following paragraphs.
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4.3.1

Variational Approximation

We use variational inference to approximate the posteriors of the latent variables ({vk }k ,

{ηk }k , {zk }k , {Mn }n ) — the random variables for stick-breaking construction, the clus-

ter centres, the cluster assignments and the latent subtensors. Specifcally, we use a fully
Q
Q
factorized distribution k q(vk )q(ηk )q(zk ) n q(Mn ) to approximate the exact posterior,
N
N
p({vk , ηk , zk }K
k=1 , {Mn }n=1 |{Yn }n=1 , U). The variational inference minimizes the KL di-

vergence between the approximate and the exact posteriors by coordinate descent. The variational update for each q(Mn ) is the same as that for q(M) in [3]. The other latent variables
come from the DPM prior, and they are infnite (e.g., vk and ηk ) or have infnite number of
supports (e.g., zk ). Hence we introduce a truncated variational posterior proposed by [41]:
we set a truncation level Tk for each mode k and set q(vTkk = 1) = 1 so that q(ztk > Tk ) = 0.
Therefore, each q(ztk ) has only Tk supports and we only need to consider Tk posteriors for
vk and ηk . The variational distributions q(ztk ), q(vjk ) and q(ηjk )(1 ≤ t ≤ mk , 1 ≤ j ≤ Tk )
are then given by
k
q(ztk ) = Multinomial(ztk |φt1
, . . . , φktTk ),

(4.2)

k
k
q(vjk ) = Beta(vjk |γj1
, γj2
),

(4.3)

q(ηjk ) = N (ηjk |µkj , skj I).

(4.4)

The parameters of these distributions are calculated by

φktj

j−1

 X


k
∝ exp Eq log vj +
Eq log(1 − vik )

�

i=1



1
1 >  
−
Eq kηjk k2 + ukt Eq ηjk ,
λk
2λk
m
mk X
Tk
k
X
X
k
k
k
φtj , γj 2 = α +
φkti ,
γj 1 = 1 +
t=1

skj =

1 + λk

1
Pmk

−1

t=1

k
φtj

,

t=1 i=j+1
Pmk k k
t=1 φtj ut
k
Pmk k .
µj =
λk + t=1
φtj

(4.5)
(4.6)
(4.7)
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The moments required to calculate the parameters are given by


k
k
) − ψ(γjk1 + γj2
),
Eq log vjk = ψ(γj1


Eq log(1 − vjk ) = ψ(γjk2 ) − ψ(γjk1 + γjk2 ),
 
Eq ηjk = µjk ,


Eq kηjk k2 = kµkj k2 + rk skj ,
where ψ(x) =

4.3.2

d
dx

(4.8)
(4.9)
(4.10)
(4.11)

ln Γ(x).

Effcient Online VB-EM Algorithm

Given the variational distributions, we can estimate the latent factors U by maximizing
the expected log joint probability,
 �

N
,
Eq log p(U, {zk , vk , ηk }K
k=1 , {Mn , Yn }n=1 )

(4.12)

which is also a variational lower bound for the log marginal likelihood of the data. The
traditional variational EM algorithm can be applied here: in the E-step, we update the variational posteriors and then in the M-step we can maximize (4.12) to update the latent factors
(e.g., by using L-BFGS). However, in each iteration the algorithm requires to pass all the
subtensors. It can therefore be slow to apply for large tensors because we need generate a
large number of subtensors for analysis, and it is not naturally suited to dynamic tensors
with increasing size over time. Therefore, we propose an online VB-EM algorithm for effcient model inference and it turns out our algorithm leads to better performance for our
problem.
Specifcally, we randomly shuffe the subtensors and sequentially process each subtensor with VB-EM. For each subtensor Yn , we use variational inference to update the
approximate posteriors of the local variables (i.e., the latent subtensor Mn and the cluster
assignment variables {zkInk }k for the sub-factors Un , where Ink is the index set of Un in
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k-th mode), and the global variables (i.e., {vk }k and {ηk }k ) (E-step); then we update the
sub-factors Un using stochastic gradient descent (SGD) (M-step).

The naive computation for q(vk ) and q(ηk ) by Equations (4.6) and (4.7) will involve

all the factors U(k) in k-th mode and all the statistics from q(zk ) (i.e., {φktj }t,j ), therefore

is ineffcient. To improve the effciency, we observe that the calculation for each q(vjk ) and
q(ηjk ) relies on three statistics,
Ψk1

=

mk
X

k
φtj
,

Ψk2

=

t=1

mk X
Tk
X

φtik ,

Ψk3

=

t=1 i=j+1

mk
X

k k
φtj
ut .

t=1

These statistics are additive. The processing of Yn only changes a subset of statistics

{φktj : t ∈ Ink }; the summation over the remaining statistics will not change and there is

no need to compute them again. Therefore, we can cache the three global statistics, and
calculate the corresponding local statistics with respect to Yn :
Ψk1n

=

X

φktj ,

Ψk2n

=

Tk
X X

φkti ,

Ψk3n =

t∈Ink i=j+1

t∈Ink

X

φktj utk .

t∈Ink

After computing {φktj : t ∈ Ink } for q(zkInk ) by (4.5), we update {Ψk1 , Ψk2 , Ψk3 } by simply
subtracting the old local statistics and then adding the new ones, i.e.,
Ψk1

(new)

= Ψk1 − Ψk1n

(old)

k
+ Ψ1n

(new)

,

(4.13)

Ψk2

(new)

= Ψk2 − Ψk2n

(old)

k
+ Ψ2n

(new)

,

(4.14)

Ψk3

(new)

= Ψk3 − Ψk3n

(old)

k
+ Ψ3n

(new)

.

(4.15)

Then we can update q(vk ) and q(ηk ) accordingly based on the global statistics. This procedure can repeat during the iterations in the E-step to cyclically update local variational
posterior q(zkInk ) and the global variational posteriors q(vk ) and q(ηk ). The calculation only
involves statistics which associate with the subtensor and hence is much more effcient than
the naive computation.
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Given the required variational posteriors, we perform SGD to optimize U. First, we
derive the expected log likelihood function with respect to U according to Equation (4.12),
P
then rearrange it into to a summation form f (U) = N
n=1 gn (U), where
gn (U) =



1
Eq log(p(U|{zk , ηk }K
k=1 )) + Eq [log(p(Mn |U))] .
N

Then for each subtensor Yn , we have the following update
Un = U n + ρ

∂gn
.
∂Un

(4.16)

Note that we can alternatively update the global factors U using the gradient of gn with
respect to U. However, this empirically shows worse performance because only the subfactors Un involve in the expected log likelihood of the subtensor (i.e., Eq [log(p(Mn |Un ))])
and their updates can be effectively guided by the observed data; the remaining factors only
appear in the terms regarding priors; their updates are dominated by those terms and hence
may introduce extra noise. Therefore, we only update the sub-factors Un and calculate the
gradient of gn with respect to Un — this also reduces computation. To do so, we rewrite gn
as the function of Un ,
gn (Un ) =



1
Eq log(p(Un |{zkIkn , ηk }K
k=1 ))
N

+ Eq [log(p(Mn |Un ))] + const
"
#
Tk
K X
X
X
λk
=
− Eq kukt −
1(ztk = j)ηjk k2
2
j=1
k=1 t∈I
kn

1

1

−2
+ k[[Eq [Mn ] ; (Σ(1)
, . . . , (Σ(nK) )− 2 ]]k2
n )

+

K
X
� −1
mn
log |Σ(k)
n | + tr Λn
mn,k
k=1

+ const

n


(4.17)
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where mn,k is the dimension of k-th mode in Yn , mn =
(k)

(k)

(k)

QK

k=1

(1)

(K)

mn,k , Λn = Σn ⊗. . .⊗Σn ,

Σn = k(Un , Un ) is the k-th mode covariance matrix over Un , and

n

is the statistics

computed in the variational E-step.
The gradient

∂gn
∂ Un

has a form similar to that of the expected log joint probability with

respect to global latent factors U in InfTucker. The main difference is from the terms regarding the DPM prior, of which the gradient is trivial. Hence we omit the detailed equation
and refer the detail to the paper by [3].
Algorithm 3 Online VB-EM algorithm ({Y1 , . . . YN }, ρ)
Random shuffe subtensors in {Y1 , . . . YN }.
Calculate and cache the global statistics {Ψk1 , Ψk2 , Ψk3 }k .
for n=1 to N do
Pick up n-th subtensor Yn .
E step:
repeat
Update the local posteriors q(Mn ), {q(zkInk )}k .
Calculate the local statistics {Ψk1n , Ψk2n , Ψk3n }k .
Update the global statistics by Equations (4.13) to (4.15).
Update the global posteriors {q(vk ), q(ηk )}k based on the up-to-date global statistics.
until convergence or maximum iteration number is reached.
M step:
Update the sub-factors Un : Un = Un + ρ∂gn (Un ).
end for
return the whole factors U, the posterior of cluster centres {q(ηk )}k , and cluster assignment {q(zk )}k .

4.3.3

Algorithm Complexity

P
The time complexity to calculate the global statistics is O( K
k=1 mk rk Tk ) where mk , rk
and Tk are the dimension, the number of latent factors, and the variational truncation level
for DPM inference in k-th mode, respectively. Note that this calculation is only performed
once in the beginning, and then the global statistics are cached and effciently updated based
on the change of the local statistics. In the processing of each subtensor, the time complexity
P
3
is O( K
k=1 mk rk Tk +mk +mk m) where mk is the number of nodes of the subtensor in k-th
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mode and m =

QK

k=1

mk . When we set identical mk for all k, the time complexity becomes

1

O(m1+ K ). Given N subtensors, the time complexity for the online VB-EM algorithm is
1

O(N m1+ K ), nearly linear in the number of entries in each small subtensor. For comparison,
P
Q
3
the time complexity for InfTucker is O( K
k=1 mk + mk m) where m =
k mk , making this
global GP model infeasible for large mk .
The space complexity of the online VB-EM algorithm is O(

PK

k=1 rk Tk +mk (rk +Tk )+

m2k + m) , including the storage of the cluster centres, the latent factors and their cluster
assignments, and one subtensor and its covariance matrices in each mode. By contrast, the
global GP model needs to store the whole tensor and each of its full mode-k covariance
PK
matrix, and thus lead to a prohibitively high space complexity O( k=1
m2k + m).

4.4

Experiment
In this section, we performed experiments to evaluate our approach, NTCF. First, we

tested NTCF on three small datasets for which the global GP model — InfTucker— is computational feasible. Then, we ran a simulation to examine whether NTCF is able to discover
the latent clusters. Finally, we applied NTCF on two real-world tensors with billions of entries and compared with GigaTensor, the state-of-the-art large scale tensor decomposition
algorithm, in terms of prediction accuracy.

4.4.1

Missing Value Prediction

First, two binary datasets, Digg1 and Enron, and one continuous dataset, Alog were used
for examination. Digg1 is extracted from a social news website digg.com and describes
a three-way interaction (news, keyword, topic). It contains 581 × 124 × 48 elements, of
which 0.024% are non-zero. Enron, extracted from the Enron email dataset (www.cs.
cmu.edu/˜./enron/), depicts a three-way relationship (sender, receiver, time). Enron
is of size 203 × 203 × 200 where 0.01% elements are non-zero. Alog is extracted from an
access log from a fle management system. It records three-way interactions (user, action,
resource) and contains 200 × 100 × 200 elements, of which 0.33% are nonzeros.
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We compared our approach with the following tensor decomposition methods: PARAFAC, nonnegative PARAFAC (N-PARAFAC) [39], high order SVD (HOSVD) [40], Tucker
and InfTucker. We also implemented the InfTucker model with a DPM prior, denoted by
InfTucker-DPM, which extends InfTucker by assigning DPM priors over the latent factors.
The number of latent factors was chosen from the set {3, 5, 8, 10}. All the methods were
evaluated by a 5-fold cross validation: the nonzero entries were randomly split into 5 folds
and 4 folds were used for training; the remaining non-zero entries and 0.1% zero entries
were used for testing so that the evaluation will not be dominated by the large portion of
zero entries. The RBF kernel was consistently employed in InfTucker, InfTucker-DPM and
NTCF, with parameters chosen by another cross-validation and so did the hyperparameter
of the Laplace prior of InfTucker. In the proposed approach, the size of subtensor is set
to 40 × 40 × 40 for all the three datasets; three sampling strategies described in Section
3.3.4 were used and 500 subtensors were generated by each strategy; the learning rate ρ in
Equation (4.16) was tuned from the range {10−5 , 10−6 , 10−7 , 10−8 }. For both InfTuckerDPM and NTCF, the variational truncation level in each mode is set to one-tenth of the
dimension of each mode. We use the bagging prediction as in Section 3.3.5, for which we
randomly sampled 10 subtensors, each with a size of 40 × 40 × 40. The Area Under ROC
Curve (AUC) is used to evaluate performance on Digg1 and Enron, and the Mean Squared
Error (MSE) on Alog. We then report the average results from the 5-fold cross validation.
As shown in Figure 4.2, both InfTucker-DPM and our model, NTCF achieve higher
prediction accuracy than InfTucker and the other alternatives. A t-test shows that InfTuckerDPM and NTCF signifcantly outperform InfTucker (p < 0.05) in almost all the cases. The
results demonstrate that DPM priors can beneft the prediction task. Moreover, our local
GP based model and the online VB-EM algorithm can achieve comparable or sometimes
even better results than the model based on global GP, i.e., InfTucker-DPM.
We also examined the bagging prediction compared with the global GP prediction (the
latter requires to infer the whole latent tensor and is therefore infeasible for large data). For
example, when the number of latent factors is 5, the averaged AUCs are 0.83 vs. 0.85 on
Digg1, and 0.94 vs. 0.92 on Enron; the averaged MSEs are 1.78 vs. 1.79 on Alog. It turns
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Fig. 4.2. The prediction results on small datasets. The results are averaged over
5 runs. NTCFU , NTCFW and NTCFG refer to our method based on the uniform,
weighted, and grid sampling strategies, respectively.

out that given the latent factors estimated by the online algorithm, the bagging prediction
achieves similar accuracy but with high effciency.

4.4.2

Latent Cluster Discovery

To examine the ability of discovering latent clusters, we simulated a synthetic tensor of
size 100 × 100 × 100. First, a set of latent factors {U(1) , U(2) , U(3) } were sampled from a
Gaussian mixture model (GMM) and then the tensor elements were sampled based on the
latent factors. We set the number of the mixture components in GMM to 3, with centers
located at {(2, 2), (2, −2), (−2, −2)} and the covariance matrix for each component to
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0.5I. The selecting probability of each component is 13 . Given u1i , uj2 , uk3 , the corresponding
tensor element yijk was generated by a nonlinear function:
xijk = ku1i − uj2 k2 + ku1i − uk3 k2 + ku2j − uk3 k2 ,
3
√
2
yijk = log(xijk
+ xijk + 1) − cos( xijk ) + ijk ,
where ijk is a random noise sampled from a Gaussian distribution N (0, 10). Given the
data, we ran our approach, NTCF, to recover the cluster structure of the latent factors.
For comparison, we also ran PARAFAC and InfTucker, and then used k-means to fnd
clusters. We set k = 3, the exact number of clusters; however, it may be nontrivial to
identify the number of clusters in real applications. Both InfTucker and NTCF used RBF
kernel. In NTCF, the size of subtensor was set to 10 × 10 × 10; 1000 subtensors were
sampled with the uniform sampling strategy; and the truncation level was set to 10 for
each mode. Figure 4.3 displays the estimated clusters of all the methods in the frst mode.
The cluster regions are flled with different background colors, where the marker of each
point (i.e., latent factors) exhibits its ground-truth class (i.e., the GMM component from
which it is originally sampled). In Figure 4.3a, the points of different classes are largely
mixed, implying that PARAFAC failed to capture the nonlinear interactive relationship in
data. In Figure 4.3b, points of the same class stay continuously, indicating that InfTucker
successfully captures the nonlinear relationship. However, the points are distributed almost
uniformly and the cluster structures is diffcult to reveal. As a result, the k-means algorithm
cannot identify appropriate cluster centres. In Figure 4.3c, the points are well separated
into three clusters. Although with a few missing assignments, the results demonstrates that
NTCF not only captured the nonlinear relationship but also identifed the latent cluster
structures.
For a quantitative evaluation, we calculated the purity of the estimated clusters [42].
P
The purity is calculated by Purity(Ω, C) = N1 k maxj |ωk ∩ cj | where Ω = {ω1 , . . . , ωK }
is the cluster assignment determined by the algorithm and C = {c1 , . . . , cJ } is the groundtruth classes. Higher purity means better cluster quality; a perfect cluster assignment has
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a purity of one. The purity of the estimated clusters based on the three methods are listed
in Table 4.1. As we can see, NTCF obtains the highest purity, implying the best recovered
cluster structure.

Table 4.1.
The purity of the estimated clusters by PARAFAC, InfTucker and NTCF, in all
the three tensor modes.
Method
PARAFAC
InfTucker
NTCF

4.4.3

Mode 1 Mode 2 Mode 3
0.42
0.44
0.42
0.62
0.69
0.75
0.84
0.84
0.88

Large Tensor Analysis

Two large real datasets were employed for analysis: (1) DBLP, of size 10K×200×10K,
depicts a three-way bibliography relationship (author, conference, keyword). We parsed the
original DBLP xml fle (http://dblp.uni-trier.de/xml/) and selected the 10K
most prolifc authors, the 200 most popular conferences and 10K most common keywords
to construct a binary-valued tensor. (2) ACC2 , of size 3K × 150 × 30K, describes the (user,
action, resource) interaction and was extracted from access logs of a source code version
control system in a large company. We selected the 3K most active users, the 30K most
popular resources for analysis. The count of each interaction is highly varied (i.e., from
just once to millions). Hence we took logarithm and obtained a real-valued tensor. In total,
DBLP contains 20 billions of elements and ACC2 has 13.5 billions of entries.
Our approach was compared with the state-of-the-art large scale tensor decomposition
method, GigaTensor. GigaTensor is developed with the M AP R EDUCE framework. We used
the original GigaTensor software package and its default settings. We ran GigaTensor on a
H ADOOP cluster with 16 computers and our online algorithm for NTCF on a single computer.
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Fig. 4.3. The estimated latent clusters by PARAFAC, InfTucker and NTCF, in
the frst tensor mode.
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The number of latent factors were set to 3 for both datasets. The DBLP and ACC2
datasets contain 0.001% and 0.009% nonzero elements, respectively. We randomly chose
80% of nonzero entries for training, and then sampled 50 test datasets from the remaining
entries. Each test dataset comprises 200 nonzero elements and 1, 800 zero elements. For the
prediction of our method, we randomly sampled 10 subtensors of size 100 × 100 × 100 for
bagging. We used the RBF kernel; to tune the kernel parameters, we drew a subtensor of
size 2000 × 150 × 2000 from each training tensor and then performed cross-validations to
obtain the best parameters. The size of subtensor used by our online algorithm were chosen
from {100 × 100 × 100, 125 × 125 × 125, 150 × 150 × 150}. To identify the number of
subtensors, during the cross validation, we chose the number from {1, 2, 3} × P where P is
the number of subtensors which can cover the same quantity of entries in the whole tensor.
The learning rate were chosen from {10−7 , 10−8 , 10−9 }.
Figure 4.4 shows the AUC and MSE for DBLP and ACC2 datasets. It turns out that
regardless of the subtensor sampling strategy, Our method outperforms GigaTensor significantly. It improves the AUC of GigaTensor on DBLP by 12%, and the MSE on ACC2 by
53% on average. Because GigaTensor is a distributed algorithm for PARAFAC decomposition, the results actually show that NTCF consistently outperforms PARAFAC in large
tensors.
As to the speed, GigaTensor is several times faster than NTCF. For example, NTCF
took 4.8 hours to analyze the ACC2 dataset while GigaTensor only spent 2 hours. The
reason is that GigaTensor can exploit multiple computational units in a cluster and perform
parallel decomposition while NTCF was carried out on a single computer. However, our
method makes Bayesian nonparametric models — a more powerful tool — feasible for
large tensor data analysis and thus practical for real applications.

4.5

Discussion and Related Work
InfTucker [3, 16] is a nonparametric model based on GP and can capture the nonlin-

ear relationships. Our work enhances InfTucker by introducing DPM to discover the latent
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Fig. 4.4. Prediction results on large tensor data. The results are averaged over
50 test datasets.
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cluster patterns. Recently, nonparametric modeling has also been used to infer the appropriate number of latent factors for CP decomposition and its extension, such as the works
by [30, 43].To do so, these works place multiplicative gamma process prior [44] over the
factor matrices.
Our online VB-EM algorithm is related to online learning of DP or Hierarchical DP
[45–48]. While these works focus on DP, our algorithm is designed for the inference of a
combination of latent DP and GP model.

4.6

Conclusion
In this work, we design a scalable nonparametric Bayesian model, NTCF, and develop

an effcient online VB-EM learning algorithm for large tensor data analysis, which can
jointly uncover the complex interactive relationships and the latent clusters in data.
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5. DISTRIBUTED FLEXIBLE NONLINEAR FACTORIZATION
FOR INTERACTIVE RELATIONSHIP DISCOVER FROM LARGE
SPARSE TENSORS
5.1

Motivation
Classical tensor factorization models include Tucker [1] and CANDECOMP/PARA-

FAC (CP) [2] decompositions, which have been widely used in real-world applications.
However, because they all assume a multi-linear interaction between the latent factors,
they are unable to capture more complex, nonlinear relationships. Recently, [3] proposed
Infnite Tucker decomposition (InfTucker), which generalizes the Tucker model to infnite feature space using a Tensor-variate Gaussian process (TGP) and thus is powerful to
model intricate nonlinear interactions. However, InfTucker and its scalable variants, DinTucker [49] and NTCF [50] as we present in Chapter 3 and 4 respectively, are computationally expensive, because the Kronecker product between the covariances of all the modes
requires the TGP to model the entire tensor structure.
More important, they may suffer from the extreme sparsity of real-world tensor data,
i.e., when the proportion of the nonzero entries is extremely low. As is often the case,
most of the zero elements in real tensors are meaningless: they simply indicate missing
or unobserved entries. Incorporating all of them into the training process may affect the
factorization quality and lead to biased predictions.
To address these issues, in this chapter we propose a Distributed, Flexible Nonlinear
Tensor Factorization (DFNT) model, which has several important advantages. First, it can
capture highly nonlinear interactions in the tensor, and is fexible enough to incorporate arbitrary subset of (meaningful) tensorial entries for the training. This is achieved by placing
Gaussian process priors over tensor entries, where the input is constructed by concatenating the latent factors from each mode and the intricate relationships are captured by using
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the kernel function. By using such a construction, the covariance function is free of the
Kronecker-product structure, and as a result users can freely choose any subset of tensor
elements for the training process and incorporate prior domain knowledge. For example,
one can choose a combination of balanced zero and nonzero elements to overcome the
learning bias. Second, the tight variational evidence lower bound (ELBO) we derived using
functional derivatives and convex conjugates subsumes optimal variational posteriors, thus
evades ineffcient, sequential E-M updates and enables highly effcient, parallel computations as well as improved inference quality. Moreover, the new bound allows us to develop
a distributed, gradient-based optimization algorithm. For binary data we in addition combine with effcient fxed point iterations. Finally, we develop a simple yet very effcient
procedure to avoid the data shuffing operation, a major performance bottleneck in the
(key-value) sorting procedure in M AP R EDUCE. That is, rather than sending out key-value
pairs, each mapper simply calculates and sends a global gradient vector without keys. This
key-value-free procedure is general and can effectively prevent massive disk IOs and fully
exploit the memory cache mechanism in fast M AP R EDUCE systems, such as SPARK.
Evaluation using small real-world tensor data have fully demonstrated the superior prediction accuracy of our model, DFNT, in comparison with InfTucker and other state-ofthe-art methods; on large tensors with millions of nonzero elements, DFNT is signifcantly
better than, or at least as good as two popular large-scale nonlinear factorization methods based on TGP: one uses hierarchical modeling to perform distributed infnite Tucker
decomposition, i.e.,DinTucker [49] (Chapter 3); the other further enhances InfTucker by
using Dirichlet process mixture prior over the latent factors and employs an online learning scheme, i.e.,NTCF [50] (Chapter 4). DFNT also outperforms GigaTensor [21], a typical large-scale CP factorization algorithm, by a large margin. In addition, DFNT achieves
faster training speed and enjoys almost linear scalability to the number of computational
nodes. We apply DFNT to click-through-rate prediction for online advertising and achieves
a signifcant, 20% improvement over the popular logistic regression and linear SVM approaches.
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5.2

Model
Despite being able to capture nonlinear interactions, InfTucker may suffer from the ex-

treme sparsity issue in real-world tensor data sets. The reason is that its full covariance is
a Kronecker-product between the covariances over all the modes—{Σ(1) , . . . , Σ(K) } (see
Q
Q
Equation (2.5)). Each Σ(k) is of size dk ×dk and the full covariance is of size k dk × k dk .
Thus TGP is projected onto the entire tensor with respect to the latent factors U, including all zero and nonzero elements, rather than a (meaningful) subset of them. However,
the real-world tensor data are usually extremely sparse, with a huge number of zero entries and a tiny portion of nonzero entries. On one hand, because most zero entries are
meaningless—they are either missing or unobserved, using them can adversely affect the
tensor factorization quality and lead to biased predictions; on the other hand, incorporating
numerous zero entries into GP models will result in large covariance matrices and high
computational costs. Although in Chapter 3 and 4, we proposed to improve the scalability by modeling subtensors instead, the sampled subtensors can still be very sparse. Even
worse, because subtensors are typically restricted to a small dimension due to the effciency
considerations, it is often possible to encounter ones that do not contain any nonzero entries. This may further incur numerical instabilities in model estimation.
To address these issues, we propose DFNT, a fexible Gaussian process tensor factorization model. While inheriting the nonlinear modeling power, DFNT disposes of the
Kronecker-product structure in the full covariance and can therefore choose an arbitrary
subset of tensor entries for training.
Specifcally, given a tensor M ∈ Rd1 ×...×dK , for each tensor entry mi (i = (i1 , . . . , iK )),
we construct an input xi by concatenating the corresponding latent factors from all the
(1)

(K)

(k)

modes: xi = [ui1 , . . . , uiK ], where uik is the ik -th row in the latent factor matrix U(k)
PK

for mode k. We assume that there is an underlying function f : R
(1)

(K)

mi = f (xi ) = f ([ui1 , . . . , uiK ]).

j=1

dj

→ R such that
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This function is unknown and can be complex and highly nonlinear. To learn the function,
we assign a Gaussian process prior over f : for any set of tensor entries S = {i1 , . . . , iN },
the function values fS = {f (xi1 ), . . . , f (xiN )} are distributed according to a multivariate
Gaussian distribution with mean 0 and covariance determined by XS = {xi1 , . . . , xiN }:
p(fS |U) = N (fS |0, k(XS , XS ))
where k(·, ·) is a (nonlinear) covariance function.
(1)

(K)

(1)

(K)

Because k(xi , xj ) = k([ui1 , . . . , uiK ], [uj1 , . . . , ujK ]), there is no Kronecker-product
structure constraint and so any subset of tensor entries can be selected for training. To prevent the learning process to bias toward zero, we can use a set of entries with balanced
zeros and nonzeros; furthermore, useful domain knowledge can also be incorporated to select meaningful entries for training. Note, however, that if we still use all the tensor entries
and intensionally impose the Kronecker-product structure in the full covariance, our model
is reduced to InfTucker. Therefore, from the modeling perspective, the proposed model is
more general.
We further assign a standard normal prior over the latent factors U. Given the selected
tensor entries m = [mi1 , . . . , miN ], the observed entries y = [yi1 , . . . , yiN ] are sampled
from a noise model p(y|m). In this work, we deal with both continuous and binary observations. For continuous data, we use the Gaussian model, p(y|m) = N (y|m, β −1 I) and
the joint probability is
p(y, m, U) =

YK
t=1

N (vec(U(t) )|0, I)N (m|0, k(XS , XS ))N (y|m, β −1 I)

(5.1)

where S = [i1 , . . . , iN ]. For binary data, we use the Probit model in the following manner.
We frst introduce augmented variables z = [z1 , . . . , zN ] and then decompose the Probit
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model into p(zj |mij ) = N (zj |mij , 1) and p(yij |zj ) = 1(yij = 0)1(zj ≤ 0) + 1(yij =
1)1(zj > 0) where 1(·) is the indicator function. Then the joint probability is

YK
p(y, z, m, U) =
N (vec(U(t) )|0, I)N (m|0, k(XS , XS ))N (z|m, I)
t=1
Y
·
1(yij = 0)1(zj ≤ 0) + 1(yij = 1)1(zj > 0).
j

5.3

(5.2)

Distributed Variational Inference
Real-world tensor data often comprise a large number of entries, say, millions of non-

zeros and billions of zeros. Even only using the nonzero entries for training, exact inference
of the proposed model may still be intractable. This motivates us to develop a distributed
variational inference algorithm, presented as follows.

5.3.1

Tractable Variational Evidence Lower Bound

Since the GP covariance term — k(XS , XS ) (see Equations (5.1) and (5.2)) intertwines
all the latent factors, exact inference in parallel is quite diffcult. Therefore, we frst derive a tractable variational evidence lower bound (ELBO), following the sparse Gaussian
process framework by [51]. The key idea is to introduce a small set of inducing points
B = {b1 , . . . , bp } and latent targets v = {v1 , . . . , vp } (p  N ). Then we augment the
original model with a joint multivariate Gaussian distribution of the latent tensor entries m
and targets v,
⎡
p(m, v|U, B) = N (⎣

m
v

⎤ ⎡
⎦|⎣

0
0

⎤ ⎡
⎦,⎣

KSS

KSB

KBS KBB

⎤
⎦)

where KSS = k(XS , XS ), KBB = k(B, B), KSB = k(XS , B) and KBS = k(B, XS ).
We use Jensen’s inequality and conditional Gaussian distributions to construct the ELBO.
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Using a very similar derivation to [51], we can obtain a tractable ELBO for our model on
�

�

continuous data, log p(y, U|B) ≥ L1 U, B, q(v) , where
Z

p(v|B)
dv
L1 U, B, q(v) = log(p(U)) + q(v) log
q(v)
Z
X
+
q(v)Fv (yij , β)dv.
�

j

(5.3)

Here p(v|B) = N (v|0, KBB ), q(v) is the variational posterior for the latent targets v and
Fv (·j , ∗) =

Z

�

log N (·j |mij , ∗) N (mij |µj , σj2 )dmij ,

1
−1
2
where µj = k(xij , B)K−
BB v and σj = Σ(j, j) = k(xij , xij ) − k(xij , B)KBB k(B, xij ).

Note that L1 is decomposed into a summation of terms involving individual tensor entries
ij (1 ≤ j ≤ N ). The additive form enables us to distribute the computation across multiple
computers.
For binary data, we introduce a variational posterior q(z) and make the mean-feld
Q
assumption that q(z) = j q(zj ). Following a similar derivation to the continuous case, we
can obtain a tractable ELBO for binary data,
�

�

log p(y, U|B) ≥ L2 U, B, q(v), q(z) ,
where
X
p(yij |zj )
p(v|B)
)dv +
q(zj ) log(
)
L2 U, B, q(v), q(z) = log(p(U)) + q(v) log(
j
q(zj )
q(v)
Z
X Z
+
q(v) q(zj )Fv (zj , 1)dzj dv.
(5.4)
�



Z

j

One can simply use the standard Expectation Maximization (EM) framework to optimize (5.3) and (5.4) for model inference, i.e., the E step updates the variational posteriors
{q(v), q(z)} and the M step updates the latent factors U, the inducing points B and the kernel parameters. However, the sequential EM updates can not fully exploit the paralleling
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computing resources. Due to the strong dependencies between the E step and the M step,
the sequential EM updates may take a large number of iterations to converge. Things become worse for binary case: in the E step, the updates of q(v) and q(z) are also dependent
on each other, making a parallel inference even less effcient.

5.3.2

Tight and Parallelizable Variational Evidence Lower Bound

In this section, we further derive tight(er) ELBOs that subsume the optimal variational
posteriors for q(v) and q(z). Thereby we can avoid the sequential E-M updates to perform
decoupled, highly effcient parallel inference. Moreover, the inference quality is very likely
to be improved using tighter bounds. The derivation of the ELBOs for both continuous and
binary data are presented as follows.

Tight ELBO for continuous tensors
First, let us consider the continuous data. We take functional derivative of L1 with
respect to q(v) in (5.3). By setting the derivative to zero, we obtain the optimal q(v) (which
is a Gaussian distribution) and then substitute it into L1 , manipulating the terms, we achieve
the following tighter ELBO.
Theorem 5.3.1 For continuous data, we have
�

1
1
1
1
log p(y, U|B) ≥ L∗1 (U, B) = log |KBB | − log |KBB + βA1 | − βa2 − βa3
2
2
2
2
K
X
1
N
β
β
1
+ tr(K−1
kU(k) k2F + β 2 a4> (KBB + βA1 )−1 a4 + log( ), (5.5)
BB A1 ) −
2
2 k=1
2
2
2π
where k · kF is Frobenius norm, and
A1 =

X

a3 =

X

j
j

k(B, xij )k(xij , B),

a2 =

X

k(xij , xij ),

a4 =

X

j
j

yi2j ,
k(B, xij )yij .
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Proof Given U and B, we use functional derivatives [52] to calculate the optimal q(v).
The functional derivative of L1 with respect to q(v) is given by
X
δL1 (q)
p(v|B)
= log
−1+
Fv (yij , β).
j
δq(v)
q(v)
Because q(v) is a probability density function, we use Lagrange multipliers to impose the
constraint and obtain the optimal q(v) by solving
�

R
δ L1 (q) + λ( q(v)dv − 1)
= 0,
δq(v)
�

R
∂ L1 (q) + λ( q(v)dv − 1)
= 0.
∂λ
Through simple algebraic manipulations, we can obtain the optimal q(v) to be the following form
q ∗ (v) = N (v|µ, Λ),
where µ = βKBB (KBB +βKBS KSB )−1 KBS y and Λ = KBB (KBB +βKBS KSB )−1 KBB .
Now substituting q(v) in L1 with N (v|µ, Λ), we obtain the tight ELBO in (5.5).
Tight ELBO for Binary Tensors
The binary case is much trickier because q(v) and q(z) are coupled together (see (5.4)).
We use the following steps: we frst fx q(z) and plug the optimal q(v) in the same way
as the continuous case. Then we obtain an intermediate ELBO L̂2 that only contains q(z).
However, a quadratic term in L̂2 , 12 (KBS hzi)> (KBB + A1 )−1 (KBS hzi) where h·i denotes
the expectation under the variational posteriors, intertwines all {q(zj )}j in L̂2 , making it
infeasible to analytically derive or parallelly compute the optimal {q(zj )}j . To overcome
this diffculty, we exploit the convex conjugate of the quadratic term to introduce an extra
variational parameter λ to decouple the dependences between {q(zj )}j . After that, we are
able to derive the optimal {q(zj )}j using functional derivatives and to obtain the following
tight ELBO.
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Theorem 5.3.2 For binary data, we have
�

1
1
1
log p(y, U|B) ≥ L∗2 (U, B, λ) = log |KBB | − log |KBB + A1 | − a3
2
2
2
X
�

1
1
+
log Φ((2yij − 1)λ> k(B, xij )) − λ> KBB λ + tr(K−1
BB A1 )
2
2
j
K

1X
−
kU(k) k2F
2 k=1

(5.6)

where Φ(·) is the cumulative distribution function of the standard Gaussian.
Proof We frst fx q(z), calculate the optimal q(v) and plug it into L2 in (5.4) (this is
similar to the continuous case) to obtain an intermediate bound,
L̂2 (q(z), U, B) = max L2 (q(v), q(z), U, B)
q(v)

1
1
1X 2
1
1
−1
hzj i − a3 + tr(KBB
A1 )
log |KBB | − log |KBB + A1 | −
j
2
2
2
2
2
N
1
− log(2π) + (KBS hzi)> (KBB + A1 )−1 )(KBS hzi)
2
2
X Z
p(yij |zj )
1 XK
)dzj −
kU(k) k2F .
+
q(zj ) log(
j
k=1
q(zj )
2
=

(5.7)

Note that L̂2 has a similar form to L∗1 in (5.5).
Now we consider to calculate the optimal q(z) for L̂2 . To this end, we calculate the
functional derivative of L̂2 with respect to each q(zj ):
X
p(yij |zj )
1
δL̂2
ctj hzt izj .
= log
− 1 − zj2 + cjj hzj izj +
q(zj )
2
δq(zj )
t6=j
�

where ctj = k(xit , B)(KBB + A1 )−1 k(B, xij ) and p(yij |zj ) = 1 (2yij − 1)zj ≥ 0 .
Solving

δL̂2
δq(zj )

being 0 with Lagrange multipliers, we fnd that the optimal q(zj ) is a

truncated Gaussian,
q ∗ (zj ) ∝ N (zj |cjj hzj i +

X
t6=j

�

ctj hzt i, 1)1 (2yij − 1)zj ≥ 0 .
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This expression is unfortunately not analytical. Even if we can explicitly update each q(zj ),
the updating will depend on all the other variational posteriors {q(zt )}t6=j , making dis-

tributed calculation very diffcult. This arises from the quadratic term 12 (KBS hzi)> (KBB +
A1 )−1 (KBS hzi) in (5.7), which couples all {hzj i}j .

To resolve this issue, we introduce an extra variational parameter λ to decouple the
dependencies between {hzj i}j using the following lemma.
Lemma 5.3.3 For any symmetric positive defnite matrix E,
η> E−1 η ≥ 2λ> η − λ> Eλ.

(5.8)

The equality is achieved when λ = E−1 η.
Proof Defne the function f (η) = η> E−1 η and it is easy to see that f (η) is convex
because E−1  0. Then using the convex conjugate, we have f (η) ≥ λ> η − g(λ) and
g(λ) ≥ η> λ − f (η). Then by maximizing η> λ − f (η), we can obtain g(λ) = 14 λ> Eλ.

Thus, f (η) ≥ λ> η − 14 λ> Eλ. Since λ is a free parameter, we can use 2λ to replace λ
and obtain the inequality (5.8). Further, we can verify that when λ = E−1 η the equality is

achieved.
We now apply the inequality on the term 12 (KBS hzi)> (KBB + A1 )−1 KBS hzi in (5.7).
Note that the quadratic term regarding all {zj } now vanishes, and instead a linear term

λ> KBS hzi is introduced so that these annoying dependencies between {zj }j are eliminated. We therefore obtain a more friendly intermediate ELBO,

1
1
1X 2
1
log |KBB | − log |KBB + A1 | −
hzj i − a3
j
2
2
2
2
X
1
N
1
log(2π) +
λ> k(B, xij )hzj i − λ> (KBB + A1 )λ
+ tr(K−1
BB A1 ) −
j
2
2
2
Z
K
X
p(yij |zj )
1X
)dzj −
kU(k) k2F .
(5.9)
+
q(zj ) log(
j
q(zj )
2 k=1

L̃2 (U, B, q(z), λ) =
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The functional derivative with respect to q(zj ) is then given by
p(yij |zj )
δL̃2
1
= log
− 1 − zj2 + λ> k(B, xij )zj .
q(zj )
2
δq(zj )
Now solving

δL̃2
δq(zj )

= 0, we see that the optimal variational posterior has an analytical form:
�

q ∗ (zj ) ∝ N (zj |λ> k(B, xij ), 1)1 (2yij − 1)zj ≥ 0 .

Plugging each q ∗ (zj ) into (5.9), we fnally obtain the tight ELBO in (5.6).
As we can see, due to the additive forms of the terms in L∗1 and L∗2 , such as A1 , a2 , a3
and a4 , the computation of the tight ELBOs and their gradients can be effciently performed
in parallel.

5.4

Gradients of the Tight ELBO
In this section, we present how to calculate the gradients of the tight ELBOs in (5.5) and

(5.6) with respect to the latent factors U, the inducing points B and the kernel parameters.
Let us frst consider the tight ELBO for continuous data. Because U, B and the kernel
parameters are all inside the terms involving the kernel functions, such as KBB and A1 ,
we calculate the gradients with respect to these terms frst and then use the chain rule to
calculate the gradients with respect to U and B and the kernel parameters. Specifcally, we
consider the derivatives with respect to KBB , A1 , a3 and a4 . Using matrix derivatives and
algebras [53], we obtain
 β �

1 � −1
− (KBB + βA1 )−1 )dKBB − tr (KBB + βA1 )−1 dA1
dL1∗ = tr (KBB
2
2
β
β
−1
2
>
−1
− da3 − tr(K−1
BB A1 KBB dKBB ) + β tr(a4 (KBB + βA1 ) da4 )
2
2

β
1 2 �
>
−1
−1
+ tr(K−1
BB dA1 ) − β tr (KBB + βA1 ) a4 a4 (KBB + βA1 ) dKBB
2
2

1 3 �
−1
− β tr (KBB + βA1 )−1 a4 a>
(5.10)
4 (KBB + βA1 ) dA1 .
2
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Next, we calculate the derivatives dKBB , dA1 , da3 and da4 , which depend on the
specifc kernel function form used in the model. For example, if we use the linear kernel,
dKBB = 2B> dB and
dA1 =

XN
j=1
(1)

>
k(B, xij )(xij dB> + dxij B> ) + (dBx>
ij + Bdxij )k(xij , B)

(K)

where xij = [uij1 , . . . , uijK ]. Note that because A1 , a3 and a4 all have additive structures
which involve individual tensor entry ij (1 ≤ j ≤ N ) and the major computation of the
derivatives in (5.10) also involve similar summations, the computation of the fnal gradients
with respect to U and B and the kernel parameters can easily be performed in parallel.
The gradient calculation for the tight ELBOs for binary tensors is very similar to the
continuous case. Specifcally, we obtain
 1 �

1 �
−1
−1
dL∗2 = tr K−1
−
(K
+
A
)
dK
−
tr
(K
+
A
)
dA
BB
1
BB
BB
1
1
BB
2
2
1
1
1
1
−1
−1
>
− da3 − tr(K−1
BB A1 KBB dKBB ) + tr(KBB dA1 ) − tr(λλ dKBB )
2
2
2
2
�

N
X
N λ> k(B, xij )|0, 1
 λ> dk(B, xij ).
(5.11)
+
(2yij − 1) �
>
Φ
(2y
−
1)λ
k(B,
x
)
i
i
j
j
j=1
We can then calculate the derivatives dKBB , dA1 , da3 and each dk(B, xij )(1 ≤ j ≤ N )
and then apply the chain rule to calculate the gradient with respect to U, B and the kernel
parameters.

5.4.1

Distributed Inference on Tight Bound

Distributed Gradient-based Optimization
Given the tight ELBOs in (5.5) and (5.6), we develop a distributed algorithm to optimize the latent factors U, the inducing points B, the variational parameters λ (for binary
data) and the kernel parameters. We distribute the computations over multiple computational nodes (M AP step) and then collect the results to calculate the ELBO and its gradient
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(R EDUCE step). A standard routine, such as gradient descent and L-BFGS, is then used to
solve the optimization problem.
For binary data, we further fnd that λ can be updated with a simple fxed point iteration:
λ(t+1) = (KBB + A1 )−1 (A1 λ(t) + a5 )
�

where a5 =

P



N k(B,xij )> λ(t) |0,1

j

k(B, xij )(2yij − 1) �

(5.12)

Φ (2yij −1)k(B,xij )> λ(t)

.

Apparently, the updating can be effciently performed in parallel (due to the additive
structure of A1 and a5 ). Moreover, the convergence is guaranteed by the following lemma.
Lemma 5.4.1 Given U and B, we have L∗2 (U, B, λt+1 ) ≥ L∗2 (U, B, λt ) and the fxed point
iteration (5.12) always converges.
Proof Given U and B, from (5.9), we have
�

�

�

˜ 2 λ(t) , q(z) = L
˜ 2 λ(t) , qλ(t) (z)
L∗2 λ(t) = maxq(z) L
where qλ(t) (z) is the optimal variational posterior: qλ(t) (z) =

Q

j

qλ(t) (zj ) and

�

qλ(t) (zj ) ∝ N (zj |k(B, xij )> λ(t) , 1)1 (2yij − 1)zj ≥ 0 .
˜

Now let us fx qλ(t) (z) and derive the optimal λ by solving ∂∂Lλ2 = 0. We then obtain the
�P

update of λ: λ(t+1) = (KBB + A1 )−1
k(B,
x
)hz
i
where hzj i is the expectation of
i
j
j
j
the optimal variational posterior of zj given λ(t) , i.e., qλ(t) (zj ). Obviously, we have
�

�

˜ 2 λ(t) , qλ(t) (z) ≤ L̃2 λ(t+1) , qλ(t) (z) .
L
�

Further, because L∗2 (λ(t) ) = L̃2 λ(t) , qλ(t) (z) and
�

�

˜ 2 λ(t+1) , qλ(t) (z) ≤ L̃2 λ(t+1) , qλ(t+1) (z) = L∗ (λ(t+1) )
L
2
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we conclude that L∗2 (λ(t) ) ≤ L∗2 (λ(t+1) ). Now, we plug the fact that
>

(t)

hzj i = k(B, xij ) λ

�

N k(B, xij )> λ(t) |0, 1

+ (2yij − 1) �
Φ (2yij − 1)k(B, xij )> λ(t)

given qλ(t) (zj ) into the calculation of λ(t+1) , merge and arrange the terms. We then obtain
the fxed point iteration for λ in (5.12). Finally since L∗2 is upper bounded by the log model
evidence, the fxed point iteration always converges.
In our experience, the fxed-point iterations are much more effcient than general search
strategies (such as line-search) to identify an appropriate step length along the gradient
direction. To use it, before we calculate the gradients with respect to U and B, we frst
optimize λ using the fxed point iteration (in an inner loop). In the outer control, we then
employ gradient descent or L-BFGS to optimize U and B. This will lead to an even tighter

∗
bound for our model: L∗∗
2 (U, B) = maxλ L2 (U, B, λ) = maxq(v),q(z) L2 (U, B, q(v), q(z)).

Empirically, this converges must faster than feeding the optimization algorithms with ∂λ,
∂U and ∂B altogether.

Key-Value-Free M AP R EDUCE
In this section we present the detailed design of M AP R EDUCE procedures to implement
our distributed inference. Basically, we frst allocate a set of tensor entries St on each
M APPER t such that the corresponding components of the ELBO and the gradients are
calculated; then the R EDUCER aggregates local results from each M APPER to obtain the
integrated, global ELBO and gradient.
We frst consider the standard key-value design. For brevity, we take the gradient computation for the latent factors as an example. For each tensor entry i on a M APPER, we
(1)

(K)

calculate the corresponding gradients {∂ui1 , . . . ∂uiK } and then send out the key-value
(k)

pairs {(k, ik ) → ∂uik }k , where the key indicates the mode and the index of the latent
factors. The R EDUCER aggregates gradients with the same key to recover the full gradient
with respect to each latent factor.
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Although the key-value M AP R EDUCE has been successfully applied in numerous applications, it relies on an expensive data shuffing operation: the R EDUCE step has to sort the
M APPERS’ output by the keys before aggregation. Since the sorting is usually performed
on disk due to signifcant data sizes, intensive disk I/Os and network communications will
become serious computational overheads. To overcome this defciency, we devise a keyvalue-free M AP-R EDUCE scheme to avoid on-disk data shuffing operations. Specifcally,
on each M APPER, a complete gradient vector is maintained for all the parameters, including U, B and the kernel parameters; however, only relevant components of the gradient, as
specifed by the tensor entries allocated to this M APPER, will be updated. After updates,
each M APPER will then send out the full gradient vector, and the R EDUCER will simply
sum them up together to obtain a global gradient vector without having to perform any
extra data sorting. Note that a similar procedure can also be used to perform the fxed point
iteration for λ (in binary tensors).
Effcient M AP R EDUCE systems, such as SPARK [54], can fully optimize the nonshuffing M AP and R EDUCE, where most of the data are buffered in memory and disk I/Os
are circumvented to the utmost; by contrast, the performance with data shuffing degrades
severely [55]. This is verifed in our evaluations: on a small tensor of size 100 × 100 × 100,
our key-value-free M AP R EDUCE gains 30 times speed acceleration over the traditional keyvalue process. Therefore, our algorithm can fully exploit the memory-cache mechanism to
achieve fast inference.

5.4.2

Algorithm Complexity

Suppose we use N tensor entries for training, with p inducing points and T M APPER,
the time complexity for each M APPER node is O( T1 p2 N ). Since p  N is a fxed constant
(p = 100 in our experiments), the time complexity is linear in the number of tensor entries.
P
2 N
The space complexity for each M APPER node is O( K
j=1 mj rj +p + T K), in order to store
the latent factors, their gradients, the covariance matrix on inducing points, and the indices
of the latent factors for each tensor entry. Again, the space complexity is linear in the num-
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ber of tensor entries. In comparison, InfTucker utilizes the Kronecker-product properties
to calculate the gradients and has to perform eigenvalue decomposition of the covariance
matrices in each tensor mode. Therefor it has a higher time and space complexity (see [3]
for details) and is not scalable to large dimensions.

5.5

Discussion and Related Work
To capture complex, nonlinear relationship in real-world tensor data. Infnite Tucker de-

composition [3], and its distributed or online extensions [49, 50] (see Chapters 3, 4) model
tensors or subtensors via tensor-variate Gaussian processes (TGP). However, these methods may suffer from the extreme sparsity in real-world tensor data, because the Kroneckerproduct structure in the covariance of TGP requires modeling the entire tensor space no
matter whether the elements are meaningful (non-zeros) or not. By contrast, our fexible
GP factorization model eliminates the Kronecker-product restriction and can model an arbitrary subset of tensor entries. In theory, all such nonlinear factorization models belong to
the random function prior models [17] for exchangeable multidimensional arrays.
Our distributed variational inference algorithm is based on sparse GP [56], an effcient
approximation framework to scale up GP models. Sparse GP uses a small set of inducing
points to break the dependency between random function values. Many works have been
proposed for sparse GP, such as SoR [57], DTC [58] and FITC [59]. An excellent review of
these works are given by [56]. Recently, [51] proposed a variational learning framework for
sparse GP, based on which [60] derived a tight variational lower bound for distributed inference of GP regression and GPLVM [61]. The derivation of the tight ELBO in our model
for continuous tensors is similar to [60]; however, the gradient calculation is substantially
different, because the input to our GP factorization model is the concatenation of the latent factors. Many tensor entries may partly share the same latent factors, causing a large
amount of key-value pairs to be sent during the distributed gradient calculation. This will
incur an expensive data shuffing procedure that takes place on disk. To improve the computational effciency, we develop a key-value-free M AP-R EDUCE to avoid data shuffing

78
and fully exploit the memory-cache mechanism in effcient M AP R EDUCE systems. This
strategy is also applicable to other M AP-R EDUCE based learning algorithms. In addition to
continuous data, we also derive a tight ELBO for binary data on optimal variational posteriors. By introducing p extra variational parameters with convex conjugates (p is the number
of inducing points), our inference can be performed effciently in a distributed manner,
which avoids explicit optimization on a large number of variational posteriors for the latent
tensor entries and inducing targets. Our method can also be useful for GP classifcation
problem.

5.6

Experiments

5.6.1

Evaluation on Small Tensor Data

For evaluation, we frst compared our method, DFNT, with various existing tensor factorization methods. To this end, we used four small real datasets where all the methods
are computationally feasible: (1) Alog, a real-valued tensor of size 200 × 100 × 200, representing a three-way interaction (user, action, resource) in a fle access log. It contains
0.33% nonzero entries.(2) AdClick, a real-valued tensor of size 80 × 100 × 100, describing
(user, publisher, advertisement) clicks for online advertising. It contains 2.39% nonzero
entries. (3) Enron, a binary tensor extracted from the Enron email dataset (www.cs.cmu.
edu/˜./enron/) depicting the three-way relationship (sender, receiver, time). It contains 203 × 203 × 200 elements, of which 0.01% are nonzero. (4) NellSmall, a binary tensor
extracted from the NELL knowledge base (rtw.ml.cmu.edu/rtw/resources), of
size 295 × 170 × 94. It depicts the knowledge predicates (entity, relationship, entity). The
data set contains 0.05% nonzero elements.
We compared with CP, nonnegative CP (NN-CP) [39], high order SVD (HOSVD) [40],
Tucker, infnite Tucker (InfTucker) [3] and its extension NTCF which uses the Dirichlet
process mixture (DPM) prior to model latent clusters and local TGP to perform scalable,
online factorization [50] (see Chapter 4). Note that InfTucker and NTCF are nonlinear
factorization approaches.
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For testing, we used the same setting as in Chapter 4. All the methods were evaluated
via a 5-fold cross validation. The nonzero entries were randomly split into 5 folds; 4 folds
were used for training and the remaining non-zero entries and 0.1% zero entries were used
for testing so that the number of non-zero entries is comparable to the number of zero
entries. By doing this, zero and nonzero entries are treated equally important in testing,
and so the evaluation will not be dominated by large portion of zeros. For InfTucker and
NTCF, we carried out extra cross-validations to select the kernel form (e.g., RBF, ARD and
Matern kernels) and the kernel parameters. For NTCF, we randomly sampled subtensors
and tuned the learning rate following the way in Section 4.4.1 of Chapter 4. For our model,
the number of inducing points was set to 100, and we used a balanced training set generated
as follows: in addition to nonzero entries, we randomly sampled the same number of zero
entries and made sure that they would not overlap with the testing zero elements.
Our model used ARD kernel and the kernel parameters were estimated jointly with
the latent factors. Thus, the expensive parameter selection procedure was not needed. We
implemented our distributed inference algorithm with two optimization frameworks, gradient descent and L-BFGS (denoted by DFNT-GD and DFNT-LBFGS respectively). For
a comprehensive evaluation, we also examined CP on balanced training entries generated
in the same way as our model, denoted by CP-2. The Mean Squared Error (MSE) is used
to evaluate predictive performance on Alog and AdClick and the Area Under ROC Curve
(AUC) on Enron and NellSmall. The averaged results from the 5-fold cross validation are
reported.
Our model achieves a higher prediction accuracy than InfTucker, and a better or comparable accuracy than NTCF (see Figure 5.1). A t-test shows that our model outperforms
InfTucker signifcantly (p < 0.05) in almost all situations. Although NTCF uses the DPM
prior to improve factorization, our model still obtains signifcantly better predictions on
Alog and AdClick and comparable or better performance on Enron and NellSmall. This
might be attributed to the fexibility of our model in using balanced training entries to
prevent the learning bias (toward numerous zeros). Similar improvements can be observed
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from CP to CP-2. Finally, our model outperforms all the remaining methods, demonstrating
the advantage of our nonlinear factorization approach.

5.6.2

Scalability Analysis

To examine the scalability of the proposed distributed inference algorithm, we used the
following large real-world datasets in Chapter 4: (1) ACC2, A real-valued tensor describing
three-way interactions (user, action, resource) in a code repository management system
[50]. The tensor is of size 3K ×150×30K, where 0.009% are nonzero. (2) DBLP: a binary
tensor depicting a three-way bibliography relationship (author, conference, keyword) [50].
The tensor was extracted from DBLP database and contains 10K × 200 × 10K elements,
where 0.001% are nonzero entries.
The scalability of our distributed inference algorithm was examined with regard to the
number of machines on ACC2 dataset. The number of latent factors was set to 3. We ran
our algorithm using the gradient descent. The results are shown in Figure 5.2(a). The Yaxis shows the reciprocal of the running time multiplied by a constant—which corresponds
to the running speed. As we can see, the speed of our algorithm scales up linearly to the
number of machines.

5.6.3

Evaluation on Large Tensor Data

We then compared DFNT with three state-of-the-art large-scale tensor factorization
methods: GigaTensor [21], DinTucker [49], and NTCF [50]. Both GigaTensor and DinTucker are developed on H ADOOP, while NTCF uses online inference. Our model was
implemented on SPARK. We ran Gigatensor, DinTucker and DFNT on a large YARN
cluster and NTCF on a single computer.
We set the number of latent factors to 3 for both ACC2 and DBLP datasets. Following
the settings in Section 4.4.3 of Chapter 4, we randomly chose 80% of nonzero entries for
training, and then sampled 50 test data sets from the remaining entries. Each test data set
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83
comprises 200 nonzero elements and 1, 800 zero elements. The running of GigaTensor was
based on the default settings of the software package.
For DinTucker and NTCF, we randomly sampled subtensors for distributed or online
inference. The parameters, including the number and size of the subtensors and the learning
rate, were selected in the same way as in Section 4.4.3. The kernel form and parameters
were chosen by a cross-validation on the training tensor. For our model, we used the same
setting as in the small data. We set 50 M APPERS for GigaTensor, DinTucker and our model.
Figure 5.2(b) and (c) show the predictive performance of all the methods. We observe
that our approach, DFNT, outperforms GigaTensor, DinTucker and NTCF. Note that all
the nonlinear factorization methods outperform GigaTensor, a distributed CP factorization
algorithm by a large margin, confrming the advantages of nonlinear factorizations on large
data. In terms of speed, DFNT is much faster than GigaTensor and DinTucker. For example,
on DBLP dataset, the average per-iteration running time were 1.45, 15.4 and 20.5 minutes
for our model, GigaTensor and DinTucker, respectively. This is not surprising, because
(1) DFNT uses the data sparsity and can exclude numerous, meaningless zero elements
from training; (2) DFNT is based on SPARK, a more effcient M AP R EDUCE system than
H ADOOP; (3) DFNT gets rid of data shuffing and can fully exploit the memory-cache
mechanism of SPARK.

5.7

Application on Click-Through-Rate Prediction
Finally, we report the results of applying our nonlinear tensor factorization approach on

Click-Through-Rate (CTR) prediction for online advertising.
We used the online advertisement click log from a major Internet company, from which
we extracted a four mode tensor (user, advertisement, publisher, page-section). We used
the frst three days’s log on May 2015, trained our model on one day’s data and used it to
predict the click behaviors on the next day. The sizes of the extracted tensors for the three
days are 179K×81K×35×355, 167K×78K×35×354 and 213K×82K×37×354 respectively. These tensors are very sparse (2.7 × 10−8 % nonzeros on average); in other words,
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the observed clicks are very rare. However, we do not want our prediction completely
bias toward zero (i.e., non-click). Thus we sampled non-clicks of the same quantity as the
clicks for training and testing. Note that training CTR prediction models with comparable
clicks and non-click samples is common in online advertising systems [62]. The number
of training and testing entries used for the three days are (109K, 99K), (91K, 103K) and
(109K, 136K) respectively.
We compared with popular methods for CTR prediction, including logistic regression
and linear SVM, where each tensor entry is represented by a set of binary features according to the indices of each mode in the entry. We used the distributed implementations in
SPARK MLlib.
The results are reported in Table 5.1, in terms of AUC. It shows that DFNT improves
logistic regression and linear SVM by a large margin, on average 20.7% and 20.8% respectively. Therefore, although we have not incorporated side features, such as user profles and
advertisement attributes, our tentative experiments have shown a promising potential of our
model on CTR prediction task.

Table 5.1.
CTR prediction accuracy on the frst three days of May 2015. ”1-2” means
using May 1st’s data for training and May 2nd’s data for testing; similar are
”2-3” and ”3-4”.
Method
Logistic regression
Linear SVM
DFNT

5.8

1-2
0.7360
0.7414
0.8925

2-3
0.7337
0.7332
0.8903

3-4
0.7538
0.7540
0.9054

Conclusion
In this work, we have proposed DFNT, a new nonlinear and fexible tensor factorization

model. Moreover, we have derived a tight ELBO for both continuous and binary problems,
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based on which we further developed an effcient distributed variational inference algorithm
in M AP R EDUCE framework.
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6. BAYESIAN SPARSE LEARNING WITH THE SPIKE-AND-SLAB
PRIOR FOR CORRELATED RELATIONSHIP DISCOVERY FROM
LARGE-SCALE HIGH-DIMENSIONAL DATA
6.1

Motivation
Sparse learning can discover correlated relationships in high dimensional data, such

as subsets of variables/features relevant to interested responses. It is widely used in many
applications, including web page classifcation, click-through-rate (CTR) and conversionrate (CVR) prediction etc. There are several important reasons to use sparse learning. First,
too many features lead to complicated models; to avoid overftting, we have to collect a
huge amount of data and occupy many computing resources for training. This is time consuming and computationally expensive, especially when many online systems are required
to update the models in a short time window, say, a few minutes or hours. Second, using
all the features, the trained models can be ponderous and not enough handy for real-time
applications. For instance, to conduct real-time bidding, a typical online advertising system is required to perform a CTR prediction within 10-100 milliseconds; hence, the CTR
model must be parsimonious. Third, in feature engineering, we need powerful tools to
identify/evaluate relevant features, based on which we can explore more useful features,
and incorporate them to iteratively improve the models and systems.
Conventional sparse learning is mainly based on L1 regularization, where each feature
weight is assigned a L1 penalty and the weights for the irrelevant features are shrinked to
0 during training. L1 -type methods not only possess theoretical guarantees such as estimation optimality and oracle properties [9, 63], but also enjoys computational convenience
— training of many models with L1 regularization (e.g., linear and logistic regression)
is convex optimization. Recently, [5] developed Follow-The-Regularized-Leader(FTRL)
Proximal, an online sparse logistic regression combined with L1 /L2 regularizations. With
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a single machine, FTRL-Proximal can effciently process huge amount of samples, very
high dimensional features and achieve excellent sparsity. FTRL-Proximal has become the
state-of-the-art online sparse learning tool and successfully applied in CTR prediction for
Google’s online advertising system [10].
Despite the great success, FTRL-Proximal, as well as most L1 -type methods may suffer several disadvantages. First, the L1 regularization essentially implements unfavorable,
uniform shrinkage. That is, no matter whether a feature is relevant or not, the corresponding feature weight has to endure a shrinkage effect of the L1 penalty. This is not ideal, because the selected features’ weights should be fully estimated from data, rather than also be
shrinked by a strong penalty. Second, L1 -type methods only provide point estimates—there
is no confdence information, such as selection uncertainty and weight variances. However,
these information are important for feature evaluation, subsequent decision making, ranking and system debugging. Hence, for example, to obtain the CTR prediction confdence
for optimal ads showing, [10] have to invent a heuristic ”uncertainty score” based on the
learning rates of FTRL-Proximal.
To address these issues, we propose OLSS, a frst Bayesian online sparse learning algorithm based on the spike-and-slab prior. In contrast to L1 regularization, the spike-and-slab
prior fulflls an appealing selective shrinkage effect [64]. That is, the selected features are
separated from the unselected ones by binary selection indicators; while the weights of the
unselected features are strongly shrinked toward zero (via the spike prior), the weights for
the selected features are only mildly regularized (via the slab prior) and hence can be well
estimated from data. Furthermore, as a principled Bayesian approach, our algorithm naturally delivers both the point estimation and uncertainty quantifcation, including posterior
inclusion probabilities, posterior means and variances for feature weights. Hence, to obtain
the confdence information, we no longer need to invent any heuristics, which could vary
for different applications.
Although Bayesian spike-and-slab prior is ideal for sparse learning, it has a severe
computational bottleneck for posterior inference, which hinders it from real large applications: the exact inference is usually intractable; conventional Markov-Chain Monte-Carlo
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sampling techniques converge slowly for high dimensional problems; standard Variational
Bayes [65] and Expectation Propagation [66], although effcient, use batch inference and
cannot handle massive data due to the memory limit of a single computer.
To enable real-world, large-scale applications, our algorithm, OLSS, exploits the recent stochastic Expectation Propagation (SEP) framework [67] and implements a highly
effcient, online inference for Bayesian spike-and-slab models. OLSS not only achieves
excellent sparsity, and the same scalability as FTRL-Proximal, i.e., to both huge numbers
of samples and high dimensional features, but also fulflls the more advanced selective
shrinkage and quantifes the uncertainty. Specifcally, we frst design a per-feature factorized approximation form to effciently handle high dimensions, and to save computations
for sparse categorical features. Second, we enhance the standard SEP, by introducing multiple approximate average-likelihoods. Each average-likelihood naturally summarizes the
information from a cluster of samples. In this way, data distributions in different regions can
be more accurately captured, at a negligible extra cost. In addition, it provides a fexibility
of assigning weights for samples in different clusters, say, positive and negative samples.
Finally, OLSS sequentially processes data sample and updates the posteriors of the feature
weights and selection indicators in real time; we can obtain the posteriors at any moment.
We examined OLSS in two applications, CTR prediction for online advertising and
text classifcation. On large data with millions of samples and features, OLSS can greatly
reduce the feature number, say, to a few hundreds. On average, OLSS obtains a superior
predictive performance to the state-of-the-art alternatives in industry, including Vowpal
Wabbit [6] and FTRL-Proximal [5]. In particular, we observed more evident improvement
over FTRL-proximal when less features are selected—i.e., when stronger L1 penalties are
employed in FTRL-proximal. For example, when around 1, 000 features are selected, OLSS
on average reduces the AUC error of FTRL-proximal by 9% and 41% for the two tasks. This
demonstrates the advantage of the selective shrinkage by OLSS. Moreover, we analyzed the
selected features with the uncertainty information provided by OLSS. We further showed
that those features are very useful to construct more advanced, nonlinear CTR prediction
models.
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6.2

Bayesian Spike-and-Slab Models
First, let us introduce Bayesian sparse learning models with spike-and-slab priors. In

this work, we focus on the binary linear classifcation problem, as in FTRL-proximal; it
is straightforward to extend our approach to other problems, such as regression. Suppose
we have a dataset D = {(x1 , y1 ), . . . , (xN , yN )}, where each xn is a d-dimensional input
feature vector and yn is the response: yn ∈ {+1, −1}. We aim to select a subset of relevant

features from the input X = [x1 , . . . , xn ]> , and use them to predict the responses t =
[t1 , . . . , tn ]> . To this end, we assume a d × 1 weight vector w, where each entry wj is the
classifcation weight for feature j. Given each (xn , yn ), we have
p(yn |xn , w) = Φ(yn w> xn )

(6.1)

where Φ(·) is the cumulative density function (CDF) of standard Gaussian distribution.
To enable feature selection, we assign a spike-and-slab prior distribution over each feature
weight wj . Specifcally, we frst introduce a binary selection indicator sj ∈ {0, 1}, sampled
from the prior distribution
s

p(sj ) = Bern(sj |ρ0 ) = ρ0j (1 − ρ0 )1−sj .

(6.2)

Given sj , we then sample wj from
p(wj |sj ) = sj N (wj |0, τ0 ) + (1 − sj )Dira(wj )

(6.3)

where Dira(·) is a Dirac-delta function. Here, the selection indicator sj decides what type
of prior distribution is over wj : if sj is 1, meaning feature j is selected, the weight wj
is assigned a fat Gaussian prior with variance τ0 (slab component); if otherwise sj is 0,
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meaning feature j is irrelevant, the weight wj is assigned a spike prior concentrating on 0
(spike component). Finally, the joint probability of our model is given by

p(D, w, s|ρ0 , τ0 ) =

d
Y
j=1

·

N
Y

�

Bern(sj |ρ0 ) sj N (wj |0, τ0 ) + (1 − sj )δ(wj )

Φ(yn w> xn ).

(6.4)

n=1

Note that, using spike-and-slab priors yields a selective shrinkage effect [64]: the binary
selection indicators s = [s1 , . . . , sd ] (see (6.2), (6.3)) actually separate the selected features
from the unselected ones. The classifcation weights for the unselected features are directly
shrinked to 0 and pruned by the spike component, i.e., the Dirac-delta prior Dira(·). The
weights for the selected features are only mildly regularized via the slab component, i.e.,
the fat Gaussian prior N (·|0, τ0 ); thereby, these weights can be well estimated from the
observed data, not being hurt by any strong shrinkage effect.
As a comparison, let us recall the classical L1 regularization approach: we impose a
L1 regularization, or penalty, over each feature weight wj , and estimate the classifcation
weights w via minimizing a cost function similar to the following form:

C(w, D) =

N
X
n=1

L(w, xn , yn ) + λ

d
X
j=1

|wj |,

(6.5)

where L(w, xn , yn ) is the loss function, (e.g., − log(p(yn |xn , w)) in (6.1)), and λ is the
regularization strength. The L1 regularizer λ| · | enforces a strong shrinkage, and encourages every feature weight wj to be 0—this is a uniform shrinkage effect. Although during
training, the weights for the irrelevant features are thereby shrinked to 0 and pruned, meanwhile the weights for the selected features are shrinked (to certain degree) as well. This
is actually harmful for model estimation, because the selected features’ weights should be
fully learned from data, rather than be strongly shrinked. Obviously, the selective shrinkage
effect of the spike-and-slab prior is more favorable, and our experimental results (Section
6.5) have confrmed this point.
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6.3

Online Algorithm
Given the observed data D, we aim to compute the posterior distributions of the binary

selection variables s and the classifcation weights w, i.e., p(s|D, τ0 , ρ0 ) and p(w|D, τ0 , ρ0 ).
The posterior distributions not only provide the point estimates of the feature weights (i.e.,
the posterior means), but also contain the valuable uncertainty information, such as the
posterior inclusion probabilities and weight variances, which beneft feature analysis and
can be further leveraged in feature engineering.
However, the posterior inference for Bayesian spike-and-slab models is tricky. According to Bayes’ rule, the exact inference requires to compute the marginal probability
P R
p(D|ρ0 , τ0 ) = s p(D, w, s|ρ0 , τ0 )dw. Since each sj in s is binary, the summation requires 2d terms, and hence is infeasible for large d, i.e., high dimensional problems. Although standard approximate inference techniques can avoid the headache summation, they
are still far from practical for real-world large-scale problems, where both the numbers of
samples and features are huge, say, millions or even billions. Traditional Markov-Chain
Monte-Carlo sampling methods are known to converge very slowly for high dimensional
problems. Standard variational Bayes [65] or Expectation Propagation [66] perform batch
inference, and need to store all the data in memory; hence they are infeasible when the data
volume exceeds the memory limit.
To enable Bayesian spike-and-slab models in real-world, large-scale applications, like
FTRL-Proximal for L1 -type methods, we developed OLSS, an online posterior inference
algorithm, based on the recent stochastic Expectation Propagation (SEP) framework [67],
presented as follows.

6.3.1

Stochastic Expectation Propagation

First, let us introduce the SEP framework. To this end, we need to review the classical
Expectation Propagation (EP) [66]. Consider a general probabilistic model parameterized
Q
by θ. Given the data D = {z1 , . . . , zN }, the joint probability is p(θ, D) = p0 (θ) n p(zn |θ),
where p0 (θ) is the prior distribution. To obtain the exact the posterior p(θ|D), we have to
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calculate the marginal distribution p(D), which is usually intractable. To solve this problem, EP uses an exponential-family term fn (θ) to approximate each likelihood p(zn |θ),
Q
and f0 (θ) to the prior p0 (θ), resulting an approximate posterior q(θ) ∝ f0 (θ) n fn (θ).
Using the property that the exponential family are close under multiplying and dividing operations, EP cyclically refnes each approximation term fi in the following four steps: (1)
calculating the calibrating distribution, q \i (θ) ∝ q(θ)/fi (θ); (2) constructing a tilted dis-

tribution ti (θ) ∝ q \i (θ)p(zi |θ); (3) projecting ti back into the exponential family, q ∗ (θ) ∝
proj(ti (θ)), via moment matching; (4) updating the term fi : finew (θ) ∝ q ∗ (θ)/q \i (θ). At

convergence, EP iterations reach a fxed point that corresponds to a stationary point of
p(θ, D)’s energy function [66].
EP often works well in practice. However, since it maintains an approximate likelihood
term fn (θ) for every sample n, it may fail when the samples are too many to be stored
in memory. To address this issue and make EP scalable for large data, SEP instead uses
one average-likelihood term, fa (θ), to summarize all the data likelihoods, and defnes the
approximate posterior as
q(θ) ∝ f0 (θ)fa (θ)N .

(6.6)

By only keeping and updating f0 and fa , SEP greatly reduces the memory usage. SEP further uses an online mechanism to update fa (θ). Specifcally, given sample n, we calculate
the calibrating distribution by q \n (θ) ∝ q(θ)/fa (θ), and follow the remaining steps as in
the original EP to obtain an approximate likelihood, fn (θ); we then integrate fn (θ) into the
update of fa (θ), by taking the (geometric) average over the approximate data likelihoods,
where the likelihood for sample n is represented by fn (θ) and all the others are represented
by fa (θ), i.e.,
�
1
fa (θ)new = fn (θ)fa (θ)N −1 N .

(6.7)

93
Since the approximation terms are in the exponential family, we can express the update in
terms of their natural parameters:
= (1 −
λnew
a

1
1
)λa + λn
N
N

(6.8)

where λa and λn belong to fa and fn , respectively. We can see that the natural parameters
of fa are updated by a weighted combination of the old values and the new version from
the current sample. This is a typical stochastic update, as in stochastic gradient descent for
optimization. Furthermore, we can use a mini-batch of samples {zn1 , . . . , znM } to achieve
a larger move:

λnew
a

M
1 X
M
=
λnj + (1 − )λa .
N j=1
N

(6.9)

Note that while using stochastic updates, SEP essentially performs fxed point iterations as
well, and converges to some stationary point of an EP energy function variant; under certain
conditions, SEP converges to the same fxed points as EP in the large data limit [67].

6.3.2

Online Inference for Bayesian Spike-and-Slab Models

Now, we present OLSS, our online inference algorithm for the Bayesian spike-and-slab
model defned in (6.4), based on SEP.

Per-Feature Factorized Approximate Distribution
In practical applications, although each feature vector xn can be extremely high dimensional, they are usually very sparse, i.e., most of the elements are zero. This is mainly due
to the sparse categorical features, such as the product brand, the web site domain, and the
word dictionary. They often have a large cardinality and we have to use a sparse, long feature vector representation. For instance, suppose we have 1K brands in total; then we need
to incorporate 1K binary features, where each feature represents whether the sample per-
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tains to one particular brand or not. Since each sample may associate with just one brand,
the 1K × 1 feature vector will only contain one nonzero element. Therefore, to avoid unnecessary computation regarding zero-valued features, we frst rewrite the data likelihood
as
p(yn |xn , w) = Φ(yn wI>n x̃n )
where In are the indices of nonzero features in xn , and x̃n is the corresponding nonzero sub
feature vector. Now the joint probability has the following slightly changed form (which is
totally equivalent),

p(D, w, s|ρ0 , τ0 ) =

d
Y
j=1

·

N
Y

�

Bern(sj |ρ0 ) sj N (wj |0, τ0 ) + (1 − sj )δ(wj )

Φ(yn wI>n x̃n ).

(6.10)

n=1

For tractable inference, we frst approximate the binary summation term inside the prior
distribution by the production of two exponential family terms:
sj N (wj |0, τ0 ) + (1 − sj )δ(wj )
�

≈ t1j Bern sj |σ(ρj ) N (wj |µ1j , v1j )

(6.11)

where σ(x) = 1/(1 + e−x ), t1j is the scale factor, and {ρj , µ1j , v1j } are the parameters of
the approximation terms.
Next, to approximate the data likelihood, we introduce two types of average-likelihood
terms, fa+ (wI ) and fa− (wI ) where I is the index set, for the positive and negative samples
respectively:
fa+ (wI ) =

Y
j∈I

+
N (wj |µ+
2j , v2j ),

fa− (wI ) =

Y
j∈I

−
−
N (wj |µ2j
, v2j
).
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We then use
Φ(yn wI>n x̃n ) ≈ tn fa+ (wIn )1(yn =1) fa− (wIn )1(yn =−1)

(6.12)

+
−
−
where tn is the scale factor, 1(·) is the indicator function, and {µ+
2j , v2j , µ2j , v2j } are the

parameters of the Gaussian approximation terms for each feature j.
Combining (6.11) and (6.12), we obtain the following approximate posterior distribution for the model (6.10),

q(s, w) ∝
·

N
Y

j=1

�

Bern(sj |ρ0 )Bern sj |σ(ρj ) N (wj |µ1j , v1j )

fa+ (wIn )1(yn =1) fa− (wIn )1(yn =−1)

n=1
d
Y

=

j=1
N
Y

d
Y

�

Bern(sj |ρ0 )Bern sj |σ(ρj ) N (wj |µ1j , v1j )

Y�

n=1 j∈In


�

+ 1(yn =1)
−
− 1(yn =−1)
N (wj |µ+
N (wj |µ2j
, v2j
)
.
2j , v2j )

(6.13)

Simply arranging the terms, we further obtain

q(w, s) ∝

d
Y
j=1

�

Bern(sj |ρ0 )Bern sj |σ(ρj ) N (wj |µ1j , v1j )
+

−

+ nj
−
− nj
· N (wj |µ+
2j , v2j ) N (wj |µ2j , v2j )

(6.14)

−
where n+
j and nj are the appearance counts (i.e., nonzero frequencies) of feature j in pos-

itive and negative samples, respectively. Now it becomes clear that q(w, s) is factorized
+
−
−
over features. Given all the parameters, i.e., {ρj , µ1j , v1j , µ+
2j , v2j , µ2j , v2j }j , we can imme-
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diately obtain the (approximate) posteriors for each feature j, by marginalizing q(w, s) in
(6.14), which is trivial:
D
p(wj |D, ρ0 , τ0 ) ≈ q(wj ) = N (wj |µD
j , vj )

p(sj |D, ρ0 , τ0 ) ≈ q(sj ) = Bern(sj |ρD
j )

(6.15)
(6.16)

where
�

−1
ρD
j = σ ρj + σ (ρ0 ) ,
� 1
1
1 −1
vjD =
+ n+ · + + n − · −
,
v1j
v2j
v2j
D
µD
j = vj

� µ1j
µ+
µ−
2j
2j 
+ n + · + + n− · − .
v1j
v2j
v2j

Stochastic Online Updating
Now let us look at how to estimate the approximation terms’ parameters, {ρj , µ1j , v1j ,

+
−
−
µ+
2j , v2j , µ2j , v2j }j . To handle big data, we use online updates: we sequentially process data

samples, each time a mini-batch. In the mini-batch, we simultaneously update the approximate likelihood for each sample n, i.e., fa+ (wIn ) if sample n is positive and fa− (wIn )
otherwise, following the way in Section 6.3.1. From fa+ (wIn ) (or fa− (wIn )), we obtain
the local update of the Gaussian approximation term for each feature j in sample n, i.e.,
+
−
−
{N (wj |µ+
2j , v2j ) or N (wj |µ2j , v2j )|j ∈ In }. We collect all the local updates in the mini-

batch, then aggregate them to perform the global, stochastic updates, as in (6.9).
∗,n
Specifcally, denote B the current mini-batch, and N (wj |µ∗,n
2j , v2j ) the locally updated

Gaussian term for each feature j in sample n. Suppose sample n is positive. The parameters
are calculated by
\n

\n ∂

µ∗,n
2j = µ2j + v2j
∗,n
v2j

log zn

,
\n
∂µ2j
2
∂ log zn 
\n
\n 2 � ∂ log zn
= v2j − (v2j ) (
)
−
2
,
\n
\n
∂µ2j
∂v2j

(6.17)
(6.18)
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where
�
−1
−1
\n
+ −1
v2j = (vjD ) − (v2j
)

µ+
2j 
=
− + ,
v2j
P
\n
� yn i∈In µ2i
x̃ni 
zn = Φ q
.
P
\n 2
1 + i∈In v2i x̃ni

\n
µ2j

D
\n � µj
v2j D
vj

After collecting the local updates for all the positive samples in B, we then perform

+
the global updates of the Gaussian approximation terms {N (wj |µ+
2j , v2j )}j as follows,

+∗
v2j
=

+
�n+
j − nj,B

µ+∗
2j

�nj+
+∗
v2j

=

n+
j

·

X
1
1 
+
∗,n ,
+
v2j n∈B,y =1,j∈I v2j

+
− nj,B
nj+

n

·

+
µ2j
+
v2j

+

(6.19)

n

X
n∈B,yn =1,j∈In

∗,n

µ2j
∗,n ,
v2j

(6.20)

where n+
j,B is the total appearance count of feature j in B. Similarly, we perform the global

−
updates of the Gaussian terms for negative samples, i.e., {N (wj |µ−
2j , v2j )}j . The updating

equations are identical to the above except that we switch + for − in the superscripts.
After every a few mini-batches, we update the approximation prior terms, namely
�

{Bern sj |σ(ρj ) , N (wj |µ1j , v1j )}j (see (6.11)). Since there is only one prior distribution
term, we directly update the approximation term using moment matching as in standard
EP:
ρ∗j

\1j
�N (µ\1j
j |0, τ0 + vj ) 
= log
,
\1j
\1j
N (µj |0, vj )

µ∗1j = σ(ρ̃j ) · µ̃j ,
�

v1∗j = σ(ρ̃j ) ṽj + (1 − σ(ρ̃j ))µ̃2j ,

(6.21)
(6.22)
(6.23)
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where ρ̃j = ρ∗j + σ −1 (ρ0 ) and
\1j
vj

�

−1 −1
= (vjD )−1 − v1j
,

� \1j
−1
ṽj = (vj )−1 + τ0−1 ,

D
\1j � µj
= vj
vjD
\1j
µj
µ̃j = ṽj \1j .
vj

\1j
µj

−

µ1j 
v1j

The alternative updating of the Gaussian approximation terms and the prior approximation terms continues until all the samples have been processed (or some early stopping
conditions are satisfed). Finally, we select all the features that have the posterior inclusion
probabilities bigger than 12 , i.e., {j|q(sj = 1) > 12 }. Then we use the posterior means of
the selected feature weights for prediction. The algorithm is summarized in Algorithm 4.
Since at any time OLSS only stores and processes a mini-batch, the time complexity is
O(N d), which is linear to the number of samples and features, and the same as that of
FTRL-proximal; the space complexity of OLSS is O(M d) (M is the mini-batch size), and
is identical to that of FTRL-proximal when M = 1.
Note that unlike the standard SEP using only one average-likelihood for all the samples,
in OLSS, we consider different sample types; for each type, we use a different averagelikelihood. There are two advantages: frst, the data summarization can be more accurate;
in general we can cluster the data frst, then for each cluster we use an average-likelihood,
to better capture the shape of entire data distribution. Second, we can vary the weights
−
for different classes of samples, via the settings of {n+
j }j and {nj }j . This can be useful

for applications with imbalanced samples. Take CTR prediction in online advertising as an
example. The number of clicked impressions (i.e., positive samples) is far less than the nonclicks (negative samples). To save computation, we can collect all the positive samples but
subsample a comparable number of negative samples; then for training, we intentionally
set large {n−
j }j to maintain the same positive/negative ratio in the original data. This is
equivalent to duplicate the negative samples to simulate the original sample bias.
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−
Algorithm 4 OLSS(D, ρ0 , τ0 , M, T, {n+
j , nj }j )
1: Random shuffe samples in D.
−
+
−
6
2: Initialize for each feature j: ρj = 0, µ1j = µ+
2j = µ2j = 0, v1j = v2j = v2j = 10 .
3: repeat
4:
Collect a mini-batch of size M .
5:
In the mini-batch, calculate the approximate likelihood for each sample and obtain
the local Gaussian approximation term for every present feature (see (6.17)(6.18)).
6:
Aggregate all the local updates in the min-batch and perform the global updates of
+
−
−
{µ+
2j , v2j , µ2j , v2j } (see (6.19)(6.20)).
7:
if T mini-batches are processed then
8:
Update {ρj , µ1j , v1j }j using (6.21)(6.22)(6.23).
9:
end if
10: until all samples in D are processed (or certain stopping conditions are satisfed).
11: return {q(wj ), q(sj )}j in (6.15)(6.16).
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6.4

Discussion and Related Work
The spike-and-slab prior has been proposed for a long time [68, 69]. However, its ad-

vantages are realized until recently. [64] demonstrated that the selective shrinkage of the
spike-and-slab prior is crucial to effective feature selection in terms of risk misclassifcation. [70] showed improved performance of Bayesian spike-and-slab methods over the L1 type methods in unsupervised settings. [71] extended the spike-and-slab prior for Bayesian
group feature selection. [72, 73] used the spike-and-slab priors to construct new sparse
learning models for genomic data analysis and Alzheimer’s Disease study.
However, a key bottleneck that limits the applications of the spike-and-slab models is
the computational challenge for the posterior inference. As we explained in Section 6.3,
even for only 100 features, the computation of the true posterior distribution will need a
summation of 2100 terms, and hence is infeasible. To tackle this problem, many approximate
inference algorithms have been proposed. For example, [74] developed a majorization and
minimization approach to obtain the MAP estimation of the spike-and-slab linear regression. [75] and [76] used Expectation Propagation to perform effcient posterior inference
for spike-and-slab multitask and linear classifcation models, respectively. [77,78] used the
Variational Bayes framework. [79] proposed a fast Laplace approximation approach using
Nyström method.
Despite the success of those methods, they are still insuffcient for real-world largescale applications, where the numbers of samples and features can both be very large. All
the existing methods use batch inference procedures. That is, they load the whole data
into memory; to decide one gradient descent step or to fnish one iteration, they have to
go through all the samples—this not only takes huge memory, but also is computationally
ineffcient. To address this problem, we developed OLSS, an online spike-and-slab inference algorithm. OLSS sequentially processes the data and the memory usage is constant
to the sample size, only proportional to the number of features; hence there is no memory
explosion issue along with data growth. OLSS updates the parameters of the approximate
posteriors continuously in processing mini-batches of samples; the model estimation is
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therefore much more effcient. Due to these factors, OLSS achieves the same scalability as
the state-of-the-art online sparse learning method, FTRL-proximal, and in the mean time
preserves all the benefts of Bayesian spike-and-slab priors, including the selective shrinkage and uncertainty quantifcation.

6.5

Experiment
For evaluation, we examined OLSS in two real-world large-scale applications, click-

through-rate (CTR) prediction for online advertising and text classifcation. We scrutinized
how the predictive performance of OLSS varies at different sparsity levels, as compared
with competing methods. In addition, we used the uncertainty information produced by
OLSS for feature analysis, and used the selected features to construct more powerful, nonlinear prediction models, which further confrms the value of those features.

6.5.1

Click-Through-Rate Prediction

First, we performed three groups of evaluations based on the click logs generated by two
major online advertisement platforms of Yahoo!, namely Gemini (https://gemini.
yahoo.com/advertiser/home) and BrightRoll (https://brightroll.com/).
While Gemini is designed for exhibiting advertisements in Yahoo! Search Engine results,
Bright-Roll is for displaying ads in large web site portals, like Yahoo! News and Sports.
In the frst group of evaluation, we extracted four days’ click logs of Gemini, from
05/01/2015 to 05/04/2015. For training, we collected all the click impressions and subsampled a comparable number of non-click impressions in the log of 05/01/2015. Then we
tested on the logs of the remaining three days. We used all the click and non-click impressions for testing. Note that training CTR prediction models with comparable clicks and nonclicks is common in online advertising systems [62]. The number of features is 1, 074, 917.
The sizes of training and testing datasets are 9.7M , 546.8M , 553.6M and 878.7M .
In the second group of evaluation, we collected the training data from a 7 days’ click
logs of Yamplus, between 07/15/2016 and 07/21/2016. We tested on the logs in 07/22/2016,
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07/23/2016 and 07/24/2016. The number of features are 204, 327. For training, we collected
all the click impressions and subsampled a comparable number of non-clicks; for testing
data, we used all the click and non-click impressions. The size of training and testing data
are 1.8M , 133.7M , 116.0M and 110.2M .
Real click data are extremely imbalanced: the click actions are very rare. For example,
in Gemini logs, the clicks only take 0.6% of the total impressions. In the frst and second groups of evaluation, we used downsampling techniques to obtain balanced training
datasets so as to avoid the training being dominated by large portion of nonclicks (i.e.,
negative samples), and to reduce the computational cost. This trick has been proven very
useful and adopted by Yahoo! Ad Science and Production team. However, to ensure that
OLSS is also robust to imbalanced cases, we performed a third evaluation using a set of
highly imbalanced impressions for training. Specifcally, from Gemini we randomly sampled a subset of click log in 05/01/2015 as the training dataset, which consists of 798, 152
samples; there are only 5, 004 positive samples, i.e., clicks. We then randomly sampled another subset of click log in 05/02/2015 for testing, which consists of 547, 043 samples with
3, 688 clicks. The number of features are 617, 258.
We compared with two state-of-the-art methods widely used in industry: online logistic regression in Vowpal Wabbit (VW) [6] without feature selection, and FTRL-proximal
(FTRLp) [5] which performs online feature selection based on L1 regularization. For VW,
we adopted the default parameters, which turned out to perform best in practice. FTRLp
has four parameters, α, β, λ1 and λ2 , where {α, β} control the per-coordinate learning rate,
and {λ1 , λ2 } are the strengths for L1 and L2 regularizations. The performance of FTRLp is
very sensitive to the setting of the four parameters. Therefore, we conducted the following
parameter selection procedure on the validation datasets. We frst fxed λ1 = λ2 = 1.0 and
then fne tuned α, β from {0.005, 0.0075, 0.01, 0.025, 0.05, 0.075, 0.1, 0.25, 0.5, 0.75, 1} ×
{0.005, 0.0075, 0.01, 0.025, 0.05, 0.075, 0.1, 0.25, 0.5, 0.75, 1}, to obtain the best parame-

ters α∗ , β ∗ . Next we fxed λ1 = 1.0, α = α∗ , β = β ∗ and tuned λ2 from {0.1, 0.5, 1, 2, 3, 4, 5

}; we then obtained the best parameter λ∗2 . Finally, we fxed α = α∗ , β = β ∗ , λ2 = λ∗2 ,
varied the L1 regularization strength λ1 to change the sparsity level and examined the pre-
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Fig. 6.1. The sparsity levels achieved by OLSS: number of selected features vs.
setting of ρ0 . Numbers on data points show the feature selection ratio.

dictive accuracy accordingly on the test datasets. For our approach OLSS, we fxed the
mini-batch size to 100 and set T to 1 (see Algorithm 4). OLSS has two hyper-parameters:
τ0 and ρ0 where τ0 is the variance of the slab component and ρ0 is the prior belief of the feature selection ratio. We fxed ρ0 = 0.5 and used the same validation dataset to tune τ0 from
{1, 3, 5, 10, 50, 100}. We then varied ρ0 to adjust the sparsity level, under which we examined the predictive accuracy on each test dataset. In the frst group of evaluation, we randomly sampled 500K impressions from Gemini 05/02/2015 log as the validation dataset;
in the second one, we randomly sampled 100K impressions from Yamplus 07/23/2016 log
as the validation dataset. For the third group of evaluation, we randomly split the training
data, where 118K samples were used for validation; we used the remaining 680K samples
for training and selected the best parameters according to their performance in the validation dataset. Given the best parameters, we then ran FTRLp and OLSS on whole training
dataset to obtain the models for testing.
First, we examined how much sparsity OLSS can yield when varying ρ0 . In Figure
6.1, We show the number of features selected under different settings of ρ0 , in the frst
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and second groups of evaluation. We can see that bigger ρ0 encourages larger number of
features to be selected; when we decreased ρ0 , OLSS quickly pruned massive features.
Finally, the number of features can be reduced to around 0.1% of the entire feature set.
Next, we tested the predictive accuracy of OLSS and FTRLp under different sparsity
levels. We report the Area Under ROC Curve (AUC) for all the test datasets. This is the
most commonly used metric in the offine evaluation for CTR prediction. The results are
shown in Figure 6.2, 6.3 and 6.4e. In general, the prediction accuracy of OLSS and FTRLp
gradually decreased when selecting less and less features, except that on the 05/04 test
dataset in the frst evaluation group (Figure 6.2c), OLSS and FTRLp obtained improvement
when discarding features; but later the prediction accuracy decreased after more features
were dropped.
As we can see, in most cases, OLSS outperforms FTRLp at all sparsity levels (except in
a few cases of Figure 6.2c, OLSS is slightly worse). The improvement is particularly evident when smaller number of features were selected—i.e., when FTRLp employed stronger
L1 regularization strengths. Note that, due to L1 regularization’s uniform shrinkage, the
weights of the selected features have to bear strong penalties (as the unselected features’
weights do); hence the model estimation of FTRLp can be suboptimal and the predictive
performance can be hurt, especially when we employ stronger regularization strengths to
obtain more concise models. The improved prediction accuracy of OLSS therefore demonstrates the advantages of the selective shrinkage from the spike-and-slab prior.
Compared with VW using all the features, OLSS kept a superior predictive performance
until the feature number became too small. However, the accuracy drop of OLSS is much
less and gentler than FTRLp. Furthermore, it is interesting to note that while VW obtains
excellent predictive performance by using all the features, the advantage diminishes when
it is tested on the impressions longer afterwards. From Figure 6.2, we can see that VW’s
prediction accuracy is close to OLSS preserving all the features on 05/02 test impressions
(Figure 6.2a), but inferior on 05/03(6.2b) and more inferior on 05/04 (6.2c); similarly, in
Figure 6.3, the gap between VW and OLSS using all the features is farther on 07/24 (Figure
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Fig. 6.2. Prediction accuracy vs. the number of features on CTR data from
Yahoo! Gemini Search Ads platform. Note that VW uses all the features and
does not perform feature selection.

6.3c) than on 07/21 (6.3a). Therefore, compared with VW, OLSS’s performance is less
sensitive to the time stamps of test impressions and hence more robust.

6.5.2

Text Classifcation

In addition to CTR prediction, we examined OLSS in another typical sparse learning
application, text classifcation. We used two public datasets, News20 (http://qwone.
com/˜jason/20Newsgroups/) and RCV1 [81]. News20 is collection of 19, 996 news
documents originally categorized into 20 groups. We used a two-class variant [82], where
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the sizes of the positive and negative samples are 9, 999 and 9, 997, respectively. We randomly chose 10, 000 samples for training and used the remaining ones for testing; the
number of features are 1, 103, 456, which is much larger than the number of samples.
RCV1 is an archive of 804, 414 Reuters newswire stories which were manually categorized. We downloaded a preprocessed, binary version of the data from http://hunch.
net/˜vw/rcv1.tar.gzhttp://hunch.net/ vw/rcv1.tar.gz. We randomly chose 23, 149
stories for training and the remaining 781, 265 stories for testing. The number of features
are 43, 001.
As the CTR prediction task, we examined the predictive performance of OLSS and
FTRLp at various sparsity levels. In addition to AUC, we evaluated all the methods in
terms of F1 score, an important measurement in text classifcation [81]. We employed the
same parameter selection procedure as in Section 6.5.1; to construct the validation datasets,
we randomly split the training data and used 2, 000 samples for News20 and 3, 149 samples
for RCV1.
As shown in Figure 6.4a-d, OLSS outperforms FTRLp in terms of both AUC and F1
score, especially when selecting less features — this is consistent with the comparison results in CTR prediction. We can also observe the trade-off between the predictive accuracy
and the sparsity degree: starting with large numbers of features, both OLSS and FTRLp
obtained better or the same predictive accuracy with VW; when more and more features
were pruned, the performance degraded. However, FTRLp’s performance dropped more
steeply.

6.5.3

Feature Analysis

Finally, we leveraged the uncertainty information produced by OLSS to analyze features. We focused on the BrightRoll dataset in Section 5.1 and ran OLSS with ρ0 = 10−7 .
We selected 504 out of 204, 037 features. The whole feature set are described in Table
6.1. We investigated the posterior inclusion probability and weight variance for each feature. First, as shown in Figure 6.5, the posterior inclusion probabilities are correlated to
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Table 6.1.
The feature set for click-through-rate (CTR) prediction in BrightRoll dataset.
Type
User
Ads
Web page
Combination

Examples
age, gender, local hour, local day,. . .
line id, publisher id, ad position id,. . .
TLD (top level domain), subdomain, layout id, . . .
TLD×line id, ad position id×layout id, . . .

Fig. 6.5. Feature inclusion probabilities vs. weight means on BrightRoll
dataset.
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the posterior means of the feature weights: features with posterior means close to 0 usually
correspond to tiny inclusion probabilities, meaning those features are very unlikely to be
selected; features with large (absolute) posterior means often have big inclusion probabilities (say, close to 1), meaning these features are selected and important. This is actually
consistent with L1 -type methods. However, there are many cases between the two extremes,
e.g., the posterior weight means are around 0.2 but the posterior inclusion probabilities are
between 0.4 and 0.6. It is interesting to know how/why the corresponding features act in
this way. Second, we noticed that the posterior weight variance is directly correlated to the
cardinality of the feature group. For example, TLD features of small websites has much
higher posterior weight variances than layout id or ad position id. The reason is that the
whole TLD category has much higher cardinality, and each specifc TLD appears much less
frequently; the posterior variance is larger with less observed data. This might explain why
empirically account managers choose low cardinality feature groups to set up targeting
attributes. Similarly, feature combination (see Table 6.1) can generate more fne-grained
features, often observed with higher (posterior mean) weights; however, the (posterior)
variances increase as well. To mitigate this issue, we often instead use real-valued versions
(e.g.,TLD CTR and (TLD×line id) CTR), to reduce the variances.
To further confrm the value of the selected features, we trained a nonlinear classifcation model, Gradient Boosting Tree (GBT) [83, 84], based on the 504 features selected by
OLSS. GBT has an excellent performance for CTR prediction [85] but is not scalable to
large numbers of features. We compared GBT with OLSS on the same 504 features, and
with VW using all the 204, 037 features in BrightRoll training data. As shown in Figure
6.4f, GBT outperformed both OLSS and VW on all the three test datasets. Therefore, the
selected features by OLSS are useful not only for linear classifcation, but also for the advanced, nonlinear models. This enlightens another application of sparse learning—that is,
we can choose a small set of useful features, then based on which we can construct feasible
and more powerful models to further improve the performance.

111
6.6

Conclusion
We have presented OLSS, a frst online Bayesian sparse learning algorithm that can

extract correlated relationships from large-scale, high dimensional data. OLSS exhibits an
amazing selective shrinkage effect and is able to quantify the uncertainty information.
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7. BAYESIAN SPARSE MULTIVIEW LEARNING FOR JOINT
CROSS CORRELATED RELATIONSHIP DISCOVERY AND
DIAGNOSIS OF ALZHEIMER’S DISEASE
7.1

Motivation
Alzheimer’s disease (AD) is a neurodegenerative disorder associated with aging. Al-

though it accounts for 60-80% of age-related dementia cases, currently there is no cure
for AD and its underlying mechanism remains elusive. To study AD mechanism, a crucial step is to identify associations between genetic variations and intermediate phenotypes (e.g., endophenotypical traits). In other words, we want to discover cross correlations
between genetic risk factors based on genomic data—such as single nucleotide polymorphisms (SNPs)—and indicative intermediate phenotypes—such as cortical thickness of different brain regions (based on magnetic resonance imaging (MRI)). This identifcation can
help us locate a subset of polymorphisms which may have functional consequences on
brain structures. Although GWAS studies have been applied to AD studies [86, 87], the
association study between genetic variations and multiple intermediate phenotypes is still
relatively scarce for AD. A similar task arises for expression quantitative trait locus (eQTL)
analysis, where canonical correlation analysis (CCA) and its extensions [11–14] have been
widely applied. For example, [13] applied sparse CCA (sCCA) to fnd relationships between genetic loci and gene expression levels in Utah families; [14] used sCCA to reveal
associations between gene expression and DNA copy variation.
Meanwhile, it has become increasingly important to develop a noninvasive means for
AD diagnosis based on various biomarkers, including both genetic variations and MRI features. Because many of these biomarkers are irrelevant to the diagnosis, sparse models are
needed to identify the relevant ones. For disease diagnosis, popular sparse models include
lasso [88], elastic net [89], and automatic relevance determination [90]. Here we treat geno-
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types or intermediate phenotypes as biomarkers and the disease status as the response in a
linear regression or classifcation setting. Non-zero regression or classifcation weights in
our estimation indicate relevant biomarkers for the disease [91, 92].
Although these two tasks—association discovery and disease diagnosis—have been addressed separately in the previous works, they are closely related—due to the their common
underlying biological basis—and can potentially beneft each other by a joint analysis.
To harness the natural synergy between the two tasks, we propose a new Bayesian
approach that integrates multiview learning for association discovery with sparse ordinal
regression for disease diagnosis. In the new approach, genetic variations and phenotypical traits are generated from common latent features based on separate sparse projection
matrices and the common latent features are used to predict the disease status based on
Gaussian process ordinal regression. To enforce sparsity in projection matrices, we assign
spike-and-slab priors [69] over them; these priors have been shown to be more effective
than L1 penalty to learn sparse projection matrices [93, 94]. The sparse projection matrices not only reveal critical interactions between the different data sources but also identify
groups of biomarkers in data relevant to disease status. Finding groups of biomarkers can
avoid over-sparsifcation (i.e., selecting one instead of multiple correlated features), thus
boosting the accuracy for disease diagnosis. It can also help provide a better biological understanding because these groups may form biologically meaningful units (e.g., pathways).
Meanwhile, via its direct connection to the latent features, the disease status infuences the
estimation of the projection matrices. Hence we name this new method Supervised Heterogeneous Multiview Learning (SHML). In addition to enjoying the beneft of integrating the
related tasks, two features of our model distinguish it from previous approaches:
• There is a severity order for AD, from being normal to mild cognitive impairment
(MCI) and then to AD; and our ordinal regression component captures the AD severity order. Alternative sparse models, by contrast, use classifcation or regression likelihoods and do not consider the order of disease severity.
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• The data are heterogeneous: SNPs values are discrete (or ordinal) and the imaging
features are continuous. While popular CCA-type methods treat both of them as continuous data, our model captures the heterogeneous nature of the data.
To learn the model from data, we develop a Variational Bayes Expectation Maximization (VB-EM) approach. It iteratively minimizes the Kullback-Leibler (KL) divergence
between a tractable approximation and exact Bayesian posterior distributions and provides
an estimate to the model marginal likelihood. Maximizing this estimate enables us to automatically choose a suitable dimension for the latent features in a principled Bayesian
framework.
For evaluation, we test our approach SHML on both synthetic and real datasets. On
synthetic data, SHML achieves both higher estimation accuracy in recovering true associations between different views and higher prediction accuracy than alternative state-of-theart methods. We then apply SHML to an AD study.
SHML achieved highest prediction accuracy among all competing methods and yielded
biologically meaningful relationships between genetic variations, brain atrophy, and the
disease status.

7.2

Model
First, let us describe the data. We assume there are two heterogeneous data sources: one

contains continuous data — for example, MRI features — and one discrete ordinal data
— for instance, SNPs. Given data from n subjects, p continuous features and q discrete
features, we denote the continuous data by a p × n matrix X = [x1 , . . . , xn ], the discrete
ordinal data by a q × n matrix Z = [z1 , . . . , zn ], and the labels (i.e., the disease status) by a

n × 1 vector y = [y1 , . . . , yn ]> . For the AD study, we let yi = 0, 1, and 2 if the i-th subject
is in the normal, MCI or AD condition, respectively.
To link two data sources X and Z together, we introduce common latent features
U = [u1 , . . . , un ] and assume X and Z are generated from U by sparse projections. The
common latent feature assumption is sensible for association studies because both SNPs
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Fig. 7.1. The probabilistic graphical model of SHML, where X is the continuous view, Z is the ordinal view, and y are the labels.

and MRI features are biological measurements of the same subjects. Note that ui is the latent feature for the i-th subject and its dimension k is estimated by evidence maximization.
Q
In a Bayesian framework, we give a Gaussian prior over U, p(U) = i N (ui |0, I), and
specify the rest of the model (see Figure 7.1) as follows:
• Continuous data. Given U, X is generated from
p(X|U, G, η) =

n
Y
i=1

N (xi |Gui , η −1 I)

where G = [g1 , g2 , ...gp ]> is a p × k projection matrix, I is an identity matrix, and ηI
is the precision matrix of the Gaussian distribution. For η, we assign an uninformative
diffuse Gamma prior, p(η|r1 , r2 ) = Gamma(η|r1 , r2 ) with r1 = r2 = 10−3 .
• Ordinal data. For an ordinal observation z ∈ {0, 1, . . . , R − 1}, its value is decided
by which region an auxiliary variable c falls in −∞ = b0 < b1 < . . . < bR = ∞.
If c falls in [br , br+1 ), z is set to be r. For the AD study, the SNPs Z take values in
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{0, 1, 2} and therefore R = 3. Given a q × k projection matrix H = [h1 , h2 , ...hq ]> ,
the auxiliary variables C = {cij } and the ordinal data Z are generated from
p(Z, C|U, H) =

q
n
Y
Y
i=1 j=1

N (cij |h>
i uj , 1)

2
X
r=0

1(zij = r)1(br ≤ cij < br+1 )

where 1(·) is the indicator function: 1(a) = 1 if a is true and 1(a) = 0 otherwise.
• Labels. For ordinal labels y, we use a Gaussian process ordinal regression model [95]
based the latent representation U,

p(y|U) = N (f |0, K)

n X
2
Y
i=1 r=0

1(yi = r)1(br ≤ fi < br+1 )

where [b0 , . . . , b3 ] are set to [−∞, −1, 1, ∞], and Kij = k(ui , uj ) is the crosscovariance between ui and uj . We can choose k from a rich family of kernel functions
such as linear, polynomial, and Gaussian kernels to model relationships between the
labels y and the latent features U. Note that the labels y are linked to the data X and
Z via the latent features U and the projection matrices H and G. Due to the sparsity
in H and G, only a few groups of variables in X and Z are selected to predict y.
Note that each of group is linked to a feature in U.
• Sparse Priors. Because we want to identify a few critical associations between different data sources, we use spike-and-slab prior distributions [69] to sparsify the
projection matrices G and H. Specifcally, we use a p × k matrix Sg to represent the
selection of elements in G: if sij = 1, gij is selected and follows a Gaussian prior
distribution with variance σ12 ; if sij = 0, gij is not selected and forced to almost zero
(i.e., sampled from a Gaussian with a very small variance σ22 ). Specifcally, we have
the following prior over G:

p(G|Sg , Πg ) =

p
k
Y
Y
i=1 j=1


ij �
sij
πgij g (1 − πgij )1−sg sgij N (gij |0, σ12 ) + (1 − sgij )N (gij |0, σ22 )
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2
2
where πgij in Πg is the probability of sij
g = 1, and σ1  σ2 (in our experiment, we set

σ12 = 1 and σ22 = 10−6 ). Without any prior preference over the selecting probabilities,

we assign uniform priors, p(Πg ) = 1. Similarly, H is sampled from

p(H|Sh , Πh ) =

q
k
Y
Y
i=1 j=1


ij �
sij
πhij h (1 − πhij )1−sh shij N (hij |0, σ12 ) + (1 − shij )N (hij |0, σ22 )

where Sh are binary selection variables and πhij in Πh is the probability of sij
h = 1.
Again, we assign uninformative uniform priors over Πh : p(Πh ) = 1.
Finally, the joint distribution of our model, SHML, is simply the product of all the prior
distributions and the conditional density distributions.

7.3

Algorithm

7.3.1

Estimating Latent Variables

Given the model specifed in the previous section, now we present an effcient, principled method to estimate the latent features U, the projection matrices H and G, the
selection indicators Sg and Sh , the selection probabilities Πg and Πh , the variance η,
the auxiliary variables C for generating ordinal data Z, and the auxiliary variables f for
generating the labels y. In a Bayesian framework, this estimation task amounts to computing their posterior distributions. However, computing the exact posteriors turns out to
be infeasible since we cannot calculate the normalization constant of the exact posterior
distribution. Thus, we resort to a Variational Bayes Expectation Maximization (VB-EM)
approach. More specifcally, in the E step, we approximate the posterior distributions of
H, G, Sg , Sh , Πg , Πh , η, C and f by a factorized distribution
Q(H, G, Sg , Sh , Πg , Πh , η, C, f )
= Q(H)Q(G)Q(Sg )Q(Sh )Q(Πg )Q(Πh )Q(η)Q(C)Q(f )
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and in the M step, based on the approximate distribution, we optimize the latent features
U.
To obtain the variational approximation, we minimize the Kullback-Leibler (KL) divergence between the approximate and the exact posteriors. To this end, we use coordinate
descent; we update an approximate distribution, say, Q(H), while fxing the other approximate distributions, and iteratively refne all the approximate distributions. The detailed
updates are given in the following paragraphs.

Updating Variational Distributions for Continuous Data
For the continuous data X, the approximate distributions of the projection matrix G,
the noise precision η, the selection indicators Sg and the selection probabilities Πg are
Q(G) =

p
Y
i=1
p

Q(Sg ) =

N (gi ; λi , Ωi )

k
YY

sij
βijg (1

i=1 j=1

− βij )

Q(η) = Gamma(η|r̃1 , r̃2 ),
1−sgij

Q(Πg ) =

p
k
Y
Y
i=1 j=1

Beta(πgij |˜l1ij , ˜l2ij ).

(7.1)

(7.2)

�
The mean and covariance of gi are calculated as Ωi = hηiUU> + σ12 diag(hsig i) +
1
−1
1
i
diag(1−hsg i)
and λi = Ωi (hηiUx̃i ), where h·i means expectation over a distribution,
σ2
2

x̃i and sig are the transpose of the i-th rows of X and Sg , hsig i = [βi1 , . . . , βik ]> , and hgij2 i
is the j-th diagonal element in Ωi . The parameters of the Gamma distribution Q(η) are
np
2

and r̃2 = r2 + 12 tr(XX> ) − tr(hGiUX> ) + 12 tr(UU> hG> Gi).
�
ij
ij
The parameter βij in Q(sij
g ) is calculated as βij = 1/ 1 + exp(hlog(1 − πg )i − hlog(πg )i +

σ12
1 2
1
1
1
log(
)
+
hg
i(
−
))
. The parameters of the Beta distribution Q(πgij ) is given by
2
2
2
ij
2
2
σ
σ
σ
updated as r̃1 = r1 +

2

1

2

˜lij = βij + 1 and ˜lij = 2 − βij .
2
1

The moments required in the above distributions are calculated as hηi = rr˜˜12 , hGi =
P
ij
˜ij
˜ij ˜ij
[λ1 , . . . , λp ]> , hG> Gi = pi=1 Ωi + λi λ>
i , hlog(πg )i = ψ(l1 ) − ψ(l1 + l2 ) and hlog(1 −
πgij )i = ψ(˜l2ij ) − ψ(˜l1ij + ˜l2ij ), where ψ(x) =

d
dx

ln Γ(x).
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Updating Variational Distributions for Ordinal Data
For the ordinal data Z, we update the approximate distributions of the projection matrix
H, the auxiliary variables C, the sparse selection indicators Sh and the selection probabilities Πh . Specifcally, the variational distributions of C, H, Sh and Πh are

Q(C) ∝

q
k
Y
Y
i=1 j=1
q

Q(Sh ) =

k
YY
i=1 j=1

1(bzij ≤ cij < bzij +1 )N (cij |c̄ij , 1), Q(H) =

q
Y
i=1

N (hi ; γi , Λi ), (7.3)

q

sij

ij

αijh (1 − αij )1−sh ,

�
where c̄ij = γi> uj , Λi = UU> +

1
diag(hshi i)
σ12

Q(Πh ) =

k
YY
i=1 j=1

1
diag(h1
σ22

˜ij ), (7.4)
Beta(πhij |d̃ij1 , d
2

− sih i)

−1

, γi = Λi (Uhc̃i i)
�
where c̃i is the transpose of the i-th row of C, αij = 1/ 1+exp(hlog(1−πhij )i−hlog(πhij )i+

σ2
1
i
>
˜ij
log( σ12 ) + 12 hh2ij i( σ12 − σ12 )) , d˜ij
1 = αij + 1, d2 = 2 − αij , hsh i = [αi1 , . . . , αik ] , and
2
2

hh2ij i

1

+

2

is the j-th diagonal element in Λi .

The required moments for updating the above distributions can be calculated as
˜ij ˜ij
˜ij ˜ij
hlog(πhij )i = ψ(d˜ij
hlog(1 − πhij )i = ψ(d˜ij
1 ) − ψ(d1 + d2 ),
2 ) − ψ(d1 + d2 )
�
 �

hcij i = c̄ij − N (bzij +1 |c̄ij , 1) − N (bzij |c̄ij , 1) / Φ(bzij +1 − c̄ij ) − Φ(bzij − c̄ij ) ,
and hc̃i i = [hci1 i, . . . , hcin i]> , where Φ(·) is the cumulative distribution function of a standard Gaussian distribution. Note that in Equation (7.3), Q(C) is the product of truncated
Gaussian distributions and the truncation is controlled by the observed ordinal data Z.

Updating Variational Distributions for Labels
We update the variational distribution of the auxiliary variables f as follows:
Q(f ) ∝

n
Y
i=1

1(byi ≤ fi < byi +1 )N (fi |f¯i , σf2i )

(7.5)
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−1
2
where f¯i = Ki,¬i K−1
¬i,¬i hf¬i i and σfi = Ki,i − Ki,¬i K¬i,¬i K¬i,i . Ki,¬i is the covariance

between ui and U¬i , K¬i,¬i is the covariance on U¬i (U¬i = [u1 , · · · ui−1 , ui+1 , · · · un ]),

hf¬i i = [hf1 i, · · · , hfi−1 i, hfi+1 i, · · · , hfn i]> , and each hfi i is

�
 � by +1 − f¯i
by − f¯i 
hfi i = f¯i − σf2i · N (byi +1 |f¯i , σf2i ) − N (byi |f¯i , σf2i ) / Φ( i
) − Φ( i
) .
σ fi
σ fi
Note that Q(f ) is also the product of truncated Gaussian distributions and the truncated
region is decided by the ordinal label y. In this way, the supervised information from y is
incorporated into estimation of f and then estimation of the other quantities by the recursive
updates.

Optimizing the Latent Representation U
After the expectations of the other variables are calculated, we optimize U by maximizing the following variational lower bound
1
1
1
F (U) = − tr(UU> ) + hηitr(X> hGiU) − tr(hH> HiUU> ) − log|K|
2
2
2
1
hηi
tr(hG> GiUU> ) + tr(hCi> hHiU) + constant,
− tr(hﬀ > iK−1 ) −
2
2

(7.6)

P
where hHi = [h1 , . . . , hq ]> , hH> Hi = pi=1 Λi + γi γi> , hﬀ > i = hf ihf i> − diag(hf i2 ) +
�
 � b −hf i
b −hf i 
diag(hf 2 i), hfi2 i = hfi i2 +σf2i +σf2i · (byi −hfi i)N (byi |hfi i, σf2i ) / Φ( yi +1σf i )−Φ( yiσf i ) −
i
i
�
 � b −hf i
b −hf i 
σf2i · (byi +1 − hfi i)N (byi +1 |hfi i, σf2i ) / Φ( yi +1σf i ) − Φ( yiσf i ) , and the constant means
i

i

a value independent of U so that it is irrelevant for optimizing U. Note that we can optimize the dimension k by maximizing the full variational lower bound of our model, which
involves other quantities as well, such as hHi and hGi. We do not present the long equation
for the full lower bound, because it can be easily derived based on what we have presented.
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We use the L-BFGS algorithm to maximize the cost function F over U. The gradient of U
is given by
�

∂F
1�
= hηihGi> X + hHi> hCi − I + hηihG> Gi + hH> Hi U − K−1
∂U
2
1 −1 > −1  ∂K
.
− K hﬀ iK
2
∂U
Note that

∂K
∂U

(7.7)

depends on the form of the kernel function k(ui , uj ).

Computational Complexity
Based on the previous equations, we can show that the total computational complexity
of our algorithm is O(max(n3 , (p + q)nk 2 ))—it is either cubic in the number of samples n
or linear in the number of the features.

7.3.2

Predicting Disease Status

Let us denote the training data as Dtrain = {Xtrain , Ztrain , ytrain } and the test data as
Dtest = {Xtest , Ztest }. To obtain the latent representation Utrain and Utest for prediction,
we carry out variational EM simultaneously on Dtrain and Dtest . The beneft is that the
variational EM learning procedure can utilize both the training and test data. Note that
there are no updates for ordinal label part on Dtest and the terms regarding ordinal labels
should be removed from Equation (7.6) and (7.7). After both Utest and Utrain are obtained
from the M-step, we predict the labels for test data as follows:
�

�

ftest = K Utest , Utrain K−1 Utrain , Utrain hftrain i,
i
=
ytest

R−1
X
r=0

i
r · 1(br ≤ ftest
< br+1 ),

i
where ytest
is the prediction for i-th test sample.
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7.4

Experiments

7.4.1

Simulation Study

We frst design a simulation study to examine SHML in terms of (i) estimation accuracy
on fnding associations between the two views and (ii) prediction accuracy on the ordinal
labels.
Simulation data. To generate the ground truth, we set n = 200 (200 instances), p =
q = 40, and k = 5. We designed G, the 40 × 5 projection matrix for the continuous data X,
to be a block diagonal matrix; each column of G had 8 elements being ones and the rest of
them were zeros, ensuring each row with only one nonzero element. We designed H, the
40 × 5 projection matrix for the ordinal data Z, to be a block diagonal matrix; each of the
frst four columns of H had 10 elements being ones and the rest of them were zeros, and
the ffth column contained only zeros. We randomly generated the latent representations
U ∈ Rk×n with each column ui ∼ N (0, I). To generate Z, we frst sampled the auxiliary
variables C with each column ci ∼ N (Hui , 1), and then decided the value of each element
P
zij by the region cij fell in—in other words, zij = 2r=0 r1(br ≤ cij < br+1 ). Similarly,
to generate y, we sampled the auxiliary variables f from N (0, U> U + I) and then each yi

was generated by p(yi |fi ) = 1(yi = 0)1(fi ≤ 0) + 1(yi = 1)1(fi > 0).

Comparative methods. We compared SHML with several state-of-the-art methods including (1) CCA [12], which fnds the projection directions that maximize the correlation
between two views, (2) sparse CCA [14,96], where sparse priors are put on the CCA directions, and (3) multiple-response regression with lasso (MRLasso) [97] where each column
of the second view (Z) is regarded as the output of the frst view (X). We did not include results from the sparse probabilistic projection approach [98] because it performed
unstably in our experiments. Regarding the software implementation, we used the built-in
Matlab routine for CCA and the code by [96] for sparse CCA. We implemented MRLasso
based on the Glmnet package (cran.r-project.org/web/packages/glmnet/
index.html).
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To test prediction accuracy, we compared our method with the following ordinal or
multinomial regression methods: (1) lasso for multinomial regression [88], (2) elastic net
for multinomial regression [89], (3) sparse ordinal regression with the splike and slab prior,
(4) CCA + lasso, for which we frst ran CCA to obtain the latent features H and then applied
lasso to predict y, (5) CCA + elastic net, for which we frst ran CCA to obtain the projection
matrices and then applied elastic net on the projected data, (6) Gaussian Process Ordinal
Regression (GPOR) [95], and (7) Laplacian Support Vector Machine (LapSVM) [99], a
semi-supervised SVM classifcation method. We used the published code for lasso, elastic
net, GPOR and LapSVM. For all the methods, we used 10-fold cross validation on the
training data for each run to choose the kernel form (Gaussian or linear or Polynomials) and
its parameters (the kernel width or polynomial orders) for SHML, GPOR, and LapSVM.
Because alternative methods cannot learn the dimension automatically for simple comparison, we provided the dimension of the latent representation to all the methods we tested
in our simulations. We partitioned the data into 10 subsets and used 9 of them for training
and 1 subset for testing; we repeated the procedure 10 times to generate the averaged test
results.
Results. To estimate linkage (i.e., associations) between X and Z, we calculated the
posterior expectation of the cross covariance matrix hGH> i. We then computed the precision and the recall based on the ground truth. The precision-recall curves are shown in
Figure 7.2. Clearly, our method successfully recovered almost all the links and signifcantly
outperformed all the competing methods. This improvement may come from i) the use of
the spike-and-slab priors, which not only remove irrelevant elements in the projection matrices but also avoid over-penalizing the active association structures (the Laplace prior
used in sparse CCA does over penalize the relevant ones) and ii) more importantly, the
supervision from the labels y, which is probably the biggest difference between ours and
the other methods for the association study. The prediction accuracies on unknown y and
their standard errors are shown in Figure 7.3a and the AUC and their standard errors are
shown in Figure 7.3b. Our proposed SHML model achieves signifcant improvement over
all the other methods.
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Fig. 7.2. The precision-recall curves for association discovery in the simulated
data.
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Fig. 7.3. The prediction results on simulated and real datasets. The results are
averaged over 10 runs. The error bars represent standard errors. For the real
ADNI dataset, we predict the ordinal disease status, Normal, MCI and AD.
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7.4.2

AD Study

We conducted joint association analysis and AD diagnosis based on the Alzheimer’s
Disease Neuroimaging Initiative 1 (ADNI 1) dataset. The ADNI study is a longitudinal
multisite observational study of elderly individuals with normal cognition, mild cognitive
impairment, or AD. Specifcally, we used SHML to study the associations of genotypes and
brain atrophy measured by MRI and to predict the disease status (normal vs. MCI vs. AD).
Note that the labels are ordinal since the three states represent increasing severity levels of
AD.
Genetic and phenotypic data used in this study were obtained from the ADNI database
(http://www.loni.ucla.edu/ADNI). Genomic DNA samples of 818 ADNI 1 subjects were
analyzed on the Human610-Quad BeadChip according to the manufacturer’s protocols. After quality control, a list of 512,788 SNPs was used in an initial GWAS analysis associating
them with the disease trait (AD vs. normal subjects). As a result, the top 1000 SNPs were
pre-selected for analysis in this study. For structural MRI, we used image analysis results
from UCSF based on the Freesurfer software package (http://surfer.nmr.mgh.harvard.edu);
the resulting imaging data includes volumetric, cortical thickness and surface area measurements for a variety cortical and subcortical regions. After removing missing data, the
fnal dataset consists of 618 subjects (183 normal, 308 MCI and 134 AD), and 924 SNPs
and 328 MRI features measuring the brain atrophies for each subject at baseline.
We compared SHML with the alternative methods on accuracy of predicting whether a
subject is in the normal or MCI or AD condition. We randomly split the dataset into 556
training and 62 test samples 10 times and ran all the competing methods on each partition.
We used the 10-fold cross validation for each run to tune free parameters on the training
data. In SHML, in order to determine k, the dimension of U, we computed the variational
lower bound as an approximation to the model marginal likelihood with various k values
{10, 20, 40, 60}. We chose the value with the largest approximate evidence, which led to
k = 20 (see Figure 7.4). Our experiments confrmed that, with k = 20, SHML achieved
highest prediction accuracy, demonstrating the beneft of evidence maximization.
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Fig. 7.4. The variational lower bound of the marginal likelihood of SHML.
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Fig. 7.5. The estimated associations between MRI features and SNPs. In each
sub-fgure, the MRI features are listed on the right and the SNP names are
given at the bottom.

The accuracies for predicting unknown labels y and their standard errors are shown in
Figure 7.3c. Our method achieved the highest prediction accuracy, higher than that of the
second best method, GP ordinal Regression, by 10% and than that of the worst method,
CCA+lasso, by 22%.
We also examined the strongest associations discovered by SHML based on the whole
dataset. First of all, the ranking of MRI features in terms of their prediction power of
different disease stages (normal, MCI and AD) demonstrates that most of the top ranked
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Table 7.1.
The weights of the average cortical thickness of ROI on the left and right hemispheres.
weight
left right
Superior Frontal
1.37 1.35
Middle Temporal
1.33 1.37
Precuneus
1.33 1.36
Inferior Parietal
1.29 1.34
Inferior Temporal
1.32 1.29
Caudal Middle Frontal 1.32 1.31
Rostral Middle Frontal 1.31 1.30
ROI

features are the cortical thickness measurements, followed by the volume of white matter,
volume of gray matter in cortical regions, and the cortical surface area measurements.
These results are consistent with the literature for demonstrating that the cortical thickness measurement is potentially a more sensitive measurement of the brain atrophy for
Alzheimer’s dementia [100,101]. Particularly, thickness measurements of frontal lobe, middle temporal lobe, and precuneus were found to be most predictive compared with other
brain regions. These fndings are consistent with their atrophy pattern and prediction power
of AD found in the literature [101–105]. We also found that measurements of the same
structure on the left and right hemisphere have similar weights (See Table 7.1); this is
again consistent with the related literature—no asymmetrical relationship has been found
for the brain regions involved in AD [106].
Second, the analysis of associating genotypes to AD also generated interesting results.
Similar to the MRI features, SNPs that are in the vicinity of each other are selected together
due to the group-selection characteristics of our algorithm. The top ranked SNPs are associated with a few genes including PSMC1P12 (proteasome 26S subunit, ATPase), NCOA2
(The nuclear receptor coactivator 2), and WDR52 (WD repeat domain 52). These genes
have been associated with diseases such as breast neoplasms, carcinoma, and endometrial
neoplasms [107].
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At last, biclustering of the genotype-MRI association, as shown in Figure 7.5, revealed
interesting patterns in terms of the relationship between genetic variations and brain atrophy in association with AD. For example, the highest ranked association was found
between genes such as MAP3K1 (mitogen-activated protein kinase kinase kinase 1) and
MIER3 (mesoderm induction early response 1, family member 3) with the caudate anterior
cingulate cortex. MAP3K1 and MIER3 genes are associated with biological process such
as apoptosis, cell cycle, chromatin binding and DNA binding (https://portal.genego.com/),
and cingulate cortex has been shown to be severely affected by AD [108]. The strong association discovered in this work might indicate potential genetic effect in the atrophy
pattern observed in this cingulate sub-region. Additionally, SNPs in MAPT (microtubuleassociated protein tau) gene were also found to have association with brain atrophy in a
variety of cortical regions including frontal, cingulate and temperate lobes. The hyperphosphorylation of tau protein, which is a product of MAPT, can result in the self-assembly
of tangles that are involved in the pathogenesis of AD. Therefore, the genetic variation of
MAPT has been associated with increased risk of AD [109–113]. The association between
MATP gene and brain atrophies found in this analysis is consistent with the gray matter
loss observed in MATP genetic variant carrier in recent studies [114].
In summary, SHML discovered the synergistic predictive relationships between brain
atrophy, genetic variations and the disease status, and achieved higher prediction accuracy
than the alternative methods.

7.5

Conclusion
We have presented SHML, a new Bayesian supervised multiview learning algorithm for

AD study. By integrating association discovery with disease diagnosis, it improves performance for both tasks. Although we have focused on the AD study, we expect that SHML
can be applied to a wide range of applications in biomedical research—for example, eQTL
analysis supervised by additional labeling information.
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8. SUMMARY AND FUTURE WORK
Bayesian learning is a general, powerful paradigm for modeling and reasoning. With its
unifed, rigorous treatment, we do not need to invent ad-hoc solutions or justifcations. Furthermore, its capability to quantify and infer uncertainty (based on probability distributions)
is critical to real-world applications, especially when simple hypothesis tests, p-values or
confdence intervals are unavailable or insuffcient.
In this dissertation, we developed scalable Bayesian learning methods to extract two
types of fundamental relationships embedded in real-world data, namely interactive relationships between multiple entities and correlated relationships between features/attributes
and interested responses. Specifcally, we designed novel Bayesian nonparametric tensor
factorization models, based on Gaussian processes and Drichlet processes, to capture various complicated, possibly highly nonlinear relationships underlying tensor data (Chapters
2-4). To address the computational challenges, we used local GP modeling to fulfll a divide and conquer strategy, based on which we developed an effcient distributed stochastic
factorization method on M AP R EDUCE (Chapter 2), and an online VB-EM algorithm that
can further discover latent clusters in data for use on a single computer (Chapter 3); we further designed a fexible GP factorization model to address the observation sparsity issue,
and derived a novel variational transformations of the model evidence, based on which we
developed a highly effcient, key-value-free factorization algorithm on SPARK (Chapter
4).
Second, to uncover the correlated relationships from high dimensional data, we developed an online Bayesian sparse learning algorithm using the spike-and-slab prior, which
are able to handle both large sample sizes and high dimensional features (say, millions);
compared with the sate-of-the-art scalable approaches, our algorithm exhibits an amazing
selective shrinkage effect, and meanwhile quantifes the uncertainty information (Chapter
5). Finally, motivated by the Alzheimer’s disease study, we designed a supervised sparse
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multiview learning model to discover the cross-correlated relationships (i.e., associations)
between features from different data views (Chapter 6). We show its successful applications
in both the association study and diagnosis for Alzheimer’s disease.
There are several directions that worth future explorations.
• Multiway data in real-world applications often come with other data sources, such
as profle and structure information. These information can be valuable to foster the
discovery of the interactive relationships. For example, we can better capture the
interactions between consumers and commodities, by taking advantage of the commodity hierarchies: people using iPhones are likely to buy iWatches; people wearing
Burberry coats may consider Burberry scarves. Therefore it is natural to combine the
extra data sources to enhance the relationship discovery. To do so, we need to design
expressive prior distributions that can integrate them to facilitate existing models, and
address the extra computational hurdles. One idea is to design tree-structured priors
over the latent factors on top of the nonparametric tensor decomposition models in
Chapters 2-4, to incorporate the class hierarchy knowledge. An advantage of this extension is that we can address the cold-start problem in an elegant way: if there arises
a new entity, say a new customer or commodity, making us unable to infer the latent
factors from the existing purchase records, we can still predict its interactions with
other entities by averaging the predictions based on its parent and ancestor nodes in
the tree-structure prior—this is actually an instance of Bayesian prediction [52].
• The interactive relationships can vary along with time. For instance, people may favor different fruits in distinct seasons; women’s preference for clothes styles may
change from time to time; the supporters/opponents of the President vary every now
and then. Obviously, It is important to capture the temporal changes of the relationship. To this end, we need to design more powerful models that can take both the
temporal dynamics as well as nonlinearity into account. Hawkes process (HP) is a
powerful nonparametric temporal modeling framework that can take past and future
dependencies, as well as time spans into account. On top of Hawkes processes, we
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can further introduce GP prior to model the nonlinearity of the interactive relationships. Therefore, a promising solution could be some novel synergy of GP and HP
models. Furthermore, due to the decomposable nature of Hawkes process likelihoods
(over time points or events), it is feasible to develop effcient online or parallel inference algorithms.
• In Chapter 5, we develop an online sparse learning algorithm which scale the advantageous spike-and-slab prior to millions of samples and features. However, because
the algorithm sequentially processes data, it is insuffcient for data sizes being orders of magnitude larger, say, billions or even trillions, which will take too long time
to process all the samples. Also, a single computer’s memory may not be able to
hold the weights for all the features. Therefore, a future direction is to develop a distributed algorithm, to extract the correlated relationships, from extremely large data.
A promising platform is PARAMETER S ERVER [80], which supports decentralized
parameter storage and asynchronous updating schemes. Therefore both memory occupation and the computational overload can be distributed into multiple computing
nodes. The algorithm can be grounded on EP — due to EP’s fx point iteration nature,
the convergence is not affected by asynchronous updating schedules.
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