Abstract. We study the change of the minimal degree of a logarithmic derivation of a hyperplane arrangement under the addition or the deletion of a hyperplane, and give a number of applications. In particular, starting with Ziegler's example of a pair of arrangements of d = 9 lines with n 3 = 6 triple points in addition to some double points, having the same combinatorics, but distinct minimal degree of a logarithmic derivation, we construct new examples of such pairs, for any number d ≥ 9 of lines, and any number n 3 ≥ 6 of triple points. Moreover, we show that such examples are not possible for line arrangements having only double and triple points, with n 3 ≤ 5.
Introduction
Let K be a field of characteristic zero, consider the polynomial ring S = K[x 1 , . . . , x ℓ ] with the usual grading, i.e., S = ⊕ d∈Z ≥0 S d , and for an S-graded module M, let M = ⊕ d∈Z M d be its decomposition according to the grading. Let X be a reduced projective hypersurface in P ℓ−1 , defined by a homogeneous polynomial f ∈ S d of degree d. We assume that X is essential, that is X is not the cone over a projective hypersurface in some P n with n < ℓ − 1. When X = A is a hyperplane arrangement, the main situation considered below, this definition agrees with the usual one. The details will be recalled in the next section. Let Der S := ⊕ ℓ i=1 S∂ x i be the module of derivations of S, a Z-graded free S-module of rank ℓ. Here 0 = θ ∈ Der S is homogeneous of degree e if θ(g) is zero or homogeneous of degree e for all g ∈ S 1 . For example, the Euler derivation θ E := ℓ i=1 x i ∂ x i is homogeneous of degree 1. The logarithmic derivation module D(X) of the hypersurface X is defined by D(X) := {θ ∈ Der S | θ(f ) ⊂ (f )}, where (f ) denotes the principal ideal generated by f in S. It is known that D(X) is an S-graded reflexive module, but not free in general. It is clear that θ E ∈ D(X).
We say that X has exponents exp(X) = (d 1 , . . . , d k ) if there are homogeneous derivations θ 1 = θ E , . . . , θ k with deg θ j = d j which form a minimal set of generators for the graded S-module D(X). Since X is essential, it follows that d j > 0 for all j. When these integers d j are written in increasing order, we use the notation
Consider the graded S-submodule D 0 (X) = {θ ∈ D(X) | θ(f ) = 0}.
in D(X) and note the decomposition
Because of this decomposition, it is usual to choose the minimal generators θ j above such that θ j ∈ D 0 (X) for j > 1. If θ = ℓ i=1 a i ∂ x i with a i ∈ S r for some integer r, the condition θ(f ) = 0 translates into the following homogeneous Jacobian relation or Jacobian syzygy
involving the partial derivatives f x i = ∂ x i f of the polynomial f . In this way, the generators θ j for j > 1 are sometimes identified with Jacobian relations. This explains the following. For more on Terao's conjecture, as well as for basic information on hyperplane arrangements, we refer to [8, 22] . This conjecture is open, even in the case of line arrangements in P 2 , in spite of a lot of work and partial results in the recent years, see [2, 3, 12, 28] . Note that the freeness of a line arrangement A is not determined by the weak combinatorics of A, namely the numbers n j of points in A of multiplicity j ≥ 2, see [21] . In the case of line arrangements, using (1.2) and a result by A. du Plessis and C.T.C. Wall quoted below in Theorem 4.2, Terao's conjecture can be restated as follows. It is known that the intersection lattice L(A) does not determine the integer r(A) in general: indeed, G. Ziegler produced two arrangements A and B of d = 9 lines, having only double and triple points, such that L(A) ∼ = L(B), and 5 = r(A) = r(B) = 6, see Remark 3.9 for more details. However, the following stronger form of Terao's conjecture might be true. Note that in [21] , the authors produce two arrangements A and B of d lines, having the same weak combinatorics, and such that r(A) < d/2 and r(A) = r(B). Conjecture 1.4 can be stated in a more geometric way as follows, when K = C. Let E(A) be the rank 2 vector bundle on P 2 naturally associated with the reflexive graded S-module D 0 (A). For a generic line L in P 2 , the restriction E(A)|L splits as a direct sum O L (−e 1 ) ⊕ O L (−e 2 ). The pair (e 1 , e 2 ) is called the generic splitting type of the bundle E(A) and it is known that the two pairs (e 1 , e 2 ) and (d, r(A)) determine each other when r(A) < d/2, with d = |A|, see [5, Propositions 3.1 and 3.2] and [11, Theorem 1.2] . When r(A) ≥ d/2, it follows from [5, 11] that the generic splitting type (e 1 , e 2 ) is determined by d and the global Tjurina number τ (A), which is determined in turn by the weak combinatorics of A via the well known formula
Hence Conjecture 1.4 is equivalent, when K = C, to the following conjecture, which has already appeared in [7, Question 7.12] and in [5] .
Conjecture 1.5. Let A and B be two line arrangements, having isomorphic intersection lattices L(A) ∼ = L(B). Then the rank 2 vector bundles E(A) and E(B) have the same generic splitting type.
Note that in spite of Ziegler's example mentioned above, Conjecture 1.5 holds for line arrangements having only double and triple points, see Remark 4.17.
In this paper we start a detailed investigation of the dependence of the minimal degree r(A) of a Jacobian relation of a hyperplane arrangement A on the combinatorics of A. As a first step, we study the change of the invariant r(A) of a hyperplane arrangement A under the addition or the deletion of a hyperplane H, and give a number of applications.
In section 2, after some preliminary material on arrangements, we establish the main general addition-deletion result for the invariant r(A) of a hyperplane arrangement A, see Theorem 2.14. The special case of free hyperplane arrangements is discussed in Theorem 2.17. Other authors have considered addition-deletion to study the logarithmic derivation module D(A), see for instance [23, 26] , but without paying attention to the invariant r(A).
In section 3 we concentrate our attention to a line arrangement A in P 2 . The corresponding addition-deletion results for r(A) are stated in Theorems 3.3 and 3.4, while the case of free line arrangements is discussed in Theorem 3.6. We then recall the relation between the invariant r(A) and the maximal multiplicity m(A) of an intersection point of the line arrangement A following [9] . Corollary 3.8 says that r(A) is determined by the weak combinatorics of A when 2m(A) ≥ |A|.
In section 4 we give some applications of the above results. The result by A. du Plessis and C.T.C. Wall quoted below in Theorem 4.2 gives an upper bound τ (d, r) max for the global Tjurina number τ (C) of a reduced plane curve C, in terms of its degree d and the invariant r = r(C). A curve C, for which the equality τ (C) = τ (d, r) max holds, is called a maximal Tjurina curve of type (d, r). For any pair (d, r), with 1 ≤ r < d/2, a maximal Tjurina curve of type (d, r) is nothing else but a free curve C of degree d with r(C) = r, and the existence of such curves, even in the class of line arrangements, follows from [14] . For the pairs of the form (d = 2r, r), a maximal Tjurina curve of type (d, r) is nothing else but a nearly free curve C of degree d = 2r with r(C) = r, and the existence of such curves, even in the class of line arrangements, follows again from [14] . The existence of maximal Tjurina curves of type (d, r) when d/2 < r ≤ d − 2, is much more subtle. The following conjecture was stated in [18] . As noted in [18] , the generic line arrangement of d lines is Tjurina maximal of type (d, d − 2) for any d ≥ 2, see also Remark 4.8 below. Line arrangements which are potentially maximal Tjurina of the following types:
(
have been put forth in [18] , following numerical experiments with SINGULAR. The fact that these arrangements are indeed maximal Tjurina is proved here, see Example 4.5 for type (1), Theorem 4.6 for type (2) , and Theorem 4.7 for type (3) . As a result, Conjecture 1.6 holds in all these extremal cases for r in the interval d/2 < r ≤ d − 2.
We continue section 4 by investigating the effect on r(A) of adding a generic line, either passing through a point of maximal multiplicity of A, or just transversal to A, see Propositions 4.10 and 4.11. Using these results and our main additiondeletion result, Theorem 3.3, we determine the invariant r(A) in the case of line arrangements having only double and triple points, when the number of triple points n 3 is ≤ 5, see Theorem 4.14. The conclusion is that in these cases the invariant r(A) is determined by the combinatorics of A, in a precise, but rather complicated way. Ziegler's example, which was the only known example of this type until now, shows that this result is sharp, i.e. it does not extend for the situation n 3 ≥ 6, see Corollary 4.16. In fact, using Ziegler's example and adding well chosen lines, we can construct similar examples of pairs of arrangements of d lines, having only double and triple points, for any d ≥ 9 and any possible weak combinatorial data (n 2 , n 3 ), when n 3 ≥ 6, see the proof of Corollary 4.16. 2. Hyperplane arrangements 2.1. Preliminaries. First we recall some definitions and notations. Let V = K ℓ , x 1 , . . . , x ℓ a basis for V * and let S := Sym
We say that A is a hyperplane arrangement in V if A is a finite set of linear hyperplanes in V . We say that A is essential if ∩ H∈A H = {0}. We assume that all arrangements are essential unless otherwise specified. For H ∈ A, let
be the intersection lattice of A. Then we can define the Möbius function µ : L(A) → Z by µ(V ) = 1, and by
Then we can define the characteristic polynomial χ(A; t) by
It is easy to show that
For H ∈ A fix a linear form α H ∈ V * such that ker α H = H. Then the logarithmic derivation module D(A) can be defined in this situation as follows:
For Q(A) := H∈A α H , one has as in the Introduction
The first easy, but important lemma is the following.
In particular, if A = ∅,
for any H ∈ A.
Lemma 2.2 is a well-known classical result in arrangement theory. It implies in particular the equality
for any H ∈ A. In the study of r(A), Lemma 2.2 shows a big difference of hyperplane arrangements compared with, say, the case of general plane curves. The reason is that, for L ∈ A ′ := A \ {H}, Lemma 2.2 and the definition of logarithmic vector fields show that
Thus we can directly compare r(A) and r(A ′ ). To compare them more precisely, the following result due to Terao always plays the key role.
Theorem 2.3 (Terao's polynomial B-theory, [25]). Let H ∈ A, A
′ := A \ {H}, and let us define the homogeneous degree
where ν :
where (α H , B) denotes the ideal of S generated by α H and B. Thus,
To compare algebraic structures of D(A) and D(A ′ ), the most useful tool is Terao's addition-deletion. Since r(A) sees only the lowest degree generator of D 0 (A), the following variant of the addition-deletion theorem is useful.
Theorem 2.4 (Multiple deletion theorem, [6] ). Let A be a free hyperplane arrangement with exp(A) = (1,
To compare r(A), the following two restriction maps play important roles. Let us introduce them. First, the Euler restriction ρ :
Here f denotes the image of f ∈ S by the canonical surjection S → S/α H S. It is well-known that there is an exact sequence
Also, we have the other restriction. To introduce it, let us recall multiarrangements. For an arrangement A, let m : A → Z >0 be a multiplicity, and the pair (A, m) is called a multiarrangement. For H ∈ A, let δ H be a multiplicity on A defined by δ H (L) = 1 if L = H, and 0 otherwise. We can define its logarithmic derivation module D(A, m) by
We can define the freeness and exponents of D(A, m) in the same manner as for A. We can construct multiarrangements canonically from an arrangement A and H ∈ A as follows. Define the Ziegler multiplicity m 
and the equality holds if and only if A is free with exponents
If we can determine the whole algebraic structure of D(A), then of course we can see r(A), which is in general very difficult unless A is free. By [4] , we can do it for the arrangement that can be obtained by deleting one hyperplane from free one.
Theorem 2.7 (Theorem 1.4, [4]). Let A be free with exp(
and there is the unique relation
Theorem 2.8 (Theorem 5.5, [4] ). Let ℓ = 3, H ∈ A and
Since such arrangements are useful, we give them a name as follows. 2.11. Addition-deletion theorems on r(A) for hyperplane arrangements. First let us show the most fundamental results on r(A).
So we may consider only derivations in
, completing the proof of (1). Next let us prove (2) . Assume that r(A
. This is absurd. The same argument shows (3).
For an arrangement A, to study r(A), the Euler derivation does not appear, but it is very important in the following sense.
By the assumption, θ ′ = 0, which completes the proof. Now let us introduce the addition-deletion theorems for r(A) in an arbitrary dimension.
Theorem 2.14 (Addition-deletion theorem for r(A)). Let ℓ ≥ 2, H ∈ A and
Proof. Assume that r ′ < r ′′ and r = r
be the Euler restriction. Since r ′′ > r and deg ρ(θ) = r < r ′′ , ρ(θ) is of the form ρ(f θ E ) by Lemma 2.13. Since θ ∈ Sθ E , we may replace θ by θ − f θ E ∈ Sθ E and we may assume that ρ(θ) = 0.
The addition-deletion theorem is related with the restriction theorem in general. For the effect of restriction on r(A), however, we cannot say much. Proof. By the same proof as in Theorem 2.14, there is a common 0 = θ ∈ D(A ′ ) r=r ′ ∩ D(A) r , and we may assume that 0 = ρ(θ) ∈ D(A H ) r \ (S/α H S)ρ(θ E ). Therefore one has r ′′ ≤ r. 
and When ℓ = 3, Theorem 2.14 is more combinatorial. 
Proof. Since exp(A
shows that r ′′ > r ′ . Now apply Theorem 2.14. 
If A is not free, then A is strictly plus-one generated with exponents (1, 
Points of high multiplicity and the invariant r(A). In this subsection
This discussion implies the following. 
Corollary 3.8. If the line arrangement
If A ′ is in the situation of Subcase B1, then we know that
On the other hand, if A ′ is in the situation of Case A, then we know that
see [19, 10] . Since the total Tjurina number is determined by the weak combinatorics, recall (1.3), this completes the proof. (
and the equality holds if and only if the curve C is free.
where, in this case, we set
The characterization and the existence of maximal Tjurina curves of type (d, r), with d/2 ≤ r ≤ d − 1 is discussed in [18] . In particular we prove there the following result. 
where
When k = 3, the corresponding curves are nearly free, and their existence, even in the class of line arrangements, for any type (d, r) = (2r, r) follows again from [14] .
The first new case is when k = 4, or equivalently, Tjurina maximal line arrangements of type (2r − 1, r). It is easy to see that r ≥ 3, and the case r = 3 corresponds to a generic line arrangement of 5 lines, see also Remark 4.8 below. Hence the interesting case is r ≥ 4. To study this case, the following result gives a criterion to decide that a line arrangement is maximal Tjurina with k = 4, via Theorem 4.3.
(1) A is free with exp(A) = (1, r, r). 
Hence B is Tjurina maximal of type (2r − 1, r).
Proof. By Theorem 2.7, A 1 is nearly free with exponents (r, r) and A 2 is strictly plus-one generated with POexp(A 2 ) = (1, r, r) and level r + 1. Let
Here θ E , θ 1 , θ 2 form a basis for D(A), and deg ϕ 1 = r, deg ϕ 2 = r + 1. Note that by the assmption (2),
Thus for the Ziegler restriction map
Theorem 2.6 shows that dim coker K π = 2. Let x, y be a coordinate for L * such that π(α H 1 ) = π(α H 2 ) = x. Then we may assume that
We show that (b) and (c) cannot occur. For that, it suffices to show that
by the reason of degrees. So we may assume that
is free with basis θ E , θ 1 /α H 1 , θ 2 , a contradiction. To obtain the resolution, take the preimages of π(θ 1 ), π(θ 2 ), yπ(θ 1 )/x, yπ(θ 2 )/x and determine the relations by the same way as in [4] or [5] . The last statement follows from Theorem 4.3, Example 4.5. In this example we show that for any odd degree d = 2r − 1 ≥ 7 there is a maximal Tjurina line arrangement of of type (2r − 1, r). Let B be defined by
Let A be defined by
It is easy to show that A is free with exponents (1, r, r) as follows. It is clear that the arrangement A 1 defined by
is free with exponents (1, r − 2, r − 2) since its logarithmic derivation module has a basis
Now apply Theorem 3.2 to the four planes in A \ A 1 to show that A is free with exponents (1, r, r). Let H 1 : y − x + z = 0, H 2 : y − x = 0 be hyperplanes in A. Then they satisfy the conditions in Proposition 4.4. Thus B is a maximal Tjurina line arrangement of of type (2r − 1, r).
Consider now the question of the existence of maximal Tjurina line arrangement of d lines with large invariant k. The first case we consider is k = d − 5 and hence r = d − 4, see Remark 4.8 below. To give a positive answer to this question, consider the following arrangements A 3p+2 for p ≥ 2, defined by
with H 1 : 27x − 8y = 0, and
Proof. We know that the statement is true when d is small by [18] . We apply Theorem 3.3 repeatedly in the following addition steps:
In fact, in the first step, we add 3 lines, so we apply Theorem 3.3 three times. Then an elementary counting of the intersection points completes the proof. 
Using these two families, we can define B d for all d ≥ 7. In [18] 
Proof. The first claim is obvious. To prove the second claim, we use Theorem 3.3. Next we add a generic line, meeting A ′ only at simple points. 
The number of intersection points of
(2) r = r ′ + 1. 
Proof. The intersection points in
This condition is satisfied, since r have both only double and triple points, more precisely n 2 = 18 and n 3 = 6. The following result says that n 3 = 6 is the minimal value for which such pairs with the same combinatorics but distinct values for r can be constructed.
Theorem 4.14. Let A be a line arrangement with d = |A| ≥ 2, having n 2 double points, n 3 triple points and no points of higher multiplicity.
( 
Proof. The claim (1) is well known, see for instance [13, Theorem 4.1] .
Consider now the claim (2). Let p be a triple point, and note that, since n 3 ≤ 3, there is a line L in A, passing through p, containing only p as a triple point. Since where r ′ = r(A ′ ), is satisfied by our assumption. It follows that r
We start with the case n 3 = 1. Then A ′ is nodal, so r ′ = d ′ −2 a contradiction. Hence in this case r = d − 3. The cases n 3 = 2 and n 3 = 3 can be treated in exactly the same way, using the previous cases.
To treat the claim (3), note that there are two possibilities. The first one is that there is a triple point p and a line L in A, passing through p and containing only p as a triple point. Then we can repeat the argument in the case (2) and get r = d − 3. The second case is when, for any of the 4 triple points, the 3 lines meeting at this point contain each an extra triple point. This situation occurs for the arrangement A(2, 2, 3), and it is known that this arrangement has r = 2 = d − 4. If we are in this situation, the 6 lines determined by the 4 triple points form an arrangement which is, up-to a linear change of coordinates, the arrangement A(2, 2, 3). The additional lines must create only double points, so they are generic lines. Using Proposition 4.11, we see that for any arrangement A constructed in this way we get r = d − 4.
In the final claim (4), if we are in case (A), we can delete the line L, and the resulting arrangement A ′ has n 3 = 4. Hence the two cases discussed in (3) If we are in case (B), it is enough to check that for the arrangement B of 7 lines we have r(B) = 3, which follows by a direct computation using SINGULAR, and then we use Proposition 4.11.
The possible configurations of the 5 triple points in A are discussed next, and this discussion shows that only the situations (A) and (B) are possible.
Case 1: Assume first that each line in A contains at most 2 triple points. If each triple point p is connected to 3 other triple points by lines in A, it means that there is a unique triple point p ′ not connected to p. The 5 triple points are in this way divided in a number of pairs {p, p ′ }, a contradiction. Hence in this case we are in the situation (A).
Case 2: Assume next that there is a unique line L ′ in A containing 3 or more triple points. If L ′ contains at least 4 triple points, the claim is clear, any triple point p on L ′ is a good choice, to see that we are again in situation (A). Assume now that L ′ contain 3 points p 1 , p 2 and p 3 , and the remaining triple points are q 1 and q 2 are not on L ′ . Each of the points p j has to be connected with both points q 1 and q 2 , in order to avoid being again in the situation (A). In this way, by considering these 7 lines, we get a line arrangement with the same combinatorics as B. Therefore, if this happens, we are in the situation (B). Proceeding in this way, it is clear that for any n 3 ≥ 6, one can construct a pair of line arrangements having only double points and n 3 triple points, with the same combinatorics, but distinct invariants r. Then [5, Proposition 3.2, (3) and (4)] shows that in this case, the generic splitting type (e 1 , e 2 ) is determined by d.
