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Abstract
Source and destination location privacy is a challeng-
ing and important problem in sensor networks. Neverthe-
less, privacy preserving communication in sensor networks
is still a virgin land. In this paper, we propose to protect lo-
cationprivacyviaaﬂoodingbackbone, whichismodeledby
a minimum connected dominating set (MCDS) in unit-disk
graphs. We design an efﬁcient and localized algorithm to
compute an approximate MCDS. Theoretical analysis indi-
cates that our algorithm generates a connected dominating
s e t( C D S )w i t has i z ea tm o s t148 · opt +3 7 , where opt is
the cardinality of a MCDS. To our best knowledge, this al-
gorithm is the ﬁrst localized algorithm with a constant per-
formance ratio for CDS construction in unit-disk graphs.
1 Introduction
In many sensor network applications, location privacy
is of particular importance since knowing the locations of
data sources and sinks makes it easier to launch various pin-
point attacks. Nevertheless, location privacy protection is a
very challenging problem. On one hand, observed events
or behaviors of the monitored objects need to be relayed to
the access points via multihop communication in a sensor
network. On the other hand, an adversary can easily track
backward and forward along the routing path to identify the
data sources and destinations. In this case, data encryption
0This research is supported by the NSF grant CCF-0627322.
provides little help since the existence of an ongoing trafﬁc
can reveal enough information.
Research effort has been made toward the protection of
source and destination location privacy in sensor networks.
In [15] and [13], fake messaging and phantom routing tech-
niques are introduced. In phantom routing, sensor readings
are ﬁrst routed to a number of phantom sources via random
walks, then to the data sink via broadcast or unicast. In fake
messaging, fake sources that inject fake messages into the
network are used to mislead attackers. Destination location
privacy has been studied in [10], which proposes anti-trafﬁc
analysis strategies such as re-encrypting the packet destina-
tion address, de-correlating packet sending times, and rate-
limiting the trafﬁc, to help disguise the locations of the base
stations from eavesdroppers. However, these works could
not provide strong location privacy in sensor networks.
In our study, source/destination location privacy in sen-
sor networks is provided via a ﬂooding backbone. This
backbone will be utilized to relay both real data packets and
fake data packets. We assume an attacker could not distin-
guish a fake data packet from a real one. At any instant
of time, a number of data packets, either fake or real, are
ﬂowing in the backbone. Fake data packets can be gener-
ated at any time with some probability by a sensor, and be
ﬂooded for a random number of hops. The ﬂooding of real
data should be able to reach at least one access point. It
is preferable for a real data packet to be relayed a random
number of hops. Access points (data sinks) can reside at any
place in the network. They may serve as backbone nodes or
may simply attach to the backbone. An access point silently
reads the data destined to itself. Regular sensors are either
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167backbone sensors or neighbors of some backbone nodes.
This paper focuses on the construction of the ﬂooding
backbone. The details of the location privacy protocol and
the corresponding security analysis will be elaborated in an-
other work. We propose to model the ﬂooding backbone
with the induced graph of a minimum connected dominat-
ing set (MCDS). This can be justiﬁed as follows. First, the
ﬂooding backbone should be connected. Second, all back-
bone nodes should be able to cover all non-backbone nodes.
Third, the cardinality of the set of backbone nodes should
be minimized to reduce ﬂooding overhead. However, con-
structing an MCDS is a NP-hard problem [11]. Therefore
we have to seek computationally tractable approximation
algorithms or heuristics when the sensor network size is
large. In our study, we assume that the footprint of a sen-
sor network is a unit-disk graph. We propose a localized
approximation algorithm to compute an MCDS by connect-
ing a maximal independent set (MIS) and study its perfor-
mance.
This paper is organized as follows. We ﬁrst survey the
most related work on the construction of a CDS in unit-disk
graphs in Section 2. Preliminaries are studied in Section 3.
Then we propose our localized ﬂooding backbone construc-
tion algorithm in Section 4. Finally we conclude our paper
in Section 5.
2 Related Work
Connecting a MIS to compute a connected dominating
set is a popular approach. In this section, we summarize the
most related research. For a detailed literature survey, we
refer the readers to [3] and the references therein.
The ﬁrst MIS based CDS construction algorithm is pro-
posed by Wan and his group [1,17]. A spanning tree based
algorithm is ﬁrst designed to compute a MIS S with the fol-
lowing property: the shortest distance between any subset
of S and its complement is two hops. Then based on the
level information in the tree, a CDS is grown from the root
of the tree by inviting connectors to join the tree in order to
connect all nodes in S. This is a distributed algorithm, re-
sulting in a CDS with a size at most 8·opt+1. Note that in
this algorithm, the procedures of constructing and connect-
ing a MIS are detached. A similar algorithm is proposed
in [4] to construct and connect a MIS simultaneously.
The previous algorithms start from a single-leader,
whose election costs O(nlogn) in message complexity [8].
To improve this, multiple leader based algorithms are pro-
posed in [2,5]. The basic idea is sketched as follows. A
node joins the MIS S if and only if its id becomes the small-
est among all its neighbors not in S. Since no leader elec-
tion is involved in this MIS construction, message complex-
ity is dropped to O(n). Note that multiple nodes may join
the MIS simultaneously, and therefore the shortest distance
between any subset of S and its complement is either two
or three hops. To connect all nodes in S, [2] requires that
each node u ∈ S compute a shortest path to all independent
neighbors (the nodes in S whose distance to u is either two
or three hops) with a higher id. This connection algorithm
results in a CDS with size at most 192·opt+48. By further
exploring the geometric properties of neighboring indepen-
dent nodes, [5] proposes a connection algorithm to generate
a CDS with size at most 147 · opt +3 3 .
Note that [2] and [5] represent the most related work
since both propose to connect a MIS in a localized fash-
ion. However, neither [2] nor [5] is purely localized since
their construction of MIS takesO(n)-time in the worst case,
where n is the total number of nodes. Our algorithm pro-
posed in this paper is purely localized. It introduces a
smaller number of connecting nodes, resulting a CDS with
as i z ea tm o s t148 · opt +3 7 , which is comparable to the
state-of-the-art in [5].
There exist other distributed or centralized algorithms to
connect a MIS. For example, a distributed spanning tree can
be constructed to connect all nodes in an MIS [12]. For
details, we refer the readers to the original papers and to the
most recent survey in [3].
3 Preliminaries
3.1 Dominating Set and Independent Set
In our study, an ad hoc or sensor network is modeled
by a unit-disk graph G(V,E) where V represents the set of
sensors and an edge uv ∈ E if and only u ∈ V , v ∈ V , and
the Euclidean distance between u and v is at most 1 unit.
Given a graph G(V,E),adominating set D of V is a
subset of V such that for ∀u ∈ V −D, there exists a v ∈ D
satisfying uv ∈ E. If all nodes in D induces a connected
graph, D is a connected dominating set. Among all (con-
nected) dominating sets of V , the one with the smallest car-
dinality is called the minimum (connected) dominating set.
Computing a minimum connected dominating set (MCDS)
is an NP-Hard problem in general graphs [11] and in unit-
disk graphs [11]. A PTAS for MCDS in unit-disk graphs
has been found in [6].
An independent set S of V is a subset of V such that
∀u,v ∈ S, uv / ∈ E. If adding any node w ∈ V to S breaks
the independent property, S is a maximal independent set
(MIS). Note that a maximal independent set of V is also a
dominating set of V . Wan, Alzoubi and Frieder [17] have
proved the following result that relates the size of any MIS
of a unit-disk graph G to that of its MCDS.
Lemma 3.1 Let S be any maximal independent set and D
be any MCDS of a unit-disk graph G. Then |S|≤4·|D|+1
for |D| > 1.
168 168 168 168For any vertex u in a maximal independent set S,t h e
length of the shortest path from u to its closest vertex in S
is either two hops or three hops.
3.2 Geometric Properties of Unit-Disk
Graphs
Based on the deﬁnition, an edge in a unit-disk graph ex-
ists between two nodes if and only if their Euclidean dis-
tance is at most 1. We have identiﬁed the following proper-
ties:
Lemma 3.2 Let uv and st be two crossing edges in a unit-
disk graph G(V,E), as shown in Fig. 1. Then at least one
of u, v, s, t has direct edges to the other three vertices in G.
Proof. Assume all the four edges in the quadrilateral
usvt have length greater than 1. That is, none of the four
edges us, sv, vt, and tu exists in G. Since |sv| > 1,
|vt| > 1, and |st|≤1, we have either ∠stv > 60◦ or
∠tsv > 60◦ or both. Without loss of generality, assume
∠tsv > 60◦. Then ∠usv > 60◦, which means either
|uv| > |sv| or |uv| > |us|. Since |us| > 1 and |sv| > 1,
we have |uv| > 1, a contradiction. Therefore at least one of
the four edges of usvt must have length at most 1.
Without loss of generality, assume |sv|≤1.I f|vt|≤1,
then v can reach s, t, and u directly in G. Now let’s assume
|vt| > 1.L e t o be the crossing point of edges uv and st.
Based on the triangle inequality, we have |ov| + |ot| > |vt|
and |os| + |ou| > |us|. Therefore |uv| + |st| > |vt| + |us|.
Since |uv|≤1, |st|≤1, and |vt| > 1,w eh a v e|us| < 1,
indicating s can reach u, v, and t directly in G.
From the above analysis, we conclude that at least one
of u, s, v, t can reach the other three vertices directly if uv
and st intersect in a unit-disk graph G.  
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Figure 1. uv and st are two crossing edges in
a unit-disk graph G. Then at least one of u,
v, s,a n dt can reach the other three vertices
directly in G.
Lemma 3.3 Let u,v,s,t be four vertices in any MIS of a
unit-disk graph G such that there exist a path Puv with
length at most three hops to connect u and v and a path
Pst with length at most three hops to connect s and t. Let
P be the set of intermediate nodes in Puv and Pst. Then
u,v,s,t can reach each other by traversing only vertices in
P.
Proof. Let v1,v 2,v 3,v 4 be the four vertices in Puv and
Pst such that the two edges v1v2 and v3v4 cross. From
Lemma 3.2, we know that one of these four vertices can
reach the other three directly. Without loss of generality,
assume v1 can reach v2,v 3,v 4 directly. Then by passing
through v1 and other vertices in P, u,v,s,t can reach each
other. Three example scenarios are illustrated in Fig. 2.  
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Figure 2. Puv and Pst are two crossing paths
in a unit-disk graph G. v1,v 2,v 3 and v4 are the
four vertices of the two crossing edges. Then
u,v,s,t connect to each other by traversing
only nodes in Puv and Pst.
Note that the path length constraint of Lemma 2 can be
relaxed. Actually inaunit-diskgraph G, every pair ofnodes
in two crossing paths can reach each other by traversing
only vertices in these two paths.
4 Flooding Backbone Construction
4.1 Constructing an MIS
Assume a sensor u is deployed at position (x,y)1.T h e
grid id (X,Y ) where u resides in can be computed as:
X =  x ÷ 2 log2r  , (1)
Y =  y ÷ 2 log2r  . (2)
where r is the nominal transmission range of a sensor. This
means that two sensors can communicate with each other if
and only if they reside in the same grid, or in neighboring
grids.
After grid ids are computed, sensors within each grid
compete to join the MIS to become dominators. Assume
all sensors are time-synchronized. At time t0, each sen-
sor starts a timer with a random initialization value T0
and announces its intent of joining the MIS after its timer
ﬁres. This broadcasting suppresses all others hearing the
1Position information can be obtained through any localization tech-
niques (e.g. [7,14,16]).
169 169 169 169announcement from becoming dominators. T0 is deﬁned as
follows:
T0 =

  
  
Rand(T) if X%2 = 0 and Y %2 = 0
Rand(T)+T if X%2 = 1 and Y %2 = 1
Rand(T)+2 T if X%2 = 0 and Y %2 = 1
Rand(T)+3 T if X%2 = 1 and Y %2 = 0
,
(3)
where T is a constant for collision avoidance and broadcast
scheduling, and Rand(T) is a random number in [0,T].
4.2 Connecting an MIS
In this section, we propose a localized convex-hull based
algorithm to connect a maximal independent set S of a unit-
disk graph G(V,E).
Our purpose is to compute a C ⊂ V such that the in-
duced graph of C ∪ S is connected. Let u be any vertex in
S, and Nu ⊂ S be the set of nodes in S that are at most
three-hop away from u. Assume Nu is available to u.I fu
computes a shortest path to each node in Nu, the interme-
diate nodes of all the shortest paths form C. This is exactly
the idea adopted by [2] and [5].
Our convex-hull based algorithm does not require u to
compute a shortest path to all nodes in Nu since this in-
troduces a large set of intermediate nodes. We compute the
convex-hull of Nu ﬁrst, then compute the shortest path from
u to all nodes on the convex-hull only. A rigorous theo-
retical analysis is provided to prove the correctness of this
algorithm.
Assume location information is available, and u knows
the location of all nodes in Nu. The algorithm contains the
following two steps:
1. Compute the convex-hull Hu of Nu using any avail-
able algorithm (e.g. [9]).
2. Compute the shortest path in hop-count from u to any
node in Hu. Break ties based on the ids of intermediate
nodes2.
Fig. 3 (a) illustrates an example for the vertex u ∈ S
and its Nu ⊂ S. The path from u to each node in Nu is
either two-hop or three-hop. The convex-hull Hu of Nu is
reported in Fig. 3 (b).
Note that this is a localized algorithm. Each vertex in S
should run a copy and all intermediate nodes computed by
the algorithm form the set C to connect all vertices in S.
Theorem 4.1 (Connectivity) C∪S forms a connected dom-
inating set if G is connected.
2If there are more than one route with the same hop-count, sort the ids
of all intermediate nodes based on the alphanumeric order and choose the
smallest one.
( b ) u and  ( a ) u and 
Vertices in 
uu
u H
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u N
Figure 3. In this example, the edges represent
shortest paths from u to the corresponding
node in Nu.( a )u and Nu.( b )u and Hu.
Proof. For contradiction, assume the induced graph of
C ∪ S, denoted by G , is not connected. Consider two
neighboring components of G  with each containing a ver-
tex from S and the shortest distance between these two ver-
tices is at most three hops. Denote these two vertices by u
and v. Since the distance between u and v is at most three
hops, u ∈ Nv and v ∈ Nu. However, u/ ∈ Hv and v/ ∈ Hu
as they are in different components. Therefore u must be
enclosed by Hv and v must be enclosed by Hu,a ss h o w ni n
Fig. 4.
v
u
2 v
1 v
2 u
1 u
Figure 4. u1 and u2 are two vertices in Hu and
v1 and v2 are two vertices in Hv. u is enclosed
in the polygon formed by Puu1, Puu2,a n du1u2
while v is enclosed in the polygon formed by
Pvv1, Pvv2,a n dv1v2.S i n c ePuu1 and Pvv1 (Puu2
and Pvv2) cross, u and v can reach each other
by traversing only vertices in Puu1 and Pvv1
(Puu2 and Pvv2).
Let u1 and u2 be the two closest vertices in Hu such
that the polygon formed by Puu1, Puu2, and u1u2 encloses
v. Similarly let v1 and v2 be the two closest vertices in
Hv such that the polygon formed by Pvv1, Pvv2, and v1v2
encloses u. It is obvious that the shortest paths Puu1 and
Pvv1 cross, and Puu2 and Pvv2 cross. From Lemma 3.3, u
and v can reach each other by traversing only vertices in
Puu1 and Pvv1,o ri nPuu2 and Pvv2. This contradicts our
assumption that u and v reside in disconnected components.
 
170 170 170 170Theorem 4.2 The cardinality of C is at most 36 ·| S|.
Proof. Since all nodes in Hu are independent, the
distance between any two nodes in Hu is at least one unit.
In the extreme case, all vertices in Hu reside in the circle
centered at u whose radius is three-unit. Therefore the
maximum number of nodes in Hu is 2π ×3=6 π<19.I n
other words, u may be connected to at most 18 nodes in Nu
through shortest paths by algorithm I. Since each shortest
path is at most three hops, at most two intermediate nodes
are introduced between u and any node in Hu. Therefore
each node u will be charged for at most 36 intermediate
vertices. This completes the proof.  
Theorem 4.3 The size of the connected dominating set
computed by Algorithm I is at most 148 · opt +3 7 , where
opt is the size of a MCDS.
Proof. This theorem follows from Lemma 3.1 and
Theorem 4.2.  
Theorem 4.4 The time complexity of Algorithm I is O(1).
Proof. Let u be any vertex in a MIS S. As proved by
Alzoubi, Wan and Frieder in [2], the number of nodes in
S that are at most three hops away from u is at most 47.
Therefore Algorithm I takes O(1) time.  
5 Conclusion
We propose a localized algorithm to compute a CDS,
which is employed to form a ﬂooding backbone for pre-
serving source and destination location privacy in sensor
networks. We also study its performance and conclude that
our algorithm can compute a CDS with a size of at most
148 · opt +3 7 .
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