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a b s t r a c t 
Designing more powerful feature representations has motivated the development of deep metric learn- 
ing algorithms over the last few years. The idea is to transform data into a representation space where 
some prior similarity relationships between examples are preserved, e.g., distances between similar ex- 
amples being smaller than those between dissimilar examples. While such approaches have produced 
some impressive results, they often suffer from difficulties in training. In this paper, we introduce an 
improved triplet-based loss for deep metric learning. Our method aims to minimize distances between 
similar examples, while maximizing distances between those that are dissimilar under a stochastic se- 
lection rule. Additionally, we propose a simple sampling strategy, which focuses on maintaining locally 
the similarity relationships of examples in their neighborhoods. This technique aims to reduce the local 
overlap between different classes in different parts of the embedded space. Experimental results on three 
standard benchmark data sets confirm that our method provides more accurate and faster training than 
other state-of-the-art methods. 
© 2020 Elsevier B.V. All rights reserved. 
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0. Introduction 
A proper feature representation is one of the key elements
n the success of many machine learning algorithms. Different
epresentations can lead to significant variations in terms of per-
ormance. For that reason, early research efforts have been focused
n designing feature embedding and data transformation methods
1–4] . The main goal is to learn representations and transforma-
ions of the data so that a simple machine learning model can
asily extract useful information derived from them. Among dif-
erent ways of learning a representation, deep learning has shown
 great capacity to discover high-level features and has become
biquitous in many computer vision applications [5–7] . It has been
rgued that shallow representations usually entangle the explana-
ory factors or relevant features underlying the observed data,
hile deep representations can extract high-level features, which
isentangle highly nonlinear relationships between input and out-
ut spaces [1] . Early works have shown that deep neural networks
rained for classification can be further used for learning a repre-
entation [5] . Unfortunately, this approach ignores informative fea-
ures that might be useful for other tasks [8] . Ideally, one wishes to∗ Corresponding author. 
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925-2312/© 2020 Elsevier B.V. All rights reserved. btain a representation that not only provides a great classification
erformance but also makes other learning tasks easier. 
Following the remarkable success in learning useful semantic
epresentations from data, so-called deep metric learning aims at
earning an embedding parameterized by a deep neural network
e.g., a convolutional neural network), which directly optimizes a
oss function related to the similarity relationships of examples.
pecifically, feature embeddings are optimized to pull similar ex-
mples (of the same class) close to each other, while pushing dis-
imilar examples (of different classes) far apart. Given a good sim-
larity measure, identification problems result in nearest-neighbor
earch [9] , and verification problems result in comparing the de-
ree of similarity with a threshold [2] . 
By learning from the general concept of similarity instead of
ategory-specific concepts, deep metric learning can naturally deal
ith problems involving millions of labels, which could be impos-
ible for conventional deep neural networks due to the computa-
ional bottleneck (unless advanced techniques, such as hierarchical
oftmax [10] and negative sampling [11] , are employed). It is also
orth mentioning that data sets with an extremely large num-
er of labels become very challenging for traditional classification
ethods, in which they are either not applicable or can fail miser-
bly [12,13] . 
A central issue of deep metric learning consists in defining
n appropriate loss function. Two of the most popular functions
nclude the contrastive loss [14] and the triplet loss [15,16] . In
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Fig. 1. An overview of the proposed method. First, images from a neighborhood are sampled. Then, a convolutional neural network (CNN) is used to map images into the 
embedded space. A loss function is employed to pull similar images close to each other, while pushing dissimilar images far apart. Finally, the similarity relationships are 
satisfied on all neighborhoods. 
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t  particular, the contrastive loss forces all similar examples to be
close, while keeping those that are dissimilar far away by a fixed
threshold. However, minimizing this loss function can reduce the
within-class variations as similar examples tend to have zero dis-
tances [17] . The triplet loss seems much more flexible in the sense
that it only maintains a relative relationship between examples,
which is sufficient for most applications [17] . Despite their empir-
ical success, both functions use a predefined margin constant for
all training examples, which is not easy to select in practice. 
Another issue of deep metric learning is collecting meaningful
constraints. Due to the large number of possible constraints, a
random sampling strategy is usually adopted. Instead of using
all constraints, only a subset of constraints is considered at each
iteration. After a sufficient number of loops over randomly se-
lected constraints, one hopes that the model will be correctly
trained. However, easy constraints (which induce a zero loss
error) will produce gradients with very small magnitudes, pre-
venting the weights of the neural network from changing their
values [15,18,19] . Consequently, the stochastic gradient descent
method suffers from slow convergence. Hard constraints (which
induce a large loss error), on the other hand, can be used to alle-
viate this issue [15,20] . However, it is expensive to find such hard
constraints in deep metric learning because it requires to compute
the embeddings of all examples during training. A simple solution
is to search hard constraints only in a subset of training examples,
a so-called mini-batch. Although the computational complexity is
linear in the size of the training mini-batch, the performance may
be reduced as hard constraints are not correctly identified. 
In this paper, we address the above issues by introducing a
novel triplet-based loss function. Unlike large-margin-based loss
functions, the proposal minimizes distances between similar ex-
amples and maximizes distances between those that are dissimilar
under a stochastic selection rule. In addition, we present a sam-
pling technique, where examples are drawn from the entire local
neighborhood rather than a set of random individual examples as
usual. This ensures a fast convergence rate as hard constraints are
naturally extracted from a mini-batch in an efficient manner. Our
proposed loss function and local sampling technique are quite sim-
ple to implement, making the method achieve competitive results
on standard benchmark data sets. An overview of our approach is
illustrated in Fig. 1 . 
2. Related work 
Distance metric learning has received a lot of attention
for its promising results in computer vision and machine
learning [2,16,21–25] . A number of methods have been pro-
posed to learn a good Mahalanobis distance metric from theata. Popular methods include large margin nearest neigh-
or (LMNN) [16] , neighborhood component analysis (NCA) [24] ,
nformation-theoretic metric learning (ITML) [22] , etc. Despite
heir attractive properties, the performance of these methods heav-
ly depends on the feature representation. This is mainly because a
ahalanobis matrix cannot model high-order correlations between
eatures in the representation space. Kernel tricks are often em-
loyed to deal with nonlinearly distributed data. However, find-
ng a good kernel is not always a trivial task and its discriminate
ower is quite limited compared to that of deep neural networks.
n additional advantage is that a neural network carries an explicit
onlinear feature mapping, enabling its use in large-scale settings.
his has motivated the development of deep metric learning, an
nd-to-end learning framework that jointly learns a deep repre-
entation space and its distance metric. 
Deep metric learning was initially suggested for the signature
erification task using a siamese neural network with the aim of
inimizing the contrastive loss function [26] . In particular, the
odel contains two identical sub-networks (sharing the same pa-
ameters) that receive a pair of examples and generate their out-
ut embeddings. The training phase consists in minimizing the dis-
ances between the embeddings of similar images, while maximiz-
ng those between dissimilar images. 
Despite its initial success, the contrastive loss function re-
uires a fixed distance for all dissimilar images, resulting in a
estrictive representation space. Given an example, the triplet
oss [15,16] tries to keep its positive example closer than its neg-
tive example. Nevertheless, both contrastive and triplet losses
uffer from slow convergence when a few constraints are vio-
ated [18] . Since the number of all possible constraints can grow
uadratically or cubically in the number of training examples, it
an be computationally challenging for large-scale data sets. 
Hard constraint sampling is a heuristic way to improve the con-
ergence rate [20] , but it is often associated with a high com-
utational cost or unreliability. To this end, several ideas have
een proposed. For instance, in the context of rank learning, Wang
t al. [25] proposed an online strategy to select the most im-
ortant constraints according to their relevance scores. Amos et
l.. [27] used an offline selection strategy to reduce the number of
onstraints. It is also important to note that too hard constraints
an lead to bad local minima [15] and high variance of gradi-
nts [17] , making stochastic gradient descent unstable. To address
his issue, Schroff et al. [15] introduced the semi-hard constraint
ampling strategy, which finds fairly hard but not too hard con-
traints. 
More recently, there have been some promising works on de-
igning new loss functions for deep metric learning. For instance,
he multi-class N-pair loss introduced by Sohn [18] allows mul-
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Fig. 2. An illustration of the negative gradient direction for (a) the triplet loss and 
(b) the SST loss with respect to the output embeddings. 
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tiple negative examples being involved in the loss error. Song et
l. [28] proposed the structured loss that directly optimizes the
MI clustering metric. Similarly, Law et al. [29] proposed the spec-
ral clustering loss with a closed-form expression for the gradient,
llowing efficient computation. Wang et al. [19] presented the an-
ular loss based on the angle relationship. Rippel et al. [8] intro-
uced the Magnet loss that penalizes the overlap of distributions
etween different classes. Duan et al. [23] introduced a deep ad-
ersarial metric learning framework, which exploits the use of syn-
hetic hard negative examples. 
Not only the loss function, but also an appropriate data sam-
ling can yield an important advantage to speed up training, as
t can greatly produce effective training examples [17,30] . Random
ampling can yield easy constraints that induce gradients with a
agnitude close to zero, which are less informative for training.
o this end, Wu et al. [17] uniformly sampled the data accord-
ng to their distances to guide the deep metric learning algorithm.
arwood et al. [30] used approximate nearest neighbor search to
nd hard examples, avoiding the computational expenses. Rather
han using an exhaustive search, Duan et al. [31] designed a deep
ampler neural network to effectively select training examples. In
ontrast to the previous works, our approach samples the entire
eighborhood, where the hard constraints can be easily extracted. 
. Proposed method 
Let D = { ( x i , y i ) } N i =1 denote a set of N training data points with
 i ∈ R t the i -th input example and y i ∈ { 1 , . . . , C} the correspond-
ng class label. We consider a differentiable function f : R t → R D 
arameterized by , which maps an example x i from the input
pace to a D -dimensional space as φi = f ( x i ;) , i = 1 , . . . , N. Here,
 is defined as a deep neural network. 
.1. Preliminaries 
We start by reviewing two conventional loss functions in deep
etric learning along with their limitations and then introduce our
pproach as a way to overcome some of these limitations. Finally,
e present a simple sampling strategy in order to accelerate the
raining process as well as to reduce the computational complexity
f training the model. 
.1.1. Neighborhood component analysis loss 
Neighborhood component analysis (NCA) was introduced by
oldberger et al. [24] to define a differentiable loss function based
n stochastic neighbor assignments. In particular, the objective of
CA consists in minimizing the expected nearest-neighbor error,
iven by 
 
NCA = −
N ∑ 
i =1 
log 
[ ∑ 
j: y j = y i 
exp (−‖ φi − φ j ‖ 2 ) ∑ 
l  = i exp (−‖ φi − φl ‖ 2 ) 
] 
. (1) 
CA performs quite well in practice, but it cannot be directly ap-
lied to stochastic mini-batch training because it needs to see the
ntire training data in each iteration. Alternatively, one can adopt
he NCA loss using only training examples in the mini-batch. How-
ver, Rippel et al. [8] empirically found that it does not generalize
ell due to the high variation of classes in each mini-batch. 
.1.2. Large-margin triplet loss 
Consider a triplet constraint ( x a , x p , x n ) formed by an an-
hor example x a , a positive example x p , and a negative example
 n , where y a = y p  = y n . Given such a constraint, the large-margin
riplet loss [15,16] is defined as 
 
tri 
apn ( ) = max 
(
0 , α + ‖ φa − φp ‖ 2 − ‖ φa − φn ‖ 2 
)
, (2) here α > 0 denotes the margin. This loss function ensures that
he anchor example is closer to its positive example than to its
egative example in the embedded space. One limitation of the
riplet loss is its dependency on the margin parameter since dif-
erent values for α can lead to substantially different solutions. In
ractice, it is difficult to choose a global margin to guarantee that
ll triplet constraints are satisfied. 
The partial derivatives of L tri apn with respect to the output em-
eddings are computed as 
∂L tri apn 
∂ φa 
= 2( φn − φp )  L tri apn ( ) > 0  , 
∂L tri apn 
∂ φp 
= 2( φp − φa )  L tri apn ( ) > 0  , 
∂L tri apn 
∂ φn 
= 2( φa − φn )  L tri apn ( ) > 0  , 
here  .  is an indicator function that takes value 1 when its argu-
ent is true and 0 otherwise. It can be observed that the gradients
nly depend on a pair of embedded examples and do not interact
ith the third one. By following the negative gradient direction,
he loss function will push the negative example φn far away from
a but not from φp . Similarly, it will pull the positive example φp 
lose to φa and does not take into account the distance between
p and φn . Consequently, x p could be mapped closer to x n in the
mbedded space. See Fig. 2 a for a visual illustration. 
.2. Stochastic symmetric triplet loss 
In this section, we introduce a stable triplet-based loss func-
ion to address the above-mentioned shortcomings. Inspired by the
riplet loss in Eq. (2) , we aim to make the distances from both an-
hor and positive examples to the negative example larger than the
istance between themselves, i.e., 
 φa − φn ‖ 2 > ‖ φa − φp ‖ 2 , (3)
 φp − φn ‖ 2 > ‖ φa − φp ‖ 2 . (4)
 direct approximation to inequalities (3) and (4) can be expressed
s follows 
 φa − φp ‖ 2 < 1 2 
(
‖ φa − φn ‖ 2 + ‖ φp − φn ‖ 2 
)
. (5) 
Inspired by the NCA loss in Eq. (1) , we model the probability
hat a triplet constraint ( x a , x p , x n ) is satisfied as follows 
Pr (( x a , x p , x n ) | ) 
= exp (−‖ φa − φp ) ‖ 
2 ) 
exp (−‖ φa − φp ) ‖ 2 ) + exp 
(
− 1 
2 
(‖ φa − φn ‖ 2 + ‖ φp − φn ‖ 2 ) 
) . 
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Fig. 3. An illustration of the negative gradients induced by (a) the triplet loss and (b) the SST loss as a function of φa − φp , φp − φn , and φn − φa with respect to φa (left), 
φp (center), and φn (right) 
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s  A similar definition was also introduced in [32] . In particular, Pr (. |
) assigns nearly zero to triplets with large violations and nearly
one to those triplets that satisfy Eq. (5) with a very large margin. 
Given a set of triplet constraints T , we aim at maximizing the
log-likelihood function over all triplet constraints, i.e., 
minimize 

L ( ) = 1 |T | 
∑ 
( x a , x p , x n ) ∈T 
L apn ( ) , (6)
where 
L apn ( ) = − log Pr (( x a , x p , x n ) | ) . 
We refer to the resulting loss function L apn as the stochastic sym-
metric triplet (SST) loss. An important property of the SST loss is
that it is symmetric with respect to the anchor and positive exam-
ples, i.e., L apn ( ) = L pan ( ) . Not only the distance between φa 
and φp should be smaller than the distance between φa and φn ,
the SST loss also tries to make the distance between φa and φp 
smaller than the distance between φp and φn . Unlike the large-
margin triplet loss, no additional hyper-parameter is required for
the SST loss. 
The partial derivatives of L apn with respect to the output em-
beddings are computed as follows 
∂L apn 
∂ φ
= 
[ 
1 − Pr (( x a , x p , x n ) | ) 
] 
( φa − 2 φp + φn ) , a ∂L apn 
∂ φp 
= 
[ 
1 − Pr (( x a , x p , x n ) | ) 
] 
( φp − 2 φa + φn ) , 
∂L apn 
∂ φn 
= 
[ 
1 − Pr (( x a , x p , x n ) | ) 
] 
( φa + φp − 2 φn ) . 
s we can see, the gradients also depend on the value of Pr (. | ) .
ard constraints tend to contribute more than easy constraints in
he gradient computation. More importantly, these partial deriva-
ives depend on the interaction between all three examples rather
han a pair of examples as in the case of the triplet loss. For the
urpose of illustration, Fig. 2 b shows how the negative gradient di-
ection is computed for the SST loss. 
To further understand the idea behind our approach, we con-
ider the 1D embedded space. In Fig. 3 , we show the heatmap of
he negative gradients induced by the triplet and the SST loss as a
unction of φa − φp , φp − φn , and φn − φa with respect to the vari-
bles φa (left), φp (center), and φn (right). For simplicity, the mar-
in of the triplet loss in Eq. (2) is set to α = 1 . Red color indicates
hat the point is moving in the direction of the variable, while
reen color indicates that the point is moving to the opposite di-
ection of the variable. From each figure, the region around zero
n the bottom, right, and left axis indicates the gradients when
a is close to φp , φp is close to φn , and φa is close to φn , re-
pectively. In case of the triplet loss, Fig. 3 a shows that the gra-
B. Nguyen and B. De Baets / Neurocomputing 402 (2020) 209–219 213 
Fig. 4. Top-4 retrieval images for random queries on the CUB-200-2011 [35] (top), CARS169 [36] (middle), and Stanford Online Products [28] (bottom) data sets. Correct 
matches are marked with green color and incorrect matches are marked with red color. 
d  
fi  
t  
d  
v  
a  
p  
i  
I  
v  
e  
t  
S  
s  
l  
c  
b  
c
3
 
p  
t  
t  
e  
d  
t  
e  
e  
e  
t  
s
 
s  
e
(  
 
(  
 
 
i  
T  
r  
i  
t  
w  
r  
m  
c  
t  
t  
c  
c  
h  
t  
t
 
t  
s  
m  
t  
i  
a  
t  
T  
n  
d  
b
 
o  
h  ient suddenly becomes zero when the triplet constraint is satis-
ed, i.e., α + ‖ φa − φp ‖ 2 ≤ ‖ φa − φn ‖ 2 . Nevertheless, the informa-
ion contained in the satisfied constraints may be informative to
escribe the underlying structure of the data as well. When φp is
ery close to φn , the gradient with respect to φa becomes zero
s its value only depends on φp − φn . This situation usually hap-
ens when selecting too hard triplet constraints. A similar behav-
or of the gradients can be observed for the case of φp and φn .
t is well known that this vanishing gradient problem may pre-
ent the neural network from updating its weights. It has been
mpirically found in [15] that too hard triplet constraints can lead
o slow convergence. On the other hand, Fig. 3 b shows that the
ST loss can effectively overcome these issues as the gradients are
moothly changed. This observation highlights the fact that the SST
oss takes into account the interaction between three points when
omputing the gradients. Besides, the neural network is adaptively
eing updated in the negative gradient direction even when the
onstraint is already satisfied. 
.3. Local sampling 
A guiding principle for deep metric learning is that all exam-
les of the same class should be clustered together. Unfortunately,
his may collapse the intra-class variation and can be an unrealis-
ic assumption in most situations [8] . The reason is simply because
ither examples from a particular class are not always unimodally
istributed or it is too difficult to achieve a global separation be-
ween classes [16,24] . Such difficulty can be relieved by learning an
mbedding that only preserves a local separation. More specifically,
xamples of the same class should be closer than those of differ-
nt classes in each local neighborhood. This would greatly simplify
he stringent criterion of global separation because examples of the
ame class could be in different clusters. 
Motivated by the above discussion, we propose a local sampling
trategy that aims to achieve local discrimination between differ-
nt classes: i) We perform k -means clustering in the representation space
mapped by f . Each of the resulting cluster indices corresponds
to a mini-batch of training examples. 
ii) For each cluster, a set of triplet constraints is constructed. We
aim to solve problem (6) based on this set of triplet constraints.
The effect of applying k -means clustering is that examples hav-
ng similar representations will be assigned to the same cluster.
his allows us to sample the entire cluster in the embedded space
ather than a mini-batch of individual examples as usual. Another
mportant property of k -means clustering is that the resulting clus-
ers tend to have the same or similar size. Therefore, mini-batches
ill have similar sizes as well, making stochastic gradient descent
elatively stable. In addition, the computational complexity of k -
eans clustering is relatively small or negligible compared to the
ost of training the deep neural network in large-scale settings. Af-
er each epoch, we run k -means clustering in the new representa-
ion space to update the mini-batches and to rebuild the triplet
onstraints. Because hard positive examples can fall into different
lusters, performing k -means clustering after each epoch can also
elp to alleviate such limitation. Empirically, we observe that clus-
ers are slightly changed at the end since most examples are clus-
ered correctly. 
On the other hand, it is important to note that the number of
riplet constraints scales cubically with respect to the mini-batch
ize. Because stochastic gradient descent is performed on an entire
ini-batch, this quickly becomes computationally expensive when
he mini-batch size increases. In order to address this scalability
ssue, we construct the triplet constraints as follows. For each ex-
mple, we find only a few nearest neighbors of the same class in
he current embedded space, the so-called target neighbors [16] .
riplet constraints will be formed by the given example, its target
eighbors, and examples of different classes. By doing so, we re-
uce the number of triplet constraints to be quadratic in the mini-
atch size. 
After employing stochastic gradient descent a certain number
f epochs over all mini-batches found by k -means clustering, one
opes that the similarity relationships of all training examples will
214 B. Nguyen and B. De Baets / Neurocomputing 402 (2020) 209–219 
Fig. 5. The Barnes-Hut t-SNE [40] visualization of the feature embeddings computed by our method on the test set of CUB-200-2011 [35] 
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tbe locally preserved. At the end of training, most of the examples
will be assigned into their correct clusters, and as a result, they
will not likely contribute to the loss function. This property is use-
ful because it means that the learning algorithm heavily focuses on
correcting the wrongly-clustered examples (i.e., examples belong-
ing to different classes but being clustered in the same cluster). 
As mentioned in the introduction, random sampling can result
in many easy constraints. To this end, several authors [15,29] pro-
posed to use a large mini-batch size in order to increase the proba-
bility of selecting hard triplets. However, it often constitutes a ma-
jor computational bottleneck, especially for deep learning. Rather
than increasing the mini-batch size, our local sampling strategy
can naturally find hard constraints as the mini-batches will auto-
matically capture the overlapping parts in the embedded space. 
3.4. Implementation details 
To make a comparison with most previous works as fair as pos-
sible, we use the following experimental setup. The neural network
architecture is based on the Inception net [7] with batch normal-
ization. The embeddings are taken from the last fully-connected
hidden layer. We use the weights pretrained on the ImageNet
ILSVRC data set [6] for the convolutional layers, and randomly ini-
tialize the weights for the last fully-connected layer. The embed-
ding size is set to D = 512 . No length normalization is employed
for the last fully-connected layer. The model is trained using thedam [33] optimizer with a learning rate λ = 0 . 0 0 01 and a mini-
atch size B = 200 . The maximum number of training epochs is set
o 150. For the last fully-connected layer, the learning rate is mul-
iplied by 10 to achieve faster convergence [28,30] . Our model is
mplemented using the PyTorch package [34] . All experiments are
onducted on a single NVIDIA Tesla K40c GPU with 12 GB RAM. 
Data are processed as follows. We first normalize all images to
ave the same size of 256 ×256 pixels. During training, we per-
orm standard random cropping at 224 ×224 pixels and randomly
ip each image horizontally for data augmentation. Only a single
enter crop per image is employed for testing. 
In our experiment, we fix five target neighbors for each exam-
le in a mini-batch in order to construct the triplet constraints.
o construct the mini-batches, the number of clusters in k -means
lustering is set to  N / B 	 . For those clusters that contain more than
 examples, we simply select B examples at random. 
. Experiments 
In this section, we present a number of experiments on publicly
vailable data sets from the domain of image processing to demon-
trate the effectiveness of our method. In particular, we focus on
he tasks of image retrieval and clustering. We also empirically il-
ustrate the convergence rate of our method. A brief description of
he data sets and experimental protocol are described as follows. 
B. Nguyen and B. De Baets / Neurocomputing 402 (2020) 209–219 215 
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Table 1 
NMI (%) and Recall@ k (%) results on the CUB-200-2011 [35] data set 
Method NMI R@1 R@2 R@4 R@8 
IC [29] 50.28 40.11 53.17 66.02 76.59 
TSL [15] 55.38 42.59 55.03 66.44 77.23 
LS [28] 56.50 43.57 56.55 68.59 79.63 
NL [18] 57.24 45.37 58.41 69.51 79.49 
CL [37] 59.23 48.18 61.44 71.83 81.92 
SL [29] 58.12 49.78 62.56 73.55 82.78 
HDC [38] – 53.60 65.70 77.00 85.60 
AL [19] 61.00 53.60 65.00 75.30 83.70 
DA + NL [23] 61.30 52.70 65.40 75.50 84.30 
DAR [39] 61.70 55.10 66.50 76.80 85.30 
SST 60.42 53.66 66.21 77.33 86.06 
LoS + TL 61.74 55.11 67.23 77.29 85.40 
LoS + SST 64.26 57.44 69.56 79.91 87.96 
Table 2 
NMI (%) and Recall@ k (%) results on the CARS196 [36] data set 
Method NMI R@1 R@2 R@4 R@8 
IC [29] 47.99 35.56 47.27 59.37 72.16 
TSL [15] 53.35 51.54 63.78 73.52 82.41 
LS [28] 56.88 52.98 65.70 76.01 84.27 
NL [18] 57.79 53.90 66.76 77.75 86.35 
CL [37] 59.04 58.11 70.64 80.27 87.81 
SL [29] 58.04 59.37 71.25 80.62 88.32 
HDC [38] – 73.70 83.20 89.50 93.80 
AL [19] 62.40 71.30 80.70 87.00 91.80 
DA + NL [23] 66.00 75.10 83.80 89.70 93.50 
DAR [39] 64.20 73.50 82.60 89.10 93.50 
SST 54.18 59.21 71.75 81.85 89.57 
LoS + TL 65.12 78.33 86.95 92.10 95.77 
LoS + SST 66.74 79.22 87.17 93.13 96.46 
Table 3 
NMI (%) and Recall@ k (%) results on the Online Products [28] data set 
Method NMI R@1 R@10 R@100 
IC [29] 55.32 43.73 60.84 76.54 
TSL [15] 89.46 66.67 82.39 91.85 
LS [28] 88.65 62.46 80.81 91.93 
NL [18] 89.37 66.41 83.24 93.00 
CL [37] 89.48 67.02 83.65 93.23 
SL [29] 89.40 67.59 83.71 93.25 
HDC [38] – 69.50 84.40 92.80 
AL [19] 87.80 67.90 83.20 92.20 
DA + NL [23] 89.40 68.40 83.50 92.30 
DAR [39] 88.20 69.70 85.20 93.20 
SST 86.59 56.21 73.55 86.66 
LoS + TL 90.22 73.05 87.28 93.32 
LoS + SST 90.42 73.93 87.42 94.20 
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d  .1. Data sets 
Our method is evaluated on three standard benchmark data
ets, including CUB200-2011 [35] , CARS196 [36] , and Stanford On-
ine Products [28] . In particular, the CUB200-2011 data set contains
1,788 images of 200 bird species, where 5,864 images of the first
00 species are used for training and the remaining 5,924 images
or testing. The CARS196 data set contains 16,185 images of 196 car
odels, where 8,054 images of the first 98 models are used for
raining and the remaining 8,131 images for testing. The Stanford
nline Products data set contains 120,053 images of 22,634 online
roducts collected from eBay.com. We use 59,551 images of the
rst 11,318 products for training and the remaining 60,502 images
or testing. Note that the classes of training and test sets in three
ata sets are completely disjoint, making the problem of general-
zing a good embedding for unseen classes quite challenging. 
.2. Evaluation measures 
Following Song et al. [28,37] , both retrieval and clustering per-
ormances are reported for each data set. We evaluate the quality
f image retrieval based on the standard Recall@ k metric. This met-
ic reports the percentage of test examples for which at least one
xample of the same class is retrieved from its k nearest neigh-
ors. For the clustering task, the normalized mutual information
NMI) metric is computed. Given a ground-truth clustering C, the
MI score for a clustering result  is defined as 
MI (, C) = 2 I(, C) 
H() + H(C) , 
here I denotes the mutual information and H denotes the en-
ropy. Essentially, NMI measures the dependence between the pre-
icted and ground-truth clusterings, where its value lies in the
ange of [0, 1], with 1 denoting a perfect clustering. Follow-
ng [28,37] , the clusterings are computed using k -means clustering
ith k being equal to the number of classes in the test sets. 
.3. Competing methods 
We compare our proposed loss ( SST ) with local sampling ( LoS )
gainst several state-of-the-art deep metric learning methods, in-
luding the triplet loss with semi-hard sampling [15] ( TSL ), the
ifted structure loss [28] ( LS ), the N-pairs loss [18] ( NL ), and the
tructured facility location loss [37] ( CL ). The results of these meth-
ds are reported in [37] . To highlight the effects of the local sam-
ling technique, we show the results of SST without LoS. Addi-
ionally, the performance of the conventional triplet loss ( TL ) with
oS is reported. We also report the results of the vanilla Incep-
ion features ( IC ) pretrained on ImageNet for classification as a
aseline [29] . Additionally, we compare our method with more
ecent methods, including the spectral clustering loss [29] ( SL ),
he hard-aware deeply cascaded embedding [38] ( HDC ), the an-
ular loss [19] ( AL ), the N-pairs loss with adversarial train-
ng [23] ( DA+NL ), and the deep asymmetric metric learning via
ich relationship mining [39] ( DAR ). Note that all the competing
ethods follow a similar experimental setup as ours and they
se the Inception net as the base model to parameterize the em-
edding, allowing for a fair comparison. The published results are
uoted from the corresponding papers. 
.4. Experimental results 
In the following, results from the competing methods are re-
orted. We first show the clustering and retrieval results. For each
ethod, we report its results using the best hyper-parameter con-
guration. Both quantitative and qualitative results are reported.n addition, we report ablation studies to analyze the convergence
peed as well as sensitivity of our method with respect to the
ini-batch size. 
.4.1. Quantitative results 
In Tables 1–3 we report the clustering and retrieval results of
he competing methods. The best performance is highlighted in
oldface. On three data sets, our method (LoS+SST) significantly
mproves upon the conventional triplet loss in terms of Preci-
ion@ k as well as NMI. This confirms the effectiveness of the pro-
osed loss function. We also observe that most of recent meth-
ds (e.g., SL, HDC, AL, DA+NL, and DAR) and our method obtain
ery competitive results. A large performance gap is observed in
erms of Precision@ k between our method and other state-of-the-
rt deep metric learning methods. The Stanford Online Products
ata set is a highly challenging problem since there are a very
ew images per class (only 5.3 images on average). While the
eep adversarial metric learning method combined with the N-
216 B. Nguyen and B. De Baets / Neurocomputing 402 (2020) 209–219 
Fig. 6. The Barnes-Hut t-SNE [40] visualization of the feature embeddings computed by our method on the test set of CARS196 [36] 
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spairs loss (DA+NL) has already shown an outstanding performance,
our proposed method further boosts the performance. In particu-
lar, LoS+TL significantly improves TSL with respect to all measures,
illustrating the effectiveness of our local sampling strategy. Under
the same experimental settings, we observe a large decrease in the
performance of SST when LoS is not used. This can be explained
by the fact that constraints found by random sampling are easy to
satisfy and thus induce small gradients. 
4.4.2. Qualitative results 
Fig. 4 depicts the retrieval results of our method on some ran-
domly selected query images. As we can see, the model can rea-
sonably recover the correct matches. Barnes-Hut t-SNE [40] visual-
ization plots on three data sets are shown in Figs. 5 , 6 , 7 . To fur-
ther illustrate the compact feature representation of within-class
images, several bounding boxes are zoomed in the figures. Despite
the large appearance differences, our method can correctly produce
a feature mapping that preserves the similarity of images. 
4.4.3. Convergence speed 
To further analyze the effect of local sampling, we plot the
learning curves of Recall@1 versus the number of training epochsn Fig. 8 . In particular, we compare the SST loss using local sam-
ling with the large-margin triplet loss using random sampling. To
ake a fair comparison, the same mini-batch size B = 200 is used
or the triplet loss and the triplet constraints are constructed in
 similar way as in our method. We can see that the triplet loss
ith random sampling converges much slower than the SST loss
ith local sampling on the CARS196 data set. It performs poorly
n the Stanford Online Products data set. This can be explained by
he fact that random sampling tends to construct very easy con-
traints, which induce zero gradients. Our local sampling uses the
ntire neighborhood in each mini-batch, which is more informa-
ive, in order to speed up the convergence rate. 
.5. Effect of the mini-batch size 
Table 4 reports the effect of the mini-batch size B for our
ethod on the CUB200-2011 data set. Due to the memory bottle-
eck of the Tesla K40c GPU, we limit the maximum mini-batch size
o B = 200 . The performances of our method using different mini-
atch sizes become more or less the same when the mini-batch
ize is fairly large. 
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Fig. 7. The Barnes-Hut t-SNE [40] visualization of the feature embeddings computed by our method on the test set of Stanford Online Products [28] 
(a) CUB200-2011 (b) CARS196 (c) Stanford Online Products
Fig. 8. Recall@1 versus the number of training epochs on (a) CUB200-2011 [35] , (b) CARS196 [36] , and (c) Stanford Online Products [28] data sets. Recall@1 scores are 
computed on the test sets. 
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Table 4 
NMI (%) and Recall@ k (%) results on the CUB-200-2011 [35] data set for the SST loss 
with different mini-batch sizes 
B NMI R@1 R@2 R@4 R@8 
32 60.40 52.23 64.43 75.98 85.47 
64 61.52 54.81 67.40 78.14 86.48 
128 64.06 56.75 69.04 79.22 87.85 
200 64.26 57.44 69.56 79.91 87.96 
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 4.5.1. Time complexity 
We perform offline sampling and construct the triplet con-
straints at the beginning of each epoch. This computation takes
about 6 seconds on the CUB200-2011 data set, 11 seconds on the
CARS196 data set, and 9 minutes on the Stanford Online Products
data set. For a mini-batch of size 200, a forward and backward pass
in each iteration takes about 1 second. The running time can be
further improved by using parallel distributed computing. 
5. Conclusion 
In this paper, we have proposed a novel triplet-based loss func-
tion that addresses several issues of the large-margin triplet loss
in deep metric learning. In addition, our local sampling technique
allows for an effective way to select informative triplet constraints
with a low computational cost. More importantly, it induces a local
separation in the sense that the similarity relationships of train-
ing examples are guaranteed only in their neighborhoods. The ef-
fectiveness of our method has been empirically demonstrated on
three benchmark data sets, including CUB-200-2011, CARS196, and
Stanford Online Products. Experimental results confirm that our
method outperforms the conventional triplet loss using random
sampling in performance and converges faster. Besides, it achieves
very competitive results compared to other state-of-the-art deep
metric learning methods. For future work, a potential research di-
rection is to investigate more sophisticated clustering algorithms to
construct mini-batches instead of using k -means clustering. Rather
than for the stochastic symmetric triplet loss, it would also be in-
teresting to see how our local sampling technique performs for
other deep metric learning loss functions. 
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