We propose two new methods of constructing the solutions of linear multi-point discrete boundary value problems. These methods are applied to solve some continuous two-point boundary value problems which are known to be numerically unstable.
INTRODUCTION
The purpose of this paper is to provide two new algorithms to compute the solution of the linear discrete system u(k + 1) = A(k)u(k) + b(k), k e N(k 1, k r) (1.1) satisfying the multi-point boundary conditions r n up(k ) = lq, 1 < q < n (1.2) i=l p=l Xqp where A(k) is a given nonsingular n x n matrix with elements aqp(k), 1 q, p< n; b(k) is a given n x 1 vector with components bq(k), 1 <_ q n; u(k) is an finknown n x 1 vector with components uq(k), 1 < q _< n; 0 _< k 1 < k 2 < ...< k r (r > 2 ) where each k is a positive ,tq, 1 In particular we shall also consider the system (1. Motivated by the work of Angel and Kalaba [4] on two-point boundary value problems for difference equations, recently in [ 1, 3, 7, 12 ] , we have discussed several new methods of constructing the solutions of linear as well as nonlinear multi-point discrete boundary value problems. In this paper we shall develop adjoint identifies which are in terms of solutions of (1.1) and its adjoint system. These identifies lead to the backwardforward and forward-backward methods, which seem to be new processes for computing the solutions of (1.1) and (1.2) . However, the application of adjoint equations to solve discrete problems is not new, e.g., Clenshaw [6] used adjoint difference equations to sum the Chebyshev series. To demonstrate the usefulness of the proposed methods we solve some continuous two-point boundary value problems which are known to be unstable.
BACKWARD-FORWARD AND FORWARD-BACKWARD METHODS
The adjoint system of the difference system (1.1) is defined as
where AT(k) is an n x n matrix with elements aqp(k), 1 _< p, q < n and v(k) is an n x 1 vector with components vq(k), 1 the unknowns uq(kl), 1 _< q < n. The solution of the problem (1.1) and (1.2) is obtained by computing the solution of (1.1) with these values of uq(kl), 1 < q < n. However, to evaluate the summation term in (2.9) we need to store the solutions of (2.1). This can be avoided at the cost of solving another (r 1) system. For this, we denote 
Wp(i)(k i) = 0; 1 _< p n, 2 i _< r. (2.11) Thus, at the point k i, 2 < i _< r, we solve a system of order 2n given by (2.1) and (2.10) subject to the conditions (2.7) and (2.11).
With this adjustment system (2.9) takes the form
This method of constructing the solution of (1.1) and (1.2) is called the backwardforward process and requires (r 1)n backward solutions of the adjoint system (2.1) satisfying (2.7), (r 1) backward solutions of (2.10) satisfying (2.11), and 1 forward solution of (1.1) with the obtained values of u(k1), 1 _< q _< n, from the system (2.12), i.e., a total of (r 1) (n + 1) + 1 solutions of ntfi order systems. In particular, if r=2 then we need (n + 2) solutions. Similar to the backward-forward process we have the forwardbackward process. For this we solve (2.1) forward once for each uq(ki), 1 Similarly, applying the forward-backward process we f'md that (2.1), (2.28), (2.27) and (2.29) Table 1 Table 1 Backward y(t) = e -20t and approximate solution Ul(k) with h = 1024' are presented in Table 2 . [2, 5, 7, [9] [10] [11] . Replacing the boundary condition y(,,o) = 0 by y(T) = 0 (T finite) Holt [8] used f'mite difference methods (however, rn = 0, 13 = 1, T = 12; m = 1, 13 = -1/2, T = 8; rn = 2, 13 = , T = 8, the results are for unsatisfactory [8, 11] ), whereas Osborne [9] have also been obtained in [5] . Here the error estimates in the solution of (3.12) when approximating y(.o) = 0 by an appropriate boundary condition at T are also available. For the discrete analogue (3.4) and (3.5) of (3.12) (replacing y(,o) = 0 by y(18) = 0) with rn = 1 0, = 1 and h = , we apply both the methods of this section. The numerical solution u 1 (k) is shown in Table 3 . Table 3 .O Table 4 . Table 4 t Bkwd'-Forward 0.00000000D-00
