In his lectures at Kyoto University, Professor M. Sato presented a program for generalizing the soliton theory ([9] ; cf. [10] ). The KadomtsevPetviashvili (KP) equation is a typical example of the soliton theory. The KP equation is written in the form of deformation equations of a linear ordinary differential equation. The time evolutions of a solution are interpreted as dynamical motions on an infinite dimensional Grassmann manifold ([7], [9] ). The Lie algebra of microdifferential operators of one variable acts on this manifold transitively. He conjectured that any integrable systems can be written in the form of deformation equations of a linear system, and proposed to investigate a deformation of differential equations in higher dimensions. He showed a simple example of a deformation of holonomic systems in higher dimensions ([9]), and its generalization is treated in [4] . In this paper we study a deformation of ^-modules in higher dimensions.
-i\
This Lie algebra contains the transformation groups both of the self -dual Yang-Mills equations and of the self -dual Einstein equations (see [7] , [8] ). In §2 we will determine the subspace <W of <£(0) so that the vector field defined by (0.2) for any PeF is tangent to f W. The space <W is a subgroup in 8. The Lie algebra V acts on *W transitively.
In the case of r-3, our integrable system is nothing but a composed system of the self -dual Yang-Mills equations and the equations of self -dual metrics on Riemannian manifolds of dimension four. The Lie algebra V acts transitively on the space of self -dual connections on self -dual spaces. Thus we obtain a group-theoretical description of the twistor theory ([1], [5] ).
Notations. We use the following notations : Z denotes the set of integers. N denotes the set of non-negative integers. We denote by C the complex number field. We denote by l n the unit matrix of size nXn. § 1. Deformation ^-Modules Throughout this paper we shall work in the category of formal power series, ^=C [ The precise definition is as follows. We denote by 6(m) the space of formal series : 
P=

(bp).
The ring £ has an increasing filtration by subspaces {£(ro)} mez . We have For any 0-submodule =£ of £ we define the induced filtration {-£(ra)} me z °^ -b y £(m)=J:r\€(m).
Let <f?^ be the O-module consisting of the formal microdifferential operators of the form The ring dJ is the direct sum of 3) and 6$. For any Pe£, we define and P-^6^ by the decomposition of £:
For any O-submodule X of 6? we define the 0-module J7_ by X--Remark that 5(0)=O©<?^(0).
In the following we shall study a left .0-submodule / of € which satisfies the following condition:
for any meZ.
(1.1)
For example /=.$ satisfies (1.1). We make clear the structure of such a <D-submodule /.
Lemma 1.1. Suppose that a £)-submodule I of 6 satisfies the condition (1.1).
Then I is generated as S) -module by a unique operator W such that
PFe£(0) and W + =l.
(1.2)
Proof. The operator W is obtained by decomposing the identity operator 1<E<£(0) into the sum of an operator in 7(0) and an operator in £0(0) according to the condition (1.1):
1=W+U.
It is evident that W is contained in £(0) and that W+=l. Since we have for any m^Z, we obtain that )
for any mT hus the £?-module P-3)W also satisfies (1.1). Because / contains 7' and both satisfy (1.1), 7 coincides with 7'. The uniqueness is clear. D
Remark that W in Lemma 1.1 is invertible by (1.2).
We investigate nonlinear evolution equations according to the program of M. Sato ([9] , [10] ). For any P^S and any ^-submodule 7 0 of e we define the time evolution I t of 7 0 by the following differential equations:
We call P<E.6 the generator of the evolution equation (1.3).
In general we cannot find any .0-submodule I t which solves (1.3). In this paper we shall study the case that we can find a solution I t of (1.3) which is a ^-module satisfying (1.1) for any t. Then In higher dimensional case, we must choose a nice pair of the generator P and I Q =3)W(ty in order that I t satisfies the condition (1.1) for any t. We shall see the evolution equation (1.4) constrains the initial value W(0) in the following example.
Example 1.1. We consider (1.4) in the case r=2. We take D\ as the generator of the equation (1.4). We write
W(t)= S w i+j^Q,3^Q
The operator W(t)Dl is decomposed into the sum
Then we have
The equation (1.4) is equivalent to the following:
OXo OXo
The second equation constrains the initial data H 7 (0).
§2. Integrable Systems in Higher Dimensions
In the example 1.1 we have considered the equation (1.3) for one generator P=Dl. In this section we will introduce a space V of generators, and determine the space of ^)-submodules I of £ such that the condition (1.1) is preserved under the time evolution (1.3) for any PeF.
First we review two known examples, the self-dual Yang-Mills equations and the self-dual Einstein equations. We can interpret both of the equations as integrable systems of three variables (see [14] ).
Example 2.1. Self-dual Yang-Mills equations (see [5] , [11] [2] , [12] ). The self-dual Einstein equations are written in the form (see [6] )
In the following we forget the last equation in (2.4) for simplicity. We introduce the space W E and the Lie algebra V E :
The evolution equation (1.4) for P<^V E with any initial value W^W E has a solution in %. We consider (1. We shall unify these two examples and obtain more general systems. We introduce the Lie subalgebra V of Q which contains both the Lie algebras V YM and V E : 
Proof. We shall show the following statement (2.9) n by the induction on w :
for some G-, //,-, G? and 
D^2=-(n+2)G'^D^1 modulo £)+€(G).
Since D% +2 is contained in <2)+£(0) for any neZ by Lemma 2.3, G?#3 +1 is also contained in ^>+5(0). Therefore we obtain *i°i-,a',.«'=0 for |a'|^2. Since (£"#<)+ and So^rfc-i-n.^'^+CAj-GJ^CDi+tfi') are contained in <=V, the operator
is contained in £)+£(0). This implies (2.18).
It follows from (2.11), (2.12) and (2.14) that we have l o^2 , e/^^r -2^. +^o^l,o^o nl )e^Ĥ
for 0<z<r. Thus we obtain (2.9) n+1 from (2.15) and (2.18). n
Step 4. Now we shall prove Proposition 2.2. We introduce a microdifferential operator 
2.26)
It follows from (2.26) that we obtain the Zakharov-Shabat type equation
We shall investigate the infinitesimal action p of the Lie subalgebra V of £. Remark that the Lie algebra of the group W (resp. W m , "Fr^ is canonically isomorphic to the Lie subalgebra V _ -Vr\6^ (resp. (V m )_, Hence the action p is the right action of vector fields. n By Theorem 2.8 the Lie algebra F (resp. V m , V YM ) acts on W (resp. ^m, transitively. § 3. Twistor Theory and Integrable Systems
On oriented Riemannian manifolds of dimension four, the Weyl curvature tensor C decomposes into two components, the self -dual part C+ and the antiself-dual part C_. A manifold is called self -dual (resp. anti-self-dual) when C_ (resp. C+) vanishes. Penrose [5] showed that the vanishing of the anti-selfdual part of the Weyl tensor is precisely the integrability condition of the existence of a curved twistor space.
In this section we prove that the equation C + =0 is the compatibility condition of the deformation equations of filtered £)-submodules in 8 (See [13] in which the Frobenius integrability condition of the equations of self dual metrics is discussed). We get the equations of self -dual metrics from the equation (2.26) for W&W*.
Let M be a complex four-manifold and g a holomorphic metric, i.e. a nondegenerate symmetric holomorphic covariant two-tensor on M. We shall choose a holomorphic orientation on M which is necessary to define the complex Hodgê -operator. Our discussion being only local, we can assume the existence of two complex vector bundles S+ and S_ : the bundles of self -dual and anti-selfdual spinors.
Let {0/}.;=i.2.3.4 denote a local coframe on M such that g=eie 2 +e B e^ We can write them in spinor language as
where <p 1} <f? 2 (resp. 0i, 0 2 ) are the bases of self-dual (resp. anti-self-dual) spinor coframes. We take P=P(S_), the projective bundle of the rank two vector bundle S_. We parametrize S_ locally by and [!.=[*!/ fa is an affine coordinate for fa^Q. The commutator [y l} v 2~] is written in the following form (3) (4) (5) where the coefficients of vectors n l and U Q are independent of p. 2 S 9s9* 2 9*i 9* 2 9*f \9*i 9* 2 / 9*i9* 2 9*i 9*1 (3.6)
In the equation (2.26) we take W^.<W m . In this case w l vanishes. Replacing g Q ,i, gi,i and g 2 ,i with R, S and T, respectively. The equations (2.27) reduces to (3.6). Therefore we have 
