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CHAPTER 1. INTRODUCTION 
The bcLsic concepts of fuzzy logic and fuzzy set theory were introduced by Lofti 
Zadeh in his excellent papers [Zadeh 1965 and 1968] in the mid-'60s. The pioneering 
research work on fuzzy logic controllers (FLCs) wcis done by E.H. Mamdani and 
his colleagues [Mamdani 1976 and Kickert 1978] in the mid-'70s. In recent years, the 
literatui'e on fuzzy control hcis been growing rapidly and a wide variety of applications 
have been reported. Fuzzy control is an active and fruitful area for research in the 
application of fuzzy set theory. 
All these applications, such as controls for automatic train operation system [Ya-
sunobu 1985], robot arm [Mandic 1984], diesel engine [Murayama 1985], combustion 
[Ono 1989], and heat pumps [Meijer 1992] have indicated that fuzzy controls appear 
useful when the processes are too complex for analysis usmg conventional control 
algorithms or when the available information is qualitative, inexact, or uncertain. 
Rizzy Set Theory 
Tn the real worid. things do not alway? fall into the neat, crisp categories defined 
by traditional set theory, like the set of even numbers or human gender. In traditional 
set theory, membership in a class or set is not a matter of degree. Either a number is 
even, or it is not. But this on-or-ofF, yes-or-r.o, 0-or-l approach is not suitable when 
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applied to many everyday classifications, like the set of old man or the set of cold day. 
To deal with such cases, Zadeh proposed that membership in a set be measured not 
as a 0 or 1, but a value between 0 and 1. Thus, in the set of old man. for example, a 
man of 72 year old might have a membership value of 0.8. 
In fuzzy set theory, the concept "temperature"' is seen as a "linguistic variable". 
Its "value" could be "very high", "high", "medium", "low", and "very low", which are 
referred as "fuzzy subsets". All these fuzzy subsets compose the fuzzy set from which 
the linguistic variable, temperature, takes values. Fuzzy mathematics deals with 
fuzzy subsets, or fuzzy values, which makes it possible to simulate human thinking 
and reasoning. A natural language statement, "if room temperature is high then 
close the steam valve in the air-conditioning system a little bit", could be expressed 
and calculated by using fuzzy mathematics. 
Analytical Control Theory and Non-Analytical Control Technique 
Many dynamical systems can be analytically modeled using linear differential 
eouatiouS and iliIs fonns Liie foundai ion of the classical control t neory. With the arlni-
tion of Laplace transformation and Z transformation methods [Ogata 1970], classical 
control theory provided a powerful means of analyzing and designing control systems. 
The mathematical model for the whole control system including controlled plant and 
controller is set up and the controller's parameters are calculated to compensate the 
controlled plant characteristic to get the desired behavior. 
There are some real systems whose mathematical models cannot be derived 
from, basic physical principles and described as differential equations. Even if the 
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exact models could be derived, they are too complex for analysis and calculation. 
Sometimes systems have highly nonlinear operating characteristics and time-varying 
transport delay, such as most thermal systems. When faced with these difficulties, 
control engineers use a trial and error method to adjust the controller's parameters, 
giving up the analytical procedure. In most real applications, this is the way to 
"design" the commonly-used PID controllers. Here PID indicates that the control 
output is proportional to the weighted combination of tracking error, integrative error, 
and derivative error. In most cases, this does not produce satisfactory results. Control 
engineers found that the control systems governed by humans who interact with the 
control systems to make them work often have better performance. Experienced 
operators can often deal with complex conti'^l problems which are difficult to manage 
with clcLSsical control theory. Then a reasonable question is how to create a controller 
which works based on humans' experience. 
Fuzzy set theory provides the way to incorporate the experience of human op­
erators into the design of controllers. From a set of linguistic rules which describe 
the operator's control strategy, a control algorithm is constructed where the words 
are defined as fuzzy sets. This new approach m.akes implementing "rule of thumb" 
experience possible. Mathematical models of plants are not needed. This is first suc­
cessful application of an Artificial Intelligence (AI) technique to control engineering. 
The nroblem of rontrol is one of derision-ma.kintr. niven thp oneratinp- conditions A  O "  I  ' - '  O  
and observation of a controlled process, it is necessary to decide what control actions 
to take. Knowledge-based systems, in particular rule-based systems, are ideally suited 
for such a decision-making task. The knowledge used to set up control rules for 
4 
a fuzzy controller is derived from expert operators and the designer of the fuzzy 
logic system. Some of the knowledge can be based on the understanding of the 
behavior of the process dynamics which cannot be expressed mathematically. The 
rules can be used in a rule-based fuzzy logic controller (FLC) but not in conventional 
analytic controllers. Thus, rule-based fuzzy systems can produce better controllers 
than analytic control theory. 
PLCs are a kind of non-linear controller. They are more suitable for processes 
whose dynamics present strong non-linear characteristics than conventional linear 
controllers, such as PID controllers. Many studies show that the fuzzy controllers 
perform superior to conventional control algorithm [Daley 1985, Gupta 1980, Leigh 
1983, Ollero 1989, Ralston 1985, and Togai 1991]. 
At present, there is no systematic procedure for the design of FLCs. Compared 
with classic control theory, fuzzy control theory is still being developed. Many re­
searcher have attempted to find a systematic method for analyzing fuzzy system 
dynamics. Cumani considered system quantities such as states, controllability, and 
ohservabilit.v FCurnani 19821. Tono- tVip annroarh of ripfinincr svstem onerators w  t * "  -  O  ^  J -  -  ^  0  
as fuzzy relations on the state space [Tong 1980], and Kiszka et al. formulated an 
energy function of a fuzzy set to investigate stability of a fuzzy system [Kiszka 1985]. 
However, these researchers failed to present significant descriptions of the dynam­
ics of fuzzy systems. Fuzzy control still lacks a systematic method for analysis and 
design. The genera! method used to design fuzzy controllers is a trial and observa­
tion approach, which heavily depends on the knowledge of operators and designers 
of fuzzy systems. This limits widespread use of fuzzy controllers. 
5 
About This Work 
PLCs sometimes fail to obtain satisfactory results with the initial rule set drawn 
from operators' and control engineers' experiences. This is because there still are 
some differences between the way a plant is operated by an experienced operator 
and by a PLC using the rules based directly on his experience. It is often difficult to 
express human experiences exactly using linguistic rules in a simple form. Sometimes 
there is no previous experience to be used to construct control rules for PLCs. In 
these cases, it is necessary to develop and modify the control rules for PLCs to obtain 
optimal performance. 
In previous articles, there have been few discussions about rule development 
and adjustment strategies [Scharf 1985; Ollero and Williams 1989; Sheridah 1984; 
and Wakileh and Gill 1988]. This work presents a method to modify control rules 
and choose membership functions, scale factors and output gain for PLCs. The 
dynamics of PLCs are analyzed on a linguistic plane by using their performance tra­
jectories. This approach still uses trial and observation and depends on the intuition 
pnn npnricTir? of <Tn#=»r5 Tr p tr> 
puter simulation and experimental identification indicated that PLCs can work much 
better than conventional controllers, such as FID controllers. Before dealing with 
rule development and adjustment strategies, the basic concepts of fuzzy set theory 
and fuzzy mathematics used for analyzing and designing PLCs are introduced, and 
the muitilevel relay property, the intrinsic feature of FLCs, is illustrated. 
In the adjustment procedure for FLCs, people found that it is difficult to obtain 
good fuzzy rules, especially when certain complicated dynamic processes are con­
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cerned. It is time-consuming and needs deep knowledge of fuzzy logic. To avoid this 
difficulty, a self-tuning strategy has been developed. A novel Self-Tuning Fuzzy Logic 
Controller (STFLC) is proposed in this study which uses a model-based self-tuning 
strategy. A predetermined optimal performance trajectory serves as a control model. 
An initial rule set derived from a fuzzy model of the controlled plant is modified on 
a look-up-table basis. This self-tuning strategy has been experimentally verified and 
is effective, but there are some restrictions. 
/ 
CHAPTER 2. FUZZY LOGIC AND FUZZY LOGIC CONTROL 
A fuzzy control algorithm, being compatible with human thought, has two main 
cLspects: rule base and fuzzy reaisoning. The rule bcise is a set of linguistic rules 
which qualitatively describe the control strategies to be performed on the system. 
These rules are gleaned from an experienced process operator or designed by a fuzzy-
control engineer. Because humans think in imprecise terms, the rules are expressed 
in qualitative (fuzzy) terms. Numerical meaning is given to the qualitative terms of 
the rule via fuzzy sets. The rules and fuzzy sets are operated through fuzzy reasoning 
to infer control actions or decisions. 
The Basic Concepts of Fuzzy Set Theory 
Definition 1: Fuzzy subset: A fuzzy subset F in a universe of discourse U is a 
collection of elements: 
Ui ,  U2 ,  ,  u , - ,  ,  u i  u  £  U ,  
and is characterized by a membership function /Xf which takes values in the interval 
[0,1]: 
IJ.F{U2), , fipiui), , ^ 6 [0, 1]. 
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Thus, a fuzzy subset F may be represented as a set of ordered pairs of a generic 
element u and its grade of membership function: 
F =  {Ui ,  f iF{u i ) ) \u i  e  U (1) 
Definition 2: Fuzzy matrix: A fuzzy matrix M is defined in a universe of dis­
course V with two dimensions. It is a collection of two-dimensional elements charac­
terized by a membership function fiM which takes values in the interval [0,1]: 
^ 1) ^ 
A fuzzy matrix M may be represented as follows; 
M = G V  (2) 
Fuzzy subsets and fuzzy matrices are referred to as fuzzy values or fuzzy numbers. 
A fuzzy subset is a one-dimensional fuzzy number and a fuzzy matrix is a two-
dimensional fuzzy number. 
Definition 3: Membership function: .A relation giving grades of membership for 
each element of a fuzzy number is known as a membership function. "Fuzzy"' refers 
to the fact that the fuzzy number does not have a sharp boundary between non-
membership and membership. It takes values from 0.0 (no membership) to 1.0 (full 
membership). 
Definition 4: Linguistic variables: A linguistic variable is defined by a quadruple 
(X, U, T(X), R.) in which X is the name of variable; U is the universe of discourse of 
9 
Table 2.1: The Rule for Associating T(X) with U through Membership Functions 
R U 
1 
Range 0°C 40°C 
°C  2 5 8 11 14 17 20 23 26 29 32 35 38 
degrees -6 -5 -4 -3 -2 -1 0 1 2 3 4 5 6 
T(X) 
Very high 
High 
Medium 
Low 
Very low 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.2 0.7 1.0 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.2 0.7 1.0 0.7 0.2 0.0 
0.0 0.0 0.0 0.0 0.2 0.7 1.0 0.7 0.2 0.0 0.0 0.0 0.0 
0.0 0.2 0.7 1.0 0.7 0.2 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
1.0 0.7 0.2 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
X; and T(X) is the term set of X, that is, the subsets of X with each value being a 
fuzzy number defined on U. For example, if Temperature is interpreted as a linguistic 
variable, then its term set T (temperature) could be: 
T(temperature)={very high, high, medium, low, very low} 
where each term in T(temperature) is characterized by a fuzzy subset in a universe of 
discourse U=[0, 40 degree C]. R is the rule for associating these subsets, T(X), with 
the universe of discourse, U, through membership functions. It can be explained by 
Table 2.1. For example, if the temperature is -35°C, it belongs the set of Verv high 
with membership value of 0.7. The linguistic variables may also be referred to as 
fuzzy variables. 
Definition 5: Aggregation: .A.n aggregation C of two fuzzy subsets A and B is a 
two-dimensional fuzzy variable, fuzzy matrix, which can be defined as follows: 
10 
/ 
/xc(l,l) ... /ic(l,A^) \ 
C  =  A ® B  =  
... uc{ij) ... (3) 
f i c {M,N)  
where the symbol (0) denotes an aggregation operator, and 
f i c i i j )  =  min(/i^(z),/iB(;)) 
A =  (e i , / z ^ (e . ) )  
B  =  {d j , f iB{d j ) )  
e,- is the i-th element of the subset A(e) and is its membership function, d j  is 
the j-th element of the subset B(d) and fisU) is its membership function. 
Definition 6: Align turning: An align-turning S of a fuzzy matrix is a one-
dimensional fuzzy variable, which has a set of membership functions aligned according 
to a certain order, as follows: 
where the symbol (©) denotes an align-turning operator. The membership function 
fis is pointwise defined as: 
where j varies from 1 to n first and i varies from 1 to m. 
Definition 7: Union: A union R of two fuzzy matrices Ri and R2 is defined as: 
S = [A ® B] '  
R= Ri l i  i?2  
11 
where the symhol (U) denotes an union operator. The membership function is 
pointwise defined as: 
Definition 8: Intersection: .A. intersection R of two fuzzy matrices Ri and R2 is 
defined a^: 
R = R\  n i?2 (6) 
where the symbol (fl) denotes an intersection operator. The membership function 
/zh is pointwise defined as: 
Definition 9: Max-min composition: A max-min composition of a mxn fuzzy 
matrix Mi and a nxp fuzzy matrix M2 is a mxp fuzzy matrix M defined as: 
M = Ml o M2 (7) 
where the symbol (0)  denotes a max-min composition operator. The membership 
function is pointwise defined as: 
f i x f i i j )  = max(min(/z.v/,(z,fc),/z,v/2(A:,i))) 
where: 
Ml = { m i .  U A i -J i - k ) ] .  
i \ l 2  =  {m2 .  
M = 
z  G J  ^ and k  ^  ^l.T t j .  
12 
HVAC 
— Defuzzine Fuzziner System 
Figure 2.1: The Block Diagram of a Fuzzy Control System 
Definition 10: Complement: A is referred the complement of a fuzzy subset A. 
Its membership function is pointwise defined for all u E U by 
t^A{u) = - fJ-Aiu) (8) 
The membership function of the com.plement matrix R is pointwise defined by 
=  1  - ( 9 )  
Fuzzy Reasoning and Fuzzy Logic Control 
A fuzzy logic controller (PLC) includes three parts: fuzzifier, fuzzy reasoning 
unii,. ano oeiuzziner. i ne luzziner converts orninary mnms mro rnpir rn^yy ronn-
terparts, the fuzzy reasoning unit creates fuzzy control signals based on these fuzzy 
variables, and the defuzzifier converts the fuzzy control signals into the real control 
outputs. The block diagram of a fuzzy logic controller is shown in Figure 2.1, where 
e, d, and u anj tracking error, derivative error and output control action, e, d, and u 
arc llieir fu'^zy counterparts respectively, y is the controlled parameter, and r is the 
set point for y. A'p is the scale factor for e. /ij is the scale factor for d. and A'o is the 
output gain. 
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The input universe of discourse for tracking error e and derivative error d is 
divided into several degrees connected with a number of fuzzy subsets by membership 
functions. In this study, e and d can each range from -6 to +6. and 13 degrees are 
used: 
-6, -5, -4, -3, -2, -1, 0, 1, 2, 3. 4, 5, 6. 
Seven fuzzy subsets are defined for fuzzy variables, e and d, as: 
T(e) or T(d) = {NL, NM, NS, ZZ. PS, PM, PL.} 
where the first letters "N" and "P" mean negative and positive, the second letters "L". 
'ivl', and S" mean large, middle and sm.all, and 'ZZ' means zero. These degrees 
and fuzzy subsets are shown in Table 2.2 which uses a 1.0-0.8-0.5-0.1 distribution. 
For example, if e=3, then its membership in PL is 0.1, its membership in PM is 0.8, 
etc. 
A similar analysis is given to the output universe of discourse for the control 
action indicated in Table 2.3 which uses a 1.0-0.7-0.2 distribution, where the abbre­
viations mean that the output control actions are Large Increasing (Level 7), Middle 
Increasing (Level 6), Small Increasing (Level 5), No Change (Level 4), Small De­
creasing (Level 3), Middle Decreasing (Level 2), and Large Decreasing (Level 1). 
This distribution, combined with the 1.0-0.8-0.5-0.1 distribution for inputs, gave a 
good performance in the experiments. 
Tv> ^ Vk 1 c ^ -fa « ^ I A ^ ^ i- r* axi cb y oi i/v/ii lO ao fx n-i^,6iiiivci.tiv^ii o c I i ii v-co 
an input, e (or d), into a fuzzy value, e (or (f), with membership function (/z) equal 
to zero except at the element nearest to the real input, where fi=l.O. For example, 
if e=3.2, the nearest element is 3, then the fuzzy singleton will be: 
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Table 2.2: The Membership Function of Input of FLC 
!A(e), B ( d ) |  -6 -5 -4 -3 -2 -1 0 1 2 3 4 5 6 
PL 0.0 0.0 0.0 
P
 
O
 0.0 0.0 0.0 0.0 0.0 0.1 0.5 0.8 1.0 
PM 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.1 0.5 0.8 1.0 0.8 0.5 
PS 0.0 0.0 0.0 0.0 0.0 0.1 0.5 
oo o
 1.0 0.8 0.5 0.1 0.0 
ZZ 0.0 o
 
o
 
0.0 0.1 0.5 0.8 1.0 0.8 0.5 0.1 0.0 0.0 0.0 
NS O
 
o
 
0.1 0.5 
00 o
 1.0 0.8 0.5 0.1 0.0 0.0 0.0 0.0 0.0 
NM 0.5 p
 
bo
 
1.0 
00 o
 0.5 0.1 0.0 0.0 p
 
o
 
0.0 0.0 0.0 0.0 
NL 1.0 p
 
bo
 
0.5 0.1 0.0 0.0 0.0 0.0 0.0 
P
 
o
 0.0 0.0 0.0 
Table 2.3: The Membership Function of Outp ut of FLC 
C(u) -6 -5 -4 -3 -2 -1 0 1 2 3 4 5 6 
LI (Level 7) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.2 0.7 1.0 
MI (Level 6) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.2 0.7 1.0 0.7 0.2 
SI (Level 5) 0.0 o
 
o
 
0.0 0.0 0.0 0.0 0.2 0.7 1.0 0.7 0.2 0.0 0.0 
NC (Level 4) o 
o
 0.0 
p
 
o
 0.0 0.2 0.7 1.0 0.7 0.2 0.0 0.0 
P
 
O
 
P
 
o
 
SD (Level 3) 0.0 p 
o
 0.2 0.7 1.0 0.7 0.2 0.0 
P
 
o
 0.0 0.0 
p
 
o
 0.0 
MD (Level 2) 0.2 0.7 1.0 0.7 0.2 0.0 0.0 p 
o
 
p
 
o
 0.0 0.0 
p
 
o
 
p
 
o
 
LD (Level 1) 1.0 0.7 0.2 0.0 0.0 P
 
o
 
0.0 
p
 
o
 0.0 0.0 0.0 0.0 
p
 
o
 
e  =  (0 , 0 ,0 ,0 ,0 ,0 ,0 ,0 ,0 ,1 ,0 ,0 ,0 . )  
This fuzzy singleton has membership function at the point of element e=.3. 
The control rules expressed in natural language can be simplified to have the 
following form: 
IF (e is A) AND (d is B) THEN (u is C) 
where A, B, and C are fuzzy subsets defined on the universes of discourse of e, d, and 
u, respectively. Every rule is interpreted into a fuzzy reasoning matrix: 
Rk  -  [Ak{e )  0 Bkid ) ]"  0 Cfc(ii) k = (1,N) (10) 
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where N is the number of rules. The general fuzzy relation matrix Rg can be con­
structed as the union of the individual rules: 
R,  =  u 'L iRk  (li) 
This matrix represents the relationship between the fuzzy inputs and the fuzzy control 
output. The fuzzy control output can then be calculated from the known fuzzy input 
e and d by: 
u = ® Jj" 0 (12) 
The defuzzifier converts the fuzzy control output created by the rule-based fuzzy 
reasoning unit into a real control action. In this study, a weighted combination 
method is used as a defuzzification strategy, which can be explained by the following 
example, if: 
u = (0,0,0,0,0.0,0,0.2,0.4,0.8,0.7,0.5.0.1.) 
then 
^ -r T v.0[0) -r u. (V'ij -r T ^ ^ 
" ~ 0.2 + 0.4 + 0.8 + 0.7 -f 0.5 -f 0.1 ~ ' 
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CHAPTER 3. MULTILEVEL RELAY PROPERTY 
Fuzzy logic controllers have much better performance than the conventional con­
trollers, such as PID controllers. PID controllers are linear regulators whose control 
output is proportional to the tracking error (e), the integral error (i), and the deriva­
tive error (d). The PID controllers" intrinsic limitation can be illustrated in Figure 3.1 
where the horizontal axis represents time and the vertical axis represents the con­
trolled parameter (CP). When a PID controller is adjusted to respond quickly to a 
step input, it will have large overshoot (curve 1), and if it is adjusted to eliminate 
the overshoot, a long rise time will occur (curve 3). So, in most applications, PID 
controllers are usually adjusted to have the form of curve 2: there is a little overshoot 
while the response is moderate. 
CP 
A A 
0 
Figure 3.1: The Typical Behavior of PID Controllers 
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Table 3.1: A Simple Rule Set 
u e 
d 
NL NM NS ZZ PS PM PL 
PL LD(1) SD(3) SD(3) NC(4) LI (7) LI (7) LI (7) 
PM LD(1) SD(3) SD(3) NC(4) MI(6) LI (7) LI (7) 
PS LD(1) MD(2) SD(3) NC(4) MI (6) LI(7) LI (7) 
ZZ LD(1) MD(2) SD(3) NC(4) SI(5) MI(6) LI (7) 
NS LD(1) LD(1) MD(2) NC(4) SI(5) MI(6) LI(7) 
NM LD(1) LD(1) MD(2) NC(4) SI(5) SI(5) LI (7) 
NL LD(1) LD(l) LD(1) NC(4) SIC5) SI(5) LI(7) 
The behavior of an ideal controller to respond to a step input is shown by curve 4 
in Figure 3.1: very fast response and no overshoot. FLCs can be used to provide a 
close ideal behavior. The intrinsic feature of a PLC is similar to that of a multilevel 
relay [Kickert 197S]. This property becomes apparent when the control rules are 
presented in the framework shown in Table 3.1 and Figure 3.2. Table 3.1 presents 
the rule set. There are two inputs, the tracking error (e) and derivative error (d), and 
i. ii-- ^ 1 d-aU : i.. T - r. 
vjiic c»utput, mc icvci iiiuutd iictvo i vctiuv^o vaiovuoovvj. m 
Chapter 2 and form 49 possible cells on the linguistic plane. The output of control 
actions also have 7 fuzzy values indicated simply by levels 1 to 7. The 49 possible cells 
are connected with different control action levels according to the rule set and form 
the control surface visually shown in Figure 3.2. More explicitly, if the derivative 
error (d) is fixed at ZZ, the control surface will be reduced to a ladder line shown in 
Figure 3.3. 
IS 
9 0* TK<a r^r^T-»tT*rvl Qnrfar'o -Tr^r TTKA Pnlc^ ^<=>1 rtf 3 ^ 
^T((^ 
Figure 3.3: The Multilevel Relay Feature of FLCs 
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Figure 3.4: The Multilevel Relay Analysis of FLCs 
The multilevel relay property of FLCs is explained in more detail in Figure 3.4 
which expresses the response of a FLC to a step input. At the initial stage, the FLC 
responds strongly to the step input with a high control action level. This is fulfilled 
1?V 3. stsp ciltpllt (2.) ^3,kcs ths nc<=> 
from the start point 0 to point A and will continue along with curve 1. But, at the 
point A, the control output of FLC jumps to a lower level, which is like adding an 
inverse step output (b) to the control action. The inverse step output will make the 
controlled parameter (CP) change along with curve 1'. Adding the curve 1' to the 
origins,! ciirvc 1, tlic ncvr of 0? bcccmss tHs c^rvs 2. ^ 
CP changes from point A to point B. At this moment, another inverse step output 
(c) occurs and creates the control action which makes CP changes along the new 
curve 3. The controlled parameter then changes from point 3 to point C. Continuing 
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this analysis. CP changes from 0, A. B, C, to D, and the FLC has performance in 
response to a step input that is much closer the ideal performance. 
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CHAPTER 4. RULE DEVELOPMENT AND ADJUSTMENT 
STRATEGIES 
Rule Refinement 
An Fuzzy Logic Controller (FLC) is characterized by a set of linguistic state­
ments which are usually in the form of "IF-THEN" rules. The initial set of rules is 
usually constructed based on the operators' experience, or sometimes by analyzing 
the dynamic process of the controlled plant. Both approaches require modifying the 
initial set of rules to obtain an optimal rule set. This is called rule refinement. 
Figure 4.1(a) shows an initial rule set analyzed on a linguistic plane. The initial 
rule set is expected to be adapted to the controlled plant as well as possible. The 
horizontal axis expressrr. the fuzzy subsets defined on the Tiniverse of disconrse for 
the tracking error (e), and the vertical axis expresses the fuzzy subsets defined on 
the universe of discourse for the derivative error (d). Both have 7 fuzzy values: NL, 
NM, NS, ZZ, PS, PM, PL. On the cross points of these fuzzy values there are output 
control action levels which are also fuzzy subsets having 7 "values" from level 1 (LD) 
to level 7 (LI). For cxEinple, th,e cross point of 0—2,nd. d—ind,ic3.tes u^Levci 
3. This corresponds to the rule: 
IF (e is NM) .\ND (d is PM) THEN (u is Level 3) 
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At this point, the initial rule set is based on the following control strategies. 
First, it tries to keep a proportional relationship between the control action (u) and 
the tracking error (e). Note that if the derivative error (d) is ZZ, then the output 
control action (u) increases from level 1 to level 7 when the tracking error (e) changes 
from NL to PL. Secondly, the influence of derivative error (d) is considered such that 
if it is positive then increase the control action (u) a little bit, and if it is negative 
then decrease the control action (u). For example, if the tracking error (e) keeps PM, 
the control action (u) increases from level 6 to level 7 when the derivative error (d) 
is positive, and it decreases from level 6 to level 5 when the derivative error (d) is 
ri0^s.ti V0 
Consider a second order plant with a transfer function: 
H ( s )  =  -  —  (12) 
52+ 0.15+1.0 ^ ^ 
that is controlled by FLC using the initial rule set to respond to a step input. The 
performance trajectory of the FLC for computer simulation is shown by the arrows 
in Figure 4.1(a) and the dynamic process of the normalized controlled parameter 
(CP) is shown in Figure 4.1(b) where the horizontal axis indicates the number of 
sample period (SP). Obviously, the dynamic process can be divided into two stages. 
At the first stage, there is a strong oscillation with a higher frequency, and at the 
second stage, there is a moderate swing with a smaller frequency. Looking at the 
performance trajectory in the linguistic plane, we can see that the stronger oscillation 
occurs at the out-cycle (points further from the center). .As time increases, the state 
moves to the in-cycle near the center of the plane and becomes moderate. This shows 
that FLCs have the desirable property of a structure-variable controller.The rules at 
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i  d  
NL NM NS 22 PS PM PL 
(a) The initial rule set and performance trajectory on linguistic plane 
CP 
y 
!0 20 30 
(b) The dynamic process 
Figure 4.1: The Initial Rule Set Expressed on Linguistic Plane and Its Simulation 
of Step Response 
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the out-cycle belong to one kind of structure for the first stage, and the rules at the 
in-cycle belong to another structure for the second stage. 
Obviously, the initial rule set does not satisfy a good design for a controller. It 
can be modified by intuitive reasoning using "observation and error" method. A rule 
set is often symmetrically positioned about the central point which is the desired 
stable operating point where the tracking error (e) and the derivative error (d) both 
equal zero and the control action (u) does not change. When a positive step change 
is imposed to the set point, the tracking error (e) has the biggest value and the 
derivative error (d) is zero at the beginning time (point A in the linguistic plane). 
With the regulating action, the tracking error (e) will decrease, Ihe derivative error 
(d) will be negative, and the performance trajectory will enter into the right-bottom 
block in the linguistic plane. So, the rules in this area have the most important effect 
on the behavior of the first stage of the dynamic process. The most important area 
responsible for the behavior of the second stage is the central block. 
To avoid strong oscillations, it is apparent that the control actions in the right-
bottom block should be decreased. The modified rule set and its simulation of re­
sponse to a step input are shown in Figure 4.2. The performance trajectory expressed 
in the linguistic plane is just like spiral shown in Figure 4.2(a). We can see that the 
performance of the control system has been improved, but a small oscillation still 
exists and there is a little overshoot indicated by point C in Figure 4.2(b). Once 
again the rule set is modified and the final rule set and its simulation of response to 
a step input are shown in Figure 4.3. The final rule set gives good performance with 
a short rise time and a very small overshoot and it is considered satisfactory. 
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(a) The second rule set and performance trajectory on linguistic plane 
CP 
(b) The dynamic procei 
Figure 4.2: The Second Rule Set Expressed on Linguistic Plane and Its Simulation 
of Step Response 
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i ^ 
NL NM NS zz PS PM PL 
PL 3 5 5 6 7 7 7 
PM 3 4 4 5 7 7 7 
PS 1 1 l i "  — 7 l  7  7  
ZZ-- 1  "  .. -44- ---7-;- -7 
—© 
NS 1 1 i\Qf 7 
NM i 1 1 3 1 4 
NL 1 1 1 2 i 3 5 
(a) The final rule set and performance trajectory on linguistic plane 
CP 
2.0 --
I / 
f 
J , 
(b) The dynamic process 
Figure 4.3: The Final Rule Set Expressed on Linguistic Plane and Its Simulation of 
Step Response 
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By analyzing the performance trajectory on the linguistic plane, a rule set is 
refined. It relies heavily on intuitive reasoning by comparing the dynamic process of 
the controlled parameter for the present rule set with the desired one. 
Completeness and Interaction of Rules and Selection of Membership 
Functions 
The second significant influence on the behavior of an FLC is from the mem­
bership functions. They should be chosen carefully in the adjustment process. .A.s 
mentioned above, the fuzzy subsets, linguistic values, NL, NM, NS. ZZ, PS, PM, and 
PL, are defined on the universe discourse of tracking error (e) and derivative error 
(d). Some possible membership functions are shown in Figure 4.4. The membership 
functions should be chosen to make these linguistic values have suitable coverage on 
the universe of discourse. For the Ccise of Figure 4.4(a), the whole range is not covered 
by these linguistic values. There are some values of e or d, on which the membership 
functions of all linguistic values are zero. In this case, an empty output control action 
could be created. This means that the control actions are lost for those points which 
are not covered by any input fuzzy subset. This is referred as the non-completeness 
of control rules. FLCs should satisfy the condition of completeness for their mem­
bership functions. The membership function shown in Figure 4.4(a) can not be used 
for an effective fuzzy logic controllers. In other words, the union of all fuzzy subsets, 
Y- I — ^1,7], should be greater than zero for all 6 £ E, i.e. 
V  e e E  u L i A ; ( e ) > 0  ( 1 3 )  
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(a) Non-completeness case 
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runctioQ 
NM NS PL NL PM 
(b) Heavy overlap case 
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function 
-6 -4 -2 0 2 4 6 cord 
(c) Moderate overlap case 
Figure 4.4: Tliree Membership Functions with Different Coverage 
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On the other hand, there can be interaction among the rules if the overlap 
of fuzzy subsets occurs on the range of the universe of discourse. In this case, the 
membership functions have the forms shown in Figure 4.4(b) and (c). The interaction 
tends to smooth out the set of control rules. Consider the single-input-single-output 
case for simplicity, the rule set is: 
IF (e is Ai) THEN (u is C.) i=[l,N] 
where N is the number of rules in the set. These rules are incorporated into a fuzzy 
relation matrix as follows: 
R = [jg,Ri = ug,{Ai®C,) (14) 
If the fuzzy value of input e is known as e, the fuzzy output u then can be calculated, 
mentioned in Chapter 2, as follows: 
u = eo R (15) 
If e is Ai, u is expected to be C,-. But now the interaction of rules due to overlap 
TO' 
C, C .4. o R (16) 
the fuzzy logic scheme including max-min corriposition operator. .A. more detailed 
example of the numeric calculation is given in the Appendix. 
If the overlap is heavy as shown in Figure 4.4(b), there will be large deformation 
and the control rules will lose their original shape. In the limit, as the membership 
functions become unity for all values, the output of the FLC will always be the same 
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fuzzy quantity. This means that the fuzzy reasoning system conveys no valuable 
information and the FLC has lost its efficacy. 
A moderate overlap, shown in Figure 4.4(c), is desirable to allow for fuzzy rea­
soning with uncertainty and the need for completeness of the control rules. How does 
one determine the "size" of overlap? At present, we use intuitive judgment to choose 
membership functions when adjusting an FLC. There appears to be some latitude 
in choosing the amount of overlap, on which the performance of an FLC does not 
change significantly. The quantitative analysis is the further research topic for F LCs. 
When we modify the control rules in the linguistic plane, the overlapping mem­
bership functions let the rules near the performance trajectory have an effect on the 
output control actions. This is because the interactions occur among the neighboring 
rules. 
Scale Factors and Output Gain 
The scale factors. A'p and Kd, and ihe ouiput gain A'o, shown in Figure 2.i, 
also have significant influence on the behavior of an FLC. Their influence is not as 
complicated as those of rules and membership functions. The adjustment for the 
scale factors and output gain is comparatively simple. 
The scale factor A'p relates the actual range of tracking error (e) to the universe 
of discourse (E) defined in the fuzzy logic system. In this work, E consists of 13 
degrees. Then A'p is determined as the ratio of the range of E to the range of the 
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Ko=1.6 
Ko=4.2 
0 1 !0 20 30 
Figure 4.5: The Influence of Ko on the Behavior of FLCs 
real variable: 
K,= Emax ^Tj 
^max 
(17) 
For scale factor Kd, there is the similar analysis leading to: 
r, D-max Drain / i c \  K d  =  ( l o j  
^max ^min 
where D is the universe of discourse for derivative error (d) defined in the fuzzy logic 
svstem. Small K~ or KJ will narrow the control band, while laree or will lead 
w  •  f  ^  r  -
to loss of control for large inputs. 
The output gain Ko is defined as follows: 
Ko = ^max ^mtn 
Umax Umin 
(19)  
It is the ratio of range of real ouLpuL coiiLrol acLioii (u) lu the laiige of its uuiverse of 
discourse (U) defined in the fuzzy logic system. Ko acts as an amplification factor of 
the whole FLC. Figure 4.5 shows the influence of Ko on the step response simulation 
of an FLC with the fiiial rule set shown in Figure 4.3. Increasing Ko results in a 
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shorter rise time. The performance trajectory in the linguistic plane will become 
steeper for the first stage and oscillation occurs. Decrecising Ko results in a longer 
rise time and the performance trajectory in the linguistic plane will become moderate 
during the first stage. But, in the computer simulation, oscillation still occurred. This 
is because different values of Ko result in a new route of the performance trajectory 
which will activate the different rules causing possible oscillations. So the influence 
of output gain, A'^, should be considered together with the change of the activated 
rules. 
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CHAPTER 5. EXPERIMENTAL IDENTIFICATION OF RULE 
DEVELOPMENT AND ADJUSTMENT STRATEGIES 
Fuzzy reasoning is much closer to the way humans think and the fuzzy logic 
controller (FLC) algorithm is based on a set of linguistic rules which describe control 
strategies where the words are denned as fuzzy subsets. As mentioned in Chapter 4. 
the optimal rule set is developed from an initial rule set. In this chapter, rule de­
velopment and adjustment strategies of an FLC for heating mode is experimentally 
identified. 
Experiment 
An air flow Lest loop [Maxwell et al. 1986] was used in this study as the ex­
perimental setup to develop the rule sets and verify the adjustment strategies for 
an FLC. This facility, shown in Figure 5.1, consists of a supply section and a load 
section. The supply section uses a commercially available air handling unit and the 
load section includes heating, cooling, humidifying, and dehumidifying capabilities. 
A pneumatic control system is used for normal control tasks, and electro-pneumatic 
transducers are used to allow computerized control of the test loop. 
In this experiment, the outdoor air was heated by the hot water coil in the supply 
section and then cooled by the chilled water coil in the load section. The fan speed 
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outoocA 1 
Figure 5.1: The Air Flow Test Loop Used in the Experiment 
was fixed to keep a certain air flow rate. At the start of each test, the temperature of 
the return air was stable at 18.0 degree C. A step increase of -5.0 degree C was then 
imposed on the set point. The FLC controlled a pneumatic valve which regulated 
the steam flow rate to a heat exchanger (HX) which controlled the temperature of 
the hot water in the hot water coil. 
'['ho T'OT^rro f / ~ i , \  / - y f  ^ W C i / S  x ' i ' O r T x  ~ 0  ~i~0 
degree C and the range of derivative error (d) was from -0.10 to +0.10 degree C per 
sampling period (C/SP). The sample period was 3.41 seconds, and Kp and Kd were 
calculated to be 1.2 and 60 by equations (17) and (18). In the adjustment process. 
Kd was refined to 75 and Kp was not changed for the optimal behavior of the FLC. 
i'he range of the control output change was from -0.15 to -)-0.15 voit per sampling 
period (V/SP) and Kq was calculated to be 0.025 by Equation (19). This value was 
updated to 0.035 at the end of the adjustment process. 
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The membership functions were chosen to have moderate overlap with a 1.0-0.8-
0.5-0.1 distribution for input fuzzy subsets and a 1.0-0.7-0.2 distribution for output 
fuzzy subsets. In the adjustment process, the "shapes" of the membership functions 
were not changed. 
The initial rule set chosen in this study was based on the result of simulations 
and an intuitive understanding of the dynamic properties of the air flow test loop. 
Its control surface is shown in Figure 5.2(a) and its performance trajectory on the 
linguistic plane is shown in Figure 5.2(b). The system has a large delay time which 
delays the change in the controlled parameter (T) from point A to point B. This 
results in strong heating because point A has the highest output (level 7). For this 
reason, the output levels on the right-bottom block on the linguistic plane were 
decreased. The resulting dynamic curve of the return air temperature is shown in 
Figure 5.2(c). 
The oscillation of dynamic process indicates that the output of control action 
is still too strong in the first stage and makes the performance trajectory, passing 
t .hronp-h the noint D. reach noint E. and not the central noint O in Fieure 5.2fb) .  O i  -  A  '  *  ^  V / '  
the stable state point. The rule set is improved by adjusting the control output to 
reduce the control action levels along the performance trajectory. The control action 
levels of the points on and near the performance trajectory are updated because of 
the reaction between the neighboring rules. The improvement was experimentally 
checked step by step using the dyn^niic curve of the controlled paramptpr. 
The optimal rule set. shown in Figure 5.3. w^as finally established. Comparing it 
with the initial rule set, the output control levels of most rules located in the right-
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(a) Controi surface 
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(b) Performance trajectory 
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Figure 5.2; The Explanation and Analysis of Initial Rule Set 
(a) Control surface 
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Figure 5.3: The Explanation and Analysis of Final Rule Set 
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bottom box on the linguistic plane were decreased. At point A, the control action 
is still kept at level 7 and lasts a long time, due to the time-delay of the system. 
This results in the controlled parameter (T) rising quickly from point B to point D 
in Figure 5.3(C). For the cases where e=PL, and d=NS and NM, the control action 
levels are reduced from 7 to 5, and 5 to 4 respectively, to slow down the increase 
of the controlled parameter (T) in the section from point C to point D. When the 
performance trajectory reaches point C on the linguistic plane, where the control 
action level has been reduced from 2 to 1, the lower control action level lets the 
dynamic process curve have a sharp turning near the point D. Thus it does not pass 
the set value (23 degree C in this experiment) with overshoot. Note that, at the point 
C, the controlled parameter is rapidly increasing with a large rate, but the control 
action produced at this time will affect its behavior near point D due to the time-
delay of the system. The next point of the performance trajectory, where e=PS and 
d=NM, has an output control action of level 6 which keeps the controlled parameter 
(T) from going down too much. This higher level will not result in an overshoot 
because its duration is not long enough. The performance trajectory reaches the 
stable point 0 with the medium control action of level 4. The finai rule sei has good 
performance v/ith a short rise time and no overshoot. The steady-state error is 0.25 
C 'w . 
Figure 5.4 shows the control action output of the FLC, where the horizontal 
axis indicates the number of sample periods (SP) and the vertical axis indicates the 
change of the control action with the unit of volts. It is interesting to identify the 
multilevel relay property of FLCs by making a "shape line" for the PLC's output 
and putting it together with the controlled parameter's curve, shown in Figure 5.5. 
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Figure 5.4: The Control .A.ction Output of the FLC 
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Figure 5.5: The Multilevel Relay Analysis for the Experimental Result 
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Initially, the FLC creates a high level control action, marked with number 1, and the 
system has no immediate response because of the time-delay. After about 25 sample 
periods (SP) or 85 seconds, the controlled parameter (T) starts to rise from point B. 
Then the FLC's output jumps to a low level marked with number 2 which results 
in a sharp turning at point C. Next, the control action goes up to a medium high 
level, number 3, which makes the controlled parameter (T) rise again from point D to 
point E. After point E, the dynamic process comes to the area where the controlled 
parameter (T) is stable with only small deviations from the set point (23 degree 
C). The output control action marked with number 4 lets the controlled parameter 
cli3i>n^0 from poiiit E to poin^ d the output control 2.c^^o^ ^^2 .rksci with, number 5 
corresponds to the change from point F to point G and so on. 
Experimental Comparison of FLC with PID Controller 
An experiment using a conventional PID algorithm was performed for the same 
operating conditions as using the FLC. The results are shown in Figure 5.6 where the 
horizontal axis indicates time and the vertical axis indicates the normalized controlled 
parameter (Y). Curves 2, 3, and 4 express three typical dynamic responses of a PID 
controller to a unit-step input. Curve 2 has a short rise time and large overshoot, 
which is for the case where the proportional coefficient [Kp) is 6.0, the integral 
coefficient (A',) is 0.1, and the derivative coefficient (A'd) is 13.0. Curve 4 has no 
overshoot, but its rise time is long. It is for the case where Kp was decreased to 3.0 
and Kd was increased to 18.0. With medium. Kp of 5.0 and Kd of 14.0, curve 3 has 
moderate overshoot and rise time. Compared to the PID controller, the dynamic 
process of the FLC, curve 1, has short rise time and no overshoot. 
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Figure 5.6: Comparison of the FLC with a PID Controller 
(Curve 1 is the FLC, and curve 2, 3, and 4 are with PID control.) 
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CHAPTER 6. DELAY TIME DETERMINATION USING AN 
ARTIFICIAL NEURAL NETWORK 
Fuzzy model identification is the base to establish the initial rule set for fuzzy 
logic controllers. It involves delay time determination and fuzzy parameter estima­
tion. This chapter is focused on the delay time determination and the fuzzy parameter 
estimation is the topic of the next chapter. 
Problem Formulation 
A general HVAC feedback control system is depicted by a block diagram shown 
in Figure 6.1 where u(t), y(t), r(t), and e(t) are control action, controlled parameter, 
set-point value, and tracking error respectively. When the set point has a step change, 
the system will give a response as shown in Figure 6.2. The time for which y(t) travels 
from 5% to 95% of whole distance is referred as the settling time (T^) indicated by the 
period BC. In the period AB, the system is silent and has no response until reaching 
point B. This period is referred as the delay time (Td) of the system. The whole 
period from A to C is referred as the system response time (Tr). The settling time is 
related to both the system and the controller, but the delay time is only a function 
of the system. 
The delay time can also be defined by using a Dirac pulse [Ogata 1970]. When a 
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Figure 6.1: The Block Diagram of Feedback Control System. 
Figure 6.2: The System Response to a Step Input. 
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(a) The Dirac input. 
(b) Its response for the ideal case, 
(c) Its response for the real case. 
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Figure 6.4: The Decomposition of Real Control Action and Its Response. 
Dirac pulse, shown in Figure 6.3(a), is forced at point U in Figure 6.1, after some time 
the plant will give a Dirac response at point Y shown in Figure 6.3(b) for the ideal 
case, or a response of the shape shown in Figure 6.3(c) for the real case. The period 
for which the pulse is 'transferred' through the system is the delay time. In the real 
coniroi environment, the controller outputs a continuous control action which can be 
decomposed into a series of Dirac pulses shown in Figure 6.4(a). The system will 
give the response curve for y(t) of the similar shape with u(t) shown in Figure 6.4(b). 
Every element response has a delay time related to its own input pulse. (Only one 
element response is depicted in the figure.) The comprehensive response for a linear 
system then has the same delay time related to the continuous control action. Thus 
the delay time can be determined by measuring the difference between the control 
action, u(t), and the controlled parameter, y(t), in the time domain. 
46 
y([k+i]Tc) 
•Z= i .O ZT=-Oi0i": 
^Z-Trm3:"T 
' u(iTc) 
Figure 6.5: The Mapping Function. 
An artificial neural network (ANN) can be used to recognize the system delay 
time. A computerized control system receives input and outputs control actions once 
in every sampling period. This results in a series of control signals, u(0), u{Tc)., 
u (2Tc) ,  . . . ,  u { n T c ) ,  •• . ,  and a  ser ies  of  the  plant  responses ,  y(0) ,  yiTc) ,  y{2Tc) ,  . . . .  
yinTc), j/([n + l]rc), y{[n + 2]Tc), •••, + ..., where Tc is the sampHng period. 
If the control signal, u(n7'c), is responsible for the plant response, y{[n + k]Tc)., then 
the delay time, Td-, is the number of samples, k, times the sampling period, Tc'. 
Td = k * Tc (20) 
Based on this analysis, the series of u{Tc), u(2Tc), ..., u{nTc)^ ..., and the series of 
y{kTc), y{[k + Ij^c), y([fc + 2]Tc), ..., y([A: + n]Tc), ..., have similar shape. More over, 
after normalization, they have the similar values between 0 and 1 for every pair. 
Thus, 
u{ iTc)  and y{[k + i ]Tc)  have similar values for an appropriate period, i=i, 2, n. 
This method serves as a m.apping function shown in Figure 6.5. When u{iTc) and 
yli^ + zlTc) have the same values, the output, z, is 1.0, otherwise, z is less than 1.0. 
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The closer the normalized u{iTc) is to y{ [ k + i ] T c ] ,  the closer z is to 1.0. The output, z. 
is referred to as the meeting factor. In this study, the mapping function is completed 
by an A.NN which has two inputs, one for u{iTc) and the other for j/([fc + zjlc), 
and one output giving the meeting factor. Let the series of u{iTc) and the series of 
j/([A:-[- i]Tc) with different k's go though the neural network. The k which makes the 
.\NN produce the largest average meeting factor for a series of sample periods (n is 
sufficiently large), is used to calculate the delay time with Equation 20.. 
ANN Construction 
46i A fully-connected four-layer ANN, shown in Figure 6.6, was used for this 
work. The ANN has a feed-forward data flow mode and uses a back-propagation 
learning algorithm. The first layer is the input layer with 2 nodes and the fourth 
layer is output layer with only 1 neuron. The second and the third layers are hidden 
layers with 5 neurons in each layer. The neural network literature indicates that 
networks with 2 hidden layers can approximate any real-valued function and solve 
arbitrary classification problems [Simpson 1987; Lippmann 19871. The nodes in the 
input layer receive input signals from the outside world and directly pass the signals 
to the next layer. In this work the controller's output and the measured response 
(temperature) are taken as the inputs for the ANN. They are both normalized to 
values ranging from 0 to 1. For the hidden layers and the output layer, each neuron 
behaves as a sigmoid function. The neuron i's output is expressed as: 
48 
Input lo\/or 
First Second 
hidden hidden 
layer layer 
II 
N 
Ou^ut 
layer 
Y 
Figure 6.6: The Structure of the Proposed Neural Network. 
where B is a bias, C is a positive scaling constant, and Xi is the neuron's activation 
which is given by 
The summation in the Equation 22 is made over all neurons (j's) in the previous layer. 
Here Wij is the connection weight from neuron i to neuron j, and Yj is the output 
of neuron j in the previous layer. Figure 6.7 shows the hidden and output neuron's 
mathematical model and Figure 6.8 shows their sigmoid function. The neuron in the 
ouipui iayer gives ihe ANN's ouipui which is beiween 0 and i. 
Learnine Aleorithm 
Before the ANN can be used to recognize the delay time of an HVAC system, the 
connection weights must be determined. The process of determining the connection 
weights is referred to as the learning process. For the learning process, we need a 
set of input-output pairs to train the proposed ANN. Training the network means 
establishing the values of these weights between neurons. Thus the ANN learns by 
Xi = (22) 
j  
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Figure 6.7: The Mathematical Model of Hidden and Output Neurons. 
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Figure 6.8: The Sigmoid Function of Hidden and Output Neurons. 
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being trained. In the present work, this is achieved by the known, desired mapping 
shown in Figure 6.5. An output, between 0 and 1, is produced for every input set by 
the untrained network. The difference between the calculated output and the desired 
output is the error. The neuron weights are then updated using backpropagation 
[Widrow and Lehr 1990] to reduce the error. The error propagates first from the 
output layer backward to the hidden layers and then to the input layer. 
The output square error is described by Equation 2.3: 
E=^{D,-Y,f (23) 
where DO is the desired output and YQ is  the output calculated by the ANin. The 
constant 1/2 is only for mathematical convenience. The method of gradient descent 
called the Generalized Delta Rule [Kosko 1992] is used to minimize E over all pat­
terns in the training set. By this method the changes of the connection weights are 
proportional to the negative partial derivative of E with respect to the concerned 
weight W: 
d  E  
^ (24) 
where 77 is the learning rate. Then the weights between an output neuron and a 
neuron k in the second hidden layer are updated; 
AVT,, =rj*C*Yl*Yo*{l- Yo) * { D ,  -  K) (25) 
where Y^ is the calculated output of neuron k in the second hidden layer. The 
connection weights between a neuron k in the second hidden layer and a neuron j in 
the first hidden layer are updated using the equation: 
AW,, = 77 * C * r, * (1 - n) * * AVr,, (26) 
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where Yj is the calculated output of neuron j in the first hidden layer. The connection 
weights between a neuron j in the first hidden layer and a node i in the input layer 
are updated using the following equation: 
= * AW,k)) (27) 
k=l 
where Yi is the calculated output of neuron i in the input layer. 
For one batch iteration, the learning procedure is repeated for all 289 training 
points in the 17 by 17 input space shown in Figure 6.5. The learning process continues 
by repeating batch iterations until the difference between the desired output and the 
calculated output is smaller than a specified tolerance. 
Improvement of the Neural Network 
The neural network performance is mainly related to three elements including 
the neuron characteristics, the net topology, and the learning method. In this work, 
the sigmoid function is specified for the neuron dynamics and its parameters, scaling 
^ w w \ ^  / ^ •www ^ ^ VXAV v/ii lO i^CLL O VCLilllg 
stants result in a steep activation curve and small scaling constants result in a more 
spread out curve (Figure 6.8). The neuron bias moves the curve right or left. These 
parameters have different effects on neural network performance. Detailed discus­
sions are presented in many published articles [Kong and Kosko 1992; Yamada and 
Yabuta 1992; Park 1991j. In this study, the scaling constant, bicis. and the learn­
ing rate (TJ) are chosen to be 1.0, -0.5, and 1.2, respectively, bcised on the results of 
computer simulations. 
Input 
layer 
Hidden 
layer 
12 
n 
Y 
Figure 6.9: The Structure of the Three-Layer Neural Network. 
The net topology is characterized by the connective structure of neurons, the 
number of layers, the number of hidden neurons, and the data flow mode. The pro­
posed ANN is a fully-connected, four-layer net which has 5 neurons in each hidden 
layer and uses a feedforward flow mode. In this work, two networks have been stud­
ied, one is a three-layer net, shown in Figure 6.9, the other is the four-layer net shown 
previously in Figure 6.6. Five-layer nets are more complex and require more cal­
culations for each training cycle, so they are not commonly used in real applications. 
The hidden layers for each net have 5 neurons. The computer simulation results of 
the learning process for botli networks are shown in Figure o.lO and Figure n.l 1, Tn 
this work, two criteria are used to judge if the correct connection weights are set up in 
the learning process. One is the average square error {Ea) expressed by Equation 28 
and the other is the maximal absolute error {Em) expressed by Equation 29. 
where Db is the desired output for input case b of a batch learning cycle, which is 0 
or i, and Yb is the calculated output, which is between 0 and 1. Nf, is the number 
(28) 
Ejn - max { a b s { D b  —  Vft)} B€{L.NH) (29) 
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Figure 6.10: The Relationship of Average Square Error {£„) to Batch Iterations 
(Ni). (1 = 3 hiycr, 2 = 4 hiycr, 3 = 4 layer w/acc.clcration ) 
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Figure 6.11: The R.elationship of Ma.xiinal .Absolute Error (£"„) to Batch Iterations 
(Ni). (1=3 layer, 2 = 4 layer, 3 = 4 layer \v/acceleration ) 
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of input cases in a batch learning cycle, which is 289 in this work. Figure 6.10 and 
Figure 6.11 show the average square error {Ea) and maximal absolute error {Em) 
with respect to the batch iterations of the learning process. On these two figures, 
curve 1 is for the three-layer net and curves 2 and 3 are for the four-iayer net. The 
difference between the curves 2 and 3 will be mentioned later. It is clear that the 
three-layer network has not converged after 500 batch iterations, Ea is around 0.1 
and Em is near 1.0, which means that at least one input ca^e is not correctly mapped. 
However the four-layer network converges before 200 batch iterations. 
The another important element making a notable impact on the net behavior is 
the learning method. The General Delta Rule is widely used in the learning process 
for network applications. It is a gradient descent method based on minimizing the 
average square error over all patterns of the training set. However, in most applica­
tions the maximal absolute error {Em) is a more important criteria than the average 
square error {Ea) to judge if the correct connections are set up for the network, be­
cause a qualified network must produce a good mapping for any possible input case. 
This work proposed a method, referred as the acceleration technique, to improve 
the General Delta Rule. It was successfully used in this study. The basic idea of 
the acceleration technique is that the connection weights are updated only for those 
input cases which have large output errors. The small errors, say less than 0.001, are 
ignored. This makes the learning procedure concentrate on the largest output errors 
and results in acceleration of convergence for the learning process. On Figure 6.10 
and Figure 6.11, curve 2 is the result of using the General Delta Rule without the ac­
celeration technique and curve 3 is the result with the acceleration technique. Curve 
2, after about 200 batch iterations, converges at a local minimum point with Ea of 
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about 0.015 and Em of about 0.2. Curve 3. after about 130 batch iterations, con­
verges at the general minimum point with Ea of less than 0.001 and Em of less than 
0.01. The momentum technique [Lippmann. R.P. 1987] is also a method to improve 
the General Delta Rule performance, but it did not help for the cases in this study. 
Experiment 
The proposed ANN was used in experiments to recognize the delay time of the 
air flow test loop. The outdoor air was heated by the hot water coil in the supply 
section as the heating mode, and then cooled by the chilled water coil in the load 
section as the cooling mode. For different operating modes, the equipment presents 
different delay times which are then determined by the ANN. 
The control signal, which is the controller's output, and the return air temper­
ature, which is the system response, were normalized to values between 0.0 and 1.0. 
These two signals were then sent to the ANN which outputs a series of meeting factors 
for different values of the number of samples, k, between the time when the control 
CTtrrtpl ic th^i timo th^ QT'Qt^m ic "mpnTionpn 
above, the largest average meeting factor indicates the correct delay time. 
Figure 6.12 presents a set of experimental data for the heating m.ode and Fig­
ure 6.13 presents a set of data for the cooling mode. The horizontal axis indicates 
the time {t = N * Tc) and the vertical axis indicates the normalized control signals 
(u(t)) and the normalized return air temperatures (y(t)). Using these data with the 
.A.NN, we get curve 1 in Figure 6.14 for the heating mode data and another curve 1 in 
Figure 6.15 for the cooling mode data. Figure 6.14 indicates that the control action 
—^ Co^rot Ad'on 
—O Pijrw 
Number of Sampiing Periods (N) 
Figure 6.12: The Control Action and Plant Response Data for Heating Mode. 
Number of Sampiing periods CN) 
Figure 6.13: The Control .'\ction and Plant R,esponse Data for Cooling Mode. 
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Figure 6.14: The Average Meeting Factors of Heating Mode for Different k"s. 
Rgiff• 1&: TS* avaoM rrw^tng tactar* oi mtng mod* nr ditlMant K'» 
1.0 
0.8 
0 9 
0.4 
0.2 
•O CTOOUTl.DAT 
0.0 
0 5 10 IS 
S«mptoi9 Tim* Oifl*r«no* (K) 
Figure 6.15: The .•\verage Meeting Factors of Cooling Mode for Different k"s. 
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Figure 6.16: The Result of Traditional Mathematical Method for Heating Mode. 
Figure 6.17: The Result of Traditional Mathematical Method for Cooling Mode. 
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and the plant response have the largest average meeting factor of 0.76 at k=25. The 
sampling period is 3.41 seconds, so the delay time is 85.2 seconds for the heating 
mode. Figure 6.15 indicates that the largest average meeting factor is 0.84 at k=10, 
then the delay time is 34.1 seconds for cooling mode. Curves 2 and 3 in Figures 6.14 
and 6.15 come from two other sets of data and they indicate the same results as 
curve 1. 
The experimental results using the ANN are compared with results using a tradi­
tional mathematical m.ethod. The average square error (Eas) between the normalized 
control action and the normalized plant response can be expressed as: 
Easik)  =  ^  X:(u(iT,) - y{[k  +  i ]T, ) ) '  (30) 
t=i 
The minimum Eas{k') indicates that the delay time is: 
Td = k'*T, (31) 
Figure 6.16 gives the average square error for different k's ranging from 10 to 40 for a 
heating mode case using the same experimental data as in Figure 6.12. The minimum 
average square error is reached for k=26 which is very close to the ANN result of 
k=25. Figure 6.17 gives the average square error for different k's ranging from 1 to 
20 for a cooling mode case using the same experimental data as in Figure 6.13. In 
this case, the minimum average square error is reached for k=10 which is the same 
as the ANN result. 
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CHAPTER 7. FUZZY MODEL IDENTIFICATION 
The model identification problem usually involves both structure identification 
and parameter estimation. A real single-input-single-output (SISO) system can al­
ways be described by a high-order differential equaiion: 
Obviously, the structure identification for the SISO system is to determine the highest 
order n, and the parameter estim.ation is to find the coefficients of the left-hand side 
terms in the equation and the delay time T^. The delay time was estimated in the 
last chapter by using a neural network. In this chapter, the work is focused on how to 
determine the dynamical order and how to estimate the coefficients of the differential 
C o y [ t )  +  C i y  { t )  +  C 2 y  ( t )  - 1 -  • • •  =  u { t  —  T ^ )  (32) 
C. 
analvsis. 
Structure Identification 
Using Laplace transformations, we can get the system transfer function: 
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where time delay has been assumed to be zero. Once the denominator polynomial 
has been factored, R(s) can be written as: 
fc=l ^-^P' 
where a.- is the residue of the pole at 5 = —p;. According to classical control theory 
[Ogata 1970], the relative magnitudes of the residues determine the relative impor­
tance of the components in the expanded form of R(s). If the residue at a pole is 
small, then the coefficient of the transient response term corresponding to this pole 
becomes small. So terms in the expanded form of R(s) having small residues con-
•4-»• 11-\* 14-1 •»4"4" 1^ 4-+• g(-NcLV ^ 1 ^/-] Tf ^ '^3 'S 
done, the higher-order system may be approximated by a lower-order one. 
The poles of R(s) includes real poles and pairs of complex-conjugate poles. A pair 
of complex-conjugate poles yields a second-order term in s. Classical control theory 
states that there is a pair of dominant complex-conjugate poles in most real systems, 
and these poles play the most important role in the transient response behavior. 
Therefore, in most applications, equation (-32) is then simplified into a second-order 
differential equation; 
C o y [ t )  +  C i y  [ t )  -f Coy { t )  =  u { t )  (35) 
System Property Analysis 
A O V> o T-v + A »•/-»»-» 4 0'^ 4-o 1-s^ r«<^+ 
* W A VA i AA \w/ A* A ilAl^lC4.A AiCX.«V- IjW V-- OV'V ^ i-J \J ^  \l 
the systems with different properties. The characteristic analysis of transient response 
for a controlled system is the basis for designing a fuzzy logic controller. 
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Table 7.1; The Relationship Between u-v, and C's 
C2 Large Small 
Ci Large Small Large Small 
Co 
Large Selow norinal 
(4) (3) 
Above normal 
(2) 
Fast 
(1) 
Small Slow 
(5) 
Below normal 
(4) 
Normal 
(3) 
Above normal 
(2) 
The transfer function of a system described by a second-order differential equa­
tion (35) is: 
=  r  - ^  " o , . (36) 
C2'S—h CiS + Co + 2<;WnS 
where is the undamped natural frequency and <; is the damping ratio; 
= ^ (37) 
02 
and ^ is a constant proportional coefficient; 
1 
K ^ — [-IVI 
O2 
Figure 7.1 shows the different characteristics of systems with different undamped 
natural frequencies w^s and damping ratios (;'s responding a typical step input. 
r M  i . U ^  I T  -  _ _  1 ,  1 .  •  .  r  i  1  1 .  .  v ^ t ^ v V ,  c u e  o i i i a u  s  i d i g c  ( j i ' n  i c b u i L  l i i  l i i c  i d b L  r c i s p o i i b c .  d , : i u  i n e  s  
small Wn result in the slow response. The relationship between undamped natural 
frequency Wn, damping ratio and the coefficients of the second-order differential 
equation (23), Cq.Ci, and C2 is listed in Table 7.1. The table classifies the controlled 
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(a) System transient response with different damping ratios 
undamped natural frequency is large y(t) 
undamped natural frequency is small 
(b) System transient response with different undamped natural frequencies 
Figure 7.1: System Transient Response to a Typical Step Input 
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U(t) ^ plant 
Figure 7.2: The Signal Flow Chart of a Plant 
systems into 5 levels according their response characteristics to a step input: fast 
response (level 1), above normal response (level 2), normal response (level 3), below 
normal response (level 4), and slow response (level 5). A system described by a 
second-order differential equation with small C2, small Ci, and large CQ will response 
fast, and a sysiem with large C2, large Ci, and small CQ will response slowly. These 
results can be visualized if the second-order system is seen as a spring-mass-dashpot 
system where CQ represents a spring constant, Ci represents a viscous-friction, and 
C2 represents a mass. 
Parameter Estimation 
In fuzzy model identification, the model parameters are qualitatively estimated. 
t  t • • •> "T •* X 11c v^ uciiiciciita *^ 0^  2^ iiave liuguisiic values, i^ arge or .Dmaii . noi ine 
conventional numeral values. Parameter estimation can be done by using experimen­
tal data from a plant. Figure 7.2 shows an input-output signal flow chart for a plant. 
A data acquisition system receives the control signal. u(t), which is the input to the 
plant, and the response signal of the plant. y(t). once in every sampling period. This 
results in a series of input signals: 
u { i Q ) ,  u(ii), u { t 2 ) ,  .... u { i k ) ,  ... 
and a series of output signals; 
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y { i o ) ,  y { t i ) ,  y ( t 2 ) ,  • • • .  y ( ^ f c ) ,  • -
where the sampling period is: 
dt = ti — ti_i z = 1,2,it,... (40) 
Using the central difference representation of the second-order differential equation 
(35), a system of equations is then constructed at the five serial sampling points, 
* 4. J. 4 o-IlQ 
 ^ c^ yJh±ih^h:zll 4- Coy(i:) = u{U) 
' + Coy[U^i) = u{U^,) (41) 
+ CoZ/(i:+2) = "(i:+2) 
The coefficients of the second-order differential equation. Co, Cj. and C2, can be 
calculated by solving this system of equations. However, in real applications, the 
series of signals, u(t)'s and y(t)'s are always noisy. The relationship between u(t)'s 
and y(t)'s is correct only on a longer-term statistical basis, but not for every input-
outnut nair. Tn this stiidv, set theor}'' was used to determine the linguistic 
values for Co, Ci, and C2. An experiment was performed to test this theory. 
Experiment 
The same air flow test loop that was used for the previous experiments was used 
to svady fuzzy model identification. The signal How diagrams for both heating and 
cooling modes are shown in Figure 7.3. 
66 
tw(t) X(t) 
Vs HXs HXw 
(a) Heating mode 
1 mjt) 
HX, 
JG(0 
J 
(b) Cooling mode 
Figure 7.3: The Signal Flow Chart of Both Keating and Coolliig Modes 
Heating Mode 
The Figure 7.3(a) shows that, for the heating mode, the steam inlet valve (V,) is 
adjusted by the control signal (u/,) to change the steam meiss flow rate (m^) which af­
fects the temperature of the hot water {t^) in the steam.-water heat exchanger {HX,). 
The hot water circulating in the hot water coil [HX^] and the hot water tempera­
ture affect the air flow temperature (y/j) through the hot water coil. Thus the output 
CI (TT* fho aiT* o + 11 t. \ \ ''PU • w w A A&WK \  ^  h / t \.^WXX Cl. i lX^LlC P^IICXI « \  f .  
signal flow diagram indicates that two heat exchanges, steam-water heat exchanger 
{HXs) and water-air heat exchange {HX^) are serially connected. Therefore there 
i s  a  l a r g e  l a g  t i m e  f o r  t h e  o u t p u t  s i g n a l ,  y h { t ) ,  t o  r e s p o n d  t o  t h e  i n p u t  s i g n a l ,  U h { t ) .  
The fan speed was fixed to keep the air flow rate at about 1000 cfm and the hot 
water mass flow rate was kept at about 0.3 kg/s in this experiment. 25 data sets 
were acquired and every data set includes 34 input-output pair of Uh{t) and yk{t)-
With these original data, 30 triples of CQ, Ci, and C2, were calculated by solving 
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equation (41). Eliminating 5 larger values and 5 smaller values, the averages of the 
remaining 20 values were then used for Co, Ci, and C2. The 25 average values are 
listed in Table 7.2. The average CQS range from 0.14 to 0.20 (volt/deg. C); the 
average CiS range from 30 to 42 (volt-sec/deg C). and the average Cos range from 43 
to 63 (volt-5ec^/deg C). 
Cooling Mode 
For the cooling mode (See Figure 7.3(b)), a three-way pneumatic valve (K) is 
adjusted by the control signal (uc) to change the bypass proportion resulting in a 
change of the chilled water mass flow rate (m^,) in the chilled water coil (NXc)- The 
change of the chilled water flow rate will affect the temperature of air (y^) passing 
through the chilled water coil. The signal flow diagram indicates that the control 
input signal (U(.) directly controls the output signal (j/c)- Compared with the heating 
mode, it is expected that the response of to the Uc(t) would be quicker for the 
cooling mode. 
OK —: J : i..j: : ^ ^ 
v v i t - i i  c v v ^ i v  u o - u c x  C S C L . uv_ii i i x  ' j - i  1  u  M  U  u  t  m  u  t  
of Uh(t) and yh(t)- Using the samie procedure as with the heating mode. Co ranges 
from 0.15 to 0.21 (volt/deg C), Ci from 5.5 to 11.5 (volt-sec/deg C). and C2 from 6.0 
to 18.0 (volt-sec^/deg C). The experimental data for the cooling mode is also listed 
in the Table 7.2. 
The values of the coefficients Co, Ci, and C2 for both heating and cooling modes 
have the shape of a normal probability distributior:. The Co of heating mode has the 
distribution with mean m=0.17 and variance (j=0.02, the C; of heating mode has the 
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Table 7.2: The Experimental Co, Cj, and C2 
for Heating and Cooling Modes 
N 
Heating Mode Cooling Mode 
C2 Ci Co C2 Ci Co 
1 55.1 35.9 0.159 7.33 9.18 0.183 
2 51.0 .32.6 0.178 1.3.14 8.13 0.179 
3 60.2 40.3 0.143 11.41 10.86 0.195 
4 42.9 35.8 0.192 11.87 8.47 0.168 
5 59.1 39.1 0.140 16.22 9.85 0.149 
« 49.7 •7/t C> n 1 «n \j* X w TO aa. XM. 7.24 n 1 ^0 
7 43.5 31.5 0.201 11.02 8.01 0.173 
8 54.6 39.3 0.175 14.36 5.51 0.186 
9 61.3 30.1 0.183 8.89 5.91 0.180 
10 47.6 35.9 0.170 6.02 8.42 0.207 
11 57.2 30.8 0.160 17.35 6.14 0.193 
12 52.4 35.3 0.173 10.88 7.12 0.181 
13 53.2 40.0 0.175 6.91 8.51 0.186 
14 58.4 37.3 0.165 11.62 9.18 0.190 
15 52.0 38.1 0.156 10.54 7.76 0.191 
16 50.9 35.7 0.201 9.12 6.22 0.169 
I -
1 1 
J 0 1 J 1 r* 
10.0 j 
r\ I T *  U.IUZ, 11 r\r\ i 1 .C7U f r\ 1 1 ^ 0 o.oiy j Kj.i ^ 0 
18 56.0 38.4 0.168 15.17 7.87 0.158 
19 62.8 36.7 A •» n i U. 11 no 6.12 r\ ^ U . i  i  1 
20 45.1 35.2 0.162 17.98 8.73 0.212 
21 55.1 32.7 0.181 8.41 6.43 0.182 
22 46.8 41.8 0.161 12.38 11.52 0.184 
23 53.8 31.5 0.174 16.78 9.56 0.180 
24 44.1 35.5 0.158 11.22 8.55 0.174 
25 57.3 33.2 0.198 10.25 10.33 0.201 
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distribution with mean m=35.6 and variance <7=3.0, and the C2 hcis the distribution 
with mean m=52.5 and variance (7=6.2. For the cooling mode, Co, CI, and C2 have 
the means of distribution of 0.18, 8.5, and 11.6 and the variances of 0.02. 2.1, and 
2.9 respectively. 
Figure 7.4 shows the membership functions of the linguistic values, "Large" and 
"Smair, for the coefficients Co, Ci, and C2 in both heating and cooling mode. The 
figure also indicates the probability distributions of their real values. Note that the 
membership functions of a linguistic value indicate the possibility of every element 
belonging to the linguistic value, mentioned in Chapter 2. Determining the mem­
bership functions and their distribution and shape depends on the applications. In 
most case, this is done by a "rule of thumb" method. For this study, the membership 
functions of the fuzzy subsets "Large"and "Small" are chosen as the shapes shown 
in the figure. 
In the Figure 7.4(a), C2's probability distribution for heating mode is wholly 
located in the area of the linguistic value "Large" at its mean value 52.6. This 
mpans that, the rnemhershm nmrrion of t fnr nppTincr in "T ic 1 fi Pnr 
A  O " ' "  O "  
the cooling mode, C2's probability distribution is wholly located in the area of the 
linguistic value "Small" at its mean value 11.6, and the membership function of C2 for 
cooling mode in "Small" is 1.0. Figure 7.4(b) shows that the membership function of 
Ci for heating mode in "Large" is 0.9 at its mean value of 35.6 and the membership 
function of Ci for cooling mode in "Small" is 1.0 at its mean value of 8.5. In the same 
way, Figure7.4(c) shows that Co has a membership function of 1.0 in "Large" for both 
heating mode and cooling modes. According the Table 7.1. Co, Ci, and Co all are 
large for the heating mode, which results a slower response characteristic (level 4). 
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Small Large 
l.C 
Cooling mode Heating mode 
C2 52.5 11.6 
(a)The membership function and probability distribution of C2 
Membership 
fuQCtiOD 
Small Large 1.0 
0.9 
Cooling mode Heating mode 
CI 
8.5 35.6 
(b) The membership function and probability distribution of C\ 
•» Membership 
fiinaion 
I 
1.0 
\ / Healing mode X ^ Cooling mode 
0 0.17 
1' r • 
'0.1s 
(c) The membership function and probability distribution of Co 
Figure 7.4: The Membership Functions and Probability Distributions of C2, Ci, and 
Co for Both Heating Mode and Cooling Mode. 
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For the cooling mode. Co is large and Ci and C2 are small, which results a fast 
response characteristic (level 1). For the two different modes, different original rule 
sets should be set up for the adjustment procedure of a fuzzy logic control system. 
Conclusion 
The model identification developed in this chapter is a linguistic identification 
method where the parameters have linguistic values. Two numerical examples (cool­
ing mode and heating mode) have shown that the proposed method can result in 
fuzzy models. Based on the fuzzy model identification, an initial control rules are set 
up for self-tuning procedure discussed in next two chapters. 
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CHAPTER 8. SELF-TUNING STRATEGY 
Introduction 
Fuzzy logic controllers are based on a set of fuzzy control rules which make 
use of people's common sense and experience. But it is often difficult to obtain 
adequate fuzzy rules, especially when complicated dynamic processes are concerned. 
The initial rule set is always rough and inaccurate. It has to be refined using rule 
development and adjustment strategies introduced in Chapter 4. Typically, the fuzzy 
controller designer ha^ to laboriously modify fuzzy rules by a "trial and error" method 
to achieve the performance improvement. To avoid this difficulty, Self-Tuning Fuzzy 
Logic Controllers (STFLC) have been developed. Their control actions will improve 
as they adjust to the controlled process and the environment. These controllers 
can also be called Adaptive Fuzzy Logic Controllers (AFLC) or Self-Learning Fuzzy 
Logic Controllers (SLFLC). The basic aspect of a STFLC is that its operation relies 
on past experience, i.e. a suitable combination of control strategies (control rules, 
membership functions, and scale factors) and the effects they produce. .A particular 
feature of STFLCs is that they improve their performance until they converge to a 
predetermined optimal condition. 
The first STFLC suggested evaluating and modifying the control rules by a self-
organizing algorithm [Mamdani 1979]. Several other types of STFLCs have been 
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proposed by researchers [Xu 19S7, Shao 19S8. Tansheit 1988. Acosta 1992, and Lee 
1992], Most of these STFLCs use the tracking error (e) and derivative error (d) at 
every sampling instant as the basis not only for the control algorithm but also for 
the self-tuning algorithm. Thus, an interesting problem arises: the control action 
output is created and improved at the same stage. The control action is improved 
as it is created, without feedback information. The control output usually becomes 
bang-bang signals. Furthermore, fast convergence of the modifying process can not 
be obtained since it does not consider how to best modify the control rules. .•Xs 
an alternative, the values of the input scaling factors and output gain for FLCs are 
modified, instead of directly modifying the conirol rules. 
In this study, a novel STFLC is developed and e.xperimentally verified. .A. desired 
performance trajectory is used as a control model. Performance measurements are 
analyzed in the linguistic plane and modifications are performed using a look-up-
table. The deviation of the actual performance trajectory of the FLC from the desired 
performance trajectory is used to adjust the control rules and other FLC parameters. 
Using fuzzy model identification methods discussed in the last chapter, an initial rule 
set is set up for a controlled plant with assumed properties (quick response or slow 
response). Then the STFLC will improve itself to obtain optimal behavior. The 
proposed STFLC makes sense and overcomes shortcomings of the previous STFLCs. 
Performance Measure 
In general, two performance measures are used to evaluate control systems: a 
global criterion which measures the overall performance and a local one which mea­
sures the performance over a small set of system states. Most FLC researchers prefer 
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to use the local criterion which makes the problem of assigning values to individual 
control outputs easier. It is hoped that an improvement in the local performance 
will also improve the global criterion. The difficulty with using a global criterion 
like integral square error is in choosing an appropriate figure of merit and relating 
a change in this figure of merit to a set of control action outputs that caused it. In 
the applications with local criteria, the tracking error (e) and the derivative error (d) 
are not only used to create the control action output but also function as a basis of 
improvement for the control action. 
.A.S discussed in Chapter 4, the behavior of a FLC with a set of control rules can 
be analyzed in a linguistic plane with a performance trajectory. For heating mode 
temperature control, the performance trajectory starts from a disturbed condition 
at point A and finally reaches the controlled condition at point 0, at the center of 
the linguistic plane (See Figures 4.1, 4.2, and 4.3). .A performance trajectory with a 
spiral shape is not good since it represents oscillation and overshoot in the dynamic 
process. There is an optimal performance trajectory shown in Figure S.l with curves 
fromi point A to point 0 in the right-bottom part of the linguistic plane for the 
heating mode and from point .A.' to point 0 in the left-up part for the cooling mode. 
Point A indicates a state of the control system with a large positive tracking error 
(e) and no derivative error (d) when a positive step input is imposed on the control 
system for the heating mode. Point A' indicates the state of the control system Vv'hen 
a negative step input is imposed for the cooling mode. Here the tracking error (e) is 
defined to equal the set point temperature minus the actual temperature. Point 0 
represents a desired stable state where both the tracking error and derivative error 
are zero. 
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d 
A 
PL PM PS iX NS NM NL 
PM O; 
NM O 
Figure 8.1: The Optimal Performance Trajectory Expressed on Linguistic Plane 
The self-tuning strategy of a STFLC is now analyzed in the linguistic plane and 
its performance in relation to the dynamic process is measured by the deviation of 
the actual response from the desired one. A dashed curve .A.B in Figure S.l indicates 
a performance trajectory deviating a little bit from the desired path such that it will 
enter int.n t .he left-Vialf  nptrt ,  nf  I.Vie l ino-ii ist ir  nlane resulting" osril laiion and overshoot.  ^
The dashed curve AC indicates a performance trajectory deviating to the other side 
of the desired path. The key objectives of the self-tuning strategy proposed in this 
study are to measure the deviation of the performance trajectory from the desired 
one and to improve the relative rules or scale factors to eliminate the deviation. 
In reai applications, the desired performance trajectory is established ba.scd on 
operating experience and knowledge about fuzzy logic systems. In this work, the 
desired trajectory for the heating mode, shown in Figure S.l with .A.O. goes from 
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Table 8.1: The performance measurement strategies for self-tuning FLCs 
Stage Reference Criterion 
smaller value larger value 
I? d .  slow response possible overshoot 
2 F d f  possible overshoot slow response 
3 G d ,  overshoot static error 
4 H d h  static error overshoot 
point A to point D where the derivative error (d) has a large value which results the 
controlled parameter (T) responding quickly. Then the system approaches the stable 
point O along a smooth path. 
The whole performance trajectory can be divided into 4 stages located in 4 
areas marked 1, 2, 3, and 4. In area 1, point E is chosen as a reference point and the 
performance is then measured by the distance of point E from the trajectory. .A. 
smaller d^ results in a slower dynamic response while a larger d^ results in a faster 
response in the first stage. In area 2, point F is chosen as a reference point and the 
performance in the second stage then can be measured by the distance dj between 
point F and the trajectory. In this area, a sm.aller dr results in a faster dynamic 
response while a larger dj results in a slower response. Very small dj may result 
in overshoot in the dynamic process. Using the same analysis, points G and H are 
chosen as the reference points for areas 3 and 4 respectively, and dg and dh are used as 
the criterion to measure the performances of the FLC in the third and fourth stages. 
The performance measurement strategies are si immarizpd in Tab le  S . ] .  
I t  
Modification Procedure 
There are two types of modification strategies, modifying the control rules and 
modifying the look-up-table. Replacing an old control rule with a new one results 
in revising the fuzzy relation matrix. This involves complicated fuzzy mathematical 
calculations. 
If an old control rule e.xpressed ais a fuzzy matrix Rk,oid is replaced by a new rule 
expressed as a fuzzy matrix Rk.new, the general relation matrix Rg can be revised as 
follows: 
Rg.new — \Rg.old ^ Rk,old\  ^  Rk.neiv 
where Rk.oid is the fuzzy complementary matrix of Rk,oid- The complementary op­
eration on Rk.oid and the intersection operation with Rg,oid signify "elimination" of 
the obsolete rule from the general relation matrix. The union operation with Rk.new 
signifies "appending" the new rule to the general relation matrix. 
Modifying control rules is time-consuming and demands substantial computer 
storage. In this study, the work focuses on a strategy to modify the look-up-table. As 
introduced in Chapter 2. the universes of discourse for tracking error (e). derivative 
error (d), and control action (u) are all included in 13 elements connected with 7 
fuzzy subsets. For a given set of control rules, the control policy is usually expressed 
by a control surface. .As discussed in Chapter 5, Figure 5.2(a) presents the control 
surface for an initial set of rules and Figure 5.3(a) presents the control surface for a 
final set of rules. These two control surfaces are expressed in terms of fuzzy subsets, 
which means that the level of each ceil in the control surface indicates the fuzzy 
value of the control action. .A control surface can also be e.xpressed in terms of the 
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elements of the universe of discourse. This accounts for the effects of the distribution 
of membership functions and the interaction of the neighboring rules. Note that 
the fuzzy relation matrix represents the control policy with membership functions. 
Each element indicates the membership degrees for an exact control action. The 
look-up-table is obtained from the general relation matrix through defuzification. 
The elements in the look-up-table represent the exact non-fuzzy control outputs for 
relevant tracking errors (e) and derivative errors (d). 
Tables 8.2 and 8.3 present the look-up-tables for the initial rule set and final rule 
set for the experiment of chapter 5. Figure 8.2(a) and (b) present the control surfaces 
in terms of elements corresponding to those shown in Figures 5.2(a) and .5.3(a). Note 
that the new control surfaces are formed from the old ones using the interactions 
between the neighbor rules. They can be changed for different distributions of the 
membership function. Modifying the control rules is the modification strategy in 
terms of fuzzy subsets while modifying the look-up-table is the strategy in terms 
of elements in universe of discourse. The look-up-table is more detailed and should 
provide better control. A possible disadvantage is that the initial rule set may be 
changed beyond recognition during the modification process. 
Table S.l indicates that the global behavior of a STFLC can be measured by the 
criteria dj, dg, and dh- The deviations from their desired values; 
Adi - d, - i e 
are then used to modify the look-up-table. In equation (43). de,o- dj,o, dg^o- a-rid d^.o are 
the distances from the reference points E. F, G. and H to the desired performance 
trajectory respectively. Positive Ad^ indicates possible overshoot in the dynamic 
79 
Table S.2: The Look-Up-Table for the Initial Rule Set 
of Experiment in Chapter 5 
u e 
d -6 -5 -4 -3 -2 -1 0 1 2 3 4 5 6 
-6 -5.2 -5.4 -5.4 -5.1 -4.6 -3.5 1.9 -1.7 -1.9 -1.4 -0.3 0.7 1.2 
-5 -5.2 -5.4 -5.4 -4.6 -4.2 -3.4 1.9 -1.3 -1.1 -1.1 -0.1 0.9 1.4 
-4 -5.2 -5.4 -5.4 -4.6 -3.7 -3.0 •1.7 -1.1 -0.1 0.1 0.4 1.4 1.7 
-3 -4.9 -4.6 -4.6 -4.0 -3.3 -2.9 •1.6 -0.9 0.2 2.1 2.4 2.6 3.0 
-2 -4.3 -4.2 -3.7 -3.3 -2.7 -2.3 •1.4 -0.6 0.2 2.1 3.4 3.6 3.7 
-1 -4.3 -4.2 -3.6 -2.9 -2.3 -l.S -0.9 0.0 0.9 2.1 O A 4.2 4.2 
0 -4.3 -4.2 -3.7 -2.9 -1.4 -0.9 0.0 0.9 1.4 2.7 3.4 4.2 4.6 
1 -4.0 -4.2 -.3.6-2.6-1.1 0.0 0.9 1.8 2.3 2.9 3.6 4.2 4.5 
2 -3.3 -3.6 -3.7-2.6-0.5 0.6 1.4 2.3 2.7 3.3 3.7 4.2 4.6 
O O -2.6 -2.6 n rs r\i -^.0 -Z.O -U.'f u.y 1.6 o r» o o O.O J r\ 4.6 4.6 5.1 
4 -1.4 -1.4 -0.7-0.6-0.2 1.1 1.7 3.0 3.7 4.6 5.4 5.4 5.4 
5 -1.1 -0.9 -0.2 0.2 0.5 1.3 1.9 3.4 4.2 4.6 5.4 5.4 5.4 
6 -1.1 -0.7 0.1 0.1 0.8 1.4 1.9 3.5 4.6 5.1 5.4 5.4 5.4 
Table 8.3; The Look-Up-Table for the Final Rule Set 
of Experiment in Chapter 5 
u e 
d -6 -5 -4 -3 -2 -1 0 1 2 3 4 5 6 
r-
-\j 
1 r% 
-0.^ -oA -0.4 -0.4 -3.4 - 1 ^ 1. ( t i A r\ - J. 'V.Z, r\ /-» u.u •» A 1 .U 1 r\ i 
-5 -4.9 -4.6 -4.6 -4.0 -4.0 -3.4 1.6 -1.1 0.0 1.0 1.1 1.6 1.8 
A A O 
-t.o -4.2 -3.7 -3.3 -2.7 -2.2 i.6 no ^ ^ -u.b u.u 0.6 0.6 0.6 0.8 
-3 -4.0 -3.8 -3.3 -3.2 -2.5 -2.0 1.3 -1.0 -0.2 0.2 0.1 0.5 0.8 
-2 -3.3 -3.3 -2.9 -2.6 -2.2 -1.7 1.0 -0.9 -0.4 •0.3 -0.1 0.3 0.7 
-1 -2.3 -2.6 -2.1 -2.0 -1.6 -0.7 0.9 -0.7 -0.8 •0.8 -0.1 0.3 0.7 
0 -0.6 -0.9 -0.8-0.6-0.3 0.0 0.0 0.0 0.0 0.1 0.5 0.9 1.0 
-0.2 -0.3 -0.1 0.0 0.1 0.7 0.9 0.7 1.3 1.5 1.9 2.6 2.7 
2 -u.t> -u.i u.u '0.'^ u.y 1 11 J. .V i.t ' i: i L.~t •2.5 6.6 ^.1 
3 -0.3 -0.5 -0.3 -0.2 0.2 1.0 1.3 2.0 2.5 3.2 3.3 3.8 4.2 
A 
-0.2 -0.6 -0.6 -0.6 0.0 0.9 1.6 2.2 2.7 3.3 3.7 4.2 4.6 
5 -1.3 -1.6 -1.1 -1.0 0.0 1.1 1.6 3.4 4.0 4.0 4.6 4.6 5.1 
6 -2.0 -1.9 -1.5 -0.9 0.2 1.4 1.7 3.4 5.4 5.4 5.4 5.4 5.4 
so 
(a) Control surface in terms of elements corresponded to Figure 5.2(a) 
(b) Control surface in terms of elements corresponded to Figure 5.3(a) 
Figure 8.2: The Control Surfaces in Terms of Elements in the Universe of Discourse 
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response process. To avoid the possible overshoot, the control actions in the first area 
should be reduced. Negative indicates slow response in the dynamic process and 
the control actions in this area should be increased to accelerate the dynamic process. 
The equation: 
Aui = —/lAc/g (44) 
is used to determine the correction value for control actions in the first area. Here 
fi is a modification factor which is an adjustable parameter of the STFLC. For the 
second area, the equation is: 
Auo = fz^dj (45) 
Positive Ac?/ indicates slow response and an increase of control actions in the area 
should be issued to accelerate the dynamic response. Negative Acf/ indicates a pos­
sible overshoot and a decrease of control actions should be issued to avoid this. 
Equations: 
Au3 = /sAcfj (46) 
Au4 = -fiAdk (47) 
are used to calculate the corrections for control actions in the third and fourth areas. 
Positive AcZj or negative Atf/i inoicates that a static error will result, tnen an increase 
-i 4 . ^  *.u^ yjL iii ulic oiiiiu aiCcx ui iouitii aica siiuuiu uc icjsucu tw ciiiiiiiiaL^ cue 
static error. Negative Adg or positive Adk indicates that an overshoot will result, 
and a decrease of control actions in the third area or fourth area should be issued. 
The corrections Aizi, Aii2, Atis, and Au4 are then added to the control actions 
expressed in the look-up-table. Correspondingly, the control surface in terms of the 
elements in universe of discourse will raise or drop by the values of the Au's. 
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The algorithm for implementing the self-tuning strategy can be represented as 
follows: 
Step 1: Run the STFLC algorithm with a look-up-table based on the initial rule 
se t  and  obta in  the  sys tem response  a  s tep  input .  Determine  d g ,  d j .  d g .  and d ^ .  
Step 2: Calculate the corrections Auj, Au2, Aus, and Au4 using equations (43-47). 
Step 3: If all these As are smaller than a predetermined value, then the self-tuning 
procedure is completed. Otherwise go to Step 4. 
Step 4: Modify the relevant elements in the look-up-table. 
Step 5: With the refined look-up-table, run the STFLC algorithm again. Determine 
ucw" values for dg, dj, dg, and d^ and go to step 2. 
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CHAPTER 9. EXPERIMENT OF SELF-TUNING STRATEGY 
Introduction 
The self-tuning strategy presented in the last chapter was experimentally verified 
using the air fiow test loop described in Chapter 5. The experiment was done for the 
heating mode. The range of tracking error (e) was from -5 to +5 degree C and the 
range of derivative error (d) was from -0.10 to +0,10 degree C per sampling period. 
The scale factors Kp and Kj. were 1.2 and 75 and the output gain was 0.012. The 
membership functions were a 1.0-0.S-0.5-0.1 distribution for the input fuzzy subsets 
and a 1.0-0.7-0.2 distribution for the output fuzzy subset, the same as those used in 
the experiment described in Chapter 5. 
i l i  I  ,  CXKXt  U i  L l iOO OIV^ VV 1  V - 1  Ai t i .  V - l lCLi -
acteristics with long delay time (level 4 in Table 7.1) for the heating mode. The 
initial control rule set v/as chosen as Table 9.1. As mentioned earlier, the rules in the 
right-bottom block function for the case when the set-point temperature is higher 
than the current real temperature. The rules in the left-top block function in the 
i.  ^— ; „ 1 il 4. .1 X - — 
v^oov- .  K ,HK^ ICmpCKXt-UlC is  lV->vvCi  l l lCLH t i iC  "wUl iC i iL  l  ca i  IC l l ipCi  a t  UiC.  l  i lC 
rules in central block m.ostly affect the process dynamic characters when the system 
is near the set-point. The rest of the rule set is not important in most cases and can 
be filled with the highest control output (Level 7) in the right-top corner and the 
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Table 9.1: The Initial Rule Set 
u e 
d 
NL NM NS ZZ PS PM PL 
PL LI(7) LI (7) MI(6) MI(6) LI(7) LI (7) LI(7) 
PM SD(3) MI(6) SD(3) MI(6) MI(6) LI (7) LI(7) 
PS MD(2) MD(2) SI(5) SI(5) SI(5) LI (7) LI(7) 
ZZ LD(1) LD(1) SD(3) NC(4) SI(5) LI (7) LI (7) 
NS LD(1) LD(1) SD(3) SD(3) SD(3) MI(6) MI(6) 
NM LD(1) LD(1) MD(2) MD(2) SI(5) MD(2) SI(5) 
NL LD(1) LD(1) LD(1) MD(2) MD(2) LD(1) LD(1) 
lowest control output (Level 1) in the left-bottom corner. The whole control rule set 
is symmetrical about the central point. 
Optimal Mode and Criterion Measurement 
A good performance trajectory for the heating mode was obtained in Chapter 5. 
T'liic TC ac fVjo frsv ovrNon rv-»on t tr* Torif'** col f-111 n i n ft 
strategy. Its discrete form in the linguistic plane was shown in Figure 5.3(b), and its 
continuous form in the e-d plane is the c.irve .A.0 shown in Figure S.l. To calculate 
the distances of these special points (E, F, G, and H) to the optimal trajectory, a 
smooth curve is needed. This can be obtained from the original experimental data 
m fVio «avT%OT»i T-r-» on f TlSrivlCI* ed in Chaster 5 bv usins a curve fitting techniaue 
such as the least square error method. In this work, and in most real application 
cases for simplicity, the distances [deo. djo, dgo, and dho) can be calculated as the 
average of the distances from the reference points to the discrete experimental points 
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±z 
o 1 't'u tv j. i tj c t* i. j * a1 i tji 
^urc c?.xi X116 i--Ap6riiiicritai 1 criormancc j.raj6Ccory ii/Xprcsscu in tiic 6-0 i 
along the real trajectory. Figure 9.1 shows the experimental performance trajectory 
and equation 48 shows how to calculate d^o'-
The deviations. l\d^, /\dj. lld^, and Hdh.. are calculated using equation 43. and 
the correction values Au; (i=l, 2, 3, and 4) are calculated using equations 44-47. In 
this experiment, the modification factors fi (i=l, 2, 3, and 4) have the same value 
which was initially set to 2.4. Note that the heating mode has time delay of 85.3 
seconds measured in Chapter 6 and the sample period for this experiment is 3.08 
seconds. The delay time is 28 tim.es the sam.ple period which means that the plant 
response is affected by the control signal given 28 sam.ple periods previously. This 
was taken into consideration for calculating the correction values l\us. 
(48) 
Figure 9.2: The Control Surface in Terms of Elements of the Initial Rule Set 
Experiment Procedure Analysis 
The initial rule set has a control surface in terms of elements in universe of 
discourse, shown in Figure 9.2. More clearly, the right-bottom part is shown in 
Figure 9.3(a). With this control policy, the control action output of the FLC is shown 
in Figure 9.4(a). Its dynamical response is shown in Figure 9.5 with curvc 1 which 
has a short rising time and a large overshoot. This indicates that the performance 
trajectory is like a spiral curve on the Imguistic plane. .A.fter the first self-tuning 
procedure, the look-up-table is modified and expressed using the control surface in 
terms of elements of the look-up-table. The control surface hcis the shape shown 
in Figure 9.3(b) v,-hcrc the control action output levels have slightly lower values 
compared with Figure 9.3(a). The actual control signals are shown in Figure 9.4(b). 
Compared with Figure 9.4(a). between the 40th SP and SOth BP, the average control 
action obviously goes down, which results decreasing the overshoot. Curve 2 in 
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(a) The control surface of the initial rule set 
(b) The control surface after the first modification with f=2.4 
Figure 9.3: The Control Surface of the Right-Bottom Part (1) 
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(a) The control output created by the initial rule set 
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(b) The control output after the first modification with f=2.4 
Figure 9.4: The Control Output Signal (1) 
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Figure 9.5: The Dynamic Process of the Self-Tuning FLC 
Figure 9.5 presents the dynamic process created by the modified control surface. 
which still has a little overshoot and some oscillation. 
The modification factor, f, is an important parameter for the self-tuning algo-
T r * 4 * i _ ,  M i l  i  r  r  J  '  i i  i *  ^  
nuiiiii, II iL ia too Siiidu, mc t^oiivci^ciiu Oi iiiuuiiicdtiuii icdCuni^ iiic opuiiii<xi 
m.ode"' will take a long time. If it is too large, over-damping will occur which results 
in a large rising time. Figure 9.6(a) shows the control surface created with f=5.0 and 
Figure 9.7(a) shows its control output signal. The curve 4 in Figure 9.5 shows this 
dynamic process. Obviously, overdoing the modifications with a large modification 
factor resulted in a large rising time in this case because of the control output level 
goes down too much. 
After 3 modifications with the proper value of correction factor, f=2.4. the control 
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(a) The control surface after the first modification with f=5.0 
(b) The control surface after three modifications with f=2.4 
Figure 9.6: The Control Surface of the Right-Bottom Part (2) 
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(a) The control output after the first modification with f=5.0 
2 H- I 
H  i l  H i l l  
(b) The control output after three modifications with f=2.4 
Figure 9.7; The Control Output Signal (2) 
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surface has the shape shown in Figure 9.6(b). Its control output signal is shown in 
Figure 9.7(b) and curve 3 in Figure 9.5 shows the dynamic process which heis a fast 
rise time and almost no overshoot. 
Discussion 
The final dynamic process curve is very close to curve 1 in Figure 5.6 which 
was created by the optimal performance trajectory. This indicates that the actual 
performance trajectory has reached the optimal model. Note that the optimal curve 
quickly levels off when the controlled parameter (temperature) nears the set point 
(23 degree C), shown in Figure 5.6 with curve 1. But the final curve created by 
the self-tuning algorithm level? off at a more moderate rate, shown in Figure 9.5 
with curve 3. This is because the self-tuning strategy is not as sophisticated as a 
human being. The general modification policy is fixed by the set-up of the self-tuning 
strategy. This includes choosing the reference points, dividing the correction area, 
and assigning values to the modification factors. These pre-determined parameters 
control the modification procedure and restrict its flexibility. In the modification 
process, the shape of the control surface doesn't change significantly. The self-tuning 
algorithm seems to modify the control output levels and doesn't modify the other 
parameters. 
In this experiment, the self-tuning strategy was verified under certain condi­
tions: constant air now rate and constant steam pressure. Unstable air fiow rates or 
steam pressures will severely affect the dynamic process. This is because information 
about air flow rates and steam pressures is not determined or used by the self-tuning 
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strategies. This is a limitation of this experiment. 
It is interesting to compare the dynamic process characteristics of the STFLC 
with traditional PID controllers. When adjusting a PID controller by changing the 
proportional coefficient kp, integral coefficient ki, and derivative coefficient kr, if the 
overshoot heis been eliminated, there will be a long rise time (see Figure 3.1). It is 
possible for a STFLC to eliminate overshoot while keeping the rise time considerably 
shorter. Curve 1 in Figure 9.5 was improved by a self-tuning strategy to become 
curve 3. The overshoot was eliminated and the rise time only increased slightly. It 
is possible to get e.xcellent dynamic process characteristics using STFLCs. 
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CHAPTER 10. CONCLUSION 
Fuzzy logic control is different from the traditional control method. Traditional 
control method is based on the analytical control theory. Dynamical systems are 
analytically modeled using linear differential equations. This forms the foundation 
of the classical control theory. With addition of Laplace transformation and Z trans­
formation methods, classical control theory provides a powerful means to design and 
analyze controllers. For some real dynamic systems, it is difficult to get precise 
mathematical model. Some systems are too complicated or have strong non-linear 
property. For these cases. We often fail to get satisfactory performance by using clas­
sical traditional control methods. We have found that the control systems governed 
by experienced operators often have better performance. Experienced operators can 
classical control theory. 
'X'llC !cic2, !S to C^C3.tS B. PCV/ tvps cf Coiltrolls^ IdS/SScI on 
Fuzzy logic provides a very good technique for knowledge representation, which makes 
it possible to incorporate human experience with control strategies into the design 
of control systems. With this feature, knowledge-based fuzzy control is different 
from conventional mathematical-model-based controls. In recent iO years, fuzzy logic 
controllers have found a wide range of applications in industry. This is because fuzzy 
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set theory has the abihty to deal with uncertainty, fuzzy logic can be used to simulate 
human thinking, and fuzzy logic controllers have better behavior than traditional 
controllers for many cases. 
The knowledge used for PLCs not only derives from expert operators, it can also 
come from the designer of the fuzzy logic systems based on the understanding of the 
dynamical behavior of the controlled plant. In most cases, human knowledge can not 
be described in mathematical form because it ultimately depends on humans who 
may change their behavior suddenly or in an unpredictable ways. However, it can be 
encoded in the form of rules which govern the control policy of FLCs. The multilevel 
relay feature of FLCs reveals why it is possible for FLCs to have good performance. 
Classical control theory has been well developed and provides an effective tool for 
mathematical analysis and system design when a precise model is available. However, 
at present, there is no systematic procedure for the design of FLCs. Many researchers 
are engaged in the development of a theory for fuzzy dynamic systems. In this work, 
an experimental procedure for rule development and parameter adjustment for FLCs, 
based on the intuitive reasoning, has been summarized and identified. 
This study has concentrated on fuzzy logic controllers from the basic aspects to 
an advanced self-tuning strategy. The basic concepts of fuzzy set theory, fundamental 
definitions of fuzzy logic, and basic structure of fuzzy logic controllers are introduced 
and a guideline for building the fuzzy rule-based system is developed. The rule 
"developuieut and adjiiStmcnL sLralegies for fuzzy logic controllers are presented and 
experimentally identified. The computer simulations and laboratory experiments 
indicate that FLCs perform better than conventional PID controllers. 
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A self-tuning strategy was proposed in this work as an extension of simple FLCs 
to avoid the laborious task of adjusting FLCs. The actual performance trajectory was 
analyzed in the linguistic plane and compared with a desired model. The deviations 
were used to improve the look-up-table which represents the control policy. 
The direction of recent research ha^ been to incorporate neural networks into 
fuzzy logic systems. This combination of techniques drawn from both fuzzy logic and 
neural networks may provide a powerful tool for the design of control systems which 
can more effectively emulate human abilities. In this study, a neural network was 
used to determine the system delay time, .'\nother study, which is not included in 
this paper, has been to use a neural network as a rule selector for FLCs suitable for 
different operating modes and environmental conditions. 
A future topic for investigation of FLCs is to construct a fuzzy-neural system. 
A neural network is designed to learn the input-output relationships of FLCs and 
function as the fuzzy reasoning unit. This avoids complicated fuzzy mathematical 
calculations. This kind of fuzzy-neural controller should use less memory space and 
CPU time and thus be suitable for system controls with high-speed dynamics. 
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APPENDIX AN EXAMPLE OF NUMERIC CALCULATION FOR 
INFLUENCE OF MEMBERSHIP FUNCTION 
There are two rules: 
Rl; IF (e is PM) THEN (u is VS) and 
R2: IF (e is PS) THEN (u is ST). 
For the first rule, 
ei=(0, 0, 0, 0, 0, 0, 0, 0.1, 0.5, 0.8, 1.0, O.S, 0.5) 
ui=(0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0.2, 0.7, 1.0) 
Then the rule can be interpreted into a fuzzy reasoning matrix as follows: 
Rl — Cj ® 
0 0 0 0 0 0 0 0 0 0 0 0 ^ 
0 0 0 0 0 0 0 0 0 0 0 0 0 
1 A 1 KJ A VJ A \J  A u A u A u A u A V A u A u A u A u r \  U 
0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 
n \ j  n KJ n u n u 0 o u 0 A u 0 0 A u 0 A V 
n r\ \ j  n V n n u A y j  n u Ci V n u n u A u A u A u 
0 0 0 0 0 0 0 0 0 0 0.1 0.1 0.1 
0 0 0 0 0 0 0 0 0 0 0.2 0.5 0.5 
0 0 0 0 0 0 0 0 0 0 0.2 0.7 0.8 
0 0 0 0 0 0 0 0 n Q 0.2 0.7 1.0 
0 0 0 0 0 0 0 0 0 0 0.2 0.7 0.8 
V 0 A u 0 0 0 0 0 0 0 A u 0.2 0.5 0.5 ) 
= (mr ' .U 'J) )  
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where the membership in Ri for the element (i.j) of the matrix, /i/j, (z.j), is 
= min(^e-(z),/x„-(;)) 
For the second rule, 
e2=(0, 0, 0, 0, 0, 0.1, 0.5, 0.8, 1.0, 0.8, 0.5, 0.1, 0) 
U2=(0, 0, 0. 0, 0, 0, 0, 0, 0.2, 0.7, 1.0, 0.7, 0.2) 
Then the second rule can be interpreted into a fuzzy reasoning matrix follows; 
-^2 = 62 ® U2 
0 0 0 0 0 0 0 0 0 0 0 0 0 \ 
0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0.1 0.1 0.1 0.1 0.1 
0 0 0 0 0 0 0 0 0.2 0.5 0.5 0.5 0.2 
0 0 0 0 0 0 0 0 0.2 0.7 0.8 0.7 0.2 
0 0 0 0 0 0 0 0 0.2 0.7 1.0 0.7 0.2 
0 0 0 0 0 0 0 0 0.2 0.7 0.8 0.7 0.2 
0 0 0 0 0 0 0 0 0.2 0.5 0.5 0.5 0.2 
0 0 0 0 0 0 0 0 0.1 0.1 0.1 0.1 0.1 
0 0 0 0 0 0 0 0 0 0 0 0 n , / 
where the membership in i?2 for the element (i,j) of the matrix. is 
= niin(/Ze2(0,A£u2(i)) 
The general fuzzy relation matrix R is thpn ronstrnrteri a.s the union of these two 
rules; 
R — Ri U i?2 
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0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 
n 
u 
a 
u 
a 
u 0 a u a u a u 0 a u a u a u a u a U 
0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0.1 0.1 0.1 0.1 0.1 
0 0 0 0 0 0 0 0 0.2 0.5 0.5 0.5 0.2 
0 0 0 0 0 0 0 0 0.2 0.7 0.8 0.7 0.2 
0 0 0 0 0 0 0 0 0.2 0.7 1.0 0.7 0.5 
0 0 0 0 0 0 0 0 0.2 0.7 0.8 0.7 0.8 
0 0 0 0 0 0 0 0 0.2 0.5 0.5 0.7 1.0 
0 0 0 0 0 0 n u 0 0.1 0.1 0.2 0.7 0.8 
0 0 0 0 0 0 0 0 0 0 0.2 0.5 0.5 J 
where 
=  m a x  ( f i R ,  ( i  J ) ,  
Assume that there is an input (e) and its fuzzy value e = PM, then the output 
is expected to be VS according to the first rule. But now the output is calculated 
through the fuzzy matrix R as follows: 
u =  eo R 
=  P M o R  
= (0, 0, 0, 0. 0, 0. 0. 0.1. 0.5. 0.8. 1.0. 0.8. 0.5) oR 
— (0, 0. 0. 0. 0. 0. 0. 0. 0.2, 0.7. O.S. 0.7, i.O) 
where 
l i u { j )  = max(min(/ie(0,/zfi(z,j))) 
I 
While 
zTi = V5 
= (0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0.2. 0.7, 1.0) 
So, 
Ui G V. .  
