Direct complements of invariant lagrangian subspaces and minimal factorizations of skew-symmetric rational matrix functions  by Ran, AndréC.M. et al.
Direct Complements of Invariant Lagrangian Subspaces and 
Minimal Factorizations of Skew-Symmetric 
Rational Matrix Functions 
And& C. M. Ran 
Faculteit Wiskunde en lnformatica 
Vriie Universiteit, 
De Boelelaan 1081 a 
1081 HV Amsterdam, The Netherlands 
and 
Leiba Rodman* and Jonathan E. Rubin+ 
Department of Mathematics 
The College of William and May 
Williamsburg, Virginia 23187-8795 
Submitted by Georg Heinig 
ABSTRACT 
Symmetric factorizations of skew-symmetric real rational matrix functions are 
studied. In particular it is proved that generically a proper skew-symmetric real 
rational matrix m x m matrix function W(h) = - W(AjT with W(m) invertible can 
be factorized minimally as W(A) = L(#DL( A) for a real rational m X m matrix 
function L(A). Applications are given concerning symmetric solutions of matrix 
quadratic equations. 
1. INTRODUCTION 
This paper is concerned with real skew-symmetric rational matrix func- 
tions and their symmetric minimal factorizations. More precisely, let W(A) be 
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an m X m rational matrix function, real for real A, and such that W(A) = 
- W(h)r. For such a function it is natural to consider factorizations of the 
form. 
W(A) = L( A)rDL( A) (1.1) 
where D is a constant invertible skew-symmetric matrix, and L(A) is a real 
rational m X m matrix function. In particular we are interested in minimal 
factorizations of this type. Factorizations of the type (1.1) have natural 
interpretation in the framework of linear time-invariant systems, where W(A) 
plays the role of a transfer function. Namely, the factorization (1.1) corre- 
sponds to cascade decomposition of the system, for which W(A) is the 
transfer function, into two systems that are reciprocal to each other and are 
interconnected via a constant system (with no dynamics) described by the 
matrix D. This interpretation serves as an important motivation for this work. 
Similar symmetric factorizations have been studied in the past for sym- 
metric rational matrix functions, i.e. functions for which W(A)r = W(A), 
A E [w, in the real case, or W(A)* = W(A), A E [w, in the complex case. In 
particular, it is well known that a rational matrix function W(A) which is 
positive semidefinite on the real line, i.e. for which 
(W(A)x, x> 2 o 
for all x E C” and all real A which are not poles of W, admits a minimal 
factorization of the form 
W(A) = L*( A)L( A) (1.2) 
Here ( * ; ) is the standard scalar product on c”‘. See, for instance [16]; or 
[12], where a state space construction for such functions L(A) was given for 
the complex case assumming W(m) is invertible, and [13] for the real case; 
also [lS] for a special case, and [3] for the case when W(M) need not be 
invertible. Furthermore, factorizations for symmetric rational matrix functions 
have been studied for the case when W(A) h as constant signature on the real 
line; see [I4]. In that case one is looking for a factorization of the type. 
W(A) = Lr( A)JL( A) 
where J is a fixed symmetric matrix. Factorizations of the types described in 
this paragraph have also been studied extensively for matrix polynomials; see 
[6, 7, 91. For connections and applications of these types of factorizations in 
linear systems theory, see, e.g., [I]. 
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Returning to the subject matter of this paper, let W(h) be an m X m 
rational matrix function [i.e., the entries of W(A) are rational functions of the 
complex variable A] such that W(A) is real for real A which are not poles of 
W(A), and W(A) = - W( A)T, A E [w. We assume in addition that W(A) is 
regular, i.e., det W(A) f 0. In this case the size m of W(A) is necessarily 
even. Replacing, if necessary, W(A) by W(( A - (Y)- ‘> for a suitable real (Y, 
we can assume without loss of generality that W(w) is defined and invertible. 
Using a state space approach, let a minimal realization of W(A) be given: 
W(A) =D + C(A -A)-% (1.3) 
We employ the theory of minimal factorizations [2] to reduce the problem of 
finding a minimal symmetric factorization (1.1) to a problem concerning 
invariant subspaces of matrices. To be precise, it translates to the following 
problem: let H and D be given invertible real skew-symmetric k x k and 
m X m matrices, respectively, and let A and AX= A - BD-‘BTH be two 
real k X k matrices such that the pair (A, B) is controllable and 
HA = ATH. (1.4) 
Find subspaces M and MX of [Wk such that 
AMcM, AXMXc M, (1.5) 
HM=Ml, HMX= Mxl (1.6) 
[subspaces for which (1.6) h o Id s are called Lag-an&an subspaces), and 
Rk=MiMX, (1.7) 
in case such subspaces exist. Here M ’ is the orthogonal complement (with 
respect to the standard scalar product) to M in IWk. 
Comparing with the case of positive semidefinite self-adjoint rational 
matrix functions, where minimal symmetric factorizations of the form (1.2) 
always exist [12, 31, one might wonder whether also in this case minimal 
symmetric factorizations (1.1) always exist. The following example may be 
viewed as supporting evidence for an affirmative answer. 
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W(h) = ( 0 4 A) -a(A) i 0 ’ 
where a( A) is an arbitrary scalar real rational function. Then the factorization 
W(h) = (a’,:’ ;) (-y :,) (a(;’ ;) 
is minimal. 
So the first problem we have can be phrased as follows in terms of 
subspaces: given H, A, and AX, as above, do there always exist subspaces M 
and MX such that (1.5), (1.6), and (1.7) hold? 
Again in comparison with the case of positive semidefinite self-adjoint 
functions, one might ask whether there exists an A-invariant Lagrangian 
subspace M and an AX-invariant Lagrangian subspace Mx that match, in 
the sense that IWk = M i- MX. It is this and related problems that we shall 
study in this paper, together with its applications to minimal symmetric 
factorizations. In fact it turns out that at least generically the answer to the 
question just posed is affirmative; more precisely, 
THEOREM 1.2. If either A or A ’ is diagonalizable (with real or nonreal 
eigenvalues), then there exists an A-invariant Lagrangian subspace M and an 
A ‘-invariant Lagrangian subspace MX for which If2 k = M i MX. In case A 
and AX are 4 X 4 m&rices, this is true without the condition of diagonaliz- 
ability. 
Theorem I.2 is a particular case of a more general result that will be 
proved in Section 2. 
For matrices of order n X n with n 2 5 (actually n 2 6, because by the 
nature of the problem n must be an even integer) the general problem 
remains open. 
We shall also discuss applications of our results to the Hermitian solutions 
of certain skew-symmetric algebraic Riccati equations of the following form: 
given n X n matrices A, Q, and R, with Q and R skew-symmetric, solve for 
X = X?‘ the equation 
XRX+XA?‘-AX-Q=O. (I.81 
The paper is divided in seven sections as follows: In Sections 2 and 3 we 
prove results on invariant Lagrangian subspaces that are direct complements 
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to each other. These results will be used later on, but are also of independent 
interest. In Section 4 we discuss minimal realizations of skew-symmetric 
rational matrix functions, and in Section 5 we present the reduction of the 
problem of minimal symmetric factorization of such a function to the 
problem on invariant Lagrangian subspaces outlined above, as well as applica- 
tions of the results of Sections 2 and 3 to the problems of minimal symmetric 
factorizations. Section 6 is devoted to algebraic matrix Riccati equations of 
the type (1.8) and their symmetric solutions. Finally, in Section 7 we outline 
the analogous results for minimal symmetric factorizations of complex sym- 
metric (in contrast with complex self-adjoint) rational matrix functions. 
Let us fix some notation which will be used throughout the paper. The 
real m-dimensional vector space will be denoted by IQ”. By ej we shall 
denote the vector in [w”’ with one on the ith coordinate and zeros elsewhere. 
I, will denote the k x k identity matrix. The direct sum of two subspaces M 
and N of [w”’ will be denoted by M i N. For vectors xi,. . . , xk the space 
spanned by these vectors will be denoted by spanIx,, . . , xk). For a set of 
matrices A,, with i = 1,. , k, diag( A, ... Ak) stands for the block matrix 
with A,,..., A, on its diagonal entries and zeros elsewhere, i.e., 
diag( A, . . . Ak) = 
Finally, the image or column space of a matrix X is denoted by Im X. 
2. INVARIANT LAGRANGIAN SUBSPACES 
0 
Ak 1. 
Let H be an n X n nonsingular real skew symmetric matrix. It is well 
known that n is necessarily even, and there exists a real nonsingular matrix S 
such that 
STHS = (2.1) 
where k = n/2. A subspace M c R * is called H-isotropic if xTHy = 0 for 
all x, y E M. Th e o f 11 owing proposition is again well known. 
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PROPOSITION 2.1. There exist H-Isotropic subspaces of dimension n/2. 
Conversely, if M is an H-isotropic subspace, then dim M 5 n/2. 
Proof. The existence of an H-isotropic subspace of dimension n/2 fol- 
0 
lows easily from (2. I) (indeed, span{e,, . , ek} is 
Ik 
i 1 
-I, 0 
-isotropic). 
Conversely, let M be an H-isotropic subspace, and let uI, , uI, be a basis 
in M. Elementary considerations show that the vectors uI, . . . , ur,, 
Hu,, . . , Hu, are linearly independent, and therefore 2p 5 n. W 
An H-isotropic subspace is called H-Lagrangian if it has maximal possible 
dimension: dim M = n/2. 
With H as above, an n x n real matrix A is called H-symmetric if 
HA = ATH. It is easy to check that if A is H-symmetric, then S’AS is 
STHS- symmetric, where S is any nonsingular real matrix (observe that STHS 
is skew-symmetric and nonsingular). The following theorem describes the 
canonical form of the pair ( A, H > under this transformation. A proof can be 
found in [17], which may be regarded as a continuation of Gantmacher’s 
chapter on matrix pencils [5]; a description of many canonical forms of pairs 
of matrices, including this one, is found in [4], and see also [15]. We denote 
Jk(a> the upper triangular Jordan block of size k x k with real eigenvalue a, 
and let 
z 0 I, ... 0 
0.. 
0 
0 12 
0 ... 0 0 z 
by the 2 k X 2 k matrix where Z is the 2 x 2 matrix 
eigenvalues a f ib (a, b are real and b > 0). 
(“b ;) with 
THEOREM 2.2. Let H be a nonsingular real skew-symmetric matrix, and 
let A be H-symmetric. Then there exists a nonsingular real matrix S such that 
(S ‘AS, STHS) is block-diagonal with blocks of the following types: 
A’ = “;I ,,l’)]+ H’ = ( :, ;) (2.2) 
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or 
‘.lk(:b;) 
\ 
A’ = 
o 
\ 
where a, b are real and b > 0. 
CORIJLLARY 2.3. For any A, H where A is real and H is a nonsingular 
real skew-symmetric matrix such that A is H-symmetric, there exists an 
A-invariant H-Lagrangian subspace. 
Proof. Any real pair of matrices (A, H) as in the statement of the 
corollary may be reduced to canonical form, according to Theorem 2.2. Given 
A’ = S’AS and H’ = STHS such that (A’, H’) is in canonical form, one 
can easily find an A’-invariant H’-Lagrangian subspace for each pair of 
corresponding blocks of the form (2.2) or (2.3) on the diagonal. If we 
transform the vectors in the basis of each subspace corresponding to a pair of 
blocks into vectors R” by placing zeros in all positions which do not 
correspond to their block, then the subspace, say M’, spanned by all 
transformed vectors will be Al-invariant and H ‘-Lagrangian. Then M = SM ’ 
is A-invariant and H-Lagrangian. n 
We now turn to the question of existence of an A-invariant H-Lagrangian 
subspace that is a direct complement to a given subspace. The next theorem 
is our main result in this direction. By a diagonalizable real n X n matrix we 
mean a matrix that is similar (over @) to a diagonal one. Thus, a diagonaliz- 
able real matrix can have real or nonreal eigenvalues. 
THEOREM 2.4. Let A be a diagonalizable real matrix, and let h be a 
nonsingular real skew-symmetric matrix such that A is H-symmetric. Then for 
any H-Lagrangian subspace Q, there exists an A-invariant H-Lagrangian 
subspace which is a direct complement to Q. 
In view of Corollary 2.3, the first part of Theorem 1.2 follows immediately 
from Theorem 2.4. 
Before proving Theorem 2.4 we shall establish some notation and prove a 
couple of lemmas. We may, and shall throughout the remainder of this 
section, assume that (A, H) is in canonical form: 
A = diag( A,. . . A,A,+I.. . Ak), H = diag( H, H,H,+, . Hk), 
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Aj= (: ii), Hi = (_y A) for i = l,...,r 
‘i bi 0 0’ 
1 -bi ai 0 0 
, -bj' 
0 0 b, a, , 
for i =r+ l,..., k, with a,, bj E R, bi f 0. 
Let Q be an H-Lagrangian subspace, and choose a basis .zl,. . . , zp of Q 
(here p = 2k - r). We have 
zi = col( z&+ (2.5) 
with .zi E [W’“J, where sj=l for j=l,...,r and sj=2 for j=r+ 
1, . , i. We define a subspace Lj of [wzSj as follows: 
Lj = span{ zll, . . . , zj,) . (2.6) 
Further, define 
Kj = (0) i ... i(0) i RZSJ i(0) i ..a i(O), 
the space of vectors with zeros everywhere except in the jth block row. Our 
first observation is 
dim(Qfl Kj) I si, - (2.7) 
as otherwise Q cannot be H-isotropic. 
Take vectors x1,. . , x, in R2 and vectors Y~+~,. , yk in R4. Define 
vectors 
Xi = 0 ( .*a 0 XT 0 **a OIT E VP (2.8) 
in Ki, with zeros everywhere except for xi in the ith block row. Also define 
vectors 
yi = (0 1’. 0 y; 0 *** qT E lJgz?J (2.9) 
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in K, likewise. Put 
M = span 
( 
Zi,. , ., f,, fjr+l, AQ,+l,. . . , gk, Ak) . (2.10) 
It is easily seen that M is A-invariant [note that for any vector y E [w4 the 
space span{ y, A, y) is A,-invariant, where A, is as in (2.4)]. Furthermore, M 
is also H-isotropic [again, note that for any vector y E lR4 the space span{ y, 
A, y} is Hi-isotropic where A,, H, are as in (2.4)]. In order to prove theorem 
2.4 we shall show that vectors xi,. . . , x, in R2 and vectors y,.+i, . . . , yk in 
lR4 can be chosen such that M is H-Lagrangian and Q ll M = (0). (Then 
obviously Q i M = [W’P.) 
The next lemma shows that for each j we have dim Lj 2 sj, where Lj is 
defined by (2.6). 
LEMMA 2.5. rank(zjl se* zjp> 2 sj. 
P?-ooj-* If (Zji ‘.’ zrp) = 0, then the matrix with columns a,, . . , z,, 
has block row number j equal to zero. Denote by Zi the vector 
( 
T 
qi *** T zj- 1,i zj’+l,i ‘*’ 4 1 
Then the rank of-the mat-$x G = (Z *** 2,) is p. If we let Q be the 
column space of M, then Q is g-isotropic, where 
According to Proposition 2.1 any I?-isotropic subspace h-as dimension $ &ize 
of g). But in view of the fact that the dimension of Q is p, this implies 
p s 32p + 2Sj) = p - sj, 
Clearly this is a contradiction. Thus rank(zj, *** zjp) # 0. This proves also 
the case sj = 1. 
Now assume si = 2 and rank(zj, a.* zia) = 1. Thus, this matrix is a 
4 x p matrix of the form 
_I- ,I 
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where a, h, c, d E R. 
H-Lagrangian, we have 
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Let Zi, H, 6, and Q be as above. Since Q is 
However. 
Thus Q, which is spanned by the vectors ii, is H-isotropic. It follows that 
dim Qzdim Q-l=p- 1, but the size of g is 2p - 4, again a 
contradiction with Proposition 2.1. n 
The next lemma is crucial in the proof of Theorem 2.4. 
LEMMA 2.6. 
(i) For all 1 TZ~ s r there is a vector xi E RI2 such that with gj defined 
by (2.8) we have 
rank[ z1 ... zp ~~1 = p + 1, (2.11) 
rank[ zjl ... zjp x,~] = 2. (2.12) 
(ii) For all r + 1 5 j 5 k there is a vector y,j E R4 such that with qj 
defined by (2.9) we have 
rank [ z, ... zI, yJ A$]] = p + 2, (2.13) 
rank[ zj, 1.. zip, yj Aj yj] = 4, (2.14) 
rank[ yj Aj yj] = 2. (2.15) 
Proof. (i): First we show that xj can be chosen such that (2.11) holds. 
Suppose this is not the case. Then for any vector xj E R* we have that 
rank[ z1 ... z,G~] = p. 
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But this implies Kj c Q, which contradicts (2.7). So (2.11) holds for at least 
one vector xj E [w’. But then (2.11) holds for any vector xj E [w2 close 
enough to rj. To show (2.12) holds for a vector xj E Iw2 for which (2.11) 
holds, observe that (2.12) certainly holds in case Lj = R2. So, taking into 
account Lemma 2.5, we have to consider only the case dim Lj = 1, i.e., 
rank[ zjl ... zj,] = I. 
Take any vector xi for which (2.11) holds. Then (2.12) does not hold for this 
xj if and only if xj E Lj. But now, by perturbing xi slightly to xi @ Lj, 
(2.11) still holds for xj while (2.12) will hold for xi. 
(ii): Let us suppose first that (2.13) is false. Then for any choice of 
yj E [w4 the space Q contains at least one vector from span{ ijj, Aij}. Taking 
yj = e, and yj = e3, respectively, we see that q contains at least two vectors 
of the form 
(0...O(@ ooy o...O)T, 
(0 *** 0 (0 0 y sy”0 .. . of 
(with zeros everywhere except in the block row j), where (Y, P are not both 
zero, and y, S are not both zero. Similarly, taking yj = e, + e4, Q contains a 
vector of the form 
(O-0 (/_L K K /_# o---o)T, 
with p, K not both zero, taking yj = e, + e3, Q contains a vector of the 
form 
(o-*0+- v)’ o...O)T, 
with E, v not both zero. As Q is H-Lagrangian, we have 
(Hi!, ij) = (Hix, y) = 0 
for all vectors x, y E [w4 such that Ic’, 4 E Q. So 
(2.16) 
0 = cry + ps, 
0 = (YE - pv, 
(2.17.1) 
(2.17.2) 
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A. C. M. RAN, L. RODMAN, AND J, E. RUBIN 
o= -ye+ v6, (2.17.3) 
0 = (YK + p/A, (2.17.4) 
0 = KC? + y/L. (2.17.x5) 
Hence 
are linearly dependent. But (2.17.2) now implies 
so 
(-t) I (‘y), i.e., E2 - Y2 = 0. 
Then also CY’ - p” = 0, and as 
we also have y2 - 6’ = 0. Next, consider (2.17.4): 
and (2.17.5): 
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are linearly dependent in view of (2.17.1). Thus 
(t) _L (i), i.e., 6y=O. 
But then either S = 0 or y = 0, and as y2 = 6’, we have S = y = 0, which 
is a contradiction. So (2.13) holds. 
Note that (2.15) holds for any nonzero vector yj E [w4, as Aj does not 
have real eigenvalues. 
To show that (2.13) and (2.14) hold simultaneously, first consider the case 
dim Lj = 4. Then trivially (2.14) . 1s satisfied for any choice of yj. Secondly, 
consider the case dim Lj = 3. Observe that if (2.13) holds for yj, then it 
holds for any vector yi close enough to yj. A perturbation argument as in the 
proof of(i) now proves (ii) for this case. Finally, suppose dim Lj = 2. (Recall 
that by Lemma 2.5, dim L,i 2 2.) Suppose for any vector such that (2.13) 
holds, (2.14) is not satisfied. Then Lj # spame,, ez}, and also L. # spame,, 
e4). Indeed, in the former case yi = e3 satisfies both (2.13) and &14), in the 
latter case yj = e, does. 
We claim there are numbers (pi, cx2 not both zero and numbers pr, p2 
also not both zero such that Lj contains the vectors 
a1 ‘0 ’ 
a2 0 \ 0 and 0 P2 j
Indeed, consider first two cases separately: 
(a) there is a y E span{e,, eJ such that (2.13) holds, 
(b) for all y E spame,, e,} (2.13) does not hold. 
In case (a), as (2.14) is not satisfied by assumption for y, we have 
span{y, Ajy}fl Lj + (0). 
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But span{ y, Aj y} = span{e,, ez}, and thus there are (Y,, a2 not both zero 
such that 
! 
a1 \ 
%2 
0 
E L,i. 
01 
In case (b), Q contains a vector from span{ q, A$ for all y. But this means 
that Lj must contain a vector for the form 
where CY~, (Ye are not both zero. Replacing span(e,, e2} by span{e,, e4} in the 
argument above, we obtain that there are pl, p2 not both zero such that 
‘0 ’ 
i E Lj. 
,P2) 
Since dim Lj = 2, we obtain 
a1 
(1 I 
‘0 \ 
Lj = span *oz , 
0 
p 
1 
0 \P2, 
Put 
’ ffl 
a2 
Yo = p2 
\ -6 
Then 
span{ yo, Aj yo} =span 
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’ 0 0 ff2 a1 \ 
0 0 
det 
-a1 ff2 
= P2 PI 0 0 + O. 
,-Pl P2 0 0, 
So (2.14) holds for yo. We shall show that (2.13) also holds for ya. Define 
rjO E Kj to be the vector with zeros everywhere except in the jth block row, 
where the entry is yO. Suppose that (2.13) does not hold for yO. Then there 
are numbers ci, , c 
I’ ’ Cpf l> cpi21 
not all zero, such that 
Cl?1 + *** +c,z, + Cp+ 1 Yo -+ 
In particular 
‘lzjl + ... +cpzjp + cp+lyo + 
Now Cp+lYo + cP+2Ajyo E spady,, +y,,} 
As (2.14) holds for yO, we have Lj n span{ y,,, 
for ya, we have cP + 1 = cp f2 = 0. But then 
c~+~A& = 0. 
and cl.zjl + *** +cpzjp E Lj. 
A, y,,) = (0). Using also (2.15) 
Cl?1 + ... +cpzp = 0. 
As the vectors zj are linearly independent, we get cl = **a = cP = 0. This is 
a contradiction. So (ii) is proved. n 
Proof of Theorem 2.4. The proof of Theorem 2.4 uses a reduction 
argument. We consider two cases separately: s1 = I and s = 2. 
Suppose si = 1. Take x1 E R2 such that (2.11), (2.12) hold with j = 1. 
Without loss of generality we may assume zll and x1 are linearly indepen- 
dent. Let 
zlj = b,x, + cjzl, 
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for some constants bj, cj. Then the column space of [zl e-v zp gll coin- 
cides with the column space of 
I 
i 
Zll ... Xlp Xl 
n A 
z1 ... 
zP 
0 I 
\ 
1 -c2 **- -cp 0 
0 1 0 0 
0 0 . . : : 
i 0 
0 -b, a.. -b, 1 
i 
211 0 
. . . 
=A h . 
z1 z2 - c2.21 ... 
0 Xl 
c1 ,. 
xP - CpZl I 0 ’ 
Put 
(j = Im[ .Z2 - czi, **a i, - cpi,]. 
Then dim @ = p - 1. Further, 0 is g-isotropic, where fi = diag(Hi, *** 
H,). Indeed, span{z,, . . . , zp} is H-isotropic, so span{z,, z2 - c2zl,. . , zp 
- cp zl} is also H-isotropic. Note that 
so 
= b,bj< H,x,, x1> f <Qj - c,q, (21 - clzI1)). 
AS (H, x1, xl) = 0, we have that 0 is inieeg fi-isot!opic. Put i = diag( A, 
. . . A,). We may apply Lemma 2.6 to (A, H) and Q: choose x2 E R2 such 
that 
rank Z2 - czZl *** Zp - cp Z1 XI2 =p, 
[ 1 
rank[ z22 - c2 zzl *** zzp - cp z21 x2] =2 
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(in case s2 = l), where xlZ is the 2p - 2-vector with x2 in the first block row 
and zeros elsewhere, or choose yz E R4 such that 
(in case s2 = 2), where y2 is the 2p - 2-vector with yZ in the first block 
row and zeros elsewhere, and likewise, AyZ is the 2 p - 2-vector with A, yZ 
in the first block row and zeros elsewhere. 
In case s2 = I, we have 
. . . 0 Xl 0 = ,. ,. 
i 
= 
zi 22 - CZZl a.. ZP - cr.Zi 0 
n 
x2 
p +2. 
In case s2 = 2, we consider 
An argument as above yields that this rank is p + 3. We can now continue 
the argument inductively. 
It remains to consider the case si = 2. Use Lemma 2.6: pick yi E R4 
such that (2.13), (2.14) hold. Without loss of generality we may assume that 
Let 
rank[zu 212 Yl AiYJ = 4. 
Then the column space of [zi ..a zP yi A$,] coincides with the column 
space of 
211 ~12 0 . . . 0 Yl Al Yl 
I A ,. ,. 
Zl 22 z3 - C3Zl -d,z^, .*a ip-cCp+dpi2 0 o 
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Let Q be the column space of 
[ 
. ,. 
=3 - C3Zl - cl,:, *** 2r, - c,:, - d,t^,]. 
Then Q is H”-isotropic. Indeed, 
SO 
o = (H( zj - cizl - dpJ, ( zi - ciz, - d,z,)> 
= (Hl(ujYl + bjAIYl), (‘iY1 + biAIYl)) 
+ (‘i($ - cjZ, - dj&), (Zi - ctZ1 - di22)) 
Now 
As H, is skew-symmetric, the first two terms are zero; as ,H, A, is also :kew 
symmetric, the last two terms are zero as well. Hence Q is indeed H-iso- 
tropic As in the first pat of the proof, we c;?” now continue the process by 
applying Lemma 2.6 to Q and the pair (A, H ), and using induction. 
Theorem 2.4 is proved completely. n 
Simple examples show that the diagonalizability condition in Theorem 2.4 
is essential: 
EXAMPLE 2.1. Let 
0 1 0 0 
AToo O” 
[ 1 0 0 0 0 ' H= 0 010 [ -1 0  -1 0  0 1 0 ’ 1  
Clearly, A is H-symmetric and not diagonalizable. The H-Lagrangian sub- 
space Q = span{e,, eJ has no A-invariant direct complement, because 
Q = Ker A. 
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3. THE CASE OF 4 x 4 MATRICES 
The goal in this section is to prove the following result: 
THEOREM 3.1. Let H be a nonsingular real 4 X 4 skew-symmetric 
matrix, and let A and B be real H-symmetric 4 X 4 matrices. Then there 
exists a pair of .subspaces M, N c R4 such that M is A-invariant H- 
Lagrangian, N is B-invariant H-Lag-an&an, and M and N are direct 
complements to each other: 
M+N=R4, M n N = (0). 
Proof. Note first that if either A or B is diagonalizable then Theorem 
3.1 is an immediate consequence of Theorem 2.4. This allows us to concen- 
trate on the case where neither A nor B is diagonalizable. In fact, we shall 
only use the fact that A is not diagonalizable, i.e., A has only one real 
eigenvalue of multiplicity four, and in its Jordan normal form there are two 
blocks of order two. As A and A - al have the same invariant subspaces, we 
may assume without loss of generality that A has eigenvalue zero only. 
According to Theorem 2.2 we can find a nonsingular matrix S such that 
0 1 0 0 0 0 1 0 
0 0 0 0 H’ = STHS 0 0 0 1 = 
-1 0 0 0’ 
0 0 1 0 1 1 0 -1 0 0 
Let B ’ = S-‘BS. Evidently, it is sufficient to prove the theorem for H’, 
A’, and B ’ instead of the original matrices H, 
H’-symmetric, the matrix B ’ has the form 
a b 0 
c d --x ; -. 
; 
Introduce 
M,, = span 
for some real numbers a, b, c, d, x, y. 
A, and B. Since B ’ is 
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for some real numbers (Y, j3 not both zero. Then M,, is an A’-invariant 
H ‘-Lagrangian subspace. Consider 
B’ 1 
1 
0 
1 
0 
It is easy to check that 
1 
1 
I2 
B ‘: 
0 
so 
= 
n 
c-x 
bTy 
=(a+d)B f) +(bc-xy-&f). 
N=span 
is a B’-invariant subspace. Moreover, 
1 
( 0 -1 0 
a 
C-X 
zy 11 = 0. 
Thus N is H-isotropic, and dim N = 2 unless b - y = c - x = 0. Hence, if 
b - y = c - x = 0 does not hold, then N is B’-invariant H’-Lagrangian. 
Furthermore, 
This is zero if and only if a2(b - y) = p2(c - x). So if b - y # c - x, we 
can take (Y = p = 1, and 
M,, = span 
(1 a a0 
0 c-x 0 a 
det 1 n 0 p = a2(b - y) - p’(c -x). 
\O b-y /3 0 
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in case b - y = c - x, we can take cr = 1, p = 0 (recall that b - y # 0 in 
the case under consideration), and 
1 0 
0 
M,, = span o , t iiii!I . 0 0 
It remains to consider the case b - y = c - x = 0. Then 
Clearly, 
1 0 
0 
N = span I , i iiHii 0 1 
is % ‘-invariant and H’-Lagrangian, and we can take for M the space M,,. n 
4. STATE SPACE REPRESENTATIONS OF REAL SKEW- 
SYMMETRIC RATIONAL MATRIX FUNCTIONS 
Let W(A) be a rational m X m matrix function with real coefficients (i.e., 
real for real A) which is skew-symmetric: 
W(A) = -W(A)?‘. (4.1) 
We shall assume throughout that W(A) . p p is ro er, i.e., analytic at infinity, and 
that W(m) is invertible. We first investigate what special properties minimal 
realizations of such rational matrix functions have. So let 
W(A) = D + C(AZ, -A)-‘% (4.2) 
be a minimal realization of W(A), that is, the number k is as small as possible 
among all representations of W(A) of the form (4.2). From (4.1) we have 
W(A) = D + C(AZ, -A)-‘% 
= -W( A)T = -DT - BT(AZk - AT)-kT. 
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In particular, taking A = m, we get D = - DT. Furthermore, as two minimal 
realizations for W(h) are similar (see e.g., [lo] or any other textbook on linear 
systems theory), we obtain the existence of a unique invertible matrix H such 
that 
HA = ATH, C = -B?‘H, B = H-lCT. (4.3) 
Taking adjoints in (4.3), we have 
ATHT = HTA, c?‘ = -HTB, B?‘H“ = C, 
It follows that (4.3) is also satisfied with -H” in place of H. Since H is 
unique, we conclude H = -HT. It also follows now that k is an even 
number, say k = 2n. 
PROPOSITION 4.1. 
(a) Let W(A) = D + C(AZ, - A)-‘B be a minimal realization of a 
skew-symmetric rational m x m function. Then there exists n unique inoert- 
ible skew-symmetric matrix H such that 
HA = A”H, HB = CT (4.4) 
(b) Conversely, if D = -D“ and there is an invertible skew-symmetric 
matrix H such that (4.4) holds, then W(A) = D + C(AZ, - A)-‘B is skew- 
symmetm’c 
Proof. (a): To obtain the uniqueness of H it remains to prove that (4.4) 
implies (4.3). However, this is clear by taking adjoints in the third equation in 
(4.3) which shows that the second and third equations in (4.3) are equivalent. 
(b): Just compute 
-W(A) = -DT _ B’(q - A?‘)+~. 
Now use (4.4) and the invertibility of H: 
-W( A)T = -DT - B?‘(,Q - HAH-+’ 
= D - BTH( AZ, - A)-‘H-‘C’ 
= D + C(AZ, - A)-‘B = W(A). n 
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Note that if W(h) is given by (4.21, then 
W(A)-’ = D-’ - D-'C(AZk - AX)-IBD-', 
where AX = A - BD- ‘C. Suppose, in addition, that (4.4) holds for an 
invertible skew-symmetric matrix H, and that D = -DT. Then of course 
W(A)-’ is skew-symmetric as well as W(A), but also 
HAx= AXTH. (4.5) 
Indeed, by (4.41, and using D = -D’, 
HAx= HA - HBD-‘C = ATH + C*D-‘B?‘H 
= ( AT - C*D-TBT)H = AXTH, 
From (4.4) and (4.5) we see that the matrices A and AX are H-symmet- 
I-k. 
5. MINIMAL SYMMETRIC FACTORIZATIONS OF SKEW- 
SYMMETRIC RATIONAL MATRIX FUNCTIONS 
Let W(A) be a rational m X m matrix function given by the minimal 
realization 
W(A) = D + C(AZ, -A)-?? (5.1) 
(as usual, we assume that D is invertible). The number k is called the 
McMillan degree of W(A), and is denoted by 6(W ). A factorization 
W( A) = Wl( A)Wd A) (5.2) 
where the rational matrix functions W,(A) and W,(A) are analytic and 
invertible at infinity is called a minimal factorization if 
S(W) = ti(W,) + 6(W,). (5.3) 
Informally, this means that there is no cancellation between poles of one 
factor and zeros of the other factor. This concept is important in linear 
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systems theory, and an extensive exposition of the theory of minimal factor- 
izations is found in many books; see, e.g., [lo, 2, 81. 
For skew-symmetric real rational matrix functions it is natural to consider 
factorizations of the form 
W(A) = L( /A)%( A)) (5.4) 
where D = -D“ = W(m), and L(h) 1s a real rational matrix function. Such 
factorizations of W(h) will be called symmetric. The next theorem described 
minimal symmetric factorizations in terms of realization. Recall that A, E @ 
is a pole [a zero] of a rational matrix function L(A) if A, is a pole of at least 
one of the entries of L(A) [of L( A)-I]. The function L(A) can be written in 
the form 
L( A) = -%“(A) 
(A - A,-,)++ 
(A - A,$+ 0 
0 (A - A,$” 
I 
I 
where E,“(A) and F*,(A) are rational matrix functions which are analytic and 
invertible at A,, and K~ 6 ... 6 K, are integers. This is known as the local 
Smith form; see, e.g., [7, 81. Observe that the integers ~~ are uniquely 
determined by L(A) and A,. Clearly, A, is a zero of L(A) if and only if 
K, > 0, and in this case the positive numbers among the K.‘S are called the 
zero multiplicities of L(A) at A,. Analogously, A,, is a pole o f’ L(A) if and only 
if K, < 0, and in that case the absolute values of the negative numbers 
among the K~‘S are called the pole multiplicities of L(A) at A,. 
THEOREM -5.1. Let W(A) = D + C(AI, - A)-‘B be a minimal realiza- 
tion of a skew-symmetric real rational m x m matrix function, and let H be 
the unique invertible skew-symmetric matrix for which (4.4) holds. Let M be 
an A-invariant H-Lagrangian subspace, and let MX be an AX-invariant 
H-Lag-an&an subspace such that 
Rk = M i MX. (5.5) 
Then W(A) has a minimal symmetric factorization (5.4), where 
L(A) = Z + D-‘Cr( AZ - rA+%rB. (5.6) 
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Here r is the projection along M onto M x. The poles of L( A)* coincide with 
the eigenvalues of A 1 M, and the pole multiplicities of L(A)* at its pole A, 
coincide with the partial multiplicities of A,, as an eigenvalue of AIM (i.e., the 
sizes of the Jordan blocks with eigenvalue A, in the Jordan form of Al M 1. The 
zeros of L( A) coincide with the eigenvalues of A ‘1 Mx, and the zero multiplici- 
ties of L( A) at its zero A0 coincide with the partial multiplicities of A,, as an 
eigenvalue of A ’ 1 M x . 
Conversely, if W(A) admits minimal factorization, then there exist H- 
Lagrangian A-invariant and AX-invariant subspaces M and MX, respectively, 
such that (5.5) holds, and L(A) is given by (5.6). 
Proof. Let rr be as in the theorem. Then W(A) can be factorized as 
W(A) = K(A)DL(A), 
where L(A) is as in (5.6) and 
K(A) = I + C(Z - rr)[AZ - (I - rr)A(Z - r)]-‘(I - rr)BD-‘, 
(5.7) 
(see [2, Theorem 9.2]), and this is a minimal factorization. 
Since MX = Im G- and M = Ker rr are Lagrangian, it is easy to check 
that H7r = (I - ,rr*)H. Using D = - DT and (4.4), it is then straightfor- 
ward to see that L(A)T = K(A). 
For the converse, we know from [2, Theorem 9.21 that any minimal 
factorization is connected with a projection rr such that Im rr is A ‘-invariant 
and Ker rr is A-invariant, and the factors are given by (5.6) and (5.7). Since 
K(A) = L(A)*, using (4.4) it follows that 
Z + CH-‘rT( AZ - IT*HAH-~~~)-%T~HBD-’ 
= I + C(Z - 7r)[AZ - (I - r)A(Z - n)]-‘(I - rr)BD-l. 
Because both these realizations are minimal, by the state space isomorphism 
theorem there is a unique invertible S, : Im nT -+ Im(Z - rr) such that 
CH-%rT = C( Z - rr)S,, S,‘( Z - 7r)B = rr*HB, 
r*HAH-%r* = S;‘( Z - rr)A( Z - 7r)S,. 
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Consequently, using also A (Ker r) C Ker rr, i.e., ATE’ = rTA7rrT, we 
obtain the equalities 
CAJ( Z - n)S1 = CH-‘(&HAHP+r?‘)J = CAJHP’r7 
for j = 0, 1, *** As n ‘p= a Ker (CAJ) = (0) (because a minimal realization is 
observable), we get (I - rr)S, = S, = H-‘,rrT. Also 
7rTHAxH-lrT = S,‘(Z - n)AX(Z - r)S,. 
Now, since Axg = rrAX~, we have (I - m)AX= (I - rr)AX(Z - TT), 
and rTHAXH-‘rT = rTHAXH-‘. So the following equalities hold for 
j = 0, 1, ... : 
7TTix4XjB = (T~HAXH~+T~)~HB = s;‘( z - T)AXJB. 
Use the controllability of the realization of W(A): zero is the only vector 
orthogonal to Im( A B) f 
Srr =S =(I-m’;H- S 
or all j. It follows that n?‘H = S;‘(Z - rr), or 
T 
l. 0 1 1 
S, = Hp’rrT = (I - r)H-‘. 
We conclude that Ker T and Im rr are H-Lagrangian, as required. n 
Combining this result with Theorems 2.4 and 3.1, we obtain the following 
theorem, which is one of the main results of this paper. 
THEOREM 5.2. Let W(A) be a skew-symmetric real rational matrix 
function which is analytic and invertible at infinity. Assume at least one of 
the following hypotheses holds: 
(i) the McMillan degree of W(A) is at most 4; 
(ii) every pole A, of W(A) is simple, i.e., the Laurent expansion of 
W(A) centered at A, has the form 
W(A) = 5 (A - &))‘v, 
j=-1 
with V_, a rank one matrix; 
(iii) every zero A(, of W(A) is simple, i.e., 
W(A)-’ = f (A - A,,)$ 
j= -1 
with U _ 1 a rank one matrix. 
Then W(A) admits a minimal symmetric factorization (5.4). 
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6. SYMMETRIC SOLUTIONS TO SKEW-SYMMETRIC ALGEBRAIC 
RICCATI EQUATIONS 
In this section we describe a connection between symmetric factorizations 
of a skew-symmetric rational matrix function and symmetric solutions of a 
certain type of algebraic Riccati equation. Let 
W(A) = D + C(AZ,, -A)-‘B (6.1) 
be a (not necessarily minimal) realization of s skew-symmetric rational matrix 
function W(A). Assume there exists an invertible skew-symmetric matrix H 
for which (4.4), (4.5) is satisfied. Considering the canonical form (Theorem 
2.21, it is clear that we may assume 
A= (^, ;:)> H= (; ;‘), (6.2) 
From HAx= AXTH, where AX= A - BD-‘C, we obtain that we can write 
AX= (6.3) 
where 4 and R are skew-symmetric. From the computations in the proof of 
Theorem 5.1 it follows that in order to factorize W(A) as in (6.1) it suffices to 
find an AX-invariant Lagrangian subspace Mx such that 
[W”n=MX$Im t, . 
i 1 (64 
Such an MX must be of the form 
for some matrix X. As MX is Lagrangian, it follows that X is symmetric. The 
Ax-invariance of MX is equivalent to X solving the algebraic Riccati 
equation 
XRX+XA-A,X-Q=O. (6.5) 
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From these considerations we see that it is of interest to study real 
symmetric solutions of the skew-symmetric algebraic Riccati equation (6.5). 
The following is a recapitulation of what we have already seen. 
PROPOSITION 6.1. Let R and Q be skew-symmetric n x n matrices, and 
let A, be a given n X n matrix. The symmetric solutione X of the skew-sym- 
metric algebraic Riccati equation 
XRX+XA;-A,X-Q=O 
are in one-one correspondence with 
spaces Mx such that 
-invariant Lagrangian sub- 
R”n=MXj- Im 1 ( 1 0 
This correspondence is given by 
Proof. It remains to prove that if X = X“ solves (6.5) then 
is a H-Lagrangian A ‘-invariant subspace for 
This is a straightforward calculation. W 
Combining this proposition with Theorem 2.4, we obtain: 
THEOREM 6.2. The algebraic Riccati equation (6.51, with R = -R?‘, 
Q = -Q’, and A, real matrices, admits a real symmetric solution provided 
the matrix 
A2 Q 
R A; 
is diagonalizable. 
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Next, we make the connections between the real symmetric solutions X 
of (6.5) and symmetric factorizations 
W(h) = ZY(A)DL(h), D = -DT = W(w) 
of W(h). To describe the factor L(h) in the factorization (6.1) in terms of a 
solution X of (6.51, let us write 
; 
then from HB = CT we have 
C = (-Bz’ B,T). 
Further, using A ‘= A - BD-‘C, we have 
Q = -BID-IB;, R = B 2 D-‘BT 2> A2 
The projection GT along 
M=Im(Z 0) 
onto 
which plays a role in the formula (5.6), is given by 
0 x 
m=o I’ ( i 
Inserting all this in (5.6) yields 
z.z 
(6.6) 
(6.7) 
A, + B,D-‘B,T. (6.8) 
(6.9) 
L(A) = Z + D-%r(hZ - n-An--%-B 
= Z + D-‘(B; - B,‘X)(hZ - A;)-] B,. 
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Furthermore, using 
L(A)_’ = z - DP1C7r( AZ 
we have 
L( A)-l = Z - D-‘( B; - B;X)[ AZ - A; B,D-I( -B, + B:‘X)] -‘B, 
Summarizing, we have 
THEOREM 6.3. Let D = -D be an invertible m x m matrix, let A, be 
an n X n matrix, and let B,, B, be n X m matrices (all matrices are real). Zf 
the algebraic Riccati equation 
XRX+XA;-A,X-Q=O, 
where 
Q = -B, D-‘B:‘, R = B. Dp’BT 2 !?.> A 2 = A + B D-‘B? 1 1 2> 
has a real symmetric solution X, then the function 
W(A) =D-B$(AZ-A,)-lB, +B;(AZ-A:‘)-lB, (6.10) 
admits a factorization 
W(A) = L(A)TDL(A) (6.11) 
where L(A) is a real rational matrix function. In that case L(A) is given by 
L(A) = Z + D-‘(B; - B,‘X)(hZ -A;))lB,, 
and its inverse is given by 
L(A)-’ = Z - D-‘( B:’ - B:‘X)( AZ - A; - RX-‘B,. 
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Moreover, if the triple (A,, B,, Bl) is minimal (in other words, 
f-l:==, Ker( BlA’;) = (0), & Im(A:B,) = R”, 
or, equivalently, the realization 
B,T( AZ - A,) -’ B, 
is minimal), then the factorization (6.11) of the function W(h) given by 
(6.10) is also minimal. 
Combining with Theorem 6.2, we obtain a sufficient condition for the 
existence of a minimal symmetric factorization: 
THEOREM 6.4. Let D, A,, B,, B, be as in Theorem 6.3, and assume 
that the triple (A,, B,, Bc) is minimal. Zf the real matrix 
A I + B D-‘BT 1 2 -B D-lBT 1 I 
B 
2 
D-‘BT 
2 
AT-B D-‘Bl 
1 2 1 
is diagonalizable, then the real skew-symmetric function 
admits a minimal symmetric factorization. 
7. THE COMPLEX CASE 
All the results of this paper can be extended to the case of complex 
matrices and rational matrix functions. In this section we review some of 
these results, and since the proofs are the same as in the real case, we omit 
the details. All matrices are assumed to be with complex entries. 
Let H be an n X n nonsingular skew-symmetric matrix. Equation (2.1) 
remains valid, with generally complex matrix S. A subspace M c @” is called 
H-Lagrangian if xTHy = 0 for all x, y E M and dim M = n/2. For a pair 
of matrices (A, H >, where A is a H-symmetric matrix, the canonical form is 
available (see, e.g., [ll, 171). 
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THEOREM 7.1. Given a pair (A, H ), where H is nonsingular skew-sym- 
metric and a is H-symmetric (i.e., HA = AS‘H >, there exists a nonsingular 
matrix S such that (S’AS, S?‘HS) is block-diagonal with blocks of the 
following types: 
A’ = [‘*rr’ ,,;:)). H’ = [ ‘:, ;)> 
where a E @. 
Theorem 2.4 and its proof are valid in the complex case as well (actually, 
when constructing the matrix N from the matrix M, only the case s = 1 
appears in the complex case). 
The results of Sections 4, 5, and 6 are also valid in the complex case. That 
is, we consider rational matrix functions W(A) with complex coefficients 
satisfying 
W(A) = -W(h)? 
for all complex A not poles of W(A), and we are looking for symmetric 
factorizations 
W(A) = L( /qTDL( A), (7.1) 
where D = - D1‘ = W(m) and L(A) is a rational matrix with complex 
coefficients. For example, we will state the complex field versions of Theo- 
rems 5.1 and 6.2. 
THEOREM 7.2. Let W(A) = D + C(AI, - A)-‘B be a minimal realiza- 
tion of a skew-symmetric (complex) rational m X m matrix function, where 
D = -DT = W(m) is invertible, and let H be the unique invertible (com- 
plex) skew-symmetric matrix for which 
HA = ATH, HB = CT. 
Let M be an A-invariant H-Lagrangian subspace, and let MX be an AX- 
invariant (here AX = A - BD- ‘C) H-Lagrangian subspace such that 
62’ = M i MX. (7.2) 
Then W(A) has a minimal factorization (7.1) where 
L(A) = Z + D-%-(A1 - 7rArr-‘rrB, (7.3) 
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and where rr is the projection along M onto M x. The poles of L( A>* coincide 
with the eigenvalues of AJU ( multiplicities included), and the zeros of L(h) 
coincide with the eigenvalues of A ‘1 MX (multiplicities included). 
Conversely, if W(A) f t ac or-s minimally in (7.11, then there exists an 
H-Lagrangian A-invariant subspace M and an H-Lagrangian A ‘-invariant 
subspace MX such that (7.2) holds and L(h) is given by (7.3). 
THEOREM 7.3. Consider the equation 
XRX+XA;-A,X-Q=O, (7.4) 
where R = -R*, Q = -Q’, and A, are complex matrices. Assume that the 
matrix 
4 Q 
i i R A; 
is diagonalizable. Then the equation (7.4) admits a complex symmetric 
solution X. 
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