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AN INTERESTING CLASS OF
PARTIAL DIFFERENTIAL EQUATIONS
WEN-AN YONG
Abstract. This paper presents an observation that under reasonable conditions, many
partial differential equations from mathematical physics possess three structural proper-
ties. One of them can be understand as a variant of the celebrated Onsager reciprocal
relation in Modern Thermodynamics. It displays a direct relation of irreversible processes
to the entropy change. We show that the properties imply various entropy dissipation
conditions for hyperbolic relaxation problems. As an application of the observation, we
propose an approximation method to solve relaxation problems. Moreover, the obser-
vation is interpreted physically and verified with eight (sets of) systems from different
fields.
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1. Introduction
The goal of this paper is to draw attention to a class of partial differential equations
(PDEs) of the form
(1.1) Ut +
d∑
j=1
Fj(U)xj = Q(U).
Here U is the unknown n-vector-valued function of (x, t) ≡ (x1, x2, · · · , xd, t) ∈ R
d ×
[0,+∞), taking values in an open subset G ofRn (called state space); Q(U) and Fj(U)(j =
1, 2, · · · , d) are given n-vector-valued smooth functions of U ∈ G; and the subscripts t
and xj refer to the partial derivatives with respect to t and xj , respectively.
As fundamental PDEs and as intermediate models [7, 15, 19] between the Boltzmann
equation [2] and hyperbolic conservation laws [4], systems of first-order PDEs with source
terms describe various irreversible processes of scalar type [11]. Important examples occur
1
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in chemically reactive flows [9], radiation hydrodynamics [17, 22], invisicid gas dynamics
with relaxation [31], nonlinear optics [12], and so on.
Since the last decade, PDEs of the form (1.1) have attracted much attention. See [20, 28,
25] and references cited therein. One of the main interests is to identify a set of structural
properties (axioms) that are satisfied by most of important equations from applications
and, meanwhile, provide a convenient framework for the development of mathematical
theories. In this regard, two stability conditions and various entropy dissipation conditions
have been proposed in [26] and [3, 19, 29, 13, 25], respectively. See also [28, 23]. All those
conditions are generalizations of the well-known subcharacteristic condition [16] for (1.1)
with n = 2 and d = 1. For (1.1), such a condition is the same in spirit as the H-theorem
for the Boltzmann equation [2] and as the entropy condition for conservation laws [4].
In this paper, we present an observation that under reasonable assumptions, many
equations of the form (1.1) from mathematical physics fall within a class characterized
with the following three properties. (I) Every system in the class admits a strictly convex
entropy function [10, 6], (II) the source term can be written as a product of a non-positive
symmetric matrix and the corresponding entropy variable, and (III) the symmetric matrix
has a constant null-space.
The first property is the well-known entropy condition for conservation laws and cor-
responds to the classical principles of thermodynamics. Property (II) can be understand
as a variant of the celebrated Onsager reciprocal relation in Modern Thermodynamics
[11, 14] and implies the second law of thermodynamics. It displays a direct relation of
irreversible processes to the entropy change. Property (III) expresses the fact that physi-
cal laws of conservation hold true, no matter what state the underlying thermodynamical
system is in (equilibrium, non-equilibrium, and so on).
We will verify the three properties for eight (sets of) systems of the form (1.1) arising
in gas dynamics with damping or with relaxation, nonlinear optics, radiation hydrody-
namics, chemical reactions, kinetic theories (both moment closure systems and discrete
velocity models), and so on. Furthermore, we show that the properties ensure a uniquely
defined Maxwellian and imply various entropy dissipation conditions in the literature for
hyperbolic relaxation problems. Thus, all the general results in [27, 30, 18, 23, 29, 13, 25, 5]
apply to the aforementioned fields.
We notice that the examples in Sections 8 and 9 have a common kinetic origin. More-
over, we know from [8] that the chemical systems in Section 7 have a similar origin. It
would be interesting to include the radiative gas example of Section 6 in the same basket,
with the idea that radiation is associated with particles (photons) collisions. In other
words, we show that the kinetic theory yields the Onsager relation for gas mixtures.
As an application of our observation, we propose an approximation method to solve the
relaxation problems. The accuracy of the method is analysed for initial value problems
with smooth initial data, by using the results in [27]. In this analysis, an important
ingredient is a continuation principle for hyperbolic singular limit problems (Lemma 9.1
in [28] and the appendix in [1]). Further analysis and applications of the approximation
method are desirable.
Our discussions indicate that the above three properties have a solid basis, from both
mathematical and physical points of view. Thus, it seems reasonable to take the properties
as requirements in construction of new mathematical models for irreversible phenomena.
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The paper is organized as follows. In Section 2 we present the observation and discuss
its mathematical consequences. Section 3 is devoted to the approximation method. Some
physical interpretations are given in Section 4. The rest of the paper deals with the eight
(sets of) examples.
2. An Observation
The main contribution of this paper is the following observation that under reason-
able assumptions, many partial differential equations (PDEs) of the form (1.1) arising in
mathematical physics admit the following structure:
(I). There is a strictly convex smooth function η(U) such that ηUU(U)FjU(U) is sym-
metric for all U ∈ G and all j.
(II). There is a symmetric and non-negative definite matrix L = L(U) such that
Q(U) = −L(U)ηU(U).
(III). The null space of L(U) is independent of U ∈ G.
Throughout this paper, ηU(U) should be understand as a column vector. We will use ∗
as a superscript to denote the transpose operator.
Recall that (I) is the classical observation due to Godunov [10], and Friedrichs and Lax
[6] for conservation laws
Ut +
d∑
j=1
Fj(U)xj = 0.
In what follows, we point out several important conclusions of the above observation.
First of all, we show
Proposition 2.1. The observation is invariant under linear transformations of the form
V = PU.
Here P is a constant and invertible n× n-matrix.
Proof. Let η = η(U) be the strictly convex function in the observation. We need to show
that the observation holds true with η˜(V ) = η(P−1V ) for
Vt +
∑
j
(PFj(P
−1V ))xj = PQ(P
−1V ).(2.1)
To this end, we compute
ηU = P
∗η˜V and ηUU = P
∗η˜V V P.
The second equality indicates that η˜V V (V ) is positive definite, since so is ηUU(U). The
latter is equivalent to the strict convexity of η(U). Therefore, η˜(V ) is strictly convex.
Since
η˜V V (PFj(P
−1V ))V = (P
−∗ηUUP
−1)(PFjUP
−1) = P−∗ηUUFjUP
−1
is symmetric, (I) follows. Moreover, since
PQ(P−1V ) = −PLηU = −PLP
∗η˜V
and P is independent of U , (II) and (III) follow. This completes the proof. 
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Let r be such a constant that (n − r) is the dimension of the null space in (III). In
Proposition 2.1, we take P to be such a matrix that its first (n − r) rows span the null
space. Then the next proposition becomes obvious.
Proposition 2.2. Under the observation, there is a constant invertible matrix P and a
symmetric positive definite r × r-matrix l(U) such that
PL(U)P ∗ = diag(0(n−r)×(n−r), l(U)).
Here and below we denote by 0X the origin of R
X to avoid possible confusions.
With P from Proposition 2.2, the source term in (2.1) obviously has the form
PQ(P−1V ) =
(
0n−r
q(V )
)
with q(V ) ∈ Rr. Accordingly, we introduce the partition
V =
(
u
v
)
and rewrite (2.1) as
(2.2)
(
u
v
)
t
+
d∑
j=1
(
fj(u, v)
gj(u, v)
)
xj
=
(
0n−r
q(u, v)
)
.
Notice that
q(u, v) = −l(u, v)η˜v(u, v).(2.3)
Because P is invertible and constant, (2.2) with (2.3) is equivalent to (1.1). Thus,
one may assume that (1.1) is already in the form (2.2) with (2.3). In particular, the
symmetric matrix L in (II) has the block-diagonal form in Proposition 2.2 and l(U)
therein is symmetric and positive definite.
With the equivalent form (2.2), we turn to the following theorem, which is related to
the so-called equilibrium manifold
E := {U ∈ G : Q(U) = 0}.
Theorem 2.3. Assume that (1.1) possess the three observed properties and the state space
G is convex. Then for every U ∈ G, there is at most one point in E , say M = M(U),
such that U −M(U) is in the orthogonal complement of the null space. Moreover, there
are two positive functions c(U) < C(U), defined in the domain of M = M(U), such that
c(U)|U −M(U)| ≤ |Q(U)| ≤ C(U)|U −M(U)|.(2.4)
Here |X| denotes the Euclid norm of matrix or vector X.
Note that M(U) may be defined only in part of the state space. A prototype of MU)
is the Maxwellian in kinetic theory [2].
Proof. Assume that for a certain U ∈ G, there are two points M1,M2 ∈ E such that both
U −M1 and U −M2 are in the orthogonal complement of the null space. Let P be the
invertible matrix in Proposition 2.2 and set
PU = (u, v), PM1 = (u1, v1), PM2 = (u2, v2).
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Then we have q(u1, v1) = 0 = q(u2, v2) and u1 = u = u2. Since l(u, v) is positive
definite, from (2.3) it follows that q(u, v) = 0 if and only if η˜v(u, v) = 0. Thus we have
η˜v(u, v1) = 0 = η˜v(u, v2). This contradicts the strict convexity of η˜ and thereby proves
the first part of the theorem.
For the inequalities in (2.4), we denote by m(U) the last r components of M(U). Since
η˜ = η˜(U) is strictly convex, there is a symmetric and positive definite r × r-matrix a(U)
such that
η˜v(PU) = η˜v(PU)− η˜v(PM(U)) = a(U)(v −m(U)).
Thus, from (2.3) we have q(PU) = −l(PU)a(U)(v−m(U)). Now the inequalities in (2.4)
can be easily verified with
c(U) =
(
|P ||P−1||l−1(PU)a−1(U)|
)−1
,
C(U) =|P ||P−1||l(PU)a(U)|.
This completes the proof. 
The following theorem provides connections of the observation to the existing entropy
dissipation conditions in the literature for hyperbolic relaxation problems.
Theorem 2.4. Assume that (1.1) possess the three observed properties. Then the follow-
ing conclusions hold:
(1) η∗U(U)Q(U) ≤ −λ
−1(U)|Q(U)|2 for all U ∈ G, where λ(U) is the maximum
eigenvaue of L(U).
(2) Q(U) = 0 if and only if η∗U(U)Q(U) = 0 if and only if ηU(U) is in the null space.
(3) η∗U(Ue)Q(U) = 0 for any U, Ue ∈ G with Ue satisfying Q(Ue) = 0.
(4) For U satisfying Q(U) = 0, QU(U)η
−1
UU (U) is symmetric and non-positive definite,
and its null space coincides with that of L(U).
(5) For the equivalent version (2.2) with (2.3), r × r-matrix qv(u, v) is invertible for
(u, v) satisfying q(u, v) = 0.
Proof. (1). Since L(U) is symmetric and non-negative definite, it is clear that L2(U) ≤
λ(U)L(U). Therefore we have
η∗U(U)Q(U) = −η
∗
U (U)L(U)ηU (U) ≤ −λ
−1|L(U)ηU(U)|
2 = −λ−1(U)|Q(U)|2.
Note that the symmetry of L(U) is crucial to the inequality.
(2). From (1) it follows immediately thatQ(U) = 0 if and only if η∗U(U)Q(U) = 0. Since
η∗U(U)Q(U) = −η
∗
U(U)L(U)ηU (U) and L(U) is symmetric, η
∗
U(U)Q(U) = 0 is obviously
equivalent to that ηU(U) is in the null space of L(U).
(3). It follows from (II) that for Ue satisfying Q(Ue) = 0, ηU(Ue) is in the null space of
L(Ue). Thanks to (III), ηU(Ue) is in the null space of L(U) for any U ∈ G. Thus, we have
L(U)ηU(Ue) = 0(2.5)
and thereby η∗U(Ue)Q(U) = 0 for any U, Ue ∈ G with Ue satisfying Q(Ue) = 0.
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(4). From (II) and (2.5) it follows that
Q(U) = −L(U)(ηU(U)− ηU(Ue)).(2.6)
With this relation, it is clear that
QU(Ue) = −L(Ue)ηUU(Ue).
Thus (4) becomes obvious.
(5). Recall the block-diagonal form of L(u, v) for (2.2) with (2.3). It follows from (2)
that η˜v(u, v) = 0 for (u, v) satisfying q(u, v) = 0. Thus, we compute from (2.3) that at
(u, v) satisfying q(u, v) = 0, qv(u, v) = −l(u, v)η˜vv(u, v). Note that η˜vv(u, v) is positive
definite, since η˜(u, v) is strictly convex. This, together with the positive definiteness of
l(u, v), implies the invertibility of qv(u, v). Hence the proof is complete. 
By Theorem 2.4, if a system of PDEs possesses the three observed properties, then it
satisfies all the entropy dissipation conditions in [3, 19, 29, 13, 25]. In fact, all the existing
conditions consist of (I) and some additional requirements. They are η∗U(U)Q(U) ≤ 0,
which is implied by (1) of Theorem 2.4, and (2) of Theorem 2.4 in [3]. In [19], there is only
one additional requirement which is η∗U(U)Q(U) ≤ 0— the second law of thermodynamics.
In [29], the additional requirements are (1) and (5) of Theorem 2.4, while they are (2)
and (4) in [13]. The entropy dissipation condition in [25] is that in [29] with |Q(U)| in (1)
replaced by |U −M(U)|. For this see the inequalities in (2.4). Moreover, it was shown
in [29] that the entropy dissipation condition therein implies the stability conditions in
[26, 27]. Thus, all the general results in [5, 13, 18, 23, 25, 27, 29, 30] are valid for PDEs
of the form (1.1) which possess the three observed properties.
3. An Approximation Method
Consider (1.1) with a small parameter ǫ > 0:
Ut +
∑
j
Fj(U)xj = Q(U)/ǫ.(3.1)
This is the so-called relaxation problem. Assume the three observed properties in the
previous section hold for this relaxation system (3.1). Then the scaled system can be
rewritten as
Ut +
∑
j
Fj(U)xj = −L(U)ηU (U)/ǫ.
As an application of our observation, we show in this section that the above relaxation
system can be approximated with the following simplified system
(3.2) Ut +
∑
j
Fj(U)xj = −L(U∗)ηU(U)/ǫ
as ǫ tends to zero. Here U∗ ∈ G is arbitrarily fixed.
To this end, we use the equivalent form (2.2):
(3.3)
(
u
v
)
t
+
d∑
j=1
(
fj(u, v)
gj(u, v)
)
xj
=
1
ǫ
(
0n−r
q(u, v)
)
.
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Here
q(u, v) = −l(u, v)η˜v(u, v)
as in (2.3). It is not difficult to see that as ǫ goes to zero, the formal limit of solutions to
(3.3) solves the following so-called equilibrium system
ut +
∑
j
fj(u, v)xj = 0, q(u, v) = 0.
This system consists of differential and algebraic equations.
Since q(u, v) = −l(u, v)η˜v(u, v) and l(u, v) is positive definite, the equilibrium system
is equivalent to
ut +
∑
j
fj(u, v)xj = 0, η˜v(u, v) = 0.
This system is independent of l(u, v). By Theorem 2.3, the algebraic equations define v
as a unique function of u, say, v = h(u). Here we assume that the domain of h(u) is
non-empty and open! Thus, the equilibrium system becomes
ut +
∑
j
fj(u, h(u))xj = 0, v = h(u).(3.4)
It is remarkable that h(u), and thereby the equilibrium system, is independent of l(u, v)!
As is pointed out in the previous section, relaxation system (3.1) satisfies the stability
conditions in [26, 27], for it possesses the three observed properties. Thus, Theorems 6.1
and 6.2 in [27] apply here: For smooth initial data, there is a finite and ǫ-independent time
interval [0, T ] such that the initial value problem of (3.1) has a unique smooth solution
U ǫ = U ǫ(x, t) defined for t ∈ [0, T ] and satisfying
U ǫ = P−1
(
u
h(u)
)
+O(ǫ)(3.5)
in a certain Sobolev space, as ǫ goes to zero. See [27] for details. Here u solves the
corresponding initial value problem of the equilibrium system in (3.4). In addition, we
have assumed for simplicity that the initial data take values in equilibrium and thereby
initial-layers do not appear. Recall from [27] that the time interval [0, T ] is the life-span
of the smooth solution u.
Note that (3.4) is also the equilibrium system for the corresponding equivalent version
(2.2) of the simplified system (3.2). The latter obviously possesses the three observed
properties. Thus, we see that with the same initial data, the simplified system has a unique
smooth solution Uˆ ǫ defined in the same time interval and having the same expansion
Uˆ ǫ = P−1
(
u
h(u)
)
+O(ǫ)(3.6)
as ǫ goes to zero. Here the key points are the same equilibrium system and the same time
interval. The latter is attributed to a continuation principle for hyperbolic singular limit
problems (Lemma 9.1 in [28], see also the appendix in [1]). Consequently, we see from
(3.5) and (3.6) that
U ǫ − Uˆ ǫ = O(ǫ),
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in a certain Sobolev space, as ǫ goes to zero.
In conclusion, we have shown that for small ǫ, relaxation systems (3.1) and (3.2) are
close to each other in a finite and ǫ-independent time interval for initial value problems
with smooth data. The above discussion suggests an approximation method to solve the
original relaxation system (3.1). Further analysis and applications of this approximation
method are desirable. In particular, it would be interesting to study the closeness for
specific systems in the regime of non-smooth solutions.
4. Physical Interpretations
In this section, we give some physical interpretations of the three observed properties in
Section 2. Recall that for a thermodynamic system inside which n irreversible processes
occur, the infinitesimal entropy change dS due to the processes can be expressed as a sum
of two parts:
dS = deS + diS.
Here deS is the part supplied to the system by its surroundings, and diS is that produced
inside the system. It is well known (see, e.g., [11]) that deS corresponds to the flux terms
in (1.1) and diS to the source term. The second law of thermodynamics states that diS
is zero for reversible processes and positive for irreversible ones.
Based on our observation, (1.1) can be rewritten as
(4.1) Ut +
d∑
j=1
Fj(U)xj = −L(U)ηU (U).
This form relates irreversible processes directly to the entropy change ηU .
Recall that the physical entropy S is equal to −η and its existence is guaranteed by the
classical principles of thermodynamics [11, 14]. This explains why the classical observation
(I) has a solid basis in thermodynamics. The Gibbs relation on the total differential of η
(or S), in this general level, reads as
dη = ηU(U) · dU,(4.2)
where the dot “ · ” between two vectors means the scalar product. The usual Gibbs
relation
θdS = de+ pd
(1
ρ
)
+ · · ·
is a slight rearrangement of (4.2). Here θ is the temperature, e is the specific internal
energy, p is the pressure, ρ is the density, and the dots come from other possible internal
variables.
Property (II) very much looks like the celebrated Onsager reciprocal relations in Non-
equilibrium Thermodynamics [11, 14], if one understands the source terms as irreversible
fluxes and the entropy variables as thermodynamic forces or affinities. However, it is
slightly different from the Onsager relation. Firstly, it seems new to choose the entropy
variables, instead of their linear combinations, as thermodynamic forces. Secondly, unlike
the Onsager relation,
Q(U) = −L(U)ηU (U)
is a nonlinear relation between Q(U) and ηU(U). In fact, the matrix L = L(U) depends on
U . Because the entropy function is strictly convex, there is a one-to-one correspondence
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between U and the entropy variable ηU(U) (see [6] for a proof of this fact). Thus, L
depends on the entropy variable, which plays the role of affinities here.
By the way, it is well known (see, e.g., [21], page 125–126) that there are difficulties in
choosing the thermodynamic forces and fluxes when applying the notion. Here we have
proposed an unconventional but unambiguous choice of the couple.
Furthermore, we recall (2.6) and deduce that for any U, Ue ∈ G with Ue satisfying
Q(Ue) = 0,
Q(U) =− L(U)(ηU(U)− ηU (Ue))
=− L(Ue)(ηU(U)− ηU(Ue))− (L(U)− L(Ue))(ηU(U)− ηU(Ue))
=− L(Ue)ηU(U) +O(|U − Ue|
2).
Neglecting the higher-order term, we obtain a linear relation
Q(U) = −L(Ue)ηU(U)
between Q(U) and ηU(U). Because L(Ue) is symmetric, this is the Onsager reciprocal
relation if one considers the source terms as irreversible fluxes and the entropy variables
as affinities.
As to Property (III), we recall the equivalent form (2.2) of (1.1). In (2.2), the first (n−r)
equations represent (n−r) conservation laws. Note that r might not have been a constant
without assuming (III). In other words, Property (III) expresses the fact that the physical
laws of conservation hold true, no matter what state the underlying thermodynamical
system is in (equilibrium, non-equilibrium, and so on).
5. Four Specific Examples
From this section on, we will verify the three observed properties in Section 2 for a
number of systems of the form (1.1) arising in applications. This section contains four
comparatively simple examples.
Example 1. Multi-dimensional Euler equations of gas dynamics with damping:
ρt + div(ρu) =0,
(ρu)t + div(ρu⊗ u) +∇p(ρ) =− ρu.
As usual, ρ = ρ(x, t) stands for the density and u = u(x, t) is the velocity. This system is
of the form (1.1) with U =
(
ρ
ρu
)
∈ Rd+1.
It is well known that function
η(U) =
ρ|u|2
2
+
∫ ρ ∫ τ p′(σ)
σ
dσdτ.
is a strictly convex entropy for the above system in the classical sense (I). By computing
ηU(U), we see that
Q(U) = −diag(0, ρId)ηU(U),
where Ik is the unit matrix of order k. Thus, the properties (II) and (III) obviously hold
with L(U) = diag(0, ρId) for ρ > 0.
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Next three examples all have the form (2.2) with r = 1. For such a system, if there is
a function η = η(u, v) satisfying Property (I), then the observation is obviously true with
L(U) = −
q(u, v)
ηv(u, v)
diag(0(n−r)×(n−r), 1)
(0X is the origin of R
X), provided that
q(u, v)
ηv(u, v)
< 0(5.1)
for all (u, v) under consideration. The inequality (5.1) is a stability condition for the
corresponding systems.
Example 2. A 3-D quasilinear system for nonlinear optics:
~Dt −∇× ~B = 0,
~Bt +∇× ~E = 0,
χt = | ~E|
2 − χ
with ~D = (1 + χ) ~E. See [12] for an explanation of the equations above. The state space
here is G =
{
( ~D, ~B, χ) : ~D ∈ R3, ~B ∈ R3, χ > 0
}
⊂ R7.
Set
U =

 ~D~B
χ

 .
In [12], Hanouzet and Huynh showed that function
η(U) ≡ (1 + χ)−1| ~D|2 + | ~B|2 + χ2/2
is a strictly convex entropy in the classical sense (I) in order to study the corresponding
relaxation limit of the above system. By computing ηU(U), we see that
Q(U) = −diag(06×6, 1)ηU(U).
Thus, the observation is true with L(U) = diag(06×6, 1).
Example 3. 1-D Euler equations of gas dynamics in vibrational non-equilibrium (in
Lagrangian coordinates):
νt − ux =0,
ut + px =0,
(e +
u2
2
)t + (pu)x =0,
qt =ω(θ1)− ω(θ2).
See [31] for an explanation of the equations above.
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For this system, we know from [31] that there is a strictly convex function η = η(ν, u, e+
u2
2
, q) such that Property (I) holds and
ηq(U) =
1
θ1
−
1
θ2
.
Then we have
Q(U) = −θ1θ2
ω(θ1)− ω(θ2)
θ1 − θ2
diag(03×3, 1)ηU(U).
Thus, the observation is true with
L(U) = θ1θ2
ω(θ1)− ω(θ2)
θ1 − θ2
diag(03×3, 1),
for ω = ω(θ) is strictly increasing [31].
Example 4. 1-D Euler equations for isothermal motions of a viscoelastic material (in
Lagrangian coordinates):
νt − ux =0,
ut + px =0,
(p+ Eν)t =− p− g(ν).
See [24] for an explanation of the equations above.
For this system, we know from [24] that function
η(U) = u2/2− Eν2/2− pν −
∫ −p−Eν
h−1(σ)dσ,
is a strictly convex entropy in the classical sense (I). Here h−1 is the inverse of h(ν) =
g(ν)−Eν, which exists under the so-called subcharacteristic condition
0 < gν(ν) < E.(5.2)
Since
ηp(U) = h
−1(−p− Eν)− ν,
we have
Q(U) = −
p+ g(ν)
h−1(−p− Eν)− ν
diag(02×2, 1)ηU(U).
Thus, the observation is true with
L(U) =
p+ g(ν)
h−1(−p−Eν)− h−1(h(ν))
diag(02×2, 1),
for h(ν) = g(ν)−Eν is strictly decreasing [24] under the subcharacteristic condition (5.2).
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6. Radiation Hydrodynamics
In this section, we consider discrete-ordinate models of the Euler equations for radiation
hydrodynamics [17, 22], which are of the form (1.1) with
U =


ρ
ρv1
ρv2
ρv3
ρE
I1
...
IL


, Fj(U) =


ρvj
ρv1vj + δ1jp
ρv2vj + δ2jp
ρv3vj + δ3jp
ρEvj + pvj
µ1jI1
...
µLj IL


, Q(U) =


0
0
0
0
Cρ
∑L
l=1(Il −B(θ))
−ρ(I1 − B(θ))
...
−ρ(IL − B(θ))


.
Here ρ is the density, vj is the velocity in the j
th direction, E = e + |v|2/2 with e the
specific internal energy, Il is the radiation intensity in the direction µ
l = (µl1, µ
l
2, µ
l
3),
p = p(ρ, e) is the pressure, δij is the standard Kronecker delta, C is a positive constant,
and B = B(θ) is the Planck function of temperature θ.
For this system, the state space is (0,∞)×R3×(0,∞)L+1. Since the basic assumptions
of radiation hydrodynamics are not valid at low temperatures, we restrict the temperature
domain to [θ0,∞) with θ0 > 0 a constant.
Recall that B = B(θ) > 0 is strictly increasing with respect to θ ≥ θ0. We denote by
b = b(y) the inverse function of B(θ), that is,
θ = b(B(θ)), ∀ θ ≥ θ0.(6.1)
Note that b = b(y) is strictly increasing. Moreover, it is smooth if so is B = B(θ).
Define
η(U) = −ρs(ρ, e)− C
L∑
l=1
∫ Il
B(θ0)
dy
b(y)
(6.2)
with s = s(ρ, e) the specific entropy. It is straightforward to verify that this η is strictly
convex. Since the system is the classical Euler equations coupled weakly to L linear
transport equations, η is obviously an entropy function for the system. Namely, Property
(I) is verified.
Note that
ηρE(U) = −
1
θ
, ηIl(U) = −
C
b(Il)
and set
σl :=
Il − B(θ)
θ−1 − b−1(Il)
.
Then it is not difficult to see that
Q(U) = −L(U)ηU (U)
An interesting class of partial differential equations 13
with
L(U) = ρ


04×4 04×1 04×1 04×1 04×1 · · · 04×1
01×4 C
∑
l σl −σ1 −σ2 −σ3 · · · −σL
01×4 −σ1 C
−1σ1 0 0 · · · 0
01×4 −σ2 0 C
−1σ2 0 · · · 0
01×4 −σ3 0 0 C
−1σ3 · · · 0
...
...
...
...
...
...
...
...
...
...
...
...
...
...
01×4 −σL 0 0 0 · · · C
−1σL


.(6.3)
Since σl > 0 for all l, this L(U) is symmetric and non-negative. Moreover, its null space
is
span
{
e1, e2, e3, e4, e5 + C
∑
l≥6
el
}
,
which is independent of U . Here ek is the k
th column of the unit matrix I(L+5). Conse-
quently, the properties (II) and (III) are also verified.
7. Chemically Reactive Flows
Most of this section is taken from [9], except the verification of the properties II and
(III). For multi-component reactive flows, if we neglect external forces, diffusion of mass,
heat conduction and viscosity, and but retain the chemical reactions, the flows are de-
scribed with PDEs of form (1.1), where
U =


ρ1
ρ2
...
ρns
ρv1
ρv2
ρv3
ρE


, Fj(U) =


ρ1vj
ρ2vj
...
ρnsvj
ρv1vj + δ1jp
ρv2vj + δ2jp
ρv3vj + δ3jp
ρEvj + pvj


, Q(U) =


m1ω1
m2ω2
...
mnsωns
0
0
0
0


.(7.1)
Here ρk is the density of the k
th species, ns is the number of the species, ρ =
∑
k ρk is
the total density, vj is the mass averaged flow velocity in the j
th direction, E = e+ |v|2/2
with e the specific internal energy of the mixture, p is the pressure, δij is the standard
Kronecker delta, mk is the molar mass of the k
th species (known constants), and ωk is the
molar production rate of the kth species. The system of will be closed by specifying e, p
and ωk as functions of the natural variable
Y = (ρ1, ρ2, · · · , ρns , v1, v2, v3, θ)
∗(7.2)
with θ the absolute temperature.
We will specify ωk later. p and e are given as in [9]. For p, we denote by Rg the universal
gas constant, write rk = Rg/mk and then define
p = θ
∑
k
rkρk.(7.3)
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e is taken as the weighted average of the specific internal energy ǫk of the k
th species:
ρe =
∑
k
ρkǫk,(7.4)
where
ǫk =ǫ
0
k +
∫ θ
θ0
cvk(y)dy.(7.5)
Here ǫ0k is the specific internal energy of the k
th species at the reference temperature
θ0 > 0, and cvk = cvk(θ) are given smooth functions of θ ∈ [θ0,∞), denoting the specific
heat at constant volume of the kth species and satisfying mink,θ{cvk(θ)} > 0.
The state space for the natural variable Y defined in (7.2) is (0,∞)ns ×R3 × [θ0,∞).
For the conserved variable U defined in (7.1), it is
G ≡
{
U ∈ Rns+4 : Uk > 0 for 1 ≤ k ≤ ns and Uns+4 > φ(U1, U2, · · · , Uns+3)
}
,
where
φ(U1, U2, · · · , Uns+3) =
U2ns+1 + U
2
ns+2 + U
2
ns+3
2
∑
k≤ns
Uk
+
∑
k≤ns
Ukǫ
0
k.
Since φ is a convex function, the state space G is convex.
Introduce
sk(ρk, θ) = s
0
k +
∫ θ
θ0
cvk(y)
y
dy − rk ln
(
ρk
mk
)
,(7.6)
where s0k is a constant, and define
η(U) = −
∑
k
ρksk(ρk, θ).(7.7)
We show that this η = η(U) is an entropy function in the classical sense (I). Since
ρE =
∑
k
ρk
(
ǫ0k +
∫ θ
θ0
cvk(y)dy
)
+
ρ|v|2
2
due to (7.4) and (7.5), we compute to obtain
θU =
(∑
k
ρkcvk(θ)
)−1(
|v|2
2
− ǫ1, · · · ,
|v|2
2
− ǫns ,−v1,−v2,−v3, 1
)
.
Thus, it follows from (7.7) and (7.6) that
(7.8) ηU =
1
θ
(
µ1 −
|v|2
2
, · · · , µns −
|v|2
2
, v1, v2, v3,−1
)∗
,
where
µk = ǫk + rkθ − skθ(7.9)
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denotes the chemical potential of the kth species. On the other hand, by the definitions
of U and Y in (7.1) and (7.2), we compute
∂Y
∂U
=

 Ins 0ns×3 0ns×1−ρ−1v(1, 1, · · · , 1) ρ−1I3 03×1
θU


with v = (v1, v2, v3)
∗, and thereby
ηUU(U) =
∂ηU
∂U
=
∂ηU
∂Y
∂Y
∂U
=


(
δklrlρ
−1
k
)
ns×ns
−θ−1(1, 1, · · · , 1)∗v∗ θ−2(
|v|2
2
− ǫk)
03×ns θ
−1I3 −θ
−2v
01×ns 01×3 θ
−2

 ∂Y
∂U
=
(
∂Y
∂U
)∗
(
δklrlρ
−1
k
)
ns×ns
0ns×3 0ns×1
03×ns ρθ
−1I3 03×1
01×ns 01×3 θ
−2
∑
k ρkcvk(θ)

 ∂Y
∂U
> 0.
Therefore, η(U) is strictly convex. Moreover, since
∑
j
ξjFj(U) = (v · ξ)U +

0ns×1ξ
v · ξ

 p
due to (7.1), we have
∂U
(∑
j
ξjFj(U)
)
= (v · ξ)Ins+4 +


ρ1
ρ2
...
ρns
ρv
ρE + p


∂U(v · ξ) +

0ns×1ξ
v · ξ

 pU .
Therefore, it follows from (7.8), (7.3), (7.4), (7.9) and (7.7) that
η∗U∂U
(∑
j
ξjFj(U)
)
= (v · ξ)η∗U + η∂U(v · ξ) = ∂U(v · ξη).
Hence, η(U) is a strictly convex entropy function for the system in the classical sense (I).
Next we turn to specifying ωk by following [9] again. Let the system have nr reversible
reactions for ns species: ∑
k
ν ′kiSk ⇋
∑
k
ν ′′kiSk
for i = 1, 2, · · · , nr. Here Sk is the chemical symbol for the k
th species, and ν ′ki and
ν ′′ki are the stoichiometric coefficients of the k
th species in the ith reaction. The molar
production rates ωk are the Maxwellian production rates obtained in the kinetic framework
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of the “slow reaction regime” or in the “tempered reaction regime”, when the chemical
charactersitic times are larger than the mean free times of molecules:
(7.10) ω ≡ (ω1, ω2, · · · , ωns)
∗ =
∑
i
τi(ν1i, ν2i, · · · , νnsi)
∗ ≡
∑
i
τiνi.
Here νki = ν
′′
ki − ν
′
ki and τi is the rate of progress of the i
th reaction:
(7.11) τi = Kfi(θ)
∏
k
(
ρk
mk
)ν′
ki
−Kri(θ)
∏
k
(
ρk
mk
)ν′′
ki
,
where Kfi(θ) and Kri(θ) are the direct and reverse constants of the i
th reaction, respec-
tively; and
(7.12)
Kfi(θ)
Kri(θ)
= Kei(θ) := exp
(
−
∑
k
(rkθ)
−1νkiµk(mk, θ)
)
with µk(mk, θ) the chemical potential (7.9) at the unit concentration: ρk/mk = 1.
It is well know that ∑
k
mkωk = 0.
In fact, let ne be the number of elements involved in the system and denote by ekl the
number of the lth element in the kth species. We have the element conservation relations∑
k
ν ′kiǫkl =
∑
k
ν ′′kiǫkl(7.13)
for i = 1, 2, · · · , nr and l = 1, 2, · · · , ne. On the other hand, the species molar mass mk is
related to the elemental masses al by the relation
mk =
∑
l
alǫkl.
Hence it follows from (7.10) and (7.13) that∑
k
mkωk =
∑
k
∑
i,l
alǫklτiνki =
∑
i,l
alτi
∑
k
ǫkl(ν
′′
ki − ν
′
ki) = 0.
Similarly, we have
(7.14)
∑
k
mkνki = 0.
To see the properties (II) and (III), we set
M = diag(m1, m2, · · · , mns), Y = (Rgθ)
−1(µ1, µ2, · · · , µns)
∗.
and
∆i = Kfi(θ)
∏
k
(
ρk
mk
)ν′
ki
∫ 1
0
exp(σ < Y ,Mνi >)dσ > 0.
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It follows from (7.11), (7.12), (7.9), (7.6), (7.10) and (7.14) that
τi =−∆iν
∗
iMY
=− (Rgθ)
−1∆iν
∗
iM
(
µ1 −
|v|2
2
, µ2 −
|v|2
2
, · · · , µns −
|v|2
2
)∗
.
Note that the reaction rates τi depend exponentially on the chemical affinities ν
∗
iMY , due
to ∫ 1
0
exp(σ < Y ,Mνi >)dσ =
exp(< Y ,Mνi >)− 1
ν∗iMY
.
Moreover, we set
V = (ν1, ν2, · · · , νnr) and ∆ = diag(∆1,∆2, · · · ,∆nr).
Then we deduce from (7.1), (7.10) and (7.8) that
Q(U) = −R−1g diag(MV∆V
∗M, 04×4)ηU(U).
Since MV is a constant matrix and ∆ is positive definite, the null space of MV∆V ∗M is
independent of U . Hence the observation is verified with
L(U) = R−1g diag(MV∆V
∗M, 04×4).
Finally, let us mention that some statements of Proposition 2.4 are also discussed in
[9].
8. Moment Closure Systems
Moment closure systems in kinetic theories are PDEs of the form (1.1). In this section
we show that our observation holds for the exponentially based closure systems in [15]
corresponding to the Boltzmann equation
(8.1) ft + ξ · ∇xf =
∫
(ω,ξ′)∈Sd−1×Rd
(f⋆f
′
⋆ − ff
′)B(ω, ξ, ξ′)dωdξ′.
Here f = f(x, t, ξ) ≥ 0 denotes the kinetic density of particles at the position-time-
velocity point (x, t, ξ) ∈ Rd×R+×R
d, the dot “ ·” between two vectors means the scalar
product, f⋆ = f(x, t, ξ⋆), f
′
⋆ = f(x, t, ξ
′
⋆) and f
′ = f(x, t, ξ′) with
ξ⋆ = ξ − ω · (ξ − ξ
′)ω and ξ′⋆ = ξ
′ + ω · (ξ − ξ′)ω,
B = B(ω, ξ, ξ′) is the collision kernel which is positive almost everywhere in its domain
Sd−1 ×Rd ×Rd, and dω is the normalized measure on the unit sphere Sd−1.
First of all, we recall the celebrated identity (see [2])
(8.2) 4
∫
φ(ξ)(f⋆f
′
⋆ − ff
′)Bdωdξ′dξ =
∫
(φ+ φ′ − φ⋆ − φ
′
⋆)(f⋆f
′
⋆ − ff
′)Bdωdξ′dξ
for any continuous function φ = φ(ξ). Here and below, the integrals are taken over the
whole domain and we write φ′ = φ(ξ′), φ⋆ = φ(ξ⋆) and φ
′
⋆ = φ(ξ
′
⋆). The identity is a direct
result of the following symmetry properties of B(ω, ξ, ξ′):
(8.3) B(ω, ξ, ξ′) = B(ω, ξ′, ξ) = B(ω, ξ⋆, ξ
′
⋆).
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Clearly, the integral in (8.2) is zero (independent of f) if φ+φ′ = φ⋆+φ
′
⋆. It is well-known
[2] that
(8.4) φ+ φ′ = φ⋆ + φ
′
⋆ if and only if φ(ξ) ∈ span{1, ξ1, ξ2, · · · , ξd, |ξ|
2}.
Moment closure systems considered here are derived from the Boltzmann equation as
follows. Let n be a positive integer and give n linearly independent continuous functions
ck = ck(ξ) of ξ ∈ R
d (k = 1, 2, · · · , n). Multiplying (8.1) with ck(ξ) and integrating the
resulting equations with respect to ξ ∈ Rd leads to n equations
(8.5) ∂t
∫
ckfdξ +∇x ·
∫
ξckfdξ =
∫
ck(f⋆f
′
⋆ − ff
′)Bdωdξ′dξ.
Let αk = αk(x, t)(k = 1, 2, · · · , n) be n unknown scalar functions of (x, t). Substituting
(8.6) f = f(x, t, ξ) = exp
( n∑
k=1
ck(ξ)αk(x, t)
)
into (8.5), we get n first-order PDEs for the n unknown αk.
Remark 8.1. Traditionally, each ck is a polynomial of ξ and
∫
ckfdξ is called a moment.
Here we do not require the ck’s to be polynomials.
To make clear that the moment closure systems in (8.5) with (8.6) are of the form (1.1),
we write c(ξ)α =
∑n
k=1 ck(ξ)αk and introduce the following functions of α ∈ R
n:
η¯(α) =
∫
exp
(
c(ξ)α
)
dξ,
qj(α) =
∫
ξj exp
(
c(ξ)α
)
dξ,
Q(α) =


Q1
Q2
...
Qn

 =
∫ 
c1
c2
...
cn

( exp(c⋆α + c′⋆α)− exp(c′α + cα))Bdωdξ′dξ.
(8.7)
Here we have considered
(8.8) f⋆f
′
⋆ = exp(c⋆α+ c
′
⋆α) and ff
′ = exp(cα + c′α)
thanks to the Ansatz in (8.6). With such an f , we formally have
η¯αk ≡
∂η¯
∂αk
=
∫
ckfdξ and qjαk ≡
∂qj
∂αk
=
∫
ξjckfdξ.
Thus (8.5) can be rewritten as
(8.9)
∂η¯α(α)
∂t
+
∑
j
∂qjα(α)
∂xj
= Q(α).
Assume that there is a convex open set G ⊂ Rn such that the functions in (8.7) are
well-defined and smooth for α ∈ G. The existence of such a G depends on the choice of
the ck’s and will not be addressed here. The interested reader is referred to [15].
Define
U = η¯α(α) and G = η¯α(G).
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We show that, for any U ∈ G, there is a unique α ∈ G such that U = η¯α(α). In fact, since
the ck’s are linearly independent, the Hessian matrix η¯αα(α) is symmetric positive definite
and thereby η¯(α) is strictly convex. Then the strictly convex function (η¯(α) − α∗U) of
α ∈ G takes its local minimum at those α satisfying U = η¯α(α). Since G is convex, there is
at most one such minimum point. Consequently, U = η¯α(α) has a global inverse α = α(U)
for U ∈ G and G is diffeomorphic to the convex open set G.
For U ∈ G, set
η(U) := α∗(U)U − η¯(α(U)).
We see that the inverse function α(U) is equal to ηU(U). Thus, with
(8.10) Fj(U) := qjα
(
ηU(U)
)
and Q(U) := Q
(
ηU(U)
)
,
we arrive at the following system of PDEs:
(8.11)
∂U
∂t
+
∑
j
∂Fj(U)
∂xj
= Q(U).
In [15], Levermore showed that η(U) defined above is a strictly convex entropy function
for (8.11) in the classical sense (I).
To verify the observed properties (II) and (III), we use (8.2) and rewrite Q(α) defined
in (8.7) as
Q(α) =
− 1
4
∫ 
c1⋆ + c
′
1⋆ − c
′
1 − c1
c2⋆ + c
′
2⋆ − c
′
2 − c2
...
cn⋆ + c
′
n⋆ − c
′
n − cn

( exp(c⋆α + c′⋆α)− exp(c′α + cα))Bdωdξ′dξ.
Notice that
exp(c⋆α+ c
′
⋆α)− exp(c
′α+ cα)
=
∫ 1
0
exp[σ(c⋆ + c
′
⋆ − c
′ − c)α + (c′ + c)α]dσ(c⋆ + c
′
⋆ − c
′ − c)α.
We set
b = b(α, ξ, ξ′, ξ′⋆, ξ⋆) =
∫ 1
0
exp[σ(c⋆ + c
′
⋆ − c
′ − c)α + (c′ + c)α]dσ
and define
aij(α) =
1
4
∫
(ci⋆ + c
′
i⋆ − c
′
i − ci)bB(cj⋆ + c
′
j⋆ − c
′
j − cj)dωdξ
′dξ.(8.12)
Thus, L(U) = [aij(ηU(U))]n×n is a symmetric matrix and
Q(U) = Q(ηU(U)) = −L(U)ηU(U).
Since b and B are both positive, it follows from (8.12) that L(U) is non-negative. More-
over, the null space of L(U) is{
α ∈ Rn :
∫ ∣∣(c(ξ) + c(ξ′)− c(ξ⋆)− c(ξ′⋆))α|2dωdξdξ′ = 0},
which is independent of U . Hence the observation holds for the moment closure systems
in [15].
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9. Discrete Velocity Models
In this section, we consider discrete velocity models in kinetic theories [7]:
(9.1) fkt + a(k) · ∇xfk = Qk(U)
for k = 1, 2, · · · , n. Here fk = fk(x, t) denotes the mass density of gas particles with
the constant velocity a(k) ∈ Rd at time t and position x, a(k) · ∇x =
∑d
j=1 aj(k)∂xj ,
U = (f1, f2, · · · , fn)
∗, and Qk(U) is the collision term given by
(9.2) Qk(U) =
∑
ijl
(Aklijfifj − A
ij
klfkfl),
where the summation is taken over all i, j, l ∈ {1, 2, · · · , n} and the coefficients Aklij are
non-negative constants satisfying
(9.3) Aklij = A
ij
kl = A
ij
lk.
It is not difficult to deduce from these symmetry properties that
(9.4)
n∑
k=1
φkQk(U) =
1
4
∑
ijkl
Aklij (φk + φl − φi − φj)(fifj − fkfl)
Remark that (9.3) and (9.4) are analogous to the fundamental properties in (8.3) and
(8.2) of the Boltzmann equation.
Our aim here is to show that, in the state space
G :=
{
fk > 0 : k = 1, 2, · · · , n
}
∋ U,
the discrete velocity model (9.1)-(9.3) admits our observation with the strictly convex
function
η(U) =
n∑
k=1
fk(log fk − 1).(9.5)
The strict convexity of η(U) is obvious. Since it does not contain any cross-term, η(U) is
an entropy function for the diagonal and semilinear system (9.1).
To see the properties (II) and (III), we set
bklij = b
kl
ij (U) =
∫ 1
0
exp[σ(log fi + log fj − log fk − log fl) + log fk + log fl]dσ > 0,
which obviously has the symmetry properties (9.3). Then the source terms can be rewrit-
ten as
Qk(U) =
∑
ijl
Aklij b
kl
ij (log fi + log fj − log fk − log fl)
= −
∑
m
akm log fm,
(9.6)
where
akm(U) = −
∑
jl
Aklmjb
kl
mj −
∑
il
Aklimb
kl
im +
∑
ij
Akmij b
km
ij + δkm
∑
ijl
Aklij b
kl
ij
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with δkm the Kronecker delta. Therefore, we have
Q(U) = −[akm]n×nηU(U) ≡ −L(U)ηU (U),(9.7)
for ηU(U) = (log f1, log f2, · · · , log fn)
∗ due to (9.5).
It remains to check the desired properties of L(U) defined in (9.7). Thanks to the
symmetry properties (9.3) for both bklij and A
kl
ij , it is not difficult to see that akm = amk,
that is, L(U) is symmetric. Moreover, let y = (y1, y2, · · · , yn) ∈ R
n. We refer to (9.4)
and (9.6) to obtain
yL(U)y∗ =
1
4
∑
ijkl
Aklij b
kl
ij (yi + yj − yk − yl)
2 ≥ 0.
Hence, L(U) is non-negative and its null space is{
y ∈ Rn : Aklij (yi + yj − yk − yl) = 0 for all i, j, k, l
}
.
which is independent of U . Hence, our observation holds for the discrete velocity kinetic
models constructed in [7].
We conclude this paper by writing down the simplified system (3.2) for the discrete ve-
locity models. To do this, we compute from (9.5) that ηU(U) = (log f1, log f2, · · · , log fn)
∗.
Then the corresponding simplified system reads as


f1
f2
...
fn


t
+
∑
j


aj(1) 0 · · · 0
0 aj(2) · · · 0
...
...
...
...
0 0 · · · aj(n)




f1
f2
...
fn


xj
= −L


log f1
log f2
...
log fn


where L is a constant, symmetric and non-negative definite n× n-matrix.
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