INTRODUCTION
It has been shown that non-speech sounds can be designed to communicate complex information at the humancomputer interface [3, 4, 8] . Unless these sounds supply information that users need to know they will serve no real purpose; they will become an annoying intrusion that users will want to turn off. Therefore an important question that must be answered is: Where should non-speech sound be used to best effect in the graphical human-computer interface?
The combination of graphical and auditory information at the interface is a natural step. In everyday life bclth senses combine to give complementary information about the world; they are interdependent.
The visual system gives us detailed data about a small area of focus whereas the auditory system provides general data from all around, alerting us to things we cannot see. The combination of these two senses gives much of the information we need about our environment. These advantages can be brought to the human-computer interface. Whilst directing our visual attention to one specific task, such as editing a document, we can still monitor the state of other tasks on our machine. One of the advantages of sound is that it can be heard from 360" all around without having to take visual attention away from the current task. Once the information has been extracted then it must be categorised. Feedback from the click is demanding as the user has actively to press the mouse button; it is static as it does not change; it is action-dependent:
The user must press the button; and it is transient: The click only lasts a short time. When the thumb
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reaches the target a demanding event is given so that the user knows that they are where they want to be. 
EXPERIMENT
An experiment was designed to test an auditory-enhanced scrollbar based on the design described above. The aim of the experiment was to examine the ESM method to see if the changes it suggested would improve usability. The experiment was a two-condition within-subjects design. In one half of the test subjects were given a standard visual scrollbar and in the other subjects were given an auditoryenhanced one (see Figure 3 ).
Subjects
The twelve subjects used were postgraduate students from 
Tasks
Subjects were given two types of task. The first, which we will call the 'Search' Tasks, involved the subjects visually searching through a file of data to find significant features.
These features were such things as whole line of 'a's together. When the target was found the subjects had to say which page the target occurred on. The other tasks, which we will call the 'Navigate' Tasks, involved subjects being given instructions to go to a specific point on a specific page and read the data that was there. For example, subjects were asked to go to page seven and read the first six characters of the first line. Along with these absolute navigation tasks relative tasks were also given. For example, subjects were asked to go up four pages from the current page and read the first six characters of the last line. The data were described to the subjects as 'experimental results data'. The rationale given to the subjects for the tasks was that they were searching through the data to find significant features for analysis.
Sounds Used
The earcons were designed using the guidelines put forward This is often quoted as a reason for not using sound inan interface [4] as it is argued that continued presentation of sound can be an annoyance for the user. In addition to these seven factors wealsoasked oursubjects toindicate, overall, which of the two interfaces they felt made the task easiest. Experimental
Design and Procedure
The experiment was in two halves. Half of the subjects had the visual condition first the other half had the auditory condition first to counterbalance any learning effects (see Figure 3 ). After the first condition subjects filled in a set of Figure 4 ). This browser allowed subjects to navigate around a document using ascrollbar and indicated page boundaries with adotted line, inasimilar way to many wordprocessors.
The scrollbar used in the browser only allowed clicking in the grey region above or below the thumb wheel to scroll by a window of data either way. The subjects could not drag the thumb wheel or scroll by lines using the arrows.
The data files used were made up of groups of three lines of thirty randomly generated 'a' to 'f' characters separated by a blank line. sample Search and Navigate tasks were undertaken using a training data file. In the main test subjects were given a task, when they were ready to start they pressed %Y that started a timer. When they completed their task they pressed %3Y again, the timer was turned off and the time recorded. Other errors were recorded by the experimenter.
The audio-enhanced scrollbar described above was used. In the initial training of subjects for this condition the feedback provided by the scrollbar was described in detail. The training and testing then proceeded as described above for the visual condition.
Experimental Hypotheses
The hypotheses were based around the predictions of the ESM analysis technique described above. If there was more useful feedback from the widget then time to complete the tasks and error rates should be reduced. 
Timing and Error Results
Along with workload tests, more conventional measures of time and error rates were taken. Figure 6 shows the total times taken by each of the subjects in the two conditions for This work is supported by SERC studentship 90310837.
