In this paper, we treat the capacitated location-routing problem (CLRP). The CLRP which combines the facility location problem with the routing problem is one of the most important problems in combinatorial optimisation field. In this study, we propose a new two-stage heuristic (2-SH) algorithm for the large-scale CLRP. In fact, our aim is to find high-quality solutions for very large-scale problems within a short computing time. The proposed method consists of two major stages. In the first, the routing sub-problem is solved using a tabu search. Then, in the second stage, to associate each route to a facility, the location-allocation sub-problem is treated by means of a simulated annealing method. Our proposed approach is evaluated on large-scale randomly generated instances and compared successfully with other two state-of-the-art algorithms from the literature.
Introduction
The objective of every supply chain is to maximise the overall value generated by maximising performance and reducing costs (Granada and Silva, 2012) . Furthermore, the industrial environment becomes more competitive and companies must succeed in the management of their supply chain. Some of the most important decisions in logistics management and supply chain design are depot location and vehicle routing decisions. The depot location is considered as a strategic decision and the vehicle routing can be classified as an operational decision (Granada and Silva, 2012) . Due to the interdependence between the two decisions, it will be more beneficial and greatly advances the quality of solutions if the two problems are treated simultaneously (Salhi and Rand, 1989) . Therefore, the integration of supply chain decisions becomes an important field in the operational research and the supply chain management (Javid and Azad, 2010) .
In the LRP, the goal is to serve some customers. This goal is achieved by choosing a subset of locations from a given set of potential locations to establish facilities; these decisions are jointly taken with decisions on the routing of vehicles so as to optimise a given function while satisfying some constraints. Many different location-routing problems have been described in the literature. This paper deals with the capacitated location-routing problem (CLRP) with uncapacitated depots, capacitated routes and fixed costs to open a depot. The objective is to locate some depots and to determine the routes originated from each opened depot in order to minimise the overall cost including the location and the transportation costs.
In this study, we develop a new heuristic algorithm for the large-scale CLRP. Our aim is to find high-quality solutions for very large-scale problems within short computing time. The proposed method consists of two major stages. In the first stage, a greedy insertion technique (GIT) is applied to find minimum cost giant not-closed tour, then this tour is split into feasible routes regarding the vehicle capacity constraint. The cost of each route is improved using a tabu search (TS) procedure in order to construct a minimum cost closed routes. In the second stage, to associate each route to a facility, a special uncapacitated facility location-allocation problem (UFLP) is solved by means of a simulated annealing method taking as input the different routes from the previous stage. The remainder of this paper is organised as follows: The relevant literature is reviewed in Section 2. In Section 3 the key characteristics of the problem are outlined, and the mathematical formulation is showed. Then the solution framework approach is presented in Section 4. In Section 5, the method is evaluated and computational experiences on set of large-scale randomly generated test problems are presented, while Section 6 offers concluding remarks and perspectives. Finally, the Appendix summarises the tables and the figure.
Literature review
During the past four decades, a sizable body of methods has been developed for CLRP. In general, we can classify these methods into three categories: exact algorithms, metaheuristic algorithms, mat-heuristic algorithms (Drexl and Schneider, 2013) . In meta-heuristic algorithms the original problem is often decomposed into two sub-problems and solved with two-phase algorithms. In the first phase, the location-allocation sub-problem is treated, where the goal is to determine some facilities to be opened and to allocate the customers to these facilities; and in the second, the routing sub-problem is solved for each opened facility. In addition, some proposed methods allow the allocation decisions during the routing phase (Escobar et al., 2014) . In several cases, the two sub-problems are solved into an iterative loop. The frameworks used by the exact methods proposed are: branch-and-price, branch-and-cut, and cut-and-column generation. Although these algorithms and others are successfully applied with differences in implementation detail, there is plenty room for other improvement. Mat-heuristics are hybrid algorithms, which combine mathematical programming and metaheuristics approaches. For the CLRP, the meta-heuristics are combined by Lagrangian relaxation and/or solvers-framework. In general, these solvers use the exact branch-and-cut algorithms. In Table 1 , the most recent and effective algorithms proposed for the simple and moderate CLRP are outlined. It lists: the reference, the proposed algorithm and their category. Because the present paper focus on the very large-scale CLRP, in the following, the works that are closely related to this study are presented in detail. Harks et al. (2013) introduced an approximation algorithm approach for CLRP (approx). First, to find a good location-configuration, an approximate solution to a special uncapacitated facility location problem (UFLP) is found, then, a minimum spanning tree on a modified graph is constructed. The algorithm splits the spanning tree into sub-trees and the sum of customers' demands in each sub-tree is between 50% and 100% of the vehicle capacity. In addition, each sub-tree is turned to a route by duplicating its edges. Next, each route is assigned to an opened facility from the previous step. Finally, the Lin-Kernighan-Helsgaun heuristic (Helsgaun, 2000) is used to improve the routes of the solution returned by the approximation algorithm. The two proposed methods (approx and approx-LKH) are successfully used to solve some very large-scale CLRP instances. Alvim and Taillard (2013) introduced a mat-heuristic algorithm for the large-scale LRP with capacitated vehicles and uncapacitated facilities. The proposed method is based on the partial optimisation metaheuristic under special intensification conditions (POPMUSIC) framework. In the beginning, the algorithm finds a set of centres by solving the relaxed capacitated p-median problem (CPMP) for a sample of the customer locations, and all customers are allocated to these centres. Next, based on the vehicle capacity, the algorithm splits each super-cluster from the first step into clusters by solving, another time, the relaxation of the CPMP using the gradient method. In order to reduce the vehicle capacity violations of clusters, the gradient method is enhanced by a local search. For each cluster, a TSP-tour is constructed, then some facilities are opened. As a result, an initial feasible solution of good quality is obtained. Finally, the authors proposed a TS method, which is similar to the one presented in Taillard (1993) , as an improvement procedure in the POPMUSIC framework.
In the survey of Nagy and Salhi (2007) , the authors summarised the recent mathematical programming formulations and heuristic algorithms for many variants of LRPs. Furthermore, an overview of the more recent literature on LRPs, which has been introduced after Nagy and Salhi (2007) , has been provided by Drexl and Schneider (2013) and Prodhon and Prins (2014) .
The mathematical programming formulation
This study deals with the CLRP with capacitated routes, uncapacitated depots and fixed costs to open a depot, and the mathematical model described by Prins et al. (2007) is given. The objective is to locate some depots and to determine the routes originated from each opened depot in order to minimise the overall cost including the location and the transportation costs. The important assumptions in this paper are:
1 Each customer must be served by one single vehicle when its demand is less than the vehicle capacity. And served by two vehicles otherwise (Harks et al., 2013) .
2 Each route must starts and terminates at the same opened depot and its load must be inferior or equal to the vehicle capacity.
More formally, let us define I to be the set of potential facilities and J to be the set of customers. Thus, we are given an undirected graph G = (V, E), where V = J ∪ I denotes all nodes in the graph, and E is the set of arcs. In addition, with each arc (i, j) ∈ E, a symmetric transportation cost c ij is associated. The fleet K of vehicles is assumed to be homogeneous, and their size is unlimited. Each vehicle has a capacity Q and a constant cost F. A fixed opening cost O i and a capacity P i are associated to each facility i ∈ I, and each customer j ∈ J has a demand d j . The decisions variables are: y i = 1 if the depot i is opened, and y i = 0 otherwise. f ij = 1 if demands of customer j are served by the depot i, and f ij = 0 otherwise. x ijk = 1 if vehicle k goes directly from node i to node j, and x ijk = 0 otherwise. Then, the considered CLRP can be formulated as following:
subject to:
The objective function (1) minimises all the costs presented above. Constraint (2) ensures that every customer has only one predecessor in the route and visited by exactly one route. Equations (3) and (4) maintain the routes and the depots capacity constraints respectively. Thanks to the constraints (5) and (6) the continuity of each route is guaranteed and each route starts and ends at the same opened depot. the sub-tour elimination is ensured by means of constraint (7). Constraint (8) forbids that one customer to be assigned to a facility only if there is a route linking them. Finally, constraints (9), (10), and (11) impose that all decisions variables are Boolean.
Solution framework
Recently, in the most high-quality proposed methods, the original problem is often decomposed into two sub-problems and solved by means of two-phase algorithms. At first, the location-allocation sub-problem is treated; second, the routing sub-problem is solved for each opened facility. In several cases, with the aim of improving the solution quality, the two phases are repeated into an iterative loop (Drexl and Schneider, 2013) . But these techniques may increase the algorithmic complexity of these methods, as well as the use of exact algorithms only or within mat-heuristics; consequently, these methods have a difficulty to tackle the large-scale instances when we have a big data as input (Contardo et al., 2014; Harks et al., 2013) . In another way, these methods use solvers, exact methods and semi-exhaustive operators to improve the solution quality; and because these techniques are unused and very time consuming for large-scale instances, their effectiveness is not guaranteed. Consequently, when dealing with very big size problems, we must choose procedures and tools to look the best tradeoff between the solution quality and the CPU-time. To achieve this goal, the following two-stage heuristic algorithm (2-SH) is proposed. In this section, the 2-SH algorithm is presented. As mentioned above, the strength of this framework lies in dealing with large-scale instances and finding high-quality solutions in a reasonable computing time in order to be competitive with methods from the literature (Harks et al., 2013) . In our approach, in contrast to the most published heuristics, the routing subproblem is solved first and, then, the location sub-problem is treated without any iterative loop, exact methods or solvers. Hence, these techniques suggest that our algorithm is more suitable for large-scale instances. The main body of the proposed algorithm consists of two major stages that are performed sequentially. The first stage is a GIT followed by a TS procedure in which a minimum cost feasible routes are constructed. In the second stage, a simulated annealing method is used to solve a special UFLP, in which each route is assigned to an opened facility. In what follows, all these procedures and the main differences compared to methods from the literature are described in detail.
The first stage
In this stage, the goal is to build minimum cost feasible routes. First, a GIT is used to create a not closed giant tour. Then, this procedure is followed by a splitting procedure to build feasible routes. So, the giant tour is split into several routes so as to satisfy for each route the vehicle capacity. In the improvement part, a TS procedure is applied to improve the quality of the created routes. The previously mentioned procedures are described in detail in the following subsections.
Greedy insertion technique
In Prins et al. (2007) and Escobar et al. (2014) an initialisation schema was proposed by the construction of a giant TSP-tour using some well-known algorithms, and then this tour is split. However, in our proposed initialisation schema, the GIT builds a not-closed tour and not a TSP-tour. In fact, in TSP-tour two constraints must be respected. The first one is: the tour must begin and end at the same node (customer). The second one is: each node must have only one visit. However, in the not-closed tour, only the second constraints is imposed. Consequently, the construction of a TSP-tour is more difficult and time consuming than a not-closed tour. In addition, an insertion technique is sufficient to find a high-quality not-closed giant tour. Hence, we assume that this technique is more beneficial, on one hand, in term of computing time and solution quality notably for large-scale instances. On the other hand, for the clustering aim (Harks et al., 2013) .
Insertion algorithms are quite straightforward and very efficient constructive heuristics. Each insertion heuristic starts with a sub-tour of a subset of nodes, and then keeps inserting the rest by gradually adding one element at a time using some greedy fitness function. In our schema, the GIT starts with two nodes of a single edge as sub-tour. More formally, the GIT procedure performs as follows:
First let us define: • I_L: a list of customers; initially contains all customers
• I_G: a sequence of customers that builds a not-closed tour; initially empty.
In the beginning, one arbitrary arc in the graph is selected, remove the two customers of this arc from I_L, inserting them in I_G and evaluating all other customers in I_L using the minimum distance criterion between these customers and customers in I_G. At each iteration, the best customer is inserted, then the fitness of the remained customers in I_L are updated. These steps are performed until some stopped criterion is met. Then, In the splitting procedure, the sequence of customers in I_G is respected, and the sum of customers' demands in each route is set to be the maximum that does not exceed the vehicle capacity. Any client with demand that exceeds the vehicle capacity is served by two vehicles; in one vehicle, the client is served by the full capacity of the vehicle, and the remained of the demand is served together with the other customers in the I_G sequence (Harks et al., 2013) . The splitting procedure is applied for I_G to construct a set of feasible routes L_R. Finally, our GIT scheme is outlined in Algorithm 1. 
Tabu search
The improvement part in this stage is a TS method. TS is a successful meta-heuristic that is used to solve hard combinatorial problems (Glover, 1989; Lemouari and Guemri, 2014) . Formally, the TS algorithm starts from an initial solution T_S and chooses, at each iteration, the best non-tabu solution T_S1 in their neighbourhood structure T_N(T_S). Then the T_S is replaced by T_S1 and the solution T_S is declared forbid or tabu. This procedure is repeated until some stopped criterion is met. In 2-SH framework, this procedure is used to improve the routes returned by the previous procedures. In the literature, several TS have been developed for the TSP. These methods seem to be more efficient than ours using some efficient techniques, but these techniques are time consuming (Basu and Ghosh, 2008) . Consequently, we assume that these techniques are unused in 2-SH framework because, as mentioned above, in our case the aim from the TS is to converge quickly to good-quality solutions, hence, to make the best tradeoff between the solution quality and the CPU-time. Therefore, the following simple and effective TS, which their moves focus on the worst customers in the solution, is proposed. In the following sub-sections, the main components of this method are presented: initial solution procedure, neighbourhood structure, intensification and diversification strategies, and short-term memory (tabu list). Finally, the general structure of our TS heuristic for this part is presented in Algorithm 2.
1 Initial solution procedure. In fact, the routes returned from GIT are not-closed tours and not TSP-tours. Therefore, this procedure is used to generate TSP good-quality routes as initial solution for TS. In the literature, several heuristics have been used to provide an initial solution for the TS (Basu and Ghosh, 2008) . In 2-SH framework, the Nearest Neighbourhood Heuristic (NNH) is chosen. Starting with a partial TSP-tour, at each iteration, the NNH finds the nearest unvisited customer (regarding customers of the considered route) and inserts it into the current TSP-tour. These steps are repeated until all customers of the considered route are visited. In addition, the nearest unvisited customer is the one that has the shortest edges to the partial TSP-tour.
2 Neighbourhood structure. We use three movements to define neighbourhoods during the TS process: the shift, swap and random-shift movements. The first two of these are best position-based movements and the third is a random-based movement that is used to diversify the research and to avoid that the algorithm remains in a local optimum for a given number of iterations T_NI. Our movements are based on worst customers notion. Worst-customers is the subset of the T_K worst customers in the route. The worst customer is the one that has the longest two-arcs in the route. a Shift. This movement consists of removing a random selected worst-customer from their position, and inserting it in the best position into the same route. b Swap. This movement consists of exchanging two customers. The first is randomly selected worst-customer, but the second is the best customer to change with the first so as to improve the cost. c Random-shift. This movement, which is a particular case of the shift movement described above, consists of inserting the selected customer in a random position.
The proposed procedure executes the above three moves as follows: the neighbourhood structure is constructed by the shift and the swap if the cost of the best solution is improved in the last T_NI iteration, otherwise the random-shift is used. 
Algorithm 2 Tabu_Search

The second stage
In this stage, the location sub-problem (UFLP) is tackled using the simulated annealing procedure. Similar to Escobar et al. (2014) and Prins et al. (2007) , each route is considered as a super-customer. The cost L ri of assigning the closed route r (super-customer) to facility i is the cost of best insertion of the depot-node i in r (L is a matrix). Since the depots are uncapacitated, each super-customer r will be served by their closest opened depot in the solution. Hence, the UFLP-solution is to find the best set of depots to be opened. Although Escobar et al. (2014) and Prins et al. (2007) use the same idea by considering each route as a super-customer, the location problem was tackled using solvers. For the simple and moderate CLRP solvers are still useful with up to only 20 facilities candidates and about 20-25 routes; but for the large scale ones, we have up to 1,000 facilities candidates and about 7,200 routes (see section of experimentation) and the previously proposed methods are unusual. To deal with this problem, the following simulated annealing method is proposed.
Simulated annealing
The simulated annealing, which has also been used successfully to solve some location problems (Marvin et al., 2006) , is a natural-inspired meta-heuristic algorithm that has been used to solve many combinatorial NP-hard problems. In order to avoid the local minimums, the SA accepts (with some probability) to move to worse solutions, and this is their main characteristic. In short and more formally, the SA stars with the initial feasible solution provided by ADD procedure below, and at each iteration, the difference in the objective function values is computed between the current solution L_Sc and the best solution in their neighbourhood structure L_Sc 1 , θ ← Cost(L_Sc 1 ) ← Cost(L_Sc). If difference is negative, so the objective function is improved, then the current solution L_Sc is replaced by the new one L_Sc 1 ; otherwise the new solution L_Sc 1 , is accepted with a probability e -θ/pr . The SA is repeated until some stopped criterion is met. Note that, when the algorithm progresses, pr, which is the temperature in the physical case, is decreased using a factor ρ(ρ < 1) as pr ← pr × ρ. Furthermore, in order to enhance the convergence of SA, an ADD procedure is used to generate good-quality initial solution, as well as the unused of the SWAP move [CPU-time consuming move (Sun, 2006) ]. In the following, the main parts of SA are described: ADD procedure, Solution representation, Neighbourhood evaluation, and Neighbourhood structure. Finally, our SA is outlined in Algorithm 3.
1 ADD procedure. In the literature of UFLP, several greedy procedures have been developed. In contrast to the most published greedy heuristics where all facilities candidates are reevaluated at each iteration, our AP based on the H function [see formula (12)] and the fitness of facilities are fixed during the research process. Thus, the reevaluation computing time is kept (Sun, 2006; Sumanta and Megha, 2013) . Furthermore, in contrast to the naive approaches, the research process is guided using H. Finally, our AP performs as follows:
First, let us define the fitness function of each depot H:
In (12), R1 is a subset of super-customer r where i is the closest depot. In fact, the best depot is the one that has the lowest value of H. Thus our AP scheme for the UFLP is outlined in the following steps:
• Step 1: evaluate all depots facilities using H.
•
Step 2: add all depots facilities into a list L_List with the croissant order according to H. • Step 3: choose randomly the depot to be opened across the L_K best depots in
L_List.
• Step 4: add this depot to the solution L_S and remove it from L_List.
• Step 5: evaluate the solution provided by the step 4.if the cost is decreased, go to the step 3, otherwise stop the procedure.
In addition, for the diversification and the flexibility aims, the depots to be opened are chosen sub-randomly (see step 3).
2 Solution representation. To make an effective algorithm, the solution encoding is very important. In our implementation, three data structures are used: a vector VS and two matrix (AS, SM):
The solution is represented as a vector VS = {vs 1 , ..., vs m } of binary variables, vs i equal to 1 if and only if the facility i is opened and 0 otherwise. For the sake of efficiency, an assignment matrix AS is proposed. Obviously, every customer j is assigned to the closest facility. In addition, AS contains for each customer j their assigned facility i and the assignment cost c ij . Furthermore, a static matrix SM is used, and it contains for each customer the list of all candidate facilities in the ascending order of c ij . Figure 1 (see the Appendix) shows an UFLP solution with four depots candidates and six customers, and their representation.
3 Neighbourhood evaluation: At each SA iteration, new solutions are generated. Obviously, each new solution is the result of application of some operators on the current solution. Furthermore, in the naive way, the cost of each new solution is recalculated regardless of the current solution, but, this procedure is very CPU-time consuming notably for very large-scale problems. To deal with this problem, using AS and SM, the cost of neighbourhood solution is updated and not recalculated regarding the cost of current solution as follows:
Note that, m is the number of customers, and n is the number of facilities.
• If a new facility i is opened, then vs i ← 1 and the solution cost will be increased by O i . the procedural complexity of this update is O(1). Next, for each customer j, if their assignment cost AS j , 3 is greater than the c ij , then j will be assigned to i, their assignment cost will be c ij and the solution cost will be decreased by
It is clear that the procedural complexity of this loop is O(m). Thus, the complexity of this procedure is O(m).
• Furthermore, if a facility i is closed, then vs i ← 0 and the solution cost will be decreased by O i . The procedural complexity of this update is O(1). Moreover, for each customer j assigned to i′ we search in SM the first opened facility . i′′ Then, j will be assigned to i′′ and the solution cost will be increased by In fact, it is hard to estimate the complexity of this procedure, but in the best case this procedure is O(1) where the closed facility has only one customer and the next facility in the SM regarding j is opened. The worst case, in which the procedural complexity is O(m × n), is the one where all customers are assigned to the closed facility and only one other facility is opened, and this facility is the worst of all customers, i.e., the last in SM for all customers. Experimentally, we assume that this procedure is too near to their best case. Contrary to the above mentioned procedures, the complexity of the recalculated procedure in the naive way is O(m × n).
Neighbourhood structure. In the UFLP each neighbourhood of the current solution
L_Sc is generated by changing the status of one facility (opening or closing) or two facilities (swapping); so we have three moves:
• the ADD move, which opens a closed facility
• the DROP move, which closes an opened facility
• the SWAP move, which replaces an opened facility by a closed one.
In fact, the SWAP is a CPU-time consuming move (Sun, 2006) . Therefore, at each iteration only the ADD and DROP moves are used to create the neighbourhood structure L_N(L_Sc). 
Complete algorithm (2-SH)
Finally, the 2-SH framework is described by the following Algorithm 4. The final solution final_solution is constructed by assigning each route to their appropriate depot, i.e., to insert the depot-node into the route. In Algorithm 4, it is clearly motioned that the TS procedure is applied when the route length is greater than 7. 
Parameters setting
In our experimentation, the following parameters are used: the stopping criterion for TS and SA algorithms are set to be the number of customers in the route and the maximal number of potential facilities candidates respectively. First, for the TS we have: T_NI = 15, T_K = 10, T_L = 15, the size of the neighbourhood structure (|T_N(T_S)|) is set to be 20. Second, for the simulated annealing we have: L_K is fixed at 10, ρ is set to be 0.98, pr is fixed at 1,500 and the size of the neighbourhood structure (|L_N(L_S)|) is set to be 50.
Experimentation
In the literature, many of benchmarks dataset have been proposed for the simple and moderate CLRP with up to 20 facilities and 200 customers and, in this study, these instances are not considered as large-scale problems (Prodhon and Prins, 2014) . For the large-scale CLRP we have the dataset of Harks et al. (2013) with up to 1,000 facilities candidates and 10,000 customers. Since 2-SH is particularly developed for large-scale problems only the dataset of Harks et al. (2013) is used. Our 2-SH was implemented in JAVA. All experiments were conducted on a Pentium 4 computer with 2.5 GHz. To test the 2-SH performance, the benchmark dataset of Harks et al. (2013) is used, and the results obtained are compared to the best known solutions provided by proposed methods in the literature, these instances and the best known solutions are available for download at clrlib (http://www.coga.tu-berlin.de/vmenue/download media/clrlib). In the following, first, the test dataset is described; then the results obtained by the 2-SH are presented and compared and, finally, the results are discussed.
Similar to the generating approach of Tuzun and Burke (1999) , without any use of clustering, Harks et al. (2013) proposed a dataset of 27 large-scale randomly generated instances with size as follows: M (1,000 clients, 100 facilities), L (5,000, 500) and XL (10,000, 1,000). Test problems in the same size are divided into three problem types named 1, 2, 3 with three instances in each. The differences in the problem types are in the values of the facility opening costs O i . With O i randomly chosen from [0; 100], [100; 200] , and [200; 500] respectively. Furthermore, for the three problems of the same size and same type, the vehicle capacity Q is set to be 9, 100, 1,000 respectively. For all problems, client demands were drawn uniformly at random from [0; 10] and finally, x-and y-coordinates for clients and facilities were drawn uniformly at random from [0; 100], and Euclidean distances are used in all instances. So, we have obtained in total 27 instances. It must be mentioned that all instances of the same size have the same base network. Thus, we have the same network with different parameters. Authors used this technique with the aim of comparing the effects of these parameters on solution structure, performance of the algorithms and quality of the lower bounds. Table 2 describes these instances. Column one contains the name of the instance, columns two and three are the size in terms of the number of candidate facilities and the number of clients respectively. Columns four and five are the average of demands of all clients and the average of the cost of all facilities, column six is the vehicles capacity, the seven is the best known solution and the last is the lower bound. Table 3 gives the best value out of five random runs of the 2-SH. Column one contains the name of instance, columns two, three and four are the sum of the opened depots, their cost and the sum of routes in the solution respectively, columns five and six are the solution cost and The average deviation of solution cost to the lower bound (gap) calculated as follows:
, solution cost lower bound lower bound − and the last column is the CPU-time. All CPU-times are in seconds. Table 4 presents the results of Harks et al. (2013) , their implementation was done in C++ using GCC 4.5 under SUSE Linux 11.3, and all computations were conducted on an Intel Core2 Duo E8400 processor at 3 GHz with 4 GB RAM. Table 5 presents the comparative results between the 2-SH, approx, approx-TSP and lower bound of Harks et al. (2013) . It lists instance name, the lower bound, the solution cost obtained by each algorithm and Their gap. Whenever the 2-HS improves the BKS value, its result is underlined. Note that, in Harks et al. (2013) the authors proposed an approximation algorithm for the CLRP, we referee to this algorithm by approx; moreover, the algorithm is enhanced by the well-known HLK algorithm, and the result algorithm is referred by approx-TSP.
Comparing the best values out of five random runs of the 2-SH with approx, as the approx-TSP technique, 2-SH always obtains better results than those of approx. The proposed 2-SH yields better in all instances and outperforms the approx by, on average, 26.4% (gap × 100). Furthermore, the results in Table 4 show that although approx-TSP remains better than 2-SH in 11 out of 27 instances, the 2-SH is considered as a good competitor compared to this method, and produces results that are better, on average by 4.7%, in 16 out of 27 instances. In addition, the proposed 2-SH has an observed less in the average of the objective function compared to approx and approx-TSP. In addition, we observe that 2-SH gives better results and operates effectively for instances in which the vehicle capacity is 9. In these cases, we have an important number of routes compared to other instances and, thus, the location is more difficult. That is what explains and illustrates the effectiveness of our simulated annealing method.
In Table 4 , the CPU-time is not reported. It is clear that our algorithm and the approx and approx-TSP were developed in different environments and tested on different machines. therefore, we avoid to compare directly the running times of these methods. although the direct comparison is difficult, we assume that the three algorithms have in general the same tendency in term of CPU-time regarding the scale of instances as input with up to 10,000 customers and 1,000 facilities. Finally, as approx and approx-TSP, the proposed 2-SH has proven their polynomial running.
Conclusions
In this paper, a new 2-SH for the large-scale capacitated location routing problem (CLRP) has been introduced. In the proposed method, the first stage consist on the construction of minimum cost feasible routes using a GIT and a TS method. In the second stage, a simulated annealing procedure has been used to solve a special UFLP. The simulated annealing procedure has as input the routes from the previous stage with the aim of assigning each route to a facility. Our aim was to deal with the need for algorithms that perform well with large-size instances and that are able to find high-quality solutions in a reasonable computing time. Therefore, in contrast to the most efficiency published algorithms, exact methods or solvers have not been used due to the CPU-time consumption. The performance of our algorithm was compared successfully with two state-of-the-art algorithms on a set of very large-scale benchmark instances, with up to 10,000 customers and 1,000 facilities. As the experimentation reported, the 2-SH outperforms, on average, these two algorithms and new best known solutions for 16 out of 27 instances are found. Moreover, the results showed the effectiveness of the proposed algorithm in the complex location cases, and it was clear that the key-point for the success of the proposed 2-SH was the location of the correct depots in the second stage thanks to the simulated annealing procedure. We are looking forward to combining other techniques to this solution framework to improve the routing part and to extend these heuristics to solve the inventory location routing problem (ILRP). 
