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The so-called ``solutions, constructed by means of Riemann invariants'' for
quasi-linear systems of PDEs, play an important role in gas dynamics, since they
describe the propagation and the superposition of waves. The existing methods for
 .finding solutions simple waves and simple states of this type usually deal with
systems whose coefficients do not depend on the independent variables, and have a
very limited application to non-homogeneous systems. In this paper a method for
finding such solutions in the case of general quasi-linear systems of PDEs in R2 is
presented. This method is based on a detailed investigation of the respective
overdetermined system and on a special construction, involving Pfaff systems.
Q 1997 Academic Press
1. INTRODUCTION
The systems of PDEs, describing the propagation and superposition of
waves in gas dynamics, are of the form
ai x , u ­ u j s b x , u , 1 .  .  .jk i k
 .  1 . 2 . m ..where u x s u x , u x , . . . , u x is the unknown vectorial function
 1 2 n. n i  .  .of x s x , x , . . . , x g R , a x, u and b x, u are given functions,jk k
and ­ s ­r­ x i. The waves themselves correspond to systems of a speciali
type and to their solutions, constructed by means of Riemann invariants,
i.e., solutions of the form
ui x s ¨ i R x , i s 1, 2, . . . , n. .  . .
 .First of all we should mention the classical case, when 1 has the form
u q A u u s 0 2 .  .t x
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with 2 independent variables t and x where A is a n = n matrix. If A has
n distinct eigenvalues, this system is called hyperbolic, and the respective
eigenvectors are called characteristics. It has n solutions of the form
ui t , x s ¨ i R t , x , i s 1, 2, . . . , n , 3 .  .  . .
i  .where ¨ are functions of a single variables and R t, x is a suitable
function. These solutions are called simple waves; there exists a classical
method, the so-called method of characteristics, which is usually applied
 . w xfor finding wave solutions of 2 ; for more details see Jeffrey 1 and the
monographs and the articles quoted there.
The results mentioned above are extended to similar hyperbolic systems
 w x w xwith more than 2 independent variables Burnat 2 , Peradzynski 3 , and
.others .
 .The relations 3 imply the following
 w x.  .  .DEFINITION Burnat 2 . We say that a solution u x of 1 is con-
structed by means of a Riemann invariant if it is of the form
ui x s ¨ i R x , i s 1, 2, . . . , n , .  . .
i  .  1 2 n.where the ¨ are functions of a single variable and R x s R x , x , . . . , x
is a suitable function.
More general non-homogeneous quasilinear systems of the form
ak u ­ ui s b u 4 .  .  .i j j k
w xare treated by Grundland 4, 5, 7 . In this case the solutions, constructed by
means of Riemann invariants, are called simple states; in certain cases they
 w x.correspond to solitary waves see Grundland 5 . The results obtained by
Grundland cover only the case when the respective Riemann invariant is a
linear function.
Homogeneous quasilinear systems of the form
ak x , u ­ ui s 0 5 .  .i j j
and their simple wave solutions are considered by P. Kucharczyk, Z.
w xPeradzynski, and E. Zawistowska in the paper 6 from the point of view of
the classical method of characteristics; however, the obtained results are
k  .related only with the case when in fact the coefficients a in 5 do noti j
depend on x.
In order to find and to investigate the solutions, constructed by means of
Riemann invariants simple waves and simple states in the homogeneous
.and non-homogeneous case, respectively for quasi-linear systems of the
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 .form 1 , we need a method, more powerful than the method of the
characteristics which is applicable only in the case of homogeneous
hyperbolic, or at least non-elliptic, systems with coefficients not depending
.on x . In this article we present such a method in the case of two
independent variables and two unknown functions. The idea developed
 .here can be used for extensions which are however more complicated to
more unknown functions. In particular, this method can be used for
finding simple waves and simple states.
2. RIEMANN INVARIANTS FOR QUASILINEAR SYSTEMS
OF PDES IN R2 AND THE RESPECTIVE
OVERDETERMINED SYSTEMS
The main object, which we investigate in this article, is the system
1 1 1 1 2 1­ u s a x , u ­ u q a x , u ­ u q b x , u .  .  .1 1 2 2 2 6 .2 2 1 2 2 2­ u s a x , u ­ u q a x , u ­ u q b x , u .  .  .1 1 2 2 2
and its solutions, constructed by means of Riemann invariants, i.e., its
solutions of the form
u1 x s ¨ 1 R x , u2 x s ¨ 2 R x , 7 .  .  .  .  . .  .
where ¨ 1 and ¨ 2 are functions of a single variable and R is a suitable
function. In the case when x g R2 and u g R2, which we consider here,
 .  .this system generalizes both 4 and 5 .
 w x. 1 . 2 .LEMMA 1 Grundland 4 . The functions u x and u x can be repre-
 . 1 2sented in the form 7 if and only if grad u and grad u are collinear at each
point, i.e., when
­ u1 ­ u2 s ­ u1 ­ u2 .1 2 2 1
The proof is standard. Note that in the conditions of Lemma 1 if u1 is
non-degenerated, i.e., if grad u1 / 0, then u1 is a Riemann invariant.
Hence we obtain
 1 2 .  .THEOREM 1. u , u is a solution of the system 6 , constructed by means
 1 2 .of Riemann in¨ariants, if and only if u , u is a solution of the system
1 1 1 1 2 1­ u s a x , u ­ u q a x , u ­ u q b x , u .  .  .1 1 2 2 2
2 2 1 2 2 2­ u s a x , u ­ u q a x , u ­ u q b x , u 8 .  .  .  .1 1 2 2 2
1 2 1 2­ u ­ u s ­ u ­ u .1 2 2 1
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This system consists of three equations, and since the number of
unknown functions equals two, it is overdetermined. But in order to
represent it in a form suitable from the point of view of a desired
integration, we must resolve it with respect to certain partial derivatives;
this requires an analysis of this system as an algebraic system with respect
to the partial derivatives of the unknown functions. Substituting ­ u1 and1
2  . 1­ u from the first two equations of 8 in the third one and denoting ­ u1 2
and ­ u2 by X and Y, respectively, we obtain the equation2
a2 X 2 y a1 y a2 XY y a1 Y 2 q b2 X y b1Y s 0. 9 . .1 1 2 2
 1 2 .2 2 1Let D s a y a q 4a a .1 2 1 2
 .In accordance with the type of the conic section 9 , we will call the
 .system 6 hyperbolic, elliptic, or parabolic pro¨ided D ) 0, D - 0, or D s 0,
respecti¨ ely.
This definition is equivalent to the definition given in terms of eigenval-
ues and eigenvectors of matrices, used in the Introduction of this paper
 w x w xand in many other papers see, e.g., Jeffrey 1 and Grundland 5 quoted
.above .
 .  .Note that the coefficients in 6 depend on the point x, u of the x = u
2 2  .space R = R , and therefore 6 can be of different types in different
domains.
 .A straightforward analysis of 9 leads to several results, formulated
below.
 .  .  .THEOREM 2. i If the conic section 9 is imaginary, then 6 has a
solution if and only if ­ b1 s ­ b2 s 0, and its solutions satisfy the equations2 2
­ u1 s ­ u2 s 0, ­ u1 s b1, and ­ u2 s b2.2 2 2 2
 .  .  .ii If the conic section 9 is real, then 9 can be resol¨ ed with respect
to one of the deri¨ ati¨ es X s ­ u1 and Y s ­ u2.2 2
Now we will pay special attention on the homogeneous case, when
1 2  .b s b s 0, i.e., when 6 is of the form
1 1 1 1 2­ u s a x , u ­ u q a x , u ­ u .  .1 1 2 2 2 10 .2 2 1 2 2­ u s a x , u ­ u q a x , u ­ u . .  .1 1 2 2 2
 .Then 9 reduces to
a2 X 2 y a1 y a2 XY y a1 Y 2 s 0. 11 . .1 1 2 2
 1 2 .2 2 1In the elliptic case, when D s a y a q 4a a - 0, the only solution1 2 1 2
 .  .of 11 is the trivial one: X s Y s 0. Then the equations of 10 imply that
all the derivatives ­ u j equal 0, and hence we obtaini
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 .THEOREM 3. A homogeneous elliptic system 10 has only tri¨ ial solu-
tions, constructed by means of Riemann in¨ariants, i.e., only solutions of the
form u1 s const, u2 s const.
 jNote that in the classical case, when the coefficients a do not dependi
.on x, this result is well known.
 .  .In the non-elliptic case of 10 , letting, XrY s K, we reduce 11 to a
quadratic equation with respect to K, whose roots are
1
1 2 ’K s a y a " D . 12 . .1, 2 1 222 a1
If D s 0, then K s K .1 2
 1 2 .  .THEOREM 4. If u , u is a simple wa¨e solution, satisfying 10 , then
1  . 2  .D G 0 and ­ u s K x, u ­ u , where K x, u is one of the functions,2 2
 .determined by 12 .
 .In view of the above considerations and Theorem 3, the system 8 in the
non-elliptic homogeneous case reduces to the system
1 2­ u s t x , u ­ u .1 1 2
2 2­ u s t x , u ­ u 13 .  .1 2 2
1 2­ u s K x , u ­ u , .2 2
where t s a1 K q a1 and t s a2 K q a2 . In the non-homogeneous case in1 1 2 2 1 2
 .view of Theorem 2 the system 8 can be represented in the form
1 2­ u s T x , u , ­ u .1 1 2
2 2­ u s T x , u , ­ u 14 . .1 2 2
1 2­ u s L x , u , ­ u , .2 2
 2 .  .where L x, u, ­ u is the solution of the quadratic equation 9 with2
respect to X, T s a1 L q a1 ­ u2 q b1, and T s a2 L q a2 ­ u2 q b2.1 1 2 2 2 1 2 2
Thus our main purpose in this paper reduces to presenting a method for
 .solving 14 .
3. THE CORRESPONDING PFAFF SYSTEM
The most general and powerful approach to the overdetermined systems
of PDEs is based on the Pfaff systems. Having in mind our goals, we will
 .start with some details of the classical relations between the system 14
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and the respective Pfaff system
1 2du y T dx y L dx s 01 1
2 1 2 2du y T dx y ­ u dx s 0. .2 2
Denoting for symmetry ­ u2, u1, and u2 by x 3, x 4, and x 5, respectively,2
the last system can be rewritten as
v1 dx ' dx4 y T dx1 y L dx2 s 0 . 1 15 .2 5 2 3 2v dx ' dx y T dx y x dx s 0, . 2
 1 2 5. 5where x s x , x , . . . , x g R , and T , T , and L are the functions,1 2
described at the end of the previous section. Here v1 and v 2 are
differential forms and dx is a vector field.
 .The classical Pfaff problem in this case is roughly speaking to find
 1 2 5.three functions F x , x , . . . , x , i s 1, 2, 3, so that the left hand sides ofi
 . the two equations of 15 are linear combinations with variable coeffi-
. icients of dF s  ­ F dx , dF , and dF . It is easy to verify that if F ,1 i 1 2 3 1
< <F , and F satisfy this condition and if det ­ F / 0, i, j s 1, 2, 3, then2 3 i j
according to the implicit function theorem the system F s 0, i s 1, 2, 3,i
3 3 1 2 . 4 4 1 2 .determines three implicit functions x s x x , x , x s x x , x , and
5 5 1 2 .  . 3 2x s x x , x , which satisfy 14 with x s ­ u , i.e., it determines a2
 .solution of 14 .
 .  .Therefore we can look for solutions of 15 instead of solutions of 14 .
 .Consider 15 as a linear algebraic system with respect to the coordi-
 .nates of the vector field dx. Since the rank of 15 equals 2, it has three
 .  .  .linearly independent solutions; denote them by j x , j x , and j x and1 2 3
 .  .by u x their linear hull. u x is a distribution, and its dimension equals 3.
 .It is the linear hull of all vector fields, satisfying 15 .
Any two linearly independent vector fields h g u and h g u deter-1 2
mine a subdistribution u of u of dimension 2, which is the linear hull of1
w xh and h . If h , h g u , then u is in¨oluti¨ e, and, according to1 2 1 2 1 1
Frobenius' theorem, it is completely integrable, i.e., the system of linear first
order PDEs
h F x s 0, h F x s 0, 16 .  .  .1 2
 .where F x is the unknown function, has three functionally independent
 .  .solutions F , F , and F . Comparing 15 and 16 , in view of the fact that1 2 3
 .h and h satisfy 14 we conclude that the left hand sides of the equations1 2
 .15 are linear combinations of dF , dF , and dF .1 2 3
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Thus we proved
LEMMA 2. If there exists a 2-dimensional in¨oluti¨ e subdistribution u s1
 .linear hull of h and h , then 14 has a solution, which is determined by the1 2
implicit function theorem from any three functionally independent solutions of
 .the system 16 .
The converse is also true.
 .  1 1 1 2 . 2 2 1 2 ..LEMMA 3. If 14 has a solution u s f x , x , u s f x , x ,
then there exists a 2-dimensional in¨oluti¨ e subdistribution u s linear hull of1
h and h .1 2
4 1 1 2 . 5 2 1 2 . 3Indeed, let F s x y f x , x , F s x y f x , x , and F s x1 2 3
2 1 2 . 1 . . 2 . .y ­ f x , x . Then v dx s dF and v dx s dF , and therefore2 1 2
the 2-dimensional distribution u , orthogonal to grad F , i s 1, 2, 3, pos-1 i
sesses the required property.
 .Lemma 2 and Lemma 3 reduce the problem of solving 14 to the
problem of finding two linearly independent vector fields h and h ,1 2
 . i .satisfying the algebraic system 15 , i.e., v h s 0, j s 1, 2, and such thatj
w xh , h g linear hull of h and h .1 2 1 2
4. 2-DIMENSIONAL RESOLVING DISTRIBUTIONS OF
 .PFAFF'S SYSTEM 15
In Section 3 the distribution u was characterized as the linear hull of
i .the solutions of the linear system v j s 0, i s 1, 2, with respect to j .
Now our task is to build a basis for finding all possible involutive 2-dimen-
sional subdistributions u of u .1
 w x.DEFINITION see 8 . The involutive subdistributions of u are called
 .resol¨ ing distributions for Pfaff 's system 15 .
Let the vector fields j , j , and j form a basis of u .1 2 3
 .THEOREM 5. There exists only one up to a scalar multiple ¨ector field
h , satisfying the system02
iv h s 0, i s 1, 2 .
17 .2­v j , h s 0, j s 1, 2, 3. .j
 .If 15 has a 2-dimensional resol¨ ing distribution u , then h g u .1 02 1
 .Proof. In order to satisfy the first two equations of 17 , h must be of02
the form
h s e1j q e2j q e3j .02 1 2 3
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 .Then the last three equations of 17 are equivalent respectively to
is3
i 2e ­v j , j s 0, j s 1, 2, 3. 18 . . j i
is1
But ­v 2 is antisymmetric, and therefore the rank of this linear homoge-
neous system equals either 0 or 2. In view of the fact that the expression of
2 .  . 3 2 2v dx in 15 contains the term x dx , the restriction of ­v on u is
non-trivial; consequently the above rank cannot be equal to 0, hence it
equals 2.
 .  .  1 2 3.Therefore 18 has a unique up to a scalar multiple solution e , e , e ,0 0 0
which gives the respective solution
h s e1 j q e2 j q e3 j .02 0 1 0 2 0 3
 .Now let u be a 2-dimensional resolving distribution for 15 . Since1
u ; u , then without loss of generality we can assume that j and j form1 2 3
a basis of u . And since u is involutive, we have1 1
­v 2 j , j s 0. 19 .  .2 3
1  .We will show that h g u , i.e., that in this case e s 0. Indeed, 1802 1
reduces to
2 2 3 2e ­v j , j q e ­v j , j s 0 .  .1 2 1 3
1 2e ­v j , j s 0 .2 1
1 2e ­v j , j s 0, .3 1
and the required result follows.
THEOREM 6. If the restriction of ­v1 on u is non-tri¨ ial, then here exists
 .only one up to a scalar multiple ¨ector field h , satisfying the system01
iv h s 0, i s 1, 2 .
20 .1­v j , h s 0, j s 1, 2, 3. .j
 .If in addition 15 has a 2-dimensional resol¨ ing distribution u , then h g u .1 01 1
 w x.DEFINITION see 9 . A vector field h , satisfying the system0
iv h s 0, .
i­v j , h s 0, i s 1, 2, j s 1, 2, 3 .j
 .is called a characteristic vector field for 15 .
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 .  .THEOREM 7. If the solution h of 17 satisfies also 20 , then there exist02
 .infinitely many 2-dimensional resol¨ ing distributions for 15 .
 .  .Proof. Note that if h satisfies 17 and 20 , it is in fact characteristic02
 .for 15 .
 .Let h be a non-zero vector field, which is characteristic for 15 . Let0
 1 . 2 . 3 . 4 ..c x , c x , c x , c x be a set of four functionally independent
solutions of the equations h c s 0, and let c 5 be functionally indepen-0
i i dent with this set. Take y s c , i s 1, 2, 3, 4, 5, as new in general curvilin-
.ear coordinates. Then
­
h s a y , 21 .  .0 5­ y
 1 2 3 4 5. 5  .where y s y , y , y , y , y g R and a y is a scalar function.
 .In this new system of coordinates 15 has the form
v i dy ' bi y dy1 q bi y dy2 q bi y dy3 q bi y dy4 s 0, .  .  .  .  .1 2 3 4
i s 1, 2. 22 .
  . 5.  .  .Note that, since h s a y ­r­ y satisfies 15 and hence 22 , the0
5  . .coefficients of dy in 22 equal zero.
 . 1 2 1 2Since the rank of 22 equals 2, we can assume that b b y b b / 0.1 2 2 1
 . 1 2Then 22 can be resolved with respect to dy and dy , and so reduced to
the equivalent system
i 1 i 3 i 4v dy ' dy q c y dy q c y dy s 0, i s 1, 2, 23 .  .  .  .3 4
1 2where the differential forms v and v are linear combinations of the
1 2  .forms v and v . Consequently h is characteristic for 23 , and hence the0
rank of the system
iv dy s 0, ­v h , dy s 0, i s 1, 2, .  .i 0
equals 2. But
­ ci ­ ci3 4i 3 4­v h , dy s a dy q a dy , i s 1, 2, .0 5 5­ y ­ y
which leads to the conclusion that ­ ci r­ y5 s ­ ci r­ y5 s 0, i s 1, 2, i.e.,3 4
 . 5the coefficients of 23 do not depend on y .
 1 2 .Note that the vector fields z s yc , c , 1, 0, 0 and z s1 3 3 2
1 1 .  .yc , c , 0, 1, 0 satisfy 23 , and consider a vector field h of the form4 4
1 2 3 4 1 2 3 4 .  .h s pz q qz , where p s p y , y , y , y and q s q y , y , y , y are1 2
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5  .arbitrary scalar functions, not depending on y . Taking into account 21 ,
we obtain
­ ha y . .
h , h s y ha y s y h . . .0 05 a y­ y  .
 .Hence the linear hull of h and h is involutive, and since the pair p, q0
can be chosen in infinitely many ways, the required result follows immedi-
ately.
5. THE METHOD FOR FINDING SIMPLE WAVES AND
SIMPLE STATES IN R2
The above results can be summarized in the form of the following
method.
 .  .1 The starting point is the system 6 .
 .  .2 Form the system 8 .
 .  .3 Resolve the system 8 with respect to the partial derivatives
1 2 1  2 1.  .­ u , ­ u , and ­ u or ­ u instead of ­ u to obtain system 14 .1 1 2 2 2
 .  .4 Form Pfaff's system 15 and find the fields j , i s 1, 2, 3.i
 .  .5 Form the system 17 and find its non-trivial solution h ; for02
more details see the proof of Theorem 5.
 .  .6 Form the system 20 and if its rank equals 4, find its non-trivial
solution h ; for more details see the proof of Theorem 5.01
 .7 If h and h are linearly independent, solve the linear system02 01
 .of first order PDEs h F x s 0, i s 1, 2. If the distribution u spanned0 i 1
by h and h is involutive, then this system has a set of 3 functionally01 02
independent solutions F , i s 1, 2, 3, and the implicit functions x j si
j 1 2 .  .x x , x determined by the system F x s const., i s 1, 2, 3 give the
1 4 1 2 . 2 5 1 2 .  .solution u s x x , x , u s x x , x of 6 ; this solution is a solution,
 .constructed by means of Riemann invariants simple wave or simple state .
 .If u is not involutive, then 14 has no solution.1
 .  .8 In the degenerated cases when either the rank of 20 equals 2 or
the fields h and h are collinear, take h s h and continue following01 02 0 02
the way given in the proof of Theorem 7.
 .  .  .  .9 Note that if 9 has two solutions, then the stages 3 ] 8 must be
performed twice, once for the one solution and once for the other one.
Now we will sketch the details of the application of this method in the
 .case when the given system 6 is homogeneous, but its coefficients depend
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on x and u; in this case the method of characteristics cannot be applied.
 .We describe only the non-degenerate case, when the rank of 20 equals 2
and the vector fields h and h are not collinear; therefore we perform01 02
 .  .only the stages 1 ] 7 .
 .  .1 The starting point is the system 6 , which in our case reduces to
 .the system 10 :
1 1 1 1 2­ u s a x , u ­ u q a x , u ­ u .  .1 1 2 2 2
2 2 1 2 2­ u s a x , u ­ u q a x , u ­ u . .  .1 1 2 2 2
 .  .  .2 Form the system 8 . In the homogeneous case 8 reduces to
1 1 1 1 2­ u s a x , u ­ u q a x , u ­ u .  .1 1 2 2 2
2 2 1 2 2­ u s a x , u ­ u q a x , u ­ u .  .1 1 2 2 2
1 2 1 2­ u ­ u s ­ u ­ u .1 2 2 1
 .  . 13 Resol¨ e the system 8 with respect to the partial deri¨ ati¨ es ­ u ,1
2 1  2 1.  .­ u , and ­ u or ­ u instead of ­ u to obtain system 14 .1 2 2 2
 .As it was shown in Section 2, 14 in the non-elliptic homogeneous case
 .reduces to the system 13 , namely to
1 2­ u s t x , u ­ u .1 1 2
2 2­ u s t x , u ­ u .1 2 2
1 2­ u s K x , u ­ u ; .2 2
 .here K x, u equals either K or K , where1 2
1
1 2 ’K s a y a " D .1, 2 1 222 a1
the procedure should be carried out for each of the values K s K and1
. 1 1 2 2K s K , t s a K q a and t s a K q a .2 1 1 2 2 1 2
 .  .4 Form Pfaff 's system 15 and find the fields j , i s 1, 2, 3.i
 .In our case 15 is of the form
1 4 3 1 3 2v dx ' dx y t x dx y Kx dx s 0 . 1
2 5 3 2 3 2v dx ' dx y t x dx y x dx s 0, . 2
 .  3 3.so we can choose j s 0, 0, 1, 0, 0 , j s 1, 0, 0, t x , t x , and j s1 2 1 2 3
 3 3.0, 1, 0, kx , x .
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 .  .5 Form the system 17 and find its non-tri¨ ial solution h ; for more02
details see the proof of Theorem 5.
Taking the solution h to be of the form02
h s e1j q e2j q e3j02 1 2 3
 .  .in order to satisfy the first two equations of 17 , we reduce 17 to the
system
is3
2 i­v j , j e s 0, j s 1, 2, 3 24 . . j i
is1
 . 1 2 3 2 .see the proof of Theorem 5 with unknowns e , e , e . Since ­v j , j1 2
2 . 2 . 2 .s yt , ­v j , j s y1, ­v j , j s f, ­v j , j s 0, i s 1, 2, 3,2 1 3 2 3 i i
where
23 3 3f s x ­ t q Kx ­ t q x ­ t , .2 2 4 2 5 2
 .24 becomes
2 3yt e y e s 02
1 3t e q f e s 02
1 2e y f e s 0.
The rank of this system equals 2; we need one of its non-zero solutions,
 1 2 3.  .and the solution e , e , e s f, 1, yt is suitable for our purposes. Thus2
h s fj q j y t j is determined.02 1 2 2 3
 .  .6 Form the system 20 and if its rank equals 4, find its non-tri¨ ial
solution h ; for more details see the proof of Theorem 5. Taking the solution01
h to be of the form01
h s e1j q e2j q e3j01 1 2 3
 .  .in order to satisfy the first two equations of 20 , we reduce 20 to the
system
is3
1 i­v j , j e s 0, j s 1, 2, 3 25 . . j i
is1
 . 1 2 3see the proof of Theorem 5 , where e , e , e are unknowns. Since
1 . 1 . 1 . 1 .­v j ,j s yt , ­v j , j s yK, ­v j , j s c , ­v j , j s 0,1 2 1 1 3 2 3 i i
i s 1, 2, 3, where
c s x 3 ­ t q Kx3 ­ t q x 3 ­ t ,2 2 4 2 5 2
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 .25 becomes
2 3yt e y Ke s 01
1 3t e q c e s 01
1 2Ke y c e s 0.
We assume that the rank of this system equals 2; we need one of its
 1 2 3.  .nonzero solutions, and the solution e , e , e s c , K, yt is suitable for1
our purposes. Thus h s cj q Kj y t j is determined.01 1 2 1 3
 .7 Here we assume that h and h are linearly independent. Now02 01
 .it is necessary to solve the linear system of first order PDEs h F x s 0,0 i
i s 1, 2. We omit the details, because they follow standard classical tech-
niques.
6. GENERALIZATION
The above method can be applied also to general non-linear system of
the form
i i 1 2 n­ u s H x , u , ­ u , ­ u , . . . , ­ u .1 2 2 2
i s 1, 2, . . . , n ,
 1 2 .  1 2 n.where x s x , x and u s u , u , . . . , u , provided the respective sys-
tem
i i 1 2 n­ u s H x , u , ­ u , ­ u , . . . , ­ u .1 2 2 2
i j i j­ u ­ u s ­ u ­ u1 2 2 1
i , j s 1, 2, . . . , n
can be resolved with respect to 2n y 1 of the partial derivatives ­ u j,i
i s 1, 2; j s 1, 2, . . . , n, e.g., if the last system can be represented in the
form
i i n­ u s F x , u , ­ u .1 2
j i n­ u s G x , u , ­ u .2 2
i s 1, 2, . . . , n , j s 1, 2, . . . , n y 1.
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 nq3.The respective Pfaff system of rank n in R is of the form
1 1 1 1 1 2v dz ' du y F dx y G dx s 0 .
...
ny1 ny1 ny1 1 ny1 2v dz ' du y F dx y G dx s 0 .
n n n 1 2v dz ' du y F dx y y dx s 0, .
 1 2 1 2 n.where z ' x , x , y, u , u , . . . , u . Since it determines a 3-dimensional
 .distribution u , the method for finding all suitable if any integrable
2-dimensional subdistributions described above can be applied.
7. EXAMPLE 1
Here we apply the above method to the problem of the existence of
simple states for systems of the form
u q ¨ s 0t x 26 .¨ s hu s f ,t x
 .  .where h s h t, ¨ and f s f t, ¨ are given functions. It is known that in
 .the case when h and f do not depend on t, 1 describes different
 w x.processes in gas dynamics and in metals see 10, 11 . The particular case
w xwhen h and F do not depend on t is studied in the author's paper 12 .
 .For the sake of convenience we will keep the notation of 26 , so that
t, x, u, ¨ correspond to x1, x 2, x 4, x 5, and will denote u s ­ ur­ x by y.x
 .The steps of our method for the system 26 with h and t depending on t
and ¨ look as follows.
 .The starting point is the system 26 .
 .The system 8 in this case is
u q ¨ s 0t x
27 .¨ q hu s ft x
u ¨ s u ¨ .t x x t
 .Resolving the system 27 with respect to u , ¨ , and ¨ , we find that itt t x
splits into two systems, corresponding to two values 1 and y1 for e in the
system
u s ye u hu y f’  .t x x
¨ s yhu q ft x
¨ s e u hu y f ,’  .x x x
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or, using the notations y and T for u and hu y f , in the systemx x
’u s ye yTt
¨ s yT 28 .t
’¨ s e yT .x
Further we suppose that f / 0.
5  .The following Pfaff system in R corresponds to 28 ,
1 ’v dz ' d¨ q T dt y e yT dx s 0 .
2 ’v dz ' du q e yT dt y y dx s 0, .
 .where dz s dt, dx, dy, d¨ , du .
Further, we find the fields
j s 0, 1, 0, eL, y , j s y , eL, 0, 0, 0 , .  .1 2
j s 0, 0, 1, 0, 0 , .3
’where L s yT , and then
h s e fj q 2 L j y 2 L2L q yL j .01 1 y 2 ¨ t 3
L
2h s e fj q 2 j y 2 L L j ,02 1 2 ¨ 3y
Changing h and h by their linear combinations, we form the system01 02
of PDEs,
2’ ’L F ' e f F y y yT T q T F q f yT F q e fyF s 01 x ¨ t y ¨ u /f 29 .
’’ ’L F ' f y F q e f T F q y y T F s 0,2 t x t y
 .where F s F t, x, y, ¨ , u is the unknown function of five variables,
 .  .  .T t, y, ¨ s yh t, ¨ q f t, ¨ , and e attains the values 1 and y1; this
 .system is equivalent to the system h F x s 0, i s 1, 2.0 i
In result we obtain the following theorem:
THEOREM 8. Let f / 0 and
u0 h ¨ 0 u0 y f ¨ 0 ) 0. .  . .x x
 . w xIf the system 29 is in¨oluti¨ e, i.e., if the commutator L , L belongs to the1 2
linear hull of L and L , and since the conditions of the existence of the1 2
 .implicit function are satisfied, the system 29 has 3 functionally independent
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 .  .  .solutions F t, x, y, ¨ , u , F t, x, y, ¨ , u , and F t, x, y, ¨ , u ; the system of1 2 3
equations
F t , x , y , ¨ , u s F t , x , u0 , ¨ 0 , u0 , i s 1, 2, 3 .  .i i 0 0 x
 .  .  .determines the implicit functions y s y t, x , ¨ s ¨ t, x , and u s u t, x ,
  .  ..and then u t, x , ¨ t, x is the unique solution of the type of simple state for
 .the system 26 with initial conditions
0u t , x s u .0 0
0¨ t , x s ¨ .0 0
0 0u t , x s u , .x 0 0 x
corresponding to the selected ¨alue of 1 of y1 for e . If f / 0 and
u0 h ¨ 0 u0 y f ¨ 0 - 0, .  . .x x
 .  .or if the system 29 is not in¨oluti¨ e, then the system 26 has no simple state
solutions.
Maybe the most unexpected conclusion from this result is that the
existence of simple states is not related with the type hyperbolic or
.  .parabolic of the initial system 26 . Another important conclusion is that
 .the natural initial value problem for 26 is not the Cauchy problem.
 .Since the problem for solving 29 reduces to the problem for solving
system of ordinary differential equations, the above Theorem 8 reduces
 .the problem of finding the simple states of 26 to solving systems of
ordinary differential equations.
8. EXAMPLE 2
w xD. Kolev in 13 represents an application of a particular case of the
above method to systems of the form
1 2u q u s 0t x
2 2 2 1 1 2 1 2u y a u ru u q 2 a u ru u q h u s 0 30 .  . .  .t x x
3 1u y g u s 0, .x
 1 2 3.where u ' u , u , u and the given functions a, g, and h are sufficiently
smooth.
Such systems are physical models of non-linear electric field oscillations
w xand are investigated by U. Emets and I. Reppa in 14 in the case when a,
g, h satisfy certain additional conditions.
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 .  .The system analogous to 8 in this case consists of the equations of 30
and of the following two equations:
1 2 1 2u u y u u s 0t x x t 31 .1 3 1 3u u y u u s 0.t x x t
Solving this system with respect to K ' u1 and L s u2 and denoting u3t t t
by y, we obtain two solutions:
 .i K s L s 0,1 1
 .  .y2 2 .y2ii K s ghy ga q y , L s yhy ga q y .2 2
 .Omitting the trivial case i , we further continue with the investigation
 .of ii .
The following Pfaff system in R6 corresponds to the system consisting of
 .  .30 and 31 ,
1 1 y1v dz ' du y K dt y K gy dx s 0 .
2 2 y1v dz ' du q K yg dt q K dx s 0 .
3 3v dz ' du y y dt y g dx s 0, .
 1 2 3.where dz s dt, dx, dy, du , du , du . The last system simplifies to
1 3y du y K du s 0
2 3g du q K du s 0
3du y y dt y g dx s 0.
Further, we find the fields
h s yghy1 K y yK , K y yK , 0, 0, 0, 0 , . .01 y y
h s ygK , yK , 0, 0, 0, 0 , .02 y y
h s 0, 1, gK , gyy1K , yK , g . .03
Obviously h and h are colinear. Hence the distribution spanned by01 02
w xh , h , and h is 2-dimensional. It is easy to verify that h , h is01 02 03 01 03
collinear with h , i.e., this distribution is involutive and therefore accord-01
.ing to Frobenius' theorem completely integrable.
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In order to integrate it, we have to solve the respective system of PDEs
h F s ygF q yF s 001 t x
y1
1 2 3h s F q gK F q gKy F y K F q gF s 0.03 x y u u u
It is equivalent to the system of ODEs
y1dxrdt s yyg
dyrdt s yyK
1du rdt s yK
2 y1du rdt s yKg
3du rdt s yy ,
which has integrals
u11 1 2 2 1 y1y s y exp u y u , u s u y y exp s y u g s ds. . .  .H0 0 0 0 0
1u0
Using these two integrals we can express y and u2 in terms of u1, and then
K in terms only of u1 and u3. Now a third integral can be obtained from
the equation
du1rdu3 s K u1 , u3 yy1exp u1 y u1 . .  .0 0
These integrals reduce our problem to solving a first order ODE with one
unknown function.
9. A COMPARISON WITH OTHER METHODS
Here we give a brief comparison of our methods with the approaches of
 w x. w xYanenko and others, see 15, 16 and P. Olver and J. Rosenau 17 .
 w x.The method suggested by Yanenko see 15, 16 is closely related with
Cauchy's problem for a given overdetermined system and with suitable
Cartan prolongations. As a result it deals only with solutions, belonging to
the family of solutions of a certain Cauchy problem.
The natural initial value problem for the classical wave solutions in the
case of quasilinear homogeneous systems with coefficients not depending
on the independent variables is Cauchy's problem. However, the general
case of solutions, constructed by means of Riemann invariants for non-
homogeneous systems, or when the coefficients depend on the indepen-
.dent variables , leads to another type of initial value problems, different
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from Cauchy's problem. This fact is clear from Theorem 8 for the example
in Section 7.
Even in the case of the relatively simple system equivalent to the
Fermi]Pasta]Ulam equation the search for solutions based on Cartan's
prolongations and Cauchy's problem leads to obstacles, as it is shown in
w xthe recent paper of E. Fackerell, D. Hartley, and R. Tucker 18 . A
discussion of the reasons for the ``obstacles'' and a correct initial value
w xproblem are given in the author's paper 19 .
 w x.The approach of Olver and Rosenau in 17 using groups of transfor-
mations, with respect to which the solutions of the overdetermined system
remain invariant, corresponds to S. Lie's idea for characteristic vector
fields of the respective Pfaff system. In the framework of the method
represented above, such groups of transformations and characteristic
.vector fields in the sence of S. Lie arise in the case when h s h .01 02
Hence our method includes the determination of the suitable group in the
.context of Olver's approach , provided such a group exists. It should be
noted, however, that the existence of suitable groups is rather an excep-
tion.
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