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ABSTRACT	  
Message brokers are the backbone of modern publish subscribe messaging systems. These brokers 
can degrade or fail for a variety of reasons. This research specifically looks at the detection, 
prediction and mitigation of bottlenecks in brokers. The message-oriented-middleware framework 
here uses either a cluster of brokers on a Local Area Network (LAN) or a federation of brokers on a 
Wide Area Network (WAN) to route messages, facilitate multicasting and ameliorate demand 
surges and geographically related faults. Sensors have been constructed to monitor brokers and 
controllers to run the bottleneck detection algorithms. An overlay manager controls broker and 
topic pairing. Each topic is assigned a primary and secondary broker. When a failure is predicted, 
the overlay manager routes messages from the failing broker by switching topics to its secondary 
broker(s). The application for bottleneck forecasting is to allow us to pre-empt a broker failure and 
hence reroute messages to other brokers to increase resilience and reliability. 
The key contributions of this research are an abstract model of message-oriented-middleware 
broker based on the Apache Qpid message broker coupled with the use of analytical autoregressive 
exogenous (ARX) models that describes the broker behaviour during bottleneck conditions. The 
Apache Qpid message broker is a message broker that implements the Advanced Message Queuing 
Protocol (AMQP) for publish-subscribe messaging. ARX models are autoregressive models where 
the output depends on the previous output as well as external stimuli. These components are 
integrated to produce a generalised technique for calibrating broker performance and detection of 
bottlenecks in the broker. 
This research show how models were initially constructed using a complete range of input data. As 
bottlenecks occur only when the broker is heavily loaded, input data during idle periods can cause 
corruption to the model fit. Models were constructed with segmented input data, with each segment 
covering the range of one peak period. The segmented input allows the modelling of the broker 
behaviour only when it is experiencing a bottleneck. The result of this is a much-improved fit of the 
predictive models. 
The work here is compared against previous work using Markov-chains for creating predictive 
models. The results of both approaches are compared and reported. 
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1 INTRODUCTION	  
1.1 Motivation	  
In modern application communication, message brokers, using the publish-subscribe 
paradigm, are quickly becoming a backbone. Their efficient operation is crucial for the 
mission critical and emergency communications. Message-Oriented-Middleware 
decouples the clients (subscribers) from the data producers (publishers) in time and space 
by using message brokers, thus allowing the transfer of messages and delivery of 
messages without needing the clients and producers to have explicit knowledge of each 
other, and be connected to each other at the same time during message transfer. 
There is also a demand for reliable messaging systems. However the term reliable needs 
to be clarified. Fortunately, the basic concepts in dependable and secure computing have 
been defined, organised and analysed in the literature [1] to create effective 
communication between scientific and technical communities. The terms specific to this 
research are explained here. 
The first term is dependability. The dependability of a system is the ability to avoid 
service failures that are more frequent and more severe than is acceptable. Dependability 
is an integrating concept that encompasses the following attributes: 
1. Availability: readiness for correct service  
2. Reliability: continuity of correct service  
3. Safety: absence of catastrophic consequences on the user(s) and the environment  
4. Integrity: absence of improper system alterations. 
5. Maintainability: ability to undergo modifications and repairs 
In common usage, maintainability includes not only repairs, but also all modifications of 
the system that take place during the use phase of the system life. The various forms of 
maintenance include repairs (for corrective and preventive maintenance) as well as 
1.	  Introduction	  
1.1.	  Motivation	  
   13 
modifications (for adaptive and augmentation to new use cases). This goes beyond the 
corrective and preventive maintenance, and includes concepts pertaining to autonomic 
computing domain. Autonomic computing encompasses the means to attain 
maintainability, which includes the “self-attributes” of self-healing, self-optimising, self-
repair, evolutionary features and autonomicity [2]. 
Resilience is a synonym of fault tolerance, and is one of the four means to attain 
dependability and security of a system, the others being Fault Prevention, Fault Removal 
and Fault Forecasting. Fault tolerance is aimed at failure avoidance and is carried out via 
error detection and system recovery. Synonyms for fault tolerance are self-repair and self-
healing when an autonomic approach is adopted. 
These terms form the definition of a reliable messaging system used in this thesis.  
This research was developed in part to support the requirements of the EU FP7 ICT 
project Genetic Message Oriented Secure Middleware (GEMOM) [3], dedicated to 
improving security, intelligence and resilience of complex, distributed informational 
systems. The aim of GEMOM was the research, development and deployment of a 
prototype of a ubiquitous, resilient, evolutionary, self-organising and self-healing 
platform for messaging that allows the secure transmission of data and services across 
heterogeneous infrastructures and networks suitable for time-critical and business-
critical systems. The main motivation for this research is to develop one aspect of the self-
healing part in the GEMOM project. For self-healing to happen, the message brokers 
must be able to detect a fault and mitigate the effects before it can damage the system. 
This research looks specifically at one type of fault, namely bottlenecks inside message 
brokers. A bottleneck is defined as a form of resource exhaustion that occurs when a 
broker runs out of memory and CPU time. The key cause of this is when a message broker 
has exceeded its maximum capacity for a given configuration. During normal operation, 
the message broker runs at equilibrium, i.e. the message output volume is equal to the 
message input volume. When there are multiple subscribers then the output volume is 
determined by the slowest subscription rate (the rate which subscribers consume 
messages), summed across all topics. This needs to be the same as the aggregate message 
input rate to the message broker for the message broker to remain in equilibrium. We 
describe methods to determine the capacity of the message broker in Chapter 3.  
When a message broker suffers from a bottleneck, its behaviour is problematic. A message 
broker may crash as a result of a bottleneck; or it may continue to function sub-optimally, 
say with severe reduction in message receiving and message transmitting rates. These are 
equally bad for a dependable system. However, taking mitigation actions unnecessarily 
can also reduce the performance of the system, e.g., off-loading itself introduces an 
overhead. Ideally it is desirable to allow the system to work with high load surges, but not 
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to allow the system to overload. The problem is that what is a high load on the broker 
depends on the nature of the load and the number of publishers and subscribers. 
To mitigate the problems arising from bottlenecks means detecting them and taking 
action to pre-empt bottlenecks. In this research, the use of broker models for the 
detection and forecasting of bottlenecks is investigated. These can in turn support the use 
of an extended framework that reroutes clients away from failing brokers to healthy 
brokers based on the bottleneck forecast. 
 
1.2 Failure	  Detection	  as	  an	  Enabler	  for	  Load	  Balancing	  and	  Failure	  
Management	  
In order to manage failure or to balance the load across a system, we first need to know 
where the load is, and the magnitude of that load. The bottleneck modelling described in 
this thesis attempts to detect and predict over a short time the load in a MOM system. We 
detect and predict when the broker is likely to bottleneck. This can then be used to signal 
load balancing or other mitigation techniques to reroute load around the ailing broker to 
reduce its load, allowing it to recover – and this minimises message loss. 
There are two branches of work dedicated to the scalability and reliability of software 
systems: load balancing and failure management. 
Load balancing is a widely used method to spread load across multiple hosts to handle 
large loads [4]. This work is primarily focused on scalability of a server-based program, 
e.g. a web server. Load balancing distributes the workload across multiple computers or a 
computer cluster, network links, storage systems and other resources, to achieve optimal 
resource utilisation, maximise throughput, minimise response time, and avoid overload. 
Various vendors offer load balancing as turnkey solutions [5] [6] [7]. 
Failure management [8] [9] [10] approaches can classified into two categories: (1) 
reactive approaches that take recovery actions after a failure happens, and (2) proactive 
approaches that take advance preventive actions such as using a backup for all system 
components at all times. The reactive approach does not have any preventive cost (though 
it still has a monitoring cost) but can incur a significant failure penalty as it only starts 
working after an anomaly as occurred. The proactive approach offers better fault 
tolerance but needs to be running constantly, placing an extra load on limited resources. 
By adding predictive capabilities, i.e. the models adopted in this thesis, we can add more 
intelligence to load balancing approaches, giving a load balancer more time and letting 
the load balancer make more informed decisions. Failure management approaches can 
also benefit from predictive capabilities where predictive failure management approaches 
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can use the forecast to perform informed, just-in-time, and selective failure prevention. 
This means the failure management system takes the most appropriate (informed) 
preventive action, just before the failure incident (just-in-time) and only for the failing 
components (selective). This failure management system can be more resource efficient 
than conventional reactive or proactive approaches. 
 
1.3 Requirements	  and	  Case	  Studies	  
The two case studies chosen for use in this research show patterns in their message traffic 
that were actually experienced and which highlight the vulnerability of message brokers 
to bottlenecks. The case studies are Financial Market Data Delivery provided by JRC 
Capital Management and Research GmbH and Dynamic Road Management Systems from 
Autostrade Per l’Italia SpA. Both case studies were used in the GEMOM project. 
In general, traffic rates across established networks can be cyclical. The Financial Market 
Data Delivery and Dynamic Road Management case studies both exhibit obvious cyclic 
patterns in their data stream. The busy and low periods of activity correspond to the time 
of day, and can span over days of the week, weeks and even seasons.  
Human behaviour is the prime cause of cyclical traffic. This is typified in the Financial 
Market Data Delivery case study where there are higher volumes when stock markets in 
different world regions, e.g. Europe and American markets, are open at the same time. 
There is also a daily trend where there are very large numbers of transactions occurring 
during the beginning and end of the day.  
Similar trends were also observed in the Dynamic Road Management case study. It was 
observed that morning and evening rush hour road traffic resulted in increased message 
rates. Similarly, higher levels of road traffic were observed on weekdays compared to 
weekends, and higher levels of road traffic were observed during the warmer months 
compared to colder months, barring the summer holiday period, and each of these 
increased the message rate. 
A detailed look at the message traffic of these two case studies is given next. 
 
1.3.1.1 Financial	  Market	  Data	  Delivery	  
The Financial Market Data Delivery case study is provided by the financial institute JRC 
Capital Management and Research GmbH [11]. The financial markets are characterised 
by extraordinarily increasing data loads during the past years. Figure 1-1 from JRC shows 
two snapshots of data volumes provided by JRC’s data feed: the first in June 2008 and 
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the second half a year later in February 2009. Both graphs compare data volumes over 24 
hours.  
The graphs in Figure 1-1 are reproduced verbatim and show that within half a year, the 
data volume has doubled. While the absolute peak value in the first observation was 
around 50 Mbit/sec in 2008, it was more than 120 Mbit/sec in February 2009. The 
average data volumes grew from well below 10 Mbit/sec to more than 25 Mbit/sec during 
the afternoon phases when both the European and US stock markets are open. 
 
 
Figure 1-1: JRC data volume comparison 
 
Furthermore, the same graphs in Figure 1-1 also show that market volumes tend to 
increase with the number of market participants active around the world during the 
course of the day: during the opening at 08:00 Central European Time (CET, GMT+1), 
the main trading time in the afternoon starting with the opening of Wall Street at 14:30 
Image redacted due to copyright reasons. 
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CET and ending with the closing of the majority of European markets at 17:00 CET. After 
the close of US markets at 22:15 CET, the data volumes slowly fade away until the opening 
of Asian markets at 01:30 CET. 
Moreover, the data source here is provided by Morning Star, which from JRC’s experience 
has less market coverage than that of Reuters. This means that the increase in data 
volumes was not caused by the number of new trading instruments, i.e. different methods 
of exchanging securities (e.g. stocks, bonds, commodities, currencies, or derivatives) that 
are introduced into the markets, but is mainly produced by those established high volume 
instruments, such as Foreign Exchange (Forex) and Stock Index Futures like Dax and 
Nasdaq. 
Therefore the data volumes encountered by JRC gives an indication of the peak periods 
where the workloads can generally be expected for such a financial application as well as 
about the possible fluctuations in data volumes. This in turn provides useful data on 
scaling the system and workload optimisation. 
 
 
Figure 1-2: JRC daily volume distribution 
 
By looking at data volumes for one market only, we observe a pattern in the data volumes 
for markets with a fixed start of, and end of, trading times. Figure 1-2 is reproduced 
verbatim from JRC, and shows how tick volumes (single price changes) are distributed 
over the day for instruments with fixed trading hours. The graph uses the stock data of 
Microsoft (MSFT) as a representation of companies trading in the NASDAQ Stock 
Image redacted due to copyright reasons. 
1.	  Introduction	  
1.3.	  Requirements	  and	  Case	  Studies	  
   18 
Market, e.g. Intel (INTC) and Cisco (CSCO). The times are local to NASDAQ, in this case 
in the Easter Time Zone (GMT-5). JRC did not specify the date which this reading was 
taken, but they consider the patterns observed in this figure to be representative of the 
data volumes for a typical trading day, where typical means no major news 
announcements that would affect (either positively or negatively) the stock trading for a 
company. 
A U-shape of the graph is observed with the highest volumes directly after the opening 
and before closing of the market. Here a variation of more than a factor 2 is observed, 
between the strong market trading periods and those lesser ones during the middle of the 
day. 
The actual workload and times when peak volumes are expected depend on the types of 
instruments dominating the active portfolio of monitored markets, and should be taken 
into account when determining the target configuration of the execution environment. 
Along with the stock data, financial markets also have trading signals, which are used to 
issue trading commands. The main characteristic of trading signals is that they are 
generated with a comparatively low frequency. The actual frequency depends on the type 
of the underlying trading system with respect to its trading horizon. In cases where a few 
hundreds trading systems are activated in parallel, the volume and number of messages 
produced by trading signals remains relatively small. Despite that, guaranteed and timely 
delivery is an indispensable requirement for trading signals. 
The basic trading signals consist of: 1) the symbol name for the corresponding trading 
instrument, 2) a time stamp including date and time, 3) a market price and 4) a field 
indicating whether it is a “buy” or “sell” signal. Trading signals can be extended and may 
be accompanied by explanatory information, e.g. an indication of the rule that led to 
signal generation, or a confidence value attached to the signal. Even with this additional 
information, message size for trading signals is still relatively small. 
 
Figure 1-3: Trading data count for 4 shares on the London Stock Exchange, 30-07-2009 
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In Figure 1-3, we show the trading volumes for four shares: Barclays, Vodafone, BT and 
Rio Tinto that happened on Thursday, 30 July 2009. We captured the data from the 
London Stock Exchange website and counted how often the trade data was released for 
each of these stocks; this is analogous to the data volume that JRC receives. We assume 
that stockbrokers that use a dedicated service would receive more frequent updates than 
the data volumes we captured above. Message counts were released multiple times per 
second, and we combined them into an hourly figure. We see a similar trend compared to 
JRC – the highest volumes are observed directly after the opening and the before closing 
of the market. 
In summary, the number of connected customers and the number of analysed financial 
markets and instruments vary considerably. The data or message throughput is not only 
determined by the number of data sources and subscriptions, but also follows the varying 
intraday data volume patterns where peaks have to be managed by the addition of new 
brokers. From the Financial Market Case Study, this research extracts and focuses on the 
message volumes typical in financial markets. The U-shaped curves and the peaks of the 
markets are used to simulate message-volumes through the broker.  
 
1.3.1.2 Dynamic	  Road	  Management	  Systems	  	  
This case study is provided by Autostrade Per l’Italia S.p.a. (ASPI), the leading Italian 
Concessionaire for toll motorway construction, management, and related transport 
services [12]. 
We are interested particularly in the Telepass message traffic scenario and messages from 
the tollgates related road traffic. In the ASPI study, tollgates are grouped in geographical 
areas, i.e. the Milano, Bologna and Firenze metropolitan areas. Each area has a given 
number of tollgates and is assigned to reach an order of magnitude comparable to that of 
the real ASPI network. For each tollgate it is assumed that a fixed-size message is sent 
from the tollgate to the Service Centre for processing.  
The traffic volume trends can be seen in the following figures: Figure 1-4, Figure 1-5, 
Figure 1-6, and Figure 1-7. These graphs are reproduced verbatim from ASPI and show 
the trends of the Telepass message traffic.  
In Figure 1-4 a seasonal trend is observed where traffic is higher during the warmer 
months, and less during the winter months. Traffic volumes are lower during August 
presumably because of the summer holidays. 
In Figure 1-5, the daily breakdown of the number of messages in a month (October 2008) 
is shown. It is observed that on weekdays there are higher traffic and on weekends, lower 
traffic.  
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Figure 1-4: Volume of Telepass messages per month produced by a target ASPI station 
(Milano Sud) 
 
 
Figure 1-5: Volume of Telepass messages per day produced by a target ASPI station (Milano 
Sud) 
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Image redacted due to copyright reasons. 
1.	  Introduction	  
1.3.	  Requirements	  and	  Case	  Studies	  
   21 
 
Figure 1-6: Volume of Telepass messages per hour during an ordinary working day 
produced by a target ASPI station (Milano Sud) 
 
 
Figure 1-7: Volume of Telepass messages per hour during an ordinary working day 
produced by a target ASPI lane (Lane 52 in Milano Sud Station) 
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Figure 1-6 shows the breakdown of messages from one toll station, Milano Sud. The graph 
clearly shows the peaks in the morning and evening rush hour.  
Similarly in Figure 1-7 it shows the messages generated from one toll lane in the Milano 
Sud toll station, the trend for high traffic during the morning and evening rush hour is 
evident. 
In Figure 1-6 and Figure 1-7 ASPI did not specify the date on which this reading was 
taken, as they consider the patterns observed in this figure to be representative of the data 
volumes for a typical working day, where typical means no traffic incidences or weather 
conditions that would affect (either positively or negatively) the traffic volume.  
We have found that their claim is true and we have found similar trends in road traffic 
data produced by the United Kingdom Department for Transport [13] [14], and the Irish 
National Roads Authority [15]. 
The ASPI case study shows that Telepass message traffic is correlated between the 
tollgates and the time of day. There are also seasonal trends in the message traffic. Our 
research models the trends of the ASPI in the simulation scenarios. 
The Financial Market and Dynamic Road Management case studies both show cyclical 
traffic. There can be large variations in the message traffic rate at different times of day. 
Even with provisioning resources for the estimated peak traffic levels, there could still be 
surges beyond the given estimates. These large increases in the message traffic could 
overwhelm communication infrastructure leading to delays in network traffic. 
The above workload trends can all potentially overload a message broker. Even with a 
degree of over-provisioning, there is still the possibility of surges that exceed the spare 
capacity. 
The distinct requirements for the message brokers are: 
 Broker to handle baseline message volumes 
 Broker to handle busy period message volumes 
 Broker to handle surges in message volumes during busy periods 
 
To protect the message brokers, this research investigates techniques to: 
 Determine the capacity of the broker 
 Detect bottlenecks in the broker 
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 Forecast bottlenecks in the broker 
 Relay bottleneck information to the message-oriented-middleware for pre-
emptive action 
For the experiment and validation input, the typical traffic encountered in the Financial 
Market case study and Dynamic Road Management case study is used as a basis for 
synthesised data used in a test-bed. The data presented here is representative of the 
scenarios described in these case studies.  
We describe the way we use the data derived from these case studies in Section 4.4. 
 
1.4 Objectives	  
The main goal of our research is to model the behaviour of a message broker in message-
oriented-middleware, and using this model to detect and predict bottlenecks at the broker 
so that the bottleneck can be pre-empted. This then allows message-oriented-middleware 
to provide an assured probability of service in the face of link or broker failures or 
degradation and surges in workload. In more detail this objective can be divided into the 
following sub-objectives: 
 Create broker capacity models to study the behaviour of the broker under load. 
This is described in Chapter 3. 
 Create abstract models to describe the functioning of a broker and analytical 
models that describe the performance of a broker. These models are used to 
support the detection of bottlenecks in a broker. Furthermore, these models could 
also be used to tune the inputs and outputs of the broker to keep the broker itself 
in a steady state. Resilience in the MOM is achieved by utilising these models. 
This is described in Chapter 4. 
 Comparing the ARX models to Markov Models for predicting bottlenecks. This is 
described in Chapter 5. 
 
1.5 Research	  Contributions	  
In this work, autoregressive exogenous (ARX) models are used to predict the behaviour of 
the broker. ARX models are used to predict the performance of topic-based publish-
subscribe MOMs.  
This research provides a novel contribution in the following areas:  
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 Relatively few models of the performance of a broker have been built and 
examined. In many enterprise applications, the performance issues are addressed 
by buying faster computers or hardware. 
 However there are cases where faster hardware might not be possible, e.g. in 
mobile applications or where remote operation may be sensitive to power 
consumption. Furthermore, in emergency contexts or attacks there can be an 
excessive load on an already calibrated system and accurate predictive models 
can then assist in a pre-emptive reconfiguration of MOMs that are of less risk to 
fail. 
 We describe a calibration procedure that can be applied to new brokers for 
establishing the bottleneck threshold of the new brokers. 
 We construct models that describe the broker behaviour. These models can then 
be used to analyse the behaviour of the broker by playing different “What-If” 
scenarios and supporting decisions regarding mitigation. These models are used 
to predict when the broker will bottleneck. 
 
This author’s contributions are: 
 Abstract broker models describing the working of the broker, which the ARX 
models are derived from. 
 Capacity Models of message brokers describing the behaviour of the broker’s 
performance. 
 ARX models of the message brokers for predicting bottlenecks. 
 
This author received assistance for the following: 
 Capacity Model: help from Ran Tao in performing the experiments 
 Overlay Manager: help from Beatriz Viñal-Murciano with the implementation 
 
The Overlay Manager we developed for GEMOM is able to switchover to redundant 
resources instantaneously and without information loss if there is a failure. In this case, 
other resources are selected as new redundant components, in order to ensure that there 
are no single points of failure. Different genetic and evolutionary techniques are being 
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considered to achieve a self-learning approach to resilience. The Overlay Manager is 
discussed in detail in Chapter 7. The Overlay Manager comprises: 
 The detector and monitor layer, which collects system and network information 
in real time and responds to failures and exceptions when link or system failures 
occur. 
 The analysis layer, which analyses the information collected from the lower layer 
performing, e.g., anomaly analysis and bottleneck analysis. 
 The control layer, which provides the optimal processes of the resilience, quality 
of service and security management for the MOM system. 
The prototypes built in this research add value beyond that of load balancing, by being 
resilient to broker failure and degradation. The system can continue working even if a 
broker fails or is degraded beyond acceptable limits. The clients connected to a failing 
broker can switchover to another broker as soon as the failure is detected and without 
message loss. This is achieved by having redundant brokers, where for every topic there is 
a main broker and a mirror broker. Should the main broker fail, the mirror broker is 
automatically substituted to allow continuous message delivery and a new mirror broker 
established. 
 
1.6 Thesis	  Outline	  
In this chapter we have described the reasons behind using a MOM for messaging in 
scenarios where reliable messaging is needed. We then derived the research objectives 
from these motivations and requirements. We reviewed the literature in Chapter 2 in 
order to better understand the work that has been done in the MOM domain. Next the 
reasoning behind the broker capacity models and the associated experiments are 
explained in Chapter 3. Following which the analytical models, beginning with the 
abstract broker model and subsequently with the ARX broker models are reported in 
Chapter 4. After the analytical models are constructed, these models are compared with 
Markov Models to determine which models offer the better detection capabilities 
(Chapter 5). We consider the applications of the constructed model and future trends in 
Chapter 6. Finally this thesis is concluded in Chapter 7. 
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2 LITERATURE	  REVIEW	  
This chapter first briefly describes the basic functions and characteristics of Message-
Oriented-Middleware (MOM) systems that are currently available. We then present a 
critical analysis of the state of the art on how MOM brokers can be modelled and how to 
detect bottlenecks during their operation.  
 
2.1 Message-­‐Oriented-­‐Middleware	  
Paralleling the growth of the Internet, distributed systems have grown to a massive scale. 
Distributed systems can now potentially involve thousands of entities spread globally. 
This is a driver for more flexible communication models and systems, reflecting the 
dynamic and decoupled nature of applications.  
New generations of applications require communication between heterogeneous 
distributed systems. Examples of these include application integration [16], cyber 
physical systems (CPS) [17] [18], RSS feed distribution and filtering [19] [20], 
SOA environments [21] and business process management [22]. Other drivers are 
business practices such as partnerships, off-shoring, outsourcing, and the formation of 
virtual enterprises [23], and more ambitiously, concepts such as the Internet of Things 
(IOT) [24] [25] [26] [27], where physical objects are given unique identifiers and a 
virtual representation. IOT has application domains ranging from the smart electricity 
grid to environmental monitoring and to intelligent transportation. Large volumes of 
sensor data and control commands will need to be communicated between various agents 
and decision makers, often with stringent time constraints and could be distributed 
across geographic locations.  
So, to drive and sustain these systems advanced forms of network communications need 
to be devised. Traditional network topologies such as star or bus networks are rigid [28]. 
Flexibility in networks comes from overlay networks. Overlay network abstracts away the 
physical and logical structures of the underlying network. An overlay network is a 
computer network that is built on top of another network. Nodes in the overlay can be 
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thought of as being connected by virtual or logical links, each of which corresponds to a 
path, perhaps through many physical links, in the underlying network. 
Building dynamic large-scale applications has challenges due to individual point-to-point 
connections and synchronous communications, making them rigid and static 
applications. A middleware infrastructure with a rich communication scheme can ease the 
development of large-scale systems [29].  
A Message-Oriented-Middleware (MOM) network is a specialised type of computer 
network that makes sending message to many recipients easy. A MOM provides an API to 
clients to allow them to easily send and receive what can be in many applications large 
amounts of messages. The message rate depends on the capacity of the broker. The delay 
depends on the latency in the broker and in the afferent and efferent paths. A message in 
this context is a set of bytes that belong together, akin to a TCP packet, but not limited to 
a specific length [30]. 
By considering a MOM as a mediation platform, the actors in the MOM are loosely 
coupled, reliable and synchronous. In [29], Eugster et al distinguish the decoupling of 
time, space and synchronisation between the MOM actors. Here, the publish-subscribe 
interaction scheme is gaining attention and is claimed to give the loose coupling needed 
in large-scale applications. The publish-subscribe scheme decouples time by not requiring 
the publishers and subscribers be participating in the same interaction or connection at 
the same time. Space decoupling is achieved since the publishers and the subscribers do 
not need know each other, but instead they connect to a service that links parties of 
similar interest together. Finally, synchronisation decoupling means the acts of 
publishing or receiving messages are non-blocking, they allow the publisher and 
subscriber to continue with other concurrent tasks while sending or receiving data. 
 
2.1.1 Publish-­‐Subscribe	  Paradigm	  
An overview on the evolution of publish-subscribe communication systems is given in 
[31]. The advantages and the difference between topic-based and content-based systems 
are discussed. Several research topics are also mentioned regarding efficient subscription 
routing and fault tolerance of the servers. Furthermore, [32] gives a definition where all 
entities of a publish-subscribe system are given as programming interfaces, and are part 
of the requirements for implementing a high-level publish-subscribe architecture in an 
enterprise grade information system. 
The publish-subscribe model is a many-to-many model that permits an efficient 
dissemination of messages across a distributed system. In a PS-MOM, there are three 
main actors: the Publisher, the Subscriber and the Broker. The Publisher sends the 
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messages to the broker, advertising the availability of messages in a particular topic or 
namespace. The Subscriber connects to the broker and subscribes to interested topics or 
namespaces. The broker is in charge of distributing the messages from publishers to the 
correct subscribers based on their topic or namespace bindings [33] [34] [35]. In PS-
MOM the client communication is usually asynchronous [36], hence communicating 
clients are decoupled in time, as they do not need to be active at the same time. The 
clients are decoupled in space, as they do not need to know each other. Finally the clients 
are decoupled in synchronisation, as the sending and receipt of messages does not block 
participants [37]. Clients do not even need to know of the existence of each other. PS-
MOM systems are scalable and extensible and they can be easily modelled and refactored 
at run time and at design time [3]. 
 
2.1.1.1 Topic-­‐based	  
In topic-based systems, a message belongs to one of a fixed set of topics (subjects, groups 
or channels), which represent distinct logical channels. Publishers label messages with a 
topic and subscribers subscribe to all messages labelled with a particular topic [38] [39] 
[40].  
Early publish-subscribe schemes were based on the concepts of and have been 
implemented by many industrial grade solutions such as iBus [41] and TIBCO [42]. 
Clients publish events and subscribe to individual topics, which are identified by 
keywords.  
Topic-based publish-subscribe systems introduce a programming abstraction that maps 
individual topics to distinct communication channels.  
Every topic is viewed as an event service of its own, identified by a unique name, with an 
interface offering publish and subscribe operations. The topic name is usually specified as 
an initialisation parameter. 
The topic abstraction is easy to understand, and enforces platform interoperability by 
relying only on text strings as keys to divide the event space. Topic names are generally 
represented with a URL-like notation and introduce a hierarchy very similar to the 
USENET news, e.g. “news.europe” or “sports.football.team.arsenal”. Most systems allow 
topic names to contain wildcards, first introduced in TIBCO Rendezvous, which offer the 
possibility to subscribe and publish to multiple topics with names matching a given set of 
keywords, e.g. an entire sub-tree or a specific level in the hierarchy [42]. 
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2.1.1.2 Content-­‐based	  
However, even with improvements such as hierarchical addressing facilities and 
wildcards, the topic-based publish-subscribe variant represents a static scheme which 
offers only limited expressiveness. The content-based publish-subscribe variant improves 
on topics by introducing a subscription scheme based on the actual content of the 
considered events. The events are not classified according to some predefined external 
criterion (e.g., topic name), but according to the properties of the events themselves. Such 
properties can be internal attributes of data structures carrying events, as in Gryphon 
[43], Siena [44], Elvin4 [45], and Jedi [46]. 
With content-based systems, publishers use predefined message schemas that define the 
type of information contained in each message to create messages and subscribers submit 
their subscriptions as queries against the message schemas, being able to choose filtering 
criteria along multiple dimensions [43] [44] [47] [48] [49] [50]. Both however offer 
loose-coupling benefits, with content-based systems offering more language 
expressiveness, finer grained in-network filtering, and complex event processing 
capabilities than topic-based systems. But content-based message matching is harder to 
perform than topic-based and each combination of information items is equivalent to a 
logical channel so in content-based systems the number of logical channels to manage is 
higher than in topic-based ones. 
Clients subscribe to events by specifying filters using a subscription language. The filters 
define constraints, usually in the form of name-value pairs of properties and basic 
comparison operators (<, ≤, >, ≥), which identify valid events. Constraints can be logically 
combined (and, or, xor) to form complex subscription patterns. Some systems, such as the 
Cambridge Event Architecture (CEA), also provide support for event correlation: 
participants can subscribe to logical combinations of elementary events and are only 
notified upon occurrence of the composite events [51]. Subscription patterns are used to 
identify the events of interest for a given subscriber and propagate events accordingly. 
When subscribing, a variant of the subscribe operation is provided by the event service, 
with an additional argument representing a subscription pattern.  
Content-based message matching is harder to perform than topic-based, as each 
combination of information items is equivalent to a logical channel. In content-based 
systems the number of logical channels to manage is higher than in topic-based ones [34] 
[33] [37]. In particular, content-based subscriptions can be highly diverse, and different 
events may satisfy the interests of widely varying groups of subscribers. Sending events to 
exact multicast groups may require the number of groups to grow exponentially with the 
number of subscribers (i.e. 2n where n is the number of subscribers) in the worst-case 
scenario. [52] 
 
2.	  Literature	  Review	  
2.1.	  Message-­‐Oriented-­‐Middleware	  
   30 
2.1.2 Non	  PS-­‐MOM	  Paradigms	  
In contrast to PS-MOM, another form of distributed communication in use today is 
remote procedure calls (RPC). RPC was first proposed for procedural languages in [53] 
[54], and has been applied to object-oriented contexts in the form of remote method 
invocations, for example, in Java RMI [55], CORBA [56], Microsoft DCOM [57] [58]. 
RPC gives remote procedures the same appearance as local procedures. Different 
middleware components are used for distributed system services. The requirement is 
being able to cope with the heterogeneity of distributed computing problems by using 
communication on lower network layers. In modern service-oriented architectures, RPC 
faces the same problems such as scalability and throughput, but these problems now 
occur in the application-layer [59]. Moreover, [60] and [61] introduce different 
approaches to design a reliable publish-subscribe system and evaluate them by 
simulations, e.g. of network link failures, and apply their techniques for dynamic broker 
allocation on networks distributed over an Internet-based publish-subscribe network. 
While the transparency of RPC makes the creation of distributed applications easier, the 
caveat is that certain failure and error modes cannot be handled transparently and 
require explicit management. The main drawback of RPC is that the caller needs to 
perform a synchronous call, which is processed asynchronously by the service. Hence the 
caller could be blocked until the service has responded appropriately. The lack of 
decoupling of time, space and synchronisation afforded by publish-subscribe means that 
producers and consumers are bound together and need to have their actions 
synchronised, which is an important limitation for distributed systems. By moving to a 
publish-subscribe model, the full decoupling of time, space and synchronisation can be 
achieved.  
We work with the publish-subscribe paradigm because it is more versatile than message 
queuing, in particular because it is more suitable for distributing one message to many 
consumers. We specifically use a topic-based system because less logical channels are 
needed than a content-based system which eases providing them with resilience and 
because topic-based systems are more widely developed and implemented than content-
based ones. (The reason for the dominance of topic based publish subscribe over content 
based MOM is primarily speed in large scale systems.) 
 
2.1.3 Java	  Message	  Service	  
For this research framework, the Qpid client JMS interface is used to connect to the Qpid 
Broker. The Java Message Service (JMS) is de facto standard Java API provided for 
messaging services [62]. This API is a common set of interfaces and associated semantics 
that allows Java applications to create, send, receive, and read messages. The JMS API is 
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a set of Java interfaces that defines a set of unimplemented Java methods, and the 
implementation is vendor-specific.  
The JMS API enables loosely coupled, asynchronous and reliable messaging.  
The JMS API defines how publishers can generate and send messages to the JMS server. 
Similarly for subscribers, the JMS API defines the reception of these messages from the 
JMS server. The API also provides abstract methods to control the message flow by 
various message-filtering options.  
A JMS application is composed of the following parts: 
 A JMS provider: A messaging system that implements the JMS interfaces and 
provides administrative and control features. This is a messaging system that 
implements JMS in addition to the other administrative and control functionality 
required of a full- featured messaging product. 
 JMS clients: Programs or components that produce and consume messages. 
 Messages: Objects that communicate information between JMS clients. Each 
application defines a set of messages that are used to communicate information 
between its clients. 
The JMS API does not address the following functionality: 
 Load Balancing/Fault Tolerance: The JMS API does not specify how multiple, 
cooperating clients implementing a critical service can cooperate and appear to be 
a single, unified service.  
 Error/Advisory Notification: JMS does not define system messages that provide 
asynchronous notification of problems or system events to clients. By following 
the guidelines defined by JMS, clients can avoid using these messages and thus 
prevent the portability problems their use introduces. 
 Administration: JMS does not provide an API for administering components in 
the messaging system. 
 Security: JMS does not provide an API for controlling the privacy and integrity of 
messages. 
 Wire Protocol: JMS does not define how messages are sent over the network 
between the components of the messaging system. 
 Message Type Repository: JMS does not define a repository for storing message 
type definitions and it does not define a language for creating message type 
definitions. 
In this research, the JMS Qpid client is used to provide a JMS interface to the publishers 
and subscribers. The Qpid Java-broker is used as the message-broker, and communicates 
with the Qpid clients using Advanced Message Queuing Protocol (AMQP). 
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2.1.4 The	  AMQ	  Protocol	  
Messaging APIs (usually) provide a programming language specific interface to build 
MOM applications. The API inherently limits the interoperability between publish-
subscribe clients. In contrast, the use of wire-level protocols such as AMQP enhances the 
interoperability between the MOM system components. The use of a de facto API and 
wire-level protocol can be combined to maximise the benefits of both, i.e. AMQP system 
components built using JMS and at the same time, multiple APIs in different 
programming languages can be supported too. 
A brief description of the AMQ Protocol (AMQP) [63] is given here to help the reader 
understand the concepts behind the structures of a broker implementing AMQP, such as 
the Qpid broker used in this research framework. 
AMQP is an open, royalty-free and unpatented networking protocol for messaging 
middleware. The AMQP Working Group aims to create a de facto standard protocol for 
MOM that allows the business applications to interact encouraging the ideas of 
partnership and collaboration. Initially, John O’Hara, from J. P. Morgan, created AMQP 
circa 2003. iMatix joined them soon after and the working group has been growing since 
then. Implementations of the protocol were first deployed in 2006 and AMQP now 
aspires to become an IETF standard [64] [65]. 
The specifications of AMQP define both a binary network wire-level protocol (AMQP) and 
the semantics of broker services (AMQP Model) in order to enable technology-neutral 
interoperability. 
AMQP is a networking protocol that enables full functional interoperability between 
conforming clients, i.e. the publishers and subscribers, and conforming messaging 
middleware servers, i.e. the brokers. AMQP defines both the network protocol and the 
broker services through: 
 A defined set of messaging capabilities defined by the AMQP Model. The AMQP 
Model consists of a set of components that route and store messages within the 
broker, plus a set of rules for connecting these components together. 
 A network wire-level protocol, AMQP, that lets client applications talk to the 
broker and interact with the AMQP Model it implements. The Internet Assigned 
Numbers Authority (IANA) has assigned a port for AMQP, which is the port 
number 5672. 
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The AMQP Model explains the server semantics, and specifies a modular set of 
components and standard rules for connecting these: 
 A middleware server is a data server that accepts messages, routes them to 
different consumers depending on arbitrary criteria, and buffers them in memory 
or on disk when consumers are not able to accept them fast enough. This is 
commonly known as the broker. 
 A virtual host is a collection of exchanges, message queues and associated objects. 
Virtual hosts are independent server domains that share a common 
authentication and encryption environment. Each connection must be associated 
with a single virtual host. There can be one or more middleware servers in the 
same machine, called virtual hosts. 
 The exchange is used to receive messages from publisher applications and to 
route these to message queues using arbitrary criteria called bindings. Bindings 
are usually message properties, its header fields or its body content. Exchanges 
do not store messages. 
 The message queue, which stores messages either in memory, on disk or some 
combination of these until they can be safely processed by a consuming client 
application. Message queues have a name agreed beforehand by applications that 
share them, i.e. publishers and subscribers have to agree on a queue name before 
sending messages. Message queues track message acquisition. Messages must be 
acquired before being dequeued. This prevents multiple clients from acquiring 
and then consuming the same message simultaneously. Hence each subscriber 
will have its own queue for each subscription. 
 The binding, which defines the relationship between a message queue and an 
exchange and provides the message routing criteria. 
Since AMQP specifies a standard model for message brokers, this would mean that the 
bottleneck models develop in this thesis could be applied to message brokers that follow 
the AMQP Model.  
As a specification, AMQP is also platform-agnostic and language-agnostic. Different 
implementations running on different platforms should be able to interoperate 
seamlessly, depending on how closely they follow the AMQP specifications. We expect the 
output of this research would primarily be used in enhancing reliability and building 
resilient MOMs, hence we favour AMQP over JMS.  
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2.1.5 Apache	  Qpid	  
In the broker bottleneck experiments explained later in this report (Section 3.5), Apache 
Qpid is used as a PS-MOM. Qpid is an open-source MOM broker made by the Apache 
Foundation. Qpid implements the AMQP specifications 0.9 and 0.10 [66]. 
The Qpid software package differentiates between the Qpid brokers and Qpid clients. The 
Qpid Broker is the MOM broker that uses AMQP as its wire level protocol, i.e. the 
messages are transmitted between the Qpid Broker and the Qpid clients using the 
message formats defined by AMQP. Any client that communicates using AMQP can 
connect to the Qpid Broker directly. The Qpid client refers to an API that could be used by 
application developers. The Qpid client offers bindings between AMQP and other 
languages and APIs such as C++, JMS, and Python. This negates the need for application 
developers to recreate code that reads and writes AMQP. 
Other major AMQP MOM brokers include the following: 
 OpenAMQ [67] is a message broker and a set of client libraries for C/C++ and 
JMS that implement AMQP. It is the first AMQP implementation and it was 
developed by iMatix, a member of the AMQP Working Group. However, this 
product has been discontinued by iMatix after their switch to ZeroMQ (stylised as 
ØMQ) [68]. ZeroMQ is an open messaging implementation that runs without a 
message broker. It extends the standard socket interfaces enabling them to send 
and receive messages asynchronously. It supports different messaging patterns 
(point-to-point, publish-subscribe, request-reply, push-pull and exclusive pair).  
 RabbitMQ, [69] formerly by Rabbit Technologies, now SpringSource, a division 
of VMware, is an open source enterprise messaging system that implements 
AMQP. It is based on the reliable, available and scalable Open Telecom Platform 
(OTP), written in Erlang and is used to manage flexible switching exchanges that 
are designed to never go down and handle high loads. RabbitMQ is an AMQP 
layer on top of OTP. 
 Red Hat Enterprise MRG [70] is a distributed IT infrastructure that includes 
three technologies, MRG Messaging, MRG Realtime and MRG Grid. MRG 
Messaging is based on Apache Qpid but includes persistence, additional 
components, Linux kernel optimisations and more operating system services. It 
supports a variety of messaging paradigms such as store-and-forward, distributed 
transactions, publish/subscribe, content-based routing, queued file transfer, 
point-to-point connections among peers and market data distribution. 
 ActiveMQ [71] is an open source product maintained by the Apache software 
foundation. It has multiple advanced features that support an extensive range of 
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different requirements [72], protocols [73], and network topologies [74]. At the 
time of writing, ActiveMQ version 4.x does not support AMQP. ActiveMQ 
supports AMQP from version 5.8 onwards [75]. 
The rationale for choosing Apache Qpid primarily lies in its open source nature, and its 
implementation of open standards. While the techniques we developed do not rely on any 
specific feature of the Apache Qpid broker, its open source nature allows us to validate the 
source code and satisfy ourselves that the broker’s behaviour is indeed correct. Moreover, 
by using the Java version of the Qpid broker, we can access the internal states of the 
broker using Java Management Extensions (JMX) [76]. This greatly simplifies the 
development of the bottleneck detection tools. 
ActiveMQ was a contender as the message broker, however its extensive feature set also 
meant additional complexity when it comes to studying the internals. During the 
development stage of this thesis, ActiveMQ did not support AMQP.  
Other options were dismissed for the following reasons: OpenAMQ has been discontinued 
and replaced by the “broker-less” ZeroMQ. RabbitMQ is coded in Erlang, a language we 
consider esoteric and therefore poses additional difficulties when integrating with other 
system components. RedHat MRG is a proprietary product. 
Proprietary solutions support different kinds of messaging paradigms and usually offer 
security, high-performance and resilience, allowing the user to configure whether they 
prefer a very reliable system with lower performance or a very efficient system but less 
resilient. Clustering and federation are also common features in most proprietary 
solutions. There is a wide choice of proprietary messaging products for different niches. 
Some of the more general-purpose ones are IBM WebSphere MQ [77], TIBCO 
Rendezvous [42], Sonic MQ [78], the 29West Ultra Messaging suite [79], Microsoft 
Message Queuing [80] and Amazon Simple Queue Service [81]. However, being 
proprietary means they are closed systems and it is not possible for us to study their 
internal workings or to modify them. 
 
2.1.6 Metrics	  for	  MOM	  Performance	  
Based upon the description of MOMs given in the previous sections, the performance of 
MOM systems can be defined in terms of the number of senders or publishers, number of 
receivers or subscribers, numbers of topics, or combinations of these. 
These metrics can be measured in various places on the MOM system. The measurement 
location depends on the use of the metrics, and different uses will have their own ideal 
measurement points. For QoS monitoring, the metrics can be measured at the publishers 
and subscribers, to give an overview of how the MOM system is performing. In our case, 
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the focus in on the control of the message broker, then naturally we measure at the 
message broker.  
We construct a throughput model of the message broker in Chapter 3 and the predictive 
model in Chapter 4. 
 
2.2 How	  Load	  Detection	  is	  used	  in	  Load	  Balancing	  Approaches	  in	  
Distributed	  Systems	  
Load balancing in distributed systems has been widely explored since the introduction of 
parallel and distributed computing. The goal of load balancing solutions is to evenly 
distribute workload to all available resources.  
Load balancing implies load detection. In our survey, we found that work in load 
balancing measures the load, using a combination of metrics observable for that system, 
and uses these measurements in the load balancing algorithm. 
A significant amount of work has been done on load balancing solutions in the following 
computing layers: 
 Network: Network-based load balancing services make decisions based on the 
frequency at which a given site receives requests. For example, network routers 
and DNS servers often perform network-based load balancing [82] [4].  
 Operating System: Operating System based load balancing is essentially 
transparent to a distributed application. Hence they can used to build large 
compute clusters [83] [84] [85] [86]. 
 Middleware: Middleware based load balancing allows for the selection of load 
metrics and the ability to make load balancing decisions based on the content of a 
request [87] [88] [89]. 
Intuitively, the layer in which to implement a load balancing strategy is determined by 
selecting the layer that contains the logic to make effective load balancing decisions.  
A general solution to the challenges in constructing reliable distributed systems could be 
summarised as 1) replicating operation nodes to add redundant processing to the system, 
preventing node failures from affecting the results, 2) adding multiple redundant network 
paths to handle network failures, 3) allowing for fidelity reduction to degrade processing 
quality thus reducing the resource requirements of a query so that the reliable distributed 
system can continue operation with diminished resources after failure [90]. 
Williams et al [91] researched black-box prediction of failures within a distributed system 
by using trend analysis of performance metrics. Their work hypothesises that a fault 
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manifests itself as increasingly unstable performance-related behaviour before escalating 
into a failure, and those systems exhibit steady-state performance behaviour with few 
variations in the non-faulty case. Hence, early discovery of any deviations or anomalies in 
the trends of various performance metrics can provide sufficient warning of impending 
system failure. Mos et al [92] describes a prototype framework used to identify 
performance issues using UML and Model Driven Architecture (MDA) modelling 
techniques. The modelling component generates UML models of the system showing 
where the performance problems are located and drives the monitoring process. The 
models will have associated performance data (e.g. execution times for methods, pool size 
for components), displayed in a visually effective way to the user, helping to intuitively 
identify performance and scalability problems. These modelling and analysis techniques 
could be adapted to resilience techniques in MOMs. 
Ueda et al [93] discusses techniques to eliminate storage-bound bottlenecks in 
distributed system by learning previous file access patterns to optimise caching strategies. 
This learning utilises idle-memory and CPU cycles. However, the latency and bandwidth 
of the network must be carefully considered in the design of this system. For example, a 
bandwidth of 1000Base-T, which is often used to connect distributed systems, is slower 
than storage interfaces such as SAS and Serial ATA. This approach would be deficient for 
a loosely coupled MOM as this technique requires a high bandwidth low latency network 
whereas MOMs can be expected to work across networks with large variations of 
connectivity. 
Balazinska et al [8] describe their implementation and evaluation of Delay, Process, and 
Correct (DPC), a protocol to handle crash failures of processing nodes and network 
failures in a distributed Stream Processing Engines (SPE). DPC allows applications to 
choose their desired trade-offs between availability and consistency in face of network 
failures. This is done by having each application define its desired trade-off between 
availability and consistency by specifying the “maximum incremental processing latency” 
it can tolerate. DPC maintains this application-specific processing latency at all times, 
independent of failure durations. An assumption is made that the network latency 
between any pair of nodes is small compared with the maximum incremental processing 
latency. A further assumption made is that each processing node has sufficient resources 
(CPU, memory, and network bandwidth) to keep up with the input rates ensuring that 
queues do not form in the absence of failures. This again means that this technique is 
relying on a high bandwidth low latency network, and possibly a set of homogenous 
compute nodes. These assumptions are not necessarily true on a MOM system. 
Yabandeh et al [94] describes a method of developing and deploying distributed systems 
where the nodes predict distributed consequences of their actions to detect and avoid 
errors. Many of these errors can only manifest after the system has been running for a 
long time, has developed a complex topology, and has experienced a particular sequence 
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of low-probability events such as node resets. They introduced the concept of 
continuously executing a state space exploration algorithm in parallel with a deployed 
distributed system. For each state that a running system experiences, their technique 
checks many additional states that the system did not go through, but that it could reach 
in similar executions. The output of the state space exploration algorithm from each 
processing node is fed to a centralised model checker that checks for consistency over all 
outputs. This technique again assumes that the computing nodes are homogenous.  
These techniques usually apply to the back-end load balancing, which refers to the 
processing nodes in distributed systems or message brokers on MOMs. The techniques 
will need to be adapted to the asynchronous and loosely coupled-nature of MOMs. 
Message brokers connected together in a MOM system are not necessarily homogenous 
either, requiring a more flexible system of load balancing that accounts for their 
differences. 
With cloud computing gaining popularity, we also see research to use the cloud for load 
balancing as described below.  
Kleiminger et al [95] researches the premise to use a distributed stream processor 
running on a scalable cloud infrastructure in conjunction with a local stream processor. 
The local stream processor handles average load, while the distributed cloud stream 
processing system assists for peak processing demands by the virtue of scaling processing 
across many machines. This combined approach scales well with increasing input rates by 
using cloud resources and achieves increased throughput. Offloading tasks to the cloud 
produces its own set of issues, one of them being performance variation and increased 
latencies on the cloud services. In [96], Cervino et al found that the main factor affecting 
performance is the latency introduced by the cloud deployment. The geographic distance 
between the cloud data centre and the request sources dominates the network latency. 
The virtualised cloud infrastructure itself does not increase end-to-end latency 
significantly. Hence it is preferable to deploy stream processing engines at cloud sites 
within close network proximity to sources. Even by selecting cloud services that are 
geographically near, there is still the issue of selecting the best path connecting the nodes. 
In [97], Haddow et al considers that alternate paths may offer improvements in 
connection speed. These "detour paths" are chosen to offer higher bandwidths compared 
to the direct path. The direct path – with the least hops may have less bandwidth available 
than the detour path with more hops. Detouring is achieved by either 1) encapsulating 
every IP packet from the origin and sending it through a detour node, which then 
forwards the packet to the correct destination; or 2) splitting the TCP connection – where 
a long TCP connection is split into two separate connections terminated mid-path. 
The lessons learnt here could be applied to MOM message brokers, where the message 
broker itself is constructed as a service utilising the cloud for expanded capacity. 
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In this thesis, we argue that in a reliable MOM there is a need to mitigate the effect of 
component failure. The best way in mitigation is to understand when and how a 
component can fail. Hence we have created a model of the message broker to predict 
when it is likely to bottleneck. Modelling the message broker allows predictive as opposed 
to reactive action to be taken when brokers are failing. 
To load-balance a publish-subscribe system that resides at the middleware layer generally 
requires identifying the relationship between subscriptions, as they may be correlated and 
estimating the load of a subscription imposed onto a broker already servicing an arbitrary 
set of subscriptions. The predictive models developed in this thesis complement and 
augment load balancing in MOM systems. 
 
2.2.1 Resilience	  in	  Current	  MOMs	  
Multiple brokers can be related together using clustering and federation. These are 
popular concepts in advanced MOM systems (though not necessarily related to resilience) 
that appear in the same context [98]. 
In a broker cluster, a group of linked brokers work together to present the illusion of a 
single broker with multiple addresses. These clusters can be used to improve reliability 
and fault tolerance, i.e., if a broker fails, clients can automatically choose another one via 
failover. The clusters can also enhance scalability, throughput and load balancing by 
distributing loads of work across brokers [99]. 
For resilience, the focus is on high-availability clusters (HA clusters) that use redundant 
brokers so that clients can failover automatically to another broker should the broker that 
they are using fail. However, if all brokers reside in a subnet, then there is limited 
resilience to a denial of service (DoS) attack. For example, should the gateway to the 
subnet hosting a cluster of brokers be attacked, then access to all brokers in the cluster is 
limited [100]. 
To construct HA clusters, the simplest high-availability cluster is formed by a pair of 
servers, one of them acting as a master and the other one as a slave. This is the approach 
that is adopted by OpenAMQ and ActiveMQ [71]. The master accepts connections from 
client applications and the slave can be inactive, e.g. OpenAMQ or it can replicate the 
state of the master, e.g. ActiveMQ. When the master fails, the slave takes over as a master. 
ActiveMQ ensures no message loss in the process and OpenAMQ requires that all 
applications recreate all server-side state and retransmit lost messages, since clustering is 
incompatible with server-side persistence and AMQP transactions. Recovery from a 
failover is a manual operation in OpenAMQ and ActiveMQ, although OpenAMQ allows 
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the use of the former master as a slave if it is running again. Failover configuration cannot 
be modified at runtime in OpenAMQ. 
Furthermore, OpenAMQ can prevent split-brain situations, i.e. where more than one 
server acts as a primary, if failover peers are connected by a dedicated network link and 
ActiveMQ offers the alternative of replicating the message store instead of using multiple 
brokers, which requires some kind of shared file system or shared database. 
More complex clusters consist of any number of brokers collaborating to present the 
illusion of a single broker and tolerate the failure of individual brokers. For example, 
Apache Qpid and RabbitMQ use active-active clusters where each member broker 
maintains the full state of the clustered broker and does the work of all brokers, with the 
exception that RabbitMQ does not replicate message queues. Both products allow the 
addition and removal of brokers to and from clusters at any time and the existence of 
persistent clusters. Apache Qpid uses Closed Process Group (CPG) to ensure that all 
members of a cluster get an identical sequence of events and bases this on assuming that 
brokers will provide identical results if they are provided identical inputs. RabbitMQ 
relies on Open Telecom Platform (OTP) to reliably and persistently replicate session state 
across all brokers in a cluster. 
In broker federation, only some brokers are linked in a predefined architecture. The 
linked brokers do not need to be in the same network, nor do all brokers need to be fully 
connected, i.e., a broker does not need to be linked to all the other brokers. Messages sent 
to a broker in a federation will be delivered to the clients connected to that particular 
broker, and forwarded to all the other brokers in that federation, which in turn deliver the 
messages to the clients connected to them. From the point of view of the clients, the 
federation acts as a single logical broker.  
Broker federation reduces the load of the brokers, as messages are only transmitted once 
from one broker to another even if multiple subscribers are connected to the destination 
broker. A federated broker only needs to allocate resources for the subset of clients 
directly connected to it, not for all the clients [101]. 
A broker federation helps improve scalability and performance, but is not directly related 
to resilience. It does reduce the possibility of broker overloading and bottlenecks in the 
network. 
Finally, a combination of HA clustering with federation can be created to obtain a reliable 
and scalable system by replacing individual brokers in the federation with HA clusters. 
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2.2.2 Current	  Approaches	  in	  Qpid	  
The Qpid C++ brokers are able to establish relationships between them by forming 
clusters or federations of brokers. These capabilities were not present in the Java version 
of the Qpid broker that was used in this research. 
 
2.2.2.1 Clustering	  
Qpid’s approach to clusters is based on enhancing reliability. All brokers in a cluster do all 
the work of all brokers. A cluster is a group of brokers collaborating to present the illusion 
of a single broker with multiple addresses [99]. 
A cluster will use the Closed Process Group (CPG) protocol, a virtual synchrony protocol, 
to replicate the state of each broker. Virtual synchrony systems allow programs running in 
a network to organise themselves into process groups. Messages can be sent to groups, as 
opposed to sending them to specific processes. Each message is delivered to all the group 
members and in the identical order. So, each broker, as a member of the cluster, 
multicasts events to the process group and CPG ensures that all other members receive all 
events in the same sequence. All members get an identical sequence of events so they all 
update their state consistently if they process the events in the order that CPG presents 
them. 
Nodes can be added to the cluster and removed from it at any time, and clients are able to 
dynamically track the nodes in the cluster and reconnect as required. The AMQP address 
is multi-homed, i.e. the clients have more than one physical link to the message broker 
and more than one IP address can be specified at the initial connection. Clients will 
iterate through this list until they make a successful connection, not having the single 
point-of-failure that would be created if they only specified one IP address to connect to. 
Qpid’s clustering provides a way of making a broker network resilient to broker failures, 
since when a broker fails, clients who were using it can failover to any other broker in the 
cluster. However, it is limited to having the cluster members be able to multicast events to 
the group, so all brokers need to be in the same network. 
Furthermore, all members of the cluster also do all the work of all other members. So the 
brokers are unnecessarily overloaded and this situation can potentially lead to avoidable 
bottlenecks in the network. 
This research needs a system with independent brokers that do not have to be connected 
to each other and that do not have to be aware of the existence of other brokers in the 
system, which is an incompatible approach with Qpid’s clustering. 
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The constraint that prevents us from using Qpid’s clustering is that this requires members 
of the cluster to be able to multicast events to other members of the group, requiring all 
brokers to be in the same network. 
Our research needed a system with independent brokers that do not have to be connected 
to each other and that do not need to be aware of the existence of other brokers in the 
system. The independent brokers will facilitate future expansion of the overlay. 
 
2.2.2.2 Federation	  
The Qpid C++ broker supports federation as well, providing the ability to create networks 
of brokers that communicate with each other. This allows a producer to publish messages 
to one broker and a consumer to receive those messages from another broker of the 
federated network. 
Federation improves scalability and performance in a system, but it does not directly 
enhance resilience. 
Federation is achieved by creating links and routes between brokers. Links are transport 
level connections. Routes consist of an AMQP session and a subscription between two 
brokers in which the source is an exchange or a queue in the sending broker and the 
destination is an exchange in the receiving broker. If the source is an exchange, a queue 
with the proper binding key is created and the receiving broker subscribes to it. Once this 
is established, the subscription appears as a standard one for the sending broker and 
messages routed through the route appear as standard publications for the receiving 
broker. 
In Qpid, if a broker in a federated network fails, there is no mechanism for substitution 
and clients connected only to it will no longer be able to communicate with the federation. 
As a consequence, Qpid’s federation does not serve the needs of this research. 
 
2.3 Measurement	  of	  Message-­‐Oriented-­‐Middleware	  Performance	  
2.3.1 Measuring	  MOM	  Performance	  
In [102], Tran et al describe their survey on middleware systems performance. They 
found that although the various MOM systems offer a number of standard architectures 
that can be used by designers as starting points to build applications, there is little 
concrete understanding in the software industry on the strengths and weaknesses of 
competing technologies, and the different trade-offs that various component architectures 
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impose. Studies on EJB and CORBA based systems were also performed for comparison 
[103] [104] [105]. 
They did a survey to determine the current status of research on the performance of the 
most recent releases of various commercially available MOM products and how the 
system performance was measured. The survey results reveal that the performance 
measurements of MOM systems are typically from the products’ vendors. Two of the 
performance studies found have been published recently comparing MQSeries and 
MSMQ, one by IBM and the other commissioned by Microsoft. The studies have different 
test and measurement methods and the results are essentially conflicting. Moreover, 
apart from presenting the results, the results reveal very little about the behaviours of the 
systems. 
They then present their work on measuring the performance of the MQSeries MOM. Their 
test scenario has a multi-threaded sending application (publisher), a multi-threaded 
receiving application (subscriber) and two queue managers. As these components operate 
asynchronously, the publisher and subscriber are not synchronised. In their scenario, the 
components are independent processes and as such they can handle messages at different 
rates. The difference between the transmission rate and the sending rate determines the 
queue depth at the publisher’s queue. Similarly, the difference between the transmission 
rate and the receiving rate determines the queue depth at the subscriber’s queue.  
Their experiments show that the system operates in two different states: sustainable and 
unsustainable. The sustainable state is the state in which the MOM can maintain the same 
level of performance for an unlimited run time. The unsustainable state will cause erratic 
and reduced performance in the MOM. The MOM remains in the sustainable state if the 
sending rate does not cause the queue to grow beyond a certain stable queue depth. 
However, if the queue is allowed to continuously grow, the MOM enters an unsustainable 
state. Their tests quantified the MOM’s performance by measuring the maximum 
sustainable throughput, which is a combination of message length and message rate for a 
particular system configuration. This is the throughput at the saturation point, where the 
throughput level does not cause the queue depth to increase at either the sender’s or the 
receiver’s queue. 
This work by Tran et al becomes the first step in this research, where the performance of 
the broker is tested to determine the message volumes that the broker can sustain and the 
message volumes that will bottleneck the broker.  
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2.3.2 SPECjms2007	  
The SPECjms2007 benchmark is promoted as the world’s first industry-standard 
benchmark targeted for MOM systems. The aim of the SPECjms2007 benchmark is to 
provide a standard workload and metrics for measuring and evaluating the performance 
and scalability of MOM platforms [106] [107]. 
Sachs et al consider the key use of this benchmark is for the production and publishing of 
standard results for marketing purposes. They also specify that other uses are for tuning 
and optimising platforms or to analyse the performance of certain specific MOM features 
SPECjms2007 offers three different ways of structuring the workload: horizontal, vertical 
and freeform. The latter are referred to as workload topologies and they correspond to 
three different modes of running the benchmark offering different level of configurability. 
The horizontal topology is meant to exercise the ability of the system to handle increasing 
number of destinations. SPECjms2007 allows users to customise the workload to their 
needs by configuring it to stress selected features of the MOM infrastructure in a way that 
resembles a given target customer workload.  
We chose not to use SPECjms2007 because it is primarily designed as a benchmarking 
tool for finding the maximum performance a MOM system can sustain. It also has a heavy 
focus on JMS. We are less concerned about testing the JMS aspects of our message 
broker, but more towards the behaviour of the message broker under load. Finally, 
SPECjms2007 is a commercial product and requires a license to be purchased for use. 
 
2.3.3 Linear	  Models	  for	  Broker	  Modelling	  
2.3.3.1 Capacity	  
In [108], Henjes describes approaches on experiments that measure the maximum 
throughput of MOM brokers as well as the impact of message filtering and message 
replication on the broker’s performance.  
The author evaluates a set of JMS-based MOM brokers: 1) FioranoMQ, 2) BEA WebLogic 
Server, 3) SunMQ, 4) WebSphereMQ, and 5) ActiveMQ. To us however, the list of MOM 
brokers evaluated in [108] are all proprietary products, except for ActiveMQ which is 
open source. The broker used in this research, Qpid, is not included. 
The author describes a series of evaluation techniques to measure the performance of 
JMS MOM brokers. These benchmarks are designed to capture the maximum capacity, 
i.e. the maximum rate which a broker can transfer data in a variety of scenarios. We adapt 
some of his methods to benchmark Apache Qpid, which is an AMQP broker, but has JMS 
bindings for clients.  
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For our research, the methods described by Henjes offers a good starting point to 
estimate the Qpid broker’s capacity.  
 
2.3.3.2 Performance	  
In [109], Cheung et al. consider content-based publish-subscribe MOM and look at a 
model where matching time depends on the number of subscribers. The matching time is 
the time needed to match the message to the subscriber’s subscription. They detect 
bottlenecks using linear models. The load of a broker is captured by three performance 
metrics: input utilisation ratio, average matching delay per message, and output 
utilisation ratio. Input utilisation ratio (Ir) captures the broker’s processing and CPU 
utilisation as well as the amount of time that incoming messages wait at the broker’s input 
queue. Ir is defined in Equation ( 2—1 ), with ir representing the incoming publication rate 
in messages/s, and mr representing the maximum matching rate, i.e. the rate which the 
message broker can match messages to the subscription in messages/s: 
 𝐼𝐼 =
𝑖𝑖
𝑚𝑚
 ( 2—1 ) 
mr essentially normalises ir by the fastest rate that the broker can feed the messages to the 
output queues. Equation ( 2—1 ) is normalised so that an input ratio of 1 corresponds to 
being fully loaded at the broker input. In a content-based publish-subscribe model above 
mr decreases if the number of subscribers increases, so the effective load on the broker 
increases since more CPU time is required to match.  
In the topic-based publish-subscribe model described here, mr also decreases when the 
number of topics increases. It will also decrease with the number of subscribers. In some 
enterprise environments, the number of subscribers may be stable for prescribed periods 
of the day, and do not change rapidly over the course of the day, in which case the 
matching rate will be weakly related to the number of topics. The scenario imagined here 
for example are stockbrokers, oil field monitors, and tsunami monitors. 
Given this, the equivalent of the time needed to do the match – the matching delay is 
related to the number of messages published, see Equation ( 2—2 ): 
 𝑚𝑚 = ℎ + 𝑎𝑎𝑎𝑎 + 𝑏𝑏  ( 2—2 ) 
where m is the matching delay, h is the time needed to read the message header, a is the 
time needed to match the topic of the message and place it on the queue, n is the number 
of messages, and b is constant (y-intercept).  
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This means that the matching rate is proportional to the number of messages that the 
broker receives. For a content-based system as in [109], the matching time could be 
significant, hence their consideration of matching delay as an important factor in broker 
performance. However, in topic-based systems, such as Qpid, the matching time short. As 
shown here, if the publishing rate is in messages per second, then the matching delay m 
times the publishing rate must be less than 1 as the rate p is in messages per second: 
 
𝑝𝑝𝑝𝑝 < 1 
𝑚𝑚   <
1
𝑝𝑝
 
( 2—3 ) 
where p is the publishing rate per second, and m is the matching delay in seconds. From 
the experiments that was performed in this research, and experiments from [110], it is 
found that the maximum message rates for the Qpid broker is at least 500 messages per 
second (from this research) to 6,080,000 messages per second (on a dedicated RedHat 
server). To sustain these kinds of message rates, it means that the matching times for the 
messages are extremely small. Hence, from Equation ( 2—3 ) the number of subscribers 
(assumed to remain constant for periods when the MOM is in action) determines the 
matching delay. The matching delay must be less than the publishing rate.  
 
The authors in [109] also define the output utilisation ratio (Or) which captures the 
broker’s output bandwidth utilisation and the amount of time messages spend waiting in 
the output queue before being sent off.  
 𝑂𝑂 =
𝑜𝑜
𝑜𝑜
 ( 2—4 ) 
Or is defined by Equation ( 2–4 ) with ou representing the output bandwidth usage in 
bytes per second, and ot representing the total amount of output bandwidth in bytes per 
second.  
To monitor ou and ot, twindow is used as the monitoring time window, and tbusy as the 
amount of time spent sending messages within twindow. 
To measure the message volume entering and exiting the output queue, two more 
parameters are introduced where brx represents the message volume in bytes put into the 
output queue in time window twindow, and btx represents the message volume in bytes 
removed from the output queue and sent successfully in time window twindow.  
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In a given time window, ou is the output bandwidth utilisation, thus it can be seen as the 
product of the message volume being sent and the amount of time used to send the 
messages, so: 
 𝑜𝑜 = 𝑏𝑏𝑡𝑡 ( 2—5 ) 
 Also, ot is the total bandwidth available, and since there will only be messages being sent 
out if there are messages in the queue to be sent, so: 
 𝑜𝑜 = 𝑏𝑏𝑡𝑡 ( 2—6 ) 
Expanding Equation (2–4) using definitions of ou and ot from Equations ( 2-5) and ( 2-6) 
yields  Equation ( 2-7 ) for Or: 
 
𝑂𝑂 =
𝑡𝑡
𝑡𝑡
𝑏𝑏
𝑏𝑏
 ( 2—7 ) 
The fraction tbusy/twindow gives the proportion of time that the broker sends messages 
within a monitoring window, and a value range between 0 and 1, where a value of 0 
signifies that the output bandwidth is not used and 1 signifies that the resource is fully 
consumed.  
The fraction brx/btx gives a value range greater than or equal to 1, where a value greater 
than 1 signifies an overload. If no messages are transmitted in the time window, then this 
fraction defaults to a value of 0.  
When there is no overload, tbusy/twindow indicates the bandwidth utilisation while brx/btx 
yields a neutral value of 1. At times of overload, tbusy/twindow maximises to a neutral value 
of 1 while brx/btx indicates the magnitude of overload by yielding a value greater than 1. 
The equations ( 2—1 ), ( 2—4 ) and ( 2—7 ) are used as a reference point so that our 
research can be related to the previous work of others. 
 
2.4 Discovery	  of	  Failures	  
In [111], [112], [113], and [114], the authors present the problem of detecting failures 
through the use of log files. Specifically they data mine the contents of log files and find 
indicators of failures. Log files contain a very large number of periodically recorded 
counters. These counters reflect the effect of an application workload on the system.  
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By mining these counters, a workload signature that describes the effect of the workload 
can be obtained. Log files are traditionally analysed manually involving significant ad-hoc 
scripting and rule-based processing, termed system event processing. Such scripts are 
usually created by operators instead of developers because the problems that operators 
look for are often runtime-environment dependent and cannot be predetermined by 
developers. Log analysis for system errors typically involve classifying log messages based 
on the pre-set severity level of the reported error, and on tokens and their positions 
within the text of the message. 
Moreover, failures are usually the cumulative effect of multiple anomalies in a sequence. 
Hence, the failure mechanism is a principle chain of actions or conditions that leads to a 
system failure e.g. a memory leak causing increased memory usage, leading to an out-of-
memory condition. A hidden semi-Markov model (HSMM) is often used to predict 
failures based on the sequences. 
The theme here is the selection of metrics that are indicators failures from the software 
component logs. The analysis of the failures is also geared towards the representation of 
errors to human operators.  
For enhancing the resilience and reliability of MOMs, the software controllers of the 
MOM need to learn the anomalies encountered. 
 
2.5 Anomaly	  Classification	  and	  Prediction	  
Previous work in [115] by Gu et al has shown the ability to detect bottlenecks using a 
combination of Markov Models and Naïve Bayes Classification. Their work is primarily 
focused on detection of bottlenecks in large-scale computing clusters. In their case, the 
computing cluster used is an IBM System S Stream Computing System, consisting of a 
cluster of 250 blade servers.  
They continuously monitor various system components using a set of metrics to give 
advance warning on anomalies. They use a given training dataset of such metrics, to build 
a model to classify the current status of a system into two states: normal or abnormal. 
Classifying future data allows them to take preventive actions to steer the system away 
from the impending anomaly situation. Their work performs continuous classification on 
future data to find the probability that a certain type of anomaly will appear before the 
system enters the anomaly state. 
They first learn the different anomaly symptoms from historical data (training data), 
which consists of records of a fixed set of attributes. They consider both 1) host-level 
metrics such as available memory, free CPU time, and free disk space, and 2) component-
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level metrics such as input data rate, output data rate, data processing time, and 
component memory use. 
Next they train their Naïve-Bayes classifiers from the recorded data. A Naïve-Bayes 
classifier is used because a Naïve-Bayes classifier can be trained very efficiently, and it 
produces posterior probabilities that can be combined with feature predictions to perform 
predictive anomaly classification. 
They use the classifier to tell them whether a data point indicates an anomaly situation. 
However, their goal is to determine whether the system will have a bottleneck situation in 
the future. They need to predict future data first, and then apply the classifier to the 
predicted data. To do so, they use Markov models to predict feature transitions. 
Markov models have been used extensively in many fields to model stochastic processes. 
They model each feature using discrete-time Markov-chain of a finite number of states, 
where each state represents a feature value (continuous values are discretised into a finite 
number of bins). The output of the Markov simulation is a region in the feature space, 
where each point in the region is associated with a value, indicating the probability of 
reaching that feature point. By applying the previously trained Naïve-Bayes classifier over 
data in the region, they can predict the probability of bottlenecks from the Markov output. 
This work by Gu et al gives this research a way of classifying bottlenecks and a way to 
predict bottlenecks. This research uses the work of Gu et al as a starting point and as a 
comparison. We seek to improve upon the work of Gu by using analytical models to model 
and predict the behaviour of message brokers during bottleneck conditions. 
 
2.5.1 Markov	  Models	  
The work in Gu et al [115] relies on Markov models for anomaly detection. Markov 
Models are randomised algorithm and many areas use them to model stochastic processes 
[116]. The Markov Model they used is a Markov-chain, which describes a system that 
undergoes transitions from one state to another, with a finite number of possible states. A 
description of Markov-chains is given later in this sub-section. 
The different metrics observed in the message broker is modelled as independent 
features. Each feature is modelled using one discrete-time Markov-chain of a finite 
number of states, where each state represents a feature value. The output of the Markov-
chain simulation is a region in the feature space, where each point in the region is 
associated with a value, indicating the probability of reaching that feature point. 
They make the assumption that the Markov-chains for different broker metrics are 
independent. That is, given the value of a broker metric at current time, the distribution 
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of its feature values in the next time unit is independent of the distributions of other 
broker metrics. So samples can be drawn for each metric following its own distribution, 
independent of other features. 
Moreover, in many applications, the observations often have short-term temporal 
correlation. For example, seasonal weather temperatures of a region do not change 
dramatically over a short period of time. When brokers are in a steady state, their broker 
metrics would also remain stable. On the other hand, when brokers are heavily loaded, 
the short-term observations of the metric can show unstable characteristics, and vary by 
much. The task is to capture short-term time correlation in a time-varying environment. 
However, most of the short-term variation is noise, as the broker’s state has not changed 
significantly. Hence to smooth out these variations, the observations are quantised. All 
observations are quantised before being used. 
 
2.5.1.1 Constructing	  the	  Markov-­‐Chains	  
Markov-chains are used to simulate the future feature distribution for a broker metric. A 
Markov-chain has a set of states, 𝑆𝑆 = 𝑠𝑠, 𝑠𝑠,… , 𝑠𝑠 . The process starts in one of these 
states and moves from one state to another in succession. Each move is called a step. Say 
the Markov-chain is currently in state si, and moves to state sj at the next step with a 
probability denoted by pij. The probability pij does not depend on which states the chain 
was in before the current step. The probabilities pij are the transition probabilities, and 
these are stored in the state transition matrix, P. 
Markov-chains are used to make predictions on the state of the broker metric n-steps in 
the future. Here, each step is one second, as the message broker’s performance is 
measured once every second. This interval is used when predicting the message broker’s 
behaviour. 
The concern when it comes to Markov-chains is when n becomes large, the distribution 
will converge to 𝑃𝑃 𝑛𝑛 = 𝜋𝜋, where π is the prior distribution (the historic training data used 
to build the Markov-chain) of the feature values. In other words, the probability of a 
certain feature value in the next time unit is approximately the fraction of its occurrence 
in the historic data. However as the interval between the current time and the time when 
the feature values is predicted becomes larger, the temporal correlation will disappear. 
 
2.5.1.2 Updating	  the	  Markov-­‐chain	  Transition	  Matrix	  
An important issue in system monitoring is that due to the changing workload, any 
anomaly detection mechanism must take into consideration the time-varying class 
distribution of anomaly and normal states. The main idea is to maintain the Markov-
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chain’s transition matrix using a sliding window of the most recent W transitions and 
update the parameters of the Markov-chains when new observations are available. The 
sliding window is incrementally updated so that the transition matrix reflects the 
characteristics of the most recent data. 
Since the state of the broker can change, e.g. depending on the publisher rate, the 
publishing rate could be increasing, decreasing or holding steady. To keep the transition 
matrix “fresh”, a sliding window is used to create a buffer to calculate the transition 
matrix. Using a fixed-size sliding window on the stream of observations, when the sliding 
window is full, the earliest observation is removed from the window and added to the 
latest observation at the end. The transition probabilities are recalculated every time the 
sliding window is given a new observation. In the experiments performed here, the 
window size is set to 10 seconds, which is approximately half the duration of the 
bottlenecks encountered here. 
Because the memory of this Markov-chain is finite, i.e. it does not observe from the 
beginning, there are cases where the transition matrix has a zero-vector, which is when 
the whole row only contains zeroes. This makes the transition matrix irregular. In this 
implementation, when there is a zero-vector, the transition probabilities generated from 
previous historical data are used to fill the gaps. This gives an approximation of the 
broker’s behaviour. 
The formula used to calculate prediction n-steps ahead is: 
 𝑥𝑥   =   𝑥𝑥()𝑃𝑃 ( 2—8 ) 
where 𝑥𝑥 is the distribution vector and P is the transition matrix, 𝑛𝑛 is the number of steps 
ahead to predict.  
 
2.5.1.3 Comparing	  ARX	  Models	  with	  Markov	  Models	  
In Chapter 5 we compare our models estimated using system identification techniques 
with models created using Markov Models. 
 
2.6 System	  Identification	  
In our survey we have not found any significant work on using system identification in 
software systems. However, we have observed that the behaviour of the message broker 
follows that of a dynamical system, where some fixed rules describe the behaviour of the 
system based on time. System identification is used to obtain a mathematical relation that 
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reliably predicts the behaviour of the message broker, using input and output data 
recorded from the process [117]. We believe that the use of system identification in 
modelling the behaviour of message brokers is a novel contribution. 
 
 
Figure 2-1: Model identification 
 
Figure 2-1 gives a high-level overview of identifying a model. System identification is 
always an approximation problem. It is nigh impossible for a mathematical model to 
reproduce exactly the behaviour of a real physical system. In a real system, the input u is 
not mapped to the output ys by differential equations. Instead, the system is subjected to 
disturbances. Disturbance signals which are known, i.e. measurable, could be handled as 
additional input signals in principle, in the same way as u. Non-measurable disturbance 
are regarded as causing the difference 𝑦𝑦 − 𝑦𝑦 = 𝜖𝜖 ≠ 0. 
The model structure that is used in identification must be able to cover all significant 
types of behaviour observed in the data. A general guideline in modelling and 
identification is that it is useful that the model is kept as simple as possible.  
A non-linear model of higher order is often able to match the data better than a linear 
model of lower order. However, the latter’s computational burden is smaller, and the 
resulting simpler model is often better suited for future use, e.g. calibrating similar 
systems or in prediction. There is this trade-off when it comes to choosing the model 
structure. 
System identification is also broadly divided into two branches: parametric identification 
and nonparametric identification. In parametric identification, the model structure is pre-
determined a priori and then parameters of the structure are fitted to the data. In non-
parametric identification, very little or no assumptions are made with respect to the 
model structure.  
Parametric models give a more compact and concise description of a system. The number 
of parameters is relatively small and is related to the size of the model (numbers of input 
parameters, output parameters and state parameters) or to the number of physical 
parameters. The capability of specifying physical parameters in parametric models allows 
System'
Model'
ys#u#
ym#
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us to control the inputs to the message broker in order to prevent an overload condition, 
i.e. bottlenecks. 
There are several of parametric model structures are available to assist in modelling an 
unknown system.  
A general model structure for parametric identification is: 
𝑦𝑦 𝑡𝑡 = 𝐺𝐺 𝑞𝑞 𝑢𝑢 𝑡𝑡 + 𝐻𝐻 𝑞𝑞 𝑒𝑒 𝑡𝑡   
Where: 
𝑦𝑦 𝑡𝑡  is the output of the system 
𝑢𝑢 𝑡𝑡  is the input to the system 
𝐺𝐺 q  is the deterministic part of the system 
𝐻𝐻 q  is the stochastic part of the system 
This model is also known as the general-linear model. This model provides flexibility for 
both the system dynamics and stochastic dynamics. However this method requires 
intensive computation and does not guarantee any global convergence. 
There are simpler models that are a subset of the general-linear model. The commonly 
used models* are: 
1. AR Model: The autoregressive (AR) model structure is a process model used in the 
generation of models where outputs are only dependent on previous outputs. No 
system inputs or disturbances are used in the modelling. This is a very simple model 
that is limited in the class of problems it can solve. Strictly speaking this means that 
the AR model structure is the model for a signal, not a system. Time series analysis, 
such as linear prediction coding commonly use the AR model. 
2. ARX Model: The autoregressive exogenous (ARX) model is the simplest model 
incorporating the stimulus signal. The AR refers to the autoregressive part and X to 
the extra input (the exogenous parameters, i.e. parameters that are external to the 
autoregressive term). ARX model estimation is the most efficient of the polynomial 
estimation methods because it is the result of solving linear regression equations in 
analytic form. Moreover, the solution is unique. In other words, the solution always 
satisfies the global minimum of the loss function. The ARX model therefore is 
preferable, especially when the model order is high. However, in ARX models, the 
stochastic inputs or disturbances are part of the system dynamics. When the 
                                                             
* There are other models such as Output Error models and Box-Jenkins models. We choose to limit the 
discussion in this thesis for brevity. 
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disturbance of the system is not white noise, the coupling between the deterministic 
and stochastic dynamics can bias the estimation of the ARX model. 
3. ARMAX Model: The autoregressive exogenous moving-average (ARMAX) model 
expresses the equation error term as a moving average of white noise. Because of the 
moving average term, an ARMAX model could potentially represent a system with 
much fewer parameters compared to an ARX model. However, the parameter 
estimation is more complicated and over-parameterisation can cause the parameter 
values to become non-unique. 
For any particular problem the choice of the model structure to use depends on the 
dynamics and the noise characteristics of the system. Using a model with more freedom 
or parameters is not always better as it can result in the modelling of non-existent 
dynamics and noise characteristics. This is where a physical insight into a system is 
helpful. 
ARX models have proven to be very flexible in identifying models and find applications in 
a wide-range of application domains, for example structural damage detection [118], 
modelling micro-turbine behaviour [119] and communication time delay dynamics on the 
internet [120]. 
This thesis focuses on the use of ARX models for modelling the behaviour of message 
brokers. We have chosen ARX models as the estimation here only requires the solution of 
a linear least squares problem, for which many reliable numerical algorithms are 
available. 
Within a particular system, ARX models at time 𝑡𝑡, the relationship between the input 𝑢𝑢(𝑡𝑡) 
and the output 𝑦𝑦(𝑡𝑡) as a linear difference equation. The ARX model used here is in 
discrete time, as the observations are collected by sampling from the message broker. The 
sampling interval is one second and the same is used as the time unit here [117]. 
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2.6.1 ARX	  Models	  
The ARX model structure is given as: 
 𝑦𝑦 𝑡𝑡 + 𝑎𝑎𝑦𝑦 𝑡𝑡 − 1 +⋯+ 𝑎𝑎𝑦𝑦 𝑡𝑡 − 𝑛𝑛 = 𝑏𝑏𝑢𝑢 𝑡𝑡 − 1 +⋯+ 𝑏𝑏𝑢𝑢 𝑡𝑡 − 𝑛𝑛 + 𝑒𝑒(𝑡𝑡) ( 2—9 ) 
Where: 
𝑦𝑦 𝑡𝑡  is the output at time 𝑡𝑡 
𝑎𝑎𝑦𝑦 𝑡𝑡 − 1 +⋯+ 𝑎𝑎𝑦𝑦 𝑡𝑡 − 𝑛𝑛  represent the previous outputs which the current output 
depends, 𝑛𝑛 is the number of parameters for the output, and a1 … an are the coefficients 
for the output y 
𝑏𝑏𝑢𝑢 𝑡𝑡 − 1 +⋯+ 𝑏𝑏𝑢𝑢 𝑡𝑡 − 𝑛𝑛  represent the previous and delayed input that the current 
output depends 𝑛𝑛  is the number of parameters for the input, and b1 … bn are the 
coefficients for the inputs u. 
𝑒𝑒 𝑡𝑡  is the error term, i.e. variations not captured by the model 
In this model, y is the parameter of interest, and u is the exogenous parameter. The values 
in u are used in the prediction of y, together with the past values of y. 
 
Pragmatically, it is intuitive to think of the above as determining the next output using 
previous observations. So this is rewritten as: 
 𝑦𝑦 𝑡𝑡 = 𝑏𝑏𝑢𝑢 𝑡𝑡 − 1 +⋯+ 𝑏𝑏𝑢𝑢 𝑡𝑡 − 𝑛𝑛 − 𝑎𝑎𝑦𝑦 𝑡𝑡 − 1 −⋯− 𝑎𝑎𝑦𝑦 𝑡𝑡 − 𝑛𝑛 + 𝑒𝑒(𝑡𝑡) ( 2—10 ) 
To give an example, a second order model, i.e. a model that uses two previous 
observations can be written as: 
   𝑦𝑦 𝑡𝑡 = 𝑏𝑏𝑢𝑢 𝑡𝑡 − 1 + 𝑏𝑏𝑢𝑢 𝑡𝑡 − 2 − 𝑎𝑎𝑦𝑦 𝑡𝑡 − 1 − 𝑎𝑎𝑦𝑦 𝑡𝑡 − 2 + 𝑒𝑒(𝑡𝑡) ( 2—11 ) 
By collecting the values of the input and the output signals for N time steps, where 
𝑁𝑁 ≥ 𝑛𝑛 + 1, we can write the following sets of equations: 
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𝑦𝑦 1 = 𝑏𝑏𝑢𝑢 0 − 𝑎𝑎𝑦𝑦 0 + 𝑒𝑒(1)  
𝑦𝑦 2 = 𝑏𝑏𝑢𝑢 1 + 𝑏𝑏𝑢𝑢 0 − 𝑎𝑎𝑦𝑦 1 − 𝑎𝑎𝑦𝑦 0 + 𝑒𝑒(2)  
𝑦𝑦 3 = 𝑏𝑏𝑢𝑢 2 + 𝑏𝑏𝑢𝑢 1 − 𝑎𝑎𝑦𝑦 2 − 𝑎𝑎𝑦𝑦 1 + 𝑒𝑒(3) 
𝑦𝑦 4 = 𝑏𝑏𝑢𝑢 3 + 𝑏𝑏𝑢𝑢 2 − 𝑎𝑎𝑦𝑦 3 − 𝑎𝑎 𝑦𝑦2 + 𝑒𝑒(4) 
𝑦𝑦 5 = 𝑏𝑏𝑢𝑢 4 + 𝑏𝑏𝑢𝑢 3 − 𝑎𝑎𝑦𝑦 4 − 𝑎𝑎𝑦𝑦 3 + 𝑒𝑒(5) 
⋮ 
𝑦𝑦 𝑛𝑛 − 1 = 𝑏𝑏𝑢𝑢 𝑛𝑛 − 2 + 𝑏𝑏𝑢𝑢 𝑛𝑛 − 3 − 𝑎𝑎𝑦𝑦 𝑛𝑛 − 2 − 𝑎𝑎𝑦𝑦 𝑛𝑛 − 3 + 𝑒𝑒 𝑛𝑛 − 1  
𝑦𝑦 𝑛𝑛 = 𝑏𝑏𝑢𝑢 𝑛𝑛 − 1 + 𝑏𝑏𝑢𝑢 𝑛𝑛 − 2 − 𝑎𝑎𝑦𝑦 𝑛𝑛 − 1 − 𝑎𝑎𝑦𝑦 𝑛𝑛 − 2 + 𝑒𝑒 𝑛𝑛  
( 2—12) 
Writing the above as a matrix equation: 
 
𝑦𝑦 1
𝑦𝑦 2
𝑦𝑦 3
⋮
𝑦𝑦 𝑛𝑛 − 1
𝑦𝑦 𝑛𝑛
=
𝑢𝑢 𝑢𝑢 −𝑦𝑦 −𝑦𝑦
𝑢𝑢 𝑢𝑢 −𝑦𝑦 −𝑦𝑦
𝑢𝑢 𝑢𝑢 −𝑦𝑦 −𝑦𝑦
⋮ ⋮ ⋮ ⋮
𝑢𝑢 𝑢𝑢 −𝑦𝑦 −𝑦𝑦
𝑢𝑢 𝑢𝑢 −𝑦𝑦 −𝑦𝑦
𝑏𝑏
𝑏𝑏
𝑎𝑎
𝑎𝑎
+
𝑒𝑒
𝑒𝑒
𝑒𝑒
⋮
𝑒𝑒
𝑒𝑒
 ( 2—13 ) 
or more compactly in the form of: 
 𝑌𝑌 = Φ𝜃𝜃 + 𝜖𝜖 ( 2—14 ) 
where: 
𝑌𝑌 =
𝑦𝑦 1
𝑦𝑦 2
𝑦𝑦 3
⋮
𝑦𝑦 𝑛𝑛 − 1
𝑦𝑦 𝑛𝑛
, Φ =
𝑢𝑢 𝑢𝑢 −𝑦𝑦 −𝑦𝑦
𝑢𝑢 𝑢𝑢 −𝑦𝑦 −𝑦𝑦
𝑢𝑢 𝑢𝑢 −𝑦𝑦 −𝑦𝑦
⋮ ⋮ ⋮ ⋮
𝑢𝑢 𝑢𝑢 −𝑦𝑦 −𝑦𝑦
𝑢𝑢 𝑢𝑢 −𝑦𝑦 −𝑦𝑦
, 𝜃𝜃 =
𝑏𝑏
𝑏𝑏
𝑎𝑎
𝑎𝑎
, and 𝜖𝜖 =
𝑒𝑒
𝑒𝑒
𝑒𝑒
⋮
𝑒𝑒
𝑒𝑒
 
The values in 𝜃𝜃 can be estimated using least squares [121].  
Since there can be can infinite number of solutions for an inconsistent system of 
equations 𝑌𝑌 = 𝛷𝛷𝛷𝛷, using least squares, we aim to find a vector 𝜃𝜃 so that the 𝛷𝛷𝜃𝜃 is as close 
as possible to Y. 
Lets call 𝜖𝜖  the error vector and 𝜖𝜖 = 𝑌𝑌 − 𝛷𝛷𝛷𝛷  the error since it will measure the 
distance between 𝛷𝛷𝛷𝛷 and Y for any vector 𝜃𝜃 in ℝ. The standard Euclidean inner product 
(i.e. dot product or scalar product) is used to compute the norm.  
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The least squares problem can be stated as for an inconsistent system of equations 
𝑌𝑌 = Φ𝜃𝜃, find vector 𝜃𝜃  in ℝ  so that the error 𝜖𝜖 = 𝑌𝑌 − 𝛷𝛷𝜃𝜃  is the smallest possible 
error. The vector 𝜃𝜃 is the least squares solution. 
For the given inconsistent system of equations 𝑌𝑌 = Φ𝜃𝜃, a least squares solution 𝜃𝜃, is a 
solution to the associated normal system: 
 𝛷𝛷𝛷𝛷𝛷𝛷 = 𝛷𝛷   𝑌𝑌 ( 2—15 ) 
If Y contains linearly independent columns, then there is a unique least squares solution 
given by: 
 𝜃𝜃 = 𝛷𝛷𝛷𝛷 𝛷𝛷𝑌𝑌 ( 2—16 ) 
The solution for 𝜃𝜃 can be found using modern numerical software, for instance, MATLAB 
[122]. The System Identification Toolbox [123] in MATLAB provides an implementation 
to estimate ARX parameters.  
 
2.6.2 Time-­‐shift	  Operator	  
The q-notation is a time-shift operator and is commonly used in system identification 
literature and software [117]. The q-notation is defined as: 
 𝑞𝑞𝑋𝑋 𝑡𝑡 = 𝑋𝑋(𝑡𝑡 − 1) ( 2—17 ) 
This operator is used in order to describe the ARX models in a succinct manner. Say 𝑦𝑦 𝑡𝑡  
is a value of sequence 𝑦𝑦 𝑡𝑡  at time 𝑡𝑡, where 𝑡𝑡 ∈ 0,1,… , then 𝑞𝑞 𝑡𝑡  denotes the value of 
the sequence at time 𝑡𝑡 − 1  [124]. 
So Equation ( 2–9 ) can be written using the q-notation as: 
 𝐴𝐴 𝑞𝑞 𝑦𝑦 𝑡𝑡 = 𝐵𝐵 𝑞𝑞 𝑢𝑢 𝑡𝑡 + 𝑒𝑒(𝑡𝑡) ( 2—18 ) 
Where: 
𝐴𝐴 𝑞𝑞 = 1 + 𝑎𝑎𝑞𝑞
 +⋯+ 𝑎𝑎𝑞𝑞
 
𝐵𝐵 𝑞𝑞 = 𝑏𝑏 + 𝑏𝑏𝑞𝑞
 +⋯+ 𝑏𝑏𝑞𝑞
 
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In Chapter 4, ARX models are estimated to produce analytical models for predicting 
bottlenecks in the message broker. 
 
2.7 Summary	  
An analysis of the approaches reviewed here provide an understanding of the key issues 
surrounding MOM performance modelling, specifically for the creation of models that 
will be used to detect bottlenecks in MOM brokers and that can then be used to improve 
resilience and reliability for MOM overlay networks. The existing approach and methods 
of Qpid provides resilience within a cluster of nodes, but this cluster is not scalable. Since 
the work of one broker is replicated over all brokers, all the brokers are simultaneously 
overloaded and do not offer any spare capacity. 
This research uses techniques developed to instrument the brokers and measure their 
performance. The method of capacity modelling serves as a starting point to investigate 
the thresholds for when a broker would bottleneck. Then the performance modelling 
methods help us model the broker to create predictive models to estimate when a broker 
is likely to bottleneck for a given workload and configuration. The concepts of anomaly 
classification and prediction provide some basis to detect and determine the bottlenecks 
in a broker. The works above all have a common theme of finding time-dependent models 
for the performance metrics.  
This research attempts to treat the search for time-dependent models in software as a 
problem of System Identification. The autoregressive (AR) model attempts to predict an 
output of a system based on the previous outputs. The autoregressive-exogenous (ARX) 
model does the same, but also relies on the previous outputs of the external (to the 
output) series. This gives ARX models an edge as we can identify parameters that 
influence the load on a message broker. 
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3 BROKER	  MODELLING	  
In this chapter, we examine an overview of the proposed method for bottleneck detection 
and calibration of the bottleneck detection system in a managed overlay network. 
3.1 Introduction	  
The overall structure of the message-oriented-middleware management framework is 
introduced, starting with the Overlay Manager, which is the key part of the solution. The 
ultimate goal of the Overlay Manager is to manage the overlay network of brokers that 
provides resilient messaging.  
The reader is introduced to the key concepts of this research, which covers building a 
bottleneck detection system of the broker by modelling the broker using auto-regressive 
and linear models. The main focus here is modelling the broker to get predictive and 
analytic capabilities into the Bottleneck Detector of the Overlay Manager. Following this, 
the methods for performing experiments to produce simulations are described. The 
analyses using the simulation results are given in the following chapters. 
A failure is defined as the loss of an intended function of a device under stated conditions. 
A failure mode is the manner by which a failure is manifested, describing the way the 
failure occurs. A failure effect is the immediate consequences of a failure on operation, 
function or functionality, or status of some component [125]. In the context of this 
research then, a failure is when the broker has stopped working normally, and the failure 
mode is via a bottleneck. The failure effect means the broker is no longer transmitting 
messages to the intended recipients at the necessary speed or not at all. 
Bottlenecks are not an outright failure of the broker but rather a degradation of service. 
Bottlenecks can be transient. However, when a bottleneck condition is prolonged, it can 
cause cascading failures if not caught early. Left unchecked, a slight bottleneck could 
quickly compound into a big bottleneck and could cause the broker to crash. 
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So, knowing and predicting when a broker will bottleneck is immensely useful when 
managing the overlay network. The outline of the solution proposed in this thesis starts 
below.  
In the following section we give an overview of our method for detecting bottlenecks. In 
Section 3.3 we describe the experimental setup, and we show our empirical observations 
in Section 3.4. In Section 3.5 we explain the work done to determine the capacity of a 
message broker. In Section 3.6 we show how we constructed the capacity model for a 
message broker. Section 3.7 is the discussion for this chapter and we summarise this 
chapter in Section 3.8. 
 
3.2 Solution	  Overview	  for	  Detecting	  Bottlenecks	  
At the highest level, the solution this thesis introduces uses an Overlay Manager. The 
Overlay Manager is responsible for orchestrating the brokers, publishers, and subscribers 
in the managed overlay network. The Overlay Manager assigns a particular broker to a 
topic. Publishers and Subscribers that need to exchange messages on that topic will 
connect to the broker assigned for that topic. 
 
 
Figure 3-1: High-level architecture for Overlay Manager framework 
 
The Overlay Manager relies on the Resilience Manager (to be provided by on-going 
research at Queen Mary) and a host of Detector Controllers for inputs. The Resilience 
Manager provides the Overlay Manager with the optimal routes when rerouting between 
different brokers. When running without the Resilience Manager, the Overlay Manager 
chooses the next available broker in its list of healthy brokers. The Detector Controllers 
inform the Overlay Manager which of the brokers are facing difficulty and therefore 
should have network traffic routed away from them. The components and their relation to 
each other are depicted in Figure 3-1. 
The Detector Controllers receive readings from sensors on the brokers, and use the 
readings to determine the health of the broker. The sensors can be implemented as code 
Publishers* Subscribers*Broker*Overlay*
Overlay*
Manager*
Resilience*
Manager*
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libraries or by modifying the broker itself. The Detector Controller informs the Overlay 
Manager when the broker is in danger of failing, so that traffic can be routed away from 
the failing broker. 
This thesis focuses particularly on bottleneck detection of the broker, and the related 
parts of the Overlay Manager that use output from the Bottleneck Detector. There are 
multitudes of failure modes in messaging systems. This research focuses on bottlenecks. A 
system has been built that mitigates bottleneck failures by pre-emptively removing the 
load on a near-bottlenecked broker. 
The Overlay Manager in its current incarnation as a single entity is prone to single-point-
of-failure. However, the Overlay Manager itself or its functions can be distributed - a topic 
for future research. 
In Chapter 4, the broker model is explained in detail. The broker model is a set of 
mathematical equations that describe the behaviour of the broker. This model can be used 
to predict the failure of a broker by feeding it the observations of parameters from the 
broker. To create the equations, we first describe the broker in an abstract form, and 
identify the components that form the parameters used as coefficients in the equations. 
Then we explain the methods of estimating the values of these coefficients. 
 
 
Figure 3-2: Logical components used for bottleneck detection 
 
In our solution, the architecture of the Overlay Manager is shown in Figure 3-2. The 
Overlay Manager is designed to be modular and allows for multiple detection components 
to be added. Each component detects a certain fault, so the detectors can be specialised. 
The Overlay Manager orchestrates the connections between the publishers, subscribers 
and message brokers by using the data provided sensors monitoring the brokers. 
The Capacity Models described in this chapter is a form of calibration to adapt models to 
a changing configuration and to differing environments. We produce the thresholds using 
the factorial experiments described in Section 3.5. The capacity modelling gives the 
operators an understanding of the maximum capacity of a broker on a certain host 
Overlay(Manager(
Capacity(Models( Bo5leneck(Models(
Bo5leneck(Detector(
3.	  Broker	  Modelling	  
3.3.	  Experiments	  for	  Determining	  Throughput	  
   62 
configuration. The bottleneck threshold can be set below or at the maximum capacity of 
the broker.  
The Bottleneck Model that forms the heart of the bottleneck detector is the predictive 
model. This is an ARX model, estimated using the simulation data, to predict the broker’s 
behaviour when given a particular workload. The models learn the behaviour of the 
broker under a range of load conditions (for a particular host). When the loads are 
nearing conditions that cause bottlenecks, using the model, the operator can be told that 
if the current trends continue, the broker will bottleneck in the near future, within the 
model’s prediction horizon. These ARX Models are explained in next chapter. 
The rest of this section describes how the experiments are conducted to produce 
simulation results following the case studies in Chapter 1, and how these outputs are 
prepared for the analysis in the following chapters. 
 
3.3 Experiments	  for	  Determining	  Throughput	  
This section describes the test-bed that has been constructed to run experiments on the 
MOM. The test-bed is used to collect performance metrics of the broker and host 
operating system. These performance metrics are analysed in the following chapters. 
In this research, the performance of a MOM broker is measured and models of the 
broker’s performance are estimated from the recorded measurements. To that end, 
experiments are designed to overload the broker and cause the broker to bottleneck. Since 
bottlenecks can cause the broker to crash, the broker would be pushed to the point where 
it starts bottleneck, e.g. causing the broker to use a large amount of memory; and then 
allowing the broker to recover, e.g. by reducing the publishing message rate. Repeating 
this allows multiple bottleneck experiments. 
 
3.3.1 Methodology	  
Our objective is to measure the performance parameters of a message broker to 
determine its capacity in terms of message throughput. Message brokers have a finite 
capacity, which when exceeded will not increase the message throughput, but rather the 
message broker becomes a bottleneck within the system. 
To determine the capacity of a message broker, we prescribe the following methods:  
 Determine and measure the performance parameters 
 Determine and incrementally increase load factors 
 Identify bottleneck thresholds from the load factors 
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The goal here is to determine the parameters that give indication of the message broker’s 
performance. We then monitor these parameters to record how hard the message broker 
is working. Next we determine the factors that place a load on the message broker. We 
then increase the load placed on the broker under test by varying these factors. Finally we 
determine the bottleneck threshold of the message broker from the recorded performance 
parameters. The bottleneck threshold is the point where increasing load on the broker 
produces a reduction in performance.  
These concepts are used to drive the experiments described in this chapter.  
 
3.3.2 Experiment	  Setup	  
A Bash shell script was written to coordinate the actions of all the components involved in 
the load tests. This script runs on the monitoring computer. This script contains the 
commands to 1) start the monitor; 2) supply parameters to and start the auto-publisher, 
3) supply parameters to and start the auto-subscriber; and 4) rename the measurement-
logs at the end of each test. 
 
3.3.3 Test	  Phases	  
There are 4 phases in the experiment: 1) setup, 2) warm up, 3) test, and 4) tear down. 
3.3.3.1 Setup	  Phase	  
Here the necessary connections are made between auto-subscriber to broker; auto-
publisher to broker, monitor to broker, auto-publisher to monitor, and auto-subscriber to 
monitor. These connections are for the communication channels using publish-subscribe 
over the broker to control the components of the broker. 
 
3.3.3.2 Warm-­‐up	  Phase	  
The warm-up phase enables the broker to load the files and libraries it requires into 
memory. For comparisons, measurements are taken when the load on the broker is in 
steady-state and so measurements are not taken until this phase is complete. This is 
necessary since modern operating systems have various levels of caches for files and 
virtual memory. Reading files from disk will slow down the broker and give lower than 
expected readings. The measurements recorded during this phase are discarded. 
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3.3.3.3 Test	  Phase	  
In the test phase, the auto-publisher produces and sends messages at the rates and 
durations given from the parameters specified. The auto-subscriber consumes the 
messages at the message rates and durations from the parameters specified. 
From the beginning of the test, the Monitor records the load at the broker. During the 
test, the auto-publisher and auto-subscriber both keep logs of their instantaneous  
message rates, calculated over the past second. The auto-publisher logs the number of 
messages it has sent over the last second to the message broker. The auto-subscriber logs 
the number of messages it has received from the message broker over the last second. 
 
3.3.3.4 Tear-­‐Down	  Phase	  
At the end of the test, the auto-publisher and auto-subscriber send their reports to the 
Monitor. The connections are closed and the auto-publisher and auto-subscriber then 
quits. 
 
3.3.4 Procedure	  
After making sure the physical network connections have been made and the computers 
are running, the Qpid broker is manually started on the broker computer. Then on the 
monitoring computer, the Bash shell script is manually started. The shell script starts the 
monitor first, and then it starts the consumer and checks that the consumer is ready 
before starting the producer. Once the producer has started, the test is underway. The 
checks performed by the shell script were conducted by reading status messages that each 
component publishes when they are ready to perform their function. 
 
3.3.5 Experiment	  Environment	  
3.3.5.1 Hardware	  Description	  
The message broker runs on its own computer, a Pentium III, running at 800MHz and 
768MB of system memory. The auto-publisher, auto-subscriber and monitor run on 
another computer, an Intel Core 2 Duo, running at 2.2GHz and 4GB of system memory. 
These two computers are connected via a 100Mbps network switch, and both computers 
have a 100Mbps network card. The broker computer runs Ubuntu Linux 8.04 LTS. The 
monitoring computer runs Mac OS X 10.6. 
There are two reasons for the disparity of these two computers. The first is in order to 
simulate a bottleneck on the broker, the producer needs to publish messages fast enough 
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to overwhelm the broker. The second reason is that the auto-publisher, auto-subscriber 
and monitor run on one computer, so this computer needs to be powerful enough to 
produce and consume messages sent to the broker, while still being able to monitor the 
broker’s performance.  
Using a virtual environment to host a message broker poses a lot of variability when it 
comes to experimentation, but is workable in a production environment. Current 
virtualisation technologies do not offer performance guarantees for each virtual machine 
on the same host. This means that if the publishers, subscribers, and messages brokers 
are hosted on the same physical host, even though placed in separate virtual machines, 
they will be fighting for the same resources from the host, and result in resource 
contention issues, causing misleading results of the message broker’s throughput. 
 
3.3.5.2 Software	  Description	  
There are four software components in the experiments. They are: 1) the test broker, 2) 
the monitor, 3) an auto-publisher (the producer), and 4) an auto-subscriber (the 
consumer). In these experiments, the single auto-publisher is referred to as the producer, 
while the single auto-subscriber is referred to as the consumer. 
The producer and consumer are connected to the broker, and the monitor is connected to 
the producer, the consumer and the broker. The connection is depicted in Figure 3-3. 
 
 
Figure 3-3: Software components connections 
 
3.3.5.3 Broker	  
We use the Apache Qpid Broker described in 2.1.5 as the message broker in this test-bed. 
 
Producer( Broker( Consumer(
Monitor(
Metrics(
Messages(
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3.3.5.4 Monitor	  
The monitor uses JMX to connect to the Qpid broker and the broker's JVM to collect 
performance data. The monitor is analogous to the detector component of the Bottleneck 
Detector in the Overlay Manager Framework explained in Section 6.1. 
In this test-bed, JMX is used to monitor the broker JVM and the broker itself. The broker 
JVM is monitored for its CPU usage and memory usage. The Qpid broker is monitored for 
the length of its queues. The monitor connects to the JVM and the broker using two 
different TCP ports. (JMX can use TCP ports to communicate with remote applications.) 
 
From JMX, the following metrics are obtained: 
 𝐶𝐶𝐶𝐶𝑈𝑈   
 JVM Heap Memory  
 JVM Non-heap Memory  
 JVM Runtime Information  
 
The Monitor polls both the JVM and broker at one-second intervals. Each poll retrieves 
the current performance figures from them and these readings are recorded. 
The broker is polled every second to build a picture/state of the system. One second is the 
standard amount of time used to poll performance (CPU, memory, disk I/O) data by the 
operating system. While it is possible to poll faster, up to as fast as the host OS’s timer 
resolution, doing so will increase the use of computing resources to poll that frequently.  
Each JVM has a set of existing management beans (MBeans) that provide various system 
values. The MBeans of interest to this research are the: OperatingSystemMXBean, 
RuntimeMXBean and the MemoryMXBean. These respectively provide information about 
the operating system, the current JVM instance runtime information and the JVM 
memory usage. 
The Qpid broker provides a set of MBeans for configuring and monitoring the broker. The 
following Qpid Queue MBeans attributes are used: 
 Name: Queue name. Queue names are specified in the Qpid broker’s 
configuration file or in the JNDI properties. If no queue name is specified, the 
Qpid broker will assign a Universal Unique Identifier (UUID) to the queue. 
Durable queues are created when the broker is started (since the queues will need 
to be in the configuration file). Transient queues are created when a Publisher or 
Subscriber requests that queue by name. 
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 Owner: Owner of this queue. Specified as the name of the subscriber owning this 
queue. 
 QueueDepth: The total size (Bytes) of messages in the queue. 
 
In addition to the MBean attributes provided by Qpid, this research adds the following 
attributes to the Qpid broker: 
 𝑏𝑏 — Received message volume for a topic queue 
 𝑏𝑏 — Transmitted message volume for a topic queue  
 𝐶𝐶𝐶𝐶𝑈𝑈 — CPU usage of JVM  
 𝐶𝐶𝐶𝐶𝑈𝑈 — CPU usage of other processes  
 𝐶𝐶𝐶𝐶𝑈𝑈 — CPU time spent idling  
 
These attributes were added by modifying the Qpid broker source code. These attributes 
provide the metrics needed to support the experiments as explained in the later chapters. 
 
3.3.5.5 Auto-­‐Publisher	  
The auto-publisher is a Qpid publisher that produces messages at a specific message size 
and message rate. The messages are sent to the broker and are then transferred to the 
consumer.  
The message size for all messages in any one test is fixed. The content of these messages 
are constructed from a short string concatenated repeatedly until the specified message 
length is reached.  
A Java sleep timer sets the message rate. By making the message producing thread sleep 
for predetermined intervals, the number of messages that can be produced is controlled. 
The parameters for sleep duration are set in the script file containing the runtime 
configuration for the auto-publisher.  
Each topic publisher is implemented as a single Java thread. When the auto-publisher is 
configured to publish on multiple topics, then there will be multiple threads, one for each 
topic. 
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Publishing	  Segments	  
The auto-publisher is configured to publish messages in segments. In each segment, the 
auto-publisher will do one of three actions: 1) publish at a fixed rate, 2) increase the 
message rate, or 3) decrease the message rate.  
For a fixed message rate, the auto-publisher is given the message rate and the duration of 
the publishing segment. The auto-publisher will maintain the message rate specified for 
the duration of the publishing segment. 
For an increasing message rate, the auto-publisher is given the starting message rate, the 
ending message rate, the increment rate, the interval between increments, and the 
duration of the publishing segment. The auto-publisher will start by publishing at the 
starting message, wait for the interval between increments, and then increase the 
publishing rate with the increment rate. The auto-publisher will repeatedly wait and 
increment the publishing rate until the ending message rate is reached, then it will 
publish at the ending message rate until the publishing segment has finished. 
For a decreasing message rate, it is exactly the same as increasing message rate, except 
the message rate is reduced. 
Multiple publishing segments are chained together to produce a simulation of message 
rates that are produced in a scenario. 
 
3.3.5.6 Auto-­‐Subscriber	  
The auto-subscriber is a Qpid subscriber that listens on the same queue that the producer 
is publishing to and consumes messages. Since the consumer is autonomous from the 
broker, its message consumption rate is under the control of the consumer, but here it will 
be assumed that messages are consume as quickly as possible, unless specified otherwise. 
The consumer implements the JMS onMessage() method. This method is called by JMS 
when there is a message in the queue. The messages are consumed from the broker 
message queue. Each subscriber is implemented as a Java thread. When multiple 
subscribers are required, there will be as many threads as there are subscribers specified 
in the initialisation parameter. 
 
Constrained	  Receiving	  Message	  Rates	  
To provide some measure of control on the subscription rate, the auto-subscriber can be 
configured to sleep at intervals specified in the runtime configuration for the auto-
subscriber. Both the amount of time to constrain the subscription rate and the interval 
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between them is configurable. This is similar to the publishing-segments in the Auto-
Publisher.  
 
3.3.5.7 Message	  Rate	  Accuracy	  
To get consistent message rates, it was important to understand the effects of the timer 
resolution of the operating system that the producer is running on. Timer resolution 
refers to the smallest time interval that can be used in a given operating system 
environment. 
There is a difference to the timer resolution on different operating systems. Microsoft 
Windows has a timer resolution of between 10ms to 15.625ms depending on the versions 
and the type of CPU chip used. Windows NT, 2000 and XP can achieve 10ms timer 
resolution when running on a single processor. This time drops to 15.625ms on a dual-
processor system. Windows 7's default timer resolution is 15.625ms [126], but it is 
possible to use the 1ms timer with API calls. Unix-based systems such as Linux and Mac 
OS X have a timer resolution of 1ms nominally [127]. These timers are available to Java. 
This means on a Linux or Mac OS X machine, it is possible to have sleep times as low as 
1ms; with Windows XP, 10ms sleep time, and Windows 7, 15.625ms. 
The proposed solution here uses spin-yield when it comes to timing. Although inefficient, 
as it causes a "busy-wait", this offers better timing accuracy. In the spin-yield algorithm, 
Thread.sleep(t) is not used. Instead, Thread.yield() is used. Here, the algorithm checks for 
elapsed time rather than waiting for the OS scheduler. The trade-off is higher CPU usage. 
 
3.4 Empirical	  Observations	  
This section shows the observations made when the broker is pushed to one instance of a 
bottleneck. The experiment used to produce the bottlenecks was done using a very simple 
scenario, with only two peaks and unconstrained subscriber consumption rate. The 
following figures show our empirical observations. 
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Figure 3-4: Publisher rate 
 
Figure 3-4 shows the rates of messages generated for this test. The X-axis is time in 
seconds; the Y-axis is message rate in messages per second.  
There are seven time-segments in this test, each following the preceding one immediately: 
 (1) From the start, the auto-publisher publishes 5000 1kb messages to the broker 
at 100 messages per second, from t=1 to t=57.  
 (2) In the next time-segment, 20,000 messages were published, and the message 
rate increased to 250 messages per second, by reducing the sleep time by 1ms 
every 5000ms, from 10ms to 4ms sleep-time, t=58 to t=78. For the remainder of 
this time-segment, the auto-publisher is publishing at 250 messages per second.  
 (3) In the third time-segment, 10,000 messages were published, and the 
publishing-rate increased to 333 messages per second (3ms sleep time), from 
t=151 to t=174.  
 (4) In the fourth time-segment, 10,000 messages were published and a bottleneck 
was induced in the broker by increasing the message rate to 500 messages per 
second, from t=175 to t=194.  
 (5) In the fifth time-segment, 10,000 messages was published, but the message 
rate reduced to 333 messages per second, t=195 to t=233. The reduced message 
rate allows the broker to recover slightly, but still be in a bottlenecked state. If the 
message rate was not reduced, the broker will crash due to running out of 
memory.  
 (6) Time-segment six and,  
 (7) Time-segment seven are both repeats of time-segments four and five 
respectively.  
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Figure 3-5: Subscriber rate 
 
Figure 3-5 shows the system throughput in messages per second, measured at the auto-
subscriber. The message rates at the auto-subscriber show how fast the broker is pushing 
the messages from the queue to the auto-subscriber. In this test, the auto-subscriber was 
configured to consume messages as fast as it can. 
In the first three time-segments, the subscriber rate follows the publisher rate very 
closely, t=1 to t=174. From the fourth time-segment onwards, the broker’s output rate 
becomes unstable as it becomes bottlenecked. 
Figure 3-6 shows the CPU usage of the broker throughout the test. The measurements are 
made every second. The X-axis represents the time, and the Y-axis the CPU usage as a 
percentage. It is noted that in the early phase of the experiment (t < 60), the JVM’s own 
activities such as allocating memory and garbage collection overwhelms the broker’s own 
CPU usage. This gives a falsely high CPU usage in the beginning of the experiment. The 
broker load increases as the message rate increases, so we have effects during the warm-
up period that needs to be discounted in future experiments. As the message rate 
increases in segments 2, 3, and 4, the message broker’s CPU usage mirrors that of the 
message rate as expected. Towards the end of segment 4, the message broker has already 
bottlenecked. Despite the reduction in the publisher’s message rate in segment 5, the CPU 
usage is still high as the broker sends messages that are held in the queue. When the 
publishing rate is increased again in time segment 6, the broker machine was heavily 
swapping memory from RAM to disk. This caused erratic behaviour patterns in the CPU 
usage where it drops while waiting for disk I/O. In segment 7, the broker continues to be 
bottlenecked and CPU usage remains erratic. 
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Figure 3-6: Message broker CPU usage 
 
Figure 3-7: Message broker memory usage 
 
Figure 3-8: Message store size 
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Figure 3-7 shows the memory usage of the broker throughout the test. The measurements 
are made every second. The X-axis represents the time, and the Y-axis the memory usage 
in megabytes (MB). It is observed that the broker’s memory usage remains constant and 
low until it becomes bottlenecked. The bottleneck starts at segment 4, where the 
publishing rate was massively increased. The increase in memory usage is explained by 
the increase in the broker’s queue length.  
Figure 3-8 shows the queue length of the broker throughout the test. The measurements 
are made every second. The X-axis represents the time, and the Y-axis the queue length in 
bytes. It is observed that the broker’s queue length is very small until it becomes 
bottlenecked. The bottleneck starts at segment 4, where the publishing rate was massively 
increased, and continues through segments 5 and 6. In segment 6, the broker machine 
was heavily swapping memory from RAM to disk, and this limited the messages that the 
broker can accept from the publisher, due to the host’s OS scheduling CPU time to 
swapping and not the message broker. The reduction in received messages cause the 
memory usage to plateau and subsequently drop as the messages are sent to the 
subscriber. This trend continues in segment 7 where the publisher has reduced its 
publishing rate, and the message broker is sending messages that were held in the queue 
to the subscribers. 
Using the observations gained here, we next design factorial experiments that determine 
factors that cause the broker to experience bottlenecks. 
 
3.5 Message	  Broker	  Throughput	  Experiments	  
The experiments here are used to determine how different factors influence the broker’s 
behaviour. Following this, we use the outcome of the experiments to formulate a capacity 
model that can be used to find the maximum capacity that a message broker on a 
particular host configuration can handle. This can then be used to calibrate the predictive 
models and determine thresholds that trigger mitigating actions. 
 
3.5.1 Testing	  the	  Qpid	  Broker	  
Application environments can vary greatly. It would be useful to obtain knowledge about 
the limits of the Qpid broker, as well as its behaviour under differing workloads.  
In this section, the following key terms are used: 
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 Received message volume: The amount of data received by the message broker, 
measured in bytes/second 
 Transmitted message volume: The amount of data sent by the message broker, 
measured in bytes/second 
 Message throughput: The rate that the message broker can transmit the message 
data, measured in bytes/second 
 
The maximum throughput of the broker is measured. To do so, the publisher sends 
messages using varying message rates and message sizes until the broker is at its 
saturation point. The definition of the broker’s saturation point is:  
 Broker’s JVM CPU utilisation exceeding 95% 
 
Since the objective is to measure the message broker’s throughput capacity, we load the 
message broker in all our experiments as close to 100% CPU load as possible, and verify 
that no other bottlenecks like system memory or network capacity exist on the server 
machine. The publisher and subscriber machines also must not be bottlenecks, i.e., they 
should not run at an average CPU load exceeding 75%. This ensures that there is enough 
switching capacity left for the emulated publishers or subscribers. 
 
We can verify whether the broker is bottlenecked or not using the criteria below: 
 Measured message receive volume and message transmit volumes are not varying 
greatly 
 Measured message store size does not show appreciable increases 
 
The effects of the broker in a bottlenecked and non-bottlenecked state are shown in the 
four following figures. 
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Figure 3-9: Exemplar graphical depiction of stable message throughput 
 
 
Figure 3-10: Exemplar graphical depiction of stable message store size 
 
A stable message throughput is one where the transmitted message volume matches the 
received message volume evenly. Of course it is acceptable to have small variations 
between the two, but the trend is that both are evenly matched, as shown in Figure 3-9. 
The product of this will be a stable message store size. 
A stable message store size is one that returns to zero, i.e. the message store is empty. The 
message store is considered stable even if there are spikes in the message store size, as 
long as the size returns to zero rapidly, as shown in Figure 3-10.  
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Figure 3-11: Exemplar graphical depiction of unstable message throughput 
 
 
Figure 3-12: Exemplar graphical depiction of unstable message store size 
 
An unstable message throughput is one where the transmitted message volume and the 
received message volume are not evenly matched. Typically, the transmitted message 
volume is lower than the received message volume. The product of this is an unstable 
message store size. 
An unstable message store size is one that keeps increasing, and does not appear to return 
to zero, as shown in Figure 3-11. Eventually the message store size will grow to a point 
where it causes the broker to bottleneck and possibly run out of memory, as in Figure 
3-12. 
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3.5.2 Maximum	  Throughput	  Experiment	  
The capacity of the message broker is finite. Hence there is a maximum throughput that 
the message broker cannot exceed.  
In the throughput experiments, different combinations of the number of publishers, 
number of subscribers, message rate and message size are used. These parameters are 
increased individually until the broker can no longer support the pre-set rate. When the 
broker is failing at a message rate and above, the output becomes erratic and, to an extent, 
the message receive rate also becomes erratic (due to the broker not emptying the TCP 
packet queues). Further increase in message throughput will cause the broker to 
bottleneck. 
Factorial experiment design is used to explore the effect of and interaction of a discrete 
range of input parameter values on the output. There are 4 factors and each of them has 3 
levels. 
In these 81 experiments, the objective is to vary each parameter and show its effect on 
inducing a bottleneck in the broker.  
The following four parameters are varied: 
 Publishing rate 
 Number of subscribers 
 Number of publishers 
 Message size 
There are three different levels for each of the parameters. The levels are: 
 Low 
 Medium 
 High 
These experiments are performed using the topology given in Section 3.3.5. For each 
experiment, the level of one parameter is increased. Each experiment will run for a 
maximum of 600 seconds. If no bottleneck is observed during this time period, then we 
consider that this combination does not induce a bottleneck. We continue running 
experiments until all parameters are at the highest level. 
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The values for each level are given in the table below: 
  Level 
  1 2 3 
Fa
ct
or
 
Message Rate 100 msg/s 250 msg/s 500 msg/s 
Message Size 1024 bytes 2048 bytes 8192 bytes 
Number of Publishers 1 2 4 
Number of Subscribers 1 2 4 
Table 3—1: Broker performance factors and their levels for the maximum throughput 
experiment 
 
3.5.3 Results	  and	  Discussion	  
For results, there are three possible labels: ‘O’, ‘B’, and ‘X’. 
    
Message Size Level 
    
1 1 1 2 2 2 3 3 3 
    
Message Rate Level 
    
1 2 3 1 2 3 1 2 3 
Su
bs
cr
ib
er
s L
ev
el 
1 
Pu
bl
ish
er
s L
ev
el 
1 O O O O O O O O B 
1 2 O O O O O B O B X 
1 3 O B B O B X B X X 
2 1 O O O O O B O O B 
2 2 O O O O O B O B X 
2 3 O B B O X X X X X 
3 1 O O O O O B O O B 
3 2 O O B O B B B B X 
3 3 O X X X X X X X X 
Table 3—2: Results of maximum throughput experiment 
 
To gain a result label of ‘O’, the message broker must be able to receive and transmit the 
messages at the defined levels for that factor and level combination. 
The result label of ‘B’ is given to test runs where the value level was reduced to allow the 
message broker to complete the test. Take for example a run where the message broker 
crashes while the message size level is set to 3. The message size at level 3 is normally 
8192 bytes. We perform a run with the message size at level 3 and observe that the 
message broker crashes before the run is complete. We then reduce the message size to 
4096 bytes and repeat this run. If the message broker can complete the run with the 
reduced message size, we set the result of this run as ‘B’.  
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The result label of ‘X’ is given to tests where even after reducing the value of the level, the 
message broker is unable to complete the test. 
In the combination of factors and levels that do not exceed the message brokers 
maximum throughput, the message broker is capable of transmitting all messages. 
In the lower levels for all factors, the message broker is very much below its maximum 
throughput, and is capable of handling the messages without any problems. The message 
broker bottlenecks as the levels are increased and the combination of factors produces a 
message throughput that nears the broker’s maximum throughput. 
We can find the broker’s maximum throughput by analysing the combinations that 
produce a bottleneck. In these combinations, the value of a level is reduced to allow the 
message broker to complete the test. The throughput, both expected and measured 
average is given in the table below: 
Number of 
Publishers 
Publisher 
Message Rate 
(msg/s) 
Message Size 
(bytes) 
Number of 
Subscribers 
Expected 
Throughput 
(bytes/s) 
Measured Average 
Throughput 
(bytes/s) 
1 500 4096 1 2,048,000 2,040,624 
2 350 2048 1 1,433,600 1,433,531 
2 250 4096 1 2,048,000 2,076,410 
4 125 2048 1 1,024,000 1,054,720 
4 125 1536 1 768,000 782,776 
4 150 1024 1 614,400 614,634 
1 400 2048 2 1,638,400 1,625,082 
1 300 4096 2 2,457,600 2,434,976 
2 300 2048 2 2,457,600 2,435,236 
2 200 3072 2 2,457,600 2,460,900 
4 125 1024 2 1,024,000 1,028,371 
4 150 1024 2 1,228,800 1,249,659 
1 400 2048 4 3,276,800 3,259,866 
1 300 4096 4 4,915,200 4,888,211 
2 300 1024 4 2,457,600 2,504,896 
2 150 2048 4 2,457,600 2,443,122 
2 200 2048 4 3,276,800 3,278,077 
2 150 3072 4 3,686,400 3,717,508 
Table 3—3: Message broker throughput 
 
The maximum throughput is influenced by the combination of the effective message rate, 
i.e. the number of publishers and their combined message rate and the message size. 
Multiple publishers may be required to saturate the broker. After this point, adding more 
publishers will not increase the broker’s throughput.  
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For tests using a single subscriber, which avoids the local replication, we see that from the 
factorial experiment the message broker managed an average maximum throughput of 
approximately 2,076,410 byte/s. 
With multiple subscribers, the message broker receives a message once, and replicates it 
for the subscribers. The maximum average value of approximately 4,888,211 byte/s was 
achieved using four subscribers. 
 
3.5.3.1 Effect	  of	  Message	  Size	  on	  Throughput	  
The throughput of a broker can be measured in messages per second or measured in 
transmitted data volume per second. The message size has certainly an impact on both 
values. A larger message payload increases the data throughput, but larger messages may 
also take more time for processing and reduce the message throughput.  
If we look at Table 3—3, we see a trend when it comes to message size and message rate 
with respect to the message throughput. As the message size increases, the message rate 
decreases.  
By extending the message size factor further, we can see the effects of message size on the 
message rate and message throughput even more clearly. 
 
Figure 3-13: Effect of message size on message throughput 
 
Message Throughput 
(byte/s) Message Rate (msg/s) Message Size (bytes) 
967,573 500 2,048 
1,893,574 500 4,096 
2,681,018 333 8,192 
3,220,525 111 16,384 
3,627,825 111 32,768 
Table 3—4: Relationship between message throughput, message rate and message size 
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The received message volume affects the maximum message throughput. When having 
multiple publishers sending messages at a lower message rate to the broker, the sum of all 
the messages becomes the maximum that the broker can handle. 
A similar effect is observed when the message size is increased. Although the number of 
messages is smaller, the total volume, i.e. the number of bytes received by the broker is 
still the same, so reaching the maximum message volume that the broker can handle. 
After a certain point, the broker is saturated and adding more publishers means that they 
have to reduce their publishing rate for the broker to cope. 
 
3.5.3.2 Effects	  of	  Replication	  Grade	  on	  Throughput	  
The replication grade [108] is the number of times a message has to be replicated for 
each subscriber that requires that message. This is analogous to the term “fanout”. 
However we consider the term fanout to apply more to describe the external connections 
to the message broker, i.e. the number of subscribers connected to a broker. When 
discussing the internal workings of a message broker, we use the term replication grade, 
as this term focuses on the internal workings of the broker. 
Replicating a message increases the computational effort when transmitting messages 
and increases the overall processing time of a single message. Hence, the received 
message volume is reduced because the overall throughput capacity of the server remains 
constant. The replication grade varies depending on the number of topics, and the 
number of subscriptions for that topic. The replication grade is the sum of all 
subscriptions over all topics. 
 
Figure 3-14: Effects of the replication grade on transmitted message throughput 
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In Figure 3-14 we show the effects of replication grade using two runs from the factorial 
experiment. We see that when the number of subscribers increases, the transmitted 
message throughput is multiplied. 
To investigate this further, we extend the experiment by increasing only the number of 
subscribers while maintaining the other factors. 
 
Figure 3-15: Effects of extended replication grade on transmitted message throughput 
 
The effect of the replication grade is seen here where the transmitted message volume is 
effectively the result of the replication grade multiplying the received message volumes. 
This trend holds true until the broker is bottlenecked, then the multiplication effect is 
diminished as shown in Figure 3-15. 
The message broker is more vulnerable when the message rate is increased. This is 
evident from Table 3—2 where it shows the broker bottlenecks even with low-levels of 
subscribers but with high-levels of publishers connected. Conversely, the message broker 
is good at replicating messages to subscribers, and does not bottleneck with high-levels of 
subscribers connected as long as the level of publishers is kept low. 
If we look at the broker’s throughput when there is only one subscriber, i.e. Subscriber 
Level 1, we see that the broker hits maximum throughput that is a trade-off between 
message size and message rate. This is arguably the “actual” maximum throughput of the 
broker as it is the maximum that the broker can receive from the publishers. 
 
3.5.3.3 Broker	  Capacity	  Experiments	  Conclusion	  
In the factorial experiment, we have identified the factors that contribute to the load on a 
message broker. By varying the levels of these factors, we have found the combinations 
that will cause bottlenecks. In the next section, we create capacity models using the 
findings from the factorial experiment. 
0	  
500,000	  
1,000,000	  
1,500,000	  
2,000,000	  
2	   4	   6	   8	   10	   12	   14	   16	   18	   20	  M
es
sa
ge
	  T
hr
ou
gh
pu
t,
	  b
yt
e/
s	  
Replica�on	  Grade,	  r	  
Transmi�ed	  Message	  Volume	   Received	  Message	  Volume	  
3.	  Broker	  Modelling	  
3.6.	  Throughput	  Models	  
   83 
 
3.6 Throughput	  Models	  
In this section, we describe the construction of the message broker throughput model. 
Previously in Section 3.5, we found that the maximum throughput rate before the broker 
bottlenecks. Using the results from Section 3.5, we now investigate models that describe 
the throughput behaviour of the broker. 
The outline of this section is as follows: in Section 3.6.1 we show the basic experimental 
data used for the modelling in this section. Sections 3.6.2, 3.6.3, and 3.6.4 explain the 
exploratory work leading up to the desired models, which are explained in Section 3.6.5. 
In Section 3.6.6 we explain the effects of multiple topics on the broker.  
Compared to the experiments in the Section 3.5, we limit the message rate to 100 msg/s, 
and use the following factors: number of publishers, number of subscribers and message 
size was varied. Each factor has three levels.  
The values for each level are given in the table below: 
  Level 
  1 2 3 
Fa
ct
or
 Message Size 1024 bytes 2048 bytes 8192 bytes 
Number of Publishers 1 2 4 
Number of Subscribers 1 2 4 
Table 3—5: Factors and level values for broker throughput model experiments 
 
3.6.1 Experiments	  for	  Throughput	  Models	  
In Table 3—6, the minimum, maximum and average values of the measured throughput 
(Ctx), i.e. the total message volume transmitted to subscribers are given. Entries denoted 
with not-a-number (NaN) indicate that the message broker crashed and the 
measurements were not used. 
 
Message size Number of publishers Number of subscribers Ctx min Ctx max Ctx avg 
1024 1 1 19,456 236,544 101,909 
1024 1 2 178,176 206,848 203,197 
1024 1 4 225,280 415,744 406,119 
1024 2 1 142,336 212,992 203,281 
1024 2 2 311,296 430,080 406,602 
1024 2 4 176,128 1,716,224 815,275 
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1024 4 1 380,928 425,984 406,834 
1024 4 2 769,024 857,088 813,790 
1024 4 4 812,032 1,985,536 1,622,839 
2048 1 1 194,560 5,922,816 213,460 
2048 1 2 393,216 417,792 406,719 
2048 1 4 643,072 854,016 813,285 
2048 2 1 368,640 421,888 407,394 
2048 2 2 675,840 851,968 813,801 
2048 2 4 1,550,336 1,742,848 1,628,603 
2048 4 1 782,336 851,968 813,844 
2048 4 2 1,499,136 1,714,176 1,626,885 
2048 4 4 NaN NaN NaN 
8192 1 1 737,280 851,968 812,646 
8192 1 2 1,409,024 1,671,168 1,625,082 
8192 1 4 3,047,424 3,457,024 3,256,725 
8192 2 1 1,359,872 1,925,120 1,629,176 
8192 2 2 3,145,728 3,366,912 3,258,749 
8192 2 4 NaN NaN NaN 
8192 4 1 1,556,480 1,728,512 1,627,644 
8192 4 2 NaN NaN NaN 
8192 4 4 NaN NaN NaN 
Table 3—6: Measurements for broker throughput model experiments 
 
Following this, sets of experiments to validate the linear regression output were done. In 
these experiments, the number of publishers and subscribers at Level 3 is changed from 4 
to 3. The minimum, maximum and average values of the measured throughput (Ctx) for 
this are given in Table 3—7. 
Validation 
Experiment Message size 
Number of 
publishers 
Number of 
subscribers Ctx min Ctx max Ctx avg 
1 1024 1 3 286,720 309,248 304,712 
2 1024 2 3 215,040 941,056 607,952 
3 1024 3 3 238,592 2,504,704 918,757 
4 2048 1 3 577,536 628,736 609,840 
5 2048 2 3 1,132,544 1,468,416 1,224,273 
6 2048 3 3 632,832 4,141,056 1,852,049 
7 8192 1 3 2,351,104 2,490,368 2,438,592 
8 8192 2 3 1,171,456 8,863,744 5,053,264 
Table 3—7: Measurements for validating broker throughput model 
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3.6.2 Linear	  Models	  
The initial model used is: 
M1 𝐶𝐶 = 𝛼𝛼 + 𝛽𝛽 ∗ 𝑝𝑝𝑝𝑝𝑝𝑝 + 𝛾𝛾 ∗ 𝑠𝑠𝑠𝑠𝑠𝑠 + 𝛿𝛿 ∗ 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠  
where pub is the number of publishers, sub is the number of subscribers and size is the 
message size. 
Three other models with a different interaction term were also used: 
M2 𝐶𝐶 = 𝛼𝛼 + 𝛽𝛽 ∗ 𝑝𝑝𝑝𝑝𝑝𝑝 + 𝛾𝛾 ∗ 𝑠𝑠𝑠𝑠𝑠𝑠 + 𝛿𝛿 ∗ 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 + 𝜃𝜃 ∗ 𝑝𝑝𝑝𝑝𝑝𝑝 ∗ 𝑠𝑠𝑠𝑠𝑠𝑠 + 𝜖𝜖  
M3 𝐶𝐶 = 𝛼𝛼 + 𝛽𝛽 ∗ 𝑝𝑝𝑝𝑝𝑝𝑝 + 𝛾𝛾 ∗ 𝑠𝑠𝑠𝑠𝑠𝑠 + 𝛿𝛿 ∗ 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 + 𝜃𝜃 ∗ 𝑝𝑝𝑝𝑝𝑝𝑝 ∗ 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 + 𝜖𝜖  
M4 𝐶𝐶 = 𝛼𝛼 + 𝛽𝛽 ∗ 𝑝𝑝𝑝𝑝𝑝𝑝 + 𝛾𝛾 ∗ 𝑠𝑠𝑠𝑠𝑠𝑠 + 𝛿𝛿 ∗ 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 + 𝜃𝜃 ∗ 𝑠𝑠𝑠𝑠𝑠𝑠 ∗ 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 + 𝜖𝜖  
 
3.6.2.1 Estimated	  Coefficients	  
The estimation of the linear regression coefficients was performed using the “regress” 
command found in MATLAB 2009a [122]. 
The estimated coefficients are given in Table 3—8 below: 
 𝜶𝜶 𝜷𝜷 𝜸𝜸 𝜹𝜹 𝜽𝜽 
M1 -1106146.19 256732.76 374801.46 242.00 - 
M2 -973377.89 186599.70 306390.50 243.99 36643.80 
M3 -1189692.31 305036.17 368489.92 273.67 -17.29 
M4 -700440.00 284393.96 151685.98 94.71 77.11 
Table 3—8: Estimated coefficients for M1, M2, M3 and M4 
 
Their respective statistics are given in Table 3—9 below: 
 R2 F p RMSE 
M1 0.79 14260.91 p<0.01 392496.43 
M2 0.79 10885.81 p<0.01 389778.20 
M3 0.79 10958.54 p<0.01 388751.75 
M4 0.88 20236.61 p<0.01 300740.83 
Table 3—9: Estimated coefficients statistics for M1, M2, M3 and M4 
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When using input values of Y that were divided by 1024 to shift the units to kB, we get the 
following estimated coefficients in Table 3—10: 
 𝜶𝜶 𝜷𝜷 𝜸𝜸 𝜹𝜹 𝜽𝜽 
M1 -1080.22 250.72 366.02 0.24 - 
M2 -950.56 182.23 299.21 0.24 35.78 
M3 -1161.81 297.89 359.85 0.27 -0.02 
M4 -684.02 277.73 148.13 0.09 0.08 
Table 3—10: Estimated coefficients in kB for M1, M2, M3 and M4 
 
Their respective statistics are given in Table 3—11 below: 
 R2 F p RMSE 
M1 0.79 14260.91 p<0.01 383.30 
M2 0.79 10885.81 p<0.01 380.64 
M3 0.79 10958.54 p<0.01 379.64 
M4 0.88 20236.61 p<0.01 293.69 
Table 3—11: Estimated coefficients (in kB) statistics for M1, M2, M3 and M4 
 
3.6.2.2 Validation	  
Using the estimated coefficients in Table 3—8, the throughput (Ctx) can be calculated. 
These calculated values can be found in Appendix B, Table B—1 and their comparison in 
Table B—2. The difference between the calculated and measured values can be found in 
Appendix B, Table B—3, and their differences are shown (as percentage) in Figure 3-16: 
 
Figure 3-16: Difference between calculated and measured values for M1, M2, M3 and M4 
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3.6.2.3 Discussion	  
These initial models exhibited poor fit, as shown in the large differences between the 
calculated and measured values. None of these models include any interaction terms. The 
next logical step will be to model interactions. 
 
3.6.3 Linear	  Models	  with	  Interaction	  Terms	  
Interaction terms capture the simultaneous influence of the parameters that are not 
additive. Extending the models from the previous section, we added a number of 
interaction terms to determine if they improve the accuracy and predictive capabilities of 
the model. 
The new models that we tested are: 
M5 𝐶𝐶 = 𝛼𝛼 + 𝛽𝛽 ∗ 𝑝𝑝𝑝𝑝𝑝𝑝 + 𝛾𝛾 ∗ 𝑠𝑠𝑠𝑠𝑠𝑠 + 𝛿𝛿 ∗ 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 + 𝜅𝜅 ∗ 𝑝𝑝𝑝𝑝𝑝𝑝 ∗ 𝑠𝑠𝑠𝑠𝑠𝑠 + 𝜆𝜆 ∗ (𝑝𝑝𝑝𝑝𝑝𝑝 ∗ 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠) + 𝜖𝜖  
M6 𝐶𝐶 = 𝛼𝛼 + 𝛽𝛽 ∗ 𝑝𝑝𝑝𝑝𝑝𝑝 + 𝛾𝛾 ∗ 𝑠𝑠𝑠𝑠𝑠𝑠 + 𝛿𝛿 ∗ 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 + 𝜅𝜅 ∗ 𝑝𝑝𝑝𝑝𝑝𝑝 ∗ 𝑠𝑠𝑠𝑠𝑠𝑠 + 𝜆𝜆 ∗ 𝑠𝑠𝑠𝑠𝑠𝑠 ∗ 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 + 𝜖𝜖  
M7 𝐶𝐶 = 𝛼𝛼 + 𝛽𝛽 ∗ 𝑝𝑝𝑝𝑝𝑝𝑝 + 𝛾𝛾 ∗ 𝑠𝑠𝑠𝑠𝑠𝑠 + 𝛿𝛿 ∗ 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 + 𝜅𝜅 ∗ 𝑝𝑝𝑝𝑝𝑝𝑝 ∗ 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 + 𝜆𝜆 ∗ 𝑠𝑠𝑠𝑠𝑠𝑠 ∗ 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 + 𝜖𝜖  
M8 𝐶𝐶 = 𝛼𝛼 + 𝛽𝛽 ∗ 𝑝𝑝𝑝𝑝𝑝𝑝 + 𝛾𝛾 ∗ 𝑠𝑠𝑠𝑠𝑠𝑠 + 𝛿𝛿 ∗ 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 + 𝜅𝜅 ∗ 𝑝𝑝𝑝𝑝𝑝𝑝 ∗ 𝑠𝑠𝑠𝑠𝑠𝑠 + 𝜆𝜆 ∗ 𝑝𝑝𝑝𝑝𝑝𝑝 ∗ 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 + 𝜇𝜇
∗ 𝑠𝑠𝑠𝑠𝑠𝑠 ∗ 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 + 𝜖𝜖 
 
M9 𝐶𝐶 = 𝛼𝛼 + 𝛽𝛽 ∗ 𝑝𝑝𝑝𝑝𝑝𝑝 + 𝛾𝛾 ∗ 𝑠𝑠𝑠𝑠𝑠𝑠 + 𝛿𝛿 ∗ 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 + 𝜅𝜅 ∗ 𝑝𝑝𝑝𝑝𝑝𝑝 ∗ 𝑠𝑠𝑠𝑠𝑠𝑠 + 𝜆𝜆 ∗ 𝑝𝑝𝑝𝑝𝑝𝑝 ∗ 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 + 𝜇𝜇
∗ 𝑠𝑠𝑠𝑠𝑠𝑠 ∗ 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 + 𝜈𝜈 ∗ 𝑝𝑝𝑝𝑝𝑝𝑝 ∗ 𝑠𝑠𝑠𝑠𝑠𝑠 ∗ 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 + 𝜖𝜖 
 
The coefficients were estimated using stepwise regression from MATLAB [122]. All 
parameters were added as each step improved the score of R2, and reduced the RMSE. 
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3.6.3.1 Estimated	  Coefficients	  
The estimated coefficients for Models 5 to 9 are given in Table 3—12: 
 𝜶𝜶 𝜷𝜷 𝜸𝜸 𝜹𝜹 𝜿𝜿 𝝀𝝀 𝝁𝝁 𝝂𝝂 
M5 -1056.98 240.64 312.54 0.26 26.19 -0.01 - - 
M6 -290.15 99.58 -57.76 0.08 95.23 0.09 - - 
M7 -598.46 242.60 140.22 0.06 0.01 0.08 - - 
M8 87.50 -58.69 -154.74 -0.01 129.51 0.04 0.10 - 
M9 -230.83 183.11 82.27 0.17 -72.13 -0.14 -0.07 0.15 
Table 3—12: Estimated coefficients for M5, M6, M7, M8 and M9 
 
Their corresponding statistics are given in Table 3—13: 
 R2 F p RMSE 
M5 0.80 9041.92 p<0.01 374.47 
M6 0.90 20402.31 p<0.01 264.66 
M7 0.88 17113.15 p<0.01 286.21 
M8 0.91 19731.76 p<0.01 247.41 
M9 0.98 98240.28 p<0.01 106.63 
Table 3—13: Estimated coefficients statistics M5, M6, M7, M8 and M9 
 
The confidence intervals are given in Table 3—14: 
  𝜷𝜷 𝜸𝜸 𝜹𝜹 𝜿𝜿 𝝀𝝀 𝝁𝝁 𝝂𝝂 
M5 Lower  225.45 300.58 0.26 20.56 -0.02 - - 
 Upper  255.82 324.51 0.27 31.81 -0.01 - - 
M6 Lower  90.90 -68.31 0.08 91.25 0.08 - - 
 Upper  108.25 -47.21 0.08 99.22 0.09 - - 
M7 Lower  235.85 133.57 0.05 0.01 0.08 - - 
 Upper  249.35 146.86 0.07 0.02 0.08 - - 
M8 Lower  -69.82 -165.65 -0.02 125.44 0.03 0.10 - 
 Upper  -47.56 -143.83 -0.01 133.58 0.04 0.10 - 
M9 Lower  177.87 77.14 0.17 -74.62 -0.14 -0.07 0.15 
 Upper  188.35 87.41 0.17 -69.64 -0.13 -0.07 0.16 
Table 3—14: Confidence intervals M5, M6, M7, M8 and M9 
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3.6.3.2 Validation	  
Using the estimated coefficients in Table 3—12, the throughput (Ctx) can be calculated. 
These calculated values can be found in Appendix B, Table B—4. The difference between 
the calculated and measured values can be found in Appendix B, Table B—5, and their 
differences are shown (as percentage) in Figure 3-17: 
 
Figure 3-17: Difference between calculated and measured values for M5, M6, M7, M8 and M9 
 
3.6.3.3 Discussion	  
Whether we use units of bytes or kilobytes does not make a difference in the estimated 
coefficients. 
Model 1 does not include an interaction term, and from Figure 3-16 it is seen that this 
model over predicts when the throughput is low, and under predicts when the throughput 
is high. This is because the model doesn’t take into account that when the message broker 
is replicating messages for multiple subscribers, there is no transmission from the 
publisher side. 
Models 2 and 3 perform similarly, over predicting when the throughput is low and under 
predicting when the throughput is high. From Table 3—10, the interaction terms pub*sub 
and pub*size are insufficient to model the behaviour of the message broker. This is 
evident in the low weight given to those coefficients. 
Model 4 includes the interaction term sub*size to show a relation between the number of 
subscribers and the message size, this lowered the value given to the sub and size 
coefficients relative to other models, and took into account the increased throughput 
when the broker is replicating messages locally, i.e. with no further transmission of the 
same message by the publisher.  This produced a model that did not over predict as much 
as Model 1, 2 and 3.  
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However, these four models all show a tendency to under predict when the throughput is 
high. This suggests that there are further interactions that need to be investigated. For 
Models 5, 6 and 7, we took two pairs of interaction terms to test their effects on the model 
accuracy.  
Model 5 with the interaction term pub*sub and pub*size places emphasis on the publisher 
side, and produces a poor fit, similar to Models 2 and 3, which also emphasises on the 
publisher side.  
Models 6 adds pub*sub and sub*size (to Model 1) while Model 7 adds pub*size and 
sub*size (also to Model 1). While the aim is to give more balance the publisher side and 
subscriber, the estimated coefficients do not agree that sub*size is an important factor, 
which is against our expectations. 
In Model 8, we added all 3 pairs of interaction terms to Model 1. While this produced a 
model that appears accurate, it still under predicts when the throughput is high. This 
leads us to Model 9, where we added the interaction term pub*sub*size that gives a 
relationship between these three factors. The reasoning here is pub*sub, pub*size and 
sub*size all refer to the load placed on the broker, while the new term pub*sub*size points 
to the expected throughput of the broker. The loads placed on the broker will reduce the 
expected throughput. Thus Model 9 is a good description of the message broker. 
Linear regression can produce a model that describes the throughput of a message broker, 
and could be used to interpolate throughput figures that were not tested in the factorial 
experiment. 
 
3.6.4 Modelling	  with	  Aggregate	  Publishing	  Rate	  
In the previous experiments, each publisher would publish at the message rate 
prescribed. This means that the aggregate message rate received at the broker, Brx, is 
number of publishers multiplied by the message rate set for the experiment. 
For the experiments in this section, the message rate is the aggregate received by the 
broker. Meaning the message rate is divided over all publishers. E.g. if the message rate is 
100 messages/s, and there two publishers, each publisher will publish at 50 messages/s. 
In Table 3—15, the minimum, maximum and average values of the measured throughput 
(Ctx) are given. Here, the message broker was able to complete all combinations in the 
factorial experiment. 
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Message 
size 
Number of 
publishers 
Number of 
subscribers Ctx min Ctx max Ctx avg 
1024 1 1 19 231 99 
1024 1 2 194 202 198 
1024 1 4 389 405 398 
1024 2 1 60 108 100 
1024 2 2 194 208 200 
1024 2 4 378 420 400 
1024 4 1 80 104 100 
1024 4 2 192 208 200 
1024 4 4 392 416 400 
2048 1 1 190 5784 208 
2048 1 2 386 424 397 
2048 1 4 734 834 795 
2048 2 1 100 212 199 
2048 2 2 376 416 400 
2048 2 4 688 824 799 
2048 4 1 140 208 200 
2048 4 2 384 416 400 
2048 4 4 780 834 800 
8192 1 1 720 832 794 
8192 1 2 1440 1632 1587 
8192 1 4 920 4008 3153 
8192 2 1 768 832 800 
8192 2 2 1264 1632 1597 
8192 2 4 3072 3320 3197 
8192 4 1 768 832 800 
8192 4 2 1536 1664 1600 
8192 4 4 3104 3456 3201 
Table 3—15: Measurement for use in linear regression 
 
Following this, another set of experiments to validate the linear regression output were 
done. In these experiments, the number of publishers and subscribers at Level 3 is 
changed from 4 to 3. The minimum, maximum and average values of the measured 
throughput (Ctx) for this are given in Table 3—16 
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Validation 
Experiment Message size 
Number of 
publishers 
Number of 
subscribers Ctx min Ctx max Ctx avg 
9 1024 1 3 280 302 298 
10 1024 2 3 290 306 300 
11 1024 3 3 291 306 300 
13 2048 1 3 564 614 596 
14 2048 2 3 567 624 596 
15 2048 3 3 396 606 594 
16 8192 1 3 2296 2432 2381 
17 8192 2 3 2208 2448 2396 
18 8192 3 3 1584 2512 2375 
Table 3—16: Measurement for validation 
 
To create the models, we started with the model M9 from the previous section. Using 
stepwise regression, we discovered the following models with the lowest RMSE: 
M10 𝐶𝐶 = 𝛼𝛼 + 𝛾𝛾 ∗ 𝑠𝑠𝑠𝑠𝑠𝑠 + 𝛿𝛿 ∗ 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 + 𝜅𝜅 ∗ 𝑝𝑝𝑝𝑝𝑝𝑝 ∗ 𝑠𝑠𝑠𝑠𝑠𝑠 + 𝜆𝜆 ∗ 𝑝𝑝𝑝𝑝𝑝𝑝 ∗ 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 + 𝜇𝜇
∗ 𝑠𝑠𝑠𝑠𝑠𝑠 ∗ 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 + 𝜈𝜈 ∗ 𝑝𝑝𝑝𝑝𝑝𝑝 ∗ 𝑠𝑠𝑠𝑠𝑠𝑠 ∗ 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 + 𝜖𝜖 
 
M11 𝐶𝐶 = 𝛼𝛼 + 𝛽𝛽 ∗ 𝑝𝑝𝑝𝑝𝑝𝑝 + 𝛾𝛾 ∗ 𝑠𝑠𝑠𝑠𝑠𝑠 + 𝛿𝛿 ∗ 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 + 𝜇𝜇 ∗ 𝑠𝑠𝑠𝑠𝑠𝑠 ∗ 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 + 𝜖𝜖  
M12 𝐶𝐶 = 𝛼𝛼 + 𝜇𝜇 ∗ 𝑠𝑠𝑠𝑠𝑠𝑠 ∗ 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 + 𝜖𝜖  
When using other parameter combinations, the RMSE increases beyond that of Model M9 
previously. These combinations were discarded. 
 
3.6.4.1 Estimated	  Coefficients	  
The estimated coefficients are given in the table below: 
 𝜶𝜶 𝜷𝜷 𝜸𝜸 𝜹𝜹 𝜿𝜿 𝝀𝝀 𝝁𝝁 𝝂𝝂 
M10 0.3825  - 1.4189 0.0014 -0.4518 -0.0004 0.0957 0.0006 
M11 -5.5074 1.6689 0.9566 0.0007  -  - 0.0970  - 
M12 1.3732  -  -  -  -  - 0.0972  - 
Table 3—17: Estimated coefficients for M10, M11 and M12 
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The estimated coefficients statistics are given below: 
 R
2 F p-val RMSE 
M10 0.99647 979269.3841 p<0.01 48.5417 
M11 0.99644 1456189.791 p<0.01 48.7524 
M12 0.99643 5815055.519 p<0.01 48.7929 
Table 3—18: Estimated coefficients statistics for M10, M11 and M12 
 
The confidence intervals of the estimated coefficients are given below: 
  𝜷𝜷 𝜸𝜸 𝜹𝜹 𝜿𝜿 𝝀𝝀 𝝁𝝁 𝝂𝝂 
M10 Lower   - 0.2787 0.0007 -0.8115 -0.0007 0.0953 0.0005 
 Upper   - 2.5590 0.0022 -0.0920 -0.0002 0.0960 0.0007 
M11 Lower  1.1094 0.0861 0.0002  -  - 0.0968  - 
 Upper  2.2283 1.8271 0.0011  -  - 0.0971  - 
M12 Lower   -  -  -  -  - 0.0971  - 
 Upper   -  -  -  -  - 0.0973  - 
Table 3—19: Confidence intervals for M10, M11 and M12 
 
3.6.4.2 Validation	  
Using the estimated coefficients in Table 3—17, the throughput (Ctx) can be calculated. 
These calculated values can be found in Appendix B, Table B—6. The difference between 
the calculated and measured values can be found in in Appendix B, Table B—7, and their 
differences are shown (as percentage) in Figure 3-18: 
 
Figure 3-18: Difference between calculated and measured values for M10, M11 and M12 
 
3.6.4.3 Discussion	  
Models M10, M11 and M12 all exhibit good fit. We have found that the interaction term 
sub*size is the most valuable term in the model. So, the preferred model is M12, since it is 
the shortest one. 
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But relying on the term size assumes that the message size is static, and ties the estimated 
model to a particular message size setup. To create a general model, the input message 
volume, Brx is used. 
 
3.6.5 Capturing	  Input	  Behaviour	  
From model M12, we see that the behaviour of the message broker is linear, where the 
output follows the input linearly, and is compounded by local replication. To capture the 
message input volume, Brx, we add this term to model M12. Since we have the term 
sub*size, we also add sub*Brx to the new models. For comparison, we have added these 
new terms to model M9. Using stepwise regression, we found the following models with 
the lowest RMSE: 
M13 𝐶𝐶 = 𝛼𝛼 + 𝛽𝛽 ∗ 𝐵𝐵 + 𝛾𝛾 ∗ 𝑝𝑝𝑝𝑝𝑝𝑝 + 𝛿𝛿 ∗ 𝑠𝑠𝑠𝑠𝑠𝑠 + 𝜃𝜃 ∗ 𝑠𝑠𝑠𝑠𝑠𝑠 ∗ 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 + 𝜆𝜆 ∗ 𝑠𝑠𝑠𝑠𝑠𝑠 ∗ 𝐵𝐵 + 𝜖𝜖  
M14 𝐶𝐶 = 𝛼𝛼 + 𝛽𝛽 ∗ 𝐵𝐵 + 𝜃𝜃 ∗ 𝑠𝑠𝑠𝑠𝑠𝑠 ∗ 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 + 𝜖𝜖  
M15 𝐶𝐶 = 𝛼𝛼 + 𝛽𝛽 ∗ 𝐵𝐵 + 𝜆𝜆 ∗ (𝑠𝑠𝑠𝑠𝑠𝑠 ∗ 𝐵𝐵) + 𝜖𝜖  
When using other parameter combinations, the RMSE increases beyond that of Model M9 
previously. These combinations were discarded. 
 
3.6.5.1 Estimated	  Coefficients	  
The estimated coefficients are given in the table below: 
 𝜶𝜶 𝜷𝜷 𝜸𝜸 𝜹𝜹 𝜽𝜽 𝝀𝝀 
M13 -36.5916 0.0242 5.6291 1.8496 0.0021 0.9761 
M14 -22.9218 0.0670 - - 0.0959 - 
M15 -16.9550 0.0154 - - - 1.0006 
Table 3—20: Estimated coefficients for M13, M14 and M15 
 
The estimated coefficients statistics are given below: 
 R
2 F p-val RMSE 
M13 46.24 1.00 p<0.01 1288196.81 
M14 67.31 0.99 p<0.01 1514886.83 
M15 46.73 1.00 p<0.01 3153424.31 
Table 3—21: Estimated coefficients statistics for M13, M14 and M15 
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The confidence intervals of the estimated coefficients are given below: 
  𝜷𝜷 𝜸𝜸 𝜹𝜹 𝜽𝜽 𝝀𝝀 
M13 Lower  0.0197 5.0885 1.0026 0.0009 0.9627 
 Upper  0.0286 6.1697 2.6965 0.0034 0.9895 
M14 Lower  0.0621 - - 0.0957 - 
 Upper  0.0718 - - 0.0960 - 
M15 Lower  0.0119 - - - 0.9994 
 Upper  0.0188 - - - 1.0018 
Table 3—22: Confidence intervals for M13, M14 and M15 
 
3.6.5.2 Validation	  
Using the estimated coefficients in Table 3—20, the throughput (Ctx) can be calculated. 
These calculated values can be found in Appendix B, Table B—8. The difference between 
the calculated and measured values can be found in in Appendix B, in Table B—9, and 
their differences are shown (as percentage) below: 
 
Figure 3-19: Difference between calculated and measured validation values for Models M13, 
M14 and M15 
 
Extending the comparisons further, we show the estimates of models M13, M14 and M15 
when used to predict the message rates at other combinations of message size and rate. 
These calculated values can be found in Appendix B, Table B—10. The difference between 
the calculated and measured values can be found in Appendix B, in Table B—11 and is 
shown as differences in percentage in Figure 3-20 below: 
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Figure 3-20: Difference between additional calculated and measured validation values for 
Models M13, M14 and M15 
 
3.6.5.3 Discussion	  
Models M13, M14 and M15 all exhibit a good fit. We have found that the interaction term 
sub*Brx is the most valuable term in the model. Model M14 suffers because it uses 
sub*size, but the message size is a constant value, which may not always mirror the 
message volume being transferred by the message broker. Using Brx in the interaction 
term gives the model a more accurate picture of the message volume currently being 
transferred by the message broker. Given this, the preferred model is M15, since it is also 
the simplest (shortest) one.  
 
3.6.6 Effects	  of	  Multiple	  Topics	  
In this experiment, the number of topics is tied to the number of publishers. This is true 
for the scenarios encountered so far in GEMOM, where multiple sensors publish on a 
single topic. However, this may not be sufficient to test the effects of topics on the 
message broker’s maximum throughput.  
We postulate that the effect of number of topics is minimal. If a broker is that inefficient 
to the point where a small number of topics cause large deviations in the maximum 
throughput, then this broker is unsuitable for its purpose. 
A well-designed set of topics will be fined-grained. The goal is to have Subscribers 
subscribing to multiple topics to get all the messages they are interested in. Contrast this 
to topics that are very broad in scope. Subscribers would need less topic subscriptions, but 
they will then get extra messages. If the subscribers use filters at the broker to remove 
these messages, then there will be extra and unnecessary load on the broker. 
-­‐70.00%	  
-­‐60.00%	  
-­‐50.00%	  
-­‐40.00%	  
-­‐30.00%	  
-­‐20.00%	  
-­‐10.00%	  
0.00%	  
10.00%	  
19	   20	   21	   22	   23	   24	   25	   26	   27	   28	   29	   30	   31	   32	   33	  
D
iﬀ
er
en
ce
	  
Valida�on	  Experiment	  
M13	  
M14	  
M15	  
3.	  Broker	  Modelling	  
3.7.	  Discussion	  
   97 
From the experiments done in this chapter, we know the maximum throughput of the 
message broker for a particular combination. To test how the number of topics will affect 
the throughput, we maintain the same configuration but vary the number of topics.  
We have learnt that the maximum average throughput when there is only one topic is 
approximately 1,984 bytes/s. We then increase the number of topics on the message 
broker to determine the effects of this on the maximum message throughput. 
 
 
Figure 3-21: Effects of topics on maximum message throughput 
 
From Figure 3-21, we see that the effect of multiple topics on the message broker is 
minimal. This confirms our assumption that the number of topics is not an important 
factor. A message broker that fails when the number of topics is increased moderately is 
not fit for purpose. 
 
3.7 Discussion	  
The models built using the results of the capacity experiments started initially with a lot of 
variance in their ability to predict the behaviour of the message broker – frequently over- 
and under-predicting. As we improved our understanding of the message broker the 
selection of model parameters, and the testing methods, we have managed to build a 
model that accurately describes the message broker’s behaviour. Figure 3-22 shows the 
different fit of all the models in this chapter, and Table 3—23 gives the parameters for the 
different experiment variations used in this figure. 
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Figure 3-22: Comparison of fit across all throughput models 
 
Experiment 
Number Message Size 
Number of 
Publishers 
Number of 
Subscribers 
1 1024 1 3 
2 1024 2 3 
3 1024 3 3 
4 2048 1 3 
5 2048 2 3 
6 2048 3 3 
7 8192 1 3 
8 8192 2 3 
9 8192 3 3 
Table 3—23: Factor Levels used in Figure 3-22 
 
The linearity of the broker behaviour is not at all surprising, since the message output 
volume is a product of the message broker replicating messages locally. When the 
replication grade is 1, i.e. just one subscriber per topic, then message output volume 
grows linearly with message input volume, less some processing overhead. This is as it 
should be. When the replication grade is above 1, the message broker replicates the 
message input volume at the output accordingly. 
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Let 
𝐵𝐵 as the total message input volume for the message broker 
𝐶𝐶 as the total message output volume for the message broker 
𝑏𝑏 𝑡𝑡    as the input volume for topic t 
𝑐𝑐 𝑠𝑠, 𝑡𝑡  as the output volume for topic t of subscriber s 
To get an indication of how heavily loaded the message broker is, we introduce a new 
term: 
 
𝑟𝑟 =
𝑏𝑏(𝑡𝑡)
𝑐𝑐(𝑠𝑠, 𝑡𝑡)
 
 
The term 𝑟𝑟 is used to assess the lack of equilibrium on the message broker. When the ratio 
is 1 the system is in equilibrium and performing well. When the ratio exceeds 1, it means 
there are more messages coming in to the message broker than what the message broker 
is sending out, which will cause the message broker to bottleneck. 
When the system is out of equilibrium, i.e. when brx(t) is greater than ctx(s, t), the number 
of messages held in the broker will increase, consuming the memory available. This 
means the size of the message store, Q, increases. A detailed explanation of the message 
store is given in the next chapter. When measured over time, we can find the rate of 
change in Q, given as  
𝛥𝛥𝛥𝛥 = 𝑏𝑏 𝑡𝑡 − 𝑐𝑐 𝑠𝑠, 𝑡𝑡  
As part of calibrating the message broker, one could increase the load until the message 
broker bottlenecks while recording Q. This will give the level of Q where the message 
broker fails. 𝛥𝛥𝛥𝛥 then gives an estimate of how soon the broker will bottleneck if the 
conditions remain unchanged. 𝛥𝛥𝛥𝛥 is set conservatively to allow the bottleneck detection 
and load offloading to work. 
If we have multiple topics and multiple subscribers, (note that not all subscribers are 
subscribed to all topics), for each of the subscriber-topic pairs that exist, we select the pair 
with the largest 𝛥𝛥𝛥𝛥 within a topic, i.e. the slowest subscriber on that topic. Iterating 
through all topics, we can select the largest 𝛥𝛥𝛥𝛥 from all topics. This will give the highest 
rate-of-change currently affecting the message store size. Although this is an 
approximation of all 𝛥𝛥𝛥𝛥 affecting the message store size, the largest 𝛥𝛥𝛥𝛥 has the most 
impact, hence it can be used as an indicator for an out-of-memory condition. 
These concepts are used in the next chapter as we built a bottleneck model of the broker. 
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3.8 Summary	  
We have constructed a capacity model for the message broker. The capacity models serve 
both as a validation of the throughput model and allow the message broker to be for 
calibrated. By using the model, a variety of load scenarios can be tested to see if they 
would exceed the capacity of the message broker. 
The estimated coefficients in the models could be used for short-term control by keeping 
the system in equilibrium for a short period of time.  
This is possible since by knowing the maximum rate a subscriber can receive messages, 
we can calculate the difference between it and the publishers publishing rate, giving a 
value in 𝛥𝛥𝛥𝛥. If the 𝛥𝛥𝛥𝛥 for a particular subscriber is unacceptably high, i.e. the rate-of-
change if projected to cause a bottleneck condition, then steps to mitigate this can be 
taken. For example, when there is a particularly slow subscriber, we could create a new 
topic for it, and have publishers publishing at a slow rate to accommodate that subscriber 
(within reason). 
The calibration method outlined in this chapter finds the bottleneck points, and the 
maximum Brx and Ctx rates that a message broker can support for a given configuration. 
This reduces guesswork on dimensioning new brokers on different hardware 
configurations and application environments, by focusing on critical parameters derived 
from the application environment. 
Having a means of calibration allows the bottleneck models described in the next chapter 
to be adapted to the different message broker hosts’ configuration. It would be an 
impossible task to create a fixed threshold that would apply to all the variations of 
computer hardware available. Each set of measurements is only valid for the same 
combination of software and host hardware. This may be limiting, but in every enterprise 
system, before a rollout is performed, there will be extensive testing. The calibration 
introduced here can be a part of this testing. 
The discussion on bottlenecks here are given in terms of the absolute maximum for a 
given message broker. For more conservative approaches, the bottleneck threshold can be 
set to guarantee minimum uptime for a message broker. For example, if the bottleneck 
threshold set at 95% of maximum throughput, then there is less risk that the message 
broker will bottleneck. Thresholds and service level guarantees can usually be obtained 
from service level agreements (SLA). 
In the next chapter, we explain the construction of analytical models for predicting 
bottlenecks in message brokers.	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4 AUTO-­‐REGRESSIVE	  MODELS	  FOR	  
BOTTLENECK	  DETECTION	  
4.1 Introduction	  
This chapter describes the work done on modelling the performance of a MOM broker. In 
Chapter 3, the experimental platform was used to perform load tests. The broker was 
instrumented and the various metrics recorded. The measurements from the 
instrumented broker were used to create models of the broker’s performance. 
In this chapter, we first describe the Qpid message broker as an abstract model. This 
model is based on the empirical observations in the previous chapter and from the 
examination of the message broker’s source code. Next, the metrics measured from the 
broker are introduced. These metrics are used for the estimation of parameters in the 
analytical model. Following that, the reader is shown the steps used to construct the 
analytical model, and how it was iteratively improved to the final version.  
In Section 4.2 we introduce the abstract broker model. Then in Section 4.3 we explain the 
parameters used for modelling the message broker behaviour, and in Section 4.4, we 
describe the method for modelling the message broker behaviour. Next, we search for the 
best parameters that capture the broker behaviour in Section 4.5, and in Section 4.6 we 
refine the models that were created. We explain how the modelling could be used in a real 
world scenario in Section 4.7 and conclude this chapter in Section 4.8. 
 
4.2 Abstract	  Description	  of	  the	  Message	  Broker	  
This section discusses our abstract model of a message broker. 
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4.2.1 Methods	  for	  Constructing	  the	  Abstract	  Broker	  Model	  
The AMQP Model is treated as a reference, and the Apache Qpid broker implementation 
to link our understanding the implementation to the specification. 
Our model was created from by examining the Qpid source code and the experiments 
conducted in the previous chapters, together with cross-referencing the sparse Qpid 
Developer’s Documentation to determine the inner-workings of the Qpid broker. Our 
Abstract Model links broker metrics to the AMQP Model. 
The advantage of being an AMQP broker is that there is an AMQP Model specification. 
However in practice, implementations do not always follow the specification completely 
due to various reasons. Some deviate from the specifications due to practical 
considerations such as efficacy in a particular context or to provide new features. It is 
therefore prudent to check for deviations between implementations and the 
specifications. Furthermore, for our research this is also needed since the AMQP Model 
does not specify any performance metrics. 
Other non-AMQP brokers may not have a luxury of a well-defined specification. Hence, it 
is useful to define a method for building an abstract model for message brokers, as below: 
 The first step is to identify the architecture of the message broker. We concede 
that having a priori knowledge will be useful in determining the message broker 
architecture. This knowledge can be obtained from documentation and the source 
code of the broker, depending on availability. 
 Identify the CPU- and memory- bound operations: e.g. matching in content-
based brokers, and message store size limits and message replication in Qpid. 
These components will give an indication of which components are important in 
the abstract model. 
 Derive and define performance metrics for the components that constrain broker 
performance. Performance metrics need to include indicators of failure modes 
(failure indicators), e.g. out-of-memory condition is shown by the message store 
size; and also indicators that could be used to show their effects on the failure 
indicators, e.g. input- and output- volumes of the message broker. 
The abstract broker model is useful in understanding the operation of the broker, and 
how external loads, i.e. the afferent and efferent message volumes, affect the broker. 
 
4.2.2 Detailed	  Investigation	  of	  the	  Qpid	  Broker	  
We have used the Qpid message broker implementation is used as a model for a message 
broker, and shown as a simplified illustration in Figure 4-1.  
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This abstract broker model is used to describe how the broker behaves and as a basis for 
constructing ARX models to recognise when the MOM system is in equilibrium, to predict 
bottlenecks and to control the MOM system. The ARX models also allow optimisation of 
the performance of the broker but the current emphasis is on anticipating and reacting 
when the loads on the broker become critical. 
 
 
Figure 4-1: Block diagram of the Qpid broker 
 
Our model, based on a Qpid-like message broker, has three key components: an input 
exchange, the message store and the output queues. This is shown in Figure 4-1. The 
input exchange is where messages are received from the publishers, the message store is 
where the messages live until all subscribers consume them, and the output queues hold a 
list of messages for topics that each subscriber is subscribed to. For durable messages, i.e. 
messages that survive a broker restart, the flow-to-disk subsystem can be enabled. This 
subsystem will copy messages marked as durable in the message store on to persistent 
storage, e.g. a database. 
The main components listed here are generic, and represent a sensible structure for a 
topic-based message broker, i.e. a topic exchange that handles the marshalling of 
messages to the correct subscriber topic queues, a message store that holds a copy of the 
message, and the subscriber topic queues to hold messages while waiting for the 
subscribers to consume them. These can be mapped to other message brokers. 
Since there are several queues this can be decomposed into individual queues and this is 
described later. In the model created for this research, the equivalent to tbusy/twindow 
(described in Section 2.3.3.2) is the CPU usage. This is used to determine whether the 
broker is using the host’s CPU time to process messages, or whether the host is being 
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flooded by other requests, say by a Denial of Service, and hence the proportion of time 
given to the broker is less. While brx is the rate which bytes are put on the queue, therefore 
btx is the maximum output rate of the broker limited by the output network. The rationale 
here is the maximum throughput of the broker system is limited by two factors: 1) the 
maximum rate that the broker on a host can push the messages out, and 2) once the 
messages leave the broker, it is limited by the network bandwidth and the rate which the 
subscribers can consume the messages. 
This research calls the network between the publisher and the broker the upstream 
network, and the network between the broker and the subscribers the downstream 
network. To take into account the message rate available downstream of the broker, i.e., 
btx, the output rate of the broker is measured. A slow downstream will mean that the 
broker cannot push messages as fast as it could otherwise.  
Instead of counting the number of messages sent, since the message size is not necessarily 
the same for each message, the volume of the messages in bytes/sec being sent from the 
queues is recorded. The Qpid Java broker uses JMX for monitoring and management. For 
the purpose of calculating btx, the number of bytes being removed from the queue is 
counted. By summing all the sent bytes over the last second gives the volume of messages 
leaving the broker in bytes/sec.  
Messages are removed from the queue (de-queued in Qpid’s parlance) when the broker 
marks it for delivery. This does not mean the message has been delivered or consumed by 
the subscriber. The Qpid broker also has a re-queue event: when messages are not 
acknowledged (this is assuming the messages transmission mode is set to require 
messages to be acknowledged by the subscriber on receipt, as there are transmission 
modes that do not require acknowledgement), then the broker will re-queue the 
messages. This means that the “sent” messages are put back into the queue. Hence, when 
looking at the broker throughput including the downstream network, a ratio of btx and brx 
must be taken at the same time. The reasoning being that the unacknowledged message 
when sent increases btx, but later when those messages are re-queued, they increase brx. 
So the output speed of the broker and speed of the downstream network is reflected in the 
volume of re-queued messages, and this is captured by the ratio between brx and btx, or 
indeed the difference that is also considered in the models described below. 
In the Qpid implementation, when a message arrives at the broker, it is first received by 
the exchange. In the exchange, the message header is read and the topic retrieved. The 
message is then sent to the incoming message handler of the subscriber’s topic queue. The 
exchange does not store any messages. 
The term “placed on a queue” here means that the message is stored in the message store, 
and a pointer to that message is placed on the queue. This means that multiple “copies” of 
the message do not require duplication in memory. This is important since a broker may 
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have many subscribers to the same topic, and when making a duplicate of a message for 
every subscriber is not a viable solution. 
The broker also has to deal with issues of guaranteed message delivery. Guaranteed 
delivery means that the messages have to be delivered to the subscriber even if the broker 
crashes and are subsequently restarted. These are durable messages. Messages that do 
not need guaranteed-delivery are called transient messages. For durable messages, the 
messages is not only stored in the message store in memory, but also stored on persistent 
storage, say a disk, and usually in a database. Should the broker crash, the messages can 
be retrieved and sent to the subscriber. 
The current implementation of the Qpid broker keeps messages in the message store in 
memory regardless of whether they are transient messages or durable messages. 
Transient messages are only stored in memory, while durable messages are also copied to 
persistent storage. Messages are only removed from the message store after all 
subscribers have consumed them. Hence the broker is susceptible to out-of-memory 
failures should the subscribers be slow or inactive.  
This leads to the motivation behind this research to find ways of modelling the broker’s 
performance primarily to detect bottlenecks, and by extension performing quality-of-
service management on MOM.  
The processing is commonly divided into steps, first the matching process and then the 
output process, which are considered to act separately, e.g. as separate threads. 
 
4.2.3 Subscriber	  Queues	  
There is a queue for each topic for each subscriber and each queue holds pointers to 
messages in the message store. So if a subscriber subscribes to 𝑘𝑘 topics, then there are 𝑘𝑘 
queues for that subscriber. 
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Figure 4-2: The message store and its associated subscriber queues 
 
The message broker creates a private queue (a queue particular for that subscriber) for 
each topic that the subscriber is subscribed to, called the subscriber’s topic queue. These 
topic queues are nested within the subscriber’s channel. Messages of different topics 
typically have different lengths. Conceptually messages are added onto the left of the 
message store and taken off from the right. No matter how many subscribers to a 
message, the message is only stored once. 
To give an example, in Figure 4-2, Subscriber 1 (S1) is subscribed to topic T1, Subscriber 2 
(S2) is subscribed to topic T2 and Subscriber 3 (S3) is subscribed to two topics, T1 and T3. 
Hence, S1 has one topic queue containing messages only from T1. S2 also only has one 
topic queue containing messages from T2. For S3, there are two topic queues, containing 
messages from T1 and T3 respectively.  
Conceptually, each topic queue maintains a subscription list. This list holds all the 
subscribers to this queue. When a subscriber subscribes to a topic, the broker adds the 
subscriber to the topic queue’s subscription list. If there are 𝑛𝑛 subscribers for this topic, 
then there are 𝑛𝑛 subscribers in the subscription list. A count of the number of subscribers 
(or bit array) is kept and this is decremented (or subscriber bit set to zero) whenever the 
message is successfully sent to a subscriber, so that it can be known when to delete the 
message from the message store. When a message is added to the queue, the broker will 
attempt to send the message to all subscribers in the subscription list. If all subscribers 
received the message, then the message is considered as complete and is deleted from the 
message store. Otherwise, the message is stored on the queue and the broker retries later. 
A record of the subscribers that should receive a message (e.g. bit array) is kept and this is 
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amended (e.g. subscriber bit set to zero) whenever the message is successfully sent to a 
subscriber. Hence, it can be known when to delete the message from the message store. 
 
4.2.4 Matching	  
In Qpid, topics are matched based on string matching, that is the topics are matched by 
comparing the strings in the message header’s topic field to the topic name of the topic 
queue. If the string matches, then the message will be placed in that topic queue. A topic 
can contain multiple keywords separated by a period (.) as a delimiter. In this case, Qpid 
supports wildcard matching of the topics. Here, an asterisk (*) will match a single word, 
while a hash (#) will match one or more words. 
For example, consider the following topics: us.news, us.weather, europe.news, 
europe.uk.news and europe.weather. The subscriber can subscribe to any particular topic 
by specifying the topic in full, like “europe.news”. It is also possible to subscribe to 
multiple topics using wildcards, for example: the topic “*.news” will subscribe to us.news 
and europe.news; while the topic “europe.#” will subscribe to europe.news, 
europe.uk.news. 
When a message is received, the broker adds it to the message store and adds the pointer 
to the message into the subscriber’s topic queue. These queues are First In First Out 
(FIFO). The queue might not exist if there are no messages for a particular topic, or exist 
but be empty if there are no entries in the queue, depending on the implementation. The 
broker also knows the subscribers for each topic and this can change dynamically. The 
queue, i.e. the pointers to the messages in the message store, is stored as a hash-map (for 
the case of the Qpid in-memory message store) and so access time is constant.  
The topic queues are held in a hash-map then access time, for a good hash function, the 
inserts and lookups are constant no matter how many objects are in the map.  
 
4.2.5 Sending	  Messages	  
In this component of the model, the output controller scans through the subscriber topic 
queues, according the priority policies (where a topic might be served more often), 
sending the messages in the queue. So if the number of subscribers for a message is larger 
the time will be larger, arguably linearly, as the number of messages to be sent depends 
on the number of subscribers. However, there is generally a mix of subscribers and each 
topic has a fixed number of subscribers. So the average number of subscribers in a short 
time window is simply the weighted average of the number of subscribers for each topic, 
where the weight is the relative frequency of each topic in the window. 
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A common reason for the message store to build up is the lack of bandwidth to the 
subscribers, causing delays in sending messages to the recipients. So the message store 
size will also reflect the bandwidth at the output. If the communication paths have limited 
bandwidth, then the acknowledgements of successful receipt will take longer and so the 
queue length will build up. 
So the factors affecting the output rate (for a given input rate) are the number of 
subscribers (proportional) and the bandwidth (proportional). 
 
4.3 Broker	  Metrics	  Definition	  
Refining the metrics from Chapter 3, we can consider the Chapter 3 parameters as gross 
approximation of the message broker input and output volumes. With the abstract broker 
model, we can link the various parameters to the components within the message broker. 
For the purpose of measuring the performance of the broker, and for constructing models 
of the broker’s performance, a list of metrics is defined here. 
Let T be the set of all topics, S the set of all subscribers and S(t) is the set of subscribers 
for topic t, 𝑏𝑏(𝑠𝑠, 𝑡𝑡) is the transmission rate for subscriber s on topic t, i.e. the rate in bytes 
per second that this topic is being written to the subscriber (and being successfully 
acknowledged). 𝑏𝑏 𝑠𝑠, 𝑡𝑡  is measurable directly and counts the message rate in bytes per 
second. Note that a write does not mean the message is deleted from the message store. 
This will only happen (normally) when every other subscriber to this topic has received 
the message. These rates and their aggregates are recorded over the measurement time 
period, which in this thesis is 1-second. 
  𝑏𝑏 𝑡𝑡  is the lowest transmission rate to a subscriber for topic t: 
 𝑏𝑏 𝑡𝑡 = min∈  𝑏𝑏 (𝑠𝑠, 𝑡𝑡) ( 4—1 ) 
𝐵𝐵 is the lower bound on the aggregate transmission rate over all topics from the message 
store: 
 𝐵𝐵 =    min∈  𝑏𝑏
∈
𝑠𝑠, 𝑡𝑡  ( 4—2 ) 
Informally, when there are multiple subscribers to one topic, we pick the slowest 
subscriber transmission rate, this is the topic transmission rate 𝑏𝑏 𝑡𝑡 . If there are 
multiple topics, we sum the topic transmission rates for all topics. The aggregate 
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transmission rate (𝐵𝐵 ) is the sum of all topic transmission rates to the slowest 
subscribers. 
Also measurable is 𝑏𝑏 𝑠𝑠, 𝑡𝑡 , the rate in bytes per second that messages are added to the 
subscriber queue for subscriber s for the topic t. This parameter brx already takes into 
account the case of multiple publishers, since once past the exchange, there’s no separate 
‘queue’ for individual publishers, messages are placed on the subscriber’s topic queue. 
𝑏𝑏 𝑡𝑡  is the lowest rate of bytes added to a subscriber’s queue for all topics: 
 𝑏𝑏 𝑡𝑡 = max∈  𝑏𝑏 (𝑠𝑠, 𝑡𝑡) ( 4—3 ) 
𝐵𝐵 is the upper bound on the aggregate rate of bytes received by the message store: 
 𝐵𝐵 = 𝑏𝑏
∈
(𝑡𝑡) ( 4—4 ) 
Intuitively, when a subscriber is subscribed to multiple topics, we pick the fastest rate that 
the messages are added to the topic queues for the subscriber. If the subscriber is not 
subscribed to the topic, then this subscriber is not in the set used for this calculation. (Of 
course all subscribers that are subscribed to the same topic will have the same value for 
brx(s, t), since they are receiving messages from the same publisher. We define brx and Brx 
this way to allow for different topic subscriptions.) 
𝑏𝑏(𝑠𝑠, 𝑡𝑡) and 𝑏𝑏(𝑠𝑠, 𝑡𝑡) usually need to be considered taken in a pair or with a corresponding 
value, say Publishing Volume, as the message sizes can vary between topics (and perhaps 
within a topic) and so it is the relative values that need to be used to estimate changes in 
memory usage. They are commonly taken as a ratio to remove the variability of message 
size. 
Occasionally we observe that Btx is higher than Brx. This is caused by messages held in the 
queue. However, the amount these backlogged messages are not enough to cause 
degradation in performance, the message broker simply sends out the stored messages. 
In the previous chapter we have defined 𝑟𝑟 = ()
(,)
, but brx and ctx were notional elements 
and could not have been observed directly then. In this chapter, we have defined Brx and 
Btx based on values that are directly observable from the message broker.  
Using the ratio between 𝐵𝐵 and 𝐵𝐵 gives an estimate of the rate that the message store is 
building up. So  
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 𝜌𝜌 =
𝐵𝐵
𝐵𝐵
 ( 4—5 ) 
can be used to assess the lack of equilibrium on a subscriber. The ratio is 1 when the 
system is in equilibrium and performing well. When the ratio exceeds 1, it means the 
subscriber is causing delays in the system. 
Another parameter is q(s,t), which is the size in bytes of the output queue for subscriber s 
on topic t. q(s,t), is observable directly.  
Defining  
 𝑞𝑞 𝑡𝑡 = max
∈ 
𝑞𝑞 (𝑠𝑠, 𝑡𝑡) ( 4—6 ) 
and 
 𝑄𝑄 = 𝑞𝑞
∈
(𝑡𝑡) ( 4—7 ) 
gives an estimate of the memory usage of the broker’s Message Store, i.e. the size of the 
message store. It is the sum of all the largest topic queue lengths. The size of the Message 
Store is estimated because Java does not provide an API for getting the memory use of an 
object. There are also JVM or compiler optimisations that obscure the true memory usage 
of an object. 
For calculations related to queue lengths, the maximum value for 𝐵𝐵 and the minimum 
value for 𝐵𝐵  is taken. Also, for 𝐵𝐵  and 𝐵𝐵 , must be taken as a ratio to remove the 
variability of message size. 
The following table summarises the notation used in the rest of this section. 
Notation Description 
𝑏𝑏 𝑡𝑡    Lowest transmission rate to a subscriber for all topics 
𝑏𝑏 𝑡𝑡    Lowest rate of bytes added to a subscriber’s queue for all topics 
𝐵𝐵 Aggregate transmission rate from the message store 
𝐵𝐵   Aggregate receiving rate to the message store 
𝜌𝜌   Ratio between 𝐵𝐵 and 𝐵𝐵 
𝑞𝑞 𝑡𝑡    Size of queue for topic 
𝑄𝑄 Size of the message store 
Note: All rates are measured in bytes per second. 
Table 4—1: Summary of notations for broker metrics 
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4.4 Analytical	  Model	  Experiment	  
Having described the abstract broker model, we now construct the analytical model that 
best captures its behaviour. The experiments here build upon our experiments and 
findings in Chapter 3, where we have combination of factors that will cause the message 
broker to bottleneck. We used these factors to induce bottlenecks in our message broker 
in the experiments described in the rest of this chapter. 
 
4.4.1 Experiment	  Objective	  
The objective for this experiment is to exercise the message broker to produce a trace of 
its performance metrics that we can use to construct and validate our analytical models. 
 
4.4.2 Experiment	  Data	  
As a preamble to Sections 4.5 and 4.6, we first describe the data and the metrics for 
comparing different models constructed. The analytic models need data for estimating 
and validating. 
The experiment data used here is a condensed form of the JRC financial case study and 
shows the message volumes going through the broker and the corresponding message 
store size in the broker. 
Due to the nature of the data being proprietary, we were not given actual data to 
manipulate. However we were able to observe trends in the data. Knowing this, we 
synthesise data that matches the trends found in the representative data. Furthermore, an 
additional benefit of using synthetic data is that it is free from idiosyncratic site-specific 
behaviour of production traces [128]. 
The data is synthesised to produce a more manageable experimental medium, due to the 
much smaller scale hardware, e.g. desktop computers on which the simulations will take 
place, as opposed to national- and international-scale where the case studies collect their 
data.  
The publisher is set to vary its publishing rate to simulate different levels of message 
volumes and creates spikes in the message volumes to drive the broker into a near-
bottleneck state.  
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The subscriber is normally set to consume messages as fast as possible, but also set to 
reduce its message consuming volume at arbitrary intervals to simulate a constrained 
subscriber. In the time period where the message consumption constrain is active, the 
subscriber is forced to the slow state (maximum receive rate of 10 message/second) for 
varying duration and at irregular times. These times were chosen manually to avoid the 
publisher and subscriber being in the same phase, i.e. low message rate at the publisher 
when the subscriber is slowed down. The constrained subscriber also causes messages to 
build up in the broker’s message store. 
In the real world, the subscribers themselves can suffer performance degradations that 
are out of the control of the MOM system. Possible causes of this include performance 
bottlenecks within the subscriber, hardware or software failures at the subscriber’s site, 
and network congestion to the subscriber. Flow control methods at the subscriber side 
could also force the subscriber to reduce its message consumption rate. A subscriber 
might not be an end-user, but could be a node that republishes messages to another MOM 
within a LAN. In this case, it is possible that flow control working in conjunction with 
other resilience techniques, e.g. bottleneck prevention, reduce the receiving rate at this 
subscriber to reduce load within the LAN. 
This simulation run has 1286 observations, each observation taken at 1-second intervals. 
The observations are split into two halves. The first half is used for estimating models, 
and the second half for validating the estimated models. The graph in Figure 4-3 shows 
the Brx and Btx rates in bytes per second. These message rates created the behaviour of Q, 
the size of the message store, shown in Figure 4-4. 
 
 
Figure 4-3: Brx and Btx rates taken from the condensed JRC simulation experiment 
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Figure 4-4: Message store size, Q, from the condensed JRC simulation experiment 
 
In Figure 4-3, we show the aggregate receiving rate (Brx) and aggregate transmission rate 
(Btx) of the message broker in the experiment. When the broker is running normally, and 
there is no impediment to receipt of messages by the subscribers, the subscriber rate 
follows the publisher rate closely. When the broker is bottlenecked, the subscriber rate i.e. 
Btx becomes erratic, and also falls compared to the publisher rate. When the broker is 
recovering from a bottleneck, the subscriber rate rises above the publisher rate. The 
'extra' messages come from the broker's queue, and also from the new messages that the 
publisher is still publishing. In this experiment, the publisher does not stop publishing 
when the broker is bottlenecked. 
The broker becomes bottlenecked when the publisher rate is higher than the rate the 
broker can push the messages to the subscriber. The behaviour of the message store size 
for this experiment is shown in Figure 4-4. The message store increases in size until there 
is no more memory, and then paging could occur. Hence, Q is potentially a main indicator 
of a bottleneck in the Qpid broker. 
Even though the experiment was conducted in a single session, the message broker is 
returned to its resting state multiple times during this session. The rest state is defined as 
the input and output of the broker is at equilibrium, and the size of the message store, Q, 
is zero. These are the conditions when the broker is when freshly started. So we consider 
that every time the message broker reaches the resting state, it is the equivalent of 
running a new experiment. 
 
4.4.3 Describing	  the	  Model	  Fit	  
The degree of fit of the model is computed as: 
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 𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵  𝐹𝐹𝐹𝐹𝐹𝐹 = 1 −
𝑦𝑦 − 𝑦𝑦
𝑦𝑦 − 𝑦𝑦
×100% ( 4—8 ) 
where 𝑦𝑦 is the measured output and 𝑦𝑦 is the model output, and 𝑦𝑦 is the mean of 𝑦𝑦. A fit of 
100% corresponds to a perfect fit, and 0% indicates that the fit is no better than guessing 
the output to be a constant (𝑦𝑦 = 𝑦𝑦). [117]. 
This is used in comparing how well the different models are able to capture the behaviour 
of the broker. 
In the next section we describe the model parameters that were selected. 
 
4.5 Broker	  Bottleneck	  Model	  Parameter	  Investigation	  
There are two objectives for the models here: to detect bottlenecks; to control the 
publishers and control subscribers to reduce the load on the brokers. Several models will 
be built to test their efficacy at detecting bottlenecks and the ability to predict changes in 
the broker. 
Therefore, the requirement is for the model to predict a metric that is a strong indicator of 
an impending bottleneck. As stated in Section 4.3, the message store size, Q, is a strong 
indicator of bottlenecks within the context of this research. The goal is to determine the 
important parameters for the model. 
The following model parameters predict the value of Q based on previous values of Q, 𝐵𝐵, 
𝐵𝐵 and 𝜌𝜌. A suitable model may use the following combination of parameters: 
Exogenous Inputs* 
Brx 
Btx 
Brx, Btx 
 𝜌𝜌 
Brx, Btx, 𝜌𝜌 
* Definitions of exogenous inputs are given in Table 4—1 
Table 4—2: List of exogenous inputs 
 
The estimation data is scaled by subtracting the mean from the data. Removing the mean 
(also known as a trend) from the data focuses the analysis on the fluctuations in the data 
about the mean.  
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The scaled data is used for finding an ARX model that fits the measurements. To allow 
validation of the discovered models, the scaled data is split into two halves: the first half is 
used to estimate the model (starts at t=1). The second half is used as validation data for 
the estimated models (starts at t=644). The rest of this section explains how the preferred 
model parameters are selected. 
Models are judged by the fit function given in Section 4.4.3. 
 
4.5.1 Model	  without	  Exogenous	  Inputs	  
To estimate a model for Q, the intuition is to look for inputs that best follow the shape of 
Q, since Q is discovered to be a function of 𝜌𝜌 = 

. When 𝐵𝐵 is larger than 𝐵𝐵, e.g. during 
a bottleneck, then Q builds up and increases in size dramatically. The model below was 
estimated using a model order of 4 for all parameters.  
 
Figure 4-5: ARX model using only Q for input, and outputting Q* 
 
The model structure† used is as follows: 
 𝑄𝑄 𝑞𝑞 𝑦𝑦 𝑡𝑡 = 𝑒𝑒 𝑡𝑡  ( 4—9 ) 
where Q(q)y(t) is the output at time t and e is the error term. 
The estimated coefficients for the above model is given in Table 4—3: 
𝑸𝑸 𝒒𝒒  
𝟏𝟏 − 𝟏𝟏.𝟐𝟐𝟐𝟐𝟐𝟐𝒒𝒒𝟏𝟏 + 𝟎𝟎.𝟐𝟐𝟐𝟐𝟐𝟐𝟐𝟐𝒒𝒒𝟐𝟐 − 𝟎𝟎.𝟎𝟎𝟎𝟎𝟎𝟎𝟎𝟎𝟎𝟎𝒒𝒒𝟑𝟑
+ 𝟎𝟎.𝟏𝟏𝟏𝟏𝟏𝟏𝟏𝟏𝒒𝒒𝟒𝟒 
Table 4—3: Estimated coefficients for ARX model without exogenous inputs 
 
                                                             
* Validation data has the mean subtracted and start from t=644. See Section 4.5. See Section 4.4.3 for the 
formula used to calculate model fit. 
† See Section 2.6 for the definition of ARX models and the delay (q) notation. 
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In Figure 4-5, the ARX model only has Q as the input parameter, and predicts the output 
of Q. The fit of this model is only 26.92%.  
This model is in effect an autoregressive (AR) model, and is equivalent to modelling Q as 
a time-series. This model does not use the other exogenous parameters described earlier, 
hence it lacks the ability to test how other parameters will affect the output. 
By estimating further ARX models using the different combinations of 𝐵𝐵, 𝐵𝐵 and 𝜌𝜌, the 
set of exogenous parameters that best captures the behaviour of the broker is determined. 
Next we introduce the first exogenous parameter to the model. 
 
4.5.2 Aggregate	  Receiving	  Rate:	  Brx	  
We introduce 𝐵𝐵  as the exogenous input to estimate Q, the result is shown in the 
following graph: 
 
Figure 4-6: ARX model using Brx as exogenous input, and outputting Q* 
 
The model structure† used is as follows: 
 𝑄𝑄 𝑞𝑞 𝑦𝑦 𝑡𝑡 = 𝐵𝐵 𝑞𝑞 𝑢𝑢 𝑡𝑡 + 𝑒𝑒 𝑡𝑡  ( 4—10 ) 
where Q(q)y(t) is the output at time t, Brx(q)u(t) is the exogenous input using Brx at time t 
and e is the error term. The estimated coefficients are given in Table 4—4: 
𝑸𝑸 𝒒𝒒  𝑩𝑩𝒓𝒓𝒓𝒓 𝒒𝒒  
1 − 1.245𝑞𝑞 + 0.2229𝑞𝑞 − 0.01585𝑞𝑞 + 0.1326𝑞𝑞 1.394𝑞𝑞 + 0.9021𝑞𝑞 − 2.523𝑞𝑞 + 0.451𝑞𝑞 
Table 4—4: Estimated coefficients for ARX model using Brx 
 
                                                             
* Validation data has the mean subtracted and start from t=644. See Section 4.5. 
† See Section 2.6 for the definition of ARX models and the delay (q) notation. 
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When using only the exogenous parameter 𝐵𝐵 to estimate Q, the ARX model exhibits very 
poor fit of only 4.07%, as shown in Figure 4-6.  
Not surprisingly because this only captures the input behaviour of Q, and does not take 
into account messages that are removed from the message store. 
 
4.5.3 Aggregate	  Transmission	  Rate:	  Btx	  
 
Figure 4-7: ARX model using Btx as exogenous input, and outputting Q* 
 
The model structure† used is as follows: 
 𝑄𝑄 𝑞𝑞 𝑦𝑦 𝑡𝑡 = 𝐵𝐵 𝑞𝑞 𝑢𝑢 𝑡𝑡 + 𝑒𝑒 𝑡𝑡  ( 4—11 ) 
where Q(q)y(t) is the output at time t, Btx(q)u(t) is the exogenous input using Btx at time t 
and e is the error term. The estimated coefficients are given in Table 4—5: 
𝑸𝑸 𝒒𝒒  𝑩𝑩𝒕𝒕𝒕𝒕 𝒒𝒒  
1 − 0.8391𝑞𝑞 − 0.2944𝑞𝑞 − 0.06089𝑞𝑞 + 0.2283𝑞𝑞 −0.5923𝑞𝑞 − 0.032𝑞𝑞 + 0.1788𝑞𝑞 + 0.1095𝑞𝑞 
Table 4—5: Estimated coefficients for ARX model using Btx 
 
Similar to using only 𝐵𝐵 to predict Q, using only 𝐵𝐵 to predict Q also shows very poor fit, 
as shown in Figure 4-7. 
Again this is not surprising because this model only captures the output behaviour of Q, 
and does not take into account messages that are added to the message store. 
 
                                                             
* Validation data has the mean subtracted and start from t=644. See Section 4.5. See Section 4.4.3 for the 
formula used to calculate model fit. 
† See Section 2.6 for the definition of ARX models and the delay (q) notation. 
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4.5.4 Aggregate	  Receiving	  and	  Aggregate	  Transmission	  Rates:	  Brx	  and	  Btx	  
Using 𝐵𝐵 or 𝐵𝐵, the model only captures one side of the dynamic, i.e. either the input or 
the output, but not both at the same time. To capture both input and output, both 𝐵𝐵 and 
𝐵𝐵 are used as the exogenous inputs for the model to estimate Q: 
 
Figure 4-8 ARX model using Brx and Btx as exogenous inputs, and outputting Q* 
 
The model structure† used is as follows: 
 𝑄𝑄 𝑞𝑞 𝑦𝑦 𝑡𝑡 = 𝐵𝐵 𝑞𝑞 𝑢𝑢 𝑡𝑡 + 𝐵𝐵 𝑞𝑞 𝑢𝑢 𝑡𝑡 + 𝑒𝑒 𝑡𝑡  ( 4—12 ) 
where Q(q)y(t) is the output at time t, Brx(q)u(t) is the exogenous input using Brx at time t, 
Btx(q)u(t) is the exogenous input using Btx at time t and e is the error term. The estimated 
coefficients are given in Table 4—6: 
𝑸𝑸 𝒒𝒒  𝑩𝑩𝒓𝒓𝒓𝒓 𝒒𝒒  𝑩𝑩𝒕𝒕𝒕𝒕 𝒒𝒒  
1 − 0.5065𝑞𝑞 − 0.2093𝑞𝑞
− 0.1153𝑞𝑞
− 0.1096𝑞𝑞 
1.58𝑞𝑞 + 1.143𝑞𝑞 − 2.304𝑞𝑞 +
1.375𝑞𝑞  
−0.7991𝑞𝑞 − 0.4419𝑞𝑞
− 0.2696𝑞𝑞
− 0.117𝑞𝑞 
Table 4—6: Estimated coefficients for ARX model using Brx and Btx 
 
The fit using both 𝐵𝐵 and 𝐵𝐵 shows improvement from using only either 𝐵𝐵 or 𝐵𝐵, and 
can be seen in Figure 4-8. The fit has improved to 65.33%. The parameters 𝐵𝐵 and 𝐵𝐵 
capture the input and the output of the message store respectively. 
 
                                                             
* Validation data has the mean subtracted and start from t=644. See Section 4.5. See Section 4.4.3 for the 
formula used to calculate model fit. 
† See Section 2.6 for the definition of ARX models and the delay (q) notation. 
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4.5.5 Ratio	  Between	  Aggregate	  Receiving	  and	  Aggregate	  Transmission	  Rates:	  ρ 	  
As an alternative to using Brx and Btx, we test the use of the ratio of 

 defined as 𝜌𝜌 is used 
as the exogenous input to the model: 
 
Figure 4-9 ARX model using ρ  as exogenous input, and outputting Q* 
 
The model structure† used is as follows: 
 𝑄𝑄 𝑞𝑞 𝑦𝑦 𝑡𝑡 = 𝜌𝜌 𝑞𝑞 𝑢𝑢 𝑡𝑡 + 𝑒𝑒 𝑡𝑡  ( 4—13 ) 
where Q(q)y(t) is the output at time t, Brx(q)u(t) is the exogenous input using Brx at time t, 
Btx(q)u(t) is the exogenous input using Btx at time t and e is the error term. The estimated 
coefficients are given in Table 4—7: 
𝑸𝑸 𝒒𝒒  𝝆𝝆 𝒒𝒒  
1 − 1.013𝑞𝑞 + 0.178𝑞𝑞 − 0.01669𝑞𝑞 + 0.03004𝑞𝑞 15900𝑞𝑞 + 792.7𝑞𝑞 + 1534𝑞𝑞 + 8072𝑞𝑞 
Table 4—7: Estimated coefficients for ARX model using ρ  
 
The model using only 𝜌𝜌 produces a fit that is very similar, but slightly worse compared to 
the model using 𝐵𝐵 and 𝐵𝐵 as separate inputs. The model fit in this case is 57.57%. This 
is seen in Figure 4-9. Using the ratio between Brx and Btx is not always sufficient because 
when the message broker is at equilibrium, the message store is not necessarily empty 
(there could be messages held there from previous reduction in Btx).  
 
                                                             
* Validation data has the mean subtracted and start from t=644. See Section 4.5. See Section 4.4.3 for the 
formula used to calculate model fit. 
† See Section 2.6 for the definition of ARX models and the delay (q) notation. 
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4.5.6 Aggregate	  Receiving	  Rate,	  Aggregate	  Transmission	  Rate	  and	  their	  Ratio:	  Brx,	  Btx	  
and	  ρ 	  
Lastly, this model uses 𝐵𝐵, 𝐵𝐵and 𝜌𝜌 as the exogenous inputs: 
 
Figure 4-10 ARX model using Brx, Btx, and ρ  as exogenous inputs, and outputting Q* 
 
The model structure† used is as follows: 
 𝑄𝑄 𝑞𝑞 𝑦𝑦 𝑡𝑡 = 𝐵𝐵 𝑞𝑞 𝑢𝑢 𝑡𝑡 + 𝐵𝐵 𝑞𝑞 𝑢𝑢 𝑡𝑡 + 𝜌𝜌 𝑞𝑞 𝑢𝑢 𝑡𝑡 + 𝑒𝑒 𝑡𝑡  ( 4—14 ) 
where Q(q)y(t) is the output at time t, Brx(q)u(t) is the exogenous input using Brx at time t, 
Btx(q)u(t) is the exogenous input using Btx at time t and e is the error term. The estimated 
coefficients for the above model are given in Table 4—8: 
𝑸𝑸 𝒒𝒒  𝑩𝑩𝒓𝒓𝒓𝒓 𝒒𝒒  𝑩𝑩𝒕𝒕𝒕𝒕 𝒒𝒒  𝝆𝝆 𝒒𝒒  
1 − 0.4687𝑞𝑞
− 0.1889𝑞𝑞 − 0.1036𝑞𝑞
− 0.1108𝑞𝑞 
1.108𝑞𝑞 + 1.045𝑞𝑞
− 1.893𝑞𝑞 + 1.209𝑞𝑞 
−0.6848𝑞𝑞 − 0.3653𝑞𝑞
− 0.2116𝑞𝑞
− 0.06936𝑞𝑞 
8389𝑞𝑞 + 1986𝑞𝑞
+ 1182𝑞𝑞 + 5533𝑞𝑞 
Table 4—8: Estimated coefficients for ARX model using Brx, Btx, and ρ  
 
Now the model that uses 𝐵𝐵, 𝐵𝐵and 𝜌𝜌 as the exogenous input shows the best fit so far at 
75.68%, and is shown in Figure 4-10. This model shows a good fit because 𝐵𝐵 and  𝐵𝐵 
captures the input and the output of the broker, while 𝜌𝜌 captures the interaction between 
the input and the output. 
 
                                                             
* Validation data has the mean subtracted and starts from t=644; see Section 4.5. See Section 4.4.3 for the 
formula used to calculate model fit. 
† See Section 2.6 for the definition of ARX models and the delay (q) notation. 
600 700 800 900 1000 1100 1200 1300 1400
−2
−1
0
1
2
3
4
5
6
x 106
Time
M
es
sa
ge
 S
to
re
 S
iz
e,
 Q
 (w
ith
 m
ea
n 
re
m
ov
ed
)
Measured and simulated model output
 
 
ARX, 75.68%
Measured
4.	  Auto-­‐Regressive	  Models	  for	  Bottleneck	  Detection	  
4.6.	  Improving	  Model	  Fit	  using	  Segmented	  Data	  
   121 
4.5.7 Preferred	  Parameters	  
In this section, we have identified the parameters that are important for the model to 
predict bottlenecks and the reasons behind them. In the model for Q, the size of the 
message store ultimately determines when the broker will bottleneck; the exogenous 
parameters are 𝐵𝐵 , 𝐵𝐵  and 𝜌𝜌. This model captures 75.68% of the variability in the 
measured data.  
To test the validity of this model, we checked the autocorrelation of the residuals for this 
model, and the residuals fall within the 99% confidence interval. This indicates that the 
model residuals are uncorrelated, meaning the model is valid and is not over-fitted. 
The model structure identified can be applied to other message brokers that follow our 
abstract broker model. The estimated coefficients however will of course be specific to the 
message broker that the training was performed on. 
 
4.6 Improving	  Model	  Fit	  using	  Segmented	  Data	  
In the previous section, we have estimated models that can capture the behaviour of the 
message store size, but with limitations. In this section, we improve upon the models 
from the previous section by getting them to capture only the specific behaviour of the 
message store size. 
Previously, the identified model does not focus the fit on any particular point in the data, 
but tries to match the measured values as closely as possible. We see a corruption of fit 
where the model fits itself when Q is near zero. For us, we want to focus on the increases 
in Q, since that is where bottlenecks are going to happen. By using segmented models, we 
remove the data when the message broker is at its resting state (see Section 4.4.2 for the 
definition) as bottlenecks do not occur then. This allows the segmented models to focus 
their fit when there is an increase in Q. 
Another reason is of practicality – the 10240 bytes threshold give us approximately 15 
readings during the bottleneck. A lower threshold will give us the noise of the variation in 
Q during normal operation, while a higher threshold reduces the amount of readings 
available for system identification. 
We consider that the optimum threshold for Q is an optimisation problem. This would be 
specific to the configuration, operation scenarios and the level of risk allowed or the 
amount of resilience required. One method of determining the threshold for Q is by using 
the rate of change of the level in Q, 𝛥𝛥𝛥𝛥 as discussed in Section 3.7. 
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From the measured data, it is observed that there are distinct segments separated by the 
queue going to zero, as given in Figure 4-4 in Section 4.4. Since bottleneck detection is 
not of use when the message store is empty, these zeroes are removed from the input data 
when generating the broker bottleneck model. 
The measurements from the broker are segmented each time Q (message store size) falls 
below 10,240 bytes. Each segment has the following graph shape shown in Figure 4-11: 
 
Figure 4-11: Characteristic curve when the broker hits a busy period peak 
 
The shape of the graph in Figure 4-11 shows the characteristic curve of Q when the broker 
is busy and close to a bottleneck. As Q increases, we observe that the curve starts with a 
gradual rise as the subscriber’s receiving rate is forcibly reduced. When the subscriber is 
allowed to gradually recover, the broker will send out message currently being held (in the 
queue) for the subscriber as quickly as the broker can. When all restrictions on the 
subscriber speed are removed, the subscriber can consume a large amount of messages, 
leading to the sharp drop in Q at time t=10. 
Since each segment consists of a small number of observations, in the range of 9 to 20 
observations, the maximum model order is limited to 4. For each model segment, an ARX 
model starting at order 1 is created. This step is repeated and the model order is 
incremented by 1. 
The fit of the model is again calculated using the default MATLAB System Identification 
[123] fit function, given previously as Equation ( 4—8 ), in Section 4.4.3. 
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4.6.1 Segmenting	  the	  Input	  Data	  
Methods for modelling after the measurements have been collected: 
 The same measurements from Section 4.4 are used, and first split into two halves. 
The first half will be used to estimate the models, while the second half will be 
used to validate the models. 
 To segment the measurement data, we identify the segments by looking for 
consecutive values of Q that are above 10,240 bytes, based on the reasoning given 
earlier in Section 4.6. 
 We number the identified segments sequentially starting from 1, using the prefix 
of “E” to indicate that the segment is used for model estimation, and using the 
prefix of “V” to indicate that the segment is used in validation. For example 
segment E1 means the first validation segment, and segment V8 refers to the 
eighth validation segment. 
 We estimate ARX models from each estimation segment, i.e. segments prefixed 
with “E”. Start with model order of 1 and increment the model order. The length 
of the estimation segment limits the maximum model order. This step is repeated 
for all estimation segments. 
 Finally we compare the degrees of fit for each estimated ARX model using the 
validation segments. 
 
An ARX model for each of the estimation data is created. Some estimation data is very 
short and can only support the estimation of an ARX model of order 1. Other estimation 
data allow models of orders of up to 4. 
For the remainder of this section, models are prefixed with the letter “M”, and followed by 
a number representing which input segment the model was estimated from. Validation 
tests for each model are prefixed by the letter “V”, and followed by a number representing 
the segment sequentially in the validation data. 
 
4.6.2 Individual	  Segmented	  Models	  
The figures given in this section show the fit of a given model (M) on a particular 
validation test (V). The last two rows of the table show the average of the fits of the model 
over all validation tests, and the variance of the fits of the model again over all validation 
tests. 
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4.6.2.1 Model	  Order	  1	  
The models here were estimated using model order of 1. Figure 4-12 shows the average fit 
of these models. The estimated output of the models can be found in Appendix C, Table 
C—1, Table C—2 and Table C—3. 
 
Figure 4-12: Degrees of fit* for models of order 1 
 
4.6.2.2 Model	  Order	  2	  
The models here were estimated using model order of 2. Figure 4-13 shows the average fit 
of these models, but with model M14 omitted, as its fit is a large negative value, skewing 
the graph unnecessarily. The estimated output of the models can be found in Appendix C, 
Table C—4, Table C—5 and Table C—6. Compared to models of order 1, models M1, M3, 
M5, and M6 are not present because the estimation data corresponding to those models 
are too short to estimate models of order 2.  
 
Figure 4-13: Degrees of fit* for models of order 2 
                                                             
* See Section 4.4.3 for the formula used to calculate model fit. 
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4.6.2.3 Model	  Order	  3	  
The models here were estimated using model order of 3. Figure 4-14 shows the average fit 
of these models in summary, but with model M13 omitted, as its fit is a large negative 
value, skewing the graph unnecessarily. The estimated output of the models can be found 
in Appendix C, Table C—7, Table C—8 and Table C—9. Compared to models of order 2, 
further sets of models are not present due to the estimation data being too short to 
support models of order 3. These are models M8, M11, M14 and M15. 
 
Figure 4-14: Degrees of fit† for models of order 3 
 
4.6.2.4 Model	  Order	  4	  
The models here were estimated using model order of 4. Figure 4-15 shows the average fit 
of these models. The estimated output of the models can be found in Appendix C, Table 
C—10 and Table C—11. Compared to models of order 3, models M2, M4, M7, M12, M13 
and M17 are not present due to the estimation data being too short to support models 
with an order of 4. 
 
Figure 4-15: Degrees of fit† for models of order 4 
 
                                                                                                                                                                       
* See Section 4.4.3 for the formula used to calculate model fit. 
† See Section 4.4.3 for the formula used to calculate model fit. 
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4.6.2.5 Discussion	  of	  the	  Models	  
Segmenting the data into distinct peaks yields improvements to the model fit, when 
compared to estimating a model from the whole data set. This is because the estimation 
can concentrate on modelling the load as the load increases towards critical levels rather 
than modelling over a wider range of behaviour. 
The highest average degrees of fit for the models of differing orders are given in Table 4—
9 below: 
Model Order Model Number Average Fit% 
1 M10_1 69.64% 
2 M10_2 73.44% 
3 M10_3 71.11% 
4 M16_4 87.57% 
Table 4—9: Highest average degrees of fit* for models of order 1 to 4 
 
Referring to Table 4—9, the models show an improvement in fit. We use a sign test to 
check if the improvements are significant. 
The sign test is a non-parametric test [129], i.e. it does not make any assumptions on the 
underlying distribution of the data, which is important here as the distribution of 
percentages that are close to 100% is not a normal distribution. The sign test is also a 
good option for a significance test when the sample size is small and the data are highly 
skewed or have outliers. In such cases, the sign test is preferred over the t-test. 
A sign test was performed on the fit of models M10 and M16, where M10_1 is M10 order 
1, M10_2 is M10 order 2, M10_3 is M10 order 3 and M16_4 is M16 order 4. The full sign 
test result table is given in Appendix D, Table D—1. The hypotheses are: 𝐻𝐻: 𝑝𝑝 = 0.5 where 
there is no significant difference in the model fit, and 𝐻𝐻: 𝑝𝑝 ≠ 0.5  where there is a 
significant difference in model fit. 
 M10_2 – M10_1 M10_3 - M10_2 M16_4 - M10_3 M16_4 - M10_2 
Wpositive 13 2 13 13 
Wnegative 1 12 1 1 
p-value 0.00183105 0.01293945 0.00183105 0.00183105 
Table 4—10: Sign test for original models M10 and M16 over all orders 
 
Table 4—10 gives the number of positive difference (Wpositive), the number of negative 
difference (Wnegative) and the p-value for this sign test. Using the significant level of α = 
0.05, we can reject H0 for all cases and say that there is a significant improvement in fit 
for model M10_2 compared to M10_1, but M10_3 is worse than M10_2. M16_4 improves 
upon M10_2 and M10_3. 
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4.6.3 Comparison	  with	  Refined	  Models	  
Lower-order models could be improved upon. One method of improving the fit of the 
lower-order models is to merge them [117]. Merging has the similar effect of merging data 
sets and estimating a model for the merged data. To merge the models, these models 
must have the same structure, i.e. the same model parameters and model order, only 
differing in parameter values and covariance matrices. The merged model has its 
parameter values as a statistically weighted mean (using the covariance matrices to 
determine the weights) from the parameter values of the original models. Intuitively the 
merged models should then produce a better fit, for the models with low model order. 
 
4.6.3.1 Merging	  All	  Models	  
We first merge all models of the same order. That is: 
1) M1A: merge M1 to M17 
2) M2A: merge M2, M4, M7, M8, M9, M10, M11, M12, M13, M14, M15, M16, and 
M17 
3) M3A: merge M2, M4, M7, M9, M10, M12, M13, M16, and M17 
4) M4A: merge M9, M10, and M16 
The estimated coefficients can be found in Appendix C, Table C—12. The table below 
shows the fit of these models: 
 M1A M2A M3A M4A 
V1 94.02% 94.37% 93.9% 90.77% 
V2 95.85% 97.27% 96.89% 94.16% 
V3 71.95% 78.52% 77.97% 80.66% 
V4 61.99% 70.05% 69.1% 70.31% 
V5 79.49% 83.52% 82.78% 80.95% 
V6 72.09% 78.04% 78.1% 75.86% 
V7 72.76% 81.89% 81.53% 84.62% 
V8 95.68% 96.67% 96.59% 94.14% 
V9 64.45% 70.29% 69.57% 68.01% 
V10 46.13% 55.52% 55.42% 58.32% 
V11 39.31% 41.62% 41.61% 40.86% 
V12 70.78% 71.32% 70.81% 69.32% 
V13 60.18% 66.48% 65.67% 64.95% 
V14 63.79% 65.75% 65.38% 64.16% 
Avg 70.6% 75.09% 74.67% 74.08% 
Table 4—11: Fit of merged models M1A, M2A, M3A and M4A over 14 validation tests 
 
A sign test was performed on the fit values in Table 4—11. The full sign test result table is 
given in Appendix D, Table D—2. The hypotheses are: 𝐻𝐻: 𝑝𝑝 = 0.5 where there is no 
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significant difference in the model fit, and 𝐻𝐻: 𝑝𝑝 ≠ 0.5  where there is a significant 
difference in model fit. 
 M2A - M1A M3A - M2A M4A - M3A 
Wpositive 14 1 4 
Wnegative 0 13 10 
p-value 0.00012207 0.00183105 0.17956543 
Table 4—12: Sign test for merged models M1A, M2A, M3A and M4A 
 
Table 4—12 gives the number of positive difference (Wpositive), the number of negative 
difference (Wnegative) and the p-value for this sign test. Using the significance level of α = 
0.05, we can reject H0 for M2A and M3A, meaning there is a significant improvement in 
fit for these two models over M1A. We accept H0 for M4A meaning the improvement in fit 
is not significant. We would choose M2A over M3A since it is a shorter model and yields a 
better degree of fit. 
 
4.6.3.2 Selective	  Merging	  of	  Models	  
As an alternative to merging all models, we merge only models without negative degrees 
of fit. We again merge all models of the same order. That is: 
1) M1B: merge M1 to M17, except M14 
2) M2B: merge M2, M4, M7, M8, M9, M10, M11, M12, M13, M16 and M17 
3) M3B: merge M2, M4, M7, M9, M10, M12, M16 and M17 
4) M4B: merge M10, and M16 – special case as M9 has the worse fit of order 4 
models and is removed 
The estimated coefficients can be found in Appendix C, Table C—13. The table below 
shows the fit of these models: 
 M1B M2B M3B M4B 
V1 93.03% 94.32% 93.71% 89.54% 
V2 95.1% 97.28% 96.99% 92.32% 
V3 71.26% 79.11% 79.56% 78.29% 
V4 61.67% 70.56% 70.78% 68.06% 
V5 78.74% 83.88% 83.67% 78.74% 
V6 70.95% 78.9% 79.96% 70.54% 
V7 72.26% 82.6% 83.4% 81.22% 
V8 96.64% 96.55% 95.93% 95.39% 
V9 63.6% 70.85% 71.08% 65.27% 
V10 45.55% 56.46% 57.62% 54.57% 
V11 38.71% 41.97% 42.16% 38.88% 
V12 70% 71.18% 70.69% 69.82% 
V13 59.54% 67.08% 67.25% 61.92% 
V14 63.03% 66.02% 66.16% 61.41% 
Avg 70.01% 75.48% 75.64% 71.86% 
Table 4—13: Fit of merged models using only estimated models with positive fit 
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A sign test was performed on the fit values in Table 4—13. The full sign test result table is 
given in Appendix D, Table D—3. The hypotheses are: 𝐻𝐻: 𝑝𝑝 = 0.5 where there is no 
significant difference in the model fit, and 𝐻𝐻: 𝑝𝑝 ≠ 0.5  where there is a significant 
difference in model fit. 
 M2B - M1B M3B - M2B M4B - M3B 
Wpositive 13 9 0 
Wnegative 1 5 14 
p-value 0.00183105 0.42395020 0.00012207 
Table 4—14: Sign test for merged models M1B, M2B, M3B and M4B 
 
Table 4—14, gives the number of positive difference (Wpositive), the number of negative 
difference (Wnegative) and the p-value for this sign test. Using the significance level of α = 
0.05, we can reject H0 for M2B and M4B, meaning there is a significant improvement in 
fit. We accept H0 for M3B meaning the improvements of M3B over M2B are not 
significant. We would choose M2B over M4B since it is a shorter model and yields a better 
degree of fit. 
 
4.6.3.3 Comparison	  
Comparing the average fit of the original models with the merged models, the degrees of 
fit are: 
 Merged All Merged Positive Original 
Order 1 M1A 70.60% M1B 70.01%  M10 69.64% 
Order 2 M2A 75.09% M2B 75.48%  M10 73.44% 
Order 3 M3A 74.67% M3B 75.64%  M10 71.11% 
Order 4 M4A 74.08% M4B 71.86%  M16 87.57% 
Italics show preferred models. 
Table 4—15: Average degrees of fit for merged and original models 
 
Comparing the average fit of the merged models with the best original models using 
values presented in Table 4—15: 
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Figure 4-16: Comparison of averaged fit* between merged and original models 
 
To know whether the fit for the original model M16 of order 4 is significant over models 
M2A and M2B, we perform a sign test with the following hypotheses: 𝐻𝐻: 𝑝𝑝 = 0.5 where 
there is no significant difference in the model fit, and 𝐻𝐻: 𝑝𝑝 ≠ 0.5  where there is a 
significant difference in model fit. The full sign test result table is given in Appendix D, 
Table D—4. 
 M16_4 - M2A M16_4 - M2B 
Wpositive 12 12 
Wnegative 2 2 
p-value 0.01293945 0.01293945 
Table 4—16: Sign test comparing M16 to M2A and M2B 
 
Table 4—16, gives the number of positive difference (Wpositive), the number of negative 
difference (Wnegative) and the p-value for this sign test. Using the significance level of α = 
0.05 we reject H0 for both cases. The improvement of fit model M16 of order 4 over M2A 
and M2B is significant. 
Comparing results from Sections 4.6.2.2 and 4.6.2.3 to Sections 4.6.3.1 and 4.6.3.2, for 
lower-order models where the model order is insufficient to capture the behaviour of the 
broker, merging the models will yield a model that produces better fits. However, if a 
model order is sufficient to capture the behaviour of the broker, then merging that model 
with other models only serves to corrupt the model. 
When merging the models, the difference between M2A (merging all models) and M2B 
(merging models with non-negative fit) is marginal. The recommendation will be to 
                                                             
* See Section 4.4.3 for the formula used to calculate model fit. 
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merge only models that have good fit, since the goal is to improve the fit. Intuitively, 
models with poor fit would generally corrupt the fit of the good models. 
We see that the fit for models of order 2, and 3 being very similar, hence it would be 
sensible to choose models of order 2 since they are shorter.  
Naturally we suspect that there may be a possibility that the model of order 4, i.e. M16_4 
is over-fitted. However, we are satisfied that this did not happen. All our models were 
validated using new data that was not seen during model estimation. An over-fitted model 
would fit the estimation data extremely well but poorly fit the unseen validation data. 
Furthermore, the residuals of the models are white noise, i.e. the residual autocorrelation 
are within the 99% confidence interval, indicating that the residuals are uncorrelated. If a 
model is over-fitted, the residuals of such a model will fall outside the confidence interval, 
meaning it is likely that the model is not accurately capturing the system dynamics. 
Using our own recommendations, we selected our preferred models and present them 
below. The following lists the model parameters and estimated coefficients for the models 
that we have discussed here. 
These models share a common structure*: 
 𝑄𝑄 𝑞𝑞 𝑦𝑦 𝑡𝑡 = 𝐵𝐵 𝑞𝑞 𝑢𝑢 𝑡𝑡 + 𝐵𝐵 𝑞𝑞 𝑢𝑢 𝑡𝑡 + 𝜌𝜌 𝑞𝑞 𝑢𝑢 𝑡𝑡 + 𝑒𝑒 𝑡𝑡  ( 4—15 ) 
Their estimated coefficients are given in Table 4—17 below: 
Model 𝑸𝑸 𝒒𝒒  𝑩𝑩𝒓𝒓𝒓𝒓 𝒒𝒒  𝑩𝑩𝒕𝒕𝒕𝒕 𝒒𝒒  𝝆𝝆 𝒒𝒒  
M2A 1 − 1.088𝑞𝑞

+ 0.09212𝑞𝑞  
0.7784𝑞𝑞
+ 0.1619𝑞𝑞 
−0.99𝑞𝑞
+ 0.09014𝑞𝑞 
3448𝑞𝑞
− 3490𝑞𝑞 
M2B 1 − 1.178𝑞𝑞

+ 0.1813𝑞𝑞  
0.7362𝑞𝑞
+ 0.1105𝑞𝑞  
−0.9903𝑞𝑞
+ 0.1806𝑞𝑞  
3330𝑞𝑞
− 3468𝑞𝑞  
M16_4 
1 − 1.308𝑞𝑞
+ 4.397𝑞𝑞
− 0.9304𝑞𝑞
− 3.036𝑞𝑞 
−0.5145𝑞𝑞
+ 4.071𝑞𝑞
+ 6.685𝑞𝑞
− 0.7518𝑞𝑞 
−0.9811𝑞𝑞
− 1.998𝑞𝑞
− 4.766𝑞𝑞
− 0.584𝑞𝑞 
−4148𝑞𝑞
− 7906𝑞𝑞
+ 9101𝑞𝑞
− 1123𝑞𝑞 
Table 4—17: Estimated coefficients for preferred models 
 
The model structure identified in this section can be applied to other message brokers 
that follow our abstract broker model. The estimated coefficients however will of course 
be specific to the message broker and application domain and data that the model was 
trained on. 
 
                                                             
* See Section 2.6 for the definition of ARX models and the delay (q) notation. 
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4.7 Discussion	  
4.7.1 Transferability	  to	  Other	  Message	  Brokers	  
We have described three methods here. First is the construction of an abstract broker 
model. The second is the identification of the important parameters for the abstract 
message broker model, and lastly the improvement of the model fit when the data stream 
is short. 
From our experience based on open source systems, message brokers implement the 
message store in the same way as our abstract broker model, i.e. only one message store, 
and the message store only stores one copy of the message. (However, some commercial 
implementations are proprietary and do not describe exactly the implementation.) Hence, 
for message brokers that are covered by our abstract broker model, the model parameters 
could be used directly. The user would, after collecting data corresponding to Q, Brx, Btx 
and ρ from their message broker, be able to estimate the coefficients of those parameters 
specifically for their use. 
Moreover, we have explained the method and reasoning behind segmenting the input 
data and merging low-order models. It will be for users to decide whether they should use 
a merged low-order model or a high-order model, depending on the nature of the data 
volumes their message broker will experience. The lesson is to choose the model with a 
sufficient order to capture the behaviour of the broker whenever possible. In the cases 
where models have to be restricted to lower orders, perhaps due to having too little 
measured data, then the merging of models is better as it can provide a model with better 
fit without overfitting. 
 
4.7.2 Future	  Work	  
The models described in this section allow prediction of when the broker will become 
critically congested due to imbalances between the incoming and outgoing message 
volumes. On a live system, the values of Q, Brx, Btx and ρ from the message broker are 
recorded and supplied to the analytical model. The analytical model then estimates the 
value of Q. The estimated value of Q is compared against historical data (collected during 
calibration) when the broker is bottlenecked. If the estimated value of Q falls within the 
bottlenecked range, then the MOM system can trigger some mechanism for alleviating 
load on this message broker, e.g. rerouting messages to other message brokers. Hence, 
the MOM system can be optimised to fully utilise the broker’s capacity while still 
maintaining a safety margin before the broker becomes bottleneck.  
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The amount of safety margin can be determined from the behaviour of the topic’s 
historical message rates. Message rates that are steady and have rare spikes can run the 
broker closer to its saturation point since the broker can tolerate short periods of spikes in 
the message rate. So for steady message rates, the maximum message rate limit can be set 
higher. Conversely, for topics that have unsteady message rates with big fluctuations, the 
maximum message rate limit is set more conservatively, to avoid pushing the broker into 
a bottleneck on their systems. 
From here, it becomes possible to build a history of a topic’s stability. A stable topic is one 
that has steady message rates, with rare message rate spikes, and responds well to throttle 
control, i.e. being able to decrease its publishing rate when requested, say by the Overlay 
Manager. Stable topics are classed as safe. In contrast, unstable topics are those that have 
bursty traffic, very large message rate spike or do not respond well to throttle control. 
Unstable topics are classed as unsafe.  
To enhance quality of service, a hierarchy of brokers can then be created: safe-brokers 
that handle safe topics, and unsafe-brokers that handle unsafe topics. This can allow for 
better quality of service for all topics. Safe topics are aggregated on the safe broker. The 
safe broker will use message rate throttling as the main form of keeping the broker load 
under control, while keeping the broker utilisation high. Unsafe topics will be placed on 
separate brokers from the safe topics. The unsafe brokers will set the message limits more 
conservatively. These brokers will also rely more on reaction and short-term prediction of 
the message rates of unsafe topics to determine when the topics needs to be switched to 
their secondary brokers.  
The load on the broker can be controlled by imposing QoS rules to the connected 
publishers and subscribers, requiring them to adhere to minimum and maximum 
performance levels on their part to allow the entire network to function smoothly. 
Controlling the publisher or subscriber rates or both allows one to extract the maximum 
performance from the broker. Topics too can set a preference flag to indicate whether or 
not they prefer to be throttled back or switched to a different broker. Also, several topics 
could be related to each other. Then it would be sensible to keep them all together at the 
same broker, so throttling might be a better option than separating the related topics over 
several brokers. 
These recommendations allow MOM operators more capability to manage load and QoS 
on their systems. 
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4.8 Summary	  
In this chapter we explained our abstract message broker model, and the parameters that 
capture the behaviour of a message broker during a bottleneck. We described the use of 
using system identification to model the message store size in a message broker. We 
constructed and refined analytical models and saw definite improvements to the degrees 
of fit for the models as well as the model sophistication. 
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5 COMPARING	  ARX	  MODELS	  WITH	  MARKOV	  
MODELS	  FOR	  BOTTLENECK	  PREDICTION	  
In this chapter, a comparison between the ARX models and Markov Models is made to 
show the efficacy of the ARX models. 
In the work by Gu et at [115], they have shown a method of using Markov Models to 
produce evolving feature models for the purpose of predicting bottlenecks. The evolving 
feature models predict the future state of the, and these future states are then used to 
determine whether a bottleneck is likely or not. 
Here, similar experiments using Markov Models to produce evolving feature models have 
been performed, and the results compared against the output of ARX models. 
 
5.1 Data	  for	  Experiments	  
The experiments here use the same test data as in Section 4.4. To recap, the data has 1286 
observations, each observation taken at 1-second intervals. The observations are split into 
two halves. The first half, labelled as training data, is used for estimating models, and the 
second half, labelled as validation data, is for validating the estimated models.  
 
5.2 Data	  Quantisation	  
Data quantisation is used to reduce the variability in the data. This is done by discretising 
the measurements into bins of a predefined range. From the training data, the bin-range 
used for Q as estimated is given below: 
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Bin Lower Bound (bytes) Upper Bound (bytes) 
1 #NAME? 512 
2 512 1,536 
3 1,536 2,560 
4 2,560 3,584 
5 3,584 6,656 
6 6,656 345,088 
7 345,088 768,512 
8 768,512 1,329,152 
9 1,329,152 2,385,920 
10 2,385,920 infinity 
Table 5—1: Range for quantisation bins 
  
We followed the method in Gu et al [115] and we have used equi-depth quantisation (also 
called equal frequency discretisation). Equi-depth quantisation means the measurements 
are divided into a number of intervals, each containing approximately the same number 
of measurements [130]. This avoids the measurements clumping in some bins and 
leaving the other bins sparse. The benefit of using equi-depth quantisation is that is 
prevents outliers from dominating the presentation of the data, and since system metrics 
can have outlier values, equi-width discretisation a poor choice since skewed data is not 
handled well. 
 
5.3 Comparison	  Between	  Markov-­‐chains	  and	  ARX	  Model	  Predictions	  
Referring to the bins in Section 5.1, the bins in the bottleneck class are bins 6 to 10, and 
the bins in non-bottleneck class are 1 to 5. The 10,240-byte threshold falls inside of bin 6. 
This is the same threshold used in segmenting the input data, as explained in Section 4.6. 
The test data is the set of contiguous readings taken from the validation data that are 
above the 10240 bytes in Q, and until the level of Q has dropped below 10240 bytes and 
stabilised. This reading is used to ensure that the level of Q has dropped below the 
bottleneck threshold. 
For Markov models, classes referring to different ranges are used to bin the observations. 
The higher the class, the larger the size of the message store, Q is. Since we are looking for 
bottlenecks, we will want the predicted output to be in the same class or higher class.  
Here the predicted Q is compared to the measured Q. We have used the same metric as in 
Gu et al [115]. Each comparison can have one of four outcomes, given in Table 5—2 
below: 
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Criteria Status Description 
True Positive, tp Correctly identified Prediction and measurement are both in bottleneck classes. 
False Positive, fp Incorrectly identified Prediction in bottleneck class, but measurement in non-bottleneck class. 
True Negative, tn Correctly rejected Prediction and measurement are both in non-bottleneck classes. 
False Negative, fn Incorrectly rejected Prediction in non-bottleneck class, but measurement in bottleneck class. 
Table 5—2: Labels for classifying Markov-chain output 
 
Each prediction is given a label as above. At the end, the four labels are counted and the 
true positive rate and false positive rates are calculated. The true positive rate is given as: 
 𝐴𝐴 =
𝑁𝑁
𝑁𝑁 + 𝑁𝑁
 ( 5—1 ) 
and the false positive rate: 
 𝐴𝐴 =
𝑁𝑁
𝑁𝑁 + 𝑁𝑁
 ( 5—2 ) 
Where 𝑁𝑁 is the number of true positives, 𝑁𝑁 is the number of false positives, 𝑁𝑁 is the 
number of true negatives, and 𝑁𝑁 is the number of false negatives. 
In the rest of this chapter, K denotes the prediction horizon. 
 
 K=1 K=2 K=3 K=4 K=5 K=10 
Ntp 176 172 177 172 163 174 
Nfp 19 32 37 42 55 50 
Ntn 394 381 376 371 357 363 
Nfn 43 47 42 47 57 45 
Atp 0.80 0.79 0.81 0.79 0.74 0.79 
Afp 0.05 0.08 0.09 0.10 0.13 0.12 
Table 5—3: Markov-chain prediction accuracy 
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Figure 5-1: True positive rate (Atp) and false positive rate (Afp) plot of Markov-chain 
prediction for different prediction horizons 
 
The graph in Figure 5-1 above shows that the Markov-chain can produce consistent true 
positive rate for predicting bottlenecks. The false positive rate remains consistently low 
across the prediction horizon. However as the prediction horizon increases, the accuracy 
of the Markov-chain drops, but this is to be expected. 
The prediction quality of the Markov-chain sets the benchmark that the ARX models 
attempts to better. 
The ARX model from Section 4.6.3 is now compared to the Markov-chain. Choosing the 
model with the best degree of fit, this is Model 16 of order 4. 
We used the same rules as the ones used to classify the Markov-chain output. We have 
factored in the lack of bins in the ARX model, so the rules are slightly modified to account 
for this. The rules are as follows: 
Criteria Status Description 
True Positive, 
tp 
Correctly 
identified 
Prediction is the same or higher than the measurement, both are above 
the bottleneck threshold. 
False 
Positive, fp 
Incorrectly 
identified 
Prediction is higher than the measurement, and above bottleneck 
threshold, but measurement is below bottleneck threshold. 
True 
Negative, tn 
Correctly 
rejected Prediction and measurement are both below the bottleneck threshold. 
False 
Negative, fn 
Incorrectly 
rejected 
Prediction is lower than the measurement, even if both prediction and 
measured Q are above the bottleneck threshold. 
Table 5—4: Labels for classifying ARX model output 
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The prediction output of an ARX model is a single value, i.e. the predicted message store 
size. Given the purpose of the models here is predicting bottlenecks, we prefer that the 
ARX model to over-predict rather than under-predict in this case, i.e. we want the 
predicted value to be higher than the measured values. 
The predicted output of the ARX model is as follows: 
 K=1 K=2 K=3 K=4 K=5 K=10 
Ntp 150 155 169 174 174 173 
Nfp 10 11 10 12 16 18 
Ntn 406 405 404 403 399 397 
Nfn 66 61 49 43 43 44 
Atp 0.69 0.72 0.78 0.80 0.80 0.80 
Afp 0.02 0.03 0.02 0.03 0.04 0.04 
Table 5—5: ARX model prediction accuracy 
 
 
Figure 5-2: True positive rate (Atp) and false positive rate (Afp) plot of ARX model prediction 
for different prediction horizons 
 
The results in Figure 5-2 above show that the ARX model performs worse than the 
Markov-chains in the prediction. However, by looking at the difference of the ARX 
prediction and the measured values, we see that the difference is mostly below 1%. The 
difference becomes large when the measured value drops below the bottleneck threshold, 
but that is to be expected, since the ARX model is estimated using only the data above the 
bottleneck threshold. 
To take into account the small variations in the predicted and measured value, the 
matching rules are relaxed to allow a positive match when the predicted output is within 
1% of the measured Q. The following results are obtained: 
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 K=1 K=2 K=3 K=4 K=5 K=10 
Ntp 214 212 210 210 209 208 
Nfp 10 11 12 13 16 18 
Ntn 406 405 404 403 400 398 
Nfn 2 4 6 6 7 8 
Atp 0.99 0.98 0.97 0.97 0.97 0.96 
Afp 0.02 0.03 0.03 0.03 0.04 0.04 
Table 5—6: ARX model prediction accuracy with 1% allowance 
 
 
Figure 5-3: True positive rate (Atp) and false positive rate (Afp) plot of ARX model prediction 
using relaxed rules for different prediction horizons 
 
With the relaxed rules, the ARX model a very high true positive rate along with a very low 
false positive rate, bettering the rates produced by Markov-chains. This is our preferred 
ARX model  
 
 
Figure 5-4: True positive rate (Atp) and false positive rate (Afp) for the Markov model and 
preferred ARX model 
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Figure 5-4 shows a comparison of the identification rates for the Markov model, and the 
preferred ARX model. The graph shows that the ARX models maintain their accuracy 
even at higher prediction horizons, while the Markov models become less accurate. 
We test the prediction rates between the preferred ARX model and the Markov model to 
check whether the difference is statistically significant. To do so, we used McNemar’s Test 
[131] with a continuity correction to give a closer approximation to the χ2-distribution 
[132].  
 K=1 Test K=2 Test K=3 Test K=4 Test K=5 Test K=10 Test 
p 519 519 519 519 519 519 
q 46 55 63 73 91 72 
r 3 7 5 4 6 6 
s 16 16 16 16 16 16 
Table 5—7: Counts for comparing efficacy of the ARX model to the Markov model for 
different prediction horizons 
 
Table 5—7 gives the counts for use in McNemar’s Test where: 
 p: The number of examples correctly predicted by both models 
 q: The number of examples correctly predicted by the ARX model but 
mispredicted by the Markov model 
 r: The number of examples mispredicted by the ARX model but correctly 
predicted by the Markov model 
 s: The number of examples mispredicted by both ARX model and the Markov 
model 
McNemar’s Test is 
𝑀𝑀   =
𝑞𝑞 − 𝑟𝑟 − 1 
𝑞𝑞 + 𝑟𝑟
> 𝜒𝜒,
   
which for a large samples is distributed approximately as χ2-distribution with 1 degree of 
freedom. For a 99% confidence test, the χ2 value is 𝜒𝜒,. = 6.64 [133]. So if M > larger 
than this value, we reject the null hypothesis where there is no significant difference 
between the classification rate of the two models, and adopt the alternate hypothesis 
where there is a significant difference. 
The values of M we calculated for the test is given in Table 5—8: 
 K=1 Test K=2 Test K=3 Test K=4 Test K=5 Test K=10 Test 
M 36.00 35.63 47.78 60.05 72.74 54.17 
Table 5—8: Values for McNemar’s Test for comparing the ARX model to the Markov model 
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It is clear that for every prediction horizon tested, there is a significant difference in the 
classification rate of these two models. Our ARX model outperforms the Markov model. 
 
5.4 Recommendations	  
A significant disadvantage of Markov-chains is that data has to be quantised before use. 
Using the ARX models generalises the Markov-chain approach so that this is no longer an 
issue. Additionally, the higher order ARX models were shown to be significantly better 
than a first order model. Markov-chains were chosen as a benchmark as they have been 
used in the literature for similar problems. 
Markov-chains are widely used in various fields for predicting stochastic systems. For 
Markov-chains to work well in estimating a message broker’s state, the transition matrix 
for the Markov-chain needs to be re-estimated when the load on the broker changes, as 
these changes can happen suddenly, doing this will retain the temporal correlation 
between the prediction and the current state of the broker system. 
This thesis has shown that ARX models are more accurate than Markov-chains when it 
comes to modelling message brokers. ARX models can also have further prediction 
horizons than Markov-chains, without losing temporal correlation with the observations. 
Unlike Markov-chains, ARX models that have sufficient parameters to capture the 
behaviour of the system also do not require constant re-estimation of the coefficients to 
keep pace with the changes in the system. The key in an ARX model is the selection of the 
model parameters. In a practical system, the aim is to select the minimum number of 
parameters that adequately capture the behaviour of the message broker. 
By creating ARX models of the message broker, the broker operators are given an insight 
of the broker’s behaviour under load, instead of relying just on the observable outputs as 
in Markov-chains. 
This understanding of the broker is advantageous since by knowing the way the input 
parameters interact and affect the output, broker operators can tune, say by limiting the 
𝐵𝐵  and 𝐵𝐵  in a broker system for maximum efficiency. For example mandating a 
minimum subscriber receive rate so that 𝐵𝐵  can be maintained, providing a way to 
manage QoS. 
Expanding on the predictive capabilities, the ARX models can also be used to run “what-
if” scenarios. Since an ARX model produces a value of Q according to how the broker will 
react when given a particular 𝐵𝐵  and 𝐵𝐵  combination, broker operators can create 
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different scenarios using different values of 𝐵𝐵 and 𝐵𝐵 to find the acceptable levels of Q 
for their messaging system. 
For a Qpid-like message broker, this thesis describes a bottleneck detection system and 
associated methods to calibrate the bottleneck detection system. After calibration, 
bottlenecks in the message broker can be detected and mitigated using the Overlay 
Manager infrastructure. 
In the next chapter, the application of the bottleneck detection system in the Overlay 
Manager framework is explained. 
 
5.5 Summary	  
We have compared our ARX models constructed using system identification techniques to 
models constructed using Markov-chains. We have discovered that the prediction 
accuracy of ARX models is far better than Markov Models. 
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6 FUTURE	  APPLICATIONS	  
This chapter overviews how the metrics described in the previous chapters and the 
detectors (of which the bottleneck detector is an example) can be used to control the 
MOM overlay network. 
A MOM system using an overlay is a large software system and requires considerable 
manpower to develop and test. In the validation experiments an overlay has been used 
and a simple overlay manager has been implemented to provide rudimentary control 
actions. In a real system, these would be further developed, so that resilience can be 
managed effectively. This chapter indicates how an overlay of brokers and load 
management on the overlay could be developed and used. 
 
6.1 Load	  Management	  using	  the	  Overlay	  Manager	  
In a simple architecture with a central control function, the lifecycle and the resilience 
responses in an overlay network can be managed by a single entity, here called the 
Overlay Manager. This section of the report explains the Overlay Manager that was 
developed for the GEMOM project. Of course the overlay manager can be replicated to 
support resilience, or could even be distributed across the MOMs in the overlay. However, 
a simple mechanism is enough to illustrate the application of the metrics and detectors. 
We have introduced the proposed solution for detecting bottlenecks in Section 3.2. The 
rest of this section describes how the bottleneck detection mechanism could be integrated 
with the Overlay Manager. 
 
6.1.1 MOM	  Overlay	  
Using the principles of message-oriented-middleware, the GEMOM overlay network has 
multiple message brokers built on top of a TCP/IP network. The Overlay Manager 
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manages these brokers along with the connections to the brokers from the publisher and 
subscriber clients.  
In the GEMOM overlay network, these brokers are completely independent, and can be 
hosted on different machines and on different subnets. The commonality between these 
brokers is that the Overlay Manager coordinates their operations. For example when new 
publishers join the overlay then this is done via interaction with the overlay manager. If a 
broker wishes to route messages through another broker to achieve a form of 
multicasting, then the overlay manager coordinates this routing. 
In the current implementation, the number of brokers in the overlay is predefined. 
Brokers are not added or removed dynamically. A reconfiguration to add or remove 
brokers is possible, requiring the change to be propagated manually. 
The MOM clients, i.e. the publishers and subscribers, are independent and each one of 
them can be run on any machine (usually not the same ones as the brokers). The clients 
have to establish connections with brokers to be able to communicate with them and so 
clients must have TCP/IP connectivity with all brokers in the overlay. 
 
Figure 6-1: Federation of brokers in the MOM overlay network 
Figure 6-1 shows the MOM network without any resilience infrastructure. To this, the 
Overlay Manager adds the resilience elements to improve the MOM’s tolerance to 
failures. 
 
6.1.2 The	  Overlay	  Manager	  
The Overlay Manager adds resilience by using the information from the detectors, then 
responding to anomalous conditions in the overlay of brokers and dynamically allocating 
topics to brokers following the needs and constraints of the overlay. In GEMOM the 
policy to apply is pre-computed routes and broker choices. In this case the Overlay 
Manager simply selects a reconfiguration policy to apply and then ensures that the 
commands are issued to the brokers in the overlay. 
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The Overlay Manager Framework adds the following modules: detectors, controllers, the 
Overlay Manager and the Resilience Manager [36] [134]. The detectors detect anomalies 
in the brokers, the controllers analyse these anomalies to decide whether it is necessary to 
reallocate topics to brokers, the Overlay Manager reallocates the topics to other brokers, 
and the Resilience Manager computes the allocation policies. 
Logically, these modules are organised in a modular hierarchy: the detectors 
communicate with their corresponding controller, and the controllers in turn 
communicate with the overlay manager, which receives higher-level information from the 
resilience manager. In our prototype, the controllers are implemented as part of the 
Overlay Manager. 
 
Figure 6-2: Overlay Manager framework architecture 
 
Figure 6-2 depicts the architecture of the resilience elements added by the Overlay 
Manager Framework. In the current implementation, there is one Overlay Manager, one 
Resilience Manager and one of each type of controller (in the Management Architecture) 
for each overlay network. Each broker has a set of detectors, for example: the Broker 
Fault Detector and the Bottleneck Detector. The detectors will publish data to the 
controllers, the controllers synthesise the data from the detectors for analysis. 
The address of the Overlay Manager is publicly known, e.g. using JNDI or DNS. A 
publisher requests from the Overlay Manager a topic to publish on, and will be assigned a 
messaging broker. Similarly for the subscribers, they request a topic to the Overlay 
Manger and will be assigned the broker with that topic 
When a reconfiguration is required, the publishers and subscribers are given new brokers 
to handle their messages. The IP address of the broker and the configuration changes are 
abstracted away from the application publishing and subscribing. 
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6.1.3 Detection	  Strategies	  
6.1.3.1 Ping-­‐Echo	  
In the ping-echo strategy, a monitoring component issues a ping message to one or more 
components under scrutiny, and expects to receive an echo message back within a 
predetermined time. If a component does not respond within the time limit, the 
monitoring component considers that component to be in failure mode, and takes 
corrective actions. Implementation requires that a monitoring process be created or used, 
and that all components being watched must be modified to handle the echo messages. 
[135] 
The broker fault detectors are the monitoring components, and the broker fault controller 
decides when a broker is considered to be in failure mode. The Overlay Manager then 
takes the corrective actions based once a broker fault discovered. 
The brokers being monitored do not need modifications because normal user messages 
are sent to check whether the broker is able to process them, in which case the detector 
will receive them. There are no special ping-echo messages and the broker does not need 
to handle them specially. 
 
6.1.3.2 Active	  Redundancy	  
In Active Redundancy, multiple components receive events in parallel, so they are always 
in the same state. If one component fails, another component can immediately take over. 
In the Overlay Manager framework, there are primary and mirror brokers which receive 
messages in parallel, but they are not necessarily in the same state because the primary-
mirror structure is set at topic level. The primary and the mirror broker for a topic can 
also be the primary or the mirror broker for other different topics, as they do not have to 
have the same set of topics allocated to them. The arbitrating component is the Overlay 
Manager that allocates topics to brokers and tells the clients when to use one or another 
broker [135]. 
  
6.1.3.3 Recovery	  and	  Reintroduction	  of	  a	  Failed	  Component	  
When a broker fails, the Overlay Manager assigns topics to other brokers to replace it. The 
idea is not to place the same set of topics on the same broker when it has recovered and 
reintroduced back to the overlay network, since it was this set of topics that caused the 
broker to fail. Once a failed broker is active again, the Resilience Manager and the Overlay 
Manager will is notified and will start taking the broker into account for new allocations 
[135]. 
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6.1.4 Broker	  Fault	  Detector	  
The broker fault detectors monitor all the messaging brokers in the system. This includes 
the broker associated with them and report any change in the behaviour of the messaging 
brokers they notice to the broker failure controller. 
Thus the broker fault controller is informed of how every broker fault detector perceives 
all the messaging brokers and with that information it makes decisions about the state of 
all the application brokers. When it decides a messaging broker has failed or recovered, it 
informs the overlay manager about the new situation. 
In the case of a catastrophic failure at the broker, the broker fault detector detects that by 
the absence of messages from the broker. 
In the overlay manager, there is at least 2n+1 broker fault detectors to detect the failure of 
n brokers. Having 2n+1 detectors offers a simple way of voting to handle the issues 
similar to the Byzantine Generals Problem [136]. 
Each broker fault detector sends each other a heartbeat message at regular intervals and 
acknowledges it. When a broker remains silent for a predetermined amount of time, the 
other broker failure detector will message the broker failure controller that this particular 
broker has failed. The overlay manager can then reroute messages around the failed 
broker. 
 
6.1.5 Bottleneck	  Detectors	  
The bottleneck detectors monitor the broker they are associated with by retrieving its 
performance statistics through the Java Management Extensions (JMX). The detector is 
implemented directly using JMX, and the controller retrieves broker performance metrics 
using the JMX protocol. These measurements are processed in the broker bottleneck 
controller where a decision is made on whether the broker is heading towards a 
bottleneck or not. 
 
6.1.6 The	  Overlay	  Manager	  and	  Broker	  Assignment	  System	  
Broker assignments are made at topic level, which means that brokers are assigned to 
topics, not clients. Publishers can publish messages of different topics to different brokers 
and subscribers can be subscribed to different subscriptions in different brokers. 
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Figure 6-3 Broker assignment example 
 
To enable the clients to perform broker switchover without message loss, each topic is 
allocated to two brokers (a primary broker and a mirror broker). The Overlay Manager 
allocates a topic on a main broker and mirror broker for the publish-subscribe pairs. 
Publishers publish messages to both brokers. Subscribers receive messages from the 
primary broker and can use the mirror broker as a replacement if the primary broker fails.  
When a broker reassignment is needed, the overlay manager reassigns the brokers 
transparently to the applications, i.e. by instructing the clients to use the mirror brokers. 
This is shown in Figure 6-3, where in “Normal” operation, messages are routed through 
Broker Main, and when Broker Main fails, depicted in “Failover”, the messages are 
rerouted through Broker Mirror1.  
When a primary broker for some topics fails, the corresponding mirror brokers for those 
topics assume its role becoming the new primary brokers and a mirror relay broker is 
assigned to each of those topics. If a mirror broker for some topics fails (but not the main 
broker), another mirror broker is assigned to each of those topics to maintain resilience. 
This assumes that there are enough brokers in the overlay network that can be used for 
this mirror broker assignment for the number of topics. 
 
6.2 Summary	  
A prototype system has been described for managing a MOM overlay network. While 
there are inherent limitations in this prototype, nevertheless it has several novel and 
beneficial characteristics. These are 1) enhancing MOM flexibility by being able to 
perform topic-level switch-overs; 2) improving MOM resilience to bottlenecks by 
performing pre-emptive load balancing with topic-level switch-overs; 3) improving 
resilience to link failures using multi-homing techniques; and 4) less vulnerable to denial 
of service attacks compared to clustering.  
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6.3 Future	  Trends	  
The work in this research is primarily focused on the loads on a single broker. In a multi-
broker environment, the data volumes could be correlated amongst some of the topics. 
Hence, a change in data volumes in one topic could cause correlated change, either 
positively or negatively, in other topics. 
Work needs to be done to consider the impact of the broker QoS optimisation, since each 
optimisation instruction only benefit the broker giving the orders. For example, by asking 
a Subscriber to increase its consumption rate for a topic, the Subscriber might lower the 
consumption rate of other topics tied to other brokers. In this case, it is possible that the 
load can be shifted to other brokers. Multicast optimisations need also to be considered. 
The idea here is to distribute a message to multiple subscribers rather than routing it 
through the overlay. For example, this could be useful to when avoiding a broker that has 
no subscribers for that topic is more efficient. 
At this stage, the Overlay Manager represents a single point-of-failure in the overlay 
network. One way of mitigating this issue is to distribute the Overlay Manager, which is to 
have multiple instances of the Overlay Manager working together to manage the overlay 
network. The key requirement when distributing the Overlay Manager is to keep all the 
Overlay Managers in sync, so that the routing decisions are available to all Overlay 
Manager instances. 
One proposal for achieving this consists of having multiple instances of the OM, each one 
of them capable of full functionality. One of these instances would be the master and the 
others, as slaves, would receive all the updates on topic allocations and would be ready to 
replace the master should it fail. A simple algorithm for selecting the master could be 
used, e.g. round-robin. A system as described above would then eliminate the single 
point-of-failure and increase resilience in the MOM overlay network. 
Finally, the broker bottleneck detection and the Overlay Manager framework play key 
roles in other strands of research at Queen Mary, namely research into extending MOM 
system within cloud infrastructures and advanced ESB for real-time intelligent 
information management in collaborative, complex critical decision processes in physical 
environment science information management research. 
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7 CONCLUSION	  
In this thesis we set out to investigate the feasibility of modelling message brokers for 
load detection. Since a messaging infrastructure is a central entity in the application 
communication process it is important that it does not become a bottleneck of the overall 
system. This research has described metrics to evaluate the performance of a broker, and 
have constructed and compared different broker models.  
Chapter 1 explained the need for load detection to enable or to enhance the capability of 
load balancing and resilience techniques. Failures and performance degradations in 
computer system result in the loss of productivity and increased operation cost. Better 
management of computer resources, applications, and services is possible given accurate 
predictions of system failures. Hence, to achieve robust control of complicated systems, it 
is essential to alert the system operator (be it human or machine) in advance so that the 
system can steer away from impending disasters or failures. 
Chapter 2 surveyed MOM systems, load balancing methods, measuring performance of 
MOM systems, techniques for discovering failures and classifying anomalies, and system 
identification. Relevant parts of prior methods are related to the research of this thesis. 
Chapter 3 created a model for the gross throughput of the message broker. Using this 
model, short-term control of the message broker can be achieved by keeping the load of 
the message broker at equilibrium. 
Chapter 4 constructed the abstract broker model using knowledge gained from the 
previous chapters. We used system identification techniques to model the message store 
size of our message broker. These constructed models capture the behaviour of the broker 
during bottleneck conditions and could be used to predict future bottlenecks. 
Chapter 5 compared the prediction accuracy of the analytical models developed in 
Chapter 4 to those constructed using Markov models (as used in prior load detection 
work). The Markov models were refined using sliding windows to calculate their 
transition matrix, in an attempt to keep the transitions relevant and maintain the 
temporal correlation to the current broker behaviour. Our analytical models produced 
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better degrees of fit than the Markov models and performed better at predicting 
bottleneck conditions. The presented numerical results are valid for the test environment 
and the message broker configurations used in this research. 
Chapter 6 gave example scenarios where our technique could be used. A prototype of the 
Overlay Manager framework was developed to manage a Message-Oriented-Middleware 
overlay network. This framework also gives context to the developed analytical bottleneck 
models.  
A novel contribution to the load detection in brokers has been made through using system 
identification to model message brokers. The technique we developed could be applied to 
other systems, and be used to control, load balance, and improve the resilience of MOMs. 
The main contribution of this work is the development of a generic framework that can be 
used across disparate MOM systems, as it gives a better understanding for dimensioning 
and designing a MOM overlay network.  
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A List	  of	  All	  Qpid	  JMX	  MBeans	  Attributes	  
Name Description 
Time Time when this reading is taken. 
Name 
Queue name. Queue names are specified in the Qpid broker’s 
configuration file or in the JNDI properties. If no queue name is specify 
[sic], the Qpid broker will assign a Universal Unique Identifier (UUID) to 
the queue. Durable queues are created when broker is started (since 
the queues will need to be in the configuration file). Transient queues 
are created when a Publisher or Subscriber requests for that queue by 
name. 
Owner Owner of this queue. This field is not use in Apache Qpid. 
Durable 
True if the AMQQueue is durable. Durable queues are queues that 
persist even when the broker is restarted. Qpid brokers also have 
Transient queues, which are not restored when the broker is restarted. 
AutoDelete True if the AMQQueue is AutoDelete. The queue will get deleted as soon as no more subscriptions are active on it. 
MaximumMessageAge Upper threshold value (milliseconds) for the duration of a message in the queue. 
MaximumMessageCount 
Upper threshold for the number of undelivered messages in the queue. 
This is the maximum number of messages for the Queue that can be 
stored on the Server. Beyond which the oldest messages are deleted. 
MaximumQueueDepth The maximum number of bytes for the Queue that can be stored on the Server. 
MaximumMessageSize The threshold high value (Bytes) for Queue Depth. 
ConsumerCount The total number of subscribers to the queue (Active and Suspended). 
ActiveConsumerCount 
The total number of active subscribers to the queue. This is a count of 
the number of subscribers currently subscribed to and consuming data 
from the queue. 
MessageCount, Total number of undelivered messages on the queue 
QueueDepth The total size (Bytes) of messages in the queue. 
ReceivedMessageCount The total number of messages received by the queue since the queue is created. 
Table A—1: List of all Qpid JMX MBeans attributes 
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Using the estimated coefficients in Table 3—8, the throughput (Ctx) can be calculated and 
this is presented in Table B—1 below. Since there is no value for the combination of 8192 
byte messages, 3 publishers and 3 subscribers in the validation data (Table 3—7), the 
corresponding calculated values are omitted. 
 Calculated Ctx using model 
Validation Experiment M1 M2 M3 M4 
1 522800.63 492172.57 483347.57 372873.80 
2 779533.40 788703.67 770677.33 657267.76 
3 1036266.16 1085234.78 1058007.09 941661.72 
4 770610.31 742020.43 745881.50 706735.72 
5 1027343.08 1038551.53 1015504.86 991129.68 
6 1284075.84 1335082.64 1285128.21 1275523.64 
7 2257468.41 2241107.58 2321085.12 2709907.21 
8 2514201.17 2537638.69 2484470.01 2994301.17 
Table B—1: Calculated Ctx for models M1, M2, M3 and M4 
 
The following compares the calculated Ctx with the validation values. In Table B—2 below, 
all the Ctx values have been divided by 1024 to allow for greater clarity in presentation. 
This division merely shifts the unit from bytes (B) to kilobytes (KB). 
 Measured Calculated Ctx using model 
Validation Experiment Ctx min Ctx max Ctx avg M1 M2 M3 M4 
1 280 302 297.57 510.55 480.64 472.02 364.13 
2 210 919 593.70 761.26 770.22 752.61 641.86 
3 233 2446 897.22 1011.98 1059.80 1033.21 919.59 
4 564 614 595.55 752.55 724.63 728.40 690.17 
5 1106 1434 1195.58 1003.26 1014.21 991.70 967.90 
6 618 4044 1808.64 1253.98 1303.79 1255.01 1245.63 
7 2296 2432 2381.44 2204.56 2188.58 2266.68 2646.39 
8 1144 8656 4934.83 2455.27 2478.16 2426.24 2924.12 
Table B—2: Comparison between calculated values and measured validation values for 
models M1, M2, M3 and M4 
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The difference between the calculated and measured values, given in percentage is shown 
in Table B—3 below: 
Validation Experiment M1 M2 M3 M4 
1 171.57% 161.52% 158.62% 122.37% 
2 128.22% 129.73% 126.77% 108.11% 
3 112.79% 118.12% 115.16% 102.49% 
4 126.36% 121.67% 122.31% 115.89% 
5 83.91% 84.83% 82.95% 80.96% 
6 69.33% 72.09% 69.39% 68.87% 
7 92.57% 91.90% 95.18% 111.13% 
8 49.75% 50.22% 49.17% 59.25% 
Table B—3: Difference between calculated and measured validation values for models M1, 
M2, M3 and M4 
 
The following table compares the calculated Ctx with the measured validation values for 
Models M5, M6, M7, M8 and M9. 
 Measured Calculated Ctx using model 
Validation 
Experiment Ctx min Ctx max Ctx avg M5 M6 M7 M8 M9 
1 280 302 297.57 455.49 264.84 385.69 285.80 287.14 
2 210 919 593.70 760.22 649.96 641.33 651.46 589.63 
3 233 2446 897.22 1064.96 1035.07 896.97 1017.11 892.11 
4 564 614 595.55 711.13 607.33 705.51 617.86 591.56 
5 1106 1434 1195.58 1001.39 992.45 974.90 1019.70 1229.82 
6 618 4044 1808.64 1291.66 1377.56 1244.29 1421.54 1868.08 
7 2296 2432 2381.44 2244.95 2662.28 2624.42 2610.19 2418.11 
8 1144 8656 4934.83 2448.41 3047.39 2976.33 3229.14 5070.98 
Table B—4: Comparison between calculated values and measured validation values for 
models M5, M6, M7, M8 and M9 
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The difference between the calculated and measured values, given in percentage is shown 
in Table B—5: 
Validation Experiment M5 M6 M7 M8 M9 
1 153.07% 89.00% 129.61% 96.05% 96.49% 
2 128.71% 110.04% 108.58% 110.30% 99.83% 
3 118.94% 115.60% 100.18% 113.60% 99.64% 
4 119.41% 101.98% 118.46% 103.75% 99.33% 
5 83.76% 83.01% 81.54% 85.29% 102.86% 
6 71.86% 76.64% 69.22% 79.09% 103.93% 
7 94.27% 111.79% 110.20% 109.61% 101.54% 
8 50.90% 63.35% 61.87% 67.13% 105.41% 
Table B—5: Difference between calculated and measured validation values for models M5, 
M6, M7, M8 and M9 
 
The following table compares the calculated Ctx with the measured validation values for 
M10, M11 and M12. 
 Measured Calculated Ctx using model 
Validation Experiment Ctx min Ctx max Ctx avg M10 M11 M12 
9 280.00 302.00 297.57 299.97 297.55 299.89 
10 290.00 306.00 299.75 299.95 299.22 299.89 
11 291.00 306.00 299.97 299.93 300.89 299.89 
13 564.00 614.00 595.55 596.65 596.06 598.40 
14 566.67 624.32 596.38 597.97 597.73 598.40 
15 396.00 606.00 593.57 599.28 599.40 598.40 
16 2296.00 2432.00 2381.44 2376.77 2387.16 2389.48 
17 2208.00 2448.00 2396.11 2386.08 2388.83 2389.48 
18 1584.00 2512.00 2375.00 2395.39 2390.50 2389.48 
Table B—6: Comparison between calculated values and measured validation values for 
models M10, M11 and M12 
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In Table B—7, the difference between the calculated and measured values are given as a 
percentage: 
Validation Experiment M10 M11 M12 
9 100.81% 99.99% 100.78% 
10 100.07% 99.82% 100.05% 
11 99.99% 100.31% 99.97% 
13 100.19% 100.09% 100.48% 
14 100.27% 100.23% 100.34% 
15 100.96% 100.98% 100.81% 
16 99.80% 100.24% 100.34% 
17 99.58% 99.70% 99.72% 
18 100.86% 100.65% 100.61% 
Table B—7: Difference between calculated and measured validation values for models M10, 
M11 and M12 
 
The following table compares the calculated Ctx with the measured validation values for 
M13, M14 and M15. 
 Measured Calculated Ctx using model 
Validation Experiment Ctx min Ctx max Ctx avg M13 M14 M15 
9 280.00 302.00 297.57 274.02 278.26 282.32 
10 290.00 306.00 299.75 281.78 278.31 284.51 
11 291.00 306.00 299.97 287.62 278.31 284.72 
13 564.00 614.00 595.55 573.81 579.45 581.97 
14 566.67 624.32 596.38 580.22 579.46 582.76 
15 396.00 606.00 593.57 583.14 579.40 580.00 
16 2296.00 2432.00 2381.44 2370.81 2386.53 2378.03 
17 2208.00 2448.00 2396.11 2390.45 2386.85 2392.35 
18 1584.00 2512.00 2375.00 2375.43 2386.38 2371.25 
Table B—8: Comparison between calculated values and measured validation values for 
models M13, M14 and M15 
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In Table B—9, the difference between the calculated and measured values are given as a 
percentage: 
Validation Experiment M13 M14 M15 
9 92.08% 93.51% 94.87% 
10 94.01% 92.85% 94.91% 
11 95.88% 92.78% 94.92% 
13 96.35% 97.30% 97.72% 
14 97.29% 97.16% 97.72% 
15 98.24% 97.61% 97.71% 
16 99.55% 100.21% 99.86% 
17 99.76% 99.61% 99.84% 
18 100.02% 100.48% 99.84% 
Table B—9: Difference between calculated and measured validation values for models M13, 
M14 and M15 
 
The following table compares the calculated Ctx with additional measured validation 
values at other combinations of message size and rate for models M13, M14 and M15. 
Validation Experiment Measured Calculated Ctx using model 
# rate size pub sub Ctx min Ctx max Ctx avg M13 M14 M15 
19 250 1024 2 1 196.00 255.00 247.59 226.32 91.83 234.54 
20 250 1024 2 2 455.00 503.00 495.08 471.93 190.01 482.18 
21 250 1024 2 4 970.00 1036.00 992.65 965.46 386.41 979.81 
22 250 1024 4 1 212.00 262.00 249.55 239.58 91.97 236.57 
23 250 1024 4 2 286.00 508.00 499.13 487.24 190.15 486.30 
24 250 1024 4 4 957.00 1040.00 999.45 983.50 386.52 986.73 
25 250 2048 2 1 478.00 510.00 495.78 476.79 206.64 486.72 
26 250 2048 2 2 972.00 1012.00 992.12 967.46 403.01 983.30 
27 250 2048 2 4 1934.00 2038.00 1984.05 1947.94 795.72 1975.62 
28 250 2048 4 1 484.00 518.00 499.75 492.01 206.90 490.74 
29 250 2048 4 2 840.00 1024.00 997.25 983.83 403.18 988.53 
30 250 2048 4 4 1906.00 2098.00 1998.22 1973.40 795.96 1990.15 
31 250 8192 2 1 1648.00 2104.00 1982.85 1977.45 895.29 1997.56 
32 250 8192 2 2 3840.00 4192.00 3973.55 3940.42 1681.00 3989.89 
33 250 8192 4 1 1488.00 2096.00 1996.70 2002.51 896.22 2011.58 
Table B—10: Comparison between calculated values and measured validation values for 
models M13, M14 and M15 
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In Table B—11, the difference between the calculated and measured values for the 
additional validations are given as a percentage: 
Validation 
Experiment M13 M14 M15 
19 91.41% 37.09% 94.73% 
20 95.32% 38.38% 97.39% 
21 97.26% 38.93% 98.71% 
22 96.00% 36.85% 94.80% 
23 97.62% 38.10% 97.43% 
24 98.40% 38.67% 98.73% 
25 96.17% 41.68% 98.17% 
26 97.51% 40.62% 99.11% 
27 98.18% 40.11% 99.58% 
28 98.45% 41.40% 98.20% 
29 98.65% 40.43% 99.13% 
30 98.76% 39.83% 99.60% 
31 99.73% 45.15% 100.74% 
32 99.17% 42.30% 100.41% 
33 100.29% 44.88% 100.75% 
Table B—11: Difference between additional calculated and measured validation values for 
models M13, M14 and M15 
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Table C—1 and Table C—2 show all models estimated from the estimation data using 
model order 1. 
 M1 M2 M3 M4 M5 M6 M7 M8 M9 
V1 -38.73 32.61 -43.13 1.84 -11.57 -43.79 84.12 -14.43 64.53 
V2 -19.20 46.84 -22.93 17.72 7.62 -23.58 86.96 4.54 71.57 
V3 33.06 70.62 30.58 63.89 67.64 31.51 69.12 68.86 69.82 
V4 71.77 60.00 83.36 27.36 81.10 86.93 52.10 69.08 44.28 
V5 36.78 75.28 24.18 84.42 45.69 25.97 80.22 55.11 82.46 
V6 23.04 74.71 15.15 69.38 37.67 15.02 77.37 43.92 84.39 
V7 52.60 71.89 58.01 54.75 87.24 59.42 66.83 84.57 63.17 
V8 -49.26 21.43 -54.16 -9.56 -21.25 -53.81 76.31 -25.04 55.91 
V9 34.89 88.35 26.87 82.57 56.86 26.82 66.68 61.44 71.38 
V10 71.74 58.55 67.34 43.03 83.09 66.88 39.37 79.63 36.33 
V11 4.31 47.41 -2.07 44.69 26.76 -2.30 44.87 28.07 50.69 
V12 -5.81 56.03 -13.80 43.42 19.59 -12.78 77.38 20.36 80.23 
V13 59.51 77.22 50.64 78.81 73.56 50.95 58.34 82.92 59.32 
V14 -1.99 59.26 -1.83 40.18 25.72 -4.38 69.10 25.36 71.63 
Avg 19.48 60.01 15.59 45.89 41.41 15.92 67.77 41.74 64.69 
Var 1322.62 292.82 1466.79 737.86 1081.15 1518.50 181.30 1128.73 175.80 
Table C—1: Fit of models of order 1 over 14 validation tests 
 
M10 M11 M12 M13 M14 M15 M16 M17 
V1 88.61 -1.69 40.37 89.62 14.89 -18.57 94.57 79.65 
V2 92.33 11.65 47.89 91.40 24.16 -2.54 92.50 83.88 
V3 72.49 56.06 16.19 68.29 -27.72 62.96 53.61 66.86 
V4 63.95 9.04 -34.26 54.33 -25.94 31.87 42.05 48.65 
V5 78.02 62.38 47.92 80.57 -17.08 43.08 70.88 81.20 
V6 70.14 60.22 37.73 74.16 -72.93 33.34 54.51 77.42 
V7 74.37 31.24 -25.89 66.16 -86.66 38.90 47.65 62.72 
V8 95.49 -13.07 26.10 81.39 23.94 -32.17 86.52 70.53 
V9 63.56 65.07 30.87 64.53 -33.16 47.78 48.29 66.14 
V10 47.64 29.26 -24.27 40.08 -12.66 51.46 25.21 36.69 
V11 37.73 38.27 39.45 42.15 -11.35 20.10 33.25 45.26 
V12 67.81 41.21 64.39 75.69 -6.60 14.87 68.16 78.70 
V13 60.25 54.38 10.22 57.83 -47.49 54.70 43.68 57.08 
V14 62.55 43.38 43.15 65.47 -66.47 30.52 47.30 68.33 
Avg 69.64 34.82 22.85 67.98 -24.65 26.88 57.73 65.94 
Var 223.84 543.47 822.29 213.98 1036.05 680.79 406.88 182.40 
Table C—2: Fit of models of order 1 over 14 validation tests (continued from Table C—1) 
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Model 𝑸𝑸 𝑩𝑩𝒓𝒓𝒓𝒓 𝑩𝑩𝒕𝒕𝒕𝒕 𝝆𝝆 
M1_1 1 − 0.6413𝑞𝑞   0.9454𝑞𝑞   −0.722𝑞𝑞   18130𝑞𝑞  
M2_1 1 − 0.8876𝑞𝑞   1.291𝑞𝑞   −1.05𝑞𝑞   3688𝑞𝑞  
M3_1 1 − 0.6228𝑞𝑞   1.138𝑞𝑞   −0.7142𝑞𝑞   12610𝑞𝑞  
M4_1 1 − 0.7719𝑞𝑞   0.7969𝑞𝑞   −0.5781𝑞𝑞   17530𝑞𝑞  
M5_1 1 − 0.8156𝑞𝑞   1.101𝑞𝑞   −0.8243𝑞𝑞   5234𝑞𝑞  
M6_1 1 − 0.639𝑞𝑞   0.9185𝑞𝑞   −0.6116𝑞𝑞   13890𝑞𝑞  
M7_1 1 − 0.9578𝑞𝑞   0.9813𝑞𝑞   −0.9074𝑞𝑞   3869𝑞𝑞  
M8_1 1 − 0.7712𝑞𝑞   0.9684𝑞𝑞   −0.7035𝑞𝑞   10810𝑞𝑞  
M9_1 1 − 0.929𝑞𝑞   0.8757𝑞𝑞   −0.7943𝑞𝑞   6695𝑞𝑞  
M10_1 1 − 0.998𝑞𝑞   1.019𝑞𝑞   −1.001𝑞𝑞   534.2𝑞𝑞  
M11_1 1 − 0.7447𝑞𝑞   0.5128𝑞𝑞   −0.1188𝑞𝑞   19140𝑞𝑞  
M12_1 1 − 0.7969𝑞𝑞   1.093𝑞𝑞   −0.2777𝑞𝑞   1360𝑞𝑞  
M13_1 1 − 0.9636𝑞𝑞   1.074𝑞𝑞   −0.9484𝑞𝑞   2269𝑞𝑞  
M14_1 1 − 1.026𝑞𝑞   0.9049𝑞𝑞   −1.957𝑞𝑞   1192𝑞𝑞  
M15_1 1 − 0.5952𝑞𝑞   1.284𝑞𝑞   −0.2067𝑞𝑞   14060𝑞𝑞  
M16_1 1 − 0.9581𝑞𝑞   1.284𝑞𝑞   −0.9656𝑞𝑞   745.9𝑞𝑞  
M17_1 1 − 0.9469𝑞𝑞   1.041𝑞𝑞   −0.9033𝑞𝑞   3876𝑞𝑞  
Table C—3: Estimated coefficients for models of order 1 
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Table C—4 and Table C—5 show all models estimated from the estimation data using 
model order of 2. Compared to models of order 1, models M1, M3, M5, and M6 are not 
present because the estimation data corresponding to those models being too short to 
estimate models of order 2.  
 M2 M4 M7 M8 M9 M10 M11 
V1 31.06 21.21 83.81 9.01 56.92 88.94 70.79 
V2 39.95 25.22 83.10 15.51 65.91 93.86 78.37 
V3 44.36 50.54 76.50 78.30 45.06 78.20 47.58 
V4 80.52 68.49 65.17 78.03 16.39 69.23 4.18 
V5 72.94 88.97 85.69 68.81 68.52 81.23 22.07 
V6 77.83 84.16 85.77 43.75 85.55 77.26 3.76 
V7 63.57 56.39 78.11 70.57 38.15 81.24 -45.70 
V8 16.93 11.84 81.28 15.95 57.84 92.67 71.44 
V9 83.93 86.32 71.53 69.08 54.80 69.04 16.90 
V10 74.19 61.89 50.70 63.61 11.13 56.42 23.06 
V11 31.92 70.77 48.34 29.65 54.58 40.87 74.87 
V12 48.00 69.26 74.01 67.26 74.06 68.05 62.97 
V13 77.56 81.31 66.10 73.54 37.04 65.38 -8.71 
V14 49.93 65.06 67.88 19.05 69.65 65.73 46.95 
Avg 56.62 60.10 72.71 50.15 52.54 73.44 33.47 
Var 443.94 572.05 135.19 657.52 418.61 194.77 1294.03 
Table C—4: Fit of models of order 2 over 14 validation tests 
 
M12 M13 M14 M15 M16 M17 
V1 47.65 94.21 -445.63 -16.09 96.48 76.74 
V2 50.01 94.03 -276.18 16.54 93.69 77.59 
V3 18.67 69.69 -44.58 42.59 61.05 71.18 
V4 3.07 57.88 -25.61 12.94 43.23 50.46 
V5 55.23 80.29 24.68 -17.87 64.91 75.73 
V6 -5.35 75.59 -4.16E+05 -36.09 41.38 65.26 
V7 -10.07 71.14 -52.05 -52.02 46.00 56.18 
V8 47.40 90.36 -471.19 -22.22 84.15 66.60 
V9 57.88 66.54 -4.80E+10 -16.25 42.62 58.27 
V10 34.24 44.70 -551.56 17.34 24.50 35.48 
V11 86.30 41.48 -6.11E+08 25.01 33.06 44.36 
V12 84.56 74.05 -5.86E+10 -22.43 66.32 74.59 
V13 39.37 60.03 -2.57E+08 -16.61 39.47 52.49 
V14 68.25 65.64 -377.69 -21.01 42.82 63.54 
Avg 41.23 70.40 -7.68E+09 -7.58 55.69 62.03 
Var 863.44 247.26 3.51E+20 638.63 477.28 157.97 
Table C—5: Fit of models of order 2 over 14 validation tests (continued from Table C—4) 
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Model 𝑸𝑸 𝑩𝑩𝒓𝒓𝒓𝒓 𝑩𝑩𝒕𝒕𝒕𝒕 𝝆𝝆 
M2_2 1 − 0.1631𝑞𝑞

− 0.722𝑞𝑞  
3.761𝑞𝑞
− 1.826𝑞𝑞  
−1.527𝑞𝑞
− 0.3834𝑞𝑞   490.4𝑞𝑞
 + 4654𝑞𝑞  
M4_2 1 + 0.9784𝑞𝑞

− 1.691𝑞𝑞  
1.491𝑞𝑞
+ 1.206𝑞𝑞  
−2.206𝑞𝑞
− 0.1894𝑞𝑞  
−2887𝑞𝑞
+ 25680𝑞𝑞  
M7_2 1 − 1.011𝑞𝑞

+ 0.04513𝑞𝑞  
−0.07718𝑞𝑞
+ 0.9967𝑞𝑞  
−0.9788𝑞𝑞
+ 0.152𝑞𝑞   7230𝑞𝑞
 − 4390𝑞𝑞  
M8_2 1 − 1.286𝑞𝑞

+ 0.3786𝑞𝑞  
−1.503𝑞𝑞
+ 1.97𝑞𝑞  
−1.243𝑞𝑞
+ 0.9979𝑞𝑞   715.2𝑞𝑞
 + 5099𝑞𝑞  
M9_2 1 − 1.491𝑞𝑞

+ 0.5511𝑞𝑞  
−0.3358𝑞𝑞
+ 0.7513𝑞𝑞  
−0.6718𝑞𝑞
+ 0.3873𝑞𝑞   4628𝑞𝑞
 + 407.1𝑞𝑞  
M10_2 1 − 1.453𝑞𝑞

+ 0.4515𝑞𝑞  
0.7108𝑞𝑞
− 0.1487𝑞𝑞  
−0.9992𝑞𝑞
+ 0.4489𝑞𝑞   1430𝑞𝑞
 − 1591𝑞𝑞  
M11_2 1 + 0.9739𝑞𝑞

− 2.303𝑞𝑞   3.29𝑞𝑞
 + 0.482𝑞𝑞  
−1.493𝑞𝑞
− 4.815𝑞𝑞  
8661𝑞𝑞
− 36140𝑞𝑞  
M12_2 1 − 3.88𝑞𝑞

+ 3.181𝑞𝑞  
−1.302𝑞𝑞
− 0.9086𝑞𝑞  
2.126𝑞𝑞
+ 1.426𝑞𝑞  
16910𝑞𝑞
+ 3257𝑞𝑞  
M13_2 1 − 0.3239𝑞𝑞

− 0.6378𝑞𝑞   0.9608𝑞𝑞
 + 0.8𝑞𝑞  
−0.8683𝑞𝑞
− 0.7618𝑞𝑞   3897𝑞𝑞
 − 1713𝑞𝑞  
M14_2 1 + 6.4𝑞𝑞

− 8.972𝑞𝑞   12.68𝑞𝑞
 − 1.98𝑞𝑞  
−18.14𝑞𝑞
+ 0.1599𝑞𝑞  
−33950𝑞𝑞
− 49580𝑞𝑞  
M15_2 1 − 0.0674𝑞𝑞

− 0.6505𝑞𝑞  
1.342𝑞𝑞
+ 1.562𝑞𝑞  
−0.5985𝑞𝑞
− 2.618𝑞𝑞   687.2𝑞𝑞
 + 292𝑞𝑞  
M16_2 1 − 0.7077𝑞𝑞

− 0.2405𝑞𝑞  
1.691𝑞𝑞
− 0.3171𝑞𝑞  
−0.978𝑞𝑞
− 0.01416𝑞𝑞   4377𝑞𝑞
 − 1049𝑞𝑞  
M17_2 1 − 0.4246𝑞𝑞

− 0.4918𝑞𝑞  
0.8864𝑞𝑞
+ 0.5613𝑞𝑞  
−1.03𝑞𝑞
− 0.1109𝑞𝑞   9518𝑞𝑞
 − 2255𝑞𝑞  
Table C—6: Estimated coefficients for models of order 2 
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Table C—7 and Table C—8 show all models estimated from the estimation data using 
model order 3. Compared to models of order 2, further sets of models are not present due 
to the estimation data being too short to support models of order 3. These are models M8, 
M11, M14 and M15. 
 M2 M4 M7 M9 M10 
V1 24.26 37.26 57.75 57.38 88.91 
V2 30.42 43.24 59.53 74.55 92.68 
V3 32.18 57.48 70.76 56.47 74.02 
V4 83.10 77.21 47.94 38.63 67.07 
V5 73.28 89.35 56.03 58.21 79.22 
V6 75.37 89.77 63.75 89.69 72.37 
V7 55.45 75.26 40.31 50.05 77.57 
V8 12.42 18.99 89.28 76.92 94.11 
V9 82.41 88.70 59.57 51.11 65.47 
V10 72.57 67.03 48.43 38.72 50.76 
V11 23.35 81.11 48.36 52.65 39.41 
V12 48.73 64.12 44.31 57.62 68.34 
V13 72.66 82.63 52.00 40.83 62.36 
V14 47.36 79.43 27.68 66.54 63.27 
Avg 52.40 67.97 54.69 57.81 71.11 
Var 519.91 406.58 184.76 192.82 202.77 
Table C—7: Fit of models of order 3 over 14 validation tests 
 
M12 M13 M16 M17 
V1 78.08 81.40 96.37 88.31 
V2 81.88 87.25 94.25 86.28 
V3 61.35 75.44 56.29 73.47 
V4 81.54 70.90 42.99 44.00 
V5 59.52 76.70 64.06 60.23 
V6 37.10 -2.08E+04 39.55 76.99 
V7 56.66 78.41 46.47 16.82 
V8 79.41 88.87 86.29 93.50 
V9 53.67 -1.61E+09 39.25 64.30 
V10 56.97 54.97 20.60 57.99 
V11 84.68 -1.84E+07 32.81 69.13 
V12 69.95 -2.56E+09 63.27 68.05 
V13 43.86 -8.17E+06 36.65 60.76 
V14 58.98 52.81 41.27 75.89 
Avg 64.55 -3.00E+08 54.29 66.84 
Var 194.23 5.27E+17 485.39 331.66 
Table C—8: Fit of models of order 3 over 14 validation tests (continued from Table C—7) 
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Model 𝑸𝑸 𝑩𝑩𝒓𝒓𝒓𝒓 𝑩𝑩𝒕𝒕𝒕𝒕 𝝆𝝆 
M2_3 
1 + 0.1212𝑞𝑞
− 0.1516𝑞𝑞
− 0.7693𝑞𝑞  
2.752𝑞𝑞
+ 1.222𝑞𝑞
− 0.7408𝑞𝑞  
−1.725𝑞𝑞
− 0.7185𝑞𝑞
− 0.7371𝑞𝑞  
−2991𝑞𝑞
+ 5439𝑞𝑞
+ 7063𝑞𝑞  
M4_3 
1 + 2.24𝑞𝑞
+ 0.1322𝑞𝑞
− 2.803𝑞𝑞  
9.002𝑞𝑞
+ 2.546𝑞𝑞
− 4.587𝑞𝑞  
−2.539𝑞𝑞
− 3.491𝑞𝑞
− 0.3234𝑞𝑞  
5471𝑞𝑞 − 1148𝑞𝑞
+ 42604𝑞𝑞  
M7_3 
1 − 1.819𝑞𝑞
+ 0.5365𝑞𝑞
+ 0.3223𝑞𝑞  
−1.667𝑞𝑞
+ 0.5458𝑞𝑞
+ 0.8377𝑞𝑞  
−0.9233𝑞𝑞
+ 1.9𝑞𝑞
− 0.6705𝑞𝑞  
7992𝑞𝑞 − 4645𝑞𝑞
+ 262.4𝑞𝑞  
M9_3 
1 − 1.817𝑞𝑞
+ 0.6329𝑞𝑞
+ 0.2507𝑞𝑞  
−0.5474𝑞𝑞
− 0.1985𝑞𝑞
+ 0.6148𝑞𝑞  
−0.722𝑞𝑞
+ 0.7094𝑞𝑞
+ 0.327𝑞𝑞  
6392𝑞𝑞
− 108804𝑞𝑞
+ 10650𝑞𝑞  
M10_3 
1 − 1.745𝑞𝑞
+ 1.323𝑞𝑞
− 0.5762𝑞𝑞  
0.6571𝑞𝑞
− 0.1678𝑞𝑞
+ 0.3726𝑞𝑞  
−0.9938𝑞𝑞
+ 0.7404𝑞𝑞
− 0.5834𝑞𝑞  
1696𝑞𝑞 − 2017𝑞𝑞
+ 512.3𝑞𝑞  
M12_3 
1 + 1.797𝑞𝑞
+ 1.255𝑞𝑞
− 4.304𝑞𝑞  
5.562𝑞𝑞
+ 4.018𝑞𝑞
+ 0.3178𝑞𝑞  
−2.198𝑞𝑞
− 0.4504𝑞𝑞
− 10.89𝑞𝑞  
−139904𝑞𝑞
+ 15930𝑞𝑞
− 391204𝑞𝑞  
M13_3 
1 + 6.495𝑞𝑞
− 5.726𝑞𝑞
− 1.844𝑞𝑞  
1.338𝑞𝑞
+ 7.902𝑞𝑞
+ 1.653𝑞𝑞  
−0.3612𝑞𝑞
− 8.612𝑞𝑞
− 1.993𝑞𝑞  
10430𝑞𝑞
+ 5276𝑞𝑞
− 24150𝑞𝑞  
M16_3 
1 − 0.9068𝑞𝑞
+ 0.4831𝑞𝑞
− 0.4999𝑞𝑞  
1.277𝑞𝑞
− 0.1293𝑞𝑞
+ 0.6539𝑞𝑞  
−0.9783𝑞𝑞
− 0.1029𝑞𝑞
− 0.1373𝑞𝑞  
2930𝑞𝑞 − 2427𝑞𝑞
+ 4175𝑞𝑞  
M17_3 
1 − 1.356𝑞𝑞
− 1.983𝑞𝑞
+ 2.443𝑞𝑞  
−1.105𝑞𝑞
− 1.471𝑞𝑞
+ 0.6607𝑞𝑞  
−1.142𝑞𝑞
+ 3.758𝑞𝑞
− 0.1998𝑞𝑞  
5294𝑞𝑞 + 1266𝑞𝑞
+ 1290𝑞𝑞  
Table C—9: Estimated coefficients for models of order 3 
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Table C—10 all show models estimated from the estimation data using model order of 4. 
Compared to models of order 3, models M2, M4, M7, M12, M13 and M17 are not present 
due to the estimation data being too short to support models with an order of 4. 
 M9 M10 M16 
V1 64.93 88.90 97.56 
V2 74.64 91.61 95.12 
V3 33.65 75.29 85.70 
V4 15.35 65.86 83.94 
V5 60.07 77.64 90.67 
V6 83.88 68.89 86.30 
V7 27.32 78.46 84.54 
V8 80.84 94.87 90.83 
V9 35.90 63.22 86.42 
V10 0.59 49.81 78.24 
V11 45.02 37.87 84.48 
V12 48.83 68.92 92.07 
V13 20.07 59.94 82.80 
V14 65.71 60.67 87.37 
Avg 46.91 70.14 87.57 
Var 579.23 219.59 23.04 
Table C—10: Fit of models of order 4 over 14 validation tests 
 
Model 𝑸𝑸 𝑩𝑩𝒓𝒓𝒓𝒓 𝑩𝑩𝒕𝒕𝒕𝒕 𝝆𝝆 
M9_4 
1 − 1.095𝑞𝑞
− 0.1844𝑞𝑞
+ 0.5412𝑞𝑞
− 0.151𝑞𝑞  
−0.3177𝑞𝑞
− 0.5787𝑞𝑞
+ 0.356𝑞𝑞
+ 1.309𝑞𝑞  
−0.8485𝑞𝑞
+ 0.1914𝑞𝑞
+ 0.2673𝑞𝑞
− 0.01156𝑞𝑞  
7453𝑞𝑞 − 1180𝑞𝑞
+ 8063𝑞𝑞
+ 5263𝑞𝑞  
M10_4 
1 − 1.396𝑞𝑞
+ 0.5152𝑞𝑞
+ 0.007282𝑞𝑞
− 0.1193𝑞𝑞  
0.8456𝑞𝑞
− 0.1001𝑞𝑞
+ 0.0752𝑞𝑞
+ 0.08391𝑞𝑞  
−0.9936𝑞𝑞
+ 0.3944𝑞𝑞
− 0.1204𝑞𝑞
− 0.1289𝑞𝑞  
1502𝑞𝑞 − 1331𝑞𝑞
− 1495𝑞𝑞
+ 1813𝑞𝑞  
M16_4 
1 − 1.308𝑞𝑞
+ 4.397𝑞𝑞
− 0.9304𝑞𝑞
− 3.036𝑞𝑞  
−0.5145𝑞𝑞
+ 4.071𝑞𝑞
+ 6.685𝑞𝑞
− 0.7518𝑞𝑞  
−0.9811𝑞𝑞
− 1.998𝑞𝑞
− 4.766𝑞𝑞
− 0.584𝑞𝑞  
−4148𝑞𝑞
− 7906𝑞𝑞
+ 9101𝑞𝑞
− 1123𝑞𝑞  
Table C—11: Estimated coefficients for models of order 4 
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Model 𝑸𝑸 𝑩𝑩𝒓𝒓𝒓𝒓 𝑩𝑩𝒕𝒕𝒕𝒕 𝝆𝝆 
M1A 1 − 0.9876𝑞𝑞   1.038𝑞𝑞   −0.9868𝑞𝑞   940.9𝑞𝑞  
M2A 1 − 1.088𝑞𝑞

+ 0.09212𝑞𝑞  
0.7784𝑞𝑞
+ 0.1619𝑞𝑞  
−0.99𝑞𝑞
+ 0.09014𝑞𝑞   3448𝑞𝑞
 − 3490𝑞𝑞  
M3A 
1 − 1.118𝑞𝑞
+ 0.1141𝑞𝑞
+ 0.009853𝑞𝑞  
0.7323𝑞𝑞
+ 0.1085𝑞𝑞
+ 0.09472𝑞𝑞  
−0.9911𝑞𝑞
+ 0.1192𝑞𝑞
− 0.001165𝑞𝑞  
2795𝑞𝑞 − 2978𝑞𝑞
+ 5.852𝑞𝑞  
M4A 
1 − 1.296𝑞𝑞
+ 0.243𝑞𝑞
+ 0.0985𝑞𝑞
− 0.04066𝑞𝑞  
0.6223𝑞𝑞
+ 0.1533𝑞𝑞
− 0.1121𝑞𝑞
+ 0.08902𝑞𝑞  
−0.9921𝑞𝑞
+ 0.2927𝑞𝑞
+ 0.0525𝑞𝑞
− 0.04864𝑞𝑞  
2065𝑞𝑞 − 2282𝑞𝑞
− 918.7𝑞𝑞
+ 1066𝑞𝑞  
Table C—12: Estimated coefficients for merged models 
 
Model 𝑸𝑸 𝑩𝑩𝒓𝒓𝒓𝒓 𝑩𝑩𝒕𝒕𝒕𝒕 𝝆𝝆 
M1B 1 − 0.9889𝑞𝑞   1.042𝑞𝑞   −0.9907𝑞𝑞   899𝑞𝑞  
M2B 1 − 1.178𝑞𝑞

+ 0.1813𝑞𝑞  
0.7362𝑞𝑞
+ 0.1105𝑞𝑞  
−0.9903𝑞𝑞
+ 0.1806𝑞𝑞   3330𝑞𝑞
 − 3468𝑞𝑞  
M3B 
1 − 1.14𝑞𝑞
+ 0.1298𝑞𝑞
+ 0.01418𝑞𝑞  
0.6893𝑞𝑞
+ 0.08769𝑞𝑞
+ 0.1195𝑞𝑞  
−0.9933𝑞𝑞
+ 0.1413𝑞𝑞
+ 0.004931𝑞𝑞  
3081𝑞𝑞 − 3302𝑞𝑞
− 108.3𝑞𝑞  
M4B 
1 − 1.463𝑞𝑞
+ 0.6688𝑞𝑞
− 0.2575𝑞𝑞
+ 0.05812𝑞𝑞  
0.8483𝑞𝑞
− 0.1395𝑞𝑞
+ 0.05397𝑞𝑞
− 0.02239𝑞𝑞  
−0.9921𝑞𝑞
+ 0.4586𝑞𝑞
− 0.2047𝑞𝑞
+ 0.04879𝑞𝑞  
1465𝑞𝑞 − 1578𝑞𝑞
− 1053𝑞𝑞
+ 1469𝑞𝑞  
Table C—13: Estimated coefficients for selectively merged models 
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 M10_2 – M10_1 M10_3 - M10_2 M16_4 - M10_3 M16_4 - M10_2 
V1 0.33 -0.02 8.65 8.62 
V2 1.52 -1.18 2.44 1.26 
V3 5.71 -4.18 11.68 7.50 
V4 5.27 -2.16 16.87 14.71 
V5 3.21 -2.01 11.45 9.44 
V6 7.12 -4.90 13.93 9.03 
V7 6.87 -3.68 6.97 3.29 
V8 -2.82 1.44 -3.29 -1.84 
V9 5.48 -3.57 20.95 17.38 
V10 8.78 -5.66 27.48 21.82 
V11 3.14 -1.46 45.07 43.61 
V12 0.24 0.29 23.73 24.02 
V13 5.13 -3.02 20.43 17.42 
V14 3.18 -2.45 24.09 21.64 
Wpositive 13 2 13 13 
Wnegative 1 12 1 1 
p-value 0.00183105 0.01293945 0.00183105 0.00183105 
Table D—1: Sign test for original models M10 and M16 over all orders 
 
 M2A - M1A M3A - M2A M4A - M3A 
V1 0.35 -0.47 -3.12 
V2 1.42 -0.38 -2.74 
V3 6.57 -0.55 2.69 
V4 8.06 -0.95 1.21 
V5 4.03 -0.74 -1.83 
V6 5.95 0.06 -2.25 
V7 9.13 -0.36 3.10 
V8 0.99 -0.08 -2.45 
V9 5.84 -0.72 -1.56 
V10 9.39 -0.10 2.90 
V11 2.31 -0.01 -0.75 
V12 0.54 -0.51 -1.49 
V13 6.30 -0.81 -0.72 
V14 1.96 -0.37 -1.22 
Wpositive 14 1 4 
Wnegative 0 13 10 
p-value 0.00012207 0.00183105 0.17956543 
Table D—2: Sign test for merged models M1A, M2A, M3A and M4A 
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 M2B - M1B M3B - M2B M4B - M3B 
V1 1.29 -0.61 -4.17 
V2 2.18 -0.29 -4.67 
V3 7.85 0.45 -1.26 
V4 8.89 0.22 -2.72 
V5 5.14 -0.21 -4.93 
V6 7.94 1.06 -9.42 
V7 10.34 0.81 -2.18 
V8 -0.09 -0.62 -0.53 
V9 7.25 0.23 -5.82 
V10 10.90 1.16 -3.04 
V11 3.26 0.19 -3.28 
V12 1.17 -0.48 -0.87 
V13 7.54 0.17 -5.34 
V14 2.99 0.15 -4.75 
Wpositive 13 9 0 
Wnegative 1 5 14 
p-value 0.00183105 0.42395020 0.00012207 
Table D—3: Sign test for merged models M1B, M2B, M3B and M4B 
 
 M16_4 - M2A M16_4 - M2B 
V1 3.19 3.24 
V2 -2.15 -2.16 
V3 7.18 6.60 
V4 13.89 13.38 
V5 7.15 6.79 
V6 8.26 7.40 
V7 2.65 1.94 
V8 -5.84 -5.72 
V9 16.13 15.57 
V10 22.72 21.78 
V11 42.86 42.51 
V12 20.75 20.90 
V13 16.32 15.72 
V14 21.62 21.35 
Wpositive 12 12 
Wnegative 2 2 
X 2 2 
N 14 14 
p-value 0.01293945 0.01293945 
Table D—4: Sign test comparing M16 to M2A and M2B 
 
