ABSTRACT. Given a unital C*-algebra A, an injective endomorphism α: A → A preserving the unit, and a conditional expectation E from A to the range of α we consider the crossed-product of A by α relative to the transfer operator L = α −1 E. When E is of index-finite type we show that there exists a conditional expectation G from the crossed-product to A which is unique under certain hypothesis. We define a "gauge action" on the crossed-product algebra in terms of a central positive element h and study its KMS states. The main result is: if h > 1 and E(ab) = E(ba) for all a, b ∈ A (e.g. when A is commutative) then the KMS β states are precisely those of the form ψ = φ • G, where φ is a trace on A satisfying the identity
Introduction.
In [E2] we have introduced the notion of the crossed-product of a C*-algebra A by a *-endomorphism α, a construction which also depends on the choice of a transfer operator , that is a positive continuous linear map L : A → A such that L α(a)b = aL(b), for all a, b ∈ A. In the present work we treat the case in which α is a monomorphism (injective endomorphism) and L is given by L = α −1
• E, where E is a conditional expectation onto the range of α.
The first of our main results (Theorem 4.12) is the solution to a problem posed in [E2] : we prove that the canonical mapping of A into A ⋊ α,L AE is injective. The main technique used to accomplish this is based on the celebrated "Jones basic construction" [J] , as adapted to the context of C*-algebras by Watatani [W] .
In order to briefly describe this technique consider, for each n ∈ AE, the conditional expectation onto the range of α n given by E n = α n (Eα −1 ) . . . (Eα −1 )
2. Crossed products.
Throughout this section, and most of this work, we will let A be a unital C*-algebra and α : A → A be an injective *-endomorphism such that α(1) = 1. It is conceivable that some of our results survive without the hypothesis that α be injective but for the sake of simplicity we will stick to the injective case here. The range of α, which will play a predominant role in what follows, will be denoted by R and we will assume the existence of a non-degenerate 1 conditional expectation E : A → R which will be fixed throughout. As in [E2: 2.6 ] it follows that the composition L := α −1 E is a transfer operator in the sense of [E2: 2.1], meaning a positive linear map L : A → A such that L α(a)b = aL(b), for all a, b ∈ A.
According to Definition 3.1 in [E2] the "Toeplitz extension" T (A, α, L) is the universal unital C*-algebra generated by a copy of A and an elementŜ subject to the relations: (i)Ŝa = α(a)Ŝ, and (ii)Ŝ * aŜ = L(a),
for every a ∈ A. As proved in [E2: 3.5 ] the canonical map from A to T (A, α, L) is injective so we may and will view A as a subalgebra of T (A, α, L).
Observe that, as a consequence of the fact that α preserves the unit, we have that 1 ∈ R and hence that L(1) = α −1 (E(1)) = 1. It follows that
and hence we see thatŜ is an isometry. Following [E2: 3.6 ] a redundancy is a pair (a, k) of elements in T (A, α, L) such that k is in the closure of AŜŜ * A, a is in A, and abŜ = kbŜ, ∀ b ∈ A.
2.1. Definition. [E2: 3.7 ] The crossed-product of A by α relative to L, denoted by A ⋊ α,L AE, is defined to be the quotient of T (A, α, L) by the closed two-sided ideal generated by the set of differences a − k, for all 2 redundancies (a, k). We will denote by q the canonical quotient map
and by S the image ofŜ under q.
2.2. Lemma. Given n, m, j, k ∈ AE and a, b, c, d ∈ A let x, y ∈ T (A, α, L) be given by x = aŜ nŜ * m b and y = cŜ jŜ * k d. Then
Proof. If m ≤ j one has
On the other hand, if m ≥ j one has xy = aŜ nŜ * (m−j) (Ŝ * j bcŜ j )Ŝ
As a consequence we have:
1 A conditional expectation E is said to be non-degenerate when E(a * a) = 0 implies that a = 0. 2 We should remark that in Definition 3.7 of [E2] one uses only the redundancies (a, k) such that a ∈ ARA. But, under the present hypothesis that α preserves the unit, we have that 1 ∈ R and hence ARA = A.
Proposition. T (A, α, L)
is the closed linear span of the set X = {aŜ nŜ * m b : a, b ∈ A, n, m ∈ AE}.
Proof. By (2.2) we see that the linear span of X is an algebra. Since it is also self-adjoint and contains A ∪ {Ŝ} the result follows.
⊓ ⊔
There are may results for T (A, α, L) which yield similar results for A ⋊ α,L AE simply by passage to the quotient, such as (2.2) and (2.3). Most often we will not bother to point these out unless it is relevant to our purposes that we do so.
Gauge action.
In this section we will describe certain one-parameter automorphism groups of T (A, α, L) and A ⋊ α,L AE relative to which we will later study KMS states.
3.1. Proposition. Given a unitary element u in Z (A) (the center of A) there exists a unique automorphism σ u of T (A, α, L) such thatσ u (Ŝ) = uŜ, andσ u (a) = a, ∀ a ∈ A.
Moreoverσ u (Ker(q)) = Ker(q) and henceσ u drops to the quotient providing an automorphism σ u of A ⋊ α,L AE such that σ u (S) = q(u)S, and σ u (a) = a, ∀ a ∈ A.
If v is another unitary element in Z (A) thenσ uσv =σ uv .
Proof. Let S u = uŜ and observe that for every a in A one has
From the universal property of T (A, α, L) it follows that there exists a unique *-homomorphismσ u :
and thatσ uσv (a) = a, for all a ∈ A. Thusσ uσv =σ uv . It follows thatσ u −1 is the inverse ofσ u and hencê σ u is an automorphism. Let (a, k) be a redundancy. Then
For every b in A we havê
is also a redundancy and it follows thatσ u (a−k) ∈ Ker(q) and hence thatσ u (Ker(q)) ⊆ Ker(q).
Since the same holds forσ u −1 we have that Ker(q) ⊆σ u (Ker(q)). ⊓ ⊔ Let h ∈ Z (A) be a self-adjoint element such that h ≥ cI for some real number c > 0. For every t ∈ Ê
we have that h it is a unitary in Z (A) and hence defines an automorphismσ h it by (3.1) which we will denote byσ h t . Again by (3.1) we have thatσ h tσ h s =σ h t+s so thatσ h is a one-parameter automorphism group of T (A, α, L) which is clearly strongly continuous.
Definition. Both the actionσ
h defined above and the action σ h of Ê on A ⋊ α,L AE obtained by passinĝ σ h to the quotient will be called the gauge action associated to h.
crossed-products by finite index endomorphisms and kms states
When h is taken to be Neper's number e we have thatσ h t (Ŝ) = e itŜ , so the gauge action is periodic with period 2π and hence defines an actionγ of the unit circle on T (A, α, L) such that
3.3. Definition. Both the actionγ defined above and the action γ of the circle group on A ⋊ α,L AE obtained by passingγ to the quotient will be called the scalar gauge action.
We will later be interested in the fixed point algebra for the scalar gauge action so the following result will be useful:
3.4. Proposition. Let B be a C*-algebra with a strongly continuous action γ of the circle group. Suppose that B is the closed linear span of a set {x i : i ∈ I} such that for every i ∈ I there exists n i ∈ such that γ z (x i ) = z ni x i for all z ∈ . Then the fixed point algebra for γ is the closed linear span of {x i : n i = 0}.
Proof. It is well known that the map P : B → B given by
is a conditional expectation onto the fixed point algebra for γ. By direct computation it is easy to see that P (x i ) = 0 when n i = 0 and P (x i ) = x i when n i = 0. Given a fixed point b and ε > 0 let {λ i } i be a family of scalars with finitely many nonzero elements such that b − i∈I λ i x i < ε. It follows that
Therefore b ∈ span{x i : n i = 0}. ⊓ ⊔ 3.5. Corollary. The fixed point subalgebra of T (A, α, L) (resp. A ⋊ α,L AE) for the scalar gauge actionγ (resp. γ) is the closed linear span of the set of elements aŜ nŜ * n b (resp. aS n S * n b) for all a, b ∈ A and n ∈ AE.
Conditional Expectations and Hilbert Modules.
In this section we will describe certain conditional expectations and certain Hilbert modules which will be used in later sections. For every n ∈ AE we shall let R n denote the range of α n . Therefore R 0 = A, R 1 = R, and the R n form a descending chain of closed *-subalgebras of A
Clearly each R n is isomorphic to A under α n . For each n ∈ AE consider the map
given by E n = α n Eα −n . It is elementary to verify that each E n is a non-degenerate conditional expectation.
Likewise, for each n ∈ AE, the composition
is a non-degenerate conditional expectation onto R n , which we denote by E n . By default we let E 0 be the identity map on A and it is clear that E 1 = E 0 = E. For future use it is convenient to record the following elementary facts:
4.1. Proposition. For every n ∈ AE one has that
We now need to use a simple construction from the theory of Hilbert modules: let B be any C*-algebra and let C ⊆ B be a sub-C*-algebra. Also let E : B → C be a non-degenerate conditional expectation. Given a right Hilbert B-module M (with inner-product · , · ) one gets a C-valued inner-product on M defining
We shall denote the Hilbert C-module obtained by completing M under the norm
We plan to apply this construction in order to obtain a sequence {M n } n∈AE , where each M n is a Hilbert R n -module as follows: let M 0 = A viewed as a right Hilbert A-module under the obvious right module structure and inner-product given by a, b = a * b, for all a and b in A. Once M n is constructed let M n+1 be the R n+1 -module obtained by applying the procedure described above to M n and the conditional expectation E n . For simplicity we let · , · n denote the inner-product on M n and by · n the associated norm. By construction we have that
where the inclusion maps are continuous and each M n is a dense subset of M n+1 (with respect to · n+1 ). It follows that A is dense in each M n and it is convenient to observe that
4.2. Proposition. For every n ∈ AE there exists an isometric complex-linear mapα n :
Proof. Given a ∈ A we have
This implies that α(a) n+1 = a n from where the conclusion easily follows. ⊓ ⊔ 4.3. Proposition. For every n ∈ AE there exists a contractive complex-linear mapĽ n :
Proof. Using the well known fact that E(a
We then have that L(a) n ≤ a n+1 from where one easily deduces the existence ofĽ n .
⊓ ⊔
From now on we will denote by L (M n ) the C*-algebra of all adjointable operators on M n .
Proposition. For every
crossed-products by finite index endomorphisms and kms states Proof. For a ∈ A we have
Therefore E n (a) n ≤ a n and hence the correspondence a → E n (a) extends to a bounded linear map
By continuity it follows that ě n (ξ), η = ξ,ě n (η) for all ξ, η ∈ M n so thatě n is in fact an adjointable operator on M n . The remaining assertions are now easy to prove. ⊓ ⊔ It should be remarked thatě n is precisely the projection introduced in [W: Section 2.1] relative to the conditional expectation E n . Therefore Aě n A is the associated reduced C*-basic construction [W: Definition 2.1.2]. We will soon have more to say about this.
, and
Proof. With respect to (i) we have for all a ∈ A thať
so the conclusion follows by continuity. As for (ii) one has for all a, b ∈ A that
Speaking of (iii), fix a ∈ A and notice thať
is a well defined *-monomorphism of C*-algebras.
This proves that β n (T ) is an adjointable operator on M n+1 with β n (T )
Therefore β n is injective.
⊓ ⊔
We now need another result from the theory of Hilbert modules.
4.7. Lemma. Under the assumption that E : B → C is a non-degenerate conditional expectation, and M is a right Hilbert B-module, there exists an injective *-homomorphism
Applying E to the above inequality yields
and hence we conclude that T (ξ) C ≤ T ξ C , so that T is bounded with respect to · C and hence extends to a bounded linear map Φ(T ) on M C . We leave it for the reader to verify that Φ(T ) indeed belongs to L C (M C ) and that the correspondence T → Φ(T ) is a *-homomorphism. Given that Φ(T ) is an extension of T it is clear that Φ(T ) = 0 when T = 0, so that Φ is injective.
Applying the above result to the present situation we obtain an inductive sequence of C*-algebras
We temporarily denote the inductive limit of this sequence (in the category of C*-algebras) by B.
4.8. Definition. We will denote byǓ the sub-C*-algebra of B generated by A ∪ {ě n : n ∈ AE}.
The following provides some useful information on the algebraic structure ofǓ (see also [J] , [W] ):
4.9. Proposition. For every n ∈ AE one has
(iii) the linear span of the set {aě n b : n ∈ AE, a, b ∈ A} is dense inǓ .
Proof. In order to prove (i) we need to verify thatě n+1ěn =ě n+1 or, more precisely, thatě n+1 Φ n (ě n ) =ě n+1 as operators on M n+1 . Given any a ∈ A ⊆ M n+1 we havě
This proves thatě n aě n = E n (a)ě n . Taking adjoints it follows thatě n aě n =ě n E n (a) also. Now letǓ 0 be the linear span of the set described in (iii). We claim that it is a *-subalgebra ofǓ . ClearlyǓ 0 is self-adjoint so we are left with the task of checking it to be closed under multiplication. In order to see it let a, b, c, d ∈ A, and n, m ∈ AE. We then have
where we are assuming, without loss of generality, that m ≥ n and hence thatě m ≤ě n by (i). Using (ii) we conclude that the above equals
which is seen to belong toǓ 0 . This proves our claim. It is evident that A ⊆Ǔ 0 (becauseě 0 = 1), and thať e n ∈Ǔ 0 for all n. SinceǓ is generated by A ∪ {ě n : n ∈ AE} it follows thatǓ 0 is dense inǓ .
Recalling the maps β n constructed in (4.6) we have:
commutes and hence there exists a unique injective *-endomorphism
of the inductive limit C*-algebra B, which coincides with β n on each L (M n ). Moreover
On the other hand
By checking first on the dense set A ⊆ M n it is easy to see that the following diagram commutes
where the vertical arrows are the standard embeddings. In other wordsα n (ξ) =α n+1 (ξ) for all ξ ∈ M n . If we now plug ξ := T L(a) in this identity we conclude that
so we see that β(a) = α(a)ě 1 . Taking adjoints we also have that β(a) =ě 1 α(a), hence proving (ii). It is clear that (iii) follows from (i) and (ii). In order to prove (iv) observe that by (ii) we have β(1) =ě 1 so it must be that β(Ǔ ) ⊆ě 1Ǔě1 .
To prove the reverse inclusion it suffices, by (4.9.iii), to show that for all a, b ∈ A and n ∈ AE one has thatě 1 (aě n b)ě 1 ∈ β(Ǔ ). Assuming initially that n ≥ 1 notice thať
On the other hand if n = 0 we havě
, [S] , [M] , [E2: 4.4 and 4.7] ) that, since β(Ǔ ) is a hereditary subalgebra ofǓ by (4.10.iv), the crossed productǓ ⋊ β AE is the universal unital C*-algebra generated by a copy ofǓ and an isometryŠ subject to the relation thatŠ xŠ
It is well known thatǓ embeds injectively inǓ ⋊ β AE (see the remark after Definition 4.4 in [E2] , [S: Section 2], or [M: Section 2]), so we will viewǓ as a subalgebra ofǓ ⋊ β AE. Since A is a subalgebra ofǓ we also have that A ⊆Ǔ ⋊ β AE.
4.11. Proposition. There exists a *-homomorphism φ : A ⋊ α,L AE →Ǔ ⋊ β AE such that φ(S) =Š, and φ(q(a)) = a, for all a ∈ A, where q is the canonical quotient map from
Proof. It will be useful to keep in mind thatě 1 = β(1) =ŠŠ * , and hence thatě 1Š =Š. Considering the natural inclusion of A inǓ notice that for all a ∈ A one haš
It follows from the universal property of T (A, α, L) that there exists a *-homomorphism φ :
U ⋊ β AE which is the identity on A and such that φ(Ŝ) =Š.
Now let (a, k) be a redundancy in T (A, α, L). We claim that a = φ(k). In order to see this note that since k ∈ AŜŜ * A one has that φ(k) ∈ AŠŠ * A = Aě 1 A.
For all b ∈ A it is assumed that abŜ = kbŜ so that abŜŜ * = kbŜŜ * and hence abě 1 = φ(k)bě 1 . Observe that all terms occurring in this last identity lie in the algebra generated by A andě 1 , which consists of operators on the Hilbert module M 1 . In particular, considering 1 as an element of M 1 we have that
If follows that a and φ(k) coincide on A, which is a dense subspace of M 1 , and hence that a = φ(k) as claimed. Therefore φ vanishes on the ideal generated by the differences a − k for all redundancies (a, k) and hence factors through the quotient yielding the desired map.
⊓ ⊔
We may now answer a question raised in [E2] :
4.12. Theorem. Let α be an injective endomorphism of a unital C*-algebra A with α(1) = 1 and let L be a transfer operator of the form L = α −1
• E, where E is a conditional expectation from A to the range of α.
Then the natural map from
Proof. Given that φ(q(a)) = a, we see that q is injective when restricted to A.
⊓ ⊔
From now on we are therefore allowed to identify A and its image q(A) within A ⋊ α,L AE.
Consequences of Watatani's work.
Our next main goal will be to prove that the map φ of (4.11) is in fact an isomorphism. But before we are able to attack this question we need to do some more work. We begin by introducing some notation. Recalling thatŜ is the standard isometry in T (A, α, L) we will let e n =Ŝ nŜ * n , andK n be the closed linear span of Aê n A, so that eachK n is a sub-C*-algebra of T (A, α, L), as well as an A-bimodule. Some elementary properties of theê n and theK n are recorded in the next:
5.1. Proposition. For all n, m ∈ AE with n ≤ m one has that
Proof. The first point is trivial and hence we omit it. Regarding (iii) we have by induction that
This proves thatê n aê n = E n (a)ê n and hence also thatê n aê n =ê n E n (a) by taking adjoints. Speaking of (ii) notice that
proving thatK nKm ⊆K m so thatK nKm ⊆K m . In order to prove the reverse inclusion notice that for all a, b ∈ A one has
The equalityK mKn =K m follows by taking adjoints. Turning now to the proof of (iv) we have for all
As for (v) notice thatŜ
It is now convenient to have in mind the sequence of *-homomorphisms
, and e n = q(ê n ). Then
Proof. To prove (i) notice that
Observe that by (5.2.iii)Ǩ n is precisely the reduced C*-basic construction [W: 2.1.2] relative to the conditional expectation E n : A → R n .
In trying to prove that the map φ of (4.11) is injective a crucial step will be taken by the following important consequence of [W] .
Proposition.
The following *-homomorphisms are in fact *-isomorphisms
Proof. By [W: 2.2.9] we have thatǨ n is canonically isomorphic to the unreduced C*-basic construction relative to E n and thus possesses the universal property described in [W: 2.2.7] . Supposing that T (A, α, L) is faithfully represented on a Hilbert space H observe that by (5.1.iii) the triple (id A ,ê n , H) is a covariant representation of the conditional expectation E n , according to Definition 2.2.6 in [W] . It follows that there exists a *-representation ρ ofǨ n on H such that ρ(aě n b) = aê n b, for all a, b ∈ A. Since φ • q maps aê n b to aě n b we see that φ • q and ρ are each others inverse, hence proving (iii). This implies that q is injective onK n and since q is obviously also surjective (i) is proven. Clearly (ii) follows from (i) and (iii).
⊓ ⊔
The following elementary properties should also be noted:
Denote by ψ n : X n → Y n any one of the isomorphisms in (5.3.i-iii). Then for every x n ∈ X n and x m ∈ X m one has that ψ m (x n x m ) = ψ n (x n )ψ m (x m ) and ψ m (x m x n ) = ψ m (x m )ψ n (x n ).
Taking n = 0 in (5.4.iii), in which caseK n = K n =Ǩ n = A, we see that all of the isomorphisms in (5.3.i-iii) are also A-bimodule maps.
Higher Order Redundancies.
We now wish to study a generalization of the notion of redundancy. For this we need the following fact for which we have found no reference in the literature.
6.1. Lemma. Let B and J be closed *-subalgebras of some C*-algebra C such that JB = J. If x ∈ J and xB ⊆ B then x ∈ B.
Proof. Viewing J as a right Banach B-module we have by the Cohen-Hewitt factorization theorem [HR: 32.22 ] that x = ya for some y ∈ J and a ∈ B. Choosing an approximate unit {u i } i for B we have that
⊓ ⊔ 6.2. Definition. Let n ≥ 1 be an integer. A redundancy of order n, or an n-redundancy, is a finite sequence (a 0 , a 1 , . . . , a n ) ∈ n i=0K i such that n i=0 a i x = 0, for all x ∈K n . Up to a minus sign the above notion generalizes the notion of redundancy introduced in [E2] . In fact it is easy to see that the pair (a, k) is a redundancy according to [E2] if and only if (a, −k) is a 1-redundancy.
We now come to a main technical result:
6.3. Proposition. Let n ≥ 1 and let (a 0 , a 1 , . . . , a n ) be a redundancy of order n. Then n i=0 q(a i ) = 0. Proof. We proceed by induction observing that the case n = 1 follows easily from the observation already made that 1-redundancies are simply redundancies. So let n > 1 and let (a 0 , a 1 , . . . , a n ) be an n-redundancy.
. . , n and observe that by (5.1.v) one has that
. Assume first that n i=0 a i is positive. We then have that
bŜ.
It follows that
bŜ ∈ Ker(q) and hence also n i=0 a i bŜ ∈ Ker(q). Multiplying this on the right byŜ n−2 (Ŝ * ) n−1 c, for c ∈ A, we see that
and hence that
from where we deduce that q(a n )K n−1 ⊆ K n−1 . By (6.1) with B = K n−1 and J = K n we have that q(a n ) ∈ K n−1 and hence there exists b n ∈K n−1 such that q(b n ) = q(a n ). Observe that for every x ∈K n−1 we then have
by (6.4). Observing that the term within the big parenthesis above lies inK n−1 , we have by (5.3.i) that
and hence (a 0 , a 1 , . . . , a n−2 , a n−1 +b n ) is a redundancy of order n−1. Once again by the induction hypothesis it follows that
Without assuming that and the conclusion will follow easily. ⊓ ⊔ 6.5. Theorem. The map φ : A ⋊ α,L AE →Ǔ ⋊ β AE of (4.11) is an isomorphism.
Proof. We begin by proving that φ is surjective. Since φ is the identity on A and since φ(S n S * n ) =Š n 1Š * n = β n (1) =ě n we have thatǓ , which is generated by A ∪ {ě n : n ∈ AE}, is contained in the range of φ. On the other hand φ(S) =Š andǓ ⋊ β AE is generated byǓ ∪ {Š}. So we see that φ is indeed surjective.
Using the universal property ofǓ ⋊ β AE it is easy to see that there exists a circle actionγ onǓ ⋊ β AE such thatγ
Since φ is clearly covariant with respect to γ andγ, if we prove that φ is injective on the fixed point subalgebra for γ, which we denote by F , then by [E1: 2.9] we would have proven that φ is injective. Recall from (3.5) that F = span{aS n S * n b : a, b ∈ A, n ∈ AE}. If we further observe that S n S * n = q(Ŝ nŜ * n ) = q(ê n ) = e n we see that
In order to prove that φ is injective it is thus enough to show it to be injective, and hence isometric, on each subalgebra of the form
for n ∈ AE. Applying [P: 1.5.8] repeatedly it is easy to see that 0≤i≤n K i is closed so that, in fact,
Let a ∈ F n be such that φ(a) = 0 and write a = n i=0 a i , with a i ∈ K i . For every i = 0, . . . , n choose b i ∈K i with q(b i ) = a i (such b i exists and is unique by (5.3.i)). We now claim that (b 0 , b 1 , . . . , b n ) is a redundancy of order n. In fact, for every x ∈K n one has that
By (5.3.iii) we have that n i=0 b i x = 0 hence proving our claim. Employing (6.3) we then conclude that a = n i=0 q(b i ) = 0. ⊓ ⊔
A bit of cohomology.
We will set this section aside to list certain elementary definitions and facts about an ingredient of cohomological flavor which will be recurrent in our development.
7.1. Definition. Given a ∈ A and n ∈ AE we will let
with the convention that
It is elementary to prove that:
7.2. Proposition. For all a ∈ A and n, m ∈ AE one has that a
Although Z (A) is not necessarily invariant by α observe that given a, b ∈ Z (A) and n, m ∈ AE one has that α n (a) and α m (b) commute. In fact, supposing without loss of generality that n ≤ m, observe that
This shows that, when a ∈ Z (A), the order of the factors in the definition of a [n] above is irrelevant. It is also easy to conclude that: 7.3. Proposition. For all a, b ∈ Z (A) and n ∈ AE one has that
(iii) if a is a self-adjoint and 0 ≤ a ≤ c, where c ∈ Ê, then 0 ≤ a
[n] ≤ c n .
7.4. Definition. From now on we will denote by C A (R n ) the commutant of R n in A, that is, the set of elements in A which commute with R n .
Since the R n are decreasing it is clear that the
From this one immediately has:
7.5. Proposition. For all a ∈ Z (A) and n ≥ 1 one has that a [n] ∈ C A (R n−1 ).
In connection with our transfer operator L we will later need the following fact:
7.6. Proposition. For every invertible element λ ∈ Z (A), a ∈ A, and n, m, p ∈ AE one has
where by λ
Proof. Observing that for all x, y ∈ A we have
and using (7.2) to compute λ −[m+p] and λ −[n+p] we have
This proves (i) and the proof of (ii) is similar. ⊓ ⊔
Finite Index automorphisms.
Given a C*-algebra B and a closed *-subalgebra C recall from [W: 1.2.2 and 2.1.6] that a conditional expectation E : B → C is said to be of index-finite type if there exists a quasi-basis for E, i.e. a finite sequence {u 1 , . . . , u m } ⊆ B such that
In this case one defines the index of E by
It is well known that ind(E) does not depend on the choice of the u i 's, that it belongs to the center of B 8.1. Definition. We shall say that a pair (α, E) is a finite index endomorphism of the C*-algebra A if α is a *-endomorphism of A and E is a conditional expectation of index-finite type from A to the range of α.
Throughout this section we will fix a finite index endomorphism (α, E) and a quasi-basis {u 1 , . . . , u m } for E. As before we will let L be the transfer operator given by L = α −1
• E.
Proposition. For every n ∈ AE one has thatě
Proof. Observe that for all a ∈ A ⊆ M 1 one has that
, hence proving the statement for n = 0. Assuming that n ≥ 1 apply the endomorphism β of (4.10) to both sides of the expressioně
8.3. Proposition. For every n ∈ AE one has thatǨ n ⊆Ǩ n+1 .
Proof. Given a, b ∈ A observe that by (8.2) one has that
and hence Aě n A ⊆ Aě n+1 A. The conclusion then follows from (5.2.iii). ⊓ ⊔ It is our next major goal to define a conditional expectation G : A ⋊ α,L AE → A. In order to do this we will first define conditional expectations G n :Ǩ n → A. Considering that any such conditional expectation is an A-bimodule map we will begin with a brief study of A-bimodule maps. So let f :Ǩ n → A be any A-bimodule map. Observing thatě n commutes with R n by (4.9.ii) notice that for all x ∈ R n we have that
8.4. Proposition. For every λ ∈ C A (R n ) there is one and only one A-bimodule map f :
If λ ≥ 0 then f is a positive map and vice-versa.
Proof. Recall from [W: 2.2.2] thatǨ n , being the C*-basic construction relative to the conditional expectation E n : A → R n , is isomorphic to the algebraic tensor product (no completion) A ⊗ Rn A under the map
is R n -balanced, which in turn defines a linear mapf : A ⊗ Rn A → A such thatf (a ⊗ b) = aλb, for all a and b in A. Composing this with the inverse of the isomorphism ψ defined above yields a linear map f :Ǩ n → A such that f (aě n b) = aλb. It is now easy to see that f is an A-bimodule map and that it is uniquely determined in terms of λ.
by (4.9.ii). Since conditional expectations are completely positive by [T: IV.3 .4], we have that {E n (a * i a j )} ij is a positive matrix and hence there exists an m × m matrix c = {c ij } ij over R n such that
As mentioned above ind(E) ∈ Z (A) so we have by (7.5) that
8.6. Proposition. For each n ∈ AE let G n :Ǩ n → A be the unique A-bimodule map such that
given by (8.4). Then for every n ∈ AE one has that G n is a positive contractive conditional expectation from K n to A. Moreover the restriction of G n+1 toǨ n coincides with G n .
Proof. By (8.2) we have that
Observing that I n+1 ∈ C A (R n ) by (8.5) we see that the above equals
This proves that G n+1 (ě n ) = G n (ě n ) from where one easily deduces that G n+1 |Ǩ n = G n . It follows that each G n coincides with G 0 onǨ 0 . In other words G n is the identity on A and, being an A-bimodule map, we see that it is in fact a conditional expectation onto A. Since I n is positive by (7.3.iii) we have by (8.4) that G n is a positive map. To conclude observe that a positive conditional expectation is always contractive.
⊓ ⊔ 8.7. Remark. We should remark that G 1 is precisely the dual conditional expectation defined in [W: 2.3 .2]. For n ≥ 2, even though each E n is a conditional expectation of index-finite type andǨ n is the C*-basic construction relative to E n , G n may not be the dual conditional expectation if A is non-commutative. This is due to the fact that ind(E n ) may differ from I n . See also [W: 1.7 .1].
Proposition (8.6) says that the G n are compatible with each other and hence may be put together in the following way:
8.8. Proposition. There exists a conditional expectationF :Ǔ → A such thať
If A is commutative there is no other conditional expectation fromǓ to A.
Proof. From (4.9.iii) it follows thatǓ = n∈AE Aě n A = n∈AEǨ n , but since theǨ n are increasing by (8.3), we see thatǓ is in fact the inductive limit of theǨ n . The existence ofF then follows easily from (8.6).
SinceǨ n is the C*-basic construction relative to E n it follows from [W: 1.6.4 ] that there exists a unique conditional expectation fromǨ n to A, under the hypothesis that A is commutative. Therefore any conditional expectation F ′ fromǓ to A must coincide with G n on eachǨ n and hence F ′ =F .
⊓ ⊔
We now come to one of our main results:
8.9. Theorem. Let A be a unital C*-algebra and let (α, E) be a finite index endomorphism of A such that α is injective and preserves the unit. Then there exists a conditional expectation
δ is the Kronecker symbol. If A is commutative any conditional expectation from A ⋊ α,L AE to A which is invariant under the scalar gauge action γ (see (3.3)) coincides with G.
Proof. Identifying A ⋊ α,L AE andǓ ⋊ β AE via the isomorphism φ of (6.5) it is enough to prove the corresponding result forǓ ⋊ β AE, withŠ replacing S, and the actionγ described in the proof of (6.5) replacing γ. Consider the operatorP onǓ ⋊ β AE given by
As mentioned in the proof of (3.4)P is a conditional expectation onto the fixed point algebra forγ. Considering thatǓ ⋊ β AE is the closed linear span of the set {aŠ nŠ * m b : a, b ∈ A, n, m ∈ AE} one may use (3.4) in order to prove that the fixed point algebra forγ coincides withǓ . The composition G :=F •P is therefore the conditional expectation sought. Now suppose that A is commutative and let G ′ be any conditional expectation fromǓ ⋊ β AE to A. By (8.8) we have that G ′ |Ǔ =F . If G ′ is moreover invariant underγ we have for all a ∈Ǔ ⋊ β AE that
As an immediate consequence we have:
8.10. Corollary. There exists a conditional expectationĜ :
Proof. It is enough to putĜ = G • q. ⊓ ⊔ 9. KMS states.
Throughout this section and until further notice we will assume the following:
9.1. Standing Hypotheses.
(i) A is a unital C*-algebra,
(ii) α is an injective endomorphism of A such that α(1) = 1, (iii) E is a conditional expectation from A to the range of α,
• E, (vi) h is a fixed self-adjoint element in the center of A such that h ≥ cI for some real number c > 0 (later we will actually require that c > 1), (vii)σ and σ will denote the gauge actions referred to in (3.2) asσ h and σ h , respectively.
The purpose of this section will be to study the KMS states on T (A, α, L) and A ⋊ α,L AE relative toσ and σ. Whenever we say that a state is a KMS state on T (A, α, L) (resp. A ⋊ α,L AE) it will be with respect toσ (resp. σ).
Observe that the canonical quotient map q from T (A, α, L) to A ⋊ α,L AE is covariant forσ and σ. Therefore any KMS state ψ on A ⋊ α,L AE yields the KMS state ψ • q on T (A, α, L). Conversely, any KMS state on T (A, α, L) which vanish on Ker(q) gives a KMS state on A ⋊ α,L AE by passage to the quotient.
Observe that the element S ∈ A ⋊ α,L AE is analytic for the gauge action and that
We then have for every n ∈ AE that
where by
It is therefore clear that any element of the form aS n S * m b, with a, b ∈ A, is analytic and that
Obviously the same holds forσ andŜ. Our next goal will be the characterization of the states φ of A such that the composition φ • G is a KMS
9.2. Proposition. Let φ be a state on A and let β > 0 be a real number. Then the state ψ on A ⋊ α,L AE
given by ψ = φ • G is a KMS β state if and only if φ is a trace and
for all a ∈ A, where Λ = h −β ind(E).
Proof. Suppose that φ is a trace satisfying the condition in the statement. In view of (2.3), in order to prove ψ to be a KMS β state it is enough to show that ψ(xσ iβ (y)) = ψ(yx) (9.3) whenever x and y have the form x = aS n S * m b and y = cS j S * k d, where n, m, j, k ∈ AE and a, b, c, d ∈ A. We have
by (2.2) as long as we assume that m ≤ j. We therefore see that G(xσ iβ (y)) = 0 if n − m + j − k = 0. Under the latter condition it is also easy to see that G(yx) = 0, in which case (9.3) is verified. We thus assume that n − m + j − k = 0. Setting p = j − m we have that j = m + p and k = n + p. So
On the other hand,
We thus see that (9.3) holds under the present hypotheses that m ≤ j, if and only if
Consider the linear mapsα,L : A → A given respectively byα(a) = Λ −1 α(a), andL(a) = L(Λa), for all a ∈ A. It is then easy to see thatα
Observe that by hypotheses we have for all a, b ∈ A that
This may be interpreted as saying that with respect to the inner-product a, b = φ(a * b) one has that the adjoint of α isL and the adjoint of L isα. It is now evident that ( ‡) holds, hence completing the proof of (9.3) in the case that m ≤ j.
When m ≥ j it is also true that both sides of (9.3) vanish unless n − m + j − k = 0. In this case, letting p = m − j, we have that m = j + p and n = k + p, so that
k+p . On the other hand
whereά andĹ are defined respectively byά(a) = h β α(a) ind(E) −1 andĹ(a) = L(h −β a ind(E)). However, since both ind(E) and h belong to the center of A we have thatά =α andĹ =L, so that under the hypotheses that m ≥ j we see that (9.3) is equivalent to
which follows as above.
Conversely, supposing that ψ is a KMS β state on A ⋊ α,L AE we have that (9.3) holds for all analytic elements x and y. Given a, b ∈ A plug x = a and y = b in (9.3) to conclude that φ(ab) = φ(ba) so that φ must be a trace on A. On the other hand, plugging x = S * and y = a ind(E)S in (9.3) gives
hence completing the proof.
The KMS states provided by the above result necessarily vanish on elements of the form aS n S * m b with n = m since so does G. We shall see next that this is necessarily the case for all KMS states when h ≥ cI for some real number c > 1 (as opposed to c > 0 which we have been assuming so far). We will in fact prove a slightly stronger result by considering KMS states on T (A, α, L), which include the KMS states on A ⋊ α,L AE as already mentioned.
9.4. Proposition. Suppose that h ≥ cI for some real number c > 1 and let ψ be a KMS β state on T (A, α, L), where β > 0. Then for every a, b ∈ A and every n, m ∈ AE with n = m one has that ψ(aŜ nŜ * m b) = 0.
Proof. Taking adjoints we may assume that n > m. So write n = m + p with p > 0. We have
So it suffices to prove that ψ(aŜ p ) = 0 for all a ∈ A and p > 0. In order to accomplish this notice that
where 7.3.iii) . This implies that k ≥ 1 − c −βp > 0 and hence that k is invertible. The conclusion then follows upon replacing a with ak −1 in ( †).
Observe that we haven't used that E is of index-finite type in the above proof. Also notice that it follows from the above result that any KMS β state on A ⋊ α,L AE must vanish on elements of the form aS n S * m b with n = m.
We would now like to address the question of whether all KMS state on A ⋊ α,L AE are given by (9.2). Should there exist more than one conditional expectation from A ⋊ α,L AE to A it would probably be unreasonable to expect this to be true. In view of (8.8) and (8.9) one is led to believe that the question posed above is easier to be dealt with under the hypothesis that A is commutative.
After having proved the result below for commutative algebras I noticed that the commutativity hypothesis was used only very slightly and could be replaced by the weaker requirement that E(ab) = E(ba) for all a, b ∈ A. In the hope that a relevant example might be found under this circumstances we will restrict ourselves to this weaker hypothesis whenever possible. 9.5. Proposition. Suppose that h ≥ cI for some real number c > 1 and let ψ be a KMS β state on A ⋊ α,L AE, where β > 0. Suppose moreover that E(ab) = E(ba) for all a, b ∈ A (e.g. when A is commutative). Then ψ = ψ • G. Therefore ψ is given as in (9.2) for φ = ψ| A .
Proof. We shall prove the equivalent statement that all KMS β states ψ on T (A, α, L) which vanish on Ker(q) satisfy ψ = ψ •Ĝ.
Let (u 1 , . . . , u m ) be a quasi-basis for E as in the beginning of section (8). Setting k = m j=1 u jŜŜ * u * j observe that for all b ∈ A one has
showing that the pair (1, k) is a redundancy. It follows that 1 − k ∈ Ker(q) and hence for all a ∈ A
where, as before, Λ = h −β ind(E). Replacing a by aΛ
for all a ∈ A and n ∈ AE. Given n, m ∈ AE and a, b ∈ A we claim that
Observe that the case in which n = m follows immediately from (9.4). So we assume that n = m. We then have that
where we have used in (⋆) the fact that the restriction of a KMS state to the algebra of fixed points is a trace. This proves our claim and the result follows from (2.3). ⊓ ⊔ Summarizing we have:
9.6. Theorem. Let α be an injective endomorphism of a unital C*-algebra A with α(1) = 1. Let E be a conditional expectation of index-finite type from A onto the range of α such that E(ab) = E(ba) for all a, b ∈ A (e.g. when A is commutative). Let L = α −1
• E be the corresponding transfer operator. Given a self-adjoint element h ∈ Z (A) with h ≥ cI for some real number c > 1, consider the unique one-parameter automorphism group σ of A ⋊ α,L AE given for t ∈ Ê by σ t (S) = h it S and σ t (a) = a for all a ∈ A. Then, for all β > 0 the correspondence ψ → φ = ψ| A is a bijection from the set of KMS β states ψ on A ⋊ α,L AE and the set of states φ on A such that φ a = φ L(Λa) for all a ∈ A, where Λ = h −β ind(E). The inverse of the above correspondence is given by φ → ψ = φ • G, where G is the conditional expectation given in (8.9).
Ground states.
In this section we retain the standing assumptions made in (9.1) but we will drop (9.1.iv) at a certain point below. Our goal is to treat the case of ground states on A ⋊ α,L AE for the gauge action σ h . Recall that a state ψ on A ⋊ α,L AE is a ground state if sup Imz≥0 |ψ(xσ z (y))| < ∞ for every analytic elements x, y ∈ A ⋊ α,L AE. Let (u 1 , . . . , u m ) be a quasi-basis for E as in the beginning of section (8). As seen in the proof of (9.5) the pair (1, k) is a redundancy, where k = m j=1 u jŜŜ * u * j . Therefore one has that
Assuming that ψ is a ground state on A ⋊ α,L AE one has that the following is bounded for z in the upper half plane:
say by a constant K > 0. With z = iβ we conclude that ψ(h β ) ≤ K for all β > 0. Suppose that h ≥ cI for some real number c > 1 as before. Then h β ≥ c β and
Observing that the term in right hand side above converges to infinity as β → ∞ we arrive at a contradiction thus proving:
10.1. Proposition. Suppose that E is of index-finite type and that h ≥ cI for some real number c > 1.
Then there are no ground states on A ⋊ α,L AE.
In the remainder of this section we will discuss the ground states on T (A, α, L). Our results in this direction will no longer depend on the fact that E is of index-finite type. Proof. Let a, b ∈ A and n, m ∈ AE with (n, m) = (0, 0) and let ψ be a ground state on T (A, α, L). By taking adjoints it suffices to prove the result in the case that m = 0. Letting x = aŜ n and y =Ŝ * m b we have that
is bounded as a function of z on the upper half plane. For z = x + iy we have
If z is in the lower half plane, that is if y ≤ 0, then since h ≥ cI we have that h y ≤ c y < 1 so that ( †) is actually bounded everywhere. By Liouville's Theorem ( †) is constant and that constant must be zero since zero is the limit of ( †) as z tends to infinity over the negative imaginary axis. Plugging z = 0 in ( †) gives the desired conclusion. We leave the proof of the converse statement to the reader.
⊓ ⊔
We now need some insight on the structure of the fixed-point algebra for the scalar gauge actionγ on T (A, α, L).
10.3. Proposition. LetÛ be the subalgebra of T (A, α, L) consisting of the fixed-points forγ. Then there exists a *-homomorphism π :Û → A such that π(a) = a, for all a ∈ A, and π(Ŝ nŜ * n ) = 0, for all n > 0.
Proof. Consider the representation ρ : T (A, α, L) → L (M ∞ ) described in the proof of [E2: Theorem 3.4] . It is easy to see that ρ mapsÛ into the set of diagonal operators with respect to the decomposition
Therefore, letting e be the projection onto M L 0 , we have that the map
is a *-homomorphism. It is evident that π maps each a ∈ A to the same a in the canonical copy of A within L (M 0 ) while π(Ŝ nŜ * n ) = 0 for all n > 0. ⊓ ⊔ 10.4. Proposition. Suppose that h ≥ cI for some real number c > 1. Then (regardless of E being of index-finite type or not) the ground states on T (A, α, L) are precisely the states of the form φ • π •P wherê P is the conditional expectation ontoÛ given bŷ
and φ is any state whatsoever on A.
Proof. Let ψ be a ground state on A. Then as a special case of (10.2) we see that ψ vanishes on aŜ nŜ * m b whenever n = m. By checking first on the generators of T (A, α, L) provided by (2.3) it is easy to see that ψ = ψ •P . Letting χ denote the restriction of ψ toÛ we then evidently have that ψ = χ •P .
Let now φ be the restriction of χ (and hence also of ψ) to A. Then one may prove that χ = φ • π by checking on the generators ofÛ given by (3.5). So ψ = χ •P = φ • π •P as desired.
Conversely, given any state φ on A it is easy to see that ψ = φ • π •P is a ground state by (10.2). ⊓ ⊔
The commutative case.
Let us now discuss the case of a commutative A. Rather than employ Gelfand's Theorem and view A as the algebra of continuous functions on its spectrum we will let A be any closed unital *-subalgebra of the C*-algebra B(X) of all bounded functions on a set X (with the sup norm). Examples are: (i) if X is a measure space take A to be the set of all bounded measurable functions on X, (ii) if X is a topological space choose a subset {x 1 , x 2 , . . .} ⊆ X and let A be the set of all bounded functions which are continuous at all points of X except, perhaps, at the points of the set above.
Let us also fix a surjective mapping θ : X → X such that f • θ ∈ A for all f ∈ A. Clearly one gets a unital *-monomorphism α : A → A by letting
Assume that there exists a finite subset {v 1 , . . . , v m } ⊆ A such that for all i = 1, . . . , m: (i) θ is injective when restricted to the set {x ∈ X : v i (x) = 0},
For each x ∈ X define N (x) = # t ∈ X : θ(t) = x and observe that the existence of the v i 's above implies that N (x) ≤ m. For f ∈ A consider the function T (f ) on X given by T (f ) x = t∈X θ(t)=x f (t).
If we assume that T (f ) ∈ A for all f ∈ A and moreover that N , seen as a bounded function on X, belongs to A then the operator L : A → A given by L(f ) = N −1 T (f ) is a transfer operator. In addition the composition E = α • L is a conditional expectation from A to the range of α, which may be expressed as
where µ = N • θ. Setting u i = (µv i ) 1/2 observe that for all f ∈ A and x ∈ X one has that
Therefore {u 1 , . . . , u m } is a quasi-basis for E, which says that E is of index-finite type, and
Fix a positive element h ∈ A with h ≥ cI for some real number c > 1 and consider the gauge action σ h on A. By (9.6) we have that the KMS β states on A ⋊ α,L AE for the gauge action σ h correspond to the states φ on A such that
for all f ∈ A. In the present context we have that
The operator f → L(h −β ind(E)f ) therefore coincides with the operator L h −β introduced by Ruelle in [R1] , [R2] .
