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Let {[,},s,G,, be a sequence of independent Bernoulli point processes defined on a complete separable 
metric space (E, S) (i.e., 5, is a random measure with P([,( B) = 1) = 1 - P(&(B) = 0) = E&(B) for each 
relatively compact Bore1 set Bc E), [=x:=, 5, a Poisson-Bernoulli point process and the success 
probabilities p, = E&(E), 1s i < n, be ordered according to their magnitude. The problem under consider- 
ation is the optimal fit of a Poisson point process 17 =I:=, 7; to .$ with respect to the total variation 
distance where the Poisson point processes 7, are independent with intensity measures proportional to 
those of the Bernoulli point processes. In case that the supports of the Bernoulli point processes are 
mutually disjoint it is proved under rather weak constraints that the optimal approximation is achieved 
by distributing the total intensity or mass ET(E) = -C:=, log( 1 -p,) emphasizing those point processes 
with the smallest intensities. To be more precise, Evi(E) = p,/(l -p,), k s i < n, for some suitable k, and 
the remaining mass is distributed equally to the rest of the Poisson point processes disregarding the 
differences of the success probabilities. For the above case the exact minimal total variation is calculated 
which is an upper bound, in general. As the solution of the problem is well known in case of identically 
distributed Bernoulli point processes (coinciding supports) and the supports can be chosen to overlap 
to an arbitrary extent this evaluates the whole bandwidth of possibly best approximations providing 
sharp upper and lower bounds for the total variation distance. 
The result is applied to Poisson approximations to the multinomial distribution and the record counting 
process (i.e., the process counting the records of an i.i.d. sequence of random variables with continuous 
distribution). 
AMS 1979 Subject Classifications: 60B12, 60F05, 60G50, 60655. 
Poisson approximations * total variation distance * Bernoulli point processes * maximal couplings * 
multinomial distributions * record values * record counting processes * extremal processes 
1. Introduction and results 
Poisson approximations to sums of Bernoulli random variables occur in many 
technical or economical applications, for instance, the probabilistic model of radio- 
active decay. Let {Xni}neN,lsirn be a triangle array of independent Bernoulli random 
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variables with pni = EXni = P(Xni = 1) = 1 - P(X,,, = 0), 0 G pni < 1 denoted as success 
probability. 
Necessary and sufficient conditions for S,, = Cy=, Xmi to converge in distribution 
to a Poisson random variable Y with parameter A have already been proved by von 
Mises (1921, 1931), 
(1.1) 
n 
C p’,i+O for n+co. (1.2) 
i=* 
Proving that in the case n = 1, pl, s 1 - l/e the approximation of S, = X,, by a 
Poisson random variable 2 with mean EZ = -log( 1 -p,,) is optimal with respect 
to the total variation distance 
d(X,, Xd = d(=%XJ, =%X,)1 = sup IP(X, E A) - P(X, E A)I 
Ass4 
(where 2(X,) denotes the law of X, and ~4 the a-field w.r.t. which X1 and X, are 
measurable), Serfling (1975) brought up the question whether the Poisson approxi- 
mation of a Poisson random variable Z to S, with mean different from that of S,, 
(EZ # ES,) could be superior to that of Y to S, (even if ES, = A independent from 
nElV). 
It is evident that each sequence {Y,,}~~~ satisfies y,, -+ A if ES,, =Cy=, p,,, s Y,, s 
C:=, pni/(l -pni). Hence each Poisson random variable Y, with mean EY,, = yn (y,, 
chosen as above) is suitable to approximate S, since d(S,,, Y,) + 0 for n + co (such 
a choice of parameters yn includes Serfling’s special choice of parameters EY, = 
-I:=, lOg(1 -P,i) since Pni ~-1og(1-p,,)=~~~(1/(1-t))dt<p,,(1-p,,)). 
More recently great progress concerning the optimal choice of parameters ?/n has 
been achieved when by application of semigroup theoretic arguments Deheuvels 
and Pfeifer (1986a) evaluated the asymtotically (i.e., for large n E N) optimal choice 
of Y,, in dependence of A, =CT=, pni w.r.t. d (later (1986b) also with respect to the 
Kolmogorov and the Fortet-Mourier metric). 
Now, the question arises whether similar rather simple criteria for the asymptoti- 
cally optimal choice of parameter are also applicable to Poisson point process 
approximations which is the topic of this paper. 
Let us consider a Polish space (E, 6) where the metric 6 renders E separable and 
complete. %’ denotes the ring of bounded (or relatively compact) sets contained in 
the Bore1 a-field 8 generated by 6. On the set A! of Radon measures on (E, 8) (i.e. 
~uEif~(B)<00,B~~)or~={~~JUI/1(B)~Z+,B~~}a-fields~and’31are 
generated by the family of mappings {rB : p-+p( B) 1 B E 933). It appears noteworthy 
that 9l? and 92 are likewise generated by the vague topologies on Ju and X which 
render A and X metrizable and Polish (Bourbaki, 1952, p. 7; and Kallenberg, 1976, 
p. 95). Hence the convergence in total variation distance 
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or 
for random elements 5 and 77 in (A, ‘%)I) or (.N, ‘J) (denoted as random measures 
or stochastic point processes) is a sufficient criterium for convergence in distribution 
(Billingsley, 1968 and Zolotarev, 1984). 
A Bernoulli point process is defined to be a stochastic point process 5 with 
E[( B) = P([( B) = 1) = 1 - P(t( B) = 0) for B E S%? where Et E Al is denoted as the 
intensity measure of 5, and a point process n with intensity ET E .A4 is a Poisson 
point process if it satisfies (Kallenberg, 1976) 
17 has independent increments 
(i.e., v(&), . . . , p(&) are independent for disjoint B, , . . . , Bk E 93, k E N), 
T(B) follows a Poisson distribution with mean Eq( B), B E 6%. 
Now, we shall consider Poisson point process approximations for a fixed n E N and 
therefore delete the subscript n whenever it occurred above (keeping the asymptotic 
setting in mind). Let {&}1S ;-,, be a sequence of independent Bernoulli point processes 
with success probabilities pi = E&(E) E (0, l), {~i}lri~n be a sequence of independent 
Poisson point processes with intensities Eni = yiE&. Without loss of generality we 
may assume the vector p = ( pl, . . . , p,,) of success probabilities to be lexicographi- 
tally ordered (p, 2 p2 2 . * * up,,). Another general assumption will be p, = 
max,,,=,, pi s 1 - exp( - (1 -em’)) or equivalently -log( 1 -p,) s 1 - e-’ which is no 
strong restriction because Poisson approximations do not appear reasonable if the 
success probabilities are close to 1. The problem under consideration is the 
(asymptotically) optimal choice of the parameter vector y = (y,, . . . , y,,) (or 
equivalently of A = (ETA,. . . , Er],) = (yIpI,. . . , ynp,,)) when approximating the 
Poisson-Bernoulli process 5 = C:=, 6 by the Poisson point process n = C:=, ni with 
respect to the total variation distance d(& 7) with the notations Ao= 
(-fog(l -PA.. . , -log(l -p,)), ho =I:=, Aoi, i =C:=, A~. Of course, the Poisson 
point process approximation problem as above includes Poisson approximations 
for random variables (setting S,, = t(E) and Y, = n(E)), and hence in an asymptotic 
setting (1.1) and (1.2) are necessary conditions for Poisson convergence. Therefore 
we shall restrict our research for the optimal A to the set A G R:, I1 = 
{XER:~O~Xi~pi/(l-pJ, 1 G i s n}. The following theorem shows (1.1) and (1.2) 
to be also sufficient conditions to the success probabilities for the convergence of 
a sequence of Poisson-Bernoulli processes to a Poisson point process. 
Theorem 1. Let (E, 6) be compact then 
d(t(E), T(E)) =G d(5, 7) 6 1- I? (1 -d(ti(E), TV))- 
i=t (1.3) 
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Remarks. (1) The upper bound in (1.3) is minimized by Serfling’s choice of parameter 
A = ho, and Karr (1987) derived it for this case constructing maximal independent 
couplings. 
(2) The left inequality is obvious and has proved to be sharp for i.i.d. 6 and the 
parameters Ai =pi, 1 s is n, by Deheuvels and Pfeifer (1988) using a multivariate 
operator semigroup approch. 
By (1.3) the question of convergence to a Poisson point process is reduced to the 
univariate case but concerning the optimal choice of parameters point processes 
can behave absolutely different as our next result reveals. Now, we consider the 
case where the supports of the Bernoulli point processes are mutually disjoint and 
obtain: 
Theorem 2. Let (E, 6) be compact, E, , . . . , E, E 8 bepairwise disjoint with P(&(EF) = 
0) = 1 and 
l!i (I-Pi)a-(l-pi)(log(l-pi)), 
i=* 
(1.4) 
then d(& 7) is minimized by the choice of parameters ~~ =p,/( 1 -pi) for k + 1 G 
is n, h,=a,Jk for l<i<k where c~~=&-~~=~+~p~/(l-p~) and k= 
max{jI aj/jspj/(l -p,)}, andfor this choice ofh we obtain 
Remarks. (1) In an asymptotic setting (i.e., for a triangle array of independent 
Bernoulli point processes where the array of success probabilities satisfies the 
necessary conditions (1.1) and (1.2)) the assumption (1.4) is valid for almost every 
n E N. A sufficient condition for (1.4) to be valid is p1 s n:=, (1 -pi). 
(2) If&/n< p,,/ (1 - p,,) -the success probabilities pi, 1 s i G n, are equal or rather 
close together-any differences between the success probabilities are neglected, and 
Ai = A,/ n, 1 s i S n, is the optimal choice of parameters. 
(3) Hence the optimality of a special choice of parameters strongly depends on 
the structure of the supports of the Bernoulli point processes. For instance, let 
{P~},=~~,, be chosen such that (1.4) is satisfied and the choice of parameters Ai =pi, 
1 =G is n is optimal for the approximation of t(E) by q(E), then two cases can 
occurr as the extremes: 
If the Bernoulli point processes are i.i.d. (the supports coinciding) the choice of 
parameters hi = pi is optimal and the lower bound in (1.3) is sharp. 
If, on the contrary, the supports are pairwise disjoint the parameter vector A 
chosen according to Theorem 2 is optimal and in case of equal success probabilities 
the right inequality in (1.3) turns out to be sharp. 
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(4) Though in the situation of Theorem 2, h should throughout be chosen 
according to Serfling’s choice of parameter i = A, we can identify some parallels to 
Deheuvels’ and Pfeifer’s asymptotically optimal choice of parameters considering 
the way the total weight i is distributed: the smallest success probabilities are 
emphasized while the bigger ones are diminished. 
Nevertheless the total variation distance is nearly on the whole determined by 
the k largest success probabilities. 
It should be pointed out that the assumption of disjoint supports-on the first 
view appearing as a rather strict constraint-nevertheless is satisfied in numerous 
applications. For example, if we consider the counting process of radioactive decays 
in solid state physics where the atoms are fixed to a crystal lattice it is evident that 
the atoms as the possible sources of radiation are contained in disjoint sets. 
As a corollary the above results are transferred to the approximation of multi- 
nomially distributed random vectors by such with (independently) Poisson dis- 
tributed margins. 
In Section 3 the above results are applied to the approximation of the record 
counting process of a sequence {Xn}nErm of i.i.d. random variables by Poisson 
processes. Restricting the admissible set of parameters further to A,= 
{A E R”, IO s hi s -log( 1 -pi)} it is proved that the (non-homogeneous) Poisson pro- 
cess counting the number of jumps of an extremal process in which the sequence 
of upper record values can be embedded canonically is at least in some sections of 
the real line the optimal approximating Poisson process. For the simulation of the 
record counting process beginning with the nth observation X,,, l/n is evaluated 
as an upper bound for the total variation distance of the above point processes 
restricted to the interval1 [n, CO). The above Poisson approximation is compared to 
the optimal approximating process when the restriction to A, is omitted. 
2. Proofs of the theorems and application to the multinomial distributions 
The proofs are quite long and therefore will be split up into a number of lemmata. 
First we reduce the total variation distance of two point processes-the result can 
likewise be applied to random measures-to the total variation distance of random 
vectors (for another proof, see Deheuvels and Pfeifer, 1988). 
Lemma 2.1. Ler .$ and 77 be stochastic point processes on (E, %), then 
d(5, T)=SUP sup d((5(B,),...,5(B,)),(rl(B,),...,77(Bk))) (2.1) 
keN L3,,...,Bkt% 
and if (E, 6) is compact the sets B, , . . . , 
UF= 1 Bj = E. 
Bk E 8 in (2.1) can be chosen disjoint satisfying 
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Proof. Obviously the system of sets % = 92, 
(93k denoting the Bore1 a-field in W”) is a field generating the o-field 91, and since 
P(.$EN)-P(neN), NE%! can be approximated by P([ER)-P(~ER), RE%, 
with arbitrary precision (2.1) is evident. 
Now, let (E, 6) be compact and then % = %. As in some sense ([(.I?,), t( E2)) can 
be considered as a convolution of (5(E1\E2), 5(-E, n EJ, &(E,\E,)), El, E2 E %, 
B,,..., Bk_, can be chosen pairwise disjoint and the addition of & = E\I$: Bj 
yields the assertion. 0 
In the sequel (E, 6) will generally be assumed to be compact. 
Lemma 2.2. Let (E, 6) be compact and there are E, , . . . , E, E ‘8, E, n E, = fl for i #j, 
satisfying 
&(E;) = 0 U.S., (2.2) 
then 
d(& 7) G d(S, 11) (2.3) 
with g=(k(E1), . . . , ((E,,)) and q respectively, 
+1-e-” fI (l+&), 
i=l 
where A, ={kE (0, l)“le~‘n(ilk,=1) hi>Illilk,=l) Pi n{ilk,=O) (l-pi)), 
(2.4) 
(2.5) 
Proof. For brevity we shall prove only (2.3) and (2.4), the proof of (2.5) runs 
similarly. From (2.1) it is evident that d(& 7) 2 d(& 11). 
Let on the other hand side (f’, q’) be a maximal coupling for (5, q), i.e., 
_Y?(g’) =JZ’(g), .Y’(q’) = P’(q) and d(& q) = d(g’, 11’) = P(g’# 17’) (such maximal 
couplings exist always for random elements in metric spaces and the total variation 
distance d (Kaijser, 1981)), and let {Xti},riSn,jEN be an array of independent random 
elements in (E, g) with identically distributed lines 2(X,) = E&/p, for 1 s is n, 
jE N: Then evidently ([‘, 7’) is a maximal coupling for (5, r]), where 
i-1 j=1 
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(E, denoting the Dirac measure in a point x) and 
d(&‘, $)Sd([‘, n’)CP([‘# $)=P(&‘f?I’)=d(&‘, 7’) 
yields together with d(& 7) = d(&‘, 7’) the equality (2.2). 
(2.3) follows immediately from (2.2) and splitting the set AcZT, A = 
{k~Z:jP(&=k)<P(q=k)} into A, and A\A, observing that d(&q)= 
P(rlEA)-P(SEA),P(5EA\A,)=OandP(r)EA\A,)=P(rli~2forsome1~i~ 
n)=l-P(qiS1, l~i~n)=l-e~“~:=,(l-Ai). Cl 
Remark. It appears noteworthy that the above construction with some minor changes 
(setting f= (t,(E), . . . , m(E)) always provides a simple coupling for (5, 7) which 
is maximal in the case of disjoint supports (including Karr’s special case n = 1). 
Proof of Theorem 1. Now, the theorem can easily be proved. The left inequality of 
(1.3) is immediate from (2.1) setting k = 1 and E, = E. 
Application of (2.3) to the case n = 1 yields d(&, ni) =d(&(E), q(E)). Let 
((51, ni)}l<iGn be independent maximal couplings, then (as in Karr, 1987) 
=l-P(c:=ni, l~i~n)=l-~ (l-d(ci(E),qi(E))). 0 
i=l 
Lemma 2.3. Let (E, 6) be compact, (2.2) valid and h 1 ii,: 
d(& q)= l-e-’ fi (l+&). 
i=l 
Proof. Let k E (0, l}“, since A E A, 
n AiS n pi 
{ilk,=]) {ilk,=]} 1 -pi’ 
which gives together with e-” G epXo= n:=, (1 -pi), 
e -’ n Ai< II Pi II (l-Pi), 
{ilk,=11 {ilk,=l) {ilk,=O) 
(2.6) 
and hence A, chosen as in (2.4) is empty. Now (2.6) is a simple consequence of (2.4). 
From (2.4) it is evident that the right-hand side of (2.6) always provides a lower 
bound for d(& v) even if the restriction A E A is omitted. 0 
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Lemma 2.4. Let (E, 6) be compact and (1.4), (2.2) be satisfied. Then h 2 h,, is a 
necessary conditionfor A E A to be an optimal choice of parameter. 
Proof. Let A E A with h <h, and thus 0 E A,. (2.4) gives 
d(&;)>l-eP” fi (l+Ai)+e-“-fi (l-pi). 
i=l i=l 
Consider the function 
f :A+& Xw(fil (Ipi))-'e~'(~l(l+Xj)-l), 
with partial derivatives 
tf(x)=ceei( l-xi fl (1+x,) for l<isn with c>O. 
I jZi 
The condition Xi < njf i( 1 + xj )-’ ensures f to be strictly monotonically increasing 
in each coordinate xi s -log( 1 -pi) and can be easily concluded from (1.4) and 
x</i,: 
xi< _(l-xt)(log(l-xi))< _(l-Pl))(log(l-Pl)) 
l-xi 1 l-xi 
=z n (1-X,)G n (1+x,)_‘, 
j#i j#i 
since (l-xj)(l+xj)=l-x,2dl. (Here the general assumption 1 -e-’ 2 
-log( 1 -p,) 3 x, is applied yielding the function xi-(1 -x,)(log(l -xi)) to be 
monotonically increasing. It should be pointed out that this assumption can be 
dropped replacing equation (1.4) by the slightly stronger version -log(l -p,) G 
n:=, (1 -pi), and strengthening further to -p,/(l-pl)Gny=, (l-p,) yields the 
above f to be monotone in each coordinate.) Hence we can diminish the above 
lower bound for d (6, 7) by increasing the Ai < -log( 1 -pi) until h = x0. From Lemma 
2.3, it is obvious that for such a changed choice of parameter the above bound is 
sharp, and the former A is not optimal. 0 
Proof of Theorem 2. Lemma 2.3 and Lemma 2.4 show-observing e-’ n:‘_, (l+ A,) = 
n:=, e-‘I (1 + hi) is strictly monotonically decreasing in each coordinate Ai -that 
h = I, 
is a necessary condition for A to be an optimal choice of parameter. Such a choice 
of A yields 
d(& 7)x1- ?I (l-pi) l? (It-A,), 
,=I i=l 
H.-J. Witte / hissan optimality 83 
which reduces our optimization problem to the maximization of n:=, (1 + hi) under 
the restrictions A E A, h = x0. If A = (ho/n,. . . , ho/n) E A (i.e., ho/n ~p,/(l -p,)) 
this is the optimal choice of parameter. Otherwise the maximum must be located 
on the boundary of A which means K = {i ) Ai = pi/ (1 -pi)} # 0. For the remaining 
i E Kc we have to maximize nitKC (1 +Ai) under the restrictions CitKc Ai = 
AO-CJtK p,/(l -p,), A,/(1 -pi) for iE Kc which is established by 
1 
Ai =p x0- c _?5 
n-IKI jtK 1 -Pj 
(IKI denoting the cardinality of K). 
The assumption i E K, j E K for some i <j is led to contradiction to the optimality 
of A by some elementary calculations: 
Let A be chosen as above with i E K, i + 1 & K for some 1 G i < n, and pi > pi+], 
k=n-JK~,c=Ao+pi/(l-pi)-~j,,pj/(l-pj).ThenwecanconcludefromA~A, 
i+laK, 
and 
c _&kL+1Pi< Pi +i Pi+1 - ___ 
k l-Pi+, k l-p, l-p, k l-pi+,’ 
hence 
which shows A’ chosen as A but replacing i E K by i + 1 E K’ to be an admissible 
choice of parameter (A’E A) superior to the choice of A. This completes the proof 
of the theorem. q 
Remark. It should be pointed out that in an asymptotic setting (1.4) is a rather 
weak condition to the success probabilities. Considering a triangle array of Bernoulli 
point processes with success probabilities {pni}ntN,IGisn we know that (1.1) and 
(1.2) are necessary and sufficient condition for Poisson point process convergence. 
But (1.1) (I:=, pni+ 0) yields 
i log(l-p,i)+-e and i (l-p,i)+epe>O. 
i=l i=l 
And p.,l =maxlsiGn Pni + 0 ensures (1.4) to be satisfied for almost each n E N since 
JFi, (l-Pni)aPnl ‘--(I-p,,)(log(l-p,,)) for almost every HEN. 
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Now, we omit our restriction A E A and derive a lower bound for the total variation 
distance and the case A = h, which is unfortunately not very sharp (from Lemma 
2.3-applying the right-hand side as a lower bound-it appears to be obvious that 
Poisson point process approximations with h > h, are not optimal). We use the 
notation K,={iIl~i~n,Ai>pi/(l-pi)}. 
Lemma 2.5. Let A be arbitrarily chosen with i = A,,, then 
d(5, 7))a1-;i (l-pi) 
i=l 
(l+A~) 
> 
- n (l-Pj)* (2.7) 
jg 6 
Proof. Each k E {0, 1)” with {i 1 kj = 1) G Kh satisfies k E A, and (2.4) gives 
d(&T)>l-e-‘fi (l+Ai)+‘?’ c ee” 
i=l k=l lSi,<i2<...<ikSn 
{ilr...,i~)sKh 
=l-e-‘o fi (l+Ai)+e~ho n (l+Ai) 
i=, ieK, 
-ij, (l-pi’jgA (1+&) 
(l+Aj) - fl (l-pj), 
jgK, 
observing e-” = e-“O=nyC, (1 -Pi). 0 
The above is easily transferred to the approximation of generalized multinomial 
distributions by products of Poisson distributions proceeding contrarily to Deheuvels 
and Pfeifer (1988) who applied results they obtained for multinomial distributions 
to Poisson-Bernoulli processes. 
Let for k, n E N, {Zt}lsisn be independent random vectors in Rk with 
P(Zi(j)= l,Z,(m)=O for m#j)=pO, l<jG k, 
P(Z,(m)=Ofor l<msk)=l-pi, wherepi= i pv. 
j=1 
We investigate the approximation of S, = C:=, Zi by a random vector Y = I:=, Yi 
where the random vectors Yi have independent Poissonian margins and mean 
EY, = YiEZi = yi(pir, . . ., pik). With the notations Ai =I,“_, EY;,, A = (A,, . . . , A,,), 
A0 = (-log( 1 -p,), . . . , -log(l -p,)) the application of the theorems to Bernoulli 
point processes & on the set {1,2,. . . , k} with 6((j)) =Z,(j) and the Poisson 
processes q with q({j}) = Y(j) yields: 
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Corollary 3. 
i S,(j), i Y(j) 
,=* j=1 
cd(S,,, Y)sl- fi 
i=l 
i Zi(j), 5 Y(j) . Cl (2.8) 
,=I I=1 
In (2.8) the lower bound is sharp for pii =pu, 2s is n with parameter A = 
(Pl,.. . , P,), and the upper bound is sharp in the case k = n, p1 =Pi = Pii c 1 - l/e, 
1 s i G n for the optimal choice of parameters hi = -log( 1 --pi) provided (1 -p,)” 3 
-log(l -P,)(l -P1). 
Remarks. (1) It appears noteworthy that C:=, Zi( j ) is a Bernoulli random variable 
with mean pi and C:=, S,,(j) is a sum of independent Bernoulli random variables 
which again reduces the problem to the univariate case. 
(2) Another remarkable aspect is the asymptotical independence of the coordin- 
ates {S,, (j )},sjsk though the random vectors Z, have dependent coordinates (Zi( j ) = 
1 implies Zj(m) = 0 for m Zj). 
(3) It should also be pointed out that Deheuvels and Pfeifer (1988) using maximal 
independent couplings derived another upper bound for d(S,, Y) similar to that 
given in (2.8), 
d(S,, Y)G l- I? (1 -d(S,(j), Y(j))). 
j=l 
3. Application to the record counting process 
Let -lXlneN be a sequence of i.i.d. random variables with continuous c.d.f. F, 
L(1) = 1, L(n) = inf{j E NIX, > XrCn_,,} denote the sequence of record times and 
{XL(n))“& the sequence of (upper) record values. The stochastic point process 5 
given by 
(with the Dirac measure Ej in jE N) is denoted as the record counting process. 
Records are of interest in the statistics of extremes and, for instance, a useful tool 
in characterization theory (see Witte, 1988, and the references therein). Especially 
the record counting process has been applied to derive optimal stopping rules for 
the so called secretary problem (Pfeifer, 1988) and in computer science (Kemp, 
1984, pp. 21-26). Due to Renyi (1962) the random variables {I,},,, defined I, = 1, 
1, if X, > ,tn~:~ {Xi} (or if X, is a record), 
I, = n 2= 2, 
0, otherwise, 
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form an independent sequence of Bernoulli random variables with success prob- 
abilities P( I,, = 1) = l/n. 
Since evidently [(A) = CntA I,, for any Bore1 set A, 5 can be regarded as the 
superposition of independent Bernoulli point processes with intensities (l/n) E,. 
The question to be dealt with is the approximation of 5 by a Poisson process 7 
with intensity ET = 1 +cz==, A,,E, under the aspect of the optimal choice of para- 
meters A,, n 3 2. 
Resnick (1973) investigated the structure of an F-extremal process {Y(t)},=, 
where Y(n) is equidistributed to max,,iGn {Xi}. obviously the sequence of record 
values {XL(nJncN can be embedded into an F-extremal process Y. And as for such 
an embedding X,, is a record if and only if Y has a jump for some t E (n - 1, n] 
there is a close relation between .$ and the point process 5 counting the jumps of 
Y which is a Poisson point process with intensity p, dp(t)/dh’(t) = l/t, for t a 1 
(Resnick and Rubinovitch, 1973; see also Pfeifer, 1986, 1988). Hence for the choice 
of parameters A, = -log( 1 -(l/n)), n 2 2 we obtain ET({ n}) = log n -log (n - 1) = 
El((n - 1, n]), and n coincides (in distribution) with the point process counting 
the jumps of an F-extremal process between two adjacent integers. 
Under the constraint A E A,, = {x E R:“-“+’ IO s xi S l/( i - I), n S i s nm} the com- 
bination of the Lemmata 2.3 and 2.4 yields for the restrictions [lrfi,n,,,I and ~lt,,~,,,] 
of 5 and n to the interval1 [n, nm], n, m EN: 
Corollary 4. Let n,mEN\{l}, mSn-1, then the choice of parameters Ai = 
log i - log(i - l), n s is nm, minimizes d(tj,,,,,, , ~)7l~,,~~,) for A E A, and with these 
Ai, 
d(51 In,nml, 7&,,,)= l-2 _ (l+log i-log(i-1)). 
I n 
(3.1) 
Proof. The proposition msn-1 ensures ~:=“,(l-l/i)=(n-l)/(nm)~l/n, and 
hence (1.4) is satisfied. Now, the assertion is an immediate consequence of Lemma 
2.3 and Lemma 2.4. 0 
The estimate log i - log( i - 1) = Ji_, (l/t) d t 2 l/i leads to 
d(51 
n-l”“i+l l+nm-n 1 
[n,nm], d1”,“rnl) zz 1 -- nm i!ei= n2m 
s-, 
n 
independent of m E N. For the point process =c$~,~, counting the (number of) records 
beginning with the nth observation X,, we obtain: 
Corollary 5. Let n 2 2, hi = log i - log( i - l), then 
(3.2) 
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Proof. 
(3.2) gives an easily applicable upper bound for the total variation distance of 5 
and a discretization of 5 restricted to the interval1 [n, co). 
Now, we want to compare some choices of parameters numerically. For simplicity 
of computation we consider d(~~~n+l,nml, ~lL,+l,nml) because in this case we obtain 
&=C::“+, log i -log( i - 1) = log m and the condition m s n - 1 will be replaced 
by m G n + 1. Admitting any A E A the optimal choice of parameters is-according 
to Theorem 2-provided by choosing Ai = l/(i- l), k+ 1 G is nm and Ai = 
(ll(k- n))(log m-C/!,+, l/(1 -j)), n + 1 G i G k, where k is maximal with hk s 
l/(k- 1). In Table 1 some numerical values for d(&n+l,nml, ~~~,+l,,,l) are listed 
for A = ho, the optimal choice of parameters Aopt, and for the ‘unbiased’ A,, A,; = l/i 
calculated from (2.4) taking into account all k E (0, l}“(“-‘)n A,” with Cafe,,, kj s 3. 
Upper bounds for d(&(E), v(E)), E = [n + 1, nm] are cited from Witte (1990). 
5, 10 
5, 20 
10, 10 
10, 20 
dz d(5(E), v(E))s d k d 
0.04511 0.0170 0.03774 13 0.03686 
0.02361 0.0074 0.01942 25 0.01915 
0.04862 0.0125 0.04249 14 0.04134 
0.02544 0.0055 0.02185 25 0.02151 
For A = A,,, m = 5, n = 10 an application of the upper bound in Deheuvels, Pfeifer 
and Puri (1989) gives d (t( E), r](E)) G 0.0229. Comparing the approximations with 
parameters A = A0 and A = Aopt we find no essential difference. The values for k 
show that in the optimal case the total variation distance is nearly on the whole 
determined by the first biggest success probabilities. 
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