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where E{.} is the expectation operator, y ∈ R n the vector of measurements, A ∈ R n×u the Jacobian 71 matrix (also called design matrix) of full rank u, x ∈ R u the unknown parameter vector, and e ∈ R n the 72 unknown vector of measurement errors. 73 Typically, it is assumed that the errors of the good measurements are normally distributed with 74 expectation zero, i.e.: 75 e ∼ N(0, Q e ),
with a known positive definite symmetric covariance matrix Q e ∈ R n×n . Here, we confine ourselves to 76 the case that A and Q e have full column rank. 77 The redundancy (or degrees of freedom) of the model in Equation 1 is r = n − u. However, any 78 model is only an approximation to the truth. This implies that we inevitably encounter misspecified 79 models. In contrast to the H 0 , Baarda [19] introduced a mean shift model that defines the alternative 80 hypothesis H A , also referred to as model misspecification, as follows:
with c i a canonical unit vector, which consists exclusively of elements with values of 0 and 1, where 82 1 means that an ith bias parameter of magnitude ∇ i affects an ith measurement and 0 otherwise. 83 We have, for instance, c i = 0 0 0 · · · 1 i th 0 · · · 0 T . In other words, c i specifies the type of 84 model error and ∇ i the size of the model error, or outlier.
85
The likelihood ratio test to test H 0 against H A is given by:
and the test statistic (known as w-test) is given by a normalised least-squares residual as follows [19] :
According to 4 and 5, we have:
88
• k is the critical value. The critical value k is the the tabular value from the cumulative distribution 89 function (cdf) of the standard normal N(0, 1) based on the chosen of a significance level α. when it is true, whereas β is the probability of failing to reject the null hypothesis when it is false.
102
Instead of α and β, there is the confidence level (CL) and power of the test (γ). The first deals with the 103 probability of accepting a true null hypothesis; the second, with the probability of correctly accepting 104 the alternative hypothesis. The power of the test is a complement of type II decision error β, i.e. a single error at the ith position of the dataset, there is an outlier that causes the expectation of w i to 109 become µ > 0. The effect can be best understood using the non-central chi-squared distribution with 110 one degree of freedom (i.e. for one single outlier). Under the alternative hypothesis H A , the expectation 111 of w i is the square-root of the non-centrality parameter λ q=1 from the chi-square distribution with one 112 degree of freedom (q=1), which is given by:
where λ q=1 is the non-centrality parameter for one degree of freedom q = 1. Note that there is an 114 outlier that causes the expectation of w i to become λ q=1 .
115
The non-centrality parameter λ q=1 in Equation 6 represents the expected mean shift of a specific 116 w-test. In such case, the term c i T Q −1 e QêQ −1 e c i in Equation 6 is a scalar and therefore it can be rewritten 117 as follows [26] :
where |∇ i | is the minimal detectable bias MDB (i) , which can be computed for each of the n alternative 119 hypotheses according to Equation 3.
120
For a single outlier, the variance of estimated outlier, denoted by σ 2
Thus, the MDB can also be written as:
122
where
is the standard-deviation of estimated outlier ∇ i .
123
The MDB in Equation 7 or 9 of an alternative hypothesis is the smallest magnitude outlier that 124 can lead to rejection of a null hypothesis for a given α and β. Thus, for each model of the alternative 125 hypothesis H A , the corresponding MDB can be computed. The key point of MDB is that it can work as 126 a tool for designing systems capable of withstanding outlier with a certain degree of probability.
127
The non-centrality parameter λ q=1 can be computed as a function of type 1 decision error α, type 128 2 decision error β and the degrees of freedom of the test q. Here, we use the recursive algorithm based where ∇X ∈ R u is the influence of an undetectable outlier ∇ i located at a given position according to 141 the vector c i in 3 and W ∈ R n×n the known matrix of weights, taken as W = σ 0 2 Q −1 e , where σ 2 0 is the 142 variance factor.
143
Here, we compute the maximum external reliability (max (∇X)) as follows:
Important to mention that the maximum external reliability max {∇X} can be a positive or a 145 negative value. According to Equation 1, we consider the maximum influence of an undetectable 146 outlier ∇ i = MDB on the parameters.
147
In the next section, we present an automatic method for geodetic network design that was 148 computationally developed based on reliability theory. Specifically, we apply reliability theory to 149 automatically define the best location of control points. We apply the proposed method in order to 150 design a levelling geodetic network. Although the method was applied in a specific network, it is a 151 generally applicable method. For example, the reliability theory has been used to measure the integrity 152 of the receivers for civil aviation, which is a main tool for safety-of-life applications, see e.g. [41] . For the establishment of a geodetic network, we must define which points of the network will 155 have their coordinates previously determined in the desired reference system. These points are called 156 control points, or constraint points. These points that allow the other points of the geodetic network to 157 be linked to a reference system. Therefore, it is essential to define the location of these control points at namely bisection algorithm, in order to obtain the non-centrality parameter for one degree of 167 freedom,i.e. λ q=1 . Typically a value of the level al pha = 0.001 and β = 0.2 is adopted (see, e.g.
168
[19]). to step 3. Otherwise, the algorithm selects the configuration of the network that has the lowest 188 value of the maximum external reliability. Important to mention that matrix A is modified when 189 a new point (or a new combination of points) is selected as the control.
190
The proposed method is summarised as a flowchart in Figure 1 . 192 In order to demonstrate the design method in practice, in this section we apply it to a simulated 193 closed levelling network. The network is displayed in Figure 2 . The goal is to illustrate the design 194 method; further considerations about levelling networks are outside the scope of this study. The results 195 of this paper are presented for γ = 0.8 and α = 0.001, which gives λ q=1 = 17.075. 2. lines with diversified lengths, and therefore levelling lines with different variances, whose values 209 are given in Table 1 .
Results and Discussion
210 In the first scenario (a), we consider the closed levelling network in Figure 2 with availability of 211 one control station, and 6 points with unknown heights, totalling six minimally constrained points and 212 7 possible cases of control point configuration. In that case, there are n = 12 observations and u = 6 213 unknowns, which lead to n − u = 6 degrees of freedom.
214
Moreover, the design matrix A has dimension 12 × 6 and the covariance matrix of observations 215 Q e has dimension 12 × 12. The stations C, D, E, F and G are involved in 4 height differences, so there 216 are three redundant observations for the determination of these heights. On the other hand, there is 217 one redundant observation for the determination of heights of the stations A and B.
218
The MDBs computed for each observation of the network and for each case of variances 219 configuration are displayed in Figure 3 . Important to mention that MDBs were invariant with regard 220 to the position of a single control point in the network. It can be noted that the observations ∆h 7 and 221 ∆h 12 are more resistant to outlier than others, because theirs MDBs were the smallest on the network.
222 Table 2 shows the maximum external reliability of the network. It can be noted that the smallest 223 value of the maximum influence of an MDB on the heights occurred when the station G was taken as 224 control point, i.e. when the control point was set to the centre of the network (3.28 mm, marked in 225 bold). The ± sign in Table 2 means that the maximum influence of an outlier on the network occurs in not observed and, therefore, the design matrix A has dimension 11 × 5 and the covariance matrix 236 of observations Q e has dimension 11 × 11. Figure 5 shows an example when the control points are 237 adjacent.
238 Figure 5 . Example of the network configuration for adjacent control points A and C. Figure 6 shows the maximum external reliability for the over-constrained network. The maximum 248 external reliability of the network for combinations of control points AB, AG, BG, CD, CF, DE and EF 249 had positive and negative signals. This is represented by the ± sign on the Figure 6 . It means that the 250 maximum influence of an outlier on the network occurs in two directions. It can be noted that both 
Conclusions

