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ANOTACE 
Předložená práce se zabývá problematikou generování datových jednotek na jednotlivých 
úrovních síťového modelu TCP/IP v prostředí OPNET Modeler. Součástí práce je stručný 
úvod do simulačního prostředí OPNET Modeler, kde jsou ozřejmeny důležité součásti tohoto 
komplexního simulačního softwaru. Obsah práce je strukturován dle jednotlivých vrstev 
modelu TCP/IP, přičemž je vždy popsána funkce procesního modelu a užívaná datová 
jednotka na odpovídající úrovni modelu TCP/IP v prostředí OPNET Modeler. V další části 
kapitoly jsou pak vždy podrobně zdokumentovány jednotlivé části komunikačních modelů, 
které byly vytvořeny v simulačním prostředí OPNET Modeler na vybraných vrstvách 
síťového modelu TCP/IP. Příslušné scénáře jsou popsány tak, aby je bylo možné opětovně 
sestavit případnými zájemci. 
 




This dissertation deals with the generating of data units at different levels of TCP/IP 
network model in OPNET Modeler environment. A part of the dissertation is a brief 
introduction to the simulation environment OPNET Modeler where important components of 
this comprehensive simulation software are elucidated. The structure of my dissertation 
reflects individual layers of the model TCP/IP, whereas the function of the process model 
OPNET Modeler and the data unit used at corresponding levels of TCP/IP is always 
described. Particular parts of communication models that were created in the simulation 
environment OPNET Modeler at selected layers of the network model TCP/IP are closely 
documented in each chapter. Relevant scenarios are described in such a way that they can be 
later re-arranged by eventual customers. 
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V samotném počátku budování počítačových sítí byly jednotlivé sítě závislé na 
konkrétním výrobci a tedy navzájem nekompatibilní. Proto se objevila snaha o vytvoření 
standardu, který bude zcela nezávislý na výrobci a přitom zajistí bezchybnou komunikaci. 
Proto byl organizací ISO (International Organization of Standardization) vytvořen referenční 
komunikační model, který je rozdělen do sedmi vrstev. Úkolem každé vrstvy je poskytovat 
služby sousední vyšší vrstvě. Žádná z vrstev nekomunikuje s jinou než sousední vyšší nebo 
nižší vrstvou. Data kolující mezi vrstvami jsou rozdělena na datové jednotky a v každé vrstvě 
jsou k těmto jednotkám přidávány další doplňující informace (adresa, formát). Tyto informace 
jsou nezbytné pro úspěšný přenos datových jednotek sítí. Při návrhu modelu ISO/OSI byl 
kladen důraz především na zajištění spojového a spolehlivého charakteru služeb. Později se 
však ukázalo, že z pohledu zajištění spolehlivosti není toto řešení zcela vyhovující. Především 
proto, že vyšší vrstvy nemohou považovat komunikační síť za dostatečně spolehlivou a 
spolehlivost se snaží zajistit vlastními prostředky. Z toho důvodu se pak zajištěním 
spolehlivosti zabývá prakticky každá vrstva referenčního modelu ISO/OSI. 
V současné době je bezpochyby největším „rivalem“ referenčního modelu ISO/OSI 
soustava protokolů TCP/IP (Transmission Control Protocol/Internet Protocol) [1]. Filozofie 
protokolů TCP/IP je poněkud odlišná od referenčního modelu ISO/OSI a vychází 
z předpokladu, že zajištění spolehlivosti mají na starosti koncoví účastníci spojení a proto by 
spolehlivost přenosu měla být řešena až na úrovni transportní vrstvy. Komunikační síť nemusí 
být tedy zcela spolehlivá, což znamená, že může docházet ke ztrátám přenášených datových 
jednotek, ale měla by vyvinout maximální úsilí (best effort) pro úspěšný přenos datové 
jednotky [2]. 
Předložená práce se zabývá možnostmi komunikace a generování datových jednotek na 
různých úrovních soustavy protokolů TCP/IP v simulačním prostředí OPNET Modeler (dále 
OM). Tento mocný nástroj byl vyvinut společností OPNET Technologies Inc. a umožňuje 
komplexní a efektivní návrh počítačových sítí s analýzou vlastností a chování dané sítě. 
V prostředí OPNET Modeler budou tedy ověřeny funkce a činnosti jednotlivých vrstev 
protokolu TCP/IP.  
V následujícím textu je první kapitola věnována popisu důležitých součástí simulačního 
prostředí OM, které jsou nezbytné k pochopení vytvořených a popisovaných komunikačních 
modelů. V dalších kapitolách je vždy podrobně popsána činnost a funkce jednotlivých vrstev 
zmíněného modelu TCP/IP, který je užíván v prostředí OM a struktura datových jednotek, 
užívaných na jednotlivých úrovních TCP/IP v prostředí OM. Na základě získaných znalostí a 
poznatků byly v prostředí OM, na vybraných vrstvách modelu TCP/IP, vytvořeny simulační 












1 OPNET Modeler 
Podrobný teoretický rozbor k simulačnímu prostředí OM s vysvětlením jednotlivých 
částí a komponent tohoto programu (stavů, bloků, procesních modelů apod.) je možné najít 
v literatuře [3] nebo pracích [4], [5] a [6]. Proto budou v následujícím textu uvedeny pouze 
poznatky a popsány ty části prostředí OM, které jsou nezbytné k pochopení jednotlivých 
postupů při řešení této diplomové práce. 
Protože OM používá velké množství odlišných uzlových modelů u jednotlivých objektů 
typu klient a server, v dalším textu budou popisovány jednotlivé úrovně uzlového modelu 
klientské stanice ethernet_wkst. Zmíněný uzlový model klientské stanice je  v prostředí OM 
založen na částečně modifikovaném síťovém modelu TCP/IP. Rozdělení tohoto uzlového 
modelu do jednotlivých vrstev je znázorněno na Obr. 1.1. Z tohoto obrázku je zřejmé, že je 
zde navíc vrstva TPAL (Transport Protocol Adaptation Layer). Tato vrstva je spolu 




Obr. 1.1 Uzlový model klientské stanice ethernet_wkst 
  
 
1.1 Registr procesů 
Registr procesů může být efektivně využíván ve spolupráci se stávajícími komunikačními 
mechanizmy pro různé požadavky modelování. Umožňuje procesům záznam, přístup a sdílení 
informací v tomto registru procesů. Obvykle je tento typ komunikace používán ke sdílení 
informací, které potřebují jiné uzly, např. směrovací tabulky. To znamená, že každý proces 
může sám sebe zaregistrovat do registru procesů a stejně tak může jakýkoli proces získat 
dostupné informace z řady již registrovaných procesů. Procesy se do registru procesů 
registrují s požadovanými atributy pouze jednou během simulace (typicky po vytvoření), 
ačkoli další atributy mohou být přidány kdykoliv je zapotřebí. Na jeden simulační model 
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připadá pouze jeden registr procesů [7]. Postup zápisu do registru procesů a opětovné získání 




1.1.1 Zápis do registru procesů 
Zápis informací do registru procesů má na starosti funkce oms_pr_process_register(). 
Tato funkce má čtyři parametry. Význam jednotlivých parametrů je uveden v Tab. 1.1. Pokud 
je například při práci v prostředí OM nutné zapsat do registru procesů OBJID (Object 
Identifier) nějakého uzlu, je třeba vytvořit zmíněnou funkcí záznam v registru procesů (tzn. 
registrovat proces do registru procesů). Zápis funkce oms_pr_process_register() může 
vypadat následovně. 
 
zaznam_v_registru = (OmsT_Pr_Handle) oms_pr_process_register  
  (own_node_objid, my_id, own_prohandle, proc_model_name);   
 
Tato funkce vrací proměnnou datového typu OmsT_Pr_Handle, která představuje vytvořený 
záznam v registru procesů. Tento je uložen do proměnné zaznam_v_registru. 
 
Tab. 1.1 Parametry funkce oms_pr_process_register() 
 
Název Popis 
own_node_objid ID rodiče 
my_id Vlastní ID 
own_prohandle Aktuálně vykonávaný proces 
proc_model_name Jméno procesního modelu 
 
Po registraci procesu mohou být do tohoto registru zapsány potřebné informace. K nastavení 
hodnot slouží funkce oms_pr_attr_set(). Prvním parametrem této funkce je proměnná, která 
odkazuje na registrovaný proces, tzn. proměnná zaznam_v_registru. Dále následuje vždy 
trojice parametrů, které reprezentují nastavovaný atribut. Tedy jméno, typ a hodnotu atributu. 
Posledním parametrem je konstanta OPC_NIL, která ukončuje nastavení atributů. Příklad 
zápisu této funkce je následující: 
 
oms_pr_attr_set (zaznam_v_registru,  
    "jmeno_atributu_1",  OMSC_PR_OBJID, hodnota, 
     "jmeno_atributu_2",  OMSC_PR_OBJID, hodnota, 
           ... 
    OPC_NIL);  
 
Protože potřebujeme nastavit hodnotu OBJID, atribut je typu OMSC_PR_OBJID. Přehled 
jednotlivých atributů, které lze nastavovat, je uveden v dokumentaci k prostředí OM [7]. 
  
 
1.1.2 Získání informací z registru procesů 
Pokud je třeba informace z registru procesů získat, je nutné nejprve pomocí funkce 
op_prg_list_create() vytvořit seznam. Tyto seznamy slouží k ukládání textových informací a 
právě do tohoto seznamu budou uloženy vyčtené atributy z registru procesů. Požadované 




/* Vytvoreni seznamu */ 
seznam = op_prg_list_create() 
 
/* Vyhledani procesu v registru procesu */ 
oms_pr_process_discover (OPC_OBJID_INVALID, seznam, 
    "jmeno_atributu_1", OMSC_PR_OBJID,  hodnota,   
        "jmeno_atributu_2", OMSC_PR_OBJID,  hodnota, 
            OPC_NIL); 
 
První parametr funkce oms_pr_process_discover() nastavuje, v jaké oblasti májí být atributy 
vyhledávány. Pokud je například zadáno vlastní OBJID, jsou do vyhledávání uvažovány 
pouze sousední uzly. Pro globální vyhledávání, do kterého jsou zahrnuty všechny uzly, je 
třeba tento parametr nastavit na hodnotu OPC_OBJID_INVALID (viz příklad výše).  
Druhým parametrem je ukazatel na vytvořený seznam, do kterého budou uloženy 
výsledky hledání v registru procesů. Poté opět následuje vždy trojice parametrů pro daný 
atribut (jméno, typ a hodnota) a potřebné zakončení OPC_NIL.  
Nyní, abychom měli přístup k uloženým informacím v seznamu, funkcí 
op_prg_list_acces() získáme ukazatel na vytvořený záznam. 
 
zaznam = (OmsT_Pr_Handle) op_prg_list_access (seznam, OPC_LISTPOS_HEAD); 
 
Prvním parametrem této funkce je ukazatel na seznam, jehož záznam potřebujeme zpřístupnit 
a druhým pozice záznamu. Hodnota OPC_LISTPOS_HEAD odkazuje na začátek seznamu 
(OPC_LISTPOS_TAIL na konec). V této fázi již můžeme dané atributy získat funkcí 
oms_pr_attr_get(). 
 
oms_pr_attr_get (zaznam, "jmeno_atributu1", OMSC_PR_OBJID, &atribut); 
 
Prvním parametrem je ukazatel na vytvořený záznam. Dalšími parametry jsou jméno atributu, 
typ atributu a proměnná, do které bude hodnota vyčteného atributu uložena. 
 
 





Získávání informací z registru procesů a také jejich zápis do daného registru je hojně 
využíváno na úrovni vrstvy síťového rozhraní (kapitola 2) a síťové vrstvy (kapitola 3). 
    
1.2 Datová struktura ICI (Interface Control Information) 
Interface Control Information (dále jen ICI) je datová struktura, která je v prostředí 
OPNET Modeler využívána k přenosu řídicích informací mezi procesy, přičemž využívá 
některého z typů přerušení. ICI se skládá z jednotlivých datových částí, které nazýváme 
atributy [8]. Každý atribut sestává ze čtyř částí (viz kapitola 3.5.2): jména, datového typu, 
výchozí hodnoty a popisu atributu. Atributy mohou být typu integer, double nebo structure 
[7]. Procesem vytvoření vlastního formátu ICI, jeho nastavením a instalací se zabývá 
následující kapitola a také kapitola 3.5.3. 
   
 
1.2.1 Práce s ICI 
Jednotlivé funkce spojené s nastavováním a samotnou prací s ICI jsou popsány 
v dokumentaci k simulačnímu prostředí OM [7]. Obecný postup nastavení ICI, při vytváření 
simulačního scénáře, je zobrazen na Obr. 1.3. 
 
 
Obr. 1.3 Postupnost práce s ICI 
 
 
Prvním krokem při praci se strukturou ICI je její vytvoření. ICI je vytvářeno funkcí 
op_ici_create(), kde je argumentem funkce jméno použitého formátu ICI. V prostředí OM je 
na jednotlivých úrovních uzlového modelu TCP/IP užívána celá řada formátů ICI (viz 
následující kapitoly). V kapitole 3.5.2 je podrobně popsán postup vytvoření vlastního formátu 
ICI. Nyní již mohou být nastaveny atributy v daném formátu ICI. Jednotlivé atributy se 
nastavují funkcí op_ici_attr_set(), kde prvním parametrem funkce je ukazatel na vytvořené 
ICI, druhým jméno nastavovaného atributu a třetím je nová hodnota přiřazená danému 
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atributu. Dalším krokem je nainstalování ICI pomocí funkce op_ici_install(), které je instalací 
automaticky asociováno s odchozím přerušením. Po samotné instalaci je vyvolán určitý typ 
události, například odeslání datové jednotky (viz Obr. 1.3) nebo naplánování vlastního 
přerušení. Nakonec je ICI odinstalováno funkcí op_ici_install(), kde namísto ukazatele na ICI 
je parametrem konstanta OPC_NIL. 
  
 
1.2.2 Získání informací z ICI 
Proces získání informací z ICI je poměrně jednoduchý a je zobrazen na Obr. 1.4. Pokud 
potřebujeme informace z ICI vyčíst, musíme nejprve získat ICI z přerušení funkcí 
op_intrpt_ici() a uložit do proměnné například ziskane_ici. Druhým krokem je vyčtení 
potřebné informace ze získaného ICI funkcí op_ici_attr_get(), která má tři parametry. Prvním 
parametrem je proměnná ziskane_ici, do které bylo uloženo ICI vyčtené z přerušení. Druhý 
parametr představuje jméno atributu, ze kterého chceme informaci vyčíst. Získaná honota je 
poté uložena do proměnné vyctena_hodnota, představující třetí parametr funkce. Nakonec je 
ICI zničeno funkcí op_ici_destroy(). 
 
 






















2 Vrstva síťového rozhraní 
Vrstva síťového rozhraní zajišťuje bezchybný přenos datových jednotek mezi dvěma 
přímo propojenými uzly. Základní jednotkou pro přenos dat na úrovni této vrstvy je rámec, 
který se skládá ze záhlaví, přenášených dat a zápatí. K adresaci jsou používány fyzické neboli 
MAC adresy. Zajišťuje správné vyslání, příjem a kontrolu přenášených rámců. V případě 
chyby je vyžádáno opakování přenosu rámce. Vrstva síťového rozhraní je závislá na použité 
technologii (Ethernet, Token Ring, ATM apod.), ale není závislá na použitém protokolu (IP, 
IPX apod.) [2]. Nejdůležitějšími částmi rámce je zdrojová a cílová adresa.    
V prostředí OM reprezentuje vrstvu síťového rozhraní uzel mac spolu s rozhraním 
hub_tx_0_0 (odchozí provoz) a hub_rx_0_0 (příjem). Jak již bylo zmíněno výše, při vytváření 
jednotlivých simulačních scénářů je použita klientská stanice typu ethernet_wkst. To 
znamená, že během komunikace si klientská stanice a server budou vyměňovat rámce 
Ethernet. Struktura rámce Ethernet, která je používána v prostředí OM, je popsána 
v následující kapitole. 
  
2.1 Ethernetový rámec 
Struktura rámce Ethernet je v simulačním prostředí OM definována v knihovně 








Nejdůležitějšími prvky struktury rámce Ethernet jsou zdrojová (dst_addr) a cílová (src_addr) 
adresa. Zdrojová adresa je fyzická adresa odesílatele a cílová adresa je fyzická adresa 
příjemce rámce. V prostředí OM jsou tyto adresy datového typu int.  
Pole type představuje typ protokolu, kterému náleží přenášená data. Jednotlivé hodnoty 
přiřazené k daným protokolům jsou definovány v dokumentu RFC 1700 [9]. Na Obr. 2.1 je 
zobrazen rámec, zachycený při komunikaci klientské stanice a serveru v prostředí OM. Zde 
má pole type hodnotu 2048. Tato hodnota představuje, dle RFC 1700, dekadické vyjádření 
pro protokol IPv4. Pole type2 obsahuje hodnotu reprezentující protokol Iv4 z toho důvodu, 
protože Ethernet rámec z Obr. 2.1 byl zachycen během komunikace aplikace s uzlem 
IP uzlového modelu ethernet_ip_station_adv (viz kapitola 3.3), proto je typ protokolu vyšší 
vrstvy IPv4. 
Dalším polem struktury rámce Ethernet v OM je pole fcs (Frame Check Sequence) 
sloužící pro kontrolu bezchybnosti rámce.  V poli last_sent_mac_id je uloženo OBJID uzlu 
mac, který rámec vytvořil. Posledním polem rámce Ethernet je submit_time, v němž je uložen 
čas odeslání rámce. Toto pole slouží k vypočítání doby zpoždění rámce. 
 
                                                 
1 C:/Program Files/OPNET/14.5.A/models/std/include/ethernet_support.h 




Obr. 2.1 Ethernet rámec (ethernet_v2) 
 
 
Protože se v dalším textu vyskytnou termíny Carrier Extension a Frame Bursting bude 
jejich význam vysvětlen již nyní. 
 
2.2 Metody prodlužování rámců 
Pokud na lince nastane kolize (např. vysílání rámců ve stejný okamžik), tak dle protokolu 
CSMA/CD (Carrier Sense Multiple Access with Collision Detection) se musí zpráva o kolizi 
rozšířit v čase, který odpovídá době přenosu nejkratšího rámce [10]. Toto pravidlo by 
znamenalo, že pokud by byla zvýšena přenosová rychlost, musel by se také zkrátit dosah, aby 
varovná zpráva dorazila ve stejnou dobu, tam kam má. 
Proto jsou používány 2 metody na „umělé“ prodloužení minimální délky rámce [10]. 
První metodou je Carrier Extension (viz Obr. 2.2).  
 
Obr. 2.2 Carrier Extension 
 
 
Tato metoda připojí k menším rámcům další data a doplní je tak na požadovanou 
velikost. Nadbytečná data jsou po přijetí odstraněna. Nevýhodou této metody je, že přenášíme 
další data navíc a plýtvá se přenosovou kapacitou. 
Druhou variantou je již zmíněná metoda Frame Bursting. Tato metoda řetězově skládá 
rámce menší velikosti do jednoho většího rámce (viz Obr. 2.3). Nevýhodou je, že velikost 




Obr. 2.3 Frame Bursting 
  
 
2.3 Procesní model 
Uzel mac je tvořen procesním modelem ethernet_mac_v2 (viz Obr. 2.4). Hlavním 
úkolem procesního modelu ethernet_mac_v2 je přijímat datové pakety z vyšších vrstev, 
zapouzdřit tato data do rámců a rámce odeslat na rozhraní hub_tx_0_0. Poskytuje efektivní a 
spravedlivé rozdělení přenosového pásma. V atributech modelu lze nastavit parametry uzlu 
mac, ke kterým patří například typ duplexního přenosu (poloviční, plný), možnost zapnutí 
nebo vypnutí metody Frame Bursting, nebo zapnutí promiskuitního režimu, kdy jsou 
přijímány všechny rámce.  
Výchozím stavem je stav INIT, zde po inicializaci stavových proměnných probíhá 
kontrola, zda je k uzlu MAC připojena nějaká linka. Pokud není, simulace přejde do stavu 
UNCONNECTED (nepřipojený). Naopak, pokud je k uzlu mac linka připojena, přejde proces 
do stavu START. Zde se kontroluje, bude-li komunikace probíhat v plně duplexním režimu 
nebo bude typu half-duplex. Pokud bude probíhat v plně duplexním režimu, přejde do stavu 
FDX. Stav FDX přijímá datové jednotky z vyšší síťové vrstvy a nižší fyzické vrstvy. 
V případě, že je uzel připojen na rozbočovač, bude komunikace probíhat v režimu half-
duplex, protože rozbočovač nepodporuje plně duplexní režim. 
Jestliže nebude komunikace probíhat v plně duplexním režimu, simulace přejde do stavu 
TX_WAIT. Stav TX_WAIT čeká na příchozí rámce. Pokud rámec dorazil a fronta není prázdná, 
proces přejde do stavu FRM_START. Zde je vyčten jeden rámec a následně odstraněn 
z fronty.  
Do stavu DEF_WAIT proces přejde v případě, že jiný rámec je přítomen na lince nebo se 
proces nachází v období mezi dvěma rámci. Tento stav tak reguluje přístup na linku. Pokud je 
totiž linka obsazena, proces je stále ve stavu DEF_WAIT a je zde tak dlouho, dokud není linka 
volná. Když je linka uvolněna, je vyvoláno přerušení pro přechod do následujícího stavu. Stav 
TX_START kontroluje, jestli je zapnuta volba frame bursting. Pokud tato volba není zapnuta, 
použije se metoda carrier extension.  
Dalším stavem je stav TXEV_WAIT. Tento stav předpokládá, že jestliže aktivita vysílače 
klesá bez jakékoli příčiny (například kolize), přenos byl úspěšně dokončen, médium je 
uvolněno a proces přejde do stavu FRM_END. Ve stavu FRM_END je rámec zničen. Tento 
stav také vyhodnocuje, zda je již fronta prázdná nebo obsahuje nějaké rámce. Pokud je fronta 
prázdná, je vypnuta metoda frame bursting a proces přejde opět do stavu TC_WAIT. Pokud 
fronta není prázdná, přejde proces do stavu FRM_START (metoda frame bursting je stále 
zapnuta). 
Ze stavu TXEV_WAIT může proces také přejít do stavu COLLISION, a to za 
předpokladu, že byla rozpoznána kolize na lince. V tom případě je vyslán varovný signál 
JAM a simulace přejde do stavu TX_ABORT, kde je přenos zastaven. Ve stavu BACKOFF je 
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vypočítána doba, po kterou proces musí čekat, než může pokračovat ve vysílání. Po uplynutí 
čekací doby mohou nastat dvě situace. A sice, že je linka obsazená nebo volná. Pokud je 
volná, proces přejde do stavu TX_START. Naopak, pokud je obsazená, proces přejde do stavu 




Obr. 2.4 Procesní model ethernet_mac_v2 
  
 
Ze stavu TXEV_WAIT může proces také přejít do stavu COLLISION, a to za 
předpokladu, že byla rozpoznána kolize na lince. V tom případě je vyslán varovný signál 
JAM a simulace přejde do stavu TX_ABORT, kde je přenos zastaven. Ve stavu BACKOFF je 
vypočítána doba, po kterou proces musí čekat, než může pokračovat ve vysílání. Po uplynutí 
čekací doby mohou nastat dvě situace. A sice, že je linka obsazená nebo volná. Pokud je 
volná, proces přejde do stavu TX_START. Naopak pokud je obsazená, proces přejde to stavu 
DEF_WAIT, kde čeká, než se linka uvolní. 
 
 
2.4 Komunikační model nad uzlem mac 
Pro možnosti generování datových jednotek nad uzlem MAC, který reprezentuje vrstvu 
síťového rozhraní, využijeme již existující procesní model ethernet_mac_interface z knihoven 
OM. Tento procesní model slouží jako rozhraní mezi uzlem mac a aplikací. V našem případě 
bude aplikace zastoupena jednoduchým generátorem paketů, který je také součástí knihoven 
procesních modelů v prostředí OM. Pro tento účel je třeba modifikovat uzlový model 
klientské stanice a serveru. 
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V následujících kapitolách budou tedy nejdříve popsány oba zmíněné procesní modely a 
jejich důležité funkce, poté bude následovat popis postupu při vytváření simulačního scénáře. 
   
 
2.4.1 Procesní model ethernet_mac_interface 
Procesní model ethernet_mac_interface se skládá ze čtyř nevynucených a dvou 
vynucených stavů. Výchozím stavem je stav init. 
 
Obr. 2.5 Procesní model ethernet_mac_interface 
 
 
Ve stavu init jsou nejprve inicializovány stavové proměnné a parametry modelu. 
 
/* Ziskani vlastniho ID */      
my_id = op_id_self(); 
    
/* Ziskani ID rodice */ 
own_node_objid = op_topo_parent (my_id); 
   
/* Gets the objid of its subnet */ 
subnet_objid  = op_topo_parent (own_node_objid); 
 
Funkcí op_id_self() v prvním řádku je získáno vlastní ID a uloženo do proměnné my_id. 
Dalším řádkem je získáno ID rodiče funkcí op_topo_parent() a uloženo do proměnné 
own_node_objid. Parametrem této funkce je vlastní ID. Stejným způsobem je získáno ID celé 
podsítě, kde parametrem funkce op_topo_parent() je ID rodiče. 
 
/* Aktualne vykonavany proces */ 
own_prohandle = op_pro_self (); 
 
/* Vycteni jmena procesního modelu */ 
op_ima_obj_attr_get (my_id, "process model", proc_model_name) 
   
/* Registrace procesu do registru procesu */ 
own_process_record_handle = (OmsT_Pr_Handle) oms_pr_process_register  
\(own_node_objid, my_id, own_prohandle, proc_model_name); 
 
V dalším kroku je proces zaregistrován do registru procesů. K tomuto účelu musí být nejprve 
získány některé atributy, které jsou použity jako parametry funkce potřebné k registraci 
procesu. První z těchto atributů získáme funkcí op_pro_self(), která vrací proměnnou na 
aktuálně vykonávaný proces. Dalším parametrem je jméno používaného procesního modelu, 
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získáno funkcí op_ima_attr_get() a uloženo do proměnné proc_model_name. Nyní jsou již 
všechny potřebné parametry k registraci procesů uloženy a může se přistoupit k samotné 
registraci procesu. Proces se do registru procesů registruje funkcí oms_pr_process_register(), 
kde jednotlivými parametry této funkce jsou proměnné popsané výše. Tato funkce vrací 
datový typ  OmsT_Pr_Handle, jenž představuje vytvořený záznam v procesu registrů. Tento 
záznam je uložen do proměnné own_process_record_handle.  
Nyní, když je proces zaregistrován, mohou být nastaveny potřebné hodnoty atributů. 
Nastavení hodnot atributů v registru procesů se provádí funkcí oms_pr_attr_set(). Důležitým 
parametrem této funkce je proměnná own_process_record_handle, která odkazuje na 
vytvořený záznam v registru procesů.  
 
/* Nastaveni atributu v registru procesu */ 
oms_pr_attr_set (own_process_record_handle,  
    "location",  OMSC_PR_STRING,  "mac_if", 
    "subnet",  OMSC_PR_OBJID,  subnet_objid,  
    OPC_NIL);  
 
Poté následuje vždy trojice parametrů, která představuje nastavení hodnoty jednoho atributu. 
Prvním parametrem je jméno atributu, který chceme nastavit. Následuje datový typ atributu a 
třetím parametrem je hodnota nastavovaného atributu. Přehled jednotlivých datových typů 
atributů můžeme nalézt v [7]. Nakonec musí být funkce ukončena konstantou OPC_NIL, 
která říká, že se už žádné další atributy nastavovat nebudou. 
Posledním krokem ve stavu init je vytvoření a nainstalování ICI, které je na úrovni vrstvy 
síťového rozhraní v OM typu, mac_request3. V následujícím stavu init2 je vyvoláno vlastní 
přerušení, aby se uzel mac stihla inicializovat. Dále proces přejde do stavu wait. Vstupní 
pozice tohoto stavu je totožná se vstupní pozicí stavu init2.  
Ve výstupní pozici stavu wait jsou nejprve vyčteny informace z registru procesů 
(analogicky s kapitolou 1.1.2) pro uzel mac. V dalším kroku je vyčten z atributů modelu 
rozsah povolených MAC adres4. K síťovým prvkům, spadajícím do tohoto rozsahu, budou 
směrovány příchozí pakety. Tento rozsah je určen horní (high dest address) a spodní (low dest 
address) hranicí. Hodnoty rozsahu MAC adres jsou v atributech modelu defaultně nastaveny 
na hodnoty Minimal Dest Address a Maximal Dest Address. Jestliže tedy uživatel nepřiřadí 
dané stanici rozsah MAC adres, na které mají být směrovány datové jednotky, bude nastavena 
cílová MAC adresa na hodnotu -1. Hodnotě -1 odpovídá broadcast5. Pokud tedy chceme, aby 
byly všechny pakety směrovány ke všem stanicím v síti, nastavíme cílovou adresu na hodnotu 
-1 (broadcast). Pokud uživatel zadá rozsah MAC adres, je zkontrolována jejich validita. Tzn. 
hodnota high dest address musí být vyšší než hodnota low dest address. 
Po stavu wait následuje stav idle, ve kterém je očekáváno přerušení typu stream interupt. 
Tento typ přerušení přichází buď z aplikace, nebo z uzlu MAC. Poté je vyčten paket 
z příslušného streamu. Podle směru příchozího přerušení přejde proces do jednoho 
z vynucených stavů. 
Následují vynucené stavy appl layer arrival a mac layer arrival. Stav mac layer arrival 
směruje pakety z uzlu mac k případné aplikaci vytvořené nad uzlem, který obsahuje procesní 
model ethernet_mac_interface. Stav appl layer arrival směruje příchozí pakety směrem 
k uzlu mac. Pokud není zadána cílová MAC adresa, pak je přiřazena náhodná adresa.  
Kromě tohoto procesního modelu jsou v knihovnách OM k dispozici také další procesní 
modely, které jsou určeny pro vytvoření rozhraní mezi aplikací a uzlem mac. Jsou to 
následující modely: 
 fddi_mac_interface, 
                                                 
3 C:\Program Files\OPNET\14.5.A\models\std\base\mac_request.ic.m 
4 V prostředí OM jsou mac adresy datového typu int 








2.4.2 Generátor paketů (simple_source) 
V tomto simulačním scénáři využijeme ke generování datových jednotek již existující 
procesní model z knihoven OM. Zmíněný procesní model s názvem simple_source je 
zobrazen na Obr. 2.6. Model generuje datové jednotky a předává je nižší vrstvě. V atributech 
tohoto procesního modelu je možnost nastavení velikosti paketů, formát paketu, interval mezi 
odesíláním jednotlivých paketů a začátek a konec vysílání.  
 
Obr. 2.6 Procesní model simple_source 
 
 
Sestává ze tří nevynucených stavů. Výchozím stavem je stav init. V tomto stavu jsou vyčteny 
výše zmíněné atributy, potřebné ke generování datových jednotek. Záskání těchto atributů řeší 
následující řádky zdrojového kódu.  
 
/* Ziskani vlastniho ID */ 
own_id = op_id_self (); 
 
/* Vycteni atributu z modelu */ 
op_ima_obj_attr_get (own_id, "Packet Interarrival Time", interarrival_str); 
op_ima_obj_attr_get (own_id, "Packet Size",              size_str); 
op_ima_obj_attr_get (own_id, "Packet Format",            format_str); 
op_ima_obj_attr_get (own_id, "Start Time",               &start_time); 
op_ima_obj_attr_get (own_id, "Stop Time",                &stop_time); 
 
Nejprve je získáno vlastní ID funkcí op_id_self() a uloženo do proměnné own_id. Samotné 
atributy jsou vyčteny z atributů modelu funkcí op_ima_obj_attr_get(). Tato funkce sestává ze 
tří parametrů. Prvním je vlastní ID, druhým jméno atributu a třetím parametrem je proměnná, 
do které bude uložen vyčtený atribut.   
Pro hodnoty atributů size_str (velikost datové jednotky) a interarrival_str (interval mezi 
odesíláním jednotlivých datových jednotek) je použita funkce hustoty pravděpodobnosti PDF 
(Probability Density Funcion) [14].  
 
/* Nacteni použitých PDF */ 
interarrival_dist_ptr = oms_dist_load_from_string (interarrival_str); 




Funkcí oms_dist_load_from_string() je vyčteno jméno použitého rozdělení hustoty 
pravděpodobnosti pro výpočet velikosti datové jednotky a časový interval mezi odesíláním 
datových jednotek. 
Dále je z atributů modelu vyčten formát datové jednotky, která se bude generovat. 
Standardně je hodnota formátu nastavena na NONE. V tabulce 2.1 je uveden přehled 
některých podporovaných formátů datových jednotek. 
  
 
Tab. 2.1 Podporované formáty datových jednotek 
Název Popis 
ethernet_v2 Ethernetový rámec 
ip_dgram_v4 IP datagram 
udp_dgram_v2 UDP datagram 
tcp_seg_v2 TCP segment 
  
 
Posledním důležitým krokem je nastavení začátku a konce odesílání datových jednotek, jež je 
s jistou obměnou použito i v rámci aplikace nad uzlem UDP v kapitole 4.3.9. 
 
if ((stop_time <= start_time) && (stop_time != SSC_INFINITE_TIME)) 
 { 
 /* Konec odesilani je drive nez zacatek odesilani datovych jednotek */ 
 start_time = SSC_INFINITE_TIME; 
 
 /* Varovna zprava */ 
 op_prg_odb_print_major ("Varovani genratoru paketu (simple_source):",  
        "I když generator nebyl vypnut (začatek je 
           definovan),", 
    "tak konec je nastaven na drivejsi hodnotu 
     nez zacatek odesilani.",  
    "Generator bude vypnut.", OPC_NIL); 
 } 
 
Podmínkou if je nejprve zkontrolováno nastavení, zda čas začátku odesílání není nastaven na 
pozdější dobu, než čas konce odesílání datových jednotek. Pokud je čas konce odesílání 
datových jenotek dříve než začátek, je nastavena hodnota počátku odesílání na nekonečno a 
vypsána varovná zpráva. 
Další podmínka if zkontroluje, zda není čas začátku odesílání datových jednotek nastaven 
na nekonečno. Pokud ano, je vyvoláno vlastní přerušení, a odesílání je ukončeno. Naopak, 
jestliže je nastavení začátku odesílání v pořádku, je vyvoláno opět vlastní přerušení a 
naplánován začátek odesílání. 
  
if (start_time == SSC_INFINITE_TIME) 
 { 




 op_intrpt_schedule_self (start_time, SSC_START); 
 
  
 if (stop_time != SSC_INFINITE_TIME) 
  { 
  op_intrpt_schedule_self (stop_time, SSC_STOP); 
  } 
  
 next_intarr_time = oms_dist_outcome (interarrival_dist_ptr); 
 
  
 if (next_intarr_time <0) 
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  { 
  next_intarr_time = 0.0; 
  } 
 } 
 
 Podmínkou if (stop_time != SSC_ININITE_TIME) je ověřeno, jestli byl nastaven konec 
odesílání datových jednotek. Nakonec je zkontrolován čas mezi odesíláním jednotlivých 
datových jednotek. Pokud je tato hodnota záporná, je nastavena na hodnotu 0. 
Při přechodu do stavu generate je vytvořena datová jednotka zadané velikosti a 
specifikovaného formátu a odeslána nižší vrstvě. Ve stavu generate je naplánováno odeslaní 
další datové jednotky a opět zkontrolováno, zda není zadaný časový interval nastaven na 
zápornou hodnotu.  
 
/* Interval mezi odesilanim */ 
next_intarr_time = oms_dist_outcome (interarrival_dist_ptr); 
 
/* Kontrola zda interval není zaporny*/ 
if (next_intarr_time <0) 
 { 
 next_intarr_time = 0; 
 } 
 
next_pk_evh = op_intrpt_schedule_self (op_sim_time () + next_intarr_time,  
      SSC_GENERATE); 
 
Po tomto nastavení je vyvoláno vlastní přerušení (funkcí op_intrpt_schelude_self()) 
s hodnotou přerušení SSC_GENERATE. Toto přerušení je vyvoláno v čase op_sim_time() + 
next_intarr_time, kde funkce op_sim_time() vrací aktuální čas simulace a v proměnné 
next_intarr_time je uložena hodnota intervalu mezi odesíláním jednotlivých datových 
jednotek. Přechodem simulace do stavu stop je zastaveno generování datových jednotek.  
 
  
2.4.3 Editor projektu 
Samotný simulační scénář sestává z čtveřice klientských stanic, přepínače a serveru (viz 
Obr. 2.7). Server generuje datové jednotky a zasílá je na vybrané klientské stanice, které 
spadají do zvoleného rozsahu MAC adres. 
 
 





V tomto simulačním scénáři do rozsahu MAC adres, nastavených na serveru, patří 
klientské stanice klient_1 a klient_2.  Stanice klient_3 a klient_4 jsou mimo zvolený rozsah 
MAC adres a nejsou na ně tedy směrovány žádné datové jednotky. 
Jak již bylo zmíněno v předchozím textu, v prostředí OM je cílová mac adresa datového 




Tab. 2.2 MAC adresy přiřazené jednotlivým prvkům scénáře 
Název prvku MAC adresa 
Rozsah MAC adres 
Horní hranice rozsahu Spodní hranice rozsahu 
server 11 2 1 
klient_1 2 default default 
klient_2 1 default default 
klient_3 3 default default 
klient_4 4 default default 
 
 
Nastavení MAC adres provedeme kliknutím pravým tlačítkem na klientskou stanici, 
z nabídky vybereme Edit Attributes a rozklikneme nabídku Ethernet. Zde do položky Address 
vepíšeme některou hodnotu MAC adresy z tabulky 2.2. Toto nastavení je pro klientskou 
stanici klient_1 zobrazeno na Obr. 2.8. 
 
 
Obr. 2.8 Nastavení klientské stanice klient_1 
 
V dalším kroku provedeme nastavení serveru, jenž spočívá v nastavení MAC adresy serveru a 
nastavení rozsahu MAC adres, na které budou generované datové jednotky směrovány. 
Nastavení MAC adresy serveru provedeme analogicky jako u nastavení klientských stanic. 
K tomuto nastavení přidáme ještě rozsah adres, na které budou pakety směrovány. Toto 





Obr. 2.9 Nastavení serveru 
 
 
2.4.4 Server – editor uzlu 
Protože stále využíváme uzlový model klientské stanice ethernet_wkst , musíme si tento 
model nejprve upravit. Smažeme tedy všechny uzly zmíněného uzlového modelu, které se 
nacházejí nad uzlem mac. Tyto vrstvy je nezbytné smazat, protože model již při simulaci uzly 
vyšších vrstev nevyužívá a jejich ponechání v uzlovém modelu by mělo za následek chybu při 
kompilaci celého scénáře. V dalším kroku přidáme další dva uzly pomocí tlačítka Create 
Processor a propojíme jednotlivými streamy, jako je tomu na Obr. 2.10 pomocí tlačítka 
Create Packet Stream.  
 
 
Obr. 2.10 Uzlový model serveru 
 
 
Nyní přiřadíme vytvořeným uzlům procesní modely. První uzel pojmenujeme server a 
přiřadíme mu procesní model ethernet_mac_interface tak, že klikneme pravým tlačítkem na 
uzel server, zvolíme Edit Attributes a v položce process model vybereme zmíněný procesní 
model.  
Stejný postup opakujeme u uzlu generator. Z nabídky procesních modelů vybereme 
model s názvem simple_source. Tento uzel bude generovat datové jednotky o zvolené 
velikosti a odesílat je do uzlu server, který je dále směruje sítí. Nakonec celý editor uzlu 
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uložíme6 do adresáře projektu vytvořeného modelu. Tento postup se opakuje u všech objektů 
typu klient a server. 
  
 
2.4.5 Klient – editor uzlu 
Uzlový model klientské stanice je shodný s uzlovým modelem serveru, s tím rozdílem, že 
klientské stanice budou datové jednotky pouze přijímat a nebude tedy obsahovat generátor 








Pro ověření skutečnosti, zda pakety přicházejí pouze na zvolené klientské stanice, si 
necháme zobrazit statistiky přijatých paketů [3]. Klikneme pravým tlačítkem na klientskou 
stanici a zvolíme Choose Individual DES Statistics. Zde rozlikneme položku Node 
Statistics Ethernet a zaškrtneme Traffic Received (bits/sec). Tento postup zopakujeme i u 
zbývajících klientských stanic.  
Po dokončení simulace si výsledné statistiky zobrazíme. Klikneme pravým tlačítkem 
myši na plochu v editoru projektu a zvolíme volbu View Results. Z výsledných grafů (viz. 
Obr. 2.12) lze vyčíst, že provoz je zaznamenán pouze na klientských stanicích s názvy 
klient_1 a klient_2. A to z toho důvodu, protože obě uvedené stanice spadají do zvoleného 
rozsahu adres, které jsme nastavili na serveru a na které budou směrovaný datové jednotky. U 
zbylých dvou stanic je tedy provoz nulový. 
 
                                                 


































3 Síťová vrstva 
Síťová vrstva má na starosti především směrování v síti, síťové adresování a předávání 
datagramů. V terminologii sítí TCP/IP je tato vrstva nazývána IP vrstva, protože 
nejznámějším protokolem pracujícím na síťové vrstve je protokol IP (Internet Protocol). [1]. 
Data jsou posílána po blocích, které se nazývají IP datagramy. Tato vrstva poskytuje 
datagramovou službu. Datagramy nemusí k cíli vůbec dorazit, mohou přijít v jiném pořadí 
nebo i několikrát. Jednotlivé datagramy jsou směrovány k cíli na základě IP adresy příjemce. 
Tato IP adresa společne s IP adresou odesílatele je obsažena v IP datagramu. 
V prostředí OM je síťová vrstva reprezentována uzly ip_encap, ip a arp. Procesní modely 
jednotlivých uzlů jsou popsány v následujících kapitolách. Pro vytvoření komunikačního 




Obr. 3.1 Síťová vrstva v prostředí OM 
 
 
3.1 Procesní model ip_encap_v4 
Uzel ip_encap tvoří rozhraní do transportní vrstvy a pracuje s procesním modelem 
ip_encap_v4. Tento procesní model má na starosti zapouzdřování přidáním záhlaví IP 
datagramů, které přicházejí z vyšších vrstev modelu TCP/IP a v opačném směru také 
odstranění IP hlavičky pro pakety příchozí z nižších vrstev. K uzlu ip_encap může být 
připojeno hned několik uzlů, které představují vyšší vrstvu, přičemž je využito informací 
z registru procesů k získání přehledu o tom, jaký protokol představuje uzel vyšší vrstvy. To 
znamená, že pokud potřebujeme přidat nad síťovou vrstvu další uzel, musíme tento uzel 
s daným procesním modelem nejdříve zaregistrovat do registru procesů. Díky této registrací 
uzel ip_encap zjistí, jaký protokol, představující procesní model, využívá uzel vyšší vrstvy.  
Procesní model ip_encap_v4 je tvořen pěti stavy (viz Obr. 3.2). Výchozím stavem je stav 
init. V tomto stavu proběhne registrace procesního modelu do registru procesů. Poté přejde 
proces do stavu STRM_DEMUX. 
Právě ve stavu STRM_DEMUX jsou vyhledány všechny uzly, které jsou přímo připojené 
k uzlu ip_encap. Uzly jsou vyhledávány pomocí záznamů v registrech procesů. To znamená, 
že všechny uzly představující nejbližší vyšší vrstvu musí být zaregistrovány v registru 
procesů. Ze stavu STRM_DEMUX může proces přejít do stavu encap nebo decap podle toho, 
zda datová jednotka přichází z vyššího nebo vyšší vrstvy. 
Pokud datová jednotka dorazí z transportní respektive vyšší vrstvy, proces přejde do 
stavu encap. Zde jsou spolu s datovou jednotkou získány z ICI hodnoty jednotlivých polí IP 
datagramu. Poté je vytvořen IP datagram, do něhož je zapouzdřena datová jednotka 
přícházející z vyšší vrstvy. Hodnoty polí IP datagramu vyčtené z ICI jsou přiřazeny 





Obr. 3.2 Procesní model ip_encap_v4 
  
 
Další možností je, že datová jednotka (IP datagram) dorazí z nižší vrstvy. Z příchozího 
datagramu je vyčtena jeho struktura a jsou získány informace potřebné ke směrování 
(zdrojová a cílová adresa, TOS). IP datagram je následně rozpouzdřen a odeslán vyšší vrstvě. 
Význam posledního stavu wait je zřejmý. Zde proces čeká na příchozí přerušení, tedy na 
příchozí datové jednotky z vyšší respektive nižší vrstvy. 
  
3.2 Procesní model ip_dispatch 
Uzel ip vychází z procesního modelu ip_dispatch (viz. Obr. 3.3), který plní základní 
funkce síťové vrstvy. Příchozí IP pakety jsou směrovány k cíli na základě IP adresy. Ke 
směrování lze využít dynamických směrovacích protokolů, jakými jsou například OSPF nebo 
RIP.  
Procesní model ip_dispatch vytváří a spolupracuje s velkou řadou podřízených procesů 
[11]. Směruje příchozí pakety z / do podřízených procesů a do vyšších vrstev. Ke směrování 







Pozn. Pro začlenění QoS používá (v rámci ip_dispatch) model ip_output_iface. Ve výchozím 
stavu init procesního modelu ip_dispatch proběhne inicializace modelu a stavových 
proměnných. Ve stavech wait je získán typ příchozího přerušení a podle daného typu přejde 
proces do následujícího stavu. Stav cmn_rte_tbl se používá k zahájení přerozdělování 
směrovacích informací mezi směrovací protokoly.  
Proces přejde do stavu inactive, pokud inicializace neproběhla správně. Stav init_too se 





Obr. 3.3 Procesní model ip_dispatch 
  
 
Ve stavu idle proces čeká na příchozí přerušení. Podle typu přerušení je vykonána jedna 
z mnoha funkcí síťové vrstvy. Mezi tyto funkce patří například směrování přijatých datových 
jednotek z podřízených procesů do jiných procesů popřípadě uzlů, distribuce směrovacích 
informací apod.   
   
3.3 Procesní model ip_arp_v4 
Uzel arp implementuje procesní model ip_arp_v4, který zajišťuje funkce protokolu ARP 
(Address Resolution Protocol) a má na starosti získání fyzické adresy daného prvku na 
základě jeho IP adresy. V tomto procesním modelu jsou také automaticky vytvářeny globální 
ARP tabulky. Procesní model ip_arp_v4 je zobrazen na Obr. 3.4. 
Výchozím stavem je stav init. Ve vstupní pozici tohoto stavu proběhne registrace uzlu 
arp do registru procesů a vytvoření ICI. Uvedený procesní model pracuje s formátem ICI 
ip_mac_req. Toto ICI je využíváno ke komunikaci s vrstvou síťového rozhraní. Výstupní 
pozice stavu init má na starosti vyčtení ARP parametrů z atributů modelu, pokud jsou jejich 
hodnoty zvoleny. Mezi tyto parametry patří maximální velikost tabulky (Cache size), doba 
čekání odesílatele na odpověď (Response Wait Time), maximální počet dotazů odesílatele 
(Request Retry Limit) apod.  
Následuje trojice stavů wait, které slouží k vyvolání vlastního přerušení pro dokončení 
procedur v rámci uzlu ip. V dalším stavu arp_table je ve vstupní pozici vyvoláno další vlastní 
přerušení, aby uzly nižších vrstev stihly zapsat svou adresu do registru procesů. Ve výstupní 
pozici stavu arp_table je implementována rozsáhlá funkce pro účely budování ARP tabulky.  







První z nich je vykonána pokud datová jednotka dorazila z vyšší vrstvy. Adresa je 
získána z globální tabulky nebo z ARP cache. 
    
arp_packet_from_mac_handle() 
Datová jednotka dorazila z vrstvy síťového rozhraní. Pokud se jedná o IP datagram, je 
předán vyšší vrstvě. Naopak pokud je příchozí datovou jednotkou ARP paket, jsou provedeny 
následující kroky: 
 Podle zdrojové adresy příchozího paketu je aktualizován záznam v ARP cache, 
pokud existuje, 
 Pokud je ARP paket určen pro tento uzel, je vytvořen nový záznam (pokud 
neexistuje) v ARP cache s IP adresou odesílatele, 
 Pokud je paket typu ARP Request (žádost), odpověď ARP Reply je vytvořena 
výměnou cílové a zdrojové adresy, nahrazením požadované hardwarové adresy a 
změnou operace ARP Request na ARP Reply. 
 
op_pro_invoke() 
Pokud je datová jednotky typu IPv6, je směrována do podřízeného procesu Ipv6_nd, 
který má na starosti funkci objevování sousedů (Neighbor Discovery) dle RFC 2461 a tvoří 
komplexnější mechanismus pro hledání fyzických adres, než je použit u IPv4 (ARP).  
 
op_pk_destroy() 
Pokud je přijata cizí datová jednotka z neznámých nebo nezaregistrovaných streamů, je 
tato datová jednotka zahozena. 
 
arp_timer_expiry_handle() 
Tato podmínka má na starosti mazání neplatných záznamu v ARP Cache, kterým 








3.4 IP datagram 
Na úrovni vrstvy síťového rozhraní je základní datovou jednotkou IP datagram. IP 
datagram užívaný v prostředí OM je definován v hlavičkovém souboru ip_dgram_sup.h. Mezi 
důležitá pole IP datagramu patří: 
 
 Source address, 








Source address a Destination address 
Význam polí Source address a Destination address je zřejmý již z jejich názvu. Jedná se 
o IP adresu rozhraní, které datagram odeslalo a IP adresu příjemce.  
 
Protocol 
Pole Protocol určuje, kterému protokolu vyšších vrstev se data při doručení mají předat. 
V tomto poli je uloženo číslo, které představuje daný protokol. Čísla jsou jednotlivým 
protokolům přiřazena dle RFC 1700 [9]. Například protokol TCP má hodnotu 6 a protokol 












Pole TOS (Type of Service) mělo v původním záměru určovat charakter přepravovaných 
dat, podle kterého se následně řídil výběr trasy. Tato varianta ale nebyla nikdy využita, proto 
bylo toto pole nahrazeno QoS (Quality of Service). 
 
TTL 
Toto pole určuje životnost datagramu v síti. Jak datagram prochází sítí, snižuje se jeho 
hodnota TTL (Time to Live). Pokud tato hodnota klesne na nulovou hodnotu, datagram je 
zahozen, protože vypršela jeho životnost. Pole TTL tak představuje ochranu před zacyklením. 
 
Ident 
Před odesláním datagramu je přidělen každému odeslanému datagramu unikátní 
identifikátor. Pokud byl totiž datagram při průchodu sítí fragmentován, při zpětném skládání 
datagramu tyto identifikátory určí, které fragmenty patří k sobě. 
 
Frag  
Pole Frag udává, zda-li byl IP datagram fragmentován nebo ne. 
 
Offset 
Udává, na jaké pozici v původním datagramu začíná tento fragment. 
 
Na Obr. 3.5 je zobrazena ukázka zachyceného IP datagramu v prostředí OM. Z výpisu 
jednotlivých polí IP datagramu můžeme mimo jiné vyčíst, že pole Protocol má hodnotu 17. 
Hodnotě 17 odpovídá protokol UDP a data budou tedy předány uzlu UDP v uzlovém modelu. 
Tento datagram byl totiž zachycen při komunikaci dvou aplikací, které obě pracují nad uzlem 
UDP. 
  
3.5 Komunikační model nad uzlem IP 
Podobně jako u komunikačního modelu nad uzlem mac byl využit již existující procesní 
model, tak i v tomto případě bude aplikován existující uzlový model s již vytvořeným 




 Obr. 3.6 Uzlový model ethernet_ip_station_adv  
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Tento model byl modifikován pro potřeby využití vlastní struktury ICI a přidaní 
vlastního pole do hlavičky IP datagramu. 
V následujících kapitolách bude popsán nejprve samostatný procesní model ip_traf_gen a 
poté jeho modifikace a práce s vlastní datovou strukturou ICI.     
 
 
3.5.1 Procesní model ip_traf_gen 
Procesní model ip_traf_gen umožňuje přijímat i odesílat IP datagramy. Pro generování 
odchozího provozu lze nastavit interval mezi odesláním jednotlivých datagramů, velikost 
datagramů a cílovou adresu. Z příchozí datové jednotky jsou vyčteny potřebné informace a 
následně je jednotka zničena. 
Procesní model ip_traf_gen je tvořen dvěma stavy. Tento procesní model je zobrazen na 
Obr. 3.7. Prvním stavem je vynucený stav init, kde jsou nejprve vyčteny stavové proměnné, 
které budou využívány v průběhu simulace (anologicky stav init kapitola 4.2.5). V dalším 
kroku je vytvořeno ICI, které slouží k přenosu řídících informaci.  
 
ip_encap_req_ici_ptr = op_ici_create ("ip_encap_req_v4"); 
 
Standardně tento procesní model používá formát ICI ip_encap_req_v4, ale v rámci vytváření 
simulačního scénáře si vytvoříme vlastní formát ICI (viz kap 3.5.2).   
 
Obr. 3.7 Procesní model ip_traf_gen 
 
 
Další část stavu init se věnuje registraci uzlu traf_gen do registru procesů (viz kapitola 
1.4.2). Protože uzel traf_gen (jeho procesní model) nepředstavuje standardní protokol, nemá 
v prostředí OM přiřazen žádný identifikátor. Proto je uzlu traf_gen identifikátor automaticky 
přiřazen a je zaregistrován do registru procesů. V prostředí OM jsou identifikátory přiřazené 
jednotlivým protokolům definovány v knihovně ip_higher_layer_proto_reg_sup.h7. Tento 
identifikátor, jak již bylo zmíněno v kapitole 3.4, je obsažen také v IP datagramu v poli 
Protocol. Přiřazení identifikátoru procesnímu modelu ip_traf_gen řeší následující řádky 
zdrojového kódu.  
 
higher_layer_proto_id = IpC_Protocol_Unspec; 
Ip_Higher_Layer_Protocol_Register ("ip_traf_gen", &higher_layer_proto_id); 
 
Nejprve je do proměnné higher_layer_proto_id uložen identifikátor, který bude přiřazen 
procesnímu modelu ip_traf_gen. Funkcí Ip_Higher_Layer_Protocol_Register() je 
zaregistrován procesní model ip_traf_gen, kde jsou parametry této funkce nejprve název 
procesního modelu a poté přidělený identifikátor. 
                                                 
7 C:\Program Files\OPNET\14.5A\models\std\include\ip_higher_layer_proto_reg_sup.h 
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Dále jsou získány potřebné atributy k registraci procesu do registru procesů. Nejprve je 
z atributů uzlu traf_gen získán aktuální název procesního modelu a následně funkcí 
op_pro_self() získána proměnná pro aktuálně vykonávaný proces. 
 
/* Ziskani nazvu procesního modelu */ 
op_ima_obj_attr_get (my_objid, "process model", proc_model_name); 
own_prohandle = op_pro_self (); 
 
/* Registrace procesu do registru procesu */ 
own_process_record_handle = (OmsT_Pr_Handle) oms_pr_process_register  
(my_node_objid, my_objid, own_prohandle, proc_model_name); 
 
oms_pr_attr_set (own_process_record_handle, 
      "protocol",  OMSC_PR_STRING, "ip_traf_gen", 
      "module objid", OMSC_PR_OBJID, my_objid, 
       OPC_NIL); 
 
Dalším řádkem kódu je pomocí funkce own_process_record_handle() proces zaregistrován 
do registru procesů. Následně jsou funkcí oms_pr_attr_set() nastaveny atributy protokolu do 
registru procesů. Díky tomuto nastavení zjistí uzel ip_encap, že je k němu přímo připojen 
další uzel představující vyšší vrstvu. 
V poslední části vstupní pozice stavu init jsou vyčteny informace z atributů modelu 
potřebné k nastavení simulace (začátek komunikace, časový interval mezi odesíláním 
jednotlivých paketů) a nastavení parametrů provozu (velikost datové jednotky, cílová adresa, 
typ služby). 
 
/* Ziskani atributu */ 
op_ima_obj_attr_get (my_objid, "Traffic Generation Parameters", 
 &trafgen_params_comp_objid); 
 
Funkcí op_ima_obj_attr_get() je získán atribut Traffic Generation Parameters, který je 
definován v atributech procesního modelu ip_traf_gen. Tento atribut je uložen do proměnné 
op_ima_obj_attr_get a obsahuje zanořené atributy (compound) uvedené výše. Zanořené 
atributy zobrazíme kliknutím v menu procesního modelu ip_traf_gen na InterfaceModel 
Attributes. Zde klikneme na tlačítko Edit Properties a zobrazí se zanořené atributy (Obr. 3.8). 
Získání hodnot zanořených atributů řeší následující řádky zdrojového kódu.  
 
/* Ziskani poctu atributu */ 
row_count = op_topo_child_count (trafgen_params_comp_objid, OPC_OBJTYPE_GENERIC); 
 
/* Pokud nejsou zanoreny zadne atributy, vystup z funkce */ 
 if (row_count == 0) 
  { 
  ip_traf_gen_flow_info_array = OPC_NIL; 
 
  FOUT; 
  } 
 
Nejprve je funkcí op_topo_child_count() získán počet zanořených atributů hlavního atributu 
Traffic Generation Parameters. Podmínkou if je ošetřena situace, kdy nejsou zanořeny žádné 





Obr. 3.8 Zanořené atributy modelu ip_traf_gen 
 
 
Dále je třeba alokovat paměť pro nastavené hodnoty jednotlivých atributů. V prostředí 
OM se k alokaci paměti používá funkce op_prg_mem_alloc(). 
 
/* Alokace paměti */ 
ip_traf_gen_flow_info_array = (IpT_Traf_Gen_Flow_Info*) op_prg_mem_alloc (sizeof  
        (IpT_Traf_Gen_Flow_Info) * row_count); 
 
Pro čtení hodnot jednotlivých atributů je použit cyklus for, kde proměnná i značí index 
daného atributu. Nejprve je získáno ID zanořeného atributu funkcí op_topo_child(), která má 
tři parametry. Prvním parametrem je ID rodiče, tedy atributu Traffic Generation Parameters. 
Druhým parametrem je typ zanořeného objektu. Typ zanořeného atributu dle dokumentace [7] 
představuje konstanta OPC_OBJTYPE_GENERIC. Posledním parametrem této funkce je 
index zanořeného atributu, tedy i.  
 
for (i = 0; i < row_count; i++) 
  { 
/* Ziskani ID atributu */ 
  ith_flow_attr_objid = op_topo_child (trafgen_params_comp_objid, 
 OPC_OBJTYPE_GENERIC, i); 
 
  /* Ziskani casu zahajeni komunikace */ 
  op_ima_obj_attr_get (ith_flow_attr_objid, "Start Time", &start_time); 
 
  /* Schedule an interrupt for the start time of this flow. */ 
  op_intrpt_schedule_self (start_time, i); 
 
  … 
  op_ima_obj_attr_get (ith_flow_attr_objid, "Type of Service", 
   &ip_traf_gen_flow_info_array[i].tos); 
  … 
  
} 
Dalším řádkem zdrojového kódu je nejprve získán čas zahájení komunikace z atributů 
modelu. V tomto čase je vyvoláno vlastní přerušení, aby se zanořené atributy stihly 
inicializovat. Nyní již mohou být jednotlivé atributy vyčteny pomocí funkce 
op_ima_obj_attr_get(). Ve výše uvedeném zdrojovém kódu je uveden příklad pro získání 
hodnoty atributu Type of Service. Proces získávání hodnoty libovolného zanořeného atributu 
je také popsán v práci [4].  
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Po vykonání stavu init přejde proces do stavu wait. Podle typu příchozího přerušení je 
vykonána jedna ze dvou podmínek definovaných v bloku FB8. Pokud je přerušení typu self 
interupt, bude vykonána podmínka, která má na starosti generování datových jednotek. 
Nejdříve je z přerušení získána hodnota přerušení představující indexy (čísla řádků v 
atributech) jednotlivých zanořených atributů a uložena do proměnné row_num.  
 
/* Ziskani hodnoty preruseni */ 
row_num = op_intrpt_code (); 
  
/* Preruseni pro naplanovani dalšího generovani */ 
op_intrpt_schedule_self  
(op_sim_time () +  oms_dist_outcome 
(ip_traf_gen_flow_info_array[row_num].packet_interarrival_time), row_num); 
 
Poté je vyvoláno vlastní přerušení pro naplánování dalšího generování datových jednotek. Čas 
vyvolání přerušení je dán součtem čas simulace + zvolený interval mezi generováním 
datových jednotek a hodnota kódu přerušení bude row_num. V dalším kroku je vytvořen 
paket o zadané velikosti9 a nastaveno a nainstalováno ICI. Toto nastavení mají na starosti 
následující řádky zdrojového kódu. 
 
/* Nastaveni ICI - cilova adresa */ 
op_ici_attr_set (ip_encap_req_ici_ptr, "dest_addr",  
     ip_traf_gen_flow_info_array[row_num].dest_address); 
 
/* Nastaveni ICI - typ sluzby */ 
op_ici_attr_set (ip_encap_req_ici_ptr, "Type of Service",  
     ip_traf_gen_flow_info_array[row_num].tos); 
 
/* Nainstalovani ICI */ 
op_ici_install (ip_encap_req_ici_ptr); 
 
Standardně musí být v ICI nastavena cílová IP adresa, na kterou má být datová jednotka 
směrována, a typ služby. Nakonec je datová jednotka odeslána na zvolenou cílovou adresu a 
je odinstalováno ICI. Postup nastavení a práce s ICI je anologický s postupem v kapitole 
1.2.1.  
 
/* Odeslani datove jednotky */ 
op_pk_send_forced (pkt_ptr, 0); 
  
/* Odinstalování ICI */ 
op_ici_install (OPC_NIL); 
    
Naopak pokud je příchozí přerušení typu stream interupt, bude vykonána podmínka, 
jejímž úkolem je vyčtení informací z ICI (zdrojová adresa) a jeho zničení.    
 
/* Ziskani ICI z preruseni */ 
ip_encap_ind_ici_ptr = op_intrpt_ici (); 
 
/* Ziskani zdrojove adresy z ICI */ 
op_ici_attr_get (ip_encap_ind_ici_ptr, "src_addr", &src_address); 
 
/* Zniceni ICI */ 
op_ici_destroy (ip_encap_ind_ici_ptr); 
 
Dále je vyčtena datová jednotka ze síťové vrstvy (stream s číslem 0) a nakonec je tato 
jednotka zničena.   
 
 
/* Vycteni datove jednotky */ 
packet_ptr = op_pk_get (0); 
                                                 
8 Function Block 








3.5.2 Vytvoření vlastního formátu ICI 
Pokud si chceme vytvořit vlastní formát rozhraní ICI, klikneme v menu editoru projektu 
na FileNew. Následně rozbalíme nabídku a vybereme položku ICI format. Zde si 
nadefinujeme jednotlivé atributy potřebné k simulaci na úrovni uzlu IP. Mezi tyto atributy 
patří10: 
 dest_addr – cílová IP adresa, 
 multicast_major_port multicastový port, 
 Type of Service – typ služby, 
 src_addr – zdrojová IP adresa, 
 TTL – životnost datagramu v síti, 
 version – verze používaných IP adres (standardně je využívána verze 4), 
 POLE – vlastní vytvořený atribut, 
 ECN – oznámení o zahlcení sítě bez zahazování paketů, 
 connection_class – třída připojení , 
 out_intf_index – číslo odchozího rozhraní, 
 vrf_index – VPN Routing / Forwarding. 
 
Do vytvořeného formátu ICI je přidán atribut POLE, kterým si ověříme funkčnost ICI a také 
tento atribut přidáme do hlavičky IP datagramu (viz kapitola 3.5.4). 
Na Obr. 3.9 je zobrazen vytvořený vlastní formát ICI. Tento formát si nazveme například 
moje_ici. Pod tímto názvem budeme vytvořený formát ICI volat. Posledním důležitým 
krokem je uložení vytvořeného formátu do adresáře, ve kterém máme uložen projekt.    
Pole působnosti (a funkčnosti) nově vytvořeného formátu ICI s nově definovaným 
prvkem IP datagramu (POLE) je na úrovni síťové a nižší vrstvy. Protože atribut POLE není 
vyšším vrstvám síťového modelu TCP/IP v OM znám, tak při kompilaci případných 
komunikačních modelů vytvořených na vyšších vrstvách než je síťová dojde k chybě. Pro 
správnou funkci vyšších vrstev musíme atribut POLE vytvořit také ve formátu ICI 
inet_encap_req. Tato skutečnost je důležitá zejména pro správnou funkčnost komunikačních 
modelů vytvořených v následujících kapitolách. 
                                                 




Obr. 3.9 Vlastní formát ICI 
 
 
3.5.3 Práce s novým ICI 
Jak již bylo řečeno v kapitole 1.2.1, ICI je vytvořeno příkazem op_ici_create(), kde 
parametrem funkce je název formátu ICI, který byl vytvořen v kapitole 3.5.2 (moje_ici). Dále 
jsou pomocí funkce op_ici_attr_set() nastaveny jednotlivé atributy ICI, jako je cílová adresa 
(dest_addr) a typ služby (Type of Service). Stejným způsobem nastavíme také hodnotu 
nového atributu ICI pole (viz 2. bod Obr. 3.10). Pokud chceme ovlivňovat další atributy, které 
jsou součástí námi vytvořeného formátu ICI (moje_ici), například atribut TTL (Time To Live), 
stačí toto ICI nastavit funkcí op_ici_attr_set() obdobně jako v druhém bodu nastavení, které 




Obr. 3.10 Nastavení ICI komunikačního modelu 
  
Dalším krokem je instalace samotného ICI funkcí op_ici_install(), kde parametrem je 
proměnná, ve které je uloženo vytvořené ICI. Poté proces přejde do některé z naplánovaných 
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událostí, jako například naplánované přerušení nebo odeslání datové jednotky. V případě 
procesního modelu ip_traf_gen je odeslána datová jednotka. Funkcí op_ici_install() je ICI 
odinstalováno tak, že jako parametr funkce je použita nulová hodnota OPC_NIL. 
 
 
3.5.4 Přidání vlastního pole do hlavičky IP datagramu 
Po vytvoření vlastního formátu ICI a správném nastavení tohoto ICI nám zbývá 
vytvoření vlastního pole v hlavičce IP datagramu. Nejprve si deklarujeme nové pole hlavičky 









Tato struktura je inicializována v souboru ip_dgram_sup.ex.c. Nejprve je vytvořen ukazatel 
(pk_fdstruct_ptr) na strukturu, do které jsme doplnili vlastní pole. Dalším řádkem 



















Poslední úpravou souboru ip_dgram_sup.ex.c je doplnění výpisu obsahu pole v debuggeru 
společně s ostatními poli hlavičky IP datagramu. Výpis obsahu proměnné pole řeší následující 
kód: 
 
sprintf(temp_str, "pole  int   %-12d    (0)", pk_fd_ptr->pole); 
 PKPRINT_STRING_INSERT (alloc_str, temp_str, output_list) 
 
Prvním řádkem vypíšeme hodnotu proměnné pole. V tomto formátu se bude hodnota 
proměnné pole zobrazovat v debuggeru při zachycení IP datagramu. Makrem 
PKPRINT_STRING_INSERT je alokována paměť pro řetězec temp_strc a následné vložení 
řetězce do seznamu mezi ostatní pole IP datagramu. Tyto seznamy slouží k ukládání 
textových informací, typicky směrovacích tabulek. Do seznamu se zapisuje pomocí funkce 
op_prg_list_insert(), která má tři parametry. Prvním parametrem je název seznamu, do 
kterého má být daný element vložen, druhým parametrem je název vkládaného elementu a 
třetím parametrem je pozice v seznamu, na kterou chceme daný element vložit. 
Posledním krokem je úprava uzlu ip_encap, který tvoří rozhraní mezi vyšší vrstvou a 
vrstvou IP a zapouzdřuje datové jednotky příchozí z vyšší vrstvy do IP datagramu. Úprava 
spočívá v editaci vstupní pozice stavu ENCAP. Nejprve si opět definujeme proměnné pole na 






Následovně si vyčteme hodnotu POLE z ICI a uložíme do dříve deklarované proměnné pole. 
       
 
if (op_ici_attr_get (ul_iciptr, "POLE", &pole) == OPC_COMPCODE_FAILURE) 
 { 
 ip_encap_error ("Nelze ziskat hodnotu POLE z ICI."); 
 } 
 
Nakonec získanou hodnotu proměnné pole z ICI přiřadíme struktuře IP datagramu. 
 
ip_dgram_fd_ptr->pole = pole; 
 
Nyní již zbývá pouze doplnit vytvořené atributy (POLE, TTL) také do atributů procesního 
modelu ip_traf_gen. Atributy tohoto procesního modelu, včetně nově definovaných, jsou 
zobrazeny na Obr. 3.11. 
 
 
Obr. 3.11 Nastavení atributů procesního modelu ip_traf_gen 
 
Protože byly přidány nové atributy modelu, musíme doplnit také jejich inicializaci na začátku 
simulace ve stavu init procesního modelu ip_traf_gen. Tuto počáteční inicializaci řeší 
následující kód: 
 
// Ziskani hodnoty atributu TTL 
op_ima_obj_attr_get (ith_flow_attr_objid, "TTL", 
 &ip_traf_gen_flow_info_array[i].ttl); 
   
   
// Ziskani hodnoty atributu POLE 
op_ima_obj_attr_get (ith_flow_attr_objid, "POLE", 
   &ip_traf_gen_flow_info_array[i].pole); 
 
Nakonec celý uzlový model ethernet_ip_station_adv a procesní model ip_traf_gen uložíme, 
ale opět volbou „Save as“, abychom si nepřepsali původní procesní a uzlový model.   
      
 
3.5.5 Vytvoření simulačního scénáře 
Celý scénář, který představuje simulaci aplikace nad uzlem IP, je tvořen dvěma objekty. 
Serverem a klientskou stanicí. Tento scénář je zobrazen na Obr. 3.12. Obdobně, jako 





Obr. 3.12 Vytvořený scénář 
 
 
Nyní zbývá klientské stanici a serveru přiřadit IP adresu a nastavit parametry provozu. 
Klikneme pravým tlačítkem na jeden z objektů a z nabídky vybereme Edit Attributes. 
Rozbalíme položku IP Ip Host Parameters Interface Information a do pole Address 
doplníme IP adresu (např. 192.0.25.1) a do pole Subnet Mask síťovou masku (255.255.255.0).  
Abychom si mohli definovat hodnoty jednotlivých atributů popsaných v kapitole 2.4.5, 
musíme nejprve rozbalit nabídku Traffic Generation Parameters. Zde přidáme jeden řádek 
tabulky, tzn. hodnotu Number of Rows změníme na hodnotu 1. Po tomto kroku se objeví 
jednotlivé atributy modelu. Na Obr. 3.13 je zobrazen příklad nastavení těchto atributů. 
 
 
Obr. 3.13 Nastavení atributů modelu 
 
 
Nyní můžeme spustit samotnou simulaci a odchytit IP datagram. Zachycený IP datagram je 
zobrazen na Obr. 3.14 a jednotlivá pole hlavičky IP datagramu odpovídají nastavení atributů, 
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které je součástí Obr. 3.13. Z uvedeného obrázku je patrné, že hlavička IP datagramu 
obsahuje také novou položku a sice pole, které jsme si definovali dříve.  
 
 






























4 Transportní vrstva 
Hlavním úkolem transporní vrstvy je zajištění přenosu mezi dvěma koncovými účastníky, 
které v tomto případě představují samotné aplikace. Podle požadavků těchto aplikací může 
trasportní vrstva měnit nespojový charakter přenosu na spojový, regulovat tok dat a podobně 
[2]. 
Transportní vrstva uzlového modelu klientské stanice ethernet_wkst v prostředí OM je 
tvořena uzly TCP, UDP a TPAL (viz Obr. 1.1). Transportní vrstva uvedené stanice ale není 
omezena na použití pouze jednoho z transportních protokolů. Vrstva TPAL totiž umožňuje 
aplikaci komunikovat pomocí obou transportních protokolů. Z tohoto důvodu je následující 
kapitola rozdělena na dvě části. První část je věnována transportním protokolům TCP a UDP. 
Druhá část popisuje vrstvu TPAL. 
  
4.1 Protokol TCP 
Protokol TCP (Transmission Control Protocol) je spolehlivý spojově orientovaný 
protokol. Před samotným odesíláním dat je nejprve navázáno spojení mezi komunikujícími 
stranami a po skončení přenosu musí být toto spojení ukončeno. Příjemce zasílá potvrzení 
odesílateli pro datové jednotky, které byly úspěšně přijaty. Pokud nedorazí potvrzení 
k odesílateli do určité doby, datová jednotka je vyslána znovu. 
Problematice procesního modelu uzlu TCP se dostatečně věnuje práce [5]. Proto budou 
v následující kapitole uvedeny pouze základní poznatky k tomuto uzlu a jeho procesním 
modelům, které povedou k jeho lepšímu pochopení.  
V simulačním prostředí OM používá standardní model TCP k obsluze komunikace dva 






Procesní model tcp_manager_v3 je hlavním procesem uzlu TCP (viz Obr 4.1). Přijímá 
všechny příkazy z aplikační a nižších vrstev a směruje je do podřízeného procesu, pro nějž byl 
příkaz určen. Uvedený procesní model pracuje po celou dobu simulace. Při vytváření spojení 
je také vytvořena struktura s názvem TCB (Transmission Control Block). Tato struktura je 
popsána v práci [2] nebo přímo v knihovně tcp_v3.h. Ve struktuře TCB jsou obsaženy 
informace popisující typ spojení (aktivní, pasivní), čísla portů a IP adres apod. Podřízený 
proces tcp_conn_v3 ovládá tuto strukturu TCB a směruje pakety k adekvátnímu procesu.  
Procesní model tcp_manager_v3 se skládá z několika stavů. Výchozím stavem je stav 
init. V tomto stavu probíhá inicializace stavových proměnných, modelu a další různá 
nastavení. Po této počáteční inicializaci přejde proces do stavu active. Z tohoto stavu simulace 
opět přejde podle hodnoty a typu příchozího přerušení do některého z vynucených stavů. Po 
vykonání některého z vynucených stavů proces přejde zpět do stavu active.  
Mezi stavy, které přijímají příkazy z aplikační vrstvy, patří OPEN, SEND, RECEIVE, 








Pokud aplikace zašle žádost o navázání spojení, je použit jeden z příkazu OPEN. Existují 
totiž dva typy příkazů OPEN: 
 OPEN_ACTIVE – tento příkaz je zaslán segmentem s žádostí o spojení cílové stanici, 
se kterou má být navázáno spojení. Cíl doručení segmentu je identifikován pomocí 
soketu, který má obvyklý formát, tedy: IP adresa (zdrojová / cílová) a číslo portu 
(zdrojový / cílový). 
 OPEN_PASSIVE – v tomto stavu stanice čeká na příchozí žádosti o navázání spojení. 
Čeká tedy na přijetí (SYN) segmentu.  
 
SEND 
Pokud chce aplikace odeslat datový paket na druhý konec navázaného spojení, zašle do 
uzlu TCP příkaz SEND. 
 
RECEIVE 
Aplikace použije příkaz RECEIVE, pokud chce přijmout data. Aplikace pošle do uzlu 
TCP vzdálené přerušení, kdy hodnota kódu přerušení je TCPC_COMMAND_RECEIVE. 
 
CLOSE 
Pokud aplikace skončí s odesíláním dat a je připravena ukončit spojení, pošle do uzlu 
TCP vzdálené přerušení s hodnotou kódu přerušení TCPC_COMMAND_CLOSE. 
 
ABORT 
Pokud není spojení ukončeno běžným způsobem, tzn. přes stav close, aplikace pošle do 






Stav SEG_RCV slouží k přijímání segmentů příchozích ze síťové vrstvy. 
  
STATUS 
Tento stav je aplikací využíván, pokud aplikace potřebuje pomocí ICI zjistit, v jaké fázi 
se dané spojení nachází.  
 
tcp_conn_v3 
Proces tcp_conn_v3 je proces podřízený procesu tcp_manager_v3 a je vyvolán 
rodičovským procesem tcp_manager_v3 vždy, když je vytvořeno nové spojení [12]. Tento 
procesní model byl navržen dle dokumentu RFC 1122 a je zobrazen na Obr. 4.2. 
 
 
Obr. 4.2 Procesní model tcp_conn_v3 
 
 
Pokud aplikace žádá o navázání spojení, je tento požadavek předán podřízenému procesu 
tcp_conn_v3. Podle typu požadovaného spojení jsou definovány dvě možné cesty průchodu 
procesním modelem, aktivní a pasivní. Tzn., že pokud se například klient chce připojit 
k serveru, využije aktivního otevření spojení, zatímco server využije pasivního spojení. 




4.2 Aplikace nad uzlem TCP 
Tato kapitola popisuje vytvoření simulačního modelu, který ke komunikaci využívá 
protokol TCP. Po spuštění simulace klientská stanice iniciuje navázání spojení se serverem. 
Po navázání spojení klient odešle data o zadané velikosti na server, který následně potvrdí 
doručení dat klientské stanici.  
Model je tvořen klientskou a serverovou částí. Do uzlových modelů obou prvků je třeba 
vložit nový uzel podobně jako u scénářů vytvořených v předchozích kapitolách a spojit jej 
streamy s uzlem tcp. Na Obr. 4.3 je zobrazen vytvořený uzlový model klientské stanice. 
Jednotlivé procesní modely s podrobným nastavením jsou popsány v následujících kapitolách.  
 
 
Obr. 4.3 Uzlový model klientské stanice 
 
 
4.2.1 Procesní model klienta 
Procesní model klientské stanice je tvořen čtyřmi nevynucenými stavy (Obr. 4.4). Stav 
init má na starosti inicializaci, vyčtení parametrů modelu potřebných k navázání spojení a 
registraci aplikace na vrstvě TCP. 
 
 




Stav open slouží k navázání spojení se serverem. Po navázání spojení simulace přejde do 
stavu data. Zde je podle typu příchozího přerušení vykonána podmínka PKT_SEND nebo 
PKT_RECEIVE. To znamená, že klientská stanice bude data odesílat nebo přijímat. Stav close 
slouží k uzavření spojení mezi klientem a serverem. 
Jednotlivé stavy vytvoříme pomocí ikony Create State a pojmenujeme je kliknutím 
pravým tlačítkem na daný stav a výběrem položky Set name. V dalším kroku pomocí ikony 
Create Transition vytvoříme přechody mezi těmito stavy. Tyto přechody pojmenujeme dle 
Obr. 4.3 kliknutím pravým tlačítkem na daný přechod a výběrem položky Edit Attributes. Zde 
vyplníme atribut condition.  
Pokud potřebujeme k danému přechodu přidat například podmínku, která se má 
provést ihned, když daný přechod nastane, použijeme u daného přechodu kromě atributu 
condition také položku executive. Do této položky vepíšeme název funkce, kterou si 
definujeme ve FB procesního modelu. Atribut executive je v tomto projektu využíván 
k vyvolání přerušení (viz kapitola 4.2.2). 
 
 
4.2.2 Header block 
V Header blocku si nejprve přilinkujeme použité knihovny. Knihovnu stdlib.h 
využijeme k výpisům zpráv a různých debbug informací. Další knihovnou je tcp_api_v3.h, 
ve které jsou definovány proměnné, makra a funkce, které jsou nezbytné při práci s TCP 







/* Definice streamu */ 
#define TCPSTRM_OUT 0 
#define  TCPSTRM_IN 2 
 
/* Hodnoty kodu preruseni */ 
#define TCP_OPEN  15 
#define TCP_CLOSE  16 
#define PK_SEND  17 
 
Dále si v Header blocku definujeme hodnoty streamů, které vedou od uzlu a k uzlu klientské 
aplikace. Tyto hodnoty si lze představit jako hodnoty portů, které zjistíme, klikneme-li 
pravým tlačítkem v uzlovém modelu na uzel klient a vybereme položku Show connectivity 
(Obr. 4.5).  
 
 





Nakonec si definujeme makra.  Makro CONN_OPEN definuje přechod ze stavu init do stavu 
open. Testuje, zda se jedná o typ přerušení vlastní (OPC_INTRPT_SELF) a zároveň zda 
hodnota kódu přerušení je 15 (TCP_OPEN).  
Následuje přechod ze stavu open do stavu data, přechod CONN_ESTAB. Toto makro 
nastaví vzdálené přerušení na typ TCPC_IND_NONE,ačkoli dle dokumentace by mělo být 
nastaveno na typ TCPC_IND_ESTAB. Toto nastavení je odůvodněno v práci [5].   
 
#define CONN_OPEN  (op_intrpt_type() == OPC_INTRPT_SELF && \ 
op_intrpt_code() == TCP_OPEN) 
 
#define CONN_ESTAB (op_intrpt_type() == OPC_INTRPT_REMOTE && \ 
op_intrpt_code() == TCPC_IND_NONE) 
 
#define PKT_SEND  (op_intrpt_type() == OPC_INTRPT_SELF && \ 
op_intrpt_code() == PK_SEND) 
 
#define PKT_RECEIVE (op_intrpt_type() == OPC_INTRPT_STRM && \ 
op_intrpt_code() == TCPSTRM_IN) 
 
#define CONN_RELEASE  (op_intrpt_type() == OPC_INTRPT_SELF && \ 
op_intrpt_code() == TCP_CLOSE) 
 
Makro PKT_SEND testuje, jel-li typ přerušení vlastní, a zda hodnota kódu přerušení je 
PK_SEND. Protože chceme, aby po navázání spojení klientská stanice nejprve odeslala data 
na server, vytvoříme si podmínku, která nám zaručí, že se po přechodu do stavu data vyvolá 
vlastní přerušení s hodnotou přerušení PK_SEND v aktuálním čase (op_sim_time()). Tuto 






Makro PKT_RECEIVE testuje, zda je typ přerušení způsoben příchozím paketem 
(OPC_INTRPT_STRM) a zároveň zda paket přichází ze správného streamu (TCPSTRM_IN).  
 Nakonec následuje poslední makro CONN_RELEASE, které má na starosti přechod do 
stavu close.  
  
 
4.2.3 State Variables 
Nyní si definujeme stavové proměnné v bloku SV (State Variables). Proměnné 
deklarované v tomto bloku jsou uloženy v paměti po celou dobu simulace. Na Obr. 4.6 je 





Obr. 4.6 Definice stavových proměnných 
  
 
4.2.4 Temporary Variables 
V části TV (Temporary Variables) si definujeme další proměnné. Proměnné Temporary 
Variables nejsou udržovány v paměti po celou dobu simulace, jako tomu bylo u proměnných 
definovaných v bloku States Variables. Proměnné deklarované v bloku TV jsou 
inicializovány při každém přerušení. 
 
char*    error_str;  //proměnná pro chybové hlášky 
Ici*     ici_ptr;  //ukazatel na ICI 
Packet*  send_paket; //odeslaný paket  
Packet*  recv_paket; //příchozí paket 




4.2.5 Stav INIT 
Stav init je výchozím stavem simulace. Ve vstupní pozici tohoto stavu si inicializujeme 
stavové proměnné a načteme parametry spojení z atributů modelu. 
 
/* Ziskani vlastniho OBJID */ 
my_obj_id = op_id_self(); 
 
/* Ziskani OBJID rodice */ 
parent_obj_id = op_topo_parent (my_obj_id);  
    
/* Ziskani ID uzlu TCP (ze jmena uzlu) */ 
tcp_obj_id = op_id_from_name (parent_obj_id, OPC_OBJTYPE_PROC, "tcp"); 
     
/* Alokace pameti pro chybove hlasky */ 
error_str = (char*) op_prg_mem_alloc (sizeof(char[256]));  
 
Nejdříve si zjistíme vlastní ID pomocí funkce op_id_self(). Pomocí tohoto ID si pak zjistíme 
ID rodiče, přičemž použijeme vlastní ID jako parametr funkce op_topo_parent(). Pomocí ID 
rodiče si nyní můžeme zjistit hodnotu ID jakéhokoli uzlu v modelu, a sice funkcí 
op_id_from_name(). Uvedenou funkcí, která vrací ID podle názvu uzlu a ID rodiče, si nyní 
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zjistíme ID uzlu TCP uzlového modelu klientské stanice. Na dalším řádku je provedena 
alokace paměti pro chybové hlášky pomocí funkce op_prg_mem_alloc(). Dále je třeba si 
vyčíst již zmíněné parametry spojení, které jsme si definovali v kap. 4.2.3.  
 
/* Nacteni parametru spojeni z atributu modelu */ 
op_ima_obj_attr_get(my_obj_id, "Start Time",   &conn_start_time); 
op_ima_obj_attr_get(my_obj_id, "End Time",  &conn_end_time); 
op_ima_obj_attr_get(my_obj_id, "Local Port",   &loc_port); 
op_ima_obj_attr_get(my_obj_id, "Remote Port",  &rem_port); 
op_ima_obj_attr_get(my_obj_id, "Remote IP Address",  &rem_addr_str); 
op_ima_obj_attr_get(my_obj_id, "Local IP Address",  &loc_addr_str); 
 
Toto vyčtení provedeme funkcí op_ima_obj_attr_get(), kde parametry této funkce jsou vlastní 
ID, jméno definovaného atributu a k němu náležící proměnná deklarována v bloku SV, do 
které se hodnota atributu uloží.  
V dalším kroku si převedeme vyčtené IP adresy do formátu, který OM podporuje. To 
znamená, že musíme IP adresu, která je typu string převést na datový typ int. K tomuto účelu 
nám poslouží funkce ip_address_create().  
 
/* Konverze IP adresy do formatu, ktery se pouziva */ 
rem_addr = ip_address_create (rem_addr_str); 
loc_addr = ip_address_create (loc_addr_str); 
 
/* Registrace aplikace na vrstve TCP */ 
tcp_app_handle = tcp_app_register (my_obj_id); 
 
/* Pauza pro dokoncení inicializace */ 
op_intrpt_schedule_self (conn_start_time, TCP_OPEN); 
 
Další důležitou funkcí je funkce tcp_app_register(). Tato funkce zaregistruje naší 
aplikaci u vrstvy TCP. Parametrem této funkce je vlastní ID (my_obj_id) a vrací typ 
proměnné ApiT_Tcp_App_Handle, kterou uložíme do již deklarované proměnné v bloku SV 
tcp_app_handle. Tato funkce je z knihovny tcp_api_v3.h. Poslední řádek má na starosti 
vyvolání vlastního přerušení, které zajistí, aby přechod do stavu open byl vykonán až po 
inicializaci všech hodnot. 
 
 
4.2.6 Stav OPEN 
Vstupní pozice 




 connect_id = tcp_connection_open 




Význam uvedeného kódu je následující. Pokud je hodnota kódu přerušení TCP_OPEN, 
vykoná se funkce tcp_connection_open(), která slouží k navázání spojení se vzdáleným 
serverem. Tato funkce vrací ID daného spojení, které si uložíme do proměnné connect_id. 
Pokud máme totiž více spojení než jedno, lze je snadno rozlišit podle ID tohoto spojení.  
Funkce tcp_connection_open() má šest parametrů. Prvním parametrem je ukazatel na 
proměnnou, kterou jsme získali registrací klientské aplikace do TCP vrstvy. Druhým 
parametrem je IP adresa serveru, která je datového typu int. Dalšími parametry jsou cílový a 
lokální port. Důležitým parametrem funkce tcp_connection_open() je 
50 
 
TCPC_COMMAND_OPEN_ACTIVE11, kterým nastavíme, že otevření spojení bude iniciovat 




Zdrojový kód ve výstupní pozici stavu open nám zjistí, zda navázání spojení se serverem 
proběhlo v pořádku nebo naopak.  
 
/* Vycteni ICI z preruseni */ 
ici_ptr = op_intrpt_ici (); 
 
/* Vycteni ICI */ 
op_ici_attr_get(ici_ptr,"status", &status); 
 
/* Stav spojeni */ 
if(status== TCPC_IND_ESTAB) 
 {  




 printf("Spojeni se nepodarilo navazat,status: %d  ", status);  
 } 
 
Prvním řádkem kódu získáme ICI z přerušení a uložíme ho do proměnné ici_ptr. Poté si 
vyčteme pomocí funkce op_ici_attr_get() status spojení a uložíme do proměnné status. 
Pomocí podmínky if si pouze zjistíme, zda má status hodnotu TCPC_IND_ESTAB, tzn., jestli 
bylo spojení navázáno nebo nikoli. 
 
 
4.2.7 Stav DATA 
Vstupní pozice stavu data obsahuje podmínku if, která se vykoná, jestliže je příchozí 
přerušení CONN_ESTAB nebo PKT_SEND. To znamená, že data se budou posílat po 
navázání spojení nebo pokud má vlastní přerušení hodnotu PKT_SEND. 
 
if (CONN_ESTAB || PKT_SEND) 
{ 
/* Vytvoreni paketu */ 
send_paket  = op_pk_create (512); 
 
/* Vytvoreni noveho ICI */ 
ici_ptr = op_ici_create ("tcp_command_v3"); 
 
/* Nastaveni ICI */ 
op_ici_attr_set (ici_ptr, "conn_id", connect_id); 
op_ici_attr_set (ici_ptr, "local_port", loc_port);  
op_ici_attr_set (ici_ptr, "rem_addr", rem_addr);  
op_ici_attr_set (ici_ptr, "rem_port", rem_port);  
op_ici_attr_set (ici_ptr, "local_addr", loc_addr); 
 
/* Instalace ICI */ 
op_ici_install (ici_ptr); 
 
/* Odeslani paketu */ 
tcp_data_send (tcp_app_handle, send_paket); 
 
/* Zprava pro TCP vrstvu - aplikace je pripravena prijmout paket */ 
tcp_receive_command_send (tcp_app_handle, 1);  
} 
 
                                                 
11 Typ spojení je definován v knihovne tcp_api_v3.h 
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Nejdříve si vytvoříme paket typu OM o velikosti například 512 bitů pomocí funkce 
op_pk_create() a uložíme do proměnné send_paket. Dále je třeba správně vytvořit a nastavit 
ICI. O vytvoření ICI typu tcp_command_v3 se postará funkce op_ici_create, kde je typ ICI 
tcp_command_v3 přímo parametrem funkce. Následuje nastavení ICI funkcí op_ici_attr_set, 
přičemž parametry jsou ukazatel na typ vytvořeného ICI (tcp_command_v3), jméno atributu a 
proměnná, do které se má daný atribut uložit. Nakonec ICI nainstalujeme pomocí příkazu 
op_ici_install(). Nyní již můžeme data o zvolené velikosti odeslat. K tomuto účelu slouží u 
protokolu TCP v prostředí OM funkce tcp_data_send(). Posledním řádkem kódu oznámíme 
TCP vrstvě, že aplikace je schopna přijmout jeden paket ze serveru 
(tcp_receive_command_send).   
  
 
4.2.8 Stav close 
Tento stav obsahuje pouze jeden řádek kódu, pomocí kterého spojení uzavřeme.  
 
tcp_connection_close (tcp_app_handle); //Ukonceni spojeni 
 
 
4.2.9 Nastavení atributů modelu a simulace 
Posledním krokem k dokončení modelu je nastavení parametrů komunikace do atributů 
modelu. Tyto parametry jsou pak využívány ve stavu init (viz kapitola 2.1.1.4). V menu 
procesního modelu serveru klikneme na položku Interfaces   Model Attributes.  
V zobrazeném dialogovém okně si nadefinujeme parametry spojení stejně jako tomu je 




Obr. 4.7 Nastavení atributů modelu 
 
Dále je třeba nastavit v menu procesního modelu Interfaces  Process Interfaces 
hodnotu begsim intrp na hodnotu enabled. Tímto nastavením zajistíme, že aplikace při 




4.2.10  Procesní model serveru 
Procesní model serveru obsahuje téměř totožné stavy jako procesní model klienta (viz 
Obr. 4.8), liší se pouze v určitých částech. Proto budou popsány pouze odlišnosti ve 





Obr. 4.8 Procesní model serveru 
 
Stavy init a close obsahují identický kód jako stavy procesního modelu klienta.  
  
 
4.2.11  Stav passive 
Zdrojový kód stavu passive se liší od stavu open (viz kapitola 4.2.6) pouze typem 
parametru funkce tcp_conn_open(). Zde musíme jako parametr této funkce zadat argument 
TCPC_COMMAND_OPEN_PASSIVE, protože chceme, aby server naslouchal, zda klient 




4.2.12  Stav data    




tcp_receive_command_send (tcp_app_handle, 1); 
} 
 
První podmínka se vykoná, pokud má kód přerušení hodnotu PK_SEND a obsahuje pouze 
zprávu pro TCP vrstvu, že aplikace je schopná přijmout jeden paket. Druhá podmínka slouží 




/* Vycteni paketu ze streamu */ 
recv_paket = op_pk_get (op_intrpt_strm () ); 
 
/* Zjisteni velikosti paketu */ 
pk_size = (double) op_pk_total_size_get (recv_paket); 
printf("Velikost paketu je %f bitu", pk_size); 
 
/* Zniceni ICI */ 
op_ici_destroy (op_intrpt_ici ()); 
 




Prvním řádkem kódu vyčteme příchozí paket pomocí přerušení a uložíme do proměnné 
recv_paket. Následně si zjistíme velikost příchozího paketu pomocí funkce 
op_pk_total_size_get() a vypíšeme v debbugeru. Poslední dva řádky zničí ICI a všechny 




4.2.13  Nastavení atributů modelu a simulace 
Nakonec nastavíme atributy modelu a simulace stejným způsobem, jako v případě 
klienta. Přehled definovaných atributů je zobrazen na Obr. 4.9. 
 
 
Obr. 4.9 Nastavení atributů modelu serveru 
  
 
4.3 Protokol UDP 
Protokol UDP (User Data Protocol) je nespojový a nespolehlivý protokol. Na rozdíl od 
protokolu TCP nenavazuje přímé spojení mezi komunikujícími stranami. Nezaručuje, zda se 
přenášený paket neztratí, nezmění pořadí paketů nebo zda se některý paket nedoručí vícekrát. 
Odesílatel odešle UDP datagram příjemci a už se nestará o jeho doručení. Naproti tomu je 
velmi rychlý a je používán například u streamovaných vysílání, u protokolu SNMP či DNS. 
Uzel UDP uzlového modelu klientské stanice pracuje s modelem rip_udp_v3, který je 
hlavním procesním modelem uzlu UDP jak u klientské stanice, tak u serveru. Tento procesní 
model je navržen dle dokumentu RFC 768 pro protokol UDP [13]. Jeho úloha spočívá ve 
vytváření nových portů, zpracování UDP datagramů příchozích ze síťové vrstvy a 
v neposlední řadě také za posílání rozpouzdřených / zapouzdřených paketů aplikační / síťové 
vrstvě. Zapouzdřování a rozpouzdřování na jednotlivých vrstvách je názorně zobrazeno na 
Obr. 1.6.  
 
 
4.3.1 UDP datagram 
Formát UDP datagramu užívaný v prostředí OM je definován v hlavičkovém souboru 
udp_dgram_sup.h a obsahuje následující pole: 
 
 Src Port – zdrojový port, 
 Dest Port – cílový port, 
 length – délka UDP datagramu včetně dat v bytech, 
 checksum – kontrolní součet. 
 
Pro praktickou ukázku struktury UDP datagramu byl v simulačním prostředí OM zachycen 
UDP datagram (viz. Obr 4.10), ze kterého můžeme vyčíst údaje diskutované výše. Datagram 
obsahuje číslo zdrojového (161) a cílového portu (161), délku datagramu (70 bytů), kontrolní 
součet a velikost dat12 (500 bitů). 
 
                                                 




Obr. 4.10 UDP datagram v OM 
  
 
4.3.2 Procesní model 
Procesní model uzlu UDP sestává z pěti stavů. Výchozím stavem je stav init, označený 
tučnou šipkou. Tento stav zajišťuje inicializaci modelu. Probíhá zde načtení parametrů 
modelu a kontrola propojení UDP uzlu s vyšší a nižší vrstvou uzlového modelu. Po této 
počáteční inicializaci přejde proces do stavu idle, kde čeká na příchozí přerušení a podle typu 
přerušení přejde do jednoho ze tří vynucených stavů (viz Obr. 4.11).  
 
 
Obr. 4.11 Procesní model rip_udp_v3  
 
Pokud je typ kódu přerušení UDPC_COMMAND_CREATE_PORT, pomocí vzdáleného 
přerušení, přejde proces do stavu CREATE. Stav CREATE si nejdříve vyčte hodnotu lokálního 
portu a zjišťuje, zda existuje pro daný port záznam ve struktuře TCB. Tato struktura je v 
protokolu UDP v rámci OM tvořena následujícími informacemi: 
 
 app_objid – identifikátor aplikace, 
 strm_index – číslo streamu, 
 local_port – místní port, 




Pokud žádný záznam o tomto portu neexistuje, je vytvořen a přidán do struktury TCB. Jestliže 
není definováno žádné číslo portu, je přidělen volný port a k němu vytvořen nový záznam do 
struktury TCB. Po vykonání stavu CREATE přejde stav zpět do stavu IDLE. 
Dalším stavem procesního modelu uzlu UDP je stav SEND. V tomto stavu je vyčten ze 
streamu datový paket a následně zapouzdřen do UDP datagramu a odeslán na nižší vrstvu. 
Posledním stavem je stav ARRIVE. Zde je vyčten příchozí paket ze streamu a je rozčleněn na 
dvě části. Na hlavičku a na data. Z hlavičky je vyčtena hodnota zdrojového a cílového portu a 
následně je hlavička zahozena. Část s názvem data je odeslána vyšší vrstvě. 
  
  
4.3.3 Aplikace nad uzlem UDP 
Následující kapitola se věnuje vytvoření jednoduchého komunikačního modelu. 
Předložený model je tvořen dvěma aplikacemi a částečně vychází z prací [4] a [6]. Jedna 
aplikace je typu server, druhá klient. Obě aplikace pracují nad uzlem UDP. Do klientské 
stanice byla přidána položka v atributech klientské stanice Velikost dat. Před spuštěním 
simulace si uživatel libovolně zvolí v menu klientské stanice Edit Attributes   UDP, 
libovolnou velikost přenášených dat v bitech. Vytvoří se tak datová jednotka o zvolené 
velikosti a je odeslána na server.  
 
4.3.4 Procesní model klienta 
Procesní model klientské stanice je tvořen třemi stavy, které jsou zobrazeny na Obr. 4.13. 
Výchozím stavem procesního modelu klientské stanice je stav init. Tento stav má na starosti 
inicializaci modelu a připojení na UDP vrstvu. 
 
 
Obr. 4.12 Procesní model klientské stanice 
 
Stav idle zajišťuje plánování odesílání paketů [9]. Ve stavu SEND je vytvořen datový paket o 
velikosti, kterou zvolí uživatel a poté odeslán na server. Po vykonání kódu obsaženého ve 
stavu SEND se proces vrátí do stavu idle.  
Jednotlivé stavy a přechody mezi těmito stavy vytvoříme analogicky jako v kapitole 
2.1.1 pomocí ikon Create State a Create transmision. Dále je třeba pojmenovat přechod do 
stavu SEND stejně jako na Obr. 4.13. 
  
 
4.3.5 Header Block 






/* Definice odchozího streamu */ 




/* Define code values */ 
#define START_SEND   10 \\začátek odesílání paketů 
#define SEND    11 \\odesílání paketů 
#define STOP_SEND   12 \\odesílání paketů zastaveno 
#define DISABLED_SEND  13 \\odesílání paketů zakázáno 
#define INFINITE_TIME  -1.0 \\odesílání nastaveno na nekonečno 
 
Význam prvních dvou knihoven byl již dříve. Knihovna udp_api.h obsahuje funkce, makra a 
proměnné pro práci s vrstvou UDP. Dalším řádkem kódu definujeme hodnotu streamu 
připojeného k naší aplikaci makrem #define UDPSTRM 0. Následuje přiřazení hodnot 
přerušením.   
 
/* Definice prechodu mezi stavy */ 
#define SEND_PACKET  (op_intrpt_type() == OPC_INTRPT_SELF && \ 
       intrpt_code == SEND) 
 
Nakonec si definujeme přechod ze stavu idle do stavu SEND, který je definován pomocí 
makra #define SEND_PACKET, které testuje, zda přerušení bylo vyvoláno aplikací a zda 
hodnota kódu přerušení je SEND. 
 
 
4.3.6 State Variables 
V bloku SV jsou definovány stavové proměnné. Jejich přehled je zobrazen na Obr. 4.14. 
 
 
Obr. 4.13 Definice stavových proměnných 
 
 
4.3.7 Temporary Variable 
TV obsahuje deklarace následujících proměnných, jejichž význam je zřejmý 
z komentářů.  
 
Ici* ici_ptr;  //ukazatel na ICI 
Packet* send_paket;  //odchozi paket typu Packet 
Packet* recv_paket;  //prichozi paket typu Packet 
char* error_string;  //promenna pro chybove hlasky 
double packet_size;  //promenna pro ulozeni velikosti paketu  




4.3.8 Stav INIT 
Vstupní pozice 
Ve vstupní pozici stavu init klientské stanice, podobně jako v kapitole 4.2.5, pomocí 
funkce op_id_self() získáme hodnotu vlastního ID, které dále použijeme pro získání ID 
rodiče. Třetím řádkem kódu, který obsahuje funkci op_id_from_name(), získáme ID uzlu 
UDP. Následně si alokujeme paměť pro chybové hlášky a pomocí funkce 
op_ima_obj_attr_get() vyčteme z atributů modelu parametry spojení a hodnotu položky 
Velikost dat, kterou budeme libovolně volit velikost dat, která odešle klient na server. 
 
/* Ziskani vlastniho ID */ 
my_obj_id = op_id_self(); 
 
/* Ziskani ID rodice */ 
parent_obj_id = op_topo_parent (my_obj_id);  
 
/* Ziskani ID modulu UDP */ 
udp_obj_id = op_id_from_name (parent_obj_id, OPC_OBJTYPE_PROC, "udp"); 
 
/* Nacteni nazvu modelu */ 
op_ima_obj_attr_get_str (parent_obj_id, "name", 128, parent_obj_name);  
 
/* Alokace pameti pro chybove hlasky */ 
error_string = (char*) op_prg_mem_alloc (sizeof(char[256])); 
 
/* Ziskani atributu modelu */  
op_ima_obj_attr_get (my_obj_id, "Velikost dat", &velikost_dat); 
op_ima_obj_attr_get (my_obj_id, "Local port",  &loc_port); 
op_ima_obj_attr_get (my_obj_id, "Server Address",  &rem_addr_string); 
op_ima_obj_attr_get (my_obj_id, "Remote port",  &rem_port); 
op_ima_obj_attr_get (my_obj_id, "Packet Interarrival Time",&next_intarr_time); 
op_ima_obj_attr_get (my_obj_id, "Start Time",  &start_time); 
op_ima_obj_attr_get (my_obj_id, "Stop Time",  &stop_time); 
 
/* Konverze IP adresy do podporovaneho formatu */ 
rem_addr = ip_address_create (rem_addr_string); 
 
/* Pauza pre dokonceni inicializace UDP */ 
 op_intrpt_schedule_self (op_sim_time (), 0); 
 
Jak již bylo zmíněno v předchozí kapitole, předposledním řádkem kódu bude IP adresa 
serveru převedena do formátu, který je podporován na vyšších vrstvách. Posledním řádkem 




Ve výstupní pozici stavu init jsou zapsány funkce pro vytvoření a nastavení ICI a pro 
plánování odesílání paketů. Prvním řádkem kódu vytvoříme nové ICI typu udp_command_v3. 
Dalšími dvěma řádky nastavíme parametry ICI potřebné k zaregistrování komunikačního 
portu UDP. Nakonec, funkcí op_ici_instal(), ICI nainstalujeme. 
 
ici_ptr = op_ici_create ("udp_command_v3"); 
op_ici_attr_set (ici_ptr, "local_port", loc_port); 
op_ici_attr_set (ici_ptr, "inet_support", 1); 
op_ici_install (ici_ptr); 
 
/* Register port in UDP layer */ 
op_intrpt_force_remote (UDPC_COMMAND_CREATE_PORT, udp_obj_id); 
 
Funkcí op_intrpt_force_remote(), s parametrem UDPC_COMMAND_CREATE_PORT, 
vyvoláme násilné přerušení do uzlu UDP (udp_obj_id), čímž na tomto uzlu vytvoříme port.   
 
op_ici_attr_get (ici_ptr, "status", &status); 




sprintf (error_string, "%d jako odpoved na CREATE_PORT ", status); 
printf ("%s: Chyba registrace portu! %s", parent_obj_name, error_string); 
op_sim_end ("Klient: Port UDP nezareg.!", error_string, "", ""); 
} 
else printf("%s: Lokalni port (%d) uspesne zaregistrovan.\n", parent_obj_name, 
loc_port); 
 
intrpt_code = START_SEND; 
 
Funkcí op_ici_attr_get() je vyčtena hodnota pole status z ICI formátu udp_command_v3 a 
uložena do proměnné status, která byla deklarována v bloku SV. Podmínkou if si ověříme, zda 
vytvoření portu proběhlo v pořádku. Posledním řádkem kódu nastavíme kód přerušení na 
hodnotu START_SEND, čímž připravíme klienta k odesílání dat. 
  
 
4.3.9 Stav IDLE 
Vstupní pozice 
Vstupní pozice stavu IDLE slouží k řízení zahájení a ukončení posílání datových 
jednotek. Toto nastavení vychází z procesního modelu simple_source (kapitola 2.4.2) a je také 
využito při řešení prací [4] a [6].  
 
if (intrpt_code == START_SEND || intrpt_code == SEND) 
 {   
 if (intrpt_code == START_SEND) 
  { 
op_intrpt_schedule_self (start_time, SEND); 
 
  if (stop_time != INFINITE_TIME) 
   { 
   op_intrpt_schedule_self (stop_time, STOP_SEND); 
   } 
             
 if (next_intarr_time <0) 
   { 
   next_intarr_time = 30.0; 
   } 
  } 




První podmínka if zjišťuje, jestli se paket bude odesílat nebo ne. Pokud ano, je hodnota kódu 
přerušení START_SEND a vyvolá se vlastní přerušení.  Následuje kontrola, zda je správně 
nastavena doba začátku a konce odesílání paketů. Další podmínka if kontroluje, zda není 
časový interval mezi posíláním paketů záporný. Pokud je interval záporný, je nastaven na 
kladnou hodnotu (30 s). Pokud je vše nastaveno v pořádku, tak pomocí funkce 
op_intrpt_schedule_self() naplánujeme přerušení. Parametry tohoto přerušení jsou čas 
simulace (ten zjistíme pomocí funkce op_sim_time()) plus interval (next_intarr_time) a typ 
přerušení, které je v tomto případě typu SEND. 
 
Výstupní pozice 
Výstupní pozice stavu idle obsahuje pouze uložení kódu přerušení do proměnné 
intrpt_code. 
 





4.3.10  Stav SEND  
Vstupní pozice 
Prvním řádkem kódu ve stavu SEND vytvoříme paket o velikosti, která byla zvolena 
v atributech klientské stanice a následně vyčtena ve vstupní pozici stavu init. Tato získaná 
hodnota byla uložena do proměnné velikost_dat.  
 
/* Vytvoreni noveho paketu */ 
send_paket = op_pk_create (velikost_dat); 
 
/* Velikost paketu v bitech */ 
packet_size = (double) op_pk_total_size_get (send_paket); 
printf("Velikost paketu po vytvoreni: %f",packet_size); 
 
/* Vytvoreni noveho ICI */ 
ici_ptr = op_ici_create ("udp_command_v3"); 
 
/* Nastaveni ICI */ 
op_ici_attr_set (ici_ptr, "local_port", loc_port);  
op_ici_attr_set (ici_ptr, "rem_addr", rem_addr);  
op_ici_attr_set (ici_ptr, "rem_port", rem_port);  
  
/* Instalace ICI */ 
op_ici_install (ici_ptr); 
 
/* Odeslani paketu */ 
op_pk_send (send_paket, UDPSTRM); 
 
Dalším řádkem kódu si pomocí funkce op_pk_total_size_get() zjistíme velikost odesílaného 
paketu, abychom si zkontrolovali, zda vyčtení atributu Velikost dat proběhlo v pořádku a 
vypíšeme si jej v debbugeru. Další část kódu se věnuje vytvoření ICI, které je typu 
udp_command_v3. Toto ICI je pak nastaveno a následně nainstalováno. Posledním řádkem 
kódu vstupní pozice stavu SEND odešleme vytvořený paket do UDP streamu. 
Pozn.: Výstupní pozice stavu SEND zůstane prázdná. 
  
 
4.3.11  Nastavení atributů modelu a simulace 
Stejným způsobem jako v kapitole 4.2.9 nastavíme atributy modelu, které jsou ve stavu 
init vyčteny a uloženy do příslušných proměnných. Toto nastavení je zobrazeno na Obr. 4.15. 
Nakonec nezapomeneme nastavit hodnotu begsim intrp na hodnotu enabled v menu 
procesního modelu Interfaces  Process Interfaces. 
 
 
Obr. 4.14 Nastavení atributů modelu klienta 
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4.3.12  Procesní model serveru 
Hlavním úkolem této aplikace bude přijmout paket, který odeslal klient, a výpisem 
velikosti přijatého paketu si ověříme, zda velikost přijatého paketu souhlasí s velikostí paketu 
odeslaného klientem.  
Procesní model serveru se skládá pouze ze tří stavů (viz Obr. 4.16). V prvním ze stavů, 
stavu init, proběhne obvyklá inicializace modelu a načtení potřebných parametrů ke 
komunikaci s klientem. Stav IDLE čeká na příchozí přerušení. Pomocí stavu RECEIVE 
přijmeme příchozí paket. 
Procesní model serveru je téměř totožný s procesním modelem již popsané klientské 
stanice. Proto zde budou popsány pouze odlišnosti mezi jednotlivými procesními modely. 
Stav init obsahuje identický zdrojový kód jako stav init klienské stanice, neobsahuje pouze 
vyčtení vlastností modelu z atributů.  
 
 
Obr. 4.15 Procesní model serveru 
 
 
4.3.13  Stav RECEIVE 
Zdrojový kód stavu RECEIVE je jednoduchý. Nejdříve si funkcí op_intrp_ici() získáme 
ICI z přerušení a uložíme do proměnné ici_ptr. Dále si pomocí podmínky if zjistíme, jestli 
dané ICI existuje (tzn., nemá nulovou hodnotu). Pokud ano, získáme z ICI hodnoty pro 
vzdálený port a IP adresu klienta. Nyní je již možné si vyčíst paket ze streamu. Pomocí 
funkce op_pk_total_size_get() zjistíme velikost přijatého paketu a tuto hodnotu si vypíšeme 
do debbugeru, abychom ji mohli porovnat s hodnotou zadanou v atributech klienta. 
 
/* Ziskani ICI */ 
ici_ptr = op_intrpt_ici(); 
 
/* Kontrola zda ICI existuje */ 
if (ici_ptr != OPC_NIL ) 
 { 
  op_ici_attr_get (ici_ptr, "rem_port", &remote_port); 
  op_ici_attr_get (ici_ptr, "rem_addr", &remote_address); 
 } 
 
/* Vycteni paketu ze streamu */ 
pkptr = op_pk_get (op_intrpt_strm() ); 
 
/* Velikost paketu v bitech */ 
packet_size = (double) op_pk_total_size_get (pkptr); 
printf("Velikost paketu po prijeti na serveru: %f\n",packet_size); 
 
/* Zahozeni prijateho paketu */ 
op_pk_destroy (pkptr); 
 




4.3.14  Nastavení atributů modelu a simulace 
Atributy modelu a simulace nastavíme stejným způsobem jako u klientské stanice. 
Definované hodnoty atributů modelu znázorňuje Obr. 4.17. 
 
 





































Nad uzly TCP a UDP se nachází uzel TPAL (Transport Protocol Adaptation Layer). 
Tento uzel tvoří rozhraní mezi aplikační a transportní vrstvou, přičemž samotný uzel TPAL se 
řadí do vrstvy transportní.  
Hlavním důvodem, proč byl tento uzel zařazen do uzlového modelu je, že pokud je 
tvořena aplikace nad tímto uzlem, programátor se nemusí starat o „nastavení“ spojení 
konkrétního transportního protokolu. O toto nastavení se starají již samotné uzly (TCP, UDP) 
transportní vrstvy. Aplikace tak může být snadno modifikována pro práci s několika 
transportními protokoly. 
Naproti této velké výhodě jsou zde i jisté nevýhody. Protože uzel TPAL poskytuje 
jednotné rozhraní pro všechny transportní protokoly, některé specifické funkce transportních 
protokolů nepodporuje (např. TCP PUSH). Další nevýhodou je absence jakékoli 
dokumentace k vrstvě TPAL. 
 
5.1 Přerušení 
Uzel TPAL přijímá přerušení z vyšší aplikační a nižší transportní vrstvy. Přerušení 
přicházející z aplikační vrstvy jsou [14]: 
 
 Connection Open: Passive & Active, 
 Connection Close, 
 Connection Abort, 
 Packet Arrival. 
 
Connection Open (Passive):  
Po vyvolání tohoto přerušení aplikace naslouchá, zda se k němu nechce připojit jiný 
vzdálený uzel. Není-li uzel v režimu naslouchání (OPEN_PASSIVE), nemůže přijímat žádosti 
o spojení.  
 
Connection Open (Active): 
Pomocí tohoto typu přerušení aplikace žádá o otevření spojení se vzdáleným uzlem. 
S žádostí o vytvoření spojení posílá také (TPAL) adresu uzlu, který se chce připojit.  
 
Connection Close: 
Tímto přerušením aplikace ukončí spojení mezi oběma uzly. 
 
Connection Abort: 
Aplikace chce přerušit spojení - rozdíl mezi ABORT a CLOSE závisí na transportní 
vrstvě. Obecně lze říci, že přerušením CLOSE aplikace chce ukončit po „domluvě“ obou stran 
spojení, zatímco ABORT znamená, že chce ukončit spojení okamžitě. 
 
Packet Arrival: 




5.2 ICI používané v TPAL 
ICI spojené s výše uvedenými přerušeními se nazývají Session ICI a identifikují 
konkrétní spojení. Pokaždé, když se aplikace chce připojit k vrstvě TPAL, vytvoří nové 
Session ICI. Platnost tohoto ICI je od sestavení spojení až po jeho ukončení. 
Formát ICI je tpal_req. Jakým způsobem má být ICI nastaveno, a jak zaslat žádost o 
vytvoření spojení do vrstvy TPAL, nalezneme ve funkcích tpal_session_open_passive_v2 a 
tpal_session_open_active_v2, které jsou součástí souboru tpal_api.ex.c. Nejdůležitější 
hodnoty jsou local_port, remote_port, remote_addr a  Session ID. Význam prvních tří hodnot 
je zřejmý. Session ID obsahuje ukazatel, který pomáhá identifikovat dané spojení, což je 
nezbytné, pokud je používáno více session najednou. 
 
5.3 Přerušení generované vrstvou TPAL  
Výše zmíněná přerušení byla ta, která vrstva TPAL obdrží. Kromě těchto přerušení 
vrstva TPAL přerušení také generuje [14]. TPAL nastavuje přerušení pro vyšší aplikační a 
nižší transportní vrstvu. Přerušení, která očekává aplikační vrstva, jsou standardní. Naopak 
přerušení generovaná pro transportní vrstvu závisí na typu použitého protokolu. Aplikační 
vrstva přijímá následující přerušení: 
 
OPEN INDICATION -  přijetí žádostí o navázání spojené od vzdáleného uzlu, 
OPEN CONFIRM – zpráva o úspěšném navázání spojení, 
FIN RECEIVED – vzdálený uzel žádá o uzavření spojení, 
CLOSE CONFIRM – spojení bylo úspěšně uzavřeno pomocí přerušení CLOSE, 
ABORT INDICATION – spojení bylo přerušeno. 
 
5.4 Procesní model  
Procesní model uzlu TPAL (tpal_v3) je tvořen sedmi stavy (Obr. 5.1). Stavu init 
předchází nevynucený stav pre_int. Tyto Pomocí tohoto stavu je vyvolána vlastním 
přerušením pauza pro dokončení inicializace nižších vrstev.  
Ve stavu init je vyčtena TPAL adresa z atributu modelu, poté proběhne kontrola a 
identifikace všech připojených výstupních streamů, které náleží dané aplikaci nebo některému 
z transportních protokolů. Následuje identifikace používaného transportního protokolu a 
kontrola, zda je tento protokol podporován. 
Stav wait opět čeká na přerušení a podle typu ICI přejde do stavu reg,open, error_trap 
nebo req. Stav reg zajišťuje registraci servisních záznamů, které jsou vyčteny pomocí ICI. 
Mezi tyto servisní záznamy patří Protocol, Service Name, Port a Server Type. 
Stav open přijímá žádosti od aplikace o otevření spojení, přičemž je rozlišován typ 
používaného transportního protokolu a aplikace. Stav error_trap slouží k identifikaci a výpisu 










































6 Aplikační vrstva 
Nejvyšší vrstvu uzlového modelu TCP/IP v prostředí OM tvoří aplikační vrstva. Hlavní 
procesní model aplikačního uzlu (gna_clsvr_mgr) nacházející se v uzlovém modelu klienta je 
zobrazen na Obr. 6.1. Tento model je zodpovědný za inicializaci uzlů nižších úrovní. Čeká na 
přerušení (stream interrupt, remote interrupt, process interrupt, self interrupt), a vyvolává 
podřízené procesy (tzv. child procesy) podle typu aplikace a typu přerušení.  
Procesní model gna_clsvr_mgr se skládá ze tří nevynucených a deseti vynucených 
procesů. Výchozím stavem je stav init, který je označen tučnou šipkou. V tomto stavu je 
vyvoláno vlastní přerušení, které zajistí, aby se stihly inicializovat procesní modely nižších 
vrstev. Ve stavu start probíhá inicializace parametrů modelu a procedur vykonávaných nad 
tímto modelem. Jsou zde také například inicializovány statistiky pro server. Stav wait čeká na 
příchozí přerušení, a podle typu a hodnoty přerušení přejde do konkrétního vynuceného stavu. 
Po vykonání vynuceného stavu se proces vrátí zpět do stavu wait.  
 
 
Obr. 6.1 Procesní model gna_clsvr_mgr  
 
Procesnímu model aplikační vrstvy je podřízeno velké množství procesů, což je 
způsobeno podporou široké škály aplikací. Těmto podřízeným procesům jsou podřízeny další 
procesy, proto provázání a komunikace mezi těmito procesy je dána typem využívané 














Hlavním cílem diplomové práce bylo blíže se seznámit s prostředím OPNET Modeler a 
prostudovat jednotlivé procesní modely využívané na jednotlivých úrovních síťového modelu 
TCP/IP. Obsah předložené práce je strukturován dle jednotlivých vrstev zmíněného modelu. 
Přičemž každá kapitola je na dané úrovni modelu TCP/IP tvořena popisem procesního 
modelu, užívané datové jednotky a podrobnou dokumentací vytvořeného komunikačního 
modelu v prostředí OM. 
V úvodu práce je nastíněna problematika struktury ICI a samotná práce s touto strukturou 
spolu s použitím registru procesů.  
Další kapitola je věnována vrstvě síťového rozhraní a popisu vytvořeného 
komunikačního modelu nad touto vrstvou. Komunikační model je tvořen několika 
klientskými stanicemi připojenými přes přepínač k serveru, který generuje celý provoz síťe. 
Server odesílá datové jednotky pouze na ty klientské stanice, které spadají do zvoleného 
rozsahu fyzických adres definovaných na serveru. 
Následující kapitola popisuje spolu s nezbytnými součástmi síťové vrstvy vytvořený 
komunikační model nad síťovou vrstvou tvořenou třemi uzly uzlového modelu. Tento 
komunikační model generuje a přijímá tok datových jednotek o zvolené velikosti a intervalu 
odesílání.  
Kapitola zabývající se transportní vrstvou síťového modelu TCP/IP je členěna na dvě 
části. První část je věnována protokolu TCP a druhá část protokolu UDP. Vytvořené aplikace 
v rámci těchto dvou protokolů částečně navazují a vychází z prací uvedených v seznamu 
literatury. Aplikace nad uzlem TCP modeluje komunikaci klient-server. Před samotnou 
komunikací je navázáno spojení mezi serverem a klientem. Po navázání spojení klient odesílá 
na server data, která server po přijetí potvrzuje. U aplikace vytvořené nad uzlem UDP je také 
realizována komunikace typu klient-server, přičemž tato aplikace vychází z již vytvořeného 
modelu [6]. V této aplikaci jsem vytvořil možnost volby dynamické velikosti odesílaných dat 
u klientské stanice. Tzn., že uživatel si v atributech klientské stanice zvolí velikost dat, které 
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Abecední seznam použitých zkratek: 
 
ARP        (Address Resolution Protocol); Internetový protokol, který dynamicky mapuje 
                internetové síťové IP adresy do fyzických (hardwarových) MAC adres. 
CSMA/CD (Carrier Sense Multiple Access with Collision Detection); Protokol pro přístup 
k přenosovému médiu. 
DNS  (Domain Name Server); Hierarchický systém doménových jmen. 
ECN   (Explicit Congestion Notification);  Oznámení o zahlcení sítě bez zahazování 
paketů. 
EGP  (Exterior Gateway Protocol); Směrovací protokol, používaný převážně v 
páteřním systému Internetu. 
FB  (Function Block); Funkční blok. 
HB  (Header Block); Hlavičkový blok 
ICI  (Interface Control Information); Datová struktura užívána pro přenos informací 
mezi procesy v OM. 
IP  (Internet Protokol); Protokol pracující na 3 vrstvě modelu ISO/OSI, který 
zajišťuje přenos paketů bez navazování spojení. 
ISO  (International Organization of Standardization); Mezinárodní organizace pro 
normalizaci 
OSI  (Open Systen Interconnection); Propojení otevřených systémů. 
MAC    MAC address – Hardwarová adresa nutná pro každé zařízení nebo port  
připojené do sítě.   
OBJID (Object Identifier); Identifikátor atributu modelu v OM. 
OM  (Opnet Modeler); Simulační prostředí. 
OSPF  (Open Shortest Path First); Protokol určený k výměně směrovacích informací 
v rozsáhlých strukturách propojených sítí. 
PER  (Packed Encoding Rules); Kódovací pravidla pro mohutné datové toky. Jedná 
se opět o podmnožinu kódování BER. 
RFC  (Request for Comment); Standardy a dokumenty např. pro popis internetových 
protokolů. 
RIP  (Routing Information Protocol); Vektorově orientovaný směrovací protokol, 
optimalizující cestu od zdroje k cíli podle vzdálenosti mezi zdrojem a cílem. 
SNMP  (Simple Network Management Protocol); Protokol pro vzdálenou správu 
různých zařízení. 
SV  (State Variables); Stavové proměnné. 
TB  (Terminal Block); Ukončovací blok. 
TCB  (Transmission Connection Table); Struktura definující informace potřebné 
k vytvoření spojení u protokolu TCP. 
TCP  (Transmission Control Protocol); Protokol poskytující spolehlivé, plně 
duplexní přenosy s navazováním spojení. 
TPAL  (Transport Protocol Adaptation Layer); Tato vrstva tvoří rozhraní mezi 
aplikační a transportní vrstvou v OM.  
TTL  (Time To Live); Ochrana proti zacyklení. 
TV  (Temporary Variables); Slouží k deklaraci dočasných proměnných. 
UDP  (User Datagram Protocol); Rychlý, ale nespolehlivý transportní protokol bez 







Přiložený disk obsahuje následující složky: 
Diplomová práce – elektronická verze diplomové práce 
Simulační scénáře : 
 MAC 
 IP 
 TCP 
 UDP 
 
 
 
 
 
 
 
