Abstract. Multiplier Hopf algebroids are algebraic versions of quantum groupoids. They generalize Hopf bialgebroids to the non-unital case and need no separability assumption on the base as weak (multiplier) Hopf algebras do. Examples include function algebras on étale groupoids, which are Hopf bialgebroids only in the compact and weak multiplier Hopf algebras only in the discrete case. The main structure maps of a multiplier Hopf algebroid are a left and a right comultiplication which take values in restricted multiplier algebras of Takeuchi products. Equivalently, the comultiplication can be described in terms of four canonical maps satisfying a few key relations. The main result of this article, proved in a very transparent diagrammatic way, is that bijectivity of these maps is equivalent to the existence of counits and an invertible antipode. This extends corresponding results for Hopf algebroids and regular (weak) multiplier Hopf algebras. Regularity refers to the property that the co-opposite is a multiplier Hopf algebroid again, which is equivalent to invertibility of the antipode.
of certain tensor categories of bimodules [11] , [17] , [21] . Common to all approaches are the basic constituents of a quantum groupoid -a pair of anti-isomorphic algebras B and C with homomorphisms into an algebra A together with a comultiplication on A that takes values in a certain fiber product A * A involving B and C. These ingredients are, in a sense, dual to the constituents of a groupoid, and satisfy corresponding conditions like co-associativity of the comultiplication.
In this article, we extend the existing algebraic approaches to quantum groupoids via Hopf algebroids [1] , [4] , [16, 31] , weak Hopf algebras [2] , [20] , [22] and the recently introduced weak multiplier Hopf algebras [28] , [29] by considering so-called regular multiplier Hopf algebroids, where the underlying algebras are no longer assumed to be unital.
The motivation to study multiplier versions of Hopf algebroids and weak Hopf algebras is two-fold. First, there are natural examples which exhibit all features of a quantum groupoid except that the underlying algebras are not unital and can not be made unital in a natural way, like algebras of functions on non-compact groupoids. Second, such examples appear as generalized Pontryagin duals of unital Hopf algebroids or weak Hopf algebras, and as in the case of Hopf algebras, one has to pass to a multiplier version to obtain a good duality theory beyond finite-dimensional cases [26] .
The theory of (multiplier) Hopf algebroids and the theory of weak (multiplier) Hopf algebras differ mainly in the target of the comultiplication and both have their advantages and draw-backs. Weak (multiplier) Hopf algebras may be easier to work with, but their base algebras are automatically separable and, in particular, semi-simple; see Proposition 2.11 [2] . Multiplier Hopf algebroids overcome this restriction and are not only more general, but also, in a sense, more natural than weak multiplier Hopf algebras. They may, however, appear more difficult because they involve two versions of the comultiplication simultaneously, as will be explained below. In the finite-dimensional case, both approaches are equivalent [18, 22] .
Presently, we obtain a satisfying theory only in the regular case, where the co-opposite of a multiplier Hopf algebroid is a multiplier Hopf algebroid again or, equivalently, the antipode is invertible.
Let us now explain the contents of this article in some more detail. The first non-trivial step in the definition of a multiplier Hopf algebroid is to identify the right target of the main structure map, the comultiplication. In the case of Hopf algebroids, these are the Takeuchi products A B ×A and A × C A, which exist in a leftand a right-hand sided version. One therefore has to work with a left-and a right-hand sided comultiplication ∆ B and ∆ C which are related by a co-associativity condition. In the non-unital case, these comultiplications will take values in extended algebras of left or right multipliers of the Takeuchi products. We demand that products of the form
which usually will neither lie in A B ×A nor A × C A, are contained in the ambient tensor products A B ⊗A and A ⊗ C A, respectively.
Left-sided and right-sided multiplier bialgebroids are then easily defined in terms of a left or right comultiplication with values in a multiplier algebra. To obtain a two-sided multiplier bialgebroid, the left and right comultiplication need to satisfy a compatibility condition which, essentially, is a form of co-associativity.
The main result of this article is the equivalence of the following two conditions on a multiplier bialgebroid: where the ranges and domains are various tensor products of A with itself relative to B and C, respectively.
This result generalizes corresponding characterizations of regular multiplier Hopf algebras and Hopf algebroids among multiplier bialgebras or bialgebroids; see [25] and Proposition 4.2 in [4] . Accordingly, we define a multiplier Hopf algebroid to be a multiplier bialgebroid satisfying conditions (MH1) and (MH2) above. The non-regular case where only the maps T ρ and λ T are required to be bijective will be considered elsewhere. The proof of the main result uses only the canonical maps appearing in condition (MH2) and a few key relations between them that are equivalent to multiplicativity, coassociativity and compatibility of the comultiplications ∆ B and ∆ C . To a large extent, we adopt and refine the arguments in [25] , but replace calculations involving the comultiplications by transparent commutative diagrams. This change of technique proves to be extremely helpful for keeping track of the module structures used for these tensor products and for ensuring that all maps involved are well-defined. But more importantly, this method makes explicit the key relations of the maps T λ , T ρ and λ T , ρ T used in the arguments and suggests to shift the perspective and to regard these canonical maps as the fundamental structure maps of a multiplier bialgebroid. Indeed, looking at the definition of the targets of the comultiplications ∆ B and ∆ C , one finds that the comultiplications are determined precisely in terms of the four maps appearing condition (MH2).
Two sources of examples of multiplier bialgebroids and multiplier Hopf algebroids were indicated above already, algebras of functions on étale groupoids and duals of Hopf algebroids. Most known constructions of Hopf algebroids should have natural multiplier analogues. To keep this article moderately sized, we only include a few simple examples.
Filling a gap in the literature on Hopf algebroids, we consider involutions on multiplier bialgebroids and prove the expected results on their interplay with counits and antipodes, if the latter exist.
We expect that much of the growing theory of Hopf algebroids extends naturally to multiplier Hopf algebroids. In the close future, however, we plan to pursue two new directions which both require invariant integrals -a full duality theory beyond the finite case and the passage to operator algebras and the theory of measured quantum groupoids of Enock and Lesieur [9] , [15] . In the setting of weak multiplier Hopf algebras, these directions are explored by second author and Wang or Kahng, respectively. This article is organized as follows. In §2, we introduce multiplier analogues of left bialgebroids. These are given by a left quantum graph, which consists of two algebras B and A with a homomorphism and an anti-homomorphism from B to A and a left comultiplication. The main part of this section is devoted to the construction of the target of the comultiplication, which we call the regular left multiplier algebra of the Takeuchi product A B ×A.
In §3, we focus on the canonical maps and show that the formulas in (MH2) yield a bijective correspondence between left comultiplications and pairs of maps (T λ , T ρ ) satisfying a few key relations. The latter will be used extensively in §4 and §6.
In §4, we consider counits on left multiplier bialgebroids and prove existence and uniqueness when the canonical maps (T λ , T ρ ) are bijective. Here, we deviate from the unital case, where counits are included in the definition left bialgebroids [1] .
In §5, we turn to right multiplier bialgebroids and briefly summarize the "right-handed" analogues of the "left-handed" concepts and results of §2- §4.
In §6, we come to the main result of this article, which is the definition and characterization of regular multiplier Hopf algebroids. We first formulate the necessary compatibility relation for a left and a right multiplier bialgebroid to form a two-sided multiplier bialgebroid and then prove the equivalence of the conditions (MH1) and (MH2) above. Along the way, we obtain plenty useful relations for the canonical maps and describe their inverses in terms of the antipode.
In §7, we treat involutions on multiplier bialgebroids and their interplay with counits and antipodes. This material is new also in the unital case, but entirely straightforward.
In §8, we discuss three simple examples of regular multiplier Hopf algebroids. A short index of notation is included after the bibliography.
We shall use the following conventions and terminology. All algebras and modules will be complex vector spaces and all homomorphisms will be linear maps, but much of the theory developed in this article applies in wider generality.
The identity map on a set X will be denoted by ι X . Let B be an algebra, not necessarily unital. We denote by B op the opposite algebra, which has the same underlying vector space as B but the reversed multiplication.
Given a right module M over B, we write M B if we want to emphasize that M is regarded as a right B-module. We call M B faithful if for each non-zero b ∈ B there exists an m ∈ M such that mb is non-zero, non-degenerate if for each non-zero m ∈ M there exists a b ∈ B such that mb is non-zero, idempotent if M B = M , and we say that M B has local units in B if for every finite subset F ⊂ M there exists a b ∈ B with mb = m for all m ∈ F . Note that the last property implies the preceding two.
For left modules, we obtain the corresponding notation and terminology by identifying left B-modules with right B op -modules.
We write B B or B B when we regard B as a right or left module over itself with respect to right or left multiplication. We say that the algebra B is non-degenerate, idempotent, or has local units if the modules B B and B B both are non-degenerate, idempotent or both have local units in B, respectively. Note that the last property again implies the preceding two.
We denote by L(B) := Hom(B B , B B ) and R(B) := Hom( B B, B B) op the algebras of left or right multipliers of B, respectively, where the multiplication in the latter algebra is given by (f g)(b) := g(f (b)). Note that B B or B B is non-degenerate if and only if the natural map from B to L(B) or R(B), respectively, is injective. If B B is non-degenerate, we define the multiplier algebra of B to be the subalgebra M (B) := {t ∈ L(B) : Bt ⊆ B} ⊆ L(B), where we identify B with its image in L(B). Likewise we could define M (B) = {t ∈ R(B) : tB ⊆ B} if B B is non-degenerate. If both definitions make sense, that is, if B is non-degenerate, then they evidently coincide up to a natural identification.
Left multiplier bialgebroids
A left multiplier bialgebroid is a natural generalization of a left bialgebroid [1] without unit and counit. It consists of two algebras B and A with a homomorphism s and an anti-homomorphism t from B to the multiplier algebra M (A) and a comultiplication that takes values in a certain multiplier algebra.
To compensate the lack of units, we need to impose a few assumptions on the tuple (B, A, s, t) which are automatic in the unital case. We shall call such tuples left quantum graphs by analogy with directed graphs which can be described in terms of the sets of vertices and edges together with a source and a target map. The adjective "left" refers to the one-sidedness of several regularity assumptions.
Definition.
A left quantum graph is a tuple (B, A, s, t), where (1) B and A are algebras and A A is non-degenerate as a right A-module, Here, we write s A, A t , t A or A s when we regard A as a left or right B-module via x · a := s(x)a, y · a := at(y), a · x := as(x) or a · y := t(y)a, respectively.
2.2.
Remarks. Let A = (B, A, s, t) be a left quantum graph.
(1) For the definition of left multiplier bialgebroids, it would suffice to assume s(B) and t(B) to be contained in L(A), but as soon as we start to work with the associated canonical maps in §3, we need s(B) and t(B) to lie in M (A) ⊆ L(A). (2) The algebra B is necessarily non-degenerate. Indeed if x ∈ B and xB = 0, then s(x)A = s(x)s(B)A = 0 and hence x = 0 because s A is idempotent and faithful. Likewise, if x ∈ B and Bx = 0, then t(x)A = t(x)t(B)A = t(Bx)A = 0 and hence x = 0. (4) is to ensure that the modules ( s A⊗ t A) A⊗1 and ( s A⊗ t A) 1⊗A are non-degenerate. More generally, we will need certain iterated tensor products of A over B to be non-degenerate with respect to right multiplication by A on one tensor factor. (5) One can regard t as a homomorphism and s as an anti-homomorphism from the opposite algebra B op to M (A) ⊆ L(A). Then A co := (B op , A, t, s) evidently is a quantum graph again. We call it the co-opposite of (B, A, s, t). Coming back to the analogy with directed graphs, the passage from a left quantum graph to its co-opposite corresponds to the reversal of arrows.
(6) We call the left quantum graph unital if the algebras B, A and the maps s, t are unital. Thus, a unital left quantum graph is given by a unital algebra B and a unital B ⊗ B op -ring A, where the associated maps s : B → A and t : B op → A are injective.
Till the end of this section, let (B, A, s, t) be a left quantum graph. A groupoid can be regarded as a directed graph with an additional multiplication, the composition of edges, which is not defined for all pairs of edges but only on a certain fiber product. The analogous structure map for a left quantum graph is a comultiplication, and the main step towards its definition is to identify the proper target of this map. In the unital case, this would be the left Takeuchi product
where A⊗ l A := s A⊗ t A . In the non-unital case, this algebra has to be replaced by certain multipliers. The theory of multiplier Hopf algebras suggests that one should restrict to left multipliers T ∈ L(A B ×A) satisfying conditions of the form
2.3. Remark. In the unital case, the notion of a left multiplier bialgebroid introduced below essentially reduces to the notion of a left bialgebroid in the sense of Böhm et. al [1] except that we do not assume existence of a counit. However, we choose a slightly different notation and switch the role of s and t and implicitly replace B by B op . The conventions in [1] are such that a left bialgebroid has an underlying a B-coring which means that the target of the comultiplication is a tensor product of B-bimodules. Our conventions imply that this target is (a subalgebra of) A ⊗ l A which is a tensor product of B op -bimodules. This choice matches nicely with the notation adopted for weak multiplier Hopf algebras in [28] , [29] and [30] , and seems advantageous for multiplier Hopf algebroids as will become clear in Section 6. In a sense, our choice gives preference to the antipode S of a regular multiplier Hopf algebroid as opposed to the inverse S −1 . To proceed, we need the following result. 
Definition. A regular left multiplier of
We henceforth regard L reg (A B ×A) as a subalgebra of End(A ⊗ l A) as follows.
2.7. Proposition.
(1) There exists an embedding j :
The image of j is a subalgebra and the induced multiplication on 
Proof. The assumptions on v λ and v ρ imply that the map v is well-defined by the formula above and the assignment (v λ , v ρ ) → v is injective by Lemma 2.6. The remaining assertions are easily verified. From now on, we identify (v λ , v ρ ) ∈ L reg (A B ×A) with the associated endomorphism v ∈ End(A ⊗ l A). A short calculation and Lemma 2.6 show that
We suggestively write
Proposition 2.7 (3) motivates the following terminology:
2.10. Remarks.
(1) The algebra L reg (A B ×A) can be regarded as an algebraic analogue of the fiber product introduced in [24] as follows. Define π : A → End(A) and λ, ρ :
Indeed, if A = B = C c (X) for some locally compact, non-compact Hausdorff space X and if
the homomorphism above corresponds to the natural inclusion C c (X) ֒→ C(X).
Here, C c (X) denotes the * -algebra of continuous functions with compact support. (3) We do not know whether the algebra A B ×A or L reg (A B ×A) is idempotent or non-degenerate. However, we shall see in Remark 3.5 that the existence of a suitable left comultiplication implies non-degeneracy. Moreover, assume that A has local units that are contained in the subalgebra
and also local units in the subalgebra A ∩ t(B) ′ which is defined correspondingly. Then tensor products of such local units yield local units for A B ×A, whence the latter will be idempotent and non-degenerate and L reg (A B ×A) will be nondegenerate.
We can now define the notion of a left comultiplication and a left multiplier bialgebroid: in the canonical way. (2) Condition (2) will be reformulated more transparently in terms of canonical maps in §3. It has to be interpreted as follows. In accordance with (2.1), the products 
If these conditions hold, we call the pair ((B, A, s, t), ∆) unital.
The canonical maps of a left multiplier bialgebroid
Let (B, A, s, t) be a left quantum graph. We shall now reformulate the notion of a left comultiplication ∆ in terms of the canonical maps
and
By definition of L reg (A B ×A), the formulas above define a bijective correspondence between linear maps ∆ : A → L reg (A B ×A) on one side and pairs of maps
for all a, b, c ∈ A on the other side. We next spell out the relations that the maps T λ and T ρ have to satisfy for ∆ to be a comultiplication.
To simplify notation, we write A 
Denote by µ the multiplication a ⊗ b → ab and by Σ the flip a ⊗ b → b ⊗ a.
Definition. A left multiplicative pair for a left quantum graph (B, A, s, t) is a pair of maps
for all x, x ′ , y, y ′ , z ∈ B, a, b ∈ A and make the following diagrams commute:
Remark. Commutativity of the first diagram in (3.2) and of diagram (3.3) is equivalent to commutativity of the following diagrams:
Consequently, the following diagram commutes:
As indicated above, left multiplicative pairs correspond to left comultiplications:
Proposition. Let (B, A, s, t) be a left quantum graph. Then the formulas
define a bijective correspondence between left comultiplications ∆ and left multiplicative pairs (T λ , T ρ ) for (B, A, s, t).
Proof. Definition 2.4 implies that linear maps
(1) in Definition 2.11 correspond bijectively with pairs of maps
A that satisfy (3.1) and make the first diagram in (3.2) commute.
Condition (2) in Definition 2.11 then is equivalent to commutativity of the second diagram in (3.2) and the fact that ∆ is a homomorphism is equivalent to commutativity of (3.3).
Definition. Given a left comultiplication ∆ on a left quantum graph (B,
A, s, t), we call the corresponding maps (T λ , T ρ ) the canonical maps associated with ((B, A, s, t), ∆). Left comultiplications and left multiplicative pairs can be reversed in a way that is analogous to reversing the direction of edges in a directed graph and their composition in a groupoid. For the underlying left quantum graphs, this transformation was described in Remark 2.2 (5). For the comultiplication and canonical maps, we need further notation. As above, Σ denotes the flip, for example, as an isomorphism
Remark. Suppose that ((B, A, s, t), ∆) is a left multiplier bialgebroid with bijective canonical maps. Then
3.6. Proposition. Let ((B, A, s, t), ∆) be a left multiplier bialgebroid with associated canonical maps (T λ , T ρ ) and let
Proof. Straightforward and therefore omitted.
The next result collects useful properties of multiplicative pairs.
Proposition. Let (T λ , T ρ ) be a left multiplicative pair for a left quantum graph (B, A, s, t). Then the following diagrams commute:
Here, we use the leg numbering notation for T λ and T ρ , for example,
Proof. Commutativity of the diagrams on the left hand side follows immediately from Proposition 3.3. The pentagon relation for T ρ follows from commutativity of the diagram
and an analogue of Lemma 2.6. Finally, the pentagon relation for T λ can be concluded from the one for T ρ and Proposition 3.6.
Left counits
We next consider counits on left multiplier bialgebroids and prove uniqueness in the case that one of the canonical maps is surjective, and existence in the case that both are bijective. Furthermore, we spell out the relation with left bialgebroids in the unital case.
where the lower horizontal maps are given by y ⊗ a → t(y)a and a ⊗ x → s(x)a, respectively. We call such a left counit multiplicative if the diagram
commutes, where the lower horizontal maps from A t ⊗ B B and A t ⊗ B B to A are given by a ⊗ x → as(x) and a ⊗ y → at(y), respectively.
4.2.
Remarks. Left multiplier bialgebroids that are unital in the sense of Remark 2.12 (3) and possess a multiplicative left counit are related to left bialgebroids as follows. For the definition of the latter, we refer to [4] and [1] . See also Remark 2.3 concerning the notation used in [1] .
Proposition. Let ((B, A, s, t), ∆) be a unital left multiplier bialgebroid with a mul-
tiplicative left counit ε. Let L = B op , regard (A, t, s) as an L ⊗ L op -ring and as an L-bimodule via y · a · x = s(x)t(y)a for all x, y ∈ L, a ∈ A and regard ∆ as a homomor- phism from A to A B ×A = A L ×A. Then (A, ∆, ε) is an L-coring and, together with the L ⊗ L op -ring (A, t,
s), forms a left bialgebroid. Conversely, every left bialgebroid arises this way from a unital left multiplier bialgebroid with a multiplicative left counit.
Proof. Remarks 4.2 (2) and 2.12 (3) imply that (A, ∆, ε) is an L-coring and commutativity of the diagram (4.2) is equivalent to conditions (2.6) in [4] . Thus, we obtain a left bialgebroid as claimed. For the converse, use the same remarks as well as Remark 2.2 (6) and note that unitality of the counit and its compatibility with respect to s and t imply injectivity of the maps s, t.
The following uniqueness and existence results for left counits require a few preparations. Given a left quantum graph (B, A, s, t), we define a left ideal I s and right ideal I t in B by
where X denotes the linear span of a set X.
4.4.
Lemma. Let ((B, A, s, t), ∆) be a left multiplier bialgebroid.
(1) Assume that s(I t )A = A = t(I s )A. Then I t = I t I s = I s and for all non-zero b ∈ B, there exist x, y ∈ I t such that xb and by are non-zero.
is idempotent, coincides with I s and with I t , and s(I ε )A = A = t(I ε )A.
Proof.
(1) Applying elements of Hom( s A, B B) or Hom( t A, B B ) to the assumed equality, we find I s = I t I s = I t . Assume b ∈ B is non-zero. Using injectivity of s and t and the assumption, we can conclude that s(by) and t(xb) are non-zero for some y ∈ I t and 
To prove uniqueness of counits, we need to assume an analogue of the fullness condition in Definition 1.4 [29] which involves slice maps for φ ∈ Hom( s A, B B) and ψ ∈ Hom( t A, B B ) of the form (1) If T λ is surjective and t(I s )A = A, then ((B, A, s, t), ∆) is rightfull. Also, if T ρ is surjective and
Definition. We call a left multiplier bialgebroid ((B, A, s, t), ∆) with associated canonical maps
and one can interprete
Likewise, one can express condition (2) above in terms of slices of ∆.
We now come to the uniqueness result: 
Then the first diagram in Definition 4.1 shows that t(ε(c i ))d i = ab and hence
But since ((B, A, s, t), ∆) is assumed to be left-full, elements of the form i s(ψ(d i ))c i span A. If ((B, A, s, t), ∆) is right-full, a similar argument applies.
Proposition. Let ((B, A, s, t), ∆) be a left multiplier bialgebroid with surjective canonical maps. If it has a left counit, then the latter is multiplicative.
Proof. Let ε be a left counit. To see that the first diagram in (4.2) commutes, consider the following diagram:
The outer cell commutes by (3.3) , and all other cells except for the right one commute as well. Since T ρ is surjective, we can conclude that the right cell must commute. Therefore, the left square in (4.2) commutes. Using surjectivity of T λ and a similar argument as above, one finds that also the right square in (4.2) commutes.
To prove existence, we assume bijectivity of the canonical maps and a mild necessary condition: 4.9. Proposition. Let ((B, A, s, t), ∆) be a left multiplier bialgebroid with bijective canonical maps. If s(I t )A = A = t(I s )A, then it has a unique left counit, and the latter is multiplicative.
Note that the condition s(I t )A = A = t(I s )A is necessary for the existence of a counit by Lemma 4.4 (2) .
for all a, b ∈ A and hence ε is uniquely determined by the first commutative diagram in (4.1). To prove existence, we show that this equation defines a left counit ε. Consider the maps
Observe that by Proposition 3.6, passing from ∆ to the co-opposite ∆ co amounts to flipping E t and E s . Proposition 3.7 implies that E t (a ⊗ bc) = E t (a ⊗ b)c for all a, b, c ∈ A. Hence, the formula ε t (a)b := E t (a ⊗ b) defines a map ε t : A → L(A). By definition and by (3.1),
for all y, z ∈ B and a, b ∈ A. Likewise, the formula ε s (a)b :
for all x, z ∈ B and a, b ∈ A.
Consider the following diagram:
The outer square and the lower triangle commute because of (3.2). Hence, the upper triangle commutes, showing that for all a, b, c ∈ A,
Let us focus on the first equation. Since a ∈ A is arbitrary, we can conclude s(ψ(c))ε s (b) = s(ψ(ε t (b)c)) for all b, c ∈ A and hence s(I t )ε s (A) ⊆ s(I t ). Using the assumption and equation (4.4), we conclude ε s (A) = ε s (s(I t )A) = s(I t )ε s (A) ⊆ s(I t ). A similar argument applied to the second equation shows that ε t (A) ⊆ t(I s ). In particular, we get
Using Lemma 4.4 (1), we can conclude
We thus obtain ε ∈ Hom( s A, B B)∩Hom( t A, B B ) such that ε s (b) = s(ε(b)) and ε t (b) = t(ε(b)) for all b ∈ B. This ε is a left counit by construction, and multiplicative by Proposition 4.8.
The right-handed analogues
The definitions and results of the preceding sections §2- §4 have natural "right-handed" analogues which are briefly summarized below and will be needed for the definition of multiplier Hopf algebroids in section §6. For proofs, explanations and comments, we refer to the corresponding left-handed versions. At the end of this section, we explain how to pass between the left-and the right-handed counterparts by reversing the multiplication of the algebra A of the underlying quantum graphs.
We start with the right-handed analogue of the definitions and results of section §2. 
5.2.
Remarks. Let A = (C, A, s, t) be a right quantum graph.
(1) The algebra C and the modules s A and t A are necessarily non-degenerate.
(2) The tuple A co := (C op , A, t, s) is a right quantum graph again, called the coopposite of (B, A, s, t). (3) A unital left quantum graph evidently is a right quantum graph as well; we refer to it also as a unital quantum graph.
Let (C, A, s, t) be a right quantum graph. We abbreviate A ⊗ 
Proposition.
(1) There exists an embedding j : 
for all a, b ∈ A. A short calculation and an analogue of Lemma 2.6 show that
5.5. Definition. We call R reg (A × C A) the regular right multiplier algebra of A × C A.
The evident right-handed counterparts to Remarks 2.10 apply to R reg (A × C A).
Definition.
A right comultiplication on a right quantum graph (C, A, s, t) is a homomorphism ∆ : A → R reg (A × C A) satisfying the following conditions:
A right multiplier bialgebroid is a right quantum graph with a right comultiplication. If (C, A, s, t) and ∆ are unital, we call ( (C, A, s, t) , ∆) unital.
For an explanation of conditions (1) and (2) above, see Remark 2.12 on the corresponding Definition 2.11.
We proceed with the analogues of the definitions and results of section §3.
Definition. A right multiplicative pair for a right quantum graph (C, A, s, t) is a pair of maps
for all x, x ′ , y, y ′ , z ∈ C, a, b ∈ A and make the following diagrams commute:
5.8. Proposition. Let (C, A, s, t) be a right quantum graph. Then the formulas
define a bijective correspondence between right comultiplications ∆ and right multiplicative pairs ( λ T , ρ T ) for (C, A, s, t).
5.9.
Definition. Given a right comultiplication ∆ on a right quantum graph (C, A, s, t), we call the corresponding maps ( λ T , ρ T ) the canonical maps associated with ((C, A, s, t), ∆).
As before, Σ denotes the flip on A ⊗ A as well as the induced maps on tensor products of A with itself over C. In particular, Σ will also denote the flip A ⊗ 
The following analogue of Proposition 3.7 uses the leg numbering notation again.
5.11. Proposition. Let ( λ T , ρ T ) be a right multiplicative pair for a right quantum graph (C, A, s, t) . Then the following diagrams commute:
We now come to the analogues of the definitions and results of section §4. ((C, A, s, t) , ∆) has a right counit and the associated canonical maps are surjective, then the right counit is unique and multiplicative. (3) If the associated canonical maps are bijective and if As(I t ) = A = At(I s ), where
Definition. A right counit for a right multiplier bialgebroid
((C, A, s, t), ∆) is a map ε ∈ Hom(A s , C C ) ∩ Hom(A t , C C) that
makes the following diagrams commute,
A t ⊗ A ρT / / µΣ A ⊗ r A ε⊗ι A C C ⊗ A s o o A ⊗ s A µ λ T / / A ⊗ r A ι⊗ε A A t ⊗ C C o o (5.4)
where the lower horizontal maps to A are the natural ones. Such a right counit is multiplicative if the following diagram commutes:
A ⊗ s A µ / / ε⊗ι A ε A ⊗ t A µ o o ε⊗ι C C ⊗ s A / / A ε / / C A ε o o C C ⊗ t A o o
Definition. We call a right multiplier bialgebroid ((C, A, s, t), ∆) with associated canonical maps
( λ T , ρ T ) left-full if (ι ⊗ φ)(w) : φ ∈ Hom(A s , C C ), w ∈ ρ T (A t ⊗ A) = A, right-full if (ψ ⊗ ι)(w) : ψ ∈ Hom(A t , C C), w ∈ λ T (A ⊗ s A) = AI s = φ(a) : φ ∈ Hom(A s , C C ), a ∈ A and I t = ψ(a) : φ ∈ Hom(A t , C C), a ∈ A ,
then ((C, A, s, t), ∆) has a unique right counit, and the latter is multiplicative.
Reversing the multiplication in the underlying algebra A, one can pass between left and right multiplier bialgebroids as will be explained below. We omit the proofs because they are straightforward.
First, every left or right quantum graph has a bi-opposite right or left quantum graph:
Proposition. Let A = (B, A, s, t) be a left quantum graph. Then A op,co := (B, A op , t, s) is a right quantum graph and the canonical anti-isomorphism A → A op induces an isomorphism of vector spaces
A ⊗ l A = s A ⊗ t A → (A op ) s ⊗ (A op ) t = A op ⊗ r A op and an algebra anti-isomorphism L reg (A B ×A) → R reg (A op × B A op ).
Conversely, let A = (C, A, s, t) be a right quantum graph. Then A op,co := (C, A op , t, s) is a left quantum graph and the canonical anti-isomorphism
The assignments A → A op,co form a bijective correspondence between left and right quantum graphs.
Combining with the passage to the co-opposite described in Remarks 2.2 (5) and 5.2 (2), we thus obtain for each left or right quantum graph A = (B, A, s, t) three further one-sided quantum graphs The left multiplier bialgebroid corresponding to a right multiplier bialgebroid (A, ∆) under the bijective correspondence above consists of the left quantum graph A op,co and a left comultiplication ∆ op,co with canonical maps ( λ T op,co , ρ T op,co ) that fit into similar commutative diagrams as those above.
Combining with the passage to the co-opposite described in Propositions 3.6 and 5.10, we obtain for each left or right multiplier bialgebroid (A, ∆) a co-opposite of the biopposite and a bi-opposite of the co-opposite. Both coincide, the underlying right or left quantum graph is A op and its right or left comultiplication will be denoted by ∆ op .
Definition.
We call (A op,co , ∆ op,co ) the bi-opposite and (A op , ∆ op ) the opposite of a left or right multiplier bialgebroid (A, ∆).
Multiplier Hopf algebroids
We now come to the main part of this article, where the left-and the right-handed concepts introduced above get assembled into two-sided counterparts.
First, we define two-sided multiplier bialgebroids, which consist of a left and a right multiplier bialgebroid satisfying natural compatibility assumptions. The latter will be expressed in terms of the comultiplications and, equivalently, in terms of the associated canonical maps. We shall modify the notation for the underlying left and right quantum graphs for reasons that will become clear later.
Next, we define regular multiplier Hopf algebroids to be multiplier bialgebroids with bijective canonical maps and show that this property is equivalent to the existence of counits and a bijective antipode. Using terminology coming from (weak) multiplier Hopf algebras, we thus restrict to the regular case, the non-regular corresponding to existence of counits and a non-invertible antipode.
For a left and a right multiplier bialgebroid to be compatible, their underlying left and right quantum graphs have to satisfy the following conditions: 6.1. Definition. A left and a right quantum graph (B, A, s B , t B ) and (C, A, s C , t C ) are compatible if s B (B) = t C (C) and t B (B) = s C (C).
6.2.
Remark. Let (B, A, s B , t B ) and (C, A, s C , t C ) be compatible left and right quantum graphs as above.
(1) The algebra A figuring in the left and the right quantum graph is necessarily non-degenerate and the maps s B , t B , s C , t C take values in the same multiplier algebra M (A). The compatibility condition furthermore implies that besides s B A, t B A and A s C , A t C , also the modules A s B , A t B and s C A, t C A will be faithful, non-degenerate and idempotent. . We shall not do so to retain full symmetry, although notation would get simplified.
Throughout this section, let A B and A C be compatible quantum graphs as above. To avoid iterated subscripts and for reasons that will become clear later, we shall modify the notation used in sections §2- §5 as follows.
6.3. Notation. We identify B and C with the images s B (B) and s C (C) in M (A), respectively. Then A B and A C take the form A B = (B, A, ι B , S B ) and
where S B : B → C and S C : C → B are anti-isomorphisms. We drop subscripts for the latter maps if the domain is clear from the context. We denote elements of B by x, x ′ , x ′′ , . . . and elements of C by y, y ′ , y ′′ , . . .. We write B A, A C , S(B) A et cetera if we regard A as a module via left or right multiplication by elements of B or C, respectively, possibly after applying S B or S C .
Let now (A B , ∆ B ) be a left and (A C , ∆ C ) be a right multiplier bialgebroid. To aid further reading, we write out some implications of the notation adopted above.
Condition (1) in Definition 2.11 and 5.6 becomes
for all a ∈ A, x, x ′ ∈ B, y, y ′ ∈ C.
The canonical maps associated with (A B , ∆ B ) and (A C , ∆ C ) take the form 
for all a, b ∈ A, x, x ′ , x ′′ ∈ B, y, y ′ , y ′′ ∈ C; see (3.1) and (5.1). 
Definition. A multiplier bialgebroid consists of a left and a right multiplier bialgebroid (A B
for all a, b, c ∈ A or, equivalently, the following diagrams commute:
We call ((A B , ∆ B ) , (A C , ∆ C )) a regular multiplier Hopf algebroid if the canonical maps of (A B , ∆ B ) and of (A C , ∆ C ) are bijective.
6.5. Remark. Let ((A B , ∆ B ) , (A C , ∆ C )) be a multiplier bialgebroid. Taking the coopposite, bi-opposite or opposite left and right multiplier bialgebroids introduced in Propositions 3.6, 5.10 and at the end of section §5, we obtain a co-opposite
) multiplier bialgebroid. If the former was a regular multiplier Hopf algebroid, then so are the latter. The verification is tedious but straightforward.
To derive the main properties of regular multiplier Hopf algebroids, we need to perform a fair amount of calculations involving the canonical maps and their interrelations. The safest way to present these calculations is in the form of commutative diagrams, where one can immediately verify that all of the maps involved are well-defined on the underlying relative tensor products. A more intuitive and practicable way to perform such calculations, however, is provided by the generalised Sweedler notation, which we outline now. The drawback of this notation is that one carefully has to check for every expression whether it is well-defined or not, as one can see, for example, in [29] . Therefore, we shall only use it to present the results but not the proofs. So, let ((A B , ∆ B ), (A C , ∆ C )) be a multiplier bialgebroid. We shall write
where the right hand sides are not sums of tensor products but purely formal expressions. Then, the canonical maps take the form [2] .
Here, the expressions on the right hand side are elements of certain tensor products of A with itself and thus can be regarded as actual sums of elementary tensors. We shall not try to formalize the use of this notation and refer to [25, 27] for comments in the context of multiplier Hopf algebras. For example, the definition of left and right counits can be rewritten in Sweedler notation as follows. A linear map ε B : A → B is a left counit for (A B , ∆ B ) if and only if
and as such multiplicative if and only if
Likewise, a linear map ε C : A → C is a right counit for (A C , ∆ C ) if and only if
The main result of this article is that a multiplier bialgebroid is a regular multiplier Hopf algebroid if and only if it has an invertible antipode. ((A B , ∆ B ) , (A C , ∆ C )) is an anti-homomorphism S : A → M (A) satisfying the following conditions:
Definition. An antipode for a multiplier bialgebroid
for all x, x ′ ∈ B, y, y ′ ∈ C, a ∈ A; (2) there exist a left counit ε B for (A B , ∆ B ) and a right counit ε C for (A C , ∆ C ) such that the following diagrams commute,
where the lower horizontal maps are given by multiplication.
In Sweedler notation, commutativity of the diagrams above amounts to the relations
for all a, b ∈ A.
6.7. Remark. Let ((A B , ∆ B ), (A C , ∆ C )) be a multiplier bialgebroid with an anti-homomorphism S : A → M (A), which we also regard as an anti-homomorphism A op → M (A op ). Then S is an antipode for ((A B , ∆ B ), (A C , ∆ C )) if and only if it is an antipode for the bi-opposite. If S takes values in A and is invertible, then both conditions are equivalent to S −1 being an antipode for the co-opposite or the opposite. This follows from the formulas for the associated canonical maps given in Proposition 3.6, 5.10 and 5.18.
The main result of this article is the following characterization of multiplier Hopf algebroids.
Theorem. A multiplier bialgebroid is a regular multiplier Hopf algebroid if and only if it has an invertible antipode. In that case, the left and right counits and the antipode are uniquely determined, multiplicative, and in the notation used above, the following diagrams commute,
In Sweedler notation, the formulas for T −1 ρ and λ T −1 take the form
for all a, b ∈ A. Note here that the expressions on the right hand side require a suitable interpretation, which is given by the expressions in the middle.
Proof of Theorem 6.8. Assume that ((
) is a multiplier bialgebroid with an invertible antipode S. Then the following diagram commutes,
and therefore the first diagram in (6.5) commutes. To obtain the second diagram, we apply the same argument to the antipode S −1 of the co-opposite, see Remark 6.5, and use Propositions 3.6 and 5.10. Since S is invertible, the diagrams (6.5) imply invertibility of the maps ρ T ,
is a regular multiplier Hopf algebroid. Consider the compositions
The following diagram commutes,
Consequently, there exists a linear map S :
By construction, the map S satisfies conditions (1) and (2) in Definition 6.6. Indeed, the relations (3.1) and (5.1) imply that for all a, b ∈ A, x ∈ B, y ∈ C,
and a similar calculation using λ S shows that S(yax) = S B (x)S(a)S C (y).
The following diagram commutes,
We finally need to show that S takes values in A and is invertible. First, we claim that AS(A) = A = S(A)A. Indeed, diagram (6.6) shows that
because the maps T −1 ρ , λ T −1 and µ are surjective. Applying ε B ⊗ ι or ι ⊗ ε C , respectively, and using relation (1) Repeating the arguments above for the co-opposite of the multiplier bialgebroid, we obtain an antipode S co : A → M (A) for the co-opposite. We show that S and S co are inverse to each other. By Proposition 3.6, the map S co ρ : a ⊗ b → S co (a)b is given by
The following diagram commutes, 6.9. Remarks.
(1) As a corollary, we find that a multiplier bialgebroid is a regular multiplier Hopf algebroid if and only if there exists an invertible map S that satisfies condition (1) in Definition 6.6 and makes the diagrams (6.5) commute. In particular, in that case, the map S will automatically be anti-multiplicative. ((A B , ∆ B ) , (A C , ∆ C )) be a multiplier bialgebroid and let S : A → A be a linear bijection that satisfies conditions (1) and (2) in Definition 6.6. Without assuming S to be anti-multiplicative, we can still conclude that the maps T ρ , T λ , ρ T and λ T are injective. Indeed, consider the following commutative diagram:
A is non-zero, then (µ ⊗ ι)(a ⊗ c) is non-zero for some a ∈ A by Lemma 2.6, and hence T ρ (c) must be non-zero. Therefore T ρ is injective and similar arguments apply to T λ , ρ T and λ T . However, we do not know whether one can prove surjectivity of these maps without assuming S to be anti-multiplicative. (3) The proof shows that it suffices to assume invertibility of T ρ and λ T and existence of left and right counits ε B and ε C to construct an antipode S : A → M (A).
Conversely, the argument above shows that existence of an antipode S : A → M (A) implies injectivity of T ρ and λ T , but we do not know whether T ρ and λ T will also be surjective.
The following result will be used to show that the antipode of a regular multiplier Hopf algebroid reverses the comultiplication. 6.10. Proposition. Let ((A B , ∆ B ) , (A C , ∆ C )) be a regular multiplier Hopf algebroid with antipode S. Then the following diagrams commute:
In Sweedler notation, commutativity of the diagram on the left hand side above amounts to equivalence of the following conditions for arbitrary elements a i , b i , c j , d j ∈ A:
Commutativity of the diagram on the right hand side above amounts to equivalence of the following conditions:
Proof of Proposition 6.10. The lower left triangle in the first square commutes because the following diagram commutes,
where we used diagram (3.4) on the lower rectangle and commutativity of the upper two squares in (6.6) for upper left quadrangle. Replacing the multiplier Hopf algebroid by its co-opposite, bi-opposite or opposite, one obtains commutativity of the remaining triangles.
6.11. Proposition. Let ((A B , ∆ B ), (A C , ∆ C )) be a regular multiplier Hopf algebroid with antipode S. Then the following diagrams commute:
for all a, b ∈ A. Again, the expressions on the right hand side require a suitable interpretation, which is given by the expressions in the middle.
Proof of Proposition 6.11 . Combining the preceding result with the diagrams (6.5), we find that the following diagram and hence the first square commute:
Replacing the multiplier Hopf algebroid by its co-opposite, one obtains the second square.
6.12.
Remark. The preceding result shows that the antipode of a regular multiplier Hopf algebroid is an isomorphism onto its bi-opposite. We leave it to the reader to make the notion of an isomorphism of multiplier bialgebroids precise.
Let us finally comment on the unital case. We use the terminology and notation of [1] . 6.13. Proposition. Let ((A B , ∆ B ) , (A C , ∆ C )) be a regular multiplier Hopf algebroid with left and right counits ε B , ε C and antipode S, where (A B , ∆ B ) and (A C , ∆ C ) are unital.
( (1) and (2) of Definition 6.6 are equivalent to conditions (iii) and (iv) of Definition 4.1 in [1] .
Involutions
In this short section, we briefly introduce involutions on multiplier bialgebroids and show that they behave with respect to counits and antipodes as one should expect from the theory of (weak) multiplier Hopf algebras [25] , [29] .
We use the notation for compatible quantum graphs introduced in 6.3. (1) The formula a ⊗ b → a * ⊗ b * defines mutually inverse conjugate-linear maps 
Proof. All assertions are easily verified. For example, the map j : a⊗b → a * ⊗b * factorizes to conjugate-linear maps
where y = S B (x) * ∈ C. Proof. Commutativity of the first squares in Definition 4.1 and 5.12 imply
for all a, b ∈ A. The first assertion follows. Using the relation * • S C • * • S B = ι B , we deduce the second assertion.
Denote by (T co ρ , T co λ ) the canonical maps of the co-opposite (A co B , ∆ co B ). Then T co ρ = ( * ⊗ * )Σ λ T Σ( * ⊗ * ) by Proposition 3.7 (2) and Lemma 7.2 (4) and hence, the following diagram commutes,
Consequently, * • S • * coincides with the antipode for the co-opposite, which is S −1 .
Examples and constructions
To keep this article moderately sized, we shall only discuss three simple examples of regular multiplier Hopf algebroids. We expect many further examples and constructions known for Hopf algebroids or weak (multiplier) Hopf algebras to have natural non-unital analogues that give multiplier Hopf algebroids. In particular, we think of free dynamical quantum groups [23] , crossed products for braided-commutative Yetter-Drinfeld algebras [5] , restrictions of a Hopf algebroid to an ideal in the base algebra and duality for Hopf algebroids without a finiteness assumption.
Multiplier Hopf algebroids associated with weak multiplier Hopf algebras. Weak multiplier Hopf algebras were introduced by the second author and Wang in [28] , [29] , [30] as non-unital versions of weak Hopf algebras. The precise relation between weak multiplier Hopf algebras and multiplier Hopf algebroids will be studied in a forthcoming article. Briefly, one can associate to every regular weak multiplier Hopf algebra a regular multiplier Hopf algebroid as follows.
A regular weak multiplier Hopf algebra consists of a non-degenerate, idempotent algebra A and a homomorphism ∆ : A → M (A ⊗ A) satisfying the following conditions:
(1) for all a, b ∈ A, the following elements belong to A ⊗ A:
(2) ∆ is coassociative in the sense that for all a, b, c ∈ A,
(3) ∆ is full in the sense that there are no strict subspaces V, W ⊂ A satisfying
the idempotent E in condition (4) satisfies
where ∆⊗ι and ι⊗∆ are extended to homomorphisms
where E 13 ∈ M (A ⊗ A ⊗ A) acts like E on the first and third tensor factor, and such that the kernels of the maps
are given by ker(
Given a regular weak multiplier Hopf algebra (A, ∆) as above, there exists an antipode, which is a bijective linear map S : A → A such that the maps
are well-defined and satisfy T i R i T i = T i and R i T i R i = R i for i = 1, 2; see [29] . Using this antipode, one defines source and target maps ε s , ε t :
Theorem. Let (A, ∆) be a regular weak multiplier Hopf algebra. Then there exists a regular multiplier Hopf algebroid
and, denoting by
With the results in [29] and [30] at hand, the proof is rather straightforward. The details will be given a forthcoming article that investigates the relation between regular multiplier Hopf algebroids and regular weak multiplier Hopf algebras. In particular, we shall provide necessary and sufficient conditions for a regular multiplier Hopf algebroids to arise from regular weak multiplier Hopf algebras as above.
Functions on an étale groupoid. Let G be a locally compact, Hausdorff groupoid with unit space G 0 and target and source maps t G , s G : G → G 0 . Assume that G is étale in the sense that every point has a neighborhood U ⊆ G on which the target and the source map restrict to homeomorphisms onto t G (U ) and s G (U ), respectively. Passing to compactly supported functions, we obtain a regular multiplier Hopf algebroid as follows:
(1) Let B = C c (G 0 ) and A = C c (G) be the algebras of compactly supported continuous functions on G 0 and G, respectively, and denote by s, t :
is a left and right quantum graph. (2) Since G is assumed to be étale, the natural map
Then (A B , ∆ B ) is a left multiplier bialgebroid. (4) With respect to the isomorphisms in (1), the canonical maps T λ , T ρ are given by
They therefore are the pull-backs along the maps (γ, ), which is a right multiplier bialgebroid with right counit ε B . Since A is commutative, the passage to the bi-opposite means only that one switches the roles of s and t. Thus, ((A B , ∆ B ) , (A C , ∆ C )) is a regular multiplier Hopf algebroid. Its antipode S : A → A is the pull-back along the groupoid inversion, that is, (Sf )(γ) = f (γ −1 ). The verification of all of these assertions is straightforward. To adhere to notation 6.3, one would have to identify B with its image under s and denote by C its image under t. Then S B : B → C and S C : C → B are induced by the groupoid inversion like the antipode S.
Note that the regular multiplier Hopf algebroid thus obtained is unital if and only if the groupoid G is compact. If G is discrete, then C(G) can also be regarded as a weak multiplier Hopf algebra, see [28] and [29] , and the multiplier Hopf algebroid coincides with the one obtained in Theorem 8.1.
The tensor product C ⊗ B. Let B and C be non-degenerate and idempotent algebras with anti-isomorphisms S B : B → C and S C : C → B. Then the tensor product A := C ⊗B can be equipped with the structure of a regular multiplier Hopf algebroid as follows. Identify B and C with their images in M (A) under the canonical inclusions. Then S B and S C can be regarded as maps from B or C, respectively, to M (A) and c ⊗ b ∈ A can be written as cb = bc. One easily verifies the following statements:
(1) the tuples A B := (B, A, ι B , S B ) and A C := (C, A, ι C , S C ) are compatible quantum graphs; (2) the homomorphisms
and form a left comultiplication on A B and a right comultiplication on A C , respectively, which are are compatible so that 
B (c). The map S makes the diagrams in Definition 6.6 commute because the maps involved act on elements cb ⊗ c ′ b ′ as follows:
If there exists a regular separability idempotent in M (B ⊗ C), then the tensor product B ⊗C can also be equipped with the structure of a weak multiplier Hopf algebra, see [30] , and again the multiplier Hopf algebroid is isomorphic to the one obtained in Theorem 8.1.
A two-sided crossed product. The following construction generalizes Example 2.6 in [20] and Example 3.4.6 in [1] . It expands upon the preceding example and includes an additional action of a regular multiplier Hopf algebra. A reference for such actions is [7] .
Let B, C, S B , S C be as above, that is, B and C be non-degenerate, idempotent algebras with anti-isomorphisms S B : B → C and S C : C → B, and let H be a regular multiplier Hopf algebra. Given compatible actions of H on B and C, we shall form a crossed product of C ⊗ B by H and obtain a regular multiplier Hopf algebroid as follows.
Assume that H acts on C on the left and on B on the right such that S B (b ⊳ h) = S H (h) ⊲ S B (b) and S C (h ⊲ c) = S C (c) ⊳ S H (h) for all b ∈ B, c ∈ C, h ∈ H.
Similar arguments like those used in [7, §5] show that then the space C ⊗ H ⊗ B becomes a non-degenerate, idempotent algebra with respect to the product
We denote this algebra by A. Equivalently, this algebra can be described as follows.
Since right actions of H correspond bijectively with left actions of the co-opposite H co via the formula h ⊲ b = b ⊳ S Then the space C ⊗ B ⊗ H becomes a non-degenerate, idempotent algebra with respect to the product
and this algebra is isomorphic to A, where an inverse pair of isomorphisms is given by c ⊗ h ⊗ b → c ⊗ (h (2) ⊲ b) ⊗ h (1) and c ⊗ b ⊗ h → c ⊗ h (1) ⊗ (b ⊳ h (2) ).
The algebra A can be equipped with the structure of a regular multiplier Hopf algebroid as follows. Identify the algebras B, C, H with their images in M (A) under the natural inclusions. Then S B and S C can again be regarded as maps from B and C, respectively, to M (A), and elements of A can be written as products chb or cbh, where the products of two such elements are given by (8.1) or (8.2), respectively. With a bit more effort than in the example above, one verifies the following statements: (A B , ∆ B , ε B ) , (A C , ∆ C , ε C )) is a multiplier bialgebroid; (5) the map S A : A → A, chb → S B (b)S H (h)S C (c), is an antipode for A. We shall only prove that ε B is a counit and that S A is an antipode. A short calculation shows that ε B ∈ Hom( s A, B B) ∩ Hom( t A, B B ) . Fix b, b ′ ∈ B, c, c ′ ∈ C, h, h ′ ∈ H. The diagrams (4.1) commute because the maps involved act on an element chb ⊗ c ′ h ′ b ′ as follows:
Note that in both squares, the elements appearing on the upper right corner have to be interpreted correctly as elements in A ⊗ l A. The right square in (4.2) commutes because Concerning S A , condition (1) in Definition 6.6 is easily checked and the diagrams in condition (2) commute because the maps involved act on an element chb ⊗ c ′ h ′ b ′ as follows:
Again, in both squares, the elements appearing on the upper right corner have to be interpreted correctly as elements in A ⊗ l A or A ⊗ r A, respectively.
If there exists a regular separability idempotent in M (B ⊗ C) that is compatible with the actions of H on B and C, then the algebra A can also be equipped with the structure of a weak multiplier Hopf algebra, see [30] , and again the multiplier Hopf algebroid constructed above is isomorphic to the one obtained in Theorem 8. 
