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Abstract 
This paper presents a graph-transformat ion-based multi-frontal direct solver with an optimizat ion 
technique that allows for a significant decrease of time complexity in some multi -scale simulations of 
the Step and Flash Imprint Lithography (SFIL). The multi-scale simulat ion consists of a macro-scale 
linear elasticity model with  thermal expansion coefficient and a nano-scale molecular statics model. 
The algorithm is exemplified with a photopolimerization simulat ion that involves densification of a 
polymer inside a feature followed by shrinkage of the feature after removal of the template. The solver 
is optimized thanks to a mechanis m of reusing sub-domains with similar geometries and similar 
material properties. The graph transformation fo rmalis m is used to describe the algorithm - such an 
approach helps automatically localize sub-domains that can be reused. 
 
Keywords: step-and-flash imprint lithography, multi-scale, graph transformations, multi-frontal solver 
1 Introduction 
The paper presents a mult i-scale, graph-transformation-system-powered  approach to modeling of 
the Step-and-Flash Imprint Lithography (SFIL). SFIL is  a modern  pattering process that uses 
photopolymerizat ion in order to replicate a template onto a substrate (Colburn et al. 2001)  andprocess 
can be simulated in  macro -scale as linear elasticity with thermal expansion coefficient (Hughes 2000). 
In some areas of the computation domain though, the molecular statics model is employed to 
complement fin ite elements and thus - improve the solution (Paszynski et al. 2005). Since three 
dimensional finite element method simulations are computationally expensive (Demkowicz at al. 
2007), a mult i-frontal solver algorithm is used in this study. A reuse technique is proposed to benefit 
from some of the regularities that problems from this domain present. 
Multi-frontal solvers are  considered some of the most advanced direct solvers suited for solving 
linear systems of equations (Geng et al. 2006, Duff and Reid 1983, Duff and Reid  1984). Graph 
transformation systems have been previously used to model mesh generation and for multi-frontal 
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solvers for example  in  (Paszynska et al. 2008, Paszynska et al. 2012b, Paszynski et. al 2009a, 
Paszynski et  al. 2009b, Paszynska et  al. 2012a). However in this work, a new graph transformation 
system, allowing for efficient reuse of identical sub-branches of the elimination tree is introduced. 
The graph transformation system presented in this paper for reuse of identical sub-trees has been 
also utilized for modeling mesh generation and adaptation with CP-graphs (Paszynska et al. 2012a, 
Paszynska et al. 2012b, Paszynska et al. 2009, Strug et al. 2013) and hyper-graphs (Slusarczyk et al. 
2013). Th is graph model can be also used for expressing the classical mult i-frontal solver algorithm 
(Paszynski and Schaefer 2010, Paszynski et al. 2010). 
Finally, it is also possible to obtain the linear computational cost direct solver using some other 
topological features of the refined meshes (Szymczak et al. 2013, Paszynski et al. 2013). 
2 Step-and-Flash Imprint Lithography 
Step and flash imprint lithography (SFIL) is a patterning process utilizing photopolymerizat ion to 
replicate the topography of a template onto a substrate (Bailey et al. 2002, Colburn et al. 2001, Burns 
et al. 2004).  
The SFIL process can be described in the following six steps, as it is illustrated in Figure 1. 
1) dispense. The SFIL process employs a template / substrate alignment scheme to bring a rigid  
template and substrate into parallelis m, trapping the etch barrier in the relief structure of the 
template, 
2) imprint. The gap is closed until the force that ensures a thin base layer is reached, 
3) exposure. The template is then illuminated through the backside to cure etch barrier, 
4) separate. The template is withdrawn, leaving low-aspect ratio, high resolution features in the 
etch barrier, 
5) breakthrough etch. The residual etch barrier (base layer) is etched away with a short halogen 
plasma etch, 
6) transfer etch. The pattern is transferred into the transfer layer with an anisotropic oxygen 
reactive ion etch, creating high-aspect ratio, high resolution features in the organic transfer 
layer. 
 
  
Figure 1: Step and Flash Imprint Lithography Figure 2: Shrinkage of the feature 
after removal of the template 
 
Photopolymerizat ion is often accompanied by densification. The interaction potential between  
photopolymer precursors undergoing free radical polymerization changes from van der Waals’ to 
covalent. The average distance between molecules decreases and causes volumetric contraction. 
Densificat ion of the SFIL photopolymer (the etch barrier) may  affect  both  the cross sectional shape of 
the feature and the placement of relief patterns. The exemplary shrinkage of the feature measured after 
removing the template is presented in Figure 2. 
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2.1 Macro scale model 
The linear elasticity model with thermal expansion coeff icient is used to verify the 
material response of polymerized networks in cured etch-barrier layers that are formed 
during the third step of the SFIL process.  
Strong formulation. Given   Rxgxg iDi i  o
* 0: , , klD  and 0ijV , find Rui o::  the 
displacement vector field such that  
0,  jijV in :  (1) 
ii gu  in iD*  (2) 
where ijV  is the stress tensor, defined in terms of the generalized Hooke’s law  
  0ijklklijklij c VDTHV   (3) 
ijklc  elastic coefficients (known for a g iven material), 
0
ijV  init ial stress. 0ijH  initial strain,  
temperature,  
klD  thermal expansion coefficients, ijH  is the strain tensor, defined to be  jiu , , the symmetric part of 
the displacement gradients  
  2
,,
,
ijji
jiij
uu
u
  H  (4) 
where iu  displacement vector, jiu ,  displacement gradients.  
Weak formulation. The weak formulation is obtained by multip lying (1) by test functions ii Vw   
and integrating by parts over : .  
0,  :: ³³
*:
dnwdw jijiijji VV  (5) 
Since ijV  is symmetric tensor, then   ijjiijji ww VV ,,   (compare Hughes 2000), and 0 iw  on * , we 
get 
  0,  :³
:
dw ijji V  (6) 
Finally, we substitute (3) into (6) and get  
    :: : ³³³
:::
dwdcwducw ijjiklijkljilkijklji
0
,),(,),( VDT  (7) 
since  jiij u , H . 
Abstract index-free notation. For implementation issues, the most convenient is the following 
form:  
Find Vu  such that       wΣwΑuw,a  for all Vw  (8) 
Where 
      : ³
:
duDεwεuw,a T  (9) 
    : ³
:
dDαwεwΑ TT  (10) 
    : ³
:
d0TσwεwΣ  (11) 
Here 
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T
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and the coefficients of IJD  are related to coefficients of ijklc  as illustrated in Table 1.  
I / J i / k j / l 
1 1 1 
3 1 2 
3 2 1 
2 2 2 
Table 1. Coefficients of ijklIJ c D  tensor. 
2.2 Molecular statics model 
Let us consider a regular rectangular 3D grid with interacting particles , as presented in Figure 3a.  
 
 (a) (b) 
Figure 3: (a) 3D domain with interacting particles. (b) pair of interacting particles in the initial and 
equilibrium configurations 
 
Each particle interacts with its 26 neighbours. For each pair of interacting particles D  and E , we 
can distinguish their in itial configurations Dp , Ep  and (unknown) equilibrium configurations Dx , Ex , 
compare Figure 3b. 
The following molecular statics models are considered: 
x Linear model assuming small deformations and quadratic potentials . In this model the force 
between pair of interacting particles D  and E  is given by 
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αβ
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F 
' orrrk DEDEDEDE  (16) 
where DEk  is the spring stiffness coefficient, αβ xx  ' DEDE rr  is the length of the spring in the 
equilibrium configuration, βα x,x  represents the (unknown) equilibrium configuration of particles, 
0
DEr  
is the length of the un-stretched spring, βα p,p  represents the initial configuration o f part icles. The 
small deformat ions are observed here, which  implies the direction of the interparticle forces along the 
initial spring aligments αβ pp  . 
x Non-linear model allowing for large deformations, with quadratic potentials. In this model the 
force between pair of interacting particles D  and E  is given by 
  
αβ
αβ
αβ xx
xx
F 
' orrrk DEDEDEDE  (17) 
The large deformat ions are observed here, which implies the direct ion of the interpart icle forces 
along the resulting spring alignments αβ xx  . 
x Non-linear model allowing for large deformations, with Lennard-Jones potentials. In this model 
the force between pair of interacting particles D  and E  is given by 
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which results from Lennard-Jones potential 
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where DEV , DEn  and DEm  are Lennard-Jones potential parameters. 
The molecular statics problem consists in finding the equilib rium configuration of part icles  
satisfying  
¦  
E
0Fαβ  (20) 
for D =1,...,N (total number of particles). More mathematical details of the molecular statics model 
formulation are presented in (Paszynski et al. 2005). 
2.3 Coupling between the macro-scale and nano-scale models 
The macro-scale and nano-scale models are coupled by identifying the particles located on the 
interface of the nano-scale domain with the corresponding nodes of the FEM mesh, located on the 
interface of the macro-scale mesh.  
In such the case, we solve the molecular statics equations inside the nano-scale domain, and the 
linear elasticity with thermal expansion coefficient discretized by FEM inside the macro-scale domain, 
while the interface between macro- and nano-scales is treated in the special way. The nodes of the 
FEM mesh, from the point of v iew of the nano-scale model are identified with particles represented by 
their positions αx , while from the point of view of the macro-scale model, the nodes are understood in 
the classical way  like degrees of freedom, representing the displacements αu . It implies the additional 
coupling equations  
αααα pxpu  '  (21) 
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for each particle (FEM mesh node) D  located on the interface between nano- and macro-scales. 
In practice, it is not necessary to add the coupling equations (21) to the system, but only to 
aggregate the FEM and MS equations to the same global matrix. 
3 Numerical solver with a graph transformation system 
description 
In this section a multi-frontal solver is described. In  order to present the algorithm performed by 
the solver, graph transformation systems are used. Such a formalis m allows for describing steps of an 
algorithm as a set of transformations that alter a graph representing a computational mesh and attribute 
it with computational data. As a result it's easier to determine the algorithm's properties, time 
complexity and determine whether a given algorithm is legal. 
 
The first step of the solver algorithm is to generate the computational mesh. It is done by executing 
a sequence of graph transformations that generate a graph structure representing computational mesh. 
The first graph transformat ion is presented on left panel in Figure 2. The productions replace the 
starting graph containing only a single vertex S with a graph representing a single hexahedral element 
with eight nodes. The following graph transformations replace some nodes by sub-graphs that 
represent smaller elements. Graph nodes as well as graph transformations are attributed by the location 
over a rectangular domain. The transformation (P)TNW from right panel in Figure 2 is replicated for 
different locations, fo r {TNW,TNE,TSW,TS E,BNW,BNE,BSW,BS E} where T and B stands for top 
and bottom, and N, S, W, E stand for north, south, west, east. 
 
Figure 4: Exemplary graph transformations for generating of the structure of the mesh 
 
The exemplary derivation of an eight-element mesh is presented in Figure 4. In the first step, 
production (P1) is executed, in the second step, productions (P)TNW - (P)TNE - (P)TSW - (P)TSE - (P)BNW 
- (P)BNE - (P)BSW - (P)BSE are executed to obtain the eight fin ite element mesh. The graph representing 
the mesh has hierarchical tree -like structure storing the history of graph transformat ions derivation. To 
obtain larger meshes, it is necessary to add graph transformations for locations like 
{T,B,N,S,W,E,TN,TS,TW,TE,BN,BS,BW,BE,NE,NW,S E,SW}, compare labels of the left  bottom 
sub-graph at Figure 5. 
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Figure 5: Derivation of eight finite element mesh 
 
 
Figure 6: Graph transformations for identification of macro- and nano-scale elements 
 
The next step of the solver algorithm consists in identification of macro -scale and nano-scale 
elements. Notice that graph nodes labeled with N actually represent particles (over nano-scale 
elements) or finite element method nodes (over macro-scale elements). Thus, the elements are 
represented by patches of eight nodes. In the exemplary mesh presented in Figure 5 there are eight 
elements denoted by different colors. 
This identification is performed by  graph transformation presented in Figure 6. The macro-scale 
elements are attributed by Young modulus and Poisson ratio values. The nano -scale elements are 
attributed by parameters of the spring force parameters DEk .  
 
Figure 7: Exemplary graph transformation for identification of macro-scale elements with identical material data 
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Figure 8: Exemplary graph transformation for partial identification of macro-scale  with identical material data 
 
The resulting tree structure can be directly utilized by the multi-frontal solver algorithm (Paszynski 
et al. 2010, Paszynski and Schaefer 2010). However, in th is work a more sophisticated approach, 
featuring a re -use optimization technique, is proposed. It is based on an observation, that if we 
postpone the resolution of the domain boundary to the top of the elimination tree, given a regular mesh 
with equal coefficients, the LU factorized local matrices for different finite elements are the same and 
hence can be reused. 
Thus, the third step of the solver algorithm consists in an identification of identical sub-branches of 
the elimination tree, fo r the reuse of part ially LU factorized matrices. An exemplary graph 
transformation for such an identification is presented in Figure 7. Such a graph transformation checks 
if all eight son elements are macro-scale elements and whether the corresponding Young modulus and 
Poisson ratios are identical. If this is the case, the eight son element nodes are reduced to one 
representative node, so the LU factorization can be performed only once and father node can merge 
eight identical matrices from the same representative son node. 
Another, more complicated case for the identification is presented in Figure 8. In this example only 
four son elements are macro-scale with identical Young modulus and Poisson ratio values. The four 
identical macro -scale elements are reduced to one representative element, however the nano-scale 
elements are stochastic in their nature and cannot be reduced. 
Finally, on a modified elimination tree, the multi-frontal solver algorithm can be executed: 
 
1 function frontal_elimination(node) 
2 if new_schur_matrix already computed for the node then 
3   return schur_matrix 
4 if node is a leaf then 
5   generate local system assigned to node 
6   excluding boundary conditions 
7 else 
8   loop through son_nodes 
9     schur_matrix = frontal_elimination(son_node) 
10     merge schur_matrix into new_system 
11   end loop 
12 end if 
13 find fully assembled nodes and eliminate them 
14 return new_schur_matrix 
15 end function 
Notice that in case of representative nodes in line 9, the same node of the elimination tree is  
actually called many times and line 2 p revents from re-computing the identical Schur complement 
matrices many times. The fo rward elimination algorithm is fo llowed by analogous backward 
substitution. 
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4 Numerical results 
In this section numerical results presenting the shrinkage of the feature after removal of the 
template. It  is assumed that the polymer network has been damaged during the removal of the 
template, and thus the inter-particle forces are weaker in one part of the mesh.  
The problem has been solved first by using pure nano-scale approach, with non-linear model 
allowing for large deformat ions, with  quadratic potentials (17). The resulting equilibrium 
configurations of polymer network part icles are presented in Figure 9 and 10. The damage has been 
modeled here by assuming smaller values of the spring stiffness coefficients DEk .  
Then, the problem has been solved again by using the mult i-scale approach. The part of the mesh 
with undamaged polymer has been modeled by the macro-scale approach, with Finite Element 
Method. The part o f the mesh with  the damaged polymer, denoted in Figure 11 by  red co lor, has been 
modeled by the nano-scale approach with linear model assuming small deformat ions and quadratic 
potentials. The results – the x, y and z  components of the vector displacement field are presented in 
Figures 8, 9 and 10. The damage of the polymer, modeled by weakening the inter-part icle forces 
results in slight lean of the feature, illustrated in Figure 5 fo r the nano-scale model, and in Figure 8, for 
the macro-scale model. The displacement fields are similar in both nano-scale and macro-scale 
simulations. 
 
Figure 9: X, Y and Z components of the displacement vector field for the interior modeled by linear elastictity 
with thermal expansion coefficient 
 
 
 
Figure 10: Results of the non-linear model allowing 
for large deformations, with quadratic potentials 
Figure 11: 3D mesh for multi-scale simulations. The 
blue color denotes the macro-scale domain with FEM 
model, the red color denotes the nano-scale domain 
with MS model 
 
To conclude this section, let us look at the comparison of the execution t imes of the graph 
transformation based multi-frontal solver executed with and without the reuse technique. The 
computations have been performed sequentially on a cluster node with Dual-Core AMD Opteron 
processor clocked at 2.6 GHz with 32 GB using a Fortran 90 implementation. 
The results are presented in Figures 12-13. The horizontal axis denotes different polynomial orders 
of approximations utilized over the macro-scale domain  (p parameter). Different lines correspond to 
different number o f elements in each direction (n parameter). The resulting speedup of the reuse solver 
algorithm is presented in Figure 13. 
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Figure 12: Left panel: Execution time of the solver without reuse 
Right panel: Execution time of the solver with reuse 
 
Figure 13: Speedup of the reuse solver 
 
5 Conclusions & future work 
In this paper a fast multi-frontal solver algorithm with a reuse technique has been presented along 
with a theoretical description using graph transformation systems. The benefits from this technique 
have been exemplified on a problem from nano-lithography domain, however the technique can be 
used on a wider class of problems defined on a regular domain with equal material coefficients and 
should offer significant savings especially in setups where parallel processing is not an option. 
The technique is limited to sequential execution though. The single-point coupling method used is 
also known to have limitations  (Bauman et al. 2008) so the future work could include implementing 
the Arlequin interface instead. Apart from that, it  would be desirable  to define the boundaries of 
applicability of the re-use technique formally and define the conditions of a problem that help 
maximize the outcome.  
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