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This paper studies the uniqueness and the asymptotic stability of
a pyramidal traveling front in the three-dimensional whole space.
For a given admissible pyramid we prove that a pyramidal traveling
front is uniquely determined and that it is asymptotically stable
under the condition that given perturbations decay at inﬁnity.
For this purpose we characterize the pyramidal traveling front as
a combination of planar fronts on the lateral surfaces. Moreover
we characterize the pyramidal traveling front in another way,
that is, we write it as a combination of two-dimensional V-form
waves on the edges. This characterization also uniquely determines
a pyramidal traveling front.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
For one-dimensional traveling waves in the Allen–Cahn equation or the Nagumo equation so
many works have been studied. See [1,2,4,9,10] and so on. In the two-dimensional plane or higher-
dimensional spaces the simplest traveling waves are planar ones. Recently non-planar traveling waves
in the whole space have been studied by [3,6–8,11,12,17,18,21] and so on. For non-planar traveling
waves researchers are interested in the shapes of the contour lines or surfaces. Constructing traveling
waves with new shapes is an attracting motivation of the mathematical research. The mathematical
study on these multi-dimensional traveling waves will give information for chemists or biochemists
to study multi-dimensional chemical waves or nerve transmission phenomena in future.
The stability of planar traveling waves have been studied by [13–15,22] and so on. The exist-
ence and stability of two-dimensional V-form waves are studied by [7,8,12,17,18]. The existence of
pyramidal traveling waves are proved in [21]. The aim of this paper is to show the uniqueness and
the asymptotic stability of pyramidal traveling waves.
E-mail address:masaharu.taniguchi@is.titech.ac.jp.0022-0396/$ – see front matter © 2008 Elsevier Inc. All rights reserved.
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In this paper we consider the following equation
∂u
∂t
= u + f (u) in R3, t > 0,
u|t=0 = u0 in R3.
Here a given function u0 is bounded and of class C1. The Laplacian  stands for ∂2/∂x2 + ∂2/∂ y2 +
∂2/∂z2. We study nonlinear terms of bistable type including cubic ones. This equation is called the
Allen–Cahn equation or the Nagumo equation.
In the one-dimensional space, let Φ(x − kt) be a traveling wave that connects two stable equilib-
rium states ±1 with speed k. By putting μ = x− kt , Φ satisﬁes
−Φ ′′(μ) − kΦ ′(μ) − f (Φ(μ))= 0, −∞ < μ < ∞,
Φ(−∞) = 1, Φ(∞) = −1. (1)
To ﬁx the phase we set Φ(0) = 0. See Fig. 1.
The following are the assumptions on f in this paper.
(A1) f is of class C1[−1,1] with f (±1) = 0 and f ′(±1) < 0.
(A2)
∫ 1
−1 f > 0 holds true.
(A3) f (s) < 0 holds true for s > 1. f (s) > 0 holds true for s < −1.
(A4) There exists Φ(μ) that satisﬁes (1) for some k ∈R.
We note that k > 0 follows from (A2) and (A4).
For f (u) = −(u + 1)(u +a)(u − 1) with a given constant a ∈ (0,1), Φ(μ) = − tanh(μ/√2) satisﬁes
(A1)–(A4) for k = √2a. Another simple example is as follows. For f (u) = (1 − u2)(2u2 + 1)2(4u5 −
u + a) with a ∈ (0,3), Φ(μ) deﬁned by
μ = −
Φ∫
0
√
6dv
(1− v2)(1+ 2v2)2
satisﬁes (A1)–(A4) for k = √6a. For more examples of one-dimensional traveling waves in explicit
forms, see [21] and [3]. See [1,2,4,16] for examples of general one-dimensional traveling waves satis-
fying (A1)–(A4).
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traveling waves with speed c > 0 for balanced cases.
We adopt the moving coordinate of speed c toward the z-axis without loss of generality. We put
s = z − ct and u(x, y, z, t) = w(x, y, s, t). We denote w(x, y, s, t) by w(x, y, z, t) for simplicity. Then
we obtain
wt − wxx − wyy − wzz − cwz − f (w) = 0 in R3, t > 0,
w|t=0 = u0 in R3. (2)
Here wt stands for ∂w/∂t and so on. We write the solution as w(x, y, z, t;u0). If v is a traveling
wave with speed c, it satisﬁes
L[v] def= −vxx − v yy − vzz − cvz − f (v) = 0 in R3. (3)
We assume
c > k
throughout this paper. Since the curvature often accelerates the speed, one has many traveling waves
if c > k. As far as the author knows, it is an open problem to prove the existence or non-existence of
traveling waves if c < k.
Let n 3 be a given integer. We put
τ
def=
√
c2 − k2
k
> 0. (4)
Assume (A j, B j) ∈R2 satisﬁes
A2j + B2j = 1 for all j = 1, . . . ,n, (5)
and
A j B j+1 − A j+1B j > 0, 1 j  n − 1,
AnB1 − A1Bn > 0. (6)
Now
ν j
def= 1√
1+ τ 2
(−τ A j
−τ B j
1
)
is the unit normal vector of a surface {z = τ (A jx+ B j y)}. We put
h j(x, y)
def= τ (A jx+ B j y),
h(x, y)
def= max
1 jn
h j(x, y) = τ max
1 jn
(A jx+ B j y). (7)
Then z = h(x, y) gives a reverse pyramid in R3. We call it simply a pyramid hereafter. We set
Ω j =
{
(x, y)
∣∣ h(x, y) = h j(x, y)},
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and obtain
R
2 =
n⋃
j=1
Ω j .
We locate Ω1,Ω2, . . . ,Ωn counterclockwise. To ensure this location we assumed (6). Now the lateral
surfaces of a pyramid are given by
S j =
{(
x, y,h j(x, y)
) ∈R3 ∣∣ (x, y) ∈ Ω j}
for j = 1, . . . ,n. We put
Γ j
def=
{
S j ∩ S j+1 if 1 j  n − 1,
Sn ∩ S1 if j = n.
Then Γ j represents an edge of a pyramid. Also
Γ
def=
n⋃
j=1
Γ j
represents the set of all edges. See Fig. 2.
By using (A j, B j) with A2j + B2j = 1, Eq. (3) has a solution Φ((k/c)(z − h j(x, y))). It is called a
planar traveling front associated with the lateral surface S j . Now we put
v(x, y, z)
def= Φ
(
k
c
(
z − h(x, y)))= max
1 jn
Φ
(
k
c
(
z − h j(x, y)
))
.
We deﬁne
D(γ )
def= {(x, y, z) ∈R3 ∣∣ dist((x, y, z),Γ ) γ } (8)
for γ  0.
The existence of pyramidal traveling fronts is proved in [21]. See Fig. 3.
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Theorem 1. (See [21].) Let c > k and let h(x, y) be given by (7). Under the assumptions (A1)–(A4) there exists
a solution V (x, y, z) to (3) with
lim
γ→+∞ sup(x,y,z)∈D(γ )
∣∣∣∣V (x, y, z) − Φ(kc (z − h(x, y))
)∣∣∣∣= 0. (9)
Moreover one has
V z(x, y, z) < 0, Φ
(
k
c
(
z − h(x, y)))< V (x, y, z) < 1 for all (x, y, z) ∈R3.
For pyramidal traveling fronts we have to study the uniqueness and the stability. The following
theorem is the main assertion in this paper.
Theorem 2. In addition to the assumptions as in Theorem 1 suppose
lim
γ→+∞ sup(x,y,z)∈D(γ )
∣∣u0(x, y, z) − V (x, y, z)∣∣= 0. (10)
Then
lim
t→+∞ sup
(x,y,z)∈R3
∣∣u(x, y, z − ct, t) − V (x, y, z)∣∣= 0
holds true. Especially V (x, y, z) as in Theorem 1 is uniquely determined by (3) and (9).
If u0 satisﬁes
lim
R→+∞ supx2+y2+z2R2
∣∣u0(x, y, z) − V (x, y, z)∣∣= 0,
it also satisﬁes (10). Thus the theorem also asserts that a pyramidal traveling wave V is asymptotically
stable globally in space if a given ﬂuctuation decays at inﬁnity. The asymptotic stability is valid for
a weaker condition (10). This means that V is robust for ﬂuctuations added on edges. Now V as in
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is uniquely determined.
This paper is organized as follows. In Section 2 we summarize the known facts. In Section 3 we
characterize a pyramidal traveling front as a combination of two-dimensional V-form waves, and we
prove the main theorem. We study the asymptotic proﬁle of a pyramidal traveling front at inﬁnity
along the edges in Section 4. In Section 5 we characterize a pyramidal traveling front as a combination
of two-dimensional V-form fronts.
2. Preliminaries
Under the assumption (A1) and (A4), Φ(μ) as in (1) satisﬁes
Φ ′(μ) < 0 for all μ ∈R, (11)
max
{∣∣Φ ′(μ)∣∣, ∣∣Φ ′′(μ)∣∣} K0 exp(−κ0|μ|). (12)
Here K0 and κ0 are some positive constants. See Fife and McLeod [4] for the proof.
From the assumptions on f there exists a positive constant δ∗ (0 < δ∗ < 1/4) with
− f ′(s) > β if |s + 1| < 2δ∗ or |s − 1| < 2δ∗,
where
β
def= 1
2
min
{− f ′(−1),− f ′(1)}> 0.
Then for all δ ∈ (0, δ∗) we have
− f ′(s) > β if |s + 1| < 2δ or |s − 1| < 2δ.
We state the uniqueness and stability of a two-dimensional V-form front in the two-dimensional
plane. Let w˜(ξ,η, t; w˜0) be the solution of
w˜t − w˜ξξ − w˜ηη − sw˜η − f (w˜) = 0 for (ξ,η) ∈R2, t > 0,
w(ξ,η,0) = w˜0(ξ,η) for (ξ,η) ∈R2,
for a given bounded w˜0 ∈ C1(R2).
Theorem 3 (Two-dimensional traveling V-form fronts). (See [17,18].) For any s ∈ (k,+∞), there exists unique
v∗(ξ,η; s) that satisﬁes
−(v∗)ξξ − (v∗)ηη − s(v∗)η − f (v∗) = 0 for (ξ,η) ∈R2,
lim
R→∞ supξ2+η2>R2
∣∣∣∣v∗(ξ,η) − Φ(ks
(
η −
√
s2 − k2
k
|ξ |
))∣∣∣∣= 0. (13)
One has
Φ
(
k
s
(
η −
√
s2 − k2
k
|ξ |
))
< v∗(ξ,η) for (ξ,η) ∈R2, (14)
inf−1+δv (ξ,η)1−δ
(−(v∗)η(ξ,η))> 0 for all δ ∈ (0, δ∗). (15)∗
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lim
t→+∞
∥∥w(ξ,η, t) − v∗(ξ,η)∥∥L∞(R2) = 0
holds true for any bounded function w˜0 ∈ C1(R2) with
lim
R→∞ supξ2+η2>R2
∣∣w˜0(ξ,η) − v∗(ξ,η)∣∣= 0.
See also Hamel, Monneau and Roquejoffre [7,8]. This v∗ can be called the two-dimensional travel-
ing V-form front associated with (13) since it is uniquely determined. We call the η-axis the traveling
direction of v∗(ξ,η; s). This theorem asserts the asymptotic stability of v∗ for any ﬂuctuation that
decays at inﬁnity. In this paper we show that a pyramidal traveling front V converges to two-
dimensional traveling V-form fronts on the edges at inﬁnity, that it inherits the stability property
of v∗ and that V is asymptotically stable.
For ϕ(x, y) ∈ C∞(R2) we put
∇ϕ(x, y) def=
(
D1ϕ(x, y)
D2ϕ(x, y)
)
,
∣∣∇ϕ(x, y)∣∣=√D1ϕ(x, y)2 + D2ϕ(x, y)2.
Here D1ϕ(x, y) = ϕx(x, y) and D2ϕ(x, y) = ϕy(x, y). For α > 0, ε1 > 0 and ϕ ∈ C∞(R2) we put
U (x, y, z)
def= Φ
(
z − 1α ϕ(αx,αy)√
1+ |∇ϕ(αx,αy)|2
)
+ ε1
(
c√
1+ |∇ϕ(αx,αy)|2 − k
)
. (16)
Lemma 1. (See [21].) For some positive-valued function ϕ(x, y) ∈ C∞(R2) with |∇ϕ| < τ the following holds
true. For suﬃciently small ε1 , say ε1 ∈ (0, ε∗1), there exists α0(ε1) so that U given by (16) satisﬁes
L[U ] > 0, v < U in R3
for any α ∈ (0,α0(ε1)).
See [21] for the construction of ϕ and the deﬁnitions of ε∗1 and α0(ε1). In [21] V is deﬁned by
V (x, y, z)
def= lim
t→∞ w(x, y, z, t; v) (17)
for any (x, y, z) ∈ R3. By Sattinger [20, Theorem 3.6], w(x, y, z, t; v) is monotone increasing in t > 0
for each (x, y, z) ∈R3.
Let U be as in (16) under the assumption of Lemma 1. We ﬁx ε and α later. We write it by U
though it depends on ε and α for simplicity. We have
v(x, y, z) < V (x, y, z) < U (x, y, z) in R3.
Hereafter we set x= (x, y, z) ∈R3. We have ϕ(0,0) > 0. We get
lim
α→0 inf|x|R U (x) 1 (18)
for any given R > 0. We have
Uz(x, y, z) = 1√
1+ |∇ϕ(αx,αy)|2 Φ
′
(
z − 1α ϕ(αx,αy)√
1+ |∇ϕ(αx,αy)|2
)
.
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G(v; δ) def= inf−1+δv(x)1−δ
(−vz(x)). (19)
Then for any δ ∈ (0,1/4) and α ∈ (0,α0) we have G(U ; δ) > 0 using (12) and |∇ϕ| < τ . For any
δ ∈ (0,1/4) we have G(v; δ) > 0 from the deﬁnition of v and (11).
Lemma 2. Assume v ∈ C2(R3) satisﬁes G(v; δ∗) > 0. Choose a constant ρ with
ρ >
β + sup|s|2 | f ′(s)|
βG(v; δ∗) .
Let δ ∈ (0, δ∗/2] be given. Then
w+(x, t; v) def= v(x, y, z − ρδ(1− e−βt))+ δe−βt
satisﬁes
w+t + L
(
w+
)
 0 in R3, t > 0,
if L[v] 0 in R3 . Similarly
w−(x, t; v) def= v(x, y, z + ρδ(1− e−βt))− δe−βt
satisﬁes
w−t + L
(
w−
)
 0 in R3, t > 0,
if L[v] 0 in R3 .
Proof. The proof is similar to that of Lemma 4.4 of [17]. Thus we omit the proof. 
We denote the norm of x= (x, y, z) ∈R3 by |x| def= √x2 + y2 + z2. We put
M
def= 3+ ‖u0‖L∞(R3), (20)
m
def= max
−MsM
∣∣ f ′(s)∣∣. (21)
For x0 = (x0, y0, z0) ∈R3 and R > 0 we set
B(x0; R) def=
{
x ∈R3 ∣∣ |x− x0| < R}.
For any subset D ⊂R3 the characteristic function χD of D is given by
χD(x) =
{
1, x ∈ D,
0, x /∈ D.
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sup
x∈R3, t>0
∣∣F (x, t)∣∣m.
For a given initial value v0 ∈ L∞(R3) we consider
vt + Lv − F (x, t)v = 0, x ∈R3, t > 0,
v(x,0) = v0(x), x ∈R3. (22)
Here
Lv
def=
(
− ∂
2
∂x2
− ∂
2
∂ y2
− ∂
2
∂z2
− c ∂
∂z
)
v.
Lemma 3. Let v(x, t) satisfy (22). Then one has
sup
x∈R3
v(x, t) emt max
{
0, sup
x∈R3
v0(x)
}
,
emt min
{
0, inf
x∈R3
v0(x)
}
 inf
x∈R3
v(x, t),
sup
x∈R3
∣∣v(x, t)∣∣ emt‖v0‖L∞(R3)
for all t > 0. If w0 = 1− χB(x0,√3R) for x0 ∈R3 and R > 0, one has
∣∣v(x0, t)∣∣ 3emt erfc( R − ct√
4t
)
. (23)
For any γ > 0 one has
sup
x∈D(2γ )
∣∣v(x, t)∣∣ 3emt erfc(γ − ct√
4t
)
sup
x∈D(γ )c
∣∣v0(x)∣∣+ emt sup
x∈D(γ )
∣∣v0(x)∣∣. (24)
Proof. We put v(x, t) = emt v˜(x, t) and get
(
∂
∂t
+ L +m− F (x, t)
)
v˜ = 0, x ∈R3, t > 0,
v˜(x,0) = v0(x), x ∈R3.
The assumption m− F (x, t) 0 and the maximum principle yield
v˜(x, t)max
{
0, sup
x∈R3
v0(x)
}
,
min
{
0, inf
x∈R3
v0(x)
}
 v˜(x, t).
For the maximum principles see [19] for instance. We showed the former half.
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vˆt + Lvˆ = 0, x ∈R3, t > 0,
vˆ(x,0) = ∣∣v0(x)∣∣, x ∈R3.
The maximum principle gives ∣∣v˜(x, t)∣∣ vˆ(x, t), x ∈R3, t > 0. (25)
Using
K (x, t)
def= 1
(4πt)
3
2
exp
(
− x
2 + y2 + (z + ct)2
4t
)
,
we have
vˆ(x, t) =
∫
R3
K (x− x′, t)v0(x′)dx′.
To prove (23) it suﬃces to assume x0 is the origin 0 in R3. We have{|x| < R}∩ {|y| < R}∩ {|z| < R}⊂ B(√3R)
and thus
B(
√
3R)c ⊂ {|x| < R}c ∪ {|y| < R}c ∪ {|z| < R}c.
Especially we have
1− χB(√3R)  χ{|x|R} + χ{|y|R} + χ{|z|R}.
We have
0 K (·, t) ∗χ{|z|R} = 1
(4πt)
1
2
∫
|z′|R
exp
(
− (z + ct − z
′)2
4t
)
dz′.
The right-hand side at the origin x= 0 is no more than
1√
π
( ∞∫
R+ct√
4t
+
∞∫
R−ct√
4t
)
e−z2 dz 2√
π
∞∫
R−ct√
4t
e−z2 dz = erfc
(
R − ct√
4t
)
.
Here the complementary error function is given by
erfc z
def= 2√
π
∞∫
z
e−t2 dt.
Quite similarly we can estimate K (·, t) ∗χ{|x|R} and K (·, t) ∗χ{|y|R} , and obtain (23).
Finally we prove (24). We have
v0(x) = v0(x)(1− χD(γ )) + v0(x)χD(γ ).
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D(γ )
|v0|,
we get ∥∥K (·, t) ∗ (v0χD(γ ))∥∥L∞(R3)  sup
D(γ )
|v0|.
If x0 ∈ D(2γ ) and x′ ∈ D(γ )c, we have
γ 
∣∣dist(x0,Γ ) − dist(x′,Γ )∣∣ ∣∣x0 − x′∣∣.
This gives
supp
(
v0(1− χD(γ ))
)⊂ B(x0, γ )c.
Combining this fact and (23), we have
∣∣(K (·, t) ∗ (v0(1− χD(γ ))))∣∣ 3erfc(γ − ct√
4t
)
sup
x∈D(γ )c
∣∣v0(x)∣∣ for x0 ∈ D(2γ ), t > 0.
Combining these two estimates and (25), we obtain (24). 
3. Uniqueness and stability
We will show that a pyramidal traveling front V converges to two-dimensional V-form fronts on
edges at inﬁnity. For this purpose we ﬁrst study the explicit form of the two-dimensional V-form
front on each edge.
For each j (1  j  n) we consider a plane perpendicular to an edge Γ j = S j ∩ S j+1. Then
the cross section of z = max{h j(x, y),h j+1(x, y)} in this plane has a V-form front. Let E j be
the two-dimensional V-form front as in Theorem 3 associated with the cross section of z =
max{h j(x, y),h j+1(x, y)}. We write the precise deﬁnition of E j later.
The direction of Γ j is given by
ν j × ν j+1 = 1√
q2j + τ 2p2j
( B j+1 − B j
A j − A j+1
τ (A j B j+1 − A j+1B j)
)
.
We note that the z-component is positive.
Now we deﬁne
p j
def= A j B j+1 − A j+1B j > 0, q j def=
√
(A j+1 − A j)2 + (B j+1 − B j)2 > 0
for 1 j  n. We put An+1 def= A1, Bn+1 def= B1 and thus
pn = AnB1 − A1Bn > 0, qn =
√
(A1 − An)2 + (B1 − Bn)2 > 0.
The traveling direction of a two-dimensional V-form wave E j is given by
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ν j+1 − ν j
|ν j+1 − ν j | × (ν j × ν j+1) =
1
q j
( A j − A j+1
B j − B j+1
0
)
× 1√
q2j + τ 2p2j
( B j+1 − B j
A j − A j+1
τ (A j B j+1 − A j+1B j)
)
= 1
q j
√
τ 2p2j + q2j
⎛⎝ τ (B j − B j+1)p jτ (A j+1 − A j)p j
q2j
⎞⎠ .
Let s j be the speed of E j . Let 2θ j (0< θ j < π/2) be the angle between S j and S j+1. See Fig. 4. Then
we have
s j sin θ j = k.
The angle between ν j and |ν j+1 − ν j |−1(ν j+1 − ν j) × (ν j × ν j+1) equals π/2− θ j .
We get
sin θ j =
√
τ 2p2j + q2j
q j
√
1+ τ 2
and thus
s j = cq j√
τ 2p2j + q2j
.
The speed of E j toward the z-axis equals√
τ 2p2j + q2j
q j
s j = k
√
1+ τ 2 = c,
which coincides with the speed of V . Since we are now using the moving coordinate, this fact sug-
gests that E j satisﬁes L(E j) = 0. We will check this later. We use the following change of variables( x
y
)
= R j
(
ξ
η
)
,
(
ξ
η
)
= RTj
( x
y
)
,z ζ ζ z
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R j
def=
⎛⎜⎜⎜⎜⎜⎜⎝
A j−A j+1
q j
τ (B j−B j+1)p j
q j
√
τ 2p2j+q2j
B j−B j+1√
τ 2p2j+q2j
B j−B j+1
q j
τ (A j+1−A j)p j
q j
√
τ 2p2j+q2j
A j+1−A j√
τ 2p2j+q2j
0
q j√
τ 2p2j+q2j
− τ p j√
τ 2p2j+q2j
⎞⎟⎟⎟⎟⎟⎟⎠
and
(R j)
T =
⎛⎜⎜⎜⎜⎜⎝
A j−A j+1
q j
B j−B j+1
q j
0
τ (B j−B j+1)p j
q j
√
τ 2p2j+q2j
τ (A j+1−A j)p j
q j
√
τ 2p2j+q2j
q j√
τ 2p2j+q2j
B j−B j+1√
τ 2p2j+q2j
A j+1−A j√
τ 2p2j+q2j
− τ p j√
τ 2p2j+q2j
⎞⎟⎟⎟⎟⎟⎠ .
Now we deﬁne E j as
E j(x, y, z)
def= v∗
(
(A j − A j+1)x+ (B j − B j+1)y
q j
,
τ (B j − B j+1)p jx+ τ (A j+1 − A j)p j y + q2j z
q j
√
τ 2p2j + q2j
; cq j√
τ 2p2j + q2j
)
.
Then after calculations we obtain
L[E j] = −(v∗)ξξ (ξ,η; s j) − (v∗)ηη(ξ,η; s j) − s j(v∗)η(ξ,η; s j) − f
(
v∗(ξ,η; s j)
)= 0 in R3.
Thus for each j (1  j  n) E j(x) satisﬁes (3). We call E j a planar V-form front associated with an
edge Γ j .
We put
Q j
def= {x ∈R3 ∣∣ dist(x,Γ ) = dist(x,Γ j)} for 1 j  n.
Then we have
R
3 =
n⋃
j=1
Q j .
We deﬁne
Ê(x)
def= max
1 jn
E j(x).
Since E j is strictly monotone decreasing in z for each j, Ê is also strictly monotone decreasing in z.
Now we summarize the properties of Ê .
Lemma 4. Ê satisﬁes
v(x) < Ê(x) < V (x), x ∈R3,
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lim
γ→∞ supx∈D(γ )
∣∣̂E(x) − v(x)∣∣= 0. (26)
Proof. First we prove the former half. By Theorem 3 we have
max
{
Φ
(
k
c
(
z − h j(x, y)
))
,Φ
(
k
c
(
z − h j+1(x, y)
))}
< E j(x, y, z)
and thus
Φ
(
k
c
(
z − h(x, y)))= max
1 jn
Φ
(
k
c
(
z − h j(x, y)
))
< Ê(x, y, z).
We consider the left-hand side and the right-hand side as the initial value of (2), respectively. Sending
t → ∞ we have
E j(x) < V (x) for all x ∈R3
and thus
Ê(x) < V (x) for all x ∈R3
by the comparison principle.
We prove the latter half. As γ → ∞, we can assume either∣∣z − h(x, y)∣∣→ ∞
or
sup
∣∣z − h(x, y)∣∣< ∞, dist(x,Γ ) → ∞, x ∈ Q j for some j
without loss of generality. For the former case Ê(x) and v(x) converge to ±1 and thus the equality
stated above holds true. For the latter case Ei(x) converges to −1 for any i = j and we have |E j(x) −
v(x)| → 0, and thus get (26). 
We consider the following ordinary differential equations
dw
dt
= f (w(t)), t > 0; w(0) = M,
and
dw
dt
= f (w(t)), t > 0; w(0) = −M.
The comparison principle gives
w(t) w(x, y, z, t;u0) w(t) for x ∈R3, t > 0.
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t1
def= max
{ M∫
1+δ
du
− f (u) ,
M∫
1+δ
dv
f (−v)
}
> 0.
Then we get
−1− δ  w(t) w(x, t;u0) w(t) < 1+ δ for all x ∈R3, t  t1. (27)
Using the assumption on u0 and Lemma 3, we obtain
sup
x∈D(2γ )
∣∣w(x, t;u0) − V (x)∣∣ 3emt erfc(γ − ct√
4t
)
sup
D(γ )c
|u0 − V | + emt sup
D(γ )
|u0 − V |.
Then we have
lim
γ→∞ supx∈D(γ )
∣∣w(x, t;u0) − V (x)∣∣= 0 for any ﬁxed t > 0. (28)
We note that (28) also gives
lim
γ→∞ supx∈D(γ )
∣∣u0(x) − v(x)∣∣= 0 for any ﬁxed t > 0. (29)
Let U (x) be as in Lemma 1. We deﬁne
V ∗(x) def= lim
t→∞ w(x, t;U ) for any x ∈R
3
by using Sattinger [20, Theorem 3.6]. For each x ∈R3, w(x, t;U ) is monotone decreasing in t > 0. By
the comparison principle we have
V ∗(x) V (x) for all x ∈R3.
We note that V ∗ may depend on (ε1,α). Later we will show that it is independent of (ε1,α) and
coincides with V .
The following lemmas play key roles in this paper. We state the proof of the following proposition
in Section 4.
Proposition 1. Assume u0 satisﬁes (10). For any given ε > 0, one can take T > 0 large enough so that one has
lim
R→∞ sup|x|R
∣∣w(x, t;u0) − Ê(x)∣∣< ε for any ﬁxed t  T . (30)
Moreover one has
lim inf
t→∞ infx∈R3
(
w(x, t;u0) − Ê(x)
)
 0.
This proposition says that the solution w(x, t;u0) approaches to Ê in some sense as time goes on.
The following lemma is a direct consequence of Proposition 1.
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lim
R→∞ sup|x|R
∣∣V (x) − Ê(x)∣∣= 0, (31)
lim
R→∞ sup|z−h(x,y)|R
∣∣Vz(x, y, z)∣∣= 0.
Moreover G(V ; δ) > 0 holds true for any δ ∈ (0, δ∗). Similarly V ∗ satisﬁes
lim
R→∞ sup|x|R
∣∣V ∗(x) − Ê(x)∣∣= 0. (32)
Proof. In Proposition 1 we take u0 = V and u0 = V ∗ , respectively. Then we obtain (31) and (32).
Now we prove G(V ; δ) > 0. Since we have −Vz > 0 in R3, −Vz has a positive minimum on any
compact subset of R3. Thus it suﬃces to study −Vz(x) as |x| → ∞. Assume xi = (xi, yi, zi) satisﬁes
limi→∞ |xi | = ∞ and −1 + δ∗  V (xi)  1 − δ∗ . It suﬃces to prove lim infi→∞(−Vz(xi)) > 0. Using
(9) and the deﬁnition of v , we get limsupi→∞ dist(xi,Γ ) < +∞. Without loss of generality we can
assume
lim
i→∞|xi | = ∞, limsupi→∞ dist(xi,Γ j) < ∞
for some j (1 j  n). Then we get
lim
i→∞dist(xi,Γm) = 0 for all m = j.
Now (31) gives
lim
i→∞
V = E j in L∞
(
B(xi;2)
)
.
Here B(x0, r) is a ball with center x0 ∈R3 and radius r. We have
lim
i→∞
(
f (V ) − f (E j)
)= 0 in Lp(B(xi;2))
for p > 3. We apply the interior Schauder estimate [5, Theorem 9.11] to
L(V − E j) = f (V ) − f (E j) in B(xi;2).
Then we obtain
lim
i→∞
∥∥V (xi) − E j(xi)∥∥W 2,p(B(xi ;1)) = 0
and thus
lim
i→∞
∣∣Vz(xi) − D3E j(xi)∣∣= 0.
We have
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τ 2p2j + q2j
D2v∗
×
(
(A j − A j+1)x+ (B j − B j+1)y
q j
,
τ (B j − B j+1)p jx+ τ (A j+1 − A j)p j y + q2j z
q j
√
τ 2p2j + q2j
; s j
)
with s j = cq j/
√
τ 2p2j + q2j . Combining this estimate and Theorem 3 we have
lim inf
i→∞
(−Vz(xi))> 0.
Thus we proved G(V ; δ) > 0.
The assumption |z − h(x, y)| → +∞ gives dist(x,Γ ) → +∞. Using (9), we obtain
lim
R→∞ supz−h(x,y)R
∣∣V (x, y, z) + 1∣∣= 0, lim
R→∞ supz−h(x,y)−R
∣∣V (x, y, z) − 1∣∣= 0.
Thus we get
lim
R→∞ sup
{∥∥ f (V )∥∥L∞(B(x;2)) ∣∣ x= (x, y, z), ∣∣z − h(x, y)∣∣ R}= 0.
Applying the interior Schauder estimate [5, Theorem 9.11] to LV = f (V ), we get
lim
R→∞ sup
{‖V ‖W 2,p(B(x;1)) ∣∣ x= (x, y, z), ∣∣z − h(x, y)∣∣ R}= 0
for any p > 3. Thus we get
lim
R→∞ sup|z−h(x,y)|R
∣∣Vz(x)∣∣= 0.
This completes the proof. 
Thus a pyramidal traveling front V converges to two-dimensional V-form fronts E near edges.
Lemma 6. Fix any δ ∈ (0, δ∗). One has G(E j; δ) > 0 for each j (1  j  n). For any (x, y, z) ∈ R3 with
max1 jn |E j(x, y, z)| 1− δ, one has
sup
0<λ<λ0
Ê(x, y, z + λ) − Ê(x, y, z)
λ
− min
1 jn
G
(
E j; δ2
)
< 0. (33)
Here λ0 is a positive constant depending on δ, and is independent of (x, y, z).
Proof. An equality G(E j; δ) > 0 follows from Theorem 3 and the deﬁnition of E j .
For any x0 ∈R3 with max1 jn |E j(x0)| 1− δ. We put
J0
def= { j ∈ {1, . . . ,n} ∣∣ E j(x0) = Ê(x0)}.
Then we have
E j(x0) = Ê(x0) for all j ∈ J0.
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Ê(x0, y0, z0 + ψλ0) = max
j∈ J0
E j(x0, y0, z0 + ψλ0) for all 0ψ  1, (34)
max
1 jn
sup
0ψ1
∣∣E j(x0, y0, z0 + ψλ0)∣∣ 1− 12 δ. (35)
We choose λ0 for each x0 satisfying these two conditions so that it depends continuously in x0. For
λ ∈ (0, λ0) we have
E j(x0, y0, z0 + λ) − E j(x0, y0, z0) = −λ
1∫
0
(−D3E j(x0, y0, z0 + ψλ))dψ.
We get
1∫
0
(−D3E j(x0, y0, z0 + ψλ))dψ  G(E j; 12 δ
)
 min
1 jn
G
(
E j; 12 δ
)
.
Thus we obtain
E j(x0, y0, z0 + λ) − Ê(x0, y0, z0)−λ min
1 jn
G
(
E j; 12 δ
)
for j ∈ J0.
Taking the maximum of the left-hand sides over j ∈ J0, we obtain
Ê(x0, y0, z0 + λ) − Ê(x0, y0, z0)−λ min
1 jn
G
(
E j; 12 δ
)
.
Since ‖(E j)z‖L∞(R3) is bounded, we can choose λ0 depending only on δ for (35). When |x0| → ∞ with
max1 jn |E j(x0)| 1 − δ, we ﬁnd that J0 consists of a single point and can take any large λ0 > 0.
Otherwise x0 stays in a compact set of R3, and we can choose λ0 depending only on δ for (34). Thus
we get (33). This completes the proof. 
Next we prove that V are V ∗ the same function.
Lemma 7. V ∗ ≡ V holds true.
Proof. Assume the contrary, that is, V ∗ ≡ V for some α. Then we have V < V ∗ in R3 from V < U by
the comparison principle. For δ ∈ (0, δ∗/2) and suﬃciently large λ > 0 we have
V ∗(x, y, z) V (x, y, z − λ) + δ
using Lemma 5. The right-hand side is the initial value at t = 0 of
V
(
x, y, z − λ − ρδ(1− e−βt))+ δe−βt,
which is a supersolution of (2) due to Lemmas 2 and 5. Here a positive constant ρ is as in Lemma 2
for V . Thus we have
V ∗(x, y, z) V
(
x, y, z − λ − ρδ(1− e−βt))+ δe−βt .
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V ∗(x, y, z) V (x, y, z − λ − ρδ).
We deﬁne
Λ
def= inf{λ ∈R ∣∣ V ∗(x, y, z) V (x, y, z − λ)}.
We have Λ 0 and
V ∗(x, y, z) V (x, y, z − Λ).
The assumption V ∗ ≡ V gives Λ > 0. We have
V ∗(x, y, z) V (x, y, z − Λ).
By Lemma 5 we have
2ρ sup
|z−h(x,y)|R∗−ρδ∗
∣∣Vz(x, y, z − Λ)∣∣< 1
by setting R∗ > 0 large enough. We deﬁne
D1 def=
{
(x, y, z) ∈R3 ∣∣ ∣∣z − h(x, y)∣∣ R∗}.
The maximum principle gives
V ∗(x, y, z) < V (x, y, z − Λ) in R3.
We choose suﬃciently small constant σ > 0 with
0< σ <min
{
δ∗
2
,
Λ
4ρ
}
.
Using Lemma 6, we have
Ê
(
x, y, z − Λ
2
)
− Ê
(
x, y, z − Λ
4
)
= −Ê
(
x, y, z − Λ
2
+ Λ
4
)
+ Ê
(
x, y, z − Λ
2
)
min
{
Λ
4
, λ0
}
min
1 jn
G
(
E j; 12 δ0
)
> 0
for (x, y, z) ∈ D1. Here we put
δ0
def= min
{
1
2
δ∗,1− max
1 jn
sup
0ψ1, |z−h(x,y)|R∗
∣∣∣∣E j(x, y, z − Λ2 ψ
)∣∣∣∣} ∈ (0,1),
and λ0 is as in Lemma 6 associated with δ0. Thus we have
inf
(x,y,z)∈D
(
Ê(x, y, z + 2ρσ) − Ê(x, y, z))>min{Λ
4
, λ0
}
min
1 jn
G
(
E j; 12 δ0
)
> 0.1
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V ∗(x, y, z) < V
(
x, y, z − Λ
2
)
and thus
V ∗(x, y, z) < V
(
x, y, z − Λ
2
)
 V (x, y, z − Λ + 2ρσ).
Since D1 ∩ B(0; R0) is a compact set in R3
V ∗(x, y, z) < V (x, y, z − Λ + 2ρσ) in D1 ∩ B(0; R0)
if σ is small enough. Thus we obtain
V ∗(x, y, z) < V (x, y, z − Λ + 2ρσ) in D1.
In R3 \ D1 we have
V (x, y, z − Λ + 2ρσ) − V (x, y, z − Λ) = 2ρσ
1∫
0
Vz(x, y, z − Λ + 2sρσ)ds−σ .
Combining both cases together, we obtain
V ∗(x, y, z) V (x, y, z − Λ + 2ρσ) + σ in R3.
The right-hand side is the initial value at t = 0 of a supersolution
V
(
x, y, z − Λ + 2ρσ − ρσ (1− e−βt))+ σ e−βt .
Thus we ﬁnd
V ∗(x, y, z) V
(
x, y, z − Λ + 2ρσ − ρσ (1− e−βt))+ σ e−βt .
Sending t → ∞, we obtain
V ∗(x, y, z) V (x, y, z − Λ + ρσ).
This contradicts the deﬁnition of Λ. Thus Λ = 0 follows and we proved V ∗ ≡ V . 
Now we prove the main theorem.
Proof of Theorem 2. Let δ ∈ (0, 14 δ∗) be arbitrarily given. We take ε1 ∈ (0,min{ε∗1, 14 δ∗}). Using (18),
(27) and (30), we take α ∈ (0,α0(ε1)) and get
w(x, t1;u0) U (x) + δ for all x ∈R3. (36)
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monotone increasing and monotone increasing in t > 0, respectively. We use Proposition 1, Lemmas 5
and 7. Let m > 1 be arbitrarily given. Taking t2 ∈ (0, t1) and r2 > 0 large enough, we get
V (x) − δ
m
 w(x, t; v) V (x), V (x) w(x, t;U ) V (x) + δ
m
if |x| r2, t  t2.
In B(0; r2) we have V (x) = limt→∞ w(x, t; v) and V (x) = limt→∞ w(x, t;U ) for each x. Applying the
interior Schauder estimate to w(x, t; v) − V (x) and w(x, t;U ) − V (x), we get
lim
t→∞ supx∈B(0;r2)
∣∣w(x, t; v) − V (x)∣∣= 0, lim
t→∞ supx∈B(0;r2)
∣∣w(x, t;U ) − V (x)∣∣= 0.
Since m > 1 can be taken arbitrarily large, we have
lim
t→∞
∥∥w(x, t; v) − V (x)∥∥L∞(R3) = 0, limt→∞∥∥w(x, t;U ) − V (x)∥∥L∞(R3) = 0.
Apply the interior Schauder estimate to w(x, t; v) − V (x) and w(x, t;U ) − V (x) again, we obtain
lim
t→∞
∥∥w(x, t; v) − V (x)∥∥W 2,κ (R3) = 0, limt→∞∥∥w(x, t;U ) − V (x)∥∥W 2,κ (R3) = 0
for any κ ∈ (0,1). Thus for any δˆ > 0, we take tˆ > 0 large enough and obtain
V (x) − δˆ < w(x, t; v) w(x, t;U ) < V (x) + δˆ for all t  tˆ.
Applying Lemma 3, we have
V (x) − δˆ  w(x, t + tˆ;u0) V (x) + δˆ for all t  0
if
v − δˆe−mtˆ < w(x, t;u0) < U + δˆe−mtˆ at some t > 0. (37)
Thus to prove the theorem, it suﬃces to show (37) for any small δˆe−mtˆ . The lower estimate follows
from Proposition 1.
We study the upper estimate. From the deﬁnition U and ε1 < 14 δ∗ , we have G(U ; δ∗) > 0. Let ρ be
as in Lemma 2 for U . The right-hand side of (36) is the initial value at t = 0 of a supersolution
U
(
x, y, z − ρδ(1− e−βt))+ δe−βt .
Thus we obtain
limsup
t→∞
sup
x∈R3
(
w(x, t;u0) − U (x, y, z − ρδ)
)
 0.
Now we have (37) and Lemma 3 gives
limsup
t→∞
sup
x∈R3
(
w(x, t;u0) − V (x, y, z − ρδ)
)
 0.
Combining this estimate with the lower estimate we obtain
lim inf
t→∞ sup3
(
w(x, t;u0) − V (x, y, z)
)
 0, limsup
t→∞
sup
3
(
w(x, t;u0) − V (x, y, z − ρδ)
)
 0.x∈R x∈R
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This completes the proof of Theorem 2. 
4. Proof of a key proposition
In this section we give the proof of Proposition 1. Without loss of generality we assume 0 < ε <
1/2.
We put
I j
def= Ω j ∩ Ω j+1 =
{
s
(
A j + A j+1
B j + B j+1
) ∣∣∣ s 0} for 1 j  n − 1,
In
def= Ωn ∩ Ω1 =
{
s
(
An + A1
Bn + B1
) ∣∣∣ s 0} .
Then I j is the projection of Γ j onto the x–y plane for each j and
⋃n
j=1 I j is the projection of Γ onto
the x–y plane.
Without loss of generality we can assume x ∈ Q j for some j (1  j  n) as |x| → +∞. Since
(∂/∂x)2 + (∂/∂ y)2 is invariant under rotations on the x–y plane, we can assume Ω j ∩ Ω j+1 =
{(0, y,0) | y  0} and
(A j, B j) = (A, B), (A j+1, B j+1) = (−A, B)
with A > 0, B > 0 and A2 + B2 = 1 without loss of generality. Two planes S j and S j+1 are z =
τ (Ax + By) and z = τ (−Ax + By), respectively. The common line Γ j of them is x = 0, z = τ By for
this case. The projection of Q j onto the x–y plane is given by {y  a|x|, x 0} ∪ {y  b|x|, x 0} for
some a > 0 and b > 0. We denote Q j simply by Q hereafter.
Now (29) gives
lim
γ→∞ sup(x,y,z)∈D(γ )
∣∣∣∣u0(x, y, z) − Φ(kc (z − τ By − τ A|x|)
)∣∣∣∣= 0.
The unit normal vector of this common line directing upwards and lying on {x = 0} is given by
1√
1+ τ 2B2
( 0
−τ B
1
)
.
We recall that 2θ j is the angle between S j and S j+1 (0 < θ j < 1/2). We write θ j simply by θ . Then
we have
√
1+ τ 2B2√
1+ τ 2 = sin θ.
The change of variables is given by
( x
y
z
)
=
⎛⎜⎜⎝
1 0 0
0 − τ B√
1+τ 2B2 −
1√
1+τ 2B2
0 1√ − τ B√
⎞⎟⎟⎠
(
ξ
η
ζ
)
. (38)1+τ 2B2 1+τ 2B2
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ξ = x, η = z − τ By√
1+ τ 2B2 , ζ =
−y − τ Bz√
1+ τ 2B2 .
For this change of variables we have
Φ
(
k
s j
(
η −
√
s2j − k2
k
|ξ |
))
= Φ
(
k
c
(
z − τ By − τ A|x|)).
Here we set
s j = c√
1+ τ 2B2 .
Hereafter we write s j and E j simply by s and E , respectively. Now
E(x) = v∗(ξ,η; s) = v∗
(
x,
z − τ By√
1+ τ 2B2 ; s
)
becomes a solution to (3). Let W˜ (ξ,η, t) = W˜ (ξ,η, t; W˜0) be given by
W˜t − W˜ξξ − W˜ηη − sW˜η − f (W˜ ) = 0, (ξ,η) ∈R2, t > 0,
W˜ (ξ,η,0) = W˜0(ξ,η), (ξ,η) ∈R2. (39)
Then by setting
W0(x, y, z) = W˜0
(
x,
z − τ By√
1+ τ 2B2
)
, (40)
W (x, y, z, t;W0) = W˜ (ξ,η, t, W˜0) satisﬁes
Wt + L[W ] = 0, (x, y, z) ∈R3, t > 0,
W (x, y, z,0) = W0(x, y, z), (x, y, z) ∈R3. (41)
We note that
Φ
(
k
s
(
η −
√
s2 − k2
k
|ξ |
))
= Φ
(
k
c
(
z − τ By − τ A|x|))Φ(k
c
(
z − h(x, y))).
We consider the left-hand side and the right-hand side as the initial functions of (2), respectively.
Then sending t → ∞, the left-hand side converges to E(x) by using (39), (41) and Theorem 3. The
right-hand side is no more than V (x, y, z). By the strong comparison principle we have
E(x) < V (x) for x ∈R3.
This inequality holds true for all edges and thus we obtain
Ê(x) < V (x) for x ∈R3.
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lim
γ→+∞ supx∈D(γ )∩Q
∣∣u0(x) − E(x)∣∣= 0.
We choose a function g( · ) ∈ C∞(R) with
g(γ ) = sup
x∈D(γ )∩Q
∣∣u0(x) − E(x)∣∣ for γ  1,
sup
x∈D(γ )∩Q
∣∣u0(x) − E(x)∣∣ g(γ ) 2+ ‖u0‖L∞(R3), g′(γ ) 0 for 0< γ < 1,
g(−γ ) = g(γ ) for γ ∈R.
Then g(γ ) is monotone non-increasing in γ  0 and satisﬁes limγ→∞ g(γ ) = 0. Now we have
dist(x,Γ ) dist
(
(x, y),
n⋃
j=1
I j
)
 |x| if x ∈ Q
and thus ∣∣u0(x, y, z) − E(x, y, z)∣∣ g(|x|)= g(x) if x ∈ Q . (42)
We consider (39) for
W˜±0 (ξ,η)
def= v∗(ξ,η; s) ± g(ξ),
which is equivalent to consider (41) for
W±0 (x, y, z)
def= E(x, y, z) ± g(x),
respectively. Then we have
lim
R→∞ supξ2+η2>R2
∣∣W˜±0 (ξ,η) − v∗(ξ,η; s)∣∣= 0.
Applying Theorem 3 for s = c/√1+ τ 2B2, we obtain
lim
t→∞
∥∥W˜ (ξ,η, t;W±0 )− v∗(ξ,η; s)∥∥L∞(R2) = 0
and thus
lim
t→∞
∥∥W (x, y, z, t;W±0 )− E(x, y, z)∥∥L∞(R3) = 0.
We can take T j > 0 large enough so that we get
sup
tT j
∥∥W (·, t;W±0 )− E∥∥L∞(R3) < ε2 . (43)
Let w(x, t) be as in (2). We put
v±(x, t) = w(x, t;u0) − W
(
x, t;W±0
)
.
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(
∂
∂t
+ L +
1∫
0
f ′
(
θw(x, t) + (1− θ)W (x, t;W±0 ))dθ
)
v±(x, t) = 0, x ∈R3, t > 0,
v±(x,0) = u0(x) − E(x) ∓ g(x), x ∈R3,
respectively. From (42) we have
v+(x,0) 0, v−(x,0) 0 if x ∈ Q .
Let vˆ±(x, t) 0 be deﬁned by
(
∂
∂t
+ L +
1∫
0
f ′
(
θw(x, t) + (1− θ)W (x, t;W±0 ))dθ
)
vˆ±(x, t) = 0,
vˆ±(x,0) =
(
u0(x) − E(x) ± g(x)
)(
1− χQ (x)
)
.
The comparison principle gives
v+(x, t) vˆ+(x, t), −vˆ−(x, t) v−(x, t). (44)
We have ∣∣(u0(x) − E(x) ± g(x))(1− χQ (x))∣∣ (2M + 1).
Now we apply Lemma 3 to vˆ±(x, t). For t > 0 we have
0 vˆ±(x, t) 3(2M + 1)emt erfc
(
R − ct√
4t
)
if x ∈ Q and √3R < dist(x, ∂Q ).
Thus we get
lim
R→∞ supx∈Q ,dist(x,∂Q )R
vˆ±(x, t) = 0
for any ﬁxed t > 0. Now we apply this equality, (43) and (44) to w(x, t;u0) = v±(x, t)+ W (x, t;W±0 ).
We can choose a constant r j > 0 so large to satisfy
sup
x∈Q ,dist(x,∂Q )r j
∣∣w(x, t;u0) − E(x)∣∣< ε.
So far we obtained the estimate on Q , that is, Q j for some j. We set
T
def= max{T1, T2, . . . , Tn}.
We apply the argument stated above for all 1 j  n and obtain
max
1 jn
sup
x∈Q j ,dist(x,∂Q j)rˆ
∣∣w(x, t;u0) − E(x)∣∣< ε for any t > T . (45)
2128 M. Taniguchi / J. Differential Equations 246 (2009) 2103–2130Here we put rˆ = max{r1, r2, . . . , rn}. Applying Lemma 3 to w(x, t,u0) − V (x), we obtain
sup
x∈D(2γ )
∣∣w(x, t;u0) − V (x)∣∣ 3emt erfc(γ − ct√
4t
)
sup
D(γ )c
|u0 − V | + emt sup
D(γ )
|u0 − V |.
From the deﬁnitions of Γ and Q j we have
lim
R→∞ inf|x|R,dist(x,∂Q j)rˆ
dist(x,Γ ) = +∞ for all j.
Thus for any ﬁxed t > 0 we obtain
lim
R→∞ sup|x|R,dist(x,Q j)rˆ
∣∣w(x, t;u0) − Ê(x)∣∣< ε for all j.
Combining this estimate with (45), we obtain
sup
|x|R
∣∣w(x, t;u0) − Ê(x)∣∣< ε for any ﬁxed t  T . (46)
Finally we estimate w(x, t;u0) from below. We set u0(x, y, z) = u˜0(ξ,η, ζ ) and deﬁne
pˆ(ξ,η)
def= inf
ζ∈Rmin
{
0, u˜0(ξ,η, ζ ) − v∗(ξ,η; s)
}
 0.
From (30), (10) and 0< ε < 1/2 we have
lim
R→∞ supξ2+η2>R2
∣∣pˆ(ξ,η)∣∣= 0.
We choose a positive-valued function qˆ(r) ∈ C∞[0,∞) with limr→∞ qˆ(r) = 0 and
sup
ξ2+η2r2
∣∣pˆ(ξ,η)∣∣ qˆ(r) for all r  0.
We set
W˜0(ξ,η) = v∗(ξ,η; s) + qˆ
(√
ξ2 + η2 )
and set W0 as in (40). Then we have
W˜0(ξ,η) u˜0(ξ,η, ζ )
and thus
W˜ (x, t; W˜0) w(x, t;u0) for all x ∈R3, t > 0,
W (x, t;W0) w(x, t;u0) for all x ∈R3, t > 0.
By Theorem 3 we have
lim
t→∞ sup3
∣∣W (x, t;W0) − E(x)∣∣= 0.
x∈R
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E(x) − ε′  w(x, t;u0) for all x ∈R3, t > T ′j .
Applying the argument stated above to all j we obtain
Ê(x) − ε′  w(x, t;u0) for all x ∈R3, t max1 jn
{
T ′j
}
.
This completes the proof of Proposition 1.
5. A pyramidal traveling front as a combination of two-dimensional V-form fronts
In this section we prove that a pyramidal traveling front is uniquely determined as a combination
of two-dimensional V-form fronts.
Corollary 4. Let h be as in (7) and let V be the pyramidal traveling wave associated with z = h(x, y), that is,
V satisﬁes (3) and (9). If (3) has a solution v with
lim
R→∞ sup|x|R
∣∣v(x) − Ê(x)∣∣= 0,
then one has v ≡ V .
Proof. From the assumption and the interior Schauder estimate v is bounded and of class C2(R3). By
using Lemma 4, v satisﬁes (10). Then Theorem 2 gives the uniqueness. 
Thus a three-dimensional traveling wave can be characterized and uniquely determined as a com-
bination of two-dimensional V-form waves.
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