Die Dokumente auf EconStor dürfen zu eigenen wissenschaftlichen Zwecken und zum Privatgebrauch gespeichert und kopiert werden.
Introduction
Recently, theoretical and empirical advances as well as events, such as the Great Recession, have turned the academic spotlight on economic uncertainty as a determinant of fluctuations in real macroeconomic variables. A growing literature, sparked by Bloom (2009) has investigated the role of uncertainty within linear model frameworks (e.g. Nodari, 2014; Gilchrist et al., 2014; Jurado et al., 2015; Mumtaz and Surico, 2013) . Several theoretical mechanisms have been proposed for explaining the role of economic uncertainty in shaping the real economy and imply both positive as well as negative effects (see Bloom, 2014; Castelnuovo et al., 2017 , for a detailed review). Seeing strong empirical support for channels that imply detrimental effects of uncertainty on macroeconomic performance (Fernández-Villaverde et al., 2011; Leduc and Liu, 2016; Bloom, 2014; Gilchrist et al., 2014; Mumtaz and Surico, 2013 ), we next sketch major theoretical foundations of adverse linkages between economic uncertainty and activity. 1 Deducting major implications of uncertainty for investment and consumption expenditures from the theory of "real options", a main line of research has established the well noted "waitand-see" effect (Bernanke, 1983; Bloom et al., 2012) . Facing sunk costs or partial irreversibility of investment decisions, firms become increasingly reluctant to invest or hire when the success of an investment choice becomes less certain. 2 Another prominent strand of the literature emphasises the role of financial frictions caused by elevated uncertainty and the resulting detrimental impact on investment (Christiano et al., 2014; Gilchrist et al., 2014) . More recently, research has focused on the potentially nonlinear effects of uncertainty shocks on real economic indicators, whereas uncertainty as a conditioning scenario for the transmission of other structural shocks has not yet attracted comparable attention. 3 This applies particularly to monetary policy shocks, notwithstanding the ample evidence for the nonlinear dynamic propagation of such shocks, for instance, along financial conditions or the business cycle (Tenreyro and Thwaites, 2016; Balke, 2000; Eickmeier et al., 2015) . Despite the role of monetary policy shocks in macroeconomic research and the clear-cut implications of the above mentioned theories (Christiano et al., 1999; Ramey, 2016) , only a handful studies have addressed the viability of monetary policy transmission channels under distinguished states of uncertainty (Eickmeier et al., 2016; Aastveit et al., 2017; Pellegrino, 2017 Pellegrino, , 2018 Castelnuovo and Pellegrino, 2018) . Reviewing the evidence from these studies, aggregate activity, in particular interest-rate sensitive components, will be less responsive to monetary stimuli during episodes of elevated uncertainty either due to the "wait-and-see" effect (Aastveit et al., 2017; Bloom et al., 2012) , worsened financing conditions or reduced nominal frictions (Vavra, 2013; Bachmann et al., 2013) . In this work, we narrow down the broadly defined notion of uncertainty and consider the effectiveness of monetary policy conditional on fluctuations in inflation uncertainty (henceforth IU). To the best of our knowledge this study is the first attempt to explicitly focus on IU in this context. 4 1 Theories predicting positive impacts, are, for instance, cash-in-advance type models or the so-called growth options theory (Kraft, Schwartz, and Weiss (2018) , see also Bloom (2014) ).
2 The real-options argument applies similarly to households, which might react with spending cutbacks and postponing expenditures for durable consumption. 3 State-dependent impacts of uncertainty shocks have been examined, e.g., by Caggiano et al. (2014 Caggiano et al. ( , 2017a ; Mumtaz and Theodoridis (2017); Popp and Zhang (2016) . These studies consistently find that the propagation of uncertainty shocks is indeed varying with the business cycle or changing over time (Mumtaz and Theodoridis, 2017) . 4 Numerous studies contribute to the understanding of specific relations, such as the interaction between IU and the yield curve (Berument et al. (2005) and Fountas et al. (2006) provide an detailed review of this literature). The role of IU for nonlinearities in monetary policy transmission has not been analysed yet. This appears surprising even more so when considering the efforts that have been devoted to disentangling notions of intrinsically latent uncertainty along several
Since similar theoretical channels have been identified for the detrimental impact of IU on real economic variables, one might presume that the nonlinear interaction between IU and policy transmission resembles the interaction with other types of uncertainty (Pindyck, 1993; Huizinga, 1993; Fountas et al., 2006; Binder, 2017) . However, the specific characteristics of IU may cast doubt on this conjecture. On the one hand, the IU statistics that we employ in this study exhibit fairly distinct time series characteristics compared with typically adopted indicators of economic uncertainty (e.g. stock market volatility). On the other hand, given a well established link between IU and the term premia of fixed income securities (Piazzesi et al., 2006; Rudebusch and Swanson, 2008; Wright, 2011; Ehling et al., 2018) , fluctuations in IU might induce additional nonlinearities in monetary policy transmission via the interest rate channel. Accordingly, we expect that elevated (long-term) IU mitigates the stimulative impact of monetary easing and likely invokes asymmetries in regime dependent responses to expansionary or contractionary shocks for both theoretical (Rudebusch and Swanson, 2012) and empirical reasons (Tillmann, 2017) .
In order to unravel stylized characteristics of monetary policy transmission conditional on states of low and elevated IU, our empirical strategy consists of extending a linear structural vector autoregressive (SVAR) model along three dimensions: First, following Auerbach and Gorodnichenko (2012) we allow for regime dependence (low vs high IU) in the autoregressive coefficients and the structural relations by means of a smooth-transition (ST-VAR). Second, we consider the responses of a broad set of macroeconomic and financial variables by adopting a factor-augmented VAR (FAVAR, Bernanke et al., 2005; Stock and Watson, 2016) in the spirit of Popp and Zhang (2016) . In contrast to small-and medium-scale VARs, the FAVAR specification offers the advantage to alleviate issues linked to deficient information (Forni et al., 2009 ). In addition, it enables us to deal with a variety of complementary sources of regime dependence and carve out more precise policy implications. Third, we refrain from imposing recursiveness and adopt a sign restriction approach (Faust, 1998; Uhlig, 2005) to identify of the monetary policy shock and characterize the interdependence between monetary policy, asset prices and other financial indicators (see, e.g., Björnland and Leitemo, 2009; Lütkepohl and Netšunajev, 2014; Beckers and Bernoth, 2016) .
Modelling the state-conditional monetary policy transmission particularly with regard to (inflation) uncertainty faces two main challenges: First, it requires the sensible choice of a measure for the unobservable notion of uncertainty. Second, since uncertainty typically spikes during recessions (Bloom, 2014) , effects of uncertainty have to be disentangled from other sources of regime dependence during recessions (Aastveit et al., 2017) . To address these issues, we rely in our baseline specification on a forecasting based measure for the average individual IU which mimics inflation survey deducted uncertainty and has been proven to outperform most other model IU metrics. Moreover, our baseline measure is only weakly related to recessionary phases, in contrast to commonly used general uncertainty indicators.
In the baseline setup, we apply the ST-FAVAR to a monthly US panel of 148 macroeconomic and financial time series for the period from 1977M6 until 2015M12. Our main results are the following. First, we detect a reduced monetary policy effectiveness for steering macroeconomic aggregates, such as, industrial production, consumption and labour market indicators in episodes of high IU. These results admit a role for both IU induced wait-and-see and precautionary savings effects on monetary policy transmission. Second, besides evidence for an attenuated interest rate sub-categories, such as financial (Bloom, 2009) , fiscal (Baker et al., 2016; Fernández-Villaverde et al., 2011) , monetary policy (Tillmann, 2017) , micro-firm (Gilchrist et al., 2014) , sales growth, and general macroeconomic uncertainty (Jurado et al., 2015) . channel, our analysis indicates that IU interferes with monetary policy transmission through the term-structure. The responses of government bond yields of different maturities and corresponding term spreads suggest that policy rate transmission is modestly attenuated at high levels of IU. While there are regime asymmetries in both expected short-term rates and term premia, these are more pronounced for the former. The response pattern of term premia is similar and the effect is equally, quantitatively negligible in both regimes. This contradicts the view that IU might be an important determinant of (nominal) term premia (Wright, 2011) . Third, regime-dependent price flexibility appears to play only a minor role in explaining the asymmetries in monetary policy effectiveness and, hence, puts the model predictions of Vavra (2013) into question. Finally, we find marked evidence for the interaction between IU and financial frictions. Based on several credit risk spreads and indicators for the risk-bearing capacities of the financial sector, we document weaker effects of a monetary easing on the external finance premium during periods of elevated IU. Accordingly, our results suggest that the policy transmissions through the balance-sheet channel or the supply-side bank lending channel are perturbed by IU (Gilchrist et al., 2014; Eickmeier et al., 2016) . The remainder of this paper is organized as follows. Section 2 provides details on the theoretical channels which link IU to monetary policy transmission and reviews related empirical work. Section 3 outlines the econometric model (subsection 3.1), estimation and identification strategy (subsection 3.2) and the inflation uncertainty statistic (subsection 3.3). We introduce the data set in Section 4.1, while we present the empirical results from our baseline model in Section 4.2 and discuss its robustness with regard to variations of the data and specification details in Sections 4.3 and 4.4. Finally, Section 5 concludes.
Uncertainty and monetary policy
Based on the theoretical literature and the available body of empirical evidence, we carve out a set of testable hypotheses on the role of IU for channelling monetary policy signals in this section. First, we review some of the theoretical channels linking monetary policy transmission and uncertainty in general. Second, we discuss the specifics of the interaction between IU and monetary policy transmission. Third, we review empirical studies linking IU and monetary policy. Fourth, we summarize and state hypotheses subjected to empirical modelling in Section 4.
Uncertainty and monetary policy effectiveness from a theoretical perspective
The theoretical literature has put forth several complementary channels to explain the (regime) dependence of monetary policy transmission on the level of uncertainty. We will give a brief overview of four main approaches. 5 The first, and probably most prominent, channel builds on the theory of 'real options'and its implications for investment and consumption expenditures (Bernanke, 1983; Pindyck, 1993) . According to this theory, firms' investment choices constitute real options in the presence of adjustment costs (partial irreversibility) and (some) timing flexibility. The option value of delay rises with uncertainty about the success of an investment (i.e., future cash flows). Hence, firms become increasingly reluctant to exercise their options and postpone investment and hiring. This applies likewise to households, which become cautious about spendings on durable consumption goods.
5 Bloom (2014) and Castelnuovo et al. (2017) provide a comprehensive review of the uncertainty literature.
As a result, wait-and-see effects reduce the sensitivity of investment and durable consumption to monetary stimuli (Aastveit et al., 2017; Bloom et al., 2012) .
The second broad channel summarizes mechanisms related to financial frictions and/or risk aversion. Assuming risk aversion and partly binding financial constraints, Christiano et al. (2014) and Gilchrist et al. (2014) develop models which predict a detrimental impact of uncertainty on investment which originates in financial frictions. For instance, in the quantitative business cycle model of Gilchrist et al. (2014) elevated uncertainty leads to both the wait-and-see-effect and higher user costs of capital via the external finance premium. The latter effect is deduced from option pricing theory applied to the liabilities of firms. Accordingly, the payoff scheme of equity holders corresponds to that of a long position call option, while the payoff structure for bondholders resembles that of a short position put option. Therefore, increasing uncertainty (i.e., higher downside risk) benefits shareholders over bondholders who likely demand higher risk premia. Consequently, both credit availability and cost conditions worsen and invoke slowdowns in investment. Complementing insights of Christiano et al. (2014) and Gilchrist et al. (2014) into the balance-sheet channel of firms, Eickmeier et al. (2016) and Alessandri and Bottero (2017) consider the supply side, i.e., the bank lending channel of monetary policy. Introducing state dependent leverage of financial intermediaries into a New-Keynesian DSGE model weakens the bank lending channel during uncertain times.
Two further generally observed properties of agents/effects threaten the viability of transmission channels of monetary policy under elevated general uncertainty. On the one hand, risk averse economic agents might enhance precautionary savings in uncertain times and thereby reduce consumption expenditures of households, or, similarly, raise the cash holdings of firms to shield against future adverse shocks accompanied by lower investment activity (see Basu and Bundick (2017) ; Alfaro et al. (2016) and Baum et al. (2006 Baum et al. ( , 2009 ). This mechanism, however, is ambiguous in the long-term, since increased savings could potentially lower interest rates and reverse the relationship. On the other hand, the price setting behaviour of firms (menu costs, informational frictions) might trigger the transmission of monetary signals according to the state of uncertainty. The main insight from this reasoning is that price changes become more frequent and more dispersed when uncertainty is high entailing a reduction in real policy effectiveness (Vavra, 2013; Baley and Blanco, 2016; Castelnuovo and Pellegrino, 2018) .
Inflation uncertainty and monetary policy
So far we have remained silent on how uncertainty is introduced into the models mentioned previously and on the applicability of the channels outlined above to IU. Typically, the variance of firm-specific idiosyncratic shocks introduces uncertainty into the models (e.g., Gilchrist et al., 2014; Christiano et al., 2014) . It is common to the majority of theoretical studies that their "uncertainty generating mechanism" is consistent with some form of stock return volatility (Bloom et al., 2012) . Based on available theoretical and empirical evidence, however, it is difficult to assess to what extent the model implied linkages between specific types of uncertainty and monetary policy apply as well to IU. Theoretical models that use IU as an explicit source of real option effects are scarce (Huizinga, 1993; Ghosal and Loungani, 1996) . There are, however, various indirect linkages among IU and the above mentioned channels. For instance, Huizinga (1993) identifies several variables (e.g., real wages, real output prices and profit rates) which establish a connection between IU and the real net value of investment projects. Moreover, IU likely transmits uncertainty into the real income of households and could therefore increase precautionary savings (see Binder, 2017 , and references therein). In general, IU could be linked to all channels discussed above by influencing the uncertainty about long-term contracts, real interest rates and commodity, factor and input/output prices. 6 With regard to downside risks of firms, however, IU might be of minor importance in comparison with notions of uncertainty aligned with stock market volatility.
Complementing effects on the real-options and precautionary savings channels, we expect that particularly IU alters the traditional interest rate channel of monetary policy via the term structure of interest rates. Yet, the literature, is far from consensual with regard to the quantitative importance of the expectation and term premium components of bond yields, nor with regard to the role of term premia in qualitative, i.e., directional terms (Rudebusch and Swanson, 2012; Crump et al., 2016; Kliem and Meyer-Gohde, 2017) . However, both theoretical models (Rudebusch and Swanson, 2008; Ehling et al., 2018) and empirical studies (D'Amico and Orphanides, 2014; Wright, 2011; Ehling et al., 2018) , have provided decisive evidence suggesting that IU is a key determinant for (nominal) term premia of fixed income securities and the respective term structure. Moreover, IU clearly leads investors to demand higher term premia. 7 Therefore, it is conceivable that, first, the transmission of a monetary easing to the long end of the yield curve is attenuated due to higher term premia in periods of high IU and that, second, the effect of IU is asymmetric for expansionary and contractionary monetary policy shocks (Tillmann, 2017) . In addition, as argued by Gürkaynak et al. (2005) long-term inflation expectations might lack sufficient anchoring in periods of elevated IU such that inflation expectations could depend on IU. 8 Overall, we expect (i) that the transmission channels are asymmetrically affected by IU, and (ii) that IU shows specific quantitative and possibly qualitative effects in comparison with other uncertainty categories as, e.g., stock market volatility (Henzel and Rengel, 2017) .
Empirical evidence on uncertainty and monetary policy effectiveness
The empirical literature on the link between fluctuations in economic uncertainty and monetary policy transmission is still scant. We are aware of only five studies focusing on this subject. Aastveit et al. (2017) and Pellegrino (2017) employ interacted VARs to model the nonlinear relation between uncertainty and the effects of monetary policy on real economic indicators in the US (see also Pellegrino, 2018 , for the Euro area). Both studies assess the regime dependence of monetary policy for tranquil and uncertain periods and highlight that monetary policy shocks exert a considerably weaker effect on investment and GDP during uncertain periods. While the evidence supports a real options effect, the price-setting explanation put forth by Vavra (2013) is not corroborated, i.e., the responses of prices do not vary with uncertainty. Moreover, Pellegrino (2017) documents that reduced monetary policy effectiveness is linked to precautionary savings and real option effects for households. Castelnuovo and Pellegrino (2018) investigate the real effects of regimecontingent monetary policy by means of a medium-scale threshold VAR (T-VAR), and find, contrary to Pellegrino (2017) and Aastveit et al. (2017) , considerable differences in price flexibility between tranquil and uncertain states (see also Bachmann et al., 2013) . 6 Berument et al. (2005) and Fountas et al. (2006) provide a review of the empirical and theoretical literature regarding the effects of IU on interest rates and economic performance. 7 We emphasize that the model predictions and empirical results are based on long-term IU (see Ball et al., 1990 , for a discussion of IU effects at distinguished horizons). 8 Recently, Falck et al. (2017) have provided evidence that the impact of monetary policy surprises on inflation expectations depends of the degree of inflation disagreement among agents.
Interestingly, all reviewed studies adopt a recursive (or almost recursive) identification scheme to identify the monetary policy shocks. 9 As a result, the notorious "prize puzzle" is observed in the above papers, casting doubts on the employed identification schemes. Moreover, the endogeneity of uncertainty is an issue that has received attention. The results from all four studies are robust to accounting for potential effects of monetary policy shocks on uncertainty.
A study that stands out from those reviewed so far is Eickmeier et al. (2016) . Based on a mediumscale T-VAR model, they explore the role of the financial sector for asymmetries in monetary policy effectiveness. Identification is achieved by utilizing either the Gertler-Karadi series of FOMC policy announcements as external instruments or by imposing sign restrictions on the short-run responses. Apart from a considerably weaker policy transmission on real variables during uncertain periods, results of Eickmeier et al. (2016) underpin that the cost of credit (i.e. corporate bond spreads) is strongly state dependent. Accordingly, the financial accelerator weakens as a reflection of reduced risk-bearing capacities of financial intermediaries.
Monetary policy and inflation uncertainty in a nutshell -hypotheses
Given these ample theoretical and empirical hints, we formulate the following hypotheses, exemplarily for an expansionary monetary policy shock. Each hypothesis states i) the underlying theoretical mechanism linking IU and monetary policy transmission; ii) the transmission channel which is affected by this underlying mechanism, and iii) how it can be detected. Even though we arrived at a number of clear hypotheses, a caveat arises from the difficulty to disentangle the sources of certain responses (or their state dependence), because they could be attributed to several mechanisms simultaneously. This is particularly pronounced for the discrimination of channels that are related to financial markets. For instance, regime dependence of credit spreads responses might reflect a weakening of the bank lending and/or the firm balance sheet channel. 10 Likewise, regime-dependent fluctuations in mortgage loans probably encompass demand and supply effects, which are difficult to separate from each other. Put differently, the empirical model might just not be sufficiently structural to sharply distinguish between some of the channels, since it is based on highly aggregated data.
The regime dependent structural factor model
This section provides a detailed account of our empirical framework. We first outline the ST-FAVAR model, and address, second, the estimation of common factors and the identification of monetary policy shocks. Finally, we introduce the employed transition variable. Detailed accounts of the estimation and identification methods are provided in Appendix C.
The structural smooth-transition FAVAR model

ST-FAVAR in reduced form
The ST-FAVAR model introduces nonlinear relations among the common factors into the FAVAR model of Bernanke et al. (2005) . The common factors follow a ST-VAR which allows for two IU regimes ((i.e., low and high, Auerbach and Gorodnichenko, 2012) ). 11 We favor the ST-VAR model over alternative approaches -such as the threshold VAR model or a sample splitting strategy -for several reasons. First, although uncertainty might change abruptly we consider instant transitions as overly restrictive even more so since the ST-VAR comprises the threshold VAR as a limiting case. Second, owing to its probabilistic structure a smooth transition specification exploits a larger number of observations for the estimation of regime specific dynamics than sample split VAR models (Caggiano et al., 2014) . Third, utilizing a dynamic factor model rather than only a smallscale ST-VAR model enables us to model the dynamic propagation of monetary policy surprises for a large number of variables. Furthermore, issues of non-fundamentalness might arise from deficient information sets in VAR analysis (Forni et al., 2009; Forni and Gambetti, 2010) but non-fundamental shocks are unlikely encountered in factor models. 10 The balance-sheet and lending channels could be disentangled by looking at the GZ spread and the excess bond premium developed by Gilchrist and Zakrajšek (2012) . 11 The textbook by Terasvirta et al. (2010) provides an excellent treatment of smooth transition vector models.
In state-space representation the ST-FAVAR model consists of the following set of equations:
Constituting a static factor model, the measurement equation (1) relates the economic and financial indicators collected in the N-dimensional vector X t to the K-dimensional common factors C t and the vector of ideosyncratic components e t . The common component
Idiosyncratic components e t are uncorrelated with C t at all leads and lags and with the factor innovations u t , but are allowed to be weakly cross-and autocorrelated. Hence, we consider an approximate factor model. 12 The nonlinear factor dynamics follow an ST-VAR process of order p (ST-VAR(p)) specified by the transition equations (2) -(4). Lag polynomials, A • (L) in (2) capture system dynamics during (extremes of) low and high IU regimes, i.e., • = l, h. The regime allocation is governed by a logistic transition function G(g, c, z t ) which depends on i) the smoothness parameter g; ii) the location parameter c; and iii) the transition variable z t which is a measure of IU (see Section 3.3). The transition variable enters the transition function with a lag of one period to avoid contemporaneous feedback and, moreover, it is standardized to ensure that g is scale invariant. The transition function takes values between 0 (high IU) and 1 (low IU). Hence the ST-FAVAR model is a convex combination of two linear FAVARs and nests the linear FAVAR for g = 0. According to (3) and (4), the K-dimensional reduced-form residuals u t are heteroskedastic Gaussian with mean zero and time-varying covariance matrix W t . Comparing our specification with the only two studies that adopt a similar framework, we note that our model differs from Popp and Zhang (2016) who allow for state-contingent factor loadings (L • ), whereas we assume constant loadings. The model of Dahlhaus (2017) restricts regime dependence to the autoregressive dynamics.
The structural ST-FAVAR model
Thus far we have outlined the reduced form model, while we are mainly interested in inference based on causal effects obtained from the structural representation of the ST-FAVAR. To derive the structural impulse response functions (IRFs) we rewrite (2) as,
From (7) the structural MA representation obtains as
12 As in Bernanke et al. (2005) the observable and unobservable factors might be (contemporaneously) correlated, but
where
t summarizes the time-varying instantaneous relations among structural shocks e t = B 1 t u t which are distributed as WN(0, I K ) 8 t. The analysis in this paper is based on dynamic responses assumed to be linear conditional on the IU regime, that is, G(.) = 0 or G(.) = 1 or on linear combinations of both corresponding to a certain quantile of the transition variable z t (i.e. IU). This implies that the system is interpreted to stay in one regime for a sufficiently long period. The regime dependent impact matrices satisfy
, and could be obtained, in a first step, as Cholesky factors of W • . Substituting (9) in (1) we obtain the regime-specific IRFs associated with X t (disregarding the ideosyncratic component e t ) given by
for the horizons j = 1, . . . , J. We can treat the IRFs as conditionally linear, since the transition variable (z t ) is not included in the panel of modelled variables. This precludes any feedback from interest rate shocks to IU.
Estimation and identification
To estimate the ST-FAVAR model, we adopt the computationally convenient two-step principal components (PC) approach put forth by Bernanke et al. (2005) ; Stock and Watson (2002) and Boivin et al. (2009) . Accordingly, we first estimate the unobserved factors F t nonparametrically by means of principal component analysis (PCA), and subsequently evaluate the ST-VAR conditional on the estimated factors. The two-step PC estimator does not build upon strong distributional assumptions on the factor innovations as it is the case for the two-step ML approach of Bai et al. (2016) or the simultaneous estimation of observation and transition equations by means of Bayesian methods (Bernanke et al., 2005) . 13 Bernanke et al. (2005) document only minor performance leads of the computationally considerably more demanding Bayesian estimation by means of Gibbs sampling. 14
Factor estimation
As elucidated in Ahmadi and Uhlig (2015) , it is of utmost importance to include a price index in the VAR model, even in the case of a FAVAR, in order to pin down the exogenous shocks to the policy instrument correctly and to avoid a prize puzzle. Hence, the vector of observable factors comprises the federal funds rate (ffr) and a price index, i.e., Y 0 t = [ f f r t , p t ]. Based on Hwang (2009), we adopt a two-step approch that avoids an iterative solution. In a first step the estimated coefficientsb for the observable factors Y t are obtained from a regression of Y t on X t . In a second step the estimate of F t is obtained as the first K r principal components of the first step residualsÛ t = X t b Y t . Hence, the factor estimate is given byF =Û 0L f , whereL f is the matrix of eigenvectors corresponding to the K r largest eigenvalues ofÛ 0Û . This ensures that the unobserved factors are identified against any rotational indeterminacy (see Killian and Lütkepohl, 2017, Ch. 16 for alternative identification conditions).
Once the common component has been obtained in the first step, the ST-VAR model describing the factor dynamics can be estimated. Owing to the nonlinear nature of the model, we follow Auerbach and Gorodnichenko (2012) and utilize the MCMC approach proposed in Chernozhukov 13 Although the two step ML estimator promises efficiency under correct model specification, it could lack robustness if the distributional assumptions are violated.
14 Stock and Watson (2002) prove that the PC estimator consistently recovers the space spanned by the factors for large N if the number of PC factors is at least as large as the true number of factors. Moreover, the problem of generated regressors is negligible if N is large in comparison with T (Bai and Ng, 2006) .
and Hong (2003) . The location parameter c is set to zero and an initial estimate of the smoothness parameter g is obtained from a preliminary ML estimation and then jointly estimated with the remaining parameters in the MCMC sampling procedure. 15 Estimation of
is based on 100.000 draws from the Metropolis-Hastings sampler where 40.000 draws are discarded as burn-in.
Identification of monetary policy shocks
To identify the exogenous monetary policy shock, we adopt a sign restriction approach, which offers a number of advantages compared with the imposition of short-run zero restrictions (Faust, 1998; Uhlig, 2005) . The main advantage is that this identification framework seems particularly suited in the light of ample evidence for contemporaneous simultaneity between monetary policy and financial variables (see, e.g. Björnland and Leitemo, 2009; Lütkepohl and Netšunajev, 2014; Beckers and Bernoth, 2016) . A recursive setting in the vein of Bernanke et al. (2005) prevents any instantaneous reaction of monetary policy makers to high-frequency information contained in financial indicators, such as stock prices and bond yields. This seems highly unrealistic, given that these variables are seen to bear information about the stance of monetary policy itself (Rigobon and Sack, 2003) . Moreover, in contrast to timing restrictions on the instantaneous relations of structural shocks, sets of sign restrictions usually obtain from predictions of DSGE models and hence benefit from theoretical underpinnings (Canova and Pina, 2005) . By assumption, an expansionary monetary surprise has a nonpositive impact on the federal funds rate and two additional short term interest rates (3 and 6 months treasury bond yields), while consumer prices (CPI all items) and output (industrial production) respond nonnegatively. Moreover, the monetary policy shock exerts a nonnegative effect on the monetary base, the monetary aggregate M1 and total reserves. Following Uhlig (2005) , all restrictions are imposed on impact and the following six months.
Inflation uncertainty as transition variable 3.3.1 Predictive horizon and IU assessment
In our ST-FAVAR model the transition indicator z t is an IU metric. An important choice that has to be made in order to evaluate the appropriateness of an IU measure concerns the most suitable predictive horizon. A-priori long-term IU matters more for intertemporal decisions while shortterm IU is more important for intratemporal decisions. Moreover, long-term IU is more closely related to term premia and monetary policy targets (Ball et al., 1990; Evans, 1991; Caporale et al., 2010) . Therefore, all IU measures employed in this work refer to a forecast horizon of 12 months which we consider as long-term IU. Besides the predictive horizon one has to decide on the broad method of measurement. Three main families of methods have been employed to quantify IU (see Grimme et al., 2014 , for a summary): survey-based, forecast-based (e.g., VAR models) and model-based measures (e.g., (G)ARCH). 16 We choose as our baseline IU indicator the average of 15 Treating the ML estimate of the smoothness parameter g as fixed in the subsequent MCMC procedure does not change results considerably. 16 From the literature on IU metrics it can be stated that i) disagreement and aggregate uncertainty are theoretically and empirically related; ii) uncertainty partly comprises disagreement; iii) both concepts may nevertheless be related to distinct macroeconomic effects; iv) disagreement and uncertainty measures may diverge considerably especially during most uncertain times (see Lahiri and Sheng, 2010; Zarnowitz and Lambros, 1987; Glas and Hartmann, 2016) . Moreover, all methods are subject to specific shortcomings and constitute an additional source of heterogeneity.
individual predictive standard deviations (denoted henceforth by AVEIU) which has been obtained from 14 alternative inflation prediction models (Hartmann et al., 2017) . As such it is an ex-ante measure that mimics individual IU based on a set of density forecasts. Accordingly, it accounts to some extent for disagreement and model uncertainty. Specifically, it has received empirical support based on diverse forecasting performance criteria Hartmann et al. (2017) . 17
The relationship between IU, the business cycle and other uncertainty indicators
There is by and large consensus in the pertinent literature that many uncertainty indicators surge rather abruptly during recessions and that these exhibit a strong comovement with real activity variables (Bloom, 2014; Castelnuovo et al., 2017) . Hence, using IU as a transition variable might be confounded by other sources of regime dependence along the business cycle. For illustration purposes, panel a) in Figure 1 depicts NBER recession dates joint with three distinct IU measures, namely i) the average of individual predictive standard deviations AVEIU; ii) the model-based variance forecasts of permanent shocks to inflation as implied by the stochastic volatility model of Stock and Watson (2007) (UCSV); and iii) the survey-based statistic of Binder (2017) (BINDER). 18 The main insights from Figure 1 can be summarized as follows. IU metrics take their highest values during the high-inflation era at the beginning of the sample ('Great Inflation 'and 'Volcker disinflation ') and during or after the Great Recession. Furthermore, only the survey-based measure seems to spike abruptly during recessions, while the remaining two indices (AVEIU and UCSV) lack a close relation to recessions. Rather, they often even decrease during bad times. Hence, there is considerable heterogeneity in IU statistics and the consensual insights -i.e., surge in recessions and close co-movement with real activity indicators -do not apply straightforwardly to all types of uncertainty metrics.
Next we consider a selection of commonly employed financial and general macro-uncertainty indicators displayed in panel b) of Figure 1 , namely the general macro-uncertainty factor proposed by Jurado et al. (2015) (denoted JLN12), the option implied volatility index (VIX) and the GZ spread proposed by Gilchrist and Zakrajšek (2012) . 19 We observe the typical characteristics shared by many uncertainty measures reported in the literature, that is, a close relation to the business cycle and sudden surges during recessions. All indices attain their maximum values during the Great Recession. Based on eyeballing it appears that the JLN index is closest to the IU measures displayed in panel a) of Figure 1 .
To get a quantitative picture of the degrees of similarity between IU and other uncertainty measures, Table 1 documents respective correlations. Except for survey-based IU statistics (BINDER) (correlation of 0.75 with JLN12) the correlation with the other uncertainty categories is at most moderate and strongest for JLN12 (up to 0.52). The low or even negative correlations of the baseline IU measure (AVEIU) with the VIX and the GZ spread corroborates that we do not capture financial stress related sources of nonlinearity in monetary policy transmission. 20 17 More specifically, Hartmann et al. (2017) report that AVEIU outperforms all other common model-and forecastbased IU proxies in terms of forecasting performance with respect to ex-post IU and different loss functions (e.g.,RMSE, directional accuracy), in almost all scenarios that the authors investigate.
18 More detailed descriptions of these IU statistics are provided in Appendix B. 19 The GZ spread is an unweighted cross-sectional average of around 3500 credit spreads in the respective month.
JLN12 is the common variation in the unforecastable component (for a forecasting horizon of 12 months) of a large number of economic indicators. For additional information regarding the computation and exact sources of these uncertainty indices the reader is referred to the data appendix (Appendix B). 20 The finding of a negative correlation coefficient between, for instance, the VIX index and the UCSV based IU measure AVEIU UCSV BINDER JLN12 VXO GZ spread AVEIU 1.0000 0.5500 0.0900 0.1500 0.0700 -0.1400 UCSV 0.1800 1.0000 0.4100 0.3400 0.0100 -0.3200 BINDER 0.0200 0.4900 1.0000 0.6200 0.3100 0.0500 JLN12 0.1600 0.5200 0.7500 1.0000 0.4200 0.1400 VXO 0.1000 -0.0600 0.3500 0.3800 1.0000 0.3500 GZ spread -0.1400 -0.3500 0.2400 0.2300 0.6400 1.0000
In conclusion, we are confident that at least estimation results based on AVEIU are unlikely driven by recession related sources of regime dependence. Moreover, empirical results on the role of IU for monetary policy transmission feature only minor confounding with effects originating in other types of uncertainty. Finally, it is worth noticing, that the correlation between IU proxies is generally rather low [0.02, 0.49] confirming the conjecture made in Section 3.3.1 stating that IU metrics may reflect distinct dimensions of uncertainty and typically diverge considerably. This emphasizes the importance of carefully choosing a suitable IU approximation in order to cover the particular dimensions of uncertainty under scrutiny. might partly be attributed to the discrepancy in the horizon of the VIX.
Data, specification and empirical results
This section first describes our dataset and specification details. Second, we show regime dependent dynamic responses resulting from the baseline ST-FAVAR model, highlight evidential underpinnings of the hypotheses raised in Section 2 and examine the robustness of our findings. Finally, we discuss results from a structural ST-FAVAR model applied to an extended panel of time series that is observed with lower time resolution (i.e., quarterly data).
Data and specification
In a baseline setting we analyse an extended version of the FRED-MD database maintained by Micheal W. McCracken and Serena Ng (McCracken and Ng, 2016 ) that consists of 148 monthly time series covering the period 1977M1 to 2015M12. 21 The panel comprises a broad range of time series relating to real activity, (e.g., output, income and labor market) and various price indices and financial variables (such as interest rates, monetary aggregates and credit related indicators). The panel is standardized and the series are transformed to achieve stationarity prior to factor extraction (see Appendix B for a list of variables and details on data transformations). Based on marginal R 2 statistics, we extract four principal component factors for the baseline model. 22 The four unobserved factors explain 33.6% of the variance in the panel and increasing the number of factors adds little information. For instance, the marginal contribution of the fifth factor amounts to 4.3% of the panel variance. 23 Figure 3 shows the unobservable factors jointly with the two observed factors, i.e., the federal funds rate and the CPI. Tables 2 and 3 document sizeable variance shares explained by the common factors (including, ffr and CPI) for all groups of variables. The model is estimated with a lag order of p = 2 as suggested by the BIC applied to the linear FAVAR. Another important specification step is to test if our nonlinear model is supported by the data. In case that the data generating process is linear the ST-FAVAR lacks identification. The nonlinear model receives support from information criteria. 24 Our baseline IU measure AVEIU (transition indicator z t ) is depicted jointly with the estimated transition function G(z t ) in Figure 2 . Apparently, values of G(z t ) near zero (high levels of IU) are associated with the beginning of the Volcker Fed chairmanship, the subsequent disinflation period around 1982 and most of the second half of the 1980s. Almost coinciding with the Great Moderation era G(z t ) is close to unity (states of low IU) between 1989 and 2008. Compared with the minimum in the 1980s, the regime allocations during and after the Great Recession are markedly larger, but still considerably below the infliction point. 21 The database is available on John W. McCracken's web page https://research.stlouisfed.org/econ/mccracken/ fred-databases/.
22 We also considered the Bai and Ng criterion (Bai and Ng, 2006) which obtains an optimal dimension of eight factors (in addition to the two observable variables). Favouring a somehow overspecified model order, the criterion does not aim at the number of factors to be included in a (non)linear VAR. 23 We report results for a five factor ST-FAVAR in Section 4.3. 24 The AIC for the linear (nonlinear) model amounts to -16.59 (-17.02 ) and the BIC obtains -16.49 for the linear FAVAR and -16.66 for the ST-FAVAR. 
Baseline results
Figures 4 to 7 display the impulse responses of a large number of variables ensuing from an expansionary monetary policy shock which is normalized to reduce the federal funds rate by 25 basis points. As representatives for regimes of low and high IU we show IRFs for the 5th and 95th percentiles of the standardized IU measure. These percentiles correspond to values of the transition function G(z t ) of .881 (lower percentile) and .026 (upper). In addition, Figure 8 shows the difference between the IRFs conditional on low and high IU for a selection of key variables. From Figure 4 we note first that the monetary policy shock is associated with a long lasting fall in the federal funds rate (ffr) only in the high IU regime, while it fades out rather quickly conditional on states of low IU and returns to its pre-shock level after about one year. Next, we describe the general effects of the monetary policy shock which are common to both regimes. The unexpected decrease in the federal funds rate invokes a pronounced and persistent increase in industrial production (IP), employment, hours, the help-wanted index and capital utilization. Figure 5 displays the responses of several price indices as well as monetary and credit aggregates. We observe expansionary effects on consumer prices (CPI) in both regimes and over all horizons. Furthermore, the monetary policy shock triggers a strong rise in monetary aggregates and total reserves. Short term (TB3MTHS, TB6MTHS, GB1Y see Figure 7 ) and long term interest rates (GB5Y, GB10Y) decrease as expected and policy rate transmission weakens with increasing maturity. Throughout, confidence bands surrounding the response profiles shown for the regime of elevated IU are more precise in comparison with results conditioning on states of low IU. Following Castelnuovo and Pellegrino (2018) , this might be attributable to more data variation during uncertain times and to the normalization of the monetary policy shock. The standard deviation of the interest rate is about six times as high in the extreme IU regime (G(z) = 0) compared with the low IU regime (G(z) = 1). In the remainder of this section we focus on state dependent monetary policy transmission and effectiveness first for variables related with real economic activity and subsequently investigate the nominal and financial side.
Regime dependent real economic effects of monetary policy
In the following we collect empirical evidence on the hypotheses 1 and 2 (cf. Section 2.4). Regarding potential state dependence of the dynamic responses of real economic indicators (Figures 4 and 8) , we make three general observations. First, we detect moderate differentials in monetary policy effectiveness for the majority of time series that are related to production, income and employment. Second, the persistence profiles of impulse responses are of weak regime dependence for most variables. Third, state-specific effects tend to arise in the short-and medium-run (i.e., three months up to three years), while on impact and at long horizons response magnitudes are similar for distinguished states of IU. To give an impression of the loss in effectiveness of monetary policy, we consult Figures 4 and 8 and note that the median peak effects for industrial production and its subindices durable and business equipment is between 30 -60% at one year after the policy shock has hit the economy. For labour market indicators it is even larger: The effect on unemployment is halved at around 15 months after the impact during high IU. This loss is statistically significant considering parameter and model uncertainty.
Besides these general characteristics we observe several more specific results. Comparing the responses of industrial production of durable and nondurable goods, we note that these are qualitatively similar but the regime dependence of IP of nondurables is even more pronounced than that of durables. As a reflection of their stronger interest-rate sensitivity, the effects on the production of durables are more pronounced in comparison with effects on the production of nondurables. Indicating the presence of both real options and precautionary savings channels, this comparative evidence is in line with hypotheses 1 and 2 and with findings in Pellegrino (2017) . In contrast, if there were only the real options channel active, one would expect that the effects on nondurable consumption lack regime-dependence. Both conclusions should be taken cautiously, however, since we are considering only production indices and not the consumption expenditure counterpart.
Turning to labour market indicators, employment, the help-wanted index and weekly average hours increase sluggishly but persistently in response to the expansionary monetary policy shock in both regimes. Unemployment drops for two years before it stabilizes at a total reduction by 0.11 percentage points. While the differences in the stimulative effects on unemployment, employment and utilization between low and high IU states are quite pronounced, the regime dependence in hours and the help-wanted index are weaker in relative terms. Hence, the dynamic propagation of monetary surprises via the labour market is consistent with hypothesis 1, emphasizing the labour market aspects of the wait-and-see effect.
In summary, the investigation of real activity related IRFs suggests that an unexpected monetary easing invokes weaker effects conditional on elevated levels of IU in comparison with macroeconomic states featuring low IU.
Prices, liquidity and asset markets
In this section we discuss empirical evidence on the hypothesis 3, monetary aggregates and the interaction of IU with the asset price channel of monetary policy. The dynamic responses of several alternative measures of aggregate prices are depicted in Figure 5 , and reveal major effect differentials for monetary policy transmission across IU regimes only for the aggregate CPI and not for the subindices. The CPI (all items) reacts considerably stronger during times of low IU, while its response is virtually zero at high levels of IU. For all other subindices, except for the CPI medical care and CPI apparel regime dependencies do not arise and respective responses share the same qualitative characteristics, i.e., after a significant short-term effect, responses are statistically indistinguishable from zero. We note that the dynamic reactions of the CPI and its subindices are not directly comparable, since the former depicts level responses and the latter are inflation rate responses (this is due to subindices entering the panel in second differences, while the CPI as observable factor enters in levels). Hence, our results do not provide evidence in favour of hypothesis 3 which refers to enhanced price flexibility as a threat to monetary policy transmission Vavra (2013) . Combining the findings that precautionary savings of households likely play an important role in altering monetary policy transmission and that prices are more sticky during high IU our results corroborate the theoretical mechanism put forth in Basu and Bundick (2017) .
Turning to the responses of monetary aggregates ( Figure 5 ), we note that the monetary policy shock triggers a pronounced and persistent surge in the monetary base (M0), M2 and in total reserves hold by monetary institutions in both regimes. 25 Moreover, we detect mild regime dependence since the liquidity effect is stronger during episodes of low IU. As Figure 8 shows exemplarily for M0 and M2, the differences between responses are significant over all horizons, .
Relatedly, the reactions of aggregated loan provision appear not as uniform as the reactions of monetary aggregates. Lending to the business and real estate sectors increases after zero or negative short term effects, whereas lending to consumers declines persistently over all horizons. Regime differences arise for all three loan aggregates. Business and real estate loans react more pronounced (positively) during uncertain times, while consumer loans respond stronger (negatively) conditional on states of high IU. Given the close link between mortgage loans, house prices and real estate investment, the stronger response of real estate loans in times of high IU suggests to further investigate if this corresponds to increased activity in the real estate sector. The reaction of nationwide housing permits, housing starts, the Case-Shiller house price index and a REIT price index are, not only at odds with this conjecture (see Figure 6 ) but also at odds with conventional wisdom. For both regimes of IU a monetary easing has contractionary effects on housing starts and permits at least in the short run, while effects become statistically insignificant at longer horizons. Looking at real estate prices, we observe an imprecisely estimated negative and persistent response of the CS HPI and REIT index in both regimes with strongly overlapping confidence bands.
Finally, turning to stock markets, we detect slight differences between the regime dependent responses which are depicted in Figure 6 . The reaction of the S&P 500, Dow Jones Industrial and its subindices as well as the Wilshire 5000 are very similar qualitatively as well as quantitatively. A monetary easing induces an immediate and persistent decrease in both regimes with a stronger reaction during low IU. These regime differences are, however, only statistically distinguishable for the very short run. Figure 7 shows responses of selected interest rates and term spreads, that allow for an investigation of hypothesis 4, which highlights the adverse role of more persistent or increased term premia for monetary policy transmission along the term structure (Crump et al., 2016) . At low levels of IU the dynamic propagation of an expansionary monetary policy impulse (25 bps) on the three-and sixmonths T-bill rates (TB3MS and TB6MS) is characterized by a 22 bps reduction after three months. After two years both rates approach a new steady-state roughly 10 bps below the pre-shock value. In contrast, conditional on states of elevated IU, the short-term interest rates fall by only 10 bps after three months and overshoot after about 15 months to stabilize at a 5 bps higher steady-state. Interestingly the peak response of the one-year rate is stronger than those of the former rates (25 bps after three months in the low IU regime). A similar finding has been reported by Gertler and Karadi (2015) for the ffr and the one-year government bond rate. The response patterns for five-(GB5Y) and ten-year (GB10Y) government bond rates at low levels of IU are characterized by similar persistent, almost 'linear' trajectories with a steady-state reduction of 20 and 15 bps for the five-and ten-year rates, respectively. At high levels of IU the responses mirror those of the low IU regime but shifted towards the zero line, with peak (long-term) effects of roughly 12 (5) bps for the five-and 9 (4) bps for the ten-year rate. The IRF differences depicted in Figure 8 show clearly that, first, there is considerable, and statistically significant regime dependence, with monetary policy transmission being weakened at high levels of IU. Second, our evidence does not point to increasing impairment of monetary policy transmission as the maturity lengthens. Next, we consider briefly the term spreads between the long-term rates and the ffr (GB5FFR, GB10FFR) which decline only upon impact in both IU regimes, and increase in the medium run to ultimately stabilize around zero. Asymmetries in monetary policy transmission are noticeable, especially in the medium term. Besides the on-impact tightening in states of low IU, this response pattern accords with the expectation hypothesis of the term structure and confirms that we have not identified a "term spread shock" (Eickmeier and Hofmann, 2013) . In summary, our analysis aligns with the expectation that monetary policy transmission weakens with increasing maturities, at least if we compare the medium and long term yields. In addition and in line with hypothesis 4 it provides evidence for the interaction of IU with the interest rate channel.
IU, monetary policy and the term structure
The presumption of a weakened interest rate transmission channel at high levels of IU rests on theoretical and empirical results which center around IU induced increases of term premia (Wright, 2011; Tillmann, 2017) . We explore this aspect further by analyzing term premia and expected average short term rates for one-, five-and ten-year sovereign bonds. These estimates are obtained from the term structure model of Adrian et al. (2013) and associated impulse responses are depicted in Figure 7 .
The responses of the expectation component reflect almost one-to-one the responses of corresponding rates, whereas the reactions of term premia are quantitatively negligible (between 1.5 and 2.5 bps peak effect). On impact, the term premium decreases in both IU regimes for one-year government bonds. For five-and ten-year bonds the impact effect of the monetary policy shock on the term premia is zero (positive) for states of high (low) IU and subsequently negative for both regimes, although insignificantly at low levels of IU. The regime differences are only statistically significant for the first few months.
The finding that expected rates respond sizably is in line with results reported in Crump et al. (2016) and Tillmann (2017) . The dynamic responses of term premia, however, contrast with the theoretical rationale that long-term IU tends to render long-term bonds less attractive for investors due to the uncertainty about nominal and real future short-term rates, i.e., the mechanism behind hypothesis 4 and the empirical literature. Given the observation that (i) a monetary easing is less effectively transmitted already to short-term rates and (ii) that term premia are not significantly affected, IU must interact with one or several of the following components of bond yields: expected real rates, inflation expectations or the real term premium. 26 While a further in-depth investigation of the exact link between IU and monetary policy transmission via the term structure is beyond the scope of this work, we point out two conjectures. First, our results are broadly consistent with model predictions and empirical results by Ehling et al. (2018) who demonstrate that disagreement between investors about future inflation could raise, inter alia, nominal and real yields above the potential effect of inflation disagreement on inflation expectations (see also Falck et al., 2017 , for the effect of inflation disagreement on inflation expectations). Importantly, it is found that inflation disagreement is mainly linked to nominal yields via its effect on real yields. To the extent that our uncertainty measure correlates with disagreement, this might explain our results. Second, given that regime dependence is present for the responses of short-term rates, one conjecture would be that our baseline IU measure is a yardstick for monetary policy uncertainty which might affect inflation expectations already at short maturities.
IU-dependent financial accelerator
Next, we examine the empirical results with regard to hypotheses 5 and 6, i.e., the interaction of IU with the financial/credit channel of monetary policy. Relevant IRFs are depicted in Figure 7 . Looking first at the response patterns of corporate bond yields (AAA and BAA) and corresponding spreads (AAA and BAA minus ffr) we observe that these are qualitatively almost identical to those for long-term government bonds. There are differences, however, in quantitative terms. Conditional on both high and low IU, the effects of the monetary policy shock on AAA and BAA corporate bond yields are smaller than the effects on the five-and ten-year bond rates. As IU induced disruption of transmission via the term structure is mirrored in the corporate bond market, the monetary authorities lose largely their ability to influence BAA rated bond rates (AAA rated bonds react only slightly in the very short run). Hence, this indicates that corporate finance conditions only improve considerably in the low IU regime. In order to gain insights into the role of financial market frictions we now consider the dynamic propagation of a monetary policy shock via credit and loan market spreads. Irrespective of the state of IU, an unanticipated monetary easing leads to a considerable contemporaneous drop in credit market spreads (GZ spread and the BAA -AAA spread). The effect is larger conditional on states of low IU (see also Figure 8 ). While conditional on low IU the response of the GZ spread spikes and turns positive at two months to drop again until returning to its pre-shock value, at elevated IU the response stays positive. In line with hypothesis 5 and model predictions of Gilchrist et al. (2014) , the diagnosed regime dependence is particularly strong and longer-lasting for the (more informative) GZ spread, and points to a stronger reduction in the cost of credit due to balance-sheet effects.
Credit spreads are, however, not informative regarding the role of a potential lending and/or risk-taking channel, which might be responsible for parts of the reduction in bond financing costs. 27 Therefore, we investigate the excess bond premium (EBP) compiled by Gilchrist and Zakrajšek (2012) which is orthogonal to the expected default risk of issuers. The response of the EBP basically 26 Since the employed data on term premia and expectation components are obtained from the term structure model by Adrian et al. (2013) which does not consider a decomposition into real and nominal term premia, we cannot preclude that a term structure model which allows such a decomposition would result in a more prominent role of the inflation risk premium. 27 A reduction in the credit spread constitutes a necessary condition but is not sufficient for the existence of a bank lending/capital or risk-taking channel.
mirrors the response of the GZ spread but regime dependencies are less pronounced and arise mainly in the medium run. Our results seem to confirm findings of Gilchrist and Zakrajšek (2012) , i.e., large parts of the fluctuations of the GZ spreads can be attributed to the EBP. Consequently, it appears that the lending channel plays a relatively important role for the dampening effect of IU on monetary policy transmission via the external finance premium. Finally, loan market spreads (prime lending rate relative to the three and six months T-Bill rate, denoted BPR6TB) exhibit moderate regime differences, with an overall stronger reduction in bank lending costs at low levels of IU. Accordingly, our findings confirm results in Eickmeier et al. (2016) and support hypothesis 6 stating that IU weakens the bank lending channel and/or reduces the risk-bearing capacity of financial institutions. Finally, we look at the effect of monetary policy on other uncertainty indices. Here, the stock market implied volatility (VXOCLSx in Figure 6 ) is considered as a representative quantification of general uncertainty. We observe that expansionary monetary policy shocks affect financial uncertainty considerably stronger during low IU. Uncertainty is first amplified for about two months with the same peak magnitude as the subsequent attenuation which lasts for about 15 months before fading out. When IU is within its 95% percentile, the response pattern is similar, but quantitatively negligible. Consequently, it is hard to draw clear conclusions on the effect of a monetary easing on uncertainty. However, considering the more persistent attenuating effect, our results seem to support findings in Duca et al. (2010) that lax monetary policy reduces both the risk aversion component of the VIX and the expected stock market volatility (see also Pellegrino, 2017 , for a similar result).
Alternative model specifications
In this section we discuss the results from two additional models based on the monthly panel of time series. First, we construct a "purged" version of our baseline IU indicator AVEIU similar to Aastveit et al. (2017) . We regress AVEIU on the Federal Reserve bank of Chicago's economic activity and financial conditions index and use resulting residuals to remove existing correlation between the IU indicator and the state of the economy. 28 Second, we consider a model specification with five statistical factors instead of four, all else being unchanged. Figures 9 and 10 report the resultant IRFs jointly with the 68% confidence bands from the baseline model for a selection of key variables. Our baseline findings are in general confirmed by these alternative specifications. Most quantitative differences emerge in the high IU state, whereas responses are remarkably robust conditionally on the low IU regime. Moreover, employing the purged IU measure leads to the most pronounced loss in effectiveness when uncertainty is high compared to the baseline. Responses of the five factor model resemble the four factor model quite closely both in qualitative and quantitative terms. Regarding the distinct mechanisms that have been scrutinized in this paper, we make the following observations: i) Hypotheses 1 and 2 are confirmed by both models and IU induced asymmetries in monetary effectiveness on macroeconomic indicators are particularly pronounced for the purged IU measure; ii) both additional specifications corroborate the conjecture that prices are more flexible conditional on low IU (hypothesis 3); iii) hypothesis 4 is broadly underpinned, even though the model using the purged IU metric indicates that the policy transmission along the yield curve is only reduced during the first year after the shock hits the economy (conditional on states of elevated IU); iv) We observe that the IRFs of the alternative specifications which relate to the excess bond premium and the GZ spread are located mainly inside the confidence bands of the baseline model. Hence, these findings substantiate the view that IU is an influential variable for the transmission of monetary policy shocks via the external finance premium (hypotheses 5 and 6).
Empirical evidence from a richer dataset
In this section we discuss results from the application of the ST-FAVAR model to an extended, quarterly dataset. Beyond addressing robustness of benchmark results the augmented information set enables further investigation of some hypotheses of interest, especially hypotheses 5 and 6. The quarterly panel spans the period from 1973Q3 until 2014Q4 and consists of 242 time series. In addition to the variables contained in the monthly panel it includes several balance-sheet, additional price and real economic indicators. 29 The number of time series is large relative to the time dimension, i.e., N/T is considerably larger than for the benchmark panel. This allows us to assess whether neglecting the uncertainty of factor estimation is important for the conclusions drawn in the last section. Specification details are very similar to the benchmark model. Factor selection obtains again four latent factors. In light of a sizeable reduction of the time dimension model dynamics are formalized with lag order of p = 1 as suggested by both AIC and BIC. Figure  11 displays the impulse responses of selected variables ensuing from a monetary policy shock normalized to reduce the ffr by 10 bps on impact. In the following, we will first discuss some general differences between both specifications and subsequently discuss the alternative theoretical channels. First of all, we find that the baseline main results are broadly confirmed by the quarterly model. We note that the response of the ffr in the low IU regime differs from that of the baseline model, while the responses in the high IU regime are almost identical. During normal times the policy instrument's response turns positive after five quarters and overshoots considerably in the longer run. It appears that this response pattern is partly reflected in the IRFs of some bond yields. Furthermore, we observe that the dynamic responses are generally more hump-shaped (at least conditional on low IU), in contrast to the more persistent IRFs drawn from the baseline model. Next, we compare the results from the quarterly model with the baseline for specific theoretical channels. First, we investigate the dynamic responses of aggregate activity indicators in Figure 11 . Confirming baseline results based on the components of industrial production, real consumption, GDP, private domestic investment and its subindices (such as residential investment) are stimulated considerably stronger conditional on states of low IU. Likewise, the responses of various labour market indicators suggest that firms are more reluctant to hire when untertainty is high. According to these results the effects of IU on monetary policy transmission are even stronger as diagnosed for the benchmark model. Moreover, the quarterly model allows us to take a more detailed look at GDP components with a different degree of interest rate sensitivity. The reaction of interest rate sensitive components to an unexpected monetary easing is indeed considerably more pronounced in both IU regimes. For instance, investment increases by roughly 1.6% whereas the peak effect of consumption amounts to about 0.2% conditional on states of low IU. Confirming the presence of a precautionary savings channel, the responses of durable and nondurable consumption exhibit considerable regime dependence with more pronounced positive effects detected for tranquil times. The responses of major residential real estate indicators deviate from the baseline results and point to their importance for asymmetries in MP transmission. Consistent with the real-options view, residential investment and related series (e.g., housing starts) react more pronounced if IU is within its lower percentiles. Taken together, hypotheses 1 and 2 are supported, i.e., we find strong evidence in favour of a prime role of both the real-options and precautionary savings channels in rendering monetary policy less effective in states of elevated IU.
Turning to the responses of government bond interest rates at various maturities, our findings corroborate the conjecture from the baseline model that the interest rate channel might be impaired at all maturities in times of high IU (hypothesis 4). Conditional on states of low IU, interest rates with maturities of three-, six-and twelve-months exhibit similar response patterns and seemingly reflect the response profile of the policy rate, i.e., an initial drop followed by a hump-shaped increase after roughly 2.5 years. During states of high IU, in contrast, short-term rates barely decrease (around 1-2 bps) and show an almost linear response profile. In comparison with the baseline model and consistent with previous studies (e.g. Gertler and Karadi, 2015) the effects of an unanticipated monetary easing on the five-and ten-year interest rates are short-lived. Both interest rates decrease considerably upon impact only conditional on states of low IU. After about three quarters the responses become statistically insignificant. Conditional on states of high IU, long term interest rates respond only by roughly 1 bp on impact and revert back to their trend after one year. Consistent with an imperfect interest rate transmission, we observe a sizable, transient increase of term spreads (five-and ten-year bond rates minus ffr).
Regarding the channel via increased price flexibility (hypothesis 3), baseline results are confirmed, since prices are more flexible during low IU episodes. The additional information on the household and corporate sector balance sheet series as well as complementary credit risk measures enable a further exploration of the financial channel of monetary policy and its possible regime dependence (hypotheses 5 and 6). In this regard we detect, first, considerable asymmetries in the reaction of household sector net worth, which increases quite strongly and persistently only conditional on states of low IU. In contrast, the non-financial corporate sector net worth drops in the low IU regime for about one year and increases only in the long run, while during uncertain times the response is positive over all horizons but the effect is relatively small. Hence, this indicates the existence of an IU dependent household balance sheet channel. Second, the stronger decrease of money market and credit market spreads (TED, commercial paper and mortgage spreads) diagnosed for regimes of low IU corroborates baseline results. Combined with the corporate credit spreads analyzed in the baseline model, the spreads considered here, cover the credit costs of four important financial markets, namely, the business finance (GZ spread, EBP, commercial paper spread), housing finance (mortgage rate minus ten-year government bond rate spread), consumer finance (commercial paper spread) and the interbank market (TED spread). Accordingly, our results clearly underpin the adverse effects that IU exerts on the transmission channel via the external finance premium.
Conclusions
We examine the effects of inflation uncertainty (IU) on U.S. monetary policy transmission in a data-rich environment by means of a nonlinear FAVAR model. Employing a factor model allows us to investigate several complementary transmission channels that have been suggested in the theoretical literature to be affected by general uncertainty or specifically by IU. According to our estimates, high levels of IU reduce macroeconomic effects of monetary policy shocks. More specifically, the dynamic propagation of policy shocks through consumption spendings for durable and nondurable goods and several investment indicators is sizably attenuated during uncertain times. Likewise, stimulative effects of expansionary monetary policy shocks in the labor market are more pronounced at low levels of IU. This conforms with both the presence of wait-and-see effects caused by sizable adjustment costs (Bloom, 2009; Bloom et al., 2012) , as well as a bufferstock/precautionary savings explanation for households and firms (Alfaro et al., 2016; Baum et al., 2009) . As a result, the traditional interest rate channel becomes less effective during periods of heightened IU. In addition to these detrimental effects of IU on the interest rate channel, our results suggest that IU might influence monetary policy transmission also at an earlier stage. As indicated by regime-specific responses of yields for government bonds featuring distinct maturities, it seems that the impact of monetary policy shocks on the term structure is attenuated during episodes of elevated IU. In line with conventional theory, expectations about short term rates dominate the transmission of the policy rate to long(er) term interest rates. Surprisingly, the policy rate transmission is already markedly disrupted for short term rates during high IU. Furthermore, the responses of term premia are quantitatively negligible and appears to be largely unaffected by IU. In contrast to Castelnuovo and Pellegrino (2018), we do not find support for the hypothesis that enhanced price flexibility mitigates the real effectiveness of monetary policy (Vavra, 2013) . Our findings point also to moderate regime dependence of credit market risk spreads and risk-bearing capacities of financial intermediaries. This accords with state-contingent financial market frictions associated with a higher external finance premium during times of elevated IU (as reported by Eickmeier et al., 2016) . As a result, also the balance-sheet and bank lending channels are likely affected by fluctuations in IU.
In summary, consistent with a number of underlying mechanisms our analysis indicates that IU leads to asymmetries in several channels of monetary policy transmission. Furthermore, by looking specifically at IU we gain additional insights along the dimension of different types of uncertainty. Given the low correlation between our IU measure and previously employed uncertainty measures our results tend to support the view that the effects of IU are similar to those of other types of uncertainty.
Our findings are informative also from a modelling standpoint. First, they support frameworks of both nominal price rigidities (Basu and Bundick, 2017) and real frictions on the labor markets (Leduc and Liu, 2016) . Second, our results advocate model setups which incorporate financial frictions resting on either financial intermediary balance-sheets, such as uncertainty dependent leverage (Eickmeier et al., 2016) or on firm balance-sheets (Gilchrist et al., 2014) . Third, combining deviations from frictionless DSGE models (e.g., real business cycle models) could help to determine the relative importance of distinct mechanisms in general and for the conduct of monetary policy in particular.
In terms of policy implications, our results are supportive for a more aggressive policy conduct during times of enhanced IU. Even though, we document an uncertainty attenuating effect of expansionary monetary policy shocks based on stock market volatility, it is unclear if monetary policy (especially stimulative) reduces likewise IU. Consequently, it might be indicated and perhaps even essential to foster policy predictability. Against this background, particularly endogenizing the response of IU to monetary policy shocks and utilizing fully nonlinear responses a la Koop et al. (1996) (where the IRF is a function of the history of shocks) is a promising route for future research with the potential to improve policy recommendations (for an application, see Pellegrino, 2017) . Along the same lines, the analysis of potential consequences of the zero lower bound and unconventional monetary policy measures on the policy IU nexus appears urgent and of high interest (Basu and Bundick, 2017; Leduc and Liu, 2016) . Finally, in the light of a controversial discussion regarding the "right" IU metric, it would be rewarding to extend the focus in terms of alternative measures of IU, such as disagreement statistics or survey based measures. Most responses are level responses, except for variables which hold the transformation code "6", i.e., second differences. For further notes see Figure 4 . Most responses are level responses, except for variables which hold the transformation code "6", i.e., second differences. For further notes see Figure 4 . level responses, except for variables which hold the transformation code "6", i.e., second differences. For further notes see Figure 4 .
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Besides our baseline IU statistic AVEIU (Hartmann et al., 2017) , we specified our smooth transition model alternatively by means of a model-based and a survey-based IU indicator in section 3.3.
• Model-based: In the main text we consider the widely-applied model-based measure, namely the forecasts of the variance of permanent shocks derived from the unobserved components stochastic volatility (called UCSV in the main text) model put forth in Stock and Watson (2007) . The model assumes that inflation consists of a (permanent) trend and a transitory component/short-term shock. Trend inflation is driven by level shocks and the conditional log variances of both shocks follow independent random walks. The UCSV model is estimated by means of Gibbs sampling. The variance parameter which governs the smoothness of the variance processes is set to q = (0.2/3) 2 . For a detailed description of the UCSV model see Stock and Watson (2007) and Hartmann et al. (2017) . Naturally, this IU indicator neglects any model uncertainty and has no disagreement component.
• Survey-based: The survey-based measure, denoted 'BINDER 'in the main text, exploits the fact that more uncertain respondents exhibit a specific rounding behaviour when reporting their inflation expectations ("Round numbers suggest round interpretations") (Binder, 2017) . It is based on the Michigan Survey of Consumers and available from 1978M1 onwards for the forecast horizon of one year. This approach allows to construct a statistic relating to aggregate (individual) uncertainty, even in the absence of density forecasts in surveys. Binder (2017) provides ample evidence that this indicator obtains desirable properties for measures of IU. The data is available at https://sites.google.com/site/inflationuncertainty/.
Uncertainty measures
In section 3.3 of the main text we mention the following uncertainty indicators:
• The GZ spread is a corporate bond risk spread summarizing the information of secondary market prices of 5,982 senior unsecured bonds issued by a representative sample of 1,112 U.S. non-financial firms developed in Gilchrist and Zakrajšek (2012) . The GZ spread covers the entire spectrum of credit quality, and duration mismatch is avoided by constructing a synthetic risk-free security that exactly mimics the cash flows of individual bonds. Gilchrist and Zakrajšek (2012) demonstrate that their credit spread outperforms the forecasting ability of widely used credit spreads (such as the Baa-Aaa corporate bond credit spread). The GZ spread data is available at https://www.federalreserve.gov/econresdata/notes/feds-notes/ 2016/recession-risk-and-the-excess-bond-premium-accessible-20160408.html#fig2.
• The general macroeconomic uncertainty index constructed by Jurado et al. (2015) (JLN12) is the common unforecastable component of a panel of 134 economic time series. Jurado et al. (2015) proceed by separating the forecastable and unforcastable components of economic indicators. Stochastic volatility models are fitted to all individual forecast error series and the final uncertainty index is constructed as the common factor of all individual volatility series. The data is available at https://www.sydneyludvigson.com/data-and-appendixes/.
• The VXO volatility index as the S&P 100 options implied volatility index is taken from the FRED-MD database available at John W. McCrackens web page https://research.
stlouisfed.org/econ/mccracken/fred-databases/.
Monthly panel
The data used in the analysis is taken from McCracken and Ng (2016) and available at John W.
McCrackens web page https://research.stlouisfed.org/econ/mccracken/fred-databases/.
We added several time series, mainly financial and asset market indices to the database. Particularly, the term structure related quantities, such as term premia and average expected shortterm rates have been obtained from https://www.newyorkfed.org/research/data_indicators/ term_premia.html. The shadow rate as constructed by Wu and Xia (2016) can be downloaded at https://www.frbatlanta.org/cqer/research/shadow_rate.aspx?panel=1. All other time series are available via the FRED online database. In the Tables below the time series are documented as follows. "Index" indicates the position of the variable in the dataset used in the analysis. This might differ from the original data set, since some variables are left out due to missing observations. "Fred" gives the suffix of the time series as it appears in the original database. Each time series contains a short description and "T-code" refers to the following transformations: (1) no transformation; (2) Dx t ; (3) D 2 x t ; (4) log(x t ); (5) Dlog(x t ); (6) D 2 log(x t ) and (7) D(x t /x t 1 1.0). Slow-moving variables are highlighted by an asterisk. 
Quarterly panel
The quarterly dataset is the FRED-QD database, a companion to FRED-MD (monthly database), and was retrieved from John W. McCrackens web page https://research.stlouisfed.org/ econ/mccracken/fred-databases/. For the sake of brevity, we do not reproduce the entire data description tables for the quarterly panel. Information on all originally included time series can be found in the FRED-QD appendix at https://s3.amazonaws.com/files.fred.stlouisfed.org/ fred-md/FRED-QD_appendix.pdf. We used the data transformation codes proposed in the original data appendix in order to establish stationarity of the panel. Nonetheless, we had to remove three time series (OUTMS, OPHMFG, ULCMFG), due to missing observations at the beginning of the sample.
C Estimation and sign restrictions MCMC sampling
We follow mainly Auerbach and Gorodnichenko (2012) and outline only briefly the estimation procedure. We use the MCMC methods proposed in Chernozhukov and Hong (2003 (2) by maximum likelihood substitutingû t for u t . In the empirical application, we fix the location parameter c of G(z) at zero, whereas g is jointly estimated with the remaining parameters. This results in parameters chains {X} S i=1 of length S. Simulations are based on 100.000 draws and 40.000 are discarded as burn-in period. During the burn-in period the proposal density is adjusted on the fly with respect to the scale, ensuring an acceptance rate between 0.2 and 0.3. Moreover, the covariance matrix of the proposal density is updated to be proportional to the posterior covariance matrix estimated from the previous draws.
Sign restrictions
We impose theoretically motivated restrictions directly on the short-run impulse responses in the spirit of Ahmadi and Uhlig (2015) and Amir-Ahmadi and Ritschl (2009) for two reasons: First, it does not require a structural interpretation of the factors and second, this approach narrows down the set of admissible models by imposing restrictions on a large set of responses. For the implementation of sign restrictions we follow closely the method proposed by Rubio-Ramirez et al. (2010) . For a comprehensive discussion of set identified SVARs the reader is referred to Ch. 13 in Killian and Lütkepohl (2017) . Starting point for the algorithm are regime-specific structural impact matricesB • obtained as the lower triangular Cholesky factors ofŴ • =B •B 0
• . Next, we generate a K ⇥ K rotation matrix Q by applying the QR decomposition to W a matrix with elements independently drawn from a N(0, 1) distribution, i.e., W = QR. As Rubio-Ramirez et al. (2010) show, given that the diagonal of the upper triangular matrix R has been normalized to be positive, this algorithm amounts to drawing from a uniform distribution over the space of orthogonal matrices O(K). The rotation matrix Q is used to draw candidate impact matricesB ⇤
• =B • Q, • = l, h for both regimes. Along these lines, the construction of quantile specific candidate impact matrices is straightforward. Specifying the desired quantile q a , e.g., F(z t  z ⇤ ) = q a , the candidate impact matrix can be obtained asB ⇤ q a =B q a Q, whereB q a is the lower triangular Cholesky factor of the quantile specific reduced form covariance matrixŴ q a =Ĝ(ĉ,ĝ, z t = F 1 (q a ))Ŵ l + (1 Ĝ (ĉ,ĝ, z t = F 1 (q a )))Ŵ h . Note that the candidate structural impact matrices of both regimes come from the same rotation matrix Q. We then check if the set of maintained sign restrictions is fulfilled, in which case we retain the draw otherwise it is discarded. Thereby, draws are only retained if only one shock is consistent with the maintained restrictions, avoiding the so-called multiple shocks problem (Fry and Pagan, 2011) .
To account for both estimation and identification uncertainty we sample D 2 reduced form models from the parameter chain {X} I i=1 and generate D 1 candidate structural models for each of the D 2 parameter draws. Throughout the paper we use 1000 structural models for inference.
