Abstract-In this paper, an improved robust minimum variance beamformer against direction of arrival (DOA) mismatch and finite sample effect is proposed. Multiple inequality magnitude constraints are imposed to broaden the main lobe of beampattern. The conjugate symmetric structure of the optimal weight is utilized to transform the non-convex inequality magnitude constraints into convex ones. A quadratic constraint on the norm of weight is introducing to make further improvement on robustness against DOA mismatch and finite sample effect. The proposed beamforming problem can be reformulated in the form of the second order cone programming and solved efficiently by interior point method. Simulation results show that the proposed beamformer outperforms several other adaptive beamformers.
INTRODUCTION
Adaptive arrays with data-dependent beamformers have been widely utilized in wireless communications, modern radar, sonar and medical imaging due to the anti-interference capability and superior resolution [1] [2] [3] . Standard Capon beamformer based on minimum variance distortionless response (MVDR) principle can provide maximum signal-to-interference-and-noise ratio (SINR) in the direction of arrival (DOA) of signal of interest (SOI) [4] . Therefore, it is the most popular one used in adaptive beamforming among the data-dependent beamformers. However, the performance of standard Capon beamformer is well known to be sensitive to DOA mismatch between the actual DOA of SOI and the presumed one [5] . If the presumed DOA deviates from the actual DOA of SOI, the standard Capon beamformer tends to suppress the SOI component. This effect is commonly referred to as signal selfnulling effect [6] . A similar effect occurs in the case that the error between ideal array covariance matrix and estimated array covariance matrix is too large when the number of snapshots used to estimate the array covariance matrix is small [7, 8] . Thus, many techniques called robust Capon beamformer (RCB) have been proposed to improve the robustness of the standard Capon beamformer against the DOA mismatch and estimation error of the array covariance matrix in the past decades ( [9] [10] [11] [12] [13] [14] [15] [16] , and many references therein).
One popular and widely used method is the so-called diagonal loading technique, where the array covariance matrix is diagonally loaded with a scaled identity matrix [17] . However, the main drawback of this technique is that it is not clear how to choose the diagonal loading level based on information about the uncertainty of the DOA of SOI. An approach based on the optimization of the worst-case performance of the robust beamfomer (WCPRB) in the spherical uncertainty set of steering vector of SOI is developed in [18] . The doubly constrained robust Capon beamformer (DCRCB) which is introduced in [19] achieves robustness against DOA mismatch by enforcing a double constraint on the array steering vector, viz. a constant norm constraint and a spherical uncertainty set constraint on the steering vector of SOI. However, both the two methods require the error bound of steering vector which is hard to preset in some practical applications. The linear constraint minimum variance (LCMV) method uses equality linear constraints to force the responses near the DOA of SOI to be unity, which broadens the main lobe of the beampattern and improves the robustness of adaptive beamforming against DOA mismatch [20, 21] . However, the LCMV beamformer could not achieve the best SINR performance due to the deviation between the optimal array responses and the preset unity-ones in the constrained directions.
In this paper, we propose an improved robust minimum variance beamformer against DOA mismatch and finite sample effect. The equality linear constraints of LCMV beamformer are substituted by the inequality constraints on the magnitude response, which is more applicable to controlling the main lobe response of beampattern. However, the magnitude constraint with lower bound is non-convex, and the beamforming problem is not a convex optimization problem and cannot be solved by the wellestablished conventional convex optimization techniques directly. It can be proved that the optimum weight that maximizes output SINR is complex conjugate symmetric over the middle index for the commonly used centrosymmetric array structure, e.g., uniform linear array (ULA), hexagonal planar array (HPA) and so on [22] . By enforcing an additional conjugate symmetric constraint on the weight, the non-convex magnitude constraint can be transformed into a convex one without any relaxation or approximation when the array elements are symmetrically distributed. An additional norm constraint on the weight vector could make further improvement on the robustness against DOA mismatch and finite sample effect. A numerical method based on the quadratic program is provided to calculate the upper bound value of the norm constraint. It turns out that the original formulation of the proposed beamforming problem can be converted into second order cone programming (SOCP) form and solved efficiently in polynomial time via the well-established interior point method [23] .
The remaining part of this paper is organized as follows. Both the standard Capon beamformer and LCMV beamformer are reviewed in Section 2. The improved robust minimum variance beamformer is proposed in Section 3. To verify the validity of the proposed robust beamformer, simulation results are presented and discussed in Section 4. The concluding remarks are given in Section 5.
SIGNAL MODEL AND PROBLEM FORMULATION
Suppose that there are P + 1 narrowband signals impinging on the array with M elements. Let x(k) denote the kth sample vector of signal received by the array. The kth sample vector of received signal x(k) can be represented as
where s 0 , i j and n are SOI, jth interference and noise, respectively. a(θ) denotes the steering vector of DOA θ. The output of the beamformer y(k) can be expressed as
where w is the complex weight applied to the received signals at elements of array. The SINR of an array output is one of the most popular quantities to evaluate the performance of adaptive beamforming. The variance of output signal in (2) is given by
where w H a(θ) is the array response in direction θ. σ 2 0 , σ 2 j , σ 2 n are the input powers of SOI, jth interference, and noise, respectively. Then, P s , P i , and P n denote the output powers of SOI, interferences and noise, respectively. Accordingly, the output SINR of the beamformer is given by
where |w H a(θ)| 2 /w H w is the white noise gain (WNG) in direction θ [24] , σ 2 0 /σ 2 n the input signal-tonoise-ratio (SNR) of SOI, and σ 2 j /σ 2 n the input interference-to-noise-ratio (INR) of jth interference. The weight of standard Capon beamformer is chosen to minimize the output power of the beamformer while constraining the response in DOA of SOI to be unity. The standard Capon beamformer can be formulated as: min
where R x is the data covariance matrix given by
where I is M × M identity matrix. The optimal weight of the standard Capon beamformer can be written as [4] w
For an array whose elements are symmetrically distributed, the steering vector a(θ) can be expressed in the form that is complex conjugate symmetric over the middle index as follow [13] a(θ) = Ja * (θ) (8) where ( ) * denotes the conjugate operation and J is the M × M exchange matrix defined as
Then, it can be proven that optimal weight follows generalized conjugate symmetric structure
x a(θ 0 ) (11) Since R x is the Hermitian Toeplitz matrix in (6), we have
The result in (10) can be obtained.
In practical applications, since the actual DOA of SOI θ 0 is not always precisely known, a presumed one θ 0 is often applied in standard Capon beamformer. On the other hand, the ideal data covariance matrix R x is usually estimated by the finite sample vector of received signal as follow
K is the number of snapshots. Using the presumed DOA of SOI θ 0 and estimated data covariance matrix R x , the weight in (7) can be rewritten as
When the presumed DOA θ 0 is different from the actual DOA of SOI θ 0 , the standard Capon beamformer may mistake the SOI for interference and tend to suppress SOI. This effect is commonly referred to as signal self-nulling. The performance of standard Capon beamformer also can be degraded by the data covariance matrix error between the ideal one and estimated one, especially K is small.
The LCMV beamformer could improve the robustness against DOA mismatch through imposing a set of linear unity-response constraints around the presumed DOA of SOI. The LCMV beamforming problem can be expressed as min
where C is the M × l matrix containing l steering vectors in the constrained directions.
T is the l × 1 response vector. The optimal weight vector solution for the LCMV beamformer is given by [21] :
The array responses around the presumed DOA of SOI are set to be unity. However, since array responses in the constrained directions of the optimal weight w C are usually unequal, the unity-response constraints are not always the optimal constraints, which are hard to preset in practical application. The performance of LCMV beamformer could be degraded by the deviation between the optimal array responses and the preset unity-response in the constrained directions.
THE IMPROVED ROBUST MINIMUM VARIANCE BEAMFORMER

The Proposed Robust Beamformer
A reasonable method to improve the performance of LCMV beamformer is that only the magnitude responses in constrained directions are set to exceed unity while the output variance is minimized. The inequality magnitude constraint minimum variance beamformer can be represented as
It can be seen that (18) is not a convex optimization problem due to the presence of the non-convex constraints |w H a(ϕ i )| ≥ 1, i = 1, 2, . . . , l. As a result, the well-established conventional convex programming techniques are not directly applicable. Since it is shown in Section 2 that the optimal weight is conjugate symmetric for the commonly used centrosymmetric array structure, the conjugate symmetric constraint on the weight is introduced to the proposed robust beamformer. Then, the inequality magnitude constraint minimum variance beamformer with conjugate symmetric constraint can be formulated as follows:
Considering both w and a(ϕ i ) are conjugate symmetric, we have
It is proven that the array response w H a(θ i ) is real number. Without loss of generality, supposing all the array response around the DOA of SOI to be positive, problem in (19) can be rewritten as:
To make further improvement on the robustness against DOA mismatch and finite sample effect, an additional quadratic inequality constraint on the Euclidean norm of the weight vector is imposed [25] . This requires incorporating the quadratic inequality constraint on w of the form:
The inequality magnitude constraint minimum variance beamformer with conjugate symmetric constraint and norm constraint can be represented as follows:
Let R x = Q H Q, where Q is the Cholesky factorization. Then, the objective function of (23) becomes:
Introducing |Qw| ≤ τ , the optimization problem in (23) can be converted into the following SOCP problem [26] min τ,w τ subject to |Qw| ≤ τ
The SOCP problem (25) can be easily solved using standard and highly efficient interior point method software tool, such as SeDuMi convex optimization Matlab toolbox [27] .
Setting the Norm Constraint
Consider the value of the parameter in the norm constraint which plays an important role to the performance of the proposed RBF. In order to draw the lower bound of η, we consider the problem as follow:
The convex optimization problem (26) is a quadratic program (QP), which can be solved by the wellknown active set method [28] . Assume that the minimum value of problem (26) is η min . Let S be the set defined by the constraints in the optimization problem (23), namely
When the parameter η < η min , the set S is an empty set. In other words, η min is the lowest allowable value for η to keep the set S nonempty. However, if η is set to be the lowest allowable value η min , it can be seen from (3) and (26) that the w only minimizes the output noise power P n without considering the suppression of interference. On the other hand, if the parameter η approaches infinity, the norm constraint will fail to improve the robustness of the proposed robust beamformer. The choice of the norm constraint value reflects a design tradeoff between interference suppression and robustness over system mismatch. So, in the interference presented environment, the norm constraint could be relaxed as follow
where δ > 0 is a positive number. A reasonable norm constraint value is δ = 0.05η min or, equivalently η = 1.05η min .
SIMULATION RESULTS
In this section, simulations of the proposed robust beamformer (RBF) are carried out, and the results are compared with other beamformers, i.e., standard Capon beamformer, LCMV beamformer, robust beamformer using worst-case performance optimization (WCPRB), doubly constrained robust Capon beamformer (DCRCB). Without loss of generality, we assume a ULA with M = 10 elements and halfwavelength spacing between adjacent elements (i. (26) is 0.112, and the parameter of the norm constraint η is set to 0.118 according to (28) . The parameter of the spherical uncertainty set in DCRCB is set as recommended in [19] ≥ max
The parameter ε in WCPRB [18] equals the square root of , then ε is set to be 1. The output SINRs are compared for different input SNRs ranging from −15 dB to 25 dB. No finite-sample effect is considered and all results have been computed using the exact array covariance matrix R x . The SINR of standard Capon beamformer without DOA mismatch in the ideal case is also plotted as an upper bound of performance. The results are shown in Fig. 1 . The SINR of the standard Capon beamformer is seriously degraded with 2 • DOA mismatch compared with the ideal case, especially in high SNR region. When the SNR increases, the standard Capon beamformer tends to suppress the strong SOI to minimize the total output variance of beamformer. The LCMV beamformer has good performance in the high SNR region compared to standard Capon beamformer, but also inferior to other robust beamformers. In this example, the SINR performance of proposed RBF is very close to the upper bound in the ideal case without DOA mismatch. It is obviously demonstrated that the proposed RBF has better SINR performance than DCRCB and WCPRB as the input SNR increases higher than 10 dB.
The WNG beampatterns of all mentioned beamformers for SNR = 10 dB are shown in Fig. 2 . The WNGs in the DOAs θ 0 , θ 1 and θ 2 of beampatterns in Fig. 2 and output SINRs for input SNR = 10 dB are listed in Table 1 . The vertical solid line in Fig. 2 shows the DOA of SOI and the vertical dash lines show the DOAs of two interferers. It can be seen that the standard Capon beamformer forms null near the DOA of SOI because of the self-nulling effect and the WNG in the DOA θ 0 is only −14 dB, which shows the poor noise suppression ability of standard Capon beamformer when DOA mismatch is presented. The LCMV beamformer forms flat beam around the DOA of SOI to improve robustness against DOA mismatch. However, it also fails to form the mainlobe around the actual DOA of SOI. The WNGs in DOA θ 0 of LCMV beamformer is −0.8 dB, which results in 10.5 dB SINR performance loss compared with the proposed RBF. The output SINR of the proposed RBF achieves a better performance with 0.5 dB and 1.2 dB higher than DCRCB and WCPRB, respectively, yet only 0.14 dB lower than the ideal case. This is because the proposed RBF forms a main lobe closest to the ideal case and the deepest nullings in the DOAs of interferences among the robust beamformers.
SINR versus DOA Mismatch
In this example, the presumed DOA θ 0 = 45 (26) is 0.121 and the parameter of the norm constraint is set to be 0.127 according (28) . the parameter of the spherical uncertainty set in DCRCB is set as follow ≥ max
then ε in WCPRB is set to √ 2. The output SINRs are compared for DOA mismatches ranging from −4 • to 4 • . No finite-sample effect is considered and all results have been computed using the exact array covariance matrix R x . The SINR of standard Capon beamformer without mismatch is also shown as an ideal case in the following figures. The results for SNR = 0 dB are displayed in Fig. 3 and the results for SNR = 10 dB are displayed in Fig. 4 . It can be observed that the standard Capon beamformer is very sensitive to DOA mismatch. The standard Capon beamformer becomes more sensitive to DOA mismatch when the SNR is higher. The SINR decreases 30 dB as DOA mismatch range from 0 • to 4 • when the SNR is 10 dB. As a comparison, the SINR only decrease 12 dB when the SNR is 0 dB. The performance of LCMV beamformer is inferior to other robust beamformer apparently. In this example, the proposed RBF has the best SINR performance among robust beamformers and the output SINR of proposed RBF decreases slightly compared to the ideal case. The proposed RBF maintains steady SINRs whereas the SINRs of DCRCB and WCPRB decrease more than 3 dB with DOA mismatch varying from 0 • to 4 • when the input SNR is 10 dB.
SINR versus Number of Snapshots
The covariance matrices R x used in the previous examples are assumed to be perfect without considering the finite-sample effect. In practice, the accuracy of the estimated covariance matrix R x affects the performance of the beamformers. The finite sample effect is considered in this example. Both perfect covariance matrix R x and actual steering vector of SOI a(θ 0 ) are applied in the ideal case. The impact of the finite sample effect on standard Capon beamformer is shown by using the estimated covariance matrix R x and considering no DOA mismatch. The parameters setting of other beamformers are the same with Subsection 4.1 and the results for SNR = 10 dB are shown in Fig. 5 . It is shown that the standard Capon beamformer suffers from the finite-sample effect. The SINR decreases seriously when the number of the number of snapshots is less than 200. The other beamformers are effective against the finite-sample effect when the number of snapshots is over 100. The proposed RBF outperforms other robust beamformers and approaches the ideal case when the DOA mismatch is presented. This shows that the proposed RBF is robust against both the finite-sample effect and the DOA mismatch. 
Norm Constraint Parameter Selection Analysis
In this subsection, the relationship between the performance of proposed RBF and the norm constraint level η is discussed. The other parameters setting of proposed RBF are the same with Subsection 4.1.
The output SINR for input SNR = 10 dB and WNG in DOA of two interferences θ 1 and θ 2 versus norm constraint level η varying from η min to 2η min are shown in Fig. 6 . Let w η denote the optimal weight of proposed RBF with given norm constraint level η. The norm square of w η is denoted by K η , i.e., K η = w H η w η . K η and WNG in DOA of SOI θ 0 versus η are displayed in Fig. 7 . We can see that if η approaches the lower bound η min , the WNGs in θ 1 and θ 2 are high, hence the two interferences are not suppressed sufficiently and the output SINR is very low. On the contrary, if η approaches 2η min , the output SINR performance is degraded by the lowest WNG in θ 0 . Meanwhile, K η is unequal to the given norm constraint level η when η is large, which means that the norm constraint is inactive and Output SINR (dB) Figure 6 . Output SINR and WNG in θ 1 and θ 2 versus norm constraint level (SNR = 10 dB). unable to improve the robustness of proposed RBF. The simulation results demonstrate that a proper norm constraint level (e.g., η = 1.05η min ) should be selected to make improvement on robustness and SINR performance of proposed RBF.
CONCLUSIONS
In summary, a robust minimum variance beamformer against DOA mismatch and finite sample effect is proposed for symmetrically distributed arrays in this paper. The magnitude responses at the constrained directions are set to exceed unity, and these non-convex constraints with lower bound are converted into convex ones by introducing a conjugate symmetric constraint. A norm constraint on weight is imposed to make further improvement on the robustness against DOA mismatch and finite sample effect. The proposed RBF can be optimized by standard interior point method efficiently. The parameter of norm constraint is selected reasonably by quadratic program. The simulation results demonstrate the excellent performance of the proposed method.
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