The isothermal Navier-Stokes-Korteweg system is used to model dynamics of a compressible fluid exhibiting phase transitions between a liquid and a vapor phase in the presence of capillarity effects close to phase boundaries. Standard numerical discretizations are known to violate discrete versions of inherent energy inequalities, thus leading to spurious dynamics of computed solutions close to static equilibria (e.g., parasitic currents). In this work, we propose a time-implicit discretization of the problem, and use piecewise linear (or bilinear), globally continuous finite element spaces for both, velocity and density fields, and two regularizing terms where corresponding parameters tend to zero as the mesh-size h > 0 tends to zero. Solvability, non-negativity of computed densities, as well as conservation of mass, and a discrete energy law to control dynamics are shown. Computational experiments are provided to study interesting regimes of coefficients for viscosity and capillarity.
different strategies have been proposed to address this problem. Computational studies in e.g. [5, 15] obtain nonnegative density iterates, and a decay of energies to reliably approximate equilibria. However, no theoretical results are provided to justify these observations. It is the goal of this work to construct a finite element based space-time discretization of the NSK model, where:
-density iterates are shown to conserve mass; -densities stay non-negative; -and iterates satisfy a (perturbed) discrete version of the energy law.
Constructing such a scheme is nontrivial, since nonlinear test functions of density and velocity are needed in the derivation of the mentioned energy law and such test functions are usually not admitted in finite element discretizations.
This work is organized as follows: in Section 2 we present the Navier-Stokes-Korteweg model and the energy law mentioned above. Section 3 provides detailed arguments leading to the system which is equivalent to NSK, and a proper starting point for constructing stable numerical schemes. In Section 4, necessary technical tools are collected and the numerical scheme is given. Mass conservation, non-negativity of densities, as well as a discrete energy law for iterates are derived in Theorem 4.4. Finally, computational studies are reported in Section 5.
Navier-Stokes-Korteweg model
As usual in fluid dynamics, we use the notation ρ for the density of the fluid, u as velocity field, f as external forces, and T as final time. The Navier-Stokes-Korteweg (NSK) model reads (see [1, 5, 7, 8] )
1) 
Phase transition
The density ρ plays the role as an order parameter that distinguishes both, liquid and vapor phase, which are separated by an intervening interface: for regions where no phase transitions take place, the model approximates the compressible Navier-Stokes system; places where ρ changes rapidly assemble the diffuse interface, and the Korteweg tensor S gives nontrivial contributions here to model capillarity effects. For the capillarity force in (2.2), we calculate div K = κρ∇Δρ. (2.7)
The pressure P : [0, b) → (0, ∞) is a given function of Van-der-Waals type (see Fig. 1 , right) of the density serving as order-parameter, to properly cover both, the pressure in the 'low density'/vapor phase, and the 'high density'/liquid phase, see e.g. [7] ,
Let 0 < α 1 < α 2 < b be those values where P (α 1 ) = P (α 2 ) = 0, and P (α 1 ) < 0, P (α 2 ) > 0. We may then define different phases: if the density ρ lies in the interval [0, α 1 ], the corresponding fluid state is 'vapor', and it is 'liquid' if ρ ∈ [α 2 , b); the non-physical, spinodal state where ρ ∈ (α 1 , α 2 ) is often referred to as 'elliptic'; see [5, 19] for further details.
Existence of solutions
We conclude the setup of the problem with some remarks concerning solvability of (2.1)-(2.6): Local existence of regular solutions to the Cauchy problem (2.1)-(2.6) for constant coefficients and smooth initial data is shown in [13] , and extended to Lipschitz continuous μ, λ, κ, and more general initial data in the setting of an IBVP in the recent work [17] ; moreover, results in [13] are complemented in the same setting by the work [14] which shows global smooth solutions in the case of small smooth initial data. The results of [7] comprise global solutions for sufficiently small data and initial data close enough to stable equilibria, and local well-posedness for initial densities bounded away from zero in particular. Further extensions which address global existence of weak solutions for small initial data and specific choices of capillarity coefficients and general viscosity coefficients can be found in [12] . In [3] , global weak solutions for (2.1)-(2.6), in the case μ ≡ μ(ρ) = νρ for ν > 0, and λ(ρ) = 0 are constructed in a periodic or strip domain. The choice of these specific coefficients allows an estimate for ρ ∈ L 2 0, T ; W 2,2 , using the standard Sobolev space notation. This is the key to pass to the limit in the given quadratic nonlinear capillarity term. To reliably cope with places where vacuum occurs, i.e., where information on the velocity u is lost, an adopted weak formulation of (2.2) is chosen to reflect this issue.
Energy law
Classical solutions of the Korteweg system (2.1)-(2.6) conserve initial mass, and have nonnegative densities ρ(t, ·) ≥ 0 at all times t ≥ 0, where the latter property follows from a simple calculation for ρ along characteristics (see e.g. [10] , p. 43).
The pressure can be described by means of the energy potential π : [0, b) → R + , and the following thermodynamic relation, see e.g. [7] ,
where ρ > 0 is a constant (and arbitrary) reference density. The constant π 0 is chosen in order to ensure π > 0. By partial fraction decomposition, the use of (2.8) and some basic calculus, π can also be expressed in the form
Moreover, the pressure can be expressed in terms of π and π :
We calculate
Using (2.7) and (2.10), the momentum equation (2.2) can be reformulated as
In order to include phase transition phenomena, we allow P to be non-monotone, and P ≥ −c 0 , for some c 0 > 0. Connected to the Navier-Stokes-Korteweg system are the kinetic energy W kin , the Van-der-Waals free energy W V dW , the dissipation terms W diss , and the total energy W which assembles the previous two parts:
Here we use the notation · for the L 2 (Ω)-norm and · F for the Frobenius norm, respectively. The standard L 2 (Ω)-inner product will be denoted by (·, ·). The following identity that employs differentiable functions w :
Solutions of the Navier-Stokes-Korteweg system satisfy the following energy identity:
Proposition 2.1. Classical solutions of the NSK system satisfy
Proof. We multiply (2.11) with u, integrate in space, and use the identities
14) 15) thanks to (2.12), where 17) which requires to multiply (2.1) with π (ρ) − κΔρ, and integrate in space then.
In order to derive a discrete version of the energy law we will introduce some regularizations of the NSK model as reported in the next section.
Regularization and reformulation of the Korteweg system
We start with the following regularized Korteweg system,
This formulation involves regularizing terms −αΔρ, as well as − α 2 uΔρ and −γdiv D(u t ) , where α, γ ≥ 0; moreover, an auxiliary variable w is employed, that uses the truncated term π β (ρ) with a parameter β > 0 defined below. Weak solutions to (3.1)-(3.5) for α > 0 may be constructed by a general Galerkin method, because of the a priori estimate for ρ ∈ L 2 (0, T ; W 2,2 ) in Lemma 3.1 below, which allows to pass to the limit in the most critical capillarity term. Passing to the limit α → 0 to hopefully recover (2.1)-(2.4) has to remain as an open problem at this place.
The principal ideas for introducing the additional terms and the modifications in (3.1)-(3.5) are as follows:
Additional Laplacians
In order to derive a M -matrix property of the system matrix related to a space-time discretization of (2.2) we have introduced in (3.1) the Laplacian of density, −αΔρ, with a non-negative parameter α ≥ 0 that later depends on the spatial mesh size h. For h → 0 it holds α → 0.
It turns out, that bounds for velocity iterates are needed in stronger norms than those used in (2.13). To overcome this problem in a finite element setting, the further stabilization term −γ div D(u t ) is added in (3.2). Details of this argumentation, which requires a bootstrapping argument to finally validate non-negativity for computed density iterates for small enough h > 0, and proper values of α, γ are provided in Section 4.
Truncation of the energy function
The potential π β is a truncation of the non-convex function π, which is needed in Section 4 to compensate for the missing chain rule in a space-time discrete setting. For every
Consequently,
By construction, π β is identical to π on [r 
Introduction of an auxiliary variable
To conclude (2.17), we previously multiplied the continuity equation with π (ρ) − κΔρ. This step is not possible for a finite element formulation, because this is a nonlinear function of ρ, and because the discrete density will not be H 2 -regular. To overcome the latter problem of second derivatives for the density we use a mixed approach; in order to mimic the chain rule in a time-discrete setting, we use a discrete derivative of the truncation π β . This aspect leads to the additional scalar variable w and to equation (3.3) . Due to (2.9), π (and its truncation π β ) can in (3.3) be expressed in terms of ρ:
Later we will use also the second derivative of π:
Energy estimate of the regularized system
The regularized Korteweg system (3.1)-(3.5) allows for a modified energy law as stated in the next Lemma. 
where W V dW,β is defined as W V dW with π being replaced by π β :
Proof. We may follow the steps in the proof of Proposition 2.1 to verify the energy law. In a first step, we multiply (3.2) by u and integrate in space. Thanks to (2.14), (2.15), and (3.1) to be multiplied by
2 , we find
There remains to control the term ρ∇w, u = − w, div [ρu] . By using (3.1) after multiplication with w, as well as (3.3) after multiplication by ρ t , resp. −Δρ, we obtain
Remark 3.2. The last term on the left-hand side of the energy identity in Lemma 3.1 may change sign, since the regularized energy potential π β is admitted to be non-convex. In particular,
Because of (3.8) and the following lines, we may conclude
for the non-convex part Ω nc (t) := {x ∈ Ω : ρ(t, x) ∈ (α 1 , α 2 )}, and c 0 := max{|P (ρ)| :
upper bound for the energy at all finite times T > 0 follows by a Gronwall argument (f ≡ 0):
with non-negative constants
α1 . This estimate evidences practical choices α κ to ensure exp C 2 T ≈ 1 for finite times T > 0. See also Remark 4.2, where corresponding mesh-constraints for the related discretization scheme are derived, which guarantee a proper balancing of both, capillarity and regularization effects in the scheme.
Variational formulation of the regularized NSK system
The Proof of Lemma 3.1 uses non-linear functions of ρ to validate an energy law for (3.1)-(3.5). In the following, we use the continuity equation in the momentum equation to find a reformulation of the problem that allows for linear (test) functions of ρ to show stability. As a consequence, this version of the regularized NSK system will later turn out to be suitable for constructing a stable finite-element based discretization. This idea was proposed in [18] in a different context.
Lemma 3.3. Let (ρ, u) be a classical solution of the regularized equations (3.1) and (3.3). Then
In other words, (3.9) replaces (3.2) in the combination with (3.1) and (3.3), and skips the regularizing term − α 2 Δρu. Proof. For the i-th component we conclude
Together with (3.1), is equivalent to
As a consequence, (3.10) then leads to
Inserting this identity into (3.3) leads to (3.9).
By (2.12), the weak form of the reformulated regularized NSK system (3.1), (3.9), (3.3)-(3.5) then is
Taking the triple χ, v, ξ = w, u, −Δρ , and also ξ = ρ t in (3.13) then leads to the energy identity in Lemma 3.1. A stable discretization of (3.11)-(3.14) in space and time will be presented in Section 4.
Stable discretization of the regularized Korteweg system

Preliminaries
For the discretization we restrict to polygonal domains Ω. We consider quasi-uniform triangulations T h of the domain Ω ⊂ R d into simplices or quadrilaterals/hexaedrals (but not both together) of maximal diameter h > 0, i.e., Ω = K∈T h K. Let N h = {x } ∈L denote the set of all nodes of T h . We define the finite element spaces
and the nodal interpolation operator
the nodal basis for V h , and ψ ∈ C(Ω). In order to ensure the M-matrix property of the Laplacian we have to distinguish several cases:
(1) triangles: in the case of simplices in two dimensions (n = 2), we demand that the triangulation T h is of acute type, i.e., all angles of any triangle of the triangulation are strictly less than π/2; (2) tetrahedrons: in the case of simplices in three dimensions (n = 3), we also demand T h to be of acute type, i.e., all six interior angles of any tetrahedron in the partition are less than π/2. Although many refinement strategies to not maintain this property of strongly acuteness, there exists a strategy base on so-called 'yellow' triangular elements which maintains this property, see [16] ; (3) quadrilaterals: for quadrilateral meshes the theory of the M-matrix property is less investigated. The first work in this direction was carried out by Christie and Hall [4] . They showed examples that the M-matrix property does not hold on arbitrary quadrilateral meshes and give a sufficient condition for rectangular meshes. According to [9] , a sufficient condition is that the triangulation consists of non-narrow rectangular meshes. These are meshes consisting of rectangles with the property, that the longest edge of each rectangle is not greater than √ 2 times the shortest one. Furthermore, small 'perturbations' of non-narrow rectangular meshes also fulfill the M-matrix property of the Laplacian but there exist no explicit criteria in the literature.
h . Given a time-step size k > 0, and a sequence {ϕ
The generic constant C > 0 is independent of solutions ρ, u, and mesh parameters k, h > 0.
Finite element based space-time discretization
The advantage of problem (3.11)-(3.14) as a reformulation of (3.1)-(3.5) is that a validation of the energy identity of Lemma 3.1 only requires test functions (χ, v, ξ) which are linear functions of the solution (ρ, u, w). Next to a discretization in space-time of (3.11)-(3.14), the following further concepts are realized in the discrete semi-implicit scheme below to obtain a stable discretization of (2.1)-(2.6) eventually:
(1) the regularization parameters α and γ in the continuity and in the momentum equation, respectively, will be h-dependent; (2) the truncation parameter β in π β will also be h-dependent; moreover π β (ρ) from (3.6) is replaced by its regularization π β : R × R → R,
where π β is given in (3.7). This approximation is used to mimic the chain rule in the time-discrete setting;
will be replaced by the non-negative cut-off function
Later, we will see that ρ n = ρ n + , provided that additional assumptions on the choice of α, γ and h are valid. In this case, a cut-off of the density is not necessary.
Scheme A
+ : fix α, β, γ ≥ 0, and let
Because only the gradient of w enters equation (4.4) , it is natural that the mean of w 0 is normalized to zero, i.e. w ∈ V 0 h . As will be detailed below, a mild assumption for values k is an essential ingredient to validate existence of iterates by Brouwer's fixed point theorem. Solutions of Scheme A + conserve initial mass,
which follows from (4.3) with χ ≡ 1. Moreover, a discrete energy law involving regularization terms is satisfied.
, and the following discrete energy identity
where W V dW,h is defined by
This result is comparable to Lemma 3.1, apart from the term which involves π β , for which we cannot mimic the argument based on the chain rule in the present fully discrete setting, and the two dissipative terms which are weighted by the time step k.
Proof. Choose W = U n , and use
In order to reformulate the last-but-one term on the left hand side of this equation, we choose χ = w n in (4.3), and
. By the discrete version of the chain rule we conclude
, w n , and (4.1). Putting things together yields (4.7) for solutions of Scheme A + .
Remark 4.2. By (3.6), the mean-value theorem, the last terms on the right side of (4.8) may be bounded as follows,
Putting things together in (4.7), summing up over 1 ≤ n ≤ N yields to (f ≡ 0)
This suggests to balance regularization and truncation via α < β −2 , and to choose h ≡ h(κ) > 0 sufficiently small to reliable control capillarity effects in the numerical scheme.
In order to verify solvability of Scheme A + , we need a preparatory result, which allows to apply Brouwer's fixed point theorem (see e.g. [21] , p. 37) in step 3 of the proof below.
Lemma 4.3. Let n ≥ 1, and ρ
Hence, by (4.6), there holds
Correspondingly, by using arguments from the previous step yields for all c ∈ R, and the definition of Q h :
This verifies that ρ n ∈ V h solves (4.3) for all χ ∈ V h .
Lemma 4.4.
For arbitrary α, γ ≥ 0, β ≥ β 0 , arbitrary mesh size h > 0, and sufficiently small time steps
The proof below studies solvability of the equivalent system (4.12); cf. Lemma 4.3. As it turns out, the remaining difficulty is to control the discrete version of the Korteweg terms using boundedness of the π β , and the given mesh constraint, which requires proper balancing of space-time discretization parameters with the given κ > 0.
Proof. By Lemma 4.3, it suffices to study solvability of
For this purpose, let n ≥ 1 be fix but arbitrary and define the continuous map
We verify existence of a solution for
For this purpose, we compute for all ( ρ,
where the truncation (4.2), the mean-value theorem, and (3.6) are used, as well as the [6] . Note that terms three and six on the right-hand side cancel each other. We use the product formula and estimate the remaining term as follows,
There exists C ≡ C(μ, λ) > 0 such that for all k ≤ Cκβ −2 we then arrive for ∇ ρ and D(U) sufficiently large at
Then, by Brouwer's fixed point theorem [21] , page 37, there exists (
As shown in the previous Lemma, the existence of discrete solutions is independent of the choice of α and γ. However, to show non-negativity of the iterates {ρ n }, we need positive values for α and γ. As a consequence, we can replace ρ 
13)
with constants c 1 , c 2 > 0 depending on the acuteness of the triangulation. Then
Proof. We show that for a given U n the linear system related to (4.3) exhibits an M -matrix property. We denote the canonical basis of V h by {ϕ i } i∈I with a finite index set I. For given U n equation (4.3) is linear and the corresponding matrix A can be decomposed in the mass matrix M , the Laplacian L, and the convective part K:
A sufficient condition for A being an M -matrix is that A is irreducible, weakly diagonal dominant and of nonnegative type (i.e., for its coefficients hold a ii > 0 and a ij ≤ 0 for i = j). This can be shown as follows. Due to the assumption of the used mesh, the Laplacian part L is an M -matrix and fullfils these conditions. Its entries l ij scale as h d−2 . Moreover, the mass matrix is always of non-negative type and its entries m ij scale as h d . The matrix K is indefinite without any M -matrix property. However, the entries of K, denoted by k ij , can be bounded with appropriate constants c 3 , c 4 , c 5 > 0 by
due to the Sobolev's inequality and an inverse estimate. Now, we use the energy estimate (4.10) with α κβ −2 and obtain
Further, note that for indices i, j with m ij = 0 of k ij = 0 it follows (∇ϕ j , ∇ϕ i ) = 0 and therefore l ij = 0. Hence, the upper mentioned sufficient criteria for A being an M -matrix are maintained, if
This is true due to the assumptions on the parameters.
Remark 4.6. The M-matrix property of the discrete Laplacian is ensured for triangular meshes (P 1 elements) if the triangulation is of acute type. For rectangular meshes (Q 1 elements) the triangulation should be e.g. non-narrow. These are Cartesian grids with the condition that at each rectangle the quotient of the length of the longest edge divided by the shortes one is not larger than √ 2, see [2, 9] . Equidistant tensor grids are of this type. To the authors knowledge, there does not exist a similar result on quadrilateral meshes with hanging nodes. 
Computational studies
The arising discrete system (4.3)-(4.5) is highly coupled and nonlinear. A suitable iterative method for solving such a system is a Newton solver in each time step. Due to the transient computation, the previous time step is a suitable initial guess for starting the Newton iteration. For the arising linear systems we use a geometrical multigrid scheme in order to obtain mesh-size independent convergence rates. However, the design of a robust smoother is not trivial because the corresponding linear systems are non-symmetric and indefinite. That is why we use equal-order finite elements for all variables. This allows us to couple all degrees of freedoms together connected to certain geometrical entities (e.g., for Q 1 -elements on each node). This permits us to use a block-ILU smoother within the multigrid iteration.
2-D model problem
As numerical model problem we take the configuration suggested by Gomez et al. in [11] which describes the coalescence of two bubbles. The computational domain is the two-dimensional unit square Ω = (0, 1) 2 and the parameters are
The parameters in the algebraic equation for the pressure are chosen as a = 8 · 0.85/27 = 0.251851852 and b = 1. This choice implies that the fluid temperature is under-critical. Hence, we obtain two phases of the fluid depending on the density. In Figure 2 the pressure and potential π are plotted in dependence of density. The energies π at the densities ρ * 1 = 0.05 and ρ * 2 = 0.65 are separated by two local minima and one local maximum. The right hand side is set to zero, f ≡ 0. Therefore, due to (2.13), the total energy W of the exact solution should decrease in time. The initial configuration is at rest, u 0 ≡ 0, with non-uniform density distribution:
where Figure 3 .
Firstly, the discretization in space is done on equidistant tensor grids by piece-wise bilinear element for all, density, velocity, and the auxiliary variable w. This corresponds to the theoretical investigation in the previous sections. Secondly, to motivate further theoretical studies in this direction, we use locally refined meshes in order to better capture the interface between the two phases. We will see that local mesh refinement also enhances the physical energy decay. We compare the discretization Scheme A + for different h-dependences of α. A further stabilization of the convective term was not necessary due to a low Reynolds number and relatively small mesh size, resulting in a low local Peclet number. The time step is always constant k = 0.05. In Theorem 4.5, a necessary criterion to ensure non-negativity of computed densities is (4.13), which implies h 2/3 ≤ αγ 1/2 . Since the α-regularization introduces numerical diffusion, we are also interested in smaller values of α. Further, since in our experiments the linear and nonlinear systems were always solvable, and densities remain always nonnegative, we do not restrict to the criterion in Theorem 4.5. That is why we neglected the entire γ-regularization term and take asymptotically also smaller values of α.
Results on equidistant tensor meshes
We choose α = h a with a ∈ { 2 3 , 1, resp. r 2 β that are smaller resp. larger than the density effectively becomes, such that no truncation occurs, i.e. π = π β . This is the reason why no regularization π β (a, b) is used in the simulation. Instead, the original potential π and its derivative π (a) were used.
For a comparison we show in Figure 4 the solutions for all choices of the exponent a. Obviously, the scheme is very dispersive for a ≤ 1 leading to an unphysical vapor phase. For a = 4/3 and a = 1.5 the interface remains much sharper.
For all choices of α, the overall mass keeps constant and the density remains positive. Let us now consider the total energy W shown in Figure 5 for the different choices of α and different mesh width. For small a (large numerical diffusion) the numerical diffusion leads to an unphysical energy rise. For a = 1 and coarse meshes an energy rises take place until t = 2, and a further (intermediate) rise e.g. between t = 3.5 and t = 5. On finer meshes this (unphysical) phenomena diminishes. For a ≥ 4/3, the energy always decays on the finest mesh and for a = 2 a monotone energy decay takes place on all meshes considered. The artificial energy rise on coarse meshes and for small values a is due to the widened interface which is energetically unfavorable; see Remark 4.2.
In the plot of Figure 6 we show the evolution of the velocity field in the L 2 -norm, U(t) . As explained in [15] , the velocity should vanish in the equilibrium, i.e. for t → ∞, due to the homogeneous Dirichlet data for U. In the simulations with small values of a and coarse meshes, a rapid decrease of U(t) can not be observed. In Table 1 , we list the asymptotic values lim t→∞ U(t) for different values of a and mesh sizes. The fastest decay of the velocity is observed for large values of a and on fine meshes. In Figure 7 streamlines for different time instants are shown. The very right figure shows the remaining velocity field for t → ∞. However, we always observe such parasitic currents, but its magnitude is closely related to a and the mesh size h. For a = 2, this velocity field is extremely diminutive ( U(∞) ∼ 2.2 × 10 −4 ). These simulations again evidence the significance of appropriate choices of α and h in dependence of κ > 0, and complement the discussion in Remark 4.2: the term considered in (4.9) may be bounded by O(κ −1 α) in the present setting, and is only negligible for large choices of a, and a proper resolution in space to account for inherent capillarity effects. Figure 6 . Time evolution of the L 2 -norm of the velocity field, U(t) 2 , for different values of α = h a . For small a (higher numerical dissipation) this norm velocities does not decrease properly. 
Results on locally refined meshes
According to Remark 4.2 and the previously shown results on different meshes, one should choose the mesh size h sufficiently small and in dependence on κ. Otherwise a reliable control of capillarity effects is not possible. This is also reflected by this computational study. In the analytical part of this work we considered a uniform mesh size. However, since small mesh sizes are mainly necessary at the interface, adaptive mesh refinement is a very appropriate method for this kind of problems. Hence, we now employ local mesh refinement in order to reduce the numerical costs without sacrificing a sufficient resolution of the interface. Here, the adaptation criterion is simply based on the jump of the first derivatives across element faces. The number of nodes varies during the transient simulation between 20 000 < N < 30 000. One particular mesh is shown in Figure 8 . The corresponding energy curve, shown in Figure 5 (upper right) by the light blue curve, shows that the energy is monotonically decaying. The energy is even lower than the one on a uniform mesh with more degrees of freedom.
3-D model problem
Finally we perform a computation with a 3D model. The configuration is the natural extension of the previous two-dimensional model problem into the third dimension. In Figure 9 , we show the coalescence of the two bubbles at the two time instants t = 0.1 and t = 0.3 obtained with the Scheme A+ and α = h 4/3 .
