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vResumo
Neste trabalho estudaremos a existência e comportamento assintótico da solução fraca
para o problema ∣∣∣∣∣∣∣∣∣∣∣∣∣∣
u′′ − µ(t)∆u+ h(u) = f em Q
u = 0 sobre Γ0,
µ
∂u
∂ν
+ βu′ = 0 sobre Γ1,
u(0) = u0, u
′(0) = u1 em Ω
(1)
onde Q = Ω × T é um domínio cilíndrico, T > 0 um número real, sujeita a certas
condições de fronteira Γ = Γ0 ∪ Γ1, Γ0 ∩ Γ1 = ∅ com med(Γ0),med(Γ1) > 0 e h uma
função contínua satisfazendo a condição de Strauss sh(s) ≥ 0, ∀s ∈ R.
A existência de solução forte será feita utilizando o método de Faedo-Galerkin com
uma base especial para V ∩ H2(Ω) como feito em [16] e resultado de compacidade cf
em Lions [11]. A existência de solução fraca utiliza o Teorema de Strauss cf Strauss
[24] e resultados bem gerais de traço devido a M.Milla Miranda e L.A.Medeiros [20].
O comportamente assintótico é feito usando o funcional de Liapunov, juntamente com
técnicas multiplicativas como feito em Kormonik-Zuazua [9].
Palavras-chave: Estabilidade na fronteira, Base especial, Método de Faedo-Galerkin.
Abstract
We study the existence and asymptotic behavior of the weak solution to the problem∣∣∣∣∣∣∣∣∣∣∣∣∣
u′′ − µ(t)∆u+ h(u) = f,
u = 0 sobre Γ0,
µ
∂u
∂ν
+ βu′ = 0 em Γ1,
u(0) = u0, u
′(0) = u1 em Ω
(2)
where Q is a cylindrical domain, T > 0 a real number, subject to certain boundary
conditions Γ = Γ0 ∪ Γ1, Γ0 ∩ Γ1 = ∅ with med(Γ0),med(Γ1) > 0 and h continues
function satisfying the Strauss's conditions sh(s) ≥ 0, ∀s ∈ R.
The existence of strong solution is made using the Faedo-Galerkin's method with a
special basis to V ∩ H2(Ω) as done in [16] and the result of compactness as done in
[12]. The existence of weak solution uses the theorem of Strauss as done in [24] and
results and general trace as done in [20]. The asymptotic behavior is done using the
Liapunov functional, with multiplicative techniques as done in Kormonik-Zuazua [9].
Key words: Boundary Stabilization, special basis, Faedo-Galerkin's method.
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Notações e Simbologias
• Ω é um aberto limitado de classe C2 do Rn
• Γ é uma variedade de dimensão n− 1 que representa a fronteira de Ω
• {Γ0,Γ1} é uma partição de Γ com Γ0 ∩ Γ1 = ∅
• Q = Ω× (0, T ) subconjunto de Rn+1
• Σ0 = Γ0 × (0, T )
• Σ1 = Γ1 × (0, T )
• ∂
∂ν
designa a derivada na direção normal exterior
• ⇀ designa convergência fraca
• ∗⇀ designa convergência fraca estrela
• X ′ designa o dual topológico de X
• ↪→ designa imersão
• cont↪→ designa imersão contínua
• comp↪→ designa imersão compacta
1
Introdução
Neste trabalho estudaremos a existência e comportamento assintótico da solução
fraca para o problema ∣∣∣∣∣∣∣∣∣∣∣∣∣
u′′ − µ(t)∆u+ h(u) = f,
u = 0 sobre Γ0,
µ
∂u
∂ν
+ βu′ = 0 em Γ1,
u(0) = u0, u
′(0) = u1 em Ω
(3)
onde Q = Ω × T é um domínio cilíndrico, T > 0 um número real, sujeita a certas
condições de fronteira Γ = Γ0 ∪ Γ1, Γ0 ∩ Γ1 = ∅ com med(Γ0),med(Γ1) > 0 e h uma
função contínua satisfazendo a condição de Strauss, sh(s) ≥ 0, ∀s ∈ R.
Este trabalho está dividido como segue abaixo:
No Capítulo 1 daremos alguns conceitos básicos sobre distribuições para funções reais,
funções vetoriais, espaços de Sobolev e resultados gerais de traço. Além disso, enunci-
aremos e demonstraremos alguns resultados de fundamental importância no decorrer
deste trabalho e faremos a construção da base especial para V ∩H2(Ω) como feito em
Milla Miranda e L.A.Medeiros [16].
No Capítulo 2, mostramos a existência e unicidade de solução forte, utilizando o mé-
todo de Faedo-Galerkin com a base especial para V ∩ H2(Ω) obtida no Capítulo 1
juntamente com resultado de compacidade cf em Lions [11]. A importância dessa base
especial deve-se ao fato de que necessitaremos limitar o termo u′′km(0) em L
2(Ω).
No Capítulo 3, mostramos a existência de solução fraca, aproximando a função con-
tínua h pela sequência de Strauss, isto é, uma sequência de funções lipschitizianas
satisfazendo o Teorema de Strauss cf em Strauss [24]. A solução fraca é obtida como
limite de uma sequência de soluções fortes obtidas no Capítulo 2.
3No capítulo 4, mostraremos o decaimento da energia associada a solução fraca do pro-
blema (1) usando o funcional de Liapunov e técnicas multiplicativas como feito em
Kormonik-Zuazua [9]. Obteremos o decaimento da enegia associada a solução fraca
como limite inferior da energia associada a solução forte do Problema (1).
No apêndice A, daremos uma caracterização dos espaços Lp(0, T.X), onde X é um
espaço de Banach e p > 1. Demonstramos que se o dual X ′ de X goza da propriedade
de que toda função de variação limitada possui derivada quase sempre, podemos iden-
tiﬁcar (Lp(0, T,X))′ com Lq(0, T,X ′).
No apêndice B, faremos um resumo dos resultados utilizados nesta dissertação e enun-
ciaremos e demonstraremos o Teorema de Carathéodory, que será usado utilizado no
Capítulo 1. Além disso, mostraremos a existência de solução para o problema aproxi-
mado obtido no Capítulo 1.
Capítulo 1
Resultados Preliminares e Base
Especial
Nosso objetivo neste capítulo é obter ferramentas para a construção de uma base
ortonormal no espaço vetorial V ∩H2(Ω), ao qual chamaremos de base especial.
No que segue, apresentaremos algumas deﬁnições e conceitos básicos relacionados à
teoria das distribuições e análise funcional, que serão de fundamental importância no
decorrer deste trabalho. Além disso, seguindo o artigo de Milla Miranda e L.A.Medeiros
[16], construíremos a base especial em V ∩H2(Ω), no qual iremos usar amplamente no
capítulo 2.
1.1 Espaços funcionais
Dados Ω ⊂ Rn um aberto e f : Ω → R uma função contínua, deﬁnimos por
suporte de f , e denotamos por supp(f) o fecho em Ω do conjunto {x ∈ Ω; f(x) 6= 0}.
Se este conjunto for um compacto do Rn então dizemos que f possui suporte compacto.
Uma n-upla de inteiros não negativos α = (α1, α2, . . . , αn) é denominada multi-índice
e sua ordem é deﬁnida por |α| = α1 + α2 + . . .+ αn.
Representamos por Dα o operador derivação de ordem |α|, isto é,
Dα =
∂|α|
∂α1x1 ∂
α2
x2 . . . ∂αnxn
Observação 1.1.1 Se α = (0, 0, . . . , 0) deﬁnimos D0u = u, para toda função u.
5Denotaremos por C∞0 (Ω) o espaço vetorial, com as operações usuais, das funções inﬁ-
nitamente diferenciáveis e com suporte compacto.
Deﬁnição 1.1.1 Seja Ω um aberto do Rn. Uma sequência (ϕn)n∈N em C∞0 (Ω) con-
verge para ϕ em C∞0 (Ω), quando as seguintes condições forem satisfeitas:
i) Existe um compacto K de Ω tal que supp(ϕ), supp(ϕn) ⊂ K, ∀n ∈ Nn.
ii) Para todo multi-índice α, tem-se Dαϕn → Dαϕ uniformemente em K
O espaço C∞0 (Ω), munido da noção de convergência acima deﬁnida será denotado
por D(Ω) e denominado de Espaço das Funções Testes sobre Ω.
Uma distribuição sobre Ω é um funcional T : D(Ω)→ R satisfazendo as seguintes
condições:
i) T (aϕ+ bψ) = aT (ϕ) + bT (ψ),∀a, b ∈ R e ∀ϕ, ψ ∈ D(Ω);
ii) T é contínua, isto é, se ϕn converge para ϕ em D(Ω), então T (ϕn) converge para
T (ϕ) em R.
Denotaremos o valor da distribuição T em ϕ por 〈T, ϕ〉 e por D′(Ω) conjunto de todas
as distribuições sobre Ω.
Lema 1.1.1 (Du Bois Raymond) Seja u ∈ L1loc(Ω) tal que∫
Ω
u(x)ϕ(x)dx = 0, ∀ϕ ∈ D(Ω).
Então, u = 0 quase sempre em Ω.
Demonstração: Para a prova ver Brezis [3].
A seguir, daremos um exemplo de uma distribuição.
Exemplo 1.1.1 Seja u ∈ L1loc(Ω). O funcional Tu : D(Ω)→ R, deﬁnido por
〈Tu, ϕ〉 =
∫
Ω
u(x)ϕ(x)dx
é uma distribuição.
Observação 1.1.2 Segue do Lema de Du Bois Raymond que se u, v ∈ L1loc(Ω), então
Tu = Tv em D′(Ω) se, e somente, se u = v. Desta forma, temos uma correspondência
biunívoca entre as distribuições do tipo Tu com o espaço L1loc(Ω).
Deﬁnição 1.1.2 Seja T uma distribuição sobre Ω e α um multi-índice. A derivada
DαT de ordem |α| de T é um funcional DαT : D(Ω)→ R deﬁnido por
〈DαT, ϕ〉 = (−1)n〈T,Dαϕ〉.
Além disso, DαT é uma distribuição sobre Ω.
Observação 1.1.3 Decorre da deﬁnição acima que uma distribuição tem derivadas de
todas as ordens.
61.2 Espaços funcionais a valores vetoriais
Seja X um espaço de Banach. Denotaremos por D(0, T,X) o espaço localmente
convexo das funções vetoriais ϕ : (0, T ) → X indeﬁnidamente diferenciáveis com su-
porte compacto em (0, T ). Diremos que ϕn → ϕ em D(0, T,X) se:
i) Existe um compacto K de (0, T ) tal que supp(ϕn), supp(ϕ) ⊂ K, ∀n ∈ N;
ii) Para cada n ∈ N, ϕn → ϕ em X uniformemente em t ∈ (0, T ).
O espaço das aplicações lineares e contínuas de D(0, T ) em X será denotado por
D′(0, T,X), isto é, T ∈ D′(0, T,X) se T : D(0, T )→ X é linear e se θn → θ em D(0, T )
então 〈T, θn〉 → 〈T, θ〉 em X.
Diremos que Tn → T em D′(0, T,X) se 〈Tn, θ〉 → 〈T, θ〉 em X, ∀θ ∈ D(0, T ). O es-
paço D′(0, T,X) munido da convergência acima é denominado espaço das distribuições
vetorias de (0, T ) com valores em X
Observação 1.2.1 Temos que o conjunto {θξ, θ ∈ D(Ω), ξ ∈ X} é total em D(0, T,X).
Deﬁnição 1.2.1 Dizemos que u é fortemente mensurável quando existir uma sequên-
cia de funções simples (ϕn)n∈N tal que
ϕn → ϕ em X, quase sempre em (0, T ).
Denotaremos por Lp(0, T,X) , 1 ≤ p <∞, o espaço de Banach das (classes de) funções
u, deﬁnidas em (0, T ) com valores em X, que são fortemente mensuráveis e ‖u(t)‖X é
integrável a Lebesgue, com a norma
‖u‖Lp(0,T,X) =
(∫ T
0
‖u(t)‖pXdt
) 1
p
.
Por L∞(0, T,X) representamos o espaço de Banach das (classes de) funções u, deﬁnidas
em (0, T ) com valores em X, que são fortemente mensuráveis e ‖u(t)‖X possui supremo
essencial ﬁnito em (0, T ), com a norma
‖u‖L∞(0,T,X) = sup ess0≤t≤T‖u(t)‖X . (1.1)
Observação 1.2.2 No caso p = 2 e X um espaço de Hilbert, segue que L2(0, T,X) é
um espaço de Hilbert, cujo produto interno é dado por
(u, v)L2(0,T,X) =
∫ T
0
(u(t), v(t))Xdt.
7Se X é reﬂexivo, então podemos identiﬁcar
[Lp(0, T ;X)]′ = Lq(0, T ;X ′),
onde
1
p
+
1
q
= 1. No caso em que p = 1, identiﬁcamos
[L1(0, T ;X)]′ = L∞(0, T ;X ′)
Essas identiﬁcações encontram-se demonstradas detalhadamente no Apêndice A.
Observação 1.2.3 Quando Ω for um subconjunto limitado do Rn, T > 0 e Q =
Ω× (0, T ) for o cilíndro em Rn+1 então, para 1 ≤ p <∞ temos
Lp(0, T ;Lp(Ω)) = Lp(Q).
Deﬁnição 1.2.2 Dada T ∈ D′(0, T,X), deﬁnimos a derivada de ordem n como sendo
a distribuição vetorial sobre (0, T ) com valores em X dada por:〈
dnT
dtn
, ϕ
〉
= (−1)n
〈
T,
dnϕ
dtn
〉
,∀ϕ ∈ D(0, T ).
Representamos por C([0, T ], X) o espaço de Banach das funções u, deﬁnidas em
[0, T ] com valores em X, cuja norma é dada por
‖u‖∞ = sup ‖u(t)‖X .
Por ﬁm, denotaremos por H10 (0, T,X) o espaço de Hilbert
H10 (0, T,X) = {u ∈ L2(0, T,X);u′ ∈ L2(0, T,X), u(0) = u(T ) = 0},
munido do produto interno
((u, v))H10 (0,T,X) =
∫ T
0
(u(t), v(t))Xdt+
∫ T
0
(u′(t), v′(t))Xdt.
Identiﬁcando L2(0, T,X) com o seu dual (L2(0, T,X))′, via o Teorema de Riesz,
obtemos a seguinte cadeia
D(0, T,X) ↪→ H10 (0, T,X) ↪→ L2(0, T,X) ↪→ H−1(0, T,X) ↪→ D′(0, T,X),
onde
H10 (0, T,X) = (H
−1(0, T,X))′.
8Proposição 1.2.1 Seja u ∈ L2(0, T,X). Então, existe um único f ∈ H−1(0, T,X)
que veriﬁca
〈f, θξ〉 = (〈u′, θ〉, ξ),∀θ ∈ D(0, T ),∀ξ ∈ X
Demonstração: Ver M. Milla Miranda [18].
Baseado na Proposição anterior, identiﬁcamos u′ com f. Em razão disto, diremos
que se u ∈ L2(0, T,X) então u′ ∈ H−1(0, T,X).
Proposição 1.2.2 A aplicação
u ∈ L2(0, T,X) 7→ u′ ∈ H−1(0, T,X)
onde X é um espaço de Hilbert, é linear e contínua.
Demonstração: Ver M. Milla Miranda [18].
Proposição 1.2.3 Suponhamos que u, g ∈ L1(0, T,X). Então, as condições abaixo
são equivalentes:
i) Existe ξ ∈ X, independente de t, tal que u(t) = ξ +
∫ t
0
g(s)ds quase sempre em
(0, T ), (u é quase sempre uma primitiva de g);
ii) Para cada ϕ ∈ D(0, T ) tem-se
∫ T
0
u(t)ϕ′(t)dt = −
∫ T
0
g(t)ϕ(t)dt, (g =
du
dt
deri-
vada no sentido das distribuições);
iii) Para cada y ∈ X ′, d
dt
〈u(t), y〉 = 〈g(t), y〉 no sentido das distribuições.
Demonstração: Ver L. A. Medeiros [15] ou Temam [22].
Teorema 1.2.1 Sejam X, Y espaços de Hilbert tal que X
cont
↪→ Y e u ∈ Lp(0, T,X),
u′ ∈ Lp(0, T, Y ), 1 ≤ p ≤ ∞, então u ∈ C0([0, T ];Y ).
Demonstração: Ver L. A. Medeiros [15].
Teorema 1.2.2 Seja
1
p
+
1
q
= 1. Sejam u ∈ [Lq(0, T,X)]′ e v ∈ Lp(0, T,X), então
〈u, v〉[Lq(0,T,X)]′×Lp(0,T,X) =
∫ T
0
〈u(t), v(t)〉X′×Xdt.
Demonstração: Ver L. A. Medeiros [15].
91.3 Espaços de Sobolev
No que segue, deﬁniremos o espaços de Sobolev e daremos algumas de suas prin-
cipais propriedades básicas. Consideremos Ω um aberto limitado do Rn. Se u ∈ Lp(Ω),
com 1 ≤ p ≤ ∞, sabemos que u possui derivadas de todas as ordens no sentido das
distribuições, mas não é verdade, em geral, que Dαu é deﬁnida por uma função de
Lp(Ω). Quando Dαu é deﬁnida por uma função de Lp(Ω), deﬁnimos o espaço de So-
bolev. Dado um número inteiro m > 0, representamos Wm,p(Ω) o espaço vetorial de
todas as funções u pertencentes a Lp(Ω), tais que para todo multi-índice |α| ≤ m,
temos Dαu pertence a Lp(Ω), isto é,
Wm,p(Ω) = {u ∈ Lp(Ω);Dαu ∈ Lp(Ω), 0 ≤ |α| ≤ m}.
Para cada u ∈ Wm,p(Ω), deﬁnimos a norma de u pondo
‖u‖pWm,p(Ω) =
∑
|α|≤m
∫
Ω
|Dαu|pLp(Ω), quando 1 ≤ p <∞
e
‖u‖Wm,∞(Ω) =
∑
|α|≤m
|Dαu|L∞(Ω)(Ω), quando p =∞.
Observação 1.3.1 Para p = 2, representamos Wm,p(Ω) = Hm(Ω) devido a estrutura
Hilbertina de tais espaços.
Proposição 1.3.1 Os espaços Hm(Ω) munido do produto interno
(u, v)Hm(Ω) =
∑
|α|≤m
(Dαu,Dαv)L2(Ω)
são espaços de Hilbert.
Demonstração: Ver M. Milla Miranda e L. A. Medeiros [13].
Por ﬁm, o fecho de C∞0 (Ω) em H
m(Ω) denotamos por Hm0 (Ω) e por H
−m(Ω) o
seu dual topológico de Hm0 (Ω).
1.4 Espaços de Sobolev fracionários
Nesta seção daremos uma outra caracterização dos espaços Hm(Ω), com m ∈ N,
que servirá de motivação para deﬁnir os espaços Hs(Ω), quando s for um número
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real positivo e Ω um aberto limitado do Rn com fronteira Γ regular. No que segue,
apresentaremos algumas deﬁnições e propriedades destes espaços que serão utilizados
neste trabalho. Na seção anterior, deﬁnimos os espaços Wm,p(Ω), onde Ω ⊂ Rn é um
aberto regular e limitado. No caso p = 2, temos
Hm(Ω) = {u ∈ L2(Ω);Dαu ∈ L2(Ω), 0 ≤ |α| ≤ m}. (1.2)
Deﬁnição 1.4.1 Seja f ∈ L1(Rn). A transformada de fourier de f , denotada por fˆ ,
é uma função deﬁnida sobre o Rn pela fórmula
fˆ(ξ) = (2pi)−
n
2
∫
Rn
exp−2pii〈ξ,x〉 f(x)dx,
onde 〈ξ, x〉 é o produto interno usual em Rn e i = √−1.
Deﬁnição 1.4.2 (Espaço de Schwartz) O espaço de Schwartz ou espaço das fun-
ções rapidamente decrescente no inﬁnito, que denotaremos por F , é o subespaço vetorial
formado pelas funções ϕ ∈ C∞0 (Rn) tais que
lim
‖x‖→∞
‖x‖kDαϕ(x) = 0,
qualquer que sejam k ∈ N e α ∈ Nn.
Exemplo 1.4.1 Seja ϕ ∈ C∞0 (Rn). Então ϕ ∈ F .
De fato, desde que ϕ ∈ C∞0 (Rn), existe um compacto K ⊂ Rn tal que suppϕ ⊂ K.
Assim, consideremos σ > 0 tal que K ⊂ Rn. Logo, dados ε > 0, k ∈ N e α ∈ Nn,
tem-se para todo x ∈ Rn tal que ‖x‖ > σ
‖x‖k|Dαϕ(x)| = 0 < ε,
mostrando que ϕ ∈ F .
Deﬁnição 1.4.3 (Distribuição Temperada) Um funcional linear T deﬁnido e con-
tínuo sobre F é denominado distribuição temperada, ao qual denotaremos por F ′ o
espaço vetorial dos funcionais lineares contínuos sobre F .
Vamos deﬁnir o espaço Hs(Ω) e, para tanto, consideremos o seguinte resultado:
Proposição 1.4.1 Para todo m ∈ N temos:
Hm(Ω) = {u ∈ F ′; (1 + ‖x‖2)m2 uˆ ∈ L2(Rn)}.
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Demonstração: Ver M.Milla Miranda e L. A. Medeiros [13].
Dessa forma, motivados pela proposicão anterior, deﬁnimos para s ∈ R, s ≥ 0,
Hs(Rn) = {u ∈ F ′; (1 + ‖x‖2) s2 uˆ ∈ L2(Rn)}.
munido do produto interno
(u, v)Hs(Rn) =
∫
Rn
(1 + ‖x‖2)suˆ(x)vˆ(x)dx.
Em Milla Miranda e L. A. Medeiros [13] podemos ver que
Hs(Rn) cont↪→ L2(Rn),
Proposição 1.4.2 Para todo s ≥ 0, Hs(Rn) é um espaço de Hilbert.
Demonstração: Ver M. Miranda e L. A. Medeiros [13].
Observação 1.4.1 Para todo s ∈ R, denotaremos o dual topológico de Hs(Rn) como
sendo
H−s(Rn) = (Hs(Rn))′
Quando Ω é um aberto limitado e regular do Rn, deﬁne-se o espaço Hs(Ω) como
Hs(Ω) = {v|Ω; v ∈ Hs(Rn)}
munido da norma
‖u‖Hs(Ω) = inf{‖w‖Hs(Rn);w|Ω = u}
Proposição 1.4.3 Se 0 ≤ s1 ≤ s2 então Hs2(Ω) cont↪→ Hs1(Ω).
Demonstração: Ver Lions Magenes [14].
Observação 1.4.2 Os resultados acima valem quando Ω for um aberto limitado e
regular do Rn.
Finalizaremos esta seção caracterizando o espaço Hs(Γ), onde Γ é a fronteira de
um aberto limitado regular Ω do Rn. Enunciaremos também alguns resultados que
usamos de espaços de sobolev em variedades como feito em Lions-Magenes [14].
Sejam Q = {y; y = (y′, yn); ‖y′‖ ≤ 1 e − 1 < yn < 1}, Q+ = {y ∈ Q; yn > 0}
e Q− = {y ∈ Q; yn < 0}. Além disso, seja
∑
= Q ∩ {yn = 0} e considere-
mos {(U1, ϕ1), . . . , (Uk, ϕk)} um sistema de cartas locais para Γ. A cobertura aberta
U1, U2, . . . , Uk de Ω determina uma partição C∞ da unidade subordinada, isto é, exis-
tem θ0, θ1, . . . , θk ∈ C∞0 (Rn) tais que:
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(i) supp(θ0) ⊂ Ω; supp(θi) ⊂ Ui, i = 1, 2, . . . , k;
(ii) 0 ≤ θi ≤ 1;
(iii)
k∑
i=0
θi(x) = 1,∀x ∈ Ω.
Consideremos u uma função integrável deﬁnida sobre Γ. Desde que (i) vale, temos
u(x) =
k∑
i=1
(θiu)(x) para quase todo x ∈ Γ. (1.3)
Deﬁnamos para cada 1 ≤ i ≤ k as funções
ui(y) = (θiu)(ϕ
−1(y)).
Figura 1.1:
Notemos que
S(uθi) = {x ∈ Ω; (uθi) 6= 0} ⊂ supp(θi) ∩ Γ ⊂ Ui ∩ Γ.
Daí, temos que S(uθi) é um compacto do Rn, pois a intersecção de fechados é ainda
um fechado e Ui ∩ Γ é limitado. Segue daí que o conjunto
S(ui) = {x ∈ Ω; (uθi) 6= 0}
é um compacto de Rn−1 contido no aberto Γ, pois ϕi(S(uθi)) = S(ui) e ϕ é contínua e
S(uθi), como vimos, é um compacto. Note que supp(ui) ⊂ S(ui) ⊂ Γ. Assim, podemos
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estender ui da seguinte forma:
u˜i(y) =
(uθi)(ϕ
−1(y)), se y ∈ Γ
0, se y ∈ Rn−1\Γ
(1.4)
Da construção acima, podemos ver que u˜i tem as mesmas propriedades de ui. Neste
caso, como u é integrável, então u˜i é também integrável e∫
Rn−1
u˜i(y)dy =
∫
Ui∩Γ
u(x)θi(x)Ji(x)dΓ
onde Ji(x) é uma aplicação inﬁnitamente diferenciável sobre Γi = U ∩ Γ. Por outro
lado, se para cada 1 ≤ i ≤ k, u˜i for integrável, temos por (1.3) que u também será e∫
Γ
u(x)dΓ =
k∑
i=1
∫
Γ
(uθi)(x)dΓ =
k∑
i=1
∫
Rn−1
u˜i(y)J(y)dy
onde J(y) é uma aplicação diferenciável sobre Rn−1. Denotando por dΓ a medida sobre
Γ induzinda pela medida de Lebesgue, deﬁniremos o espaço Lp(Γ) como sendo o espaço
das funções Lp das funções somáveis sobre Γ para a medida dΓ com a norma
‖v‖Lp(Γ) =
(∫
Γ
|v(x)|pdΓ
) 1
p
, 1 ≤ p <∞ (1.5)
‖v‖L∞ = sup
x∈Γ
ess|v(x)|, p =∞
Equivaletemente, usando a partição da unidade (θi), 1 ≤ i ≤ k, deﬁnimos
Lp(Γ) = {v : Γ→ R; vθi ◦ θ˜i
−1
= v˜i ∈ Lp(Rn−1), i = 1, . . . , k},
munido da norma
‖v‖Lp(Γ) =
( k∑
=1
‖v˜i‖pRn−1
) 1
p
que é equivalente a norma dada em (1.5). Deﬁniremos o espaço D(Γ) da seguinte
forma:
D(Γ) = {v : Γ→ R; vθ˜i ◦ ϕ−1 ∈ Cm(Rn−1),∀m ∈ N, i = 1, . . . , k}
onde
Cm(Γ) = {v : Γ→ R; vθi ◦ θ˜i
−1
= u˜i ∈ Cm(Rn−1),∀m ∈ N, i = 1, . . . , k}
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Consideremos a aplicação
φi : D(Γ)→ D(Rn−1)
u 7→ φi(u) = u˜i = u˜θi ◦ ϕ−1
(1.6)
Sendo v ∈ D(Rn−1), temos que
〈φi(u), v〉D′(Rn−1)×D(Rn−1) =
∫
Rn−1
u˜iv(y)dy =
∫
Ui∩Γ
u(x)θi(x)v(ϕi(x))Ji(x)dΓ (1.7)
onde Ji(x) é uma função inﬁnitamente diferenciável sobre Ui ∩ Γ. Deﬁnindo
ψi(v) =
θi(x)v(ϕi(x))Ji(x), x ∈ Ui ∩ Γ0, x ∈ Γ\Ui ∩ Γ
Então, de (1.7) podemos escrever
〈φi(u), v〉D′(Rn−1)×D(Rn−1) =
∫
Γ
u(x)ψi(v)(x)dx,
ou ainda pelo fato de que ψi(v) ∈ D(Γ), temos
〈φi(u), v〉D′(Rn−1)×D(Rn−1) = 〈u, ψi(v)〉D′(Γ)×D(Γ). (1.8)
Da igualdade em (1.8) e do fato de que D(Γ) ser denso em D′(Γ), resulta que a aplicação
deﬁnida em (1.6) se prolonga, por continuidade a uma aplicação, que continuaremos
denotando por φi de D′(Γ) em D′(Rn−1).
Deﬁnimos para todo s ∈ R o espaço
Hs(Γ) = {u;φi(u) ∈ Hs(Rn−1), i = 1, . . . , k},
munido da norma
‖u‖Hs(Γ) =
( k∑
j=1
‖φi(u)‖2Hs(Rn−1)
) 1
2
. (1.9)
Mostra-se em Milla Miranda e L.A.Medeiros [13] que a deﬁnição do espaço Hs(Γ) não
depende do sistema de cartas locais de Γ.
Seja {(U1, ψ1), . . . , (Uk, ψk)} outro sistema de Cartas locais de Γ satisfazendo as mesmas
propriedades que o sistema de cartas locais U de Γ. Então, a norma gerada por essa
cartas será equivalente a norma em (1.9). Portanto, a deﬁnição do espaço Hs(Γ) não
depende do sistema de cartas locais.
Para uma exposição completa dos espaços de sobolev em uma variedade, o leitor
interessado poderá encontrar em Herby [7]. No entanto, enunciaremos os seguintes
resultados.
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Proposição 1.4.4 O espaço D(Γ) é denso em Hs(Γ).
Demonstração: Ver Lions-Magenes [14].
Proposição 1.4.5 O espaço H
1
2 (Γ)
cont
↪→ L2(Γ).
Demonstração: Ver Lions-Magenes [14].
1.5 Teoria do Traço
Consideremos Ω ⊂ Rn um aberto limitado bem regular do Rn com fronteira Γ.
Por D(Ω) representamos o espaço vetorial das funções reias deﬁnidas em Ω, possuindo
derivadas parciais contínuas de todas as ordens. Dada uma função u deﬁnida em Ω,
representa-se por γ0u a restrição de u a Γ. Por D(Ω) representa o conjunto de todas
as funções ρ : Ω → R que são restrições de funções pertencentes a C∞0 (Rn) restrita a
Ω. Em símbolos
D(Ω) = {φ|Ω = ρ, φ ∈ C∞0 (Rn)}
Proposição 1.5.1 Existe uma constante positiva C tal que
‖γ0u‖H 12 (Γ) ≤ C‖u‖H1(Ω)
Demonstração: Ver Milla Miranda e L.A. Medeiros [13].
De acordo com a Proposição 1.5.1 e pelo fato que D(Ω) é denso em H1(Ω),
podemos estender a aplicação
γ0 : D(Ω)→ H 12 (Γ)
a uma única aplicação linear e contínua, ainda representada por γ0,
γ0 : H
1(Ω)→ H 12 (Γ)
u 7→ γ0u|Ω,∀u ∈ D(Ω).
(1.10)
A aplicação dada em (1.10) é denominada a aplicação traço de ordem zero.
Teorema 1.5.1 O núcleo de γ0 é o espaço H10 (Ω).
Demonstração: Ver Milla Miranda e L.A. Medeiros [13].
Em face de D(Ω) ser denso em Hm(Ω) podemos estender a aplicação
γj : D(Ω)→ Hm−j− 12 (Γ)
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a uma única aplicação linear e contínua e tal que
∂uj
∂νj
∣∣∣∣
Γ
= γju,∀u ∈ D(Ω),∀j = 1, . . . ,m− 1.
Assim, a partir das γ′js, podemos enunciar o seguinte Teorema:
Teorema 1.5.2 Existe uma única aplicação linear e contínua γ
γ : Hm(Ω)→
m−1∏
j=0
Hm−j−
1
2 (Γ)
u 7→ γu = (γ0, γ1, . . . , γm−1)
com a topologia natural do espaço
m−1∏
j=0
Hm−j−
1
2 (Γ) dada por
‖w‖∏m−1
j=0 H
m−j− 12 (Γ)
= ‖w0‖Hm− 12 (Γ) + ‖w‖Hm− 32 (Γ) + . . .+ ‖w‖H 12 (Γ),
onde w = (w0, w1, . . . , wm−1) ∈
m−1∏
j=0
Hm−j−
1
2 (Γ).
Demonstração: Ver M. Miranda e L. A. Medeiros [13].
Observação 1.5.1 A aplicação γ acima é denominada aplicação traço de ordem m.
1.5.1 Traço em L2(0, T,Hm(Ω))
Nesta seção apresentaremos alguns resultados de traço em L2(0, T,Hm(Ω)) devido a
M.Milla Miranda [18]. Pelo visto anteriormente, temos que existe uma aplicação traço
γ : Hm(Ω)→
m−1∏
j=0
Hm−j−
1
2 (Γ) (1.11)
que é linear, contínua e sobrejetora.
Deﬁnamos a aplicação
γˆ : L2(0, T,Hm(Ω))→ L2
(
0, T,
m−1∏
j=0
Hm−j−
1
2 (Γ)
)
(1.12)
u 7→ γˆu, (γu)(t) = γu(t),
onde γu(t) é a aplicação (1.11) aplicado em u(t) ∈ Hm(Ω). A aplicação (1.12) é linear,
contínua e sobrejetora.
Proposição 1.5.2 Seja u ∈ L2(0, T,Hm(Ω)) com u′ ∈ L2(0, T,Hm(Ω)) então γˆu′ =
(γˆu)′
Demonstração: Ver M. Milla Miranda [18].
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1.5.2 Traço em H−1(0, T,Hm(Ω))
No que segue, enunciaremos para funções de H−1(0, T,Hm(Ω)) um resultado de traço
devido a Milla Miranda cf [18], no qual vamos utilizar no Capítulo 3. Notemos que
para f ∈ H−1(0, T,Hm(Ω)) implica que
f = φ0f + ψ
0
f , com φ
0
f , ψ
0
f ∈ L2(0, T,Hm(Ω)).
Seja L = L2(0, T,Hm(Ω))×L2(0, T,Hm(Ω)) eM o subespaço fechado de L dos vetores
{α, β} tais que
(α, v)L2(0,T,Hm(Ω)) + (β, v
′)L2(0,T,Hm(Ω)) = 0,
para todo v ∈ H10 (0, T,Hm(Ω)) eM⊥ o complemento ortogonal deM . Então, deﬁnimos
a aplicação
H−1(0, T,Hm(Ω))→M⊥
f 7→ {φ0f , ψ0f},
onde {φ0f , ψ0f} ∈ ξf é tal que ‖f‖ = ‖{φ0f , ψ0f}‖ e
ξf = {{φ0f , ψ0f} ∈ L; (φf , v) + (ψf , v′) = 〈f, v〉,∀v ∈ H10 (Ω)},
isto é, o conjunto dos {φf , ωf} ∈ L tais que f = φf + ψf . A aplicação deﬁninda acima
é uma isometria linear e contínua.
Para f ∈ H−1(0, T,Hm(Ω)) deﬁne-se γ˜f da seguinte forma:
〈γ˜f, w〉 =
∫ T
0
(γφ0f , w)Y dt−
∫ T
0
(γψ0f , w
′)Y dt
com w ∈ H−1
(
0, T,
∏m−1
j=0 H
m−j− 1
2 (Γ)
)
, que é linear e contínua. Assim, temos estabe-
licido uma aplicação
γ˜ : H−1(0, T,Hm(Ω))→ H−1
(
0, T,
m−1∏
j=0
Hm−j−
1
2 (Γ)
)
f 7→ γ˜f,
onde γ˜ é deﬁnido acima, que é linear e contínua. Esta aplicação é denominada aplicação
traço para as funções de H−1(0, T,Hm(Ω)).
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1.5.3 Traço em L1(0, T, E)
A seguir, consideraremos o espaço de Banach
E = {v ∈ Lp′(Ω); ∆v ∈ L1(Ω)}
com a norma
‖v‖E = ‖v‖Lp′ (Ω) + ‖∆v‖L1(Ω).
Podemos ver em M. Miranda e L. A. Medeiros [20] que existe uma aplicação
γ : E → W 1p−1,p′(Γ)×W 1p−2,p′(Γ)
v 7→ γv = (γ0v, γ1v)
linear e contínua.
1.6 Principais Resultados
Daremos a seguir resultados que serão utilizados neste trabalho.
Proposição 1.6.1 Considere o números reais p e p′ tal que
1
p
+
1
p′
= 1.
(i) p = 2 se n = 1, 2, 3
(ii) p > n
2
se n ≥ 4
Então, a imersão W 2,p(Ω) ↪→ C0(Ω) é contínua.
Demonstração: Ver Milla Miranda e L. A. Medeiros [20].
No que segue, vamos provar a existência e unicidade de solução para o problema ho-
mogêneo ∣∣∣∣∣∣∣∣∣
−∆u = f em Ω(f ∈ L1(Ω))
u = 0 sobre Γ0
∂u
∂ν
= 0 sobre Γ1
(1.13)
Para tanto, usaremos o método da transposição, como feito em Lions-Magenes [14].
Formalmente, pelo Teorema de Green, obtemos∫
Ω
u(−∆v)dx =
∫
Ω
fvdx+
∫
Γ0
∂u
∂ν
vdΓ0 −
∫
Γ1
u
∂v
∂ν
dΓ1. (1.14)
Seja
P =
{
ϕ ∈ W 1,pΓ0 (Ω) ∩W 2,p(Ω);
∂ϕ
∂ν
= 0 sobre Γ0
}
,
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onde
W 1,pΓ0 (Ω) = {φ ∈ W 1,p(Ω);φ = 0 sobre Γ0}.
Então, de (1.14) temos ∫
Ω
u(−∆v)dx =
∫
Ω
fvdx, ∀v ∈ P (1.15)
Adotaremos (1.15) com deﬁnição de solução do Problema (1.13). A existência e unici-
dade de problema (1.13), é dada no seguinte resultado:
Proposição 1.6.2 Seja f ∈ L1(Ω), então existe uma única função u ∈ Lp′(Ω) satis-
fazendo (1.15). A aplicação T : L1(Ω)→ Lp′(Ω), T f = u é linear, contínua e −∆u =
f .
Demonstração: Seja g ∈ Lp(Ω) e v uma solução do problema
∣∣∣∣∣∣∣∣∣
−∆v = g em Ω
v = 0 sobre Γ0
∂v
∂ν
= 0 sobre Γ1
(1.16)
Então, pelo Teorema B.2.6, v ∈ P . Considere a aplicação
J : Lp(Ω)→ C0(Ω)
Jg 7→ v,
onde v é solução do Problema (1.16). Note que pela Proposição 1.6.1 a aplicação J
está bem deﬁnida. Além disso, J é linear e contínua.
De fato, sejam g, h, r + h ∈ Lp(Ω) tal que J(r) = v1, J(h) = v2 e J(r + h) = v3,
isto é, v1, v2 e v3 são soluções do Problema 1.16. Desejamos mostrar que J(r + h) =
J(r) + J(h). Como r + h ∈ Lp(Ω), temos que v3 é solução do problema
∣∣∣∣∣∣∣∣∣
−∆v3 = r + h em Ω,
v3 = 0 sobre Γ0,
∂v3
∂ν
= 0 sobre Γ1.
Temos também para r ∈ Lp(Ω) que v1 é solução do problema∣∣∣∣∣∣∣∣∣
−∆v1 = r em Ω,
v1 = 0 sobre Γ0,
∂v1
∂ν
= 0 sobre Γ1.
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De modo análogo, temos para h ∈ Lp(Ω) que v2 é solução do problema∣∣∣∣∣∣∣∣∣
−∆v2 = h em Ω,
v2 = 0 sobre Γ0,
∂v2
∂ν
= 0 sobre Γ1.
Assim, (v1 + v2) é solução do problema∣∣∣∣∣∣∣∣∣
−∆(v1 + v2) = r + h em Ω,
v1 + v2 = 0 sobre Γ0,
∂(v1 + v2)
∂ν
= 0 sobre Γ1.
Por unicidade de solução do Problema 1.16 obtemos que v3 = v1 + v2, ou seja,
J(r + h) = J(r) + J(h). Analogamente, mostraremos que J(λv) = λv, com λ ∈ R.
A continuidade da aplicação J segue da Proposição 1.6.1.
Dessa forma, podemos deﬁnir a aplicação adjunta
J∗ : [C0(Ω)]′ → Lp′(Ω)
〈J∗θ, φ〉Lp′ (Ω)×Lp(Ω) = 〈θ, Jφ〉[C0(Ω)]′×C0(Ω),∀φ ∈ Lp(Ω).
Provemos que a função u = J∗f é solução do problema 1.16. De fato, temos
〈J∗f, g〉Lp′ (Ω)×Lp(Ω) = 〈f, Jg〉[C0(Ω)]′×C0(Ω)
isto é, ∫
Ω
J∗fgdx =
∫
Ω
fJgdx.
Assim, obtemos ∫
Ω
u(−∆v)dx =
∫
Ω
fvdx.
Para a unicidade, sejam u1, u2 ∈ Lp′(Ω) satisfazendo (1.15). Então∫
Ω
(u1 − u2)(−∆v)dx = 0,∀v ∈ P .
Consideremos g ∈ Lp(Ω) e v solução do problema (P2), obtemos∫
Ω
(u1 − u2)gdx = 0,∀g ∈ Lp(Ω).
Portanto, u1 = u2 e a unicidade está provada. Como u = Tf e u = J∗f , por unicidade
de solução, tem-se T = J∗, e assim, T possui as mesmas propriedades.
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Para o problema de fronteira não homogêneo,∣∣∣∣∣∣∣∣∣
−∆u = g em Ω
u = 0 sobre Γ0
∂u
∂ν
= χ sobre Γ1
(1.17)
temos o seguinte resultado:
Proposição 1.6.3 Seja f ∈ L1(Ω) e χ ∈ H 12 (Γ1), então existe uma única solução
u ∈ Lp′(Ω) para o problema (1.17).
Demonstração: Seja {0, χ˜} ∈ H 32 (Γ)×H 12 (Γ) deﬁnida por
χ˜ =
∣∣∣∣∣∣ χ sobre Γ10 sobre Γ0
Pelo Teorema 1.5.2, existe ξ ∈ H2(Ω) tal que γ(ξ) = (γ0ξ, γ1(ξ)) = (0, χ˜). Seja w uma
solução do problema ∣∣∣∣∣∣∣∣∣
−∆w = f + ∆ξ em Ω,
w = 0 sobre Γ0,
∂u
∂ν
= 0 sobre Γ1,
Note que f+∆ξ ∈ L1(Ω), então pela Proposição 1.6.2 temos que w ∈ Lp′(Ω). Tomando
u = w+ξ, temos u ∈ Lp′(Ω) é solução para o Problema (1.17). Para a unicidade, sejam
u1, u2 duas soluções do problema 1.17, então v = u1 − u2 é solução do problema∣∣∣∣∣∣∣∣∣
−∆v = 0 em Ω;
v = 0 sobre Γ0;
∂v
∂ν
= 0 sobre Γ1.
Por unicidade do Problema 1.13, temos v = 0, isto é u1 = u2.
1.7 Construção da base especial
A partir de agora, daremos alguns resultados que nos proporcionará a construção
da base especial em V ∩ H2(Ω). A construção desta base especial foi obtida por M.
Miranda e L. A. Medeiros [16]. Deﬁnamos o espaço de Hilbert V por
V = {v ∈ H1(Ω); v = 0 sobre Γ0},
22
como sendo o subespaço de H1(Ω) munido do produto interno e da norma
((u, v))V =
∫
Ω
∇u(x)∇v(x)dx
e
‖u‖V =
∫
Ω
|∇u(x)|2dx. (1.18)
respectivamente.
Neste trabalho, denotaremos o produto interno de L2(Ω) por (·, ·) e a norma
induzida por este produto interno por | · |. Também denotaremos o produto interno em
V por ((·, ·)) e a norma em V por ‖ · ‖, aﬁm de não sobrecarregar a notação.
Proposição 1.7.1 Em V vale a desigualdade de Poincaré.
Para a prova da Proposição 1.7.1 ver Dautray Robert e Lions [6].
Consideremos o operador −∆ deﬁnido pela terna {V, L2(Ω), ((u, v))V }. Decorre
da teoria Espectral, cf em Lions [12] que
D(−∆) =
{
u ∈ V ∩H2(Ω); ∂u
∂ν
= 0 sobre Γ1
}
.
A seguir, daremos um resultado que nos garantirá a existência de solução do
problema ∣∣∣∣∣∣∣∣∣
−∆u = f em Ω, (f ∈ L2(Ω))
u = 0 sobre Γ0,
∂u
∂ν
= g sobre Γ1, (g ∈ H 12 (Γ1)).
(1.19)
Lema 1.7.1 Dado f ∈ L2(Ω) e g ∈ H 12 (Γ1) , existe uma única u ∈ V ∩H2(Ω) solução
do Problema (1.19).
Demonstração: Seja a : V × V → R deﬁnida por
a(u, v) = ((u, v)), ∀u, v ∈ V
Temos que a é uma forma bilinear contínua e coerciva. Seja L : V → R dada por
〈L, v〉 = (f, v) +
∫
Γ1
gvdΓ, ∀v ∈ V.
Note que L é uma forma linear e contínua sobre V . De fato
i) L é linear
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Sejam v, w ∈ V e α ∈ R. Assim,
〈L, αv+w〉 = (f, αv+w)+
∫
Γ1
g(αv+w)dΓ = α(f, v)+(f, w)+α
∫
Γ1
gvdΓ+
∫
Γ1
gwdΓ =
= α(f, v) + α
∫
Γ1
gvdΓ + (f, w) +
∫
Γ1
gwdΓ = α〈L, v〉+ 〈L,w〉.
ii) L é contínua
Pela desigualdade de Cauchy-Schwartz e pela imersão contínua V
cont
↪→ L2(Ω), com
constante de imersão C1, temos
|〈L, v〉| ≤ |f ||v|+ |g|L2(Γ1)|v|L2(Γ1) ≤ C1|f |‖v‖+ |g|L2(Γ1)|v|L2(Γ1).
Temos que H
1
2 (Γ1)
cont
↪→ L2(Γ1). Além disso, pelo teorema do traço
|γ0v|H 12 (Γ1) ≤ C3‖v‖.
Daí,
|〈L, v〉| ≤ C1|f |‖v‖+ C2|g|L2(Γ1)|v|L2(Γ1) ≤ C1|f |‖v‖+ C2|g||v|H 12 (Γ1) ≤
≤ C1|f |‖v‖+ C2C3‖v‖ = C‖v‖
onde C = C1|f |+ C2C3|g|L2(Γ1).
Pelo lema de Lax-Milgran, existe um único v ∈ V tal que
a(u, v) = 〈L, v〉,
ou ainda
((u, v)) = 〈L, v〉.
Assim,
((u, v)) = (f, v) +
∫
Γ1
gvdΓ, ∀v ∈ V. (1.20)
Em particular, (1.20) é válida para toda ϕ ∈ D(Ω). Então,∫
Ω
∇u(x)∇ϕ(x)dx =
∫
Ω
f(x)ϕ(x)dx
Pelo Teorema de Green, temos∫
Ω
∆u(x)ϕ(x)dx =
∫
Ω
f(x)ϕ(x)dx (1.21)
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Daí,
(−∆u, ϕ) = (f, ϕ), ∀ϕ ∈ D(Ω). (1.22)
Desde que D(Ω) é denso em L2(Ω), segue de (1.22) que
(−∆u, v) = (f, v), ∀v ∈ L2(Ω). (1.23)
Por (1.23), obtemos −∆u = f em L2(Ω). De (1.21) e do Lema de Du Bois Raymond
obtemos que −∆u = f quase sempre em Ω. Daí, segue por regularidade elíptica que
u ∈ V ∩H2(Ω).
Por outro lado, desde que u ∈ H2(Ω) e ∆u ∈ L2(Ω), segue pela fórmula de Green que〈
∂u
∂ν
, v
〉
H−
1
2 (Γ1)×H
1
2 (Γ1)
= (∆u, v) + ((u, v)). (1.24)
Por (1.20), temos substituindo em (1.24) que〈
∂u
∂ν
, v
〉
H−
1
2 (Γ1)×H
1
2 (Γ1)
= (∆u, v) + (f, v) +
∫
Γ1
gvdΓ
o que implica 〈
∂u
∂ν
, v
〉
H−
1
2 (Γ1)×H
1
2 (Γ1)
=
∫
Γ1
gvdΓ
Pelo teorema da Representação de Riesz, obtemos〈
∂u
∂ν
, v
〉
H−
1
2 (Γ1)×H
1
2 (Γ1)
= 〈g, v〉
H−
1
2 (Γ1)×H
1
2 (Γ1)
donde segue que
∂u
∂ν
= g em H−
1
2 (Γ1). Como g ∈ H 12 (Γ1), resulta que
∂u
∂ν
= g em H
1
2 (Γ1)
o que prova o resultado.
Proposição 1.7.2 Sejam f ∈ L2(Ω) e g ∈ H 12 (Γ1). Então, a solução do problema∣∣∣∣∣∣∣∣
−∆u = f em Ω,
u = 0 sobre Γ0,
∂u
∂ν
= g sobre Γ1,
(1.25)
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pertence a V ∩H2(Ω) e ‖u‖H2(Ω) ≤ [|f |L2(Ω) + ‖g‖H 12 (Γ1)].
Demonstração: Seja {0, g˜} ∈ H 32 (Γ)×H 12 (Γ) deﬁnido por
gˆ =
g, sobre Γ10, sobre Γ0
Pelo Teorema 1.5.2, existe h ∈ H2(Ω) tal que γ(h) = (γ0(h), γ1(h)) = (0, gˆ) e
‖h‖H2(Ω) ≤ c
[
‖0‖+ ‖gˆ‖
H
1
2 (Γ1)
]
= c‖g‖
H
1
2 (Γ1)
(1.26)
Seja w solução fraca do seguinte problema(a qual existe pelo Lema anterior)
∣∣∣∣∣∣∣∣∣
−∆u = ∆w em Ω,
u = 0 sobre Γ0
∂u
∂ν
= 0 sobre Γ1.
(1.27)
Isto signiﬁca que ∫
Ω
∇w∇vdx =
∫
Ω
fvdx−
∫
Ω
(∆h)vdx, ∀v ∈ V.
‖w‖H2(Ω) ≤ c[|f −∆h|L2(Ω)] ≤ c[|f |L2(Ω) + |∆h|L2(Ω)] (1.28)
pelo Teorema B.2.6. Então, u = w + h ∈ V ∩ H2(Ω) é solução do Problema (1.27) e
por (1.26) e (1.28), obtemos
‖u‖H2(Ω) = ‖w + h‖H2(Ω) ≤ ‖w‖H2(Ω) + ‖h‖H2(Ω) ≤ c[|f |L2(Ω) + |∆h|L2(Ω)] + ‖h‖H2(Ω) ≤
≤ c[|f |L2(Ω) + c1‖h‖H2(Ω)] ≤ c2[|f |L2(Ω) + ‖g‖H 12 (Γ1)],
onde c1 e c2 são as constantes positivas.
Proposição 1.7.3 Em V ∩H2(Ω), as normas de H2(Ω) e a norma
u 7→
{
|∆u|2 +
∥∥∥∥∂u∂ν
∥∥∥∥2
H
1
2 (Γ1)
} 1
2
são equivalentes.
Demonstração: Seja u ∈ V ∩H2(Ω). Pela Proposição anterior, tem-se
‖u‖2H2(Ω) ≤ C1
{
|∆u|2 +
∥∥∥∥∂u∂ν
∥∥∥∥2
H
1
2 (Γ1)
}
(1.29)
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Por outro lado,
|∆u|2L2(Ω) ≤ ‖u‖2H2(Ω). (1.30)
Pelo Teorema de traço ∥∥∥∥∂u∂ν
∥∥∥∥2
H
1
2 (Γ1)
≤ C2‖u‖2H2(Ω) (1.31)
Por (1.30) e (1.31), temos
|∆u|2 +
∥∥∥∥∂u∂ν
∥∥∥∥2
H
1
2 (Γ1)
≤ C3‖u‖2H2(Ω). (1.32)
Portanto, de (1.29) e (1.32), segue que as normas em V ∩H2(Ω) são equivalentes.
A seguir, vamos enunciar e demonstrar um resultado que permitirá construir
uma base especial em V ∩H2(Ω) e está base será utilizada para mostrar a existência
de solução forte do Problema (1) no Capítulo 2. Antes, vamos assumir que vale
• (H1) µ ∈ W 1,∞(0, T ) com µ(t) ≥ µ0 > 0
• (H2) β ∈ W 1,∞(Γ1) com β(x) ≥ β0 > 0.
Proposição 1.7.4 Suponhamos (H1)−(H2) e que u0 ∈ V ∩H2(Ω), u1 ∈ V e µ(0)∂u0
∂ν
+
βu1 = 0 sobre Γ1. Então, para cada ε > 0, existem vetores z, w ∈ V ∩H2(Ω) tais que
‖w − u0‖V ∩H2(Ω) < ε, ‖z − u1‖V < ε
e
µ(0)
∂w
∂ν
+ βz = 0 sobre Γ1.
Demonstração: Desde que u1 ∈ V e V ∩ H2(Ω) é denso em V , dado ε > 0, existe
z ∈ V ∩H2(Ω) tal que ‖z − u1‖ < ε.
Consideremos o problema
∣∣∣∣∣∣∣∣∣∣
−∆u = f + ∆u0 em Ω,
u = 0 sobre Γ0,
∂u
∂ν
=
β(x)
µ(0)
z sobre Γ1, .
(1.33)
Observemos que ∆u0 ∈ L2(Ω). Por outro lado, como z ∈ H2(Ω), segue pelo Teorema
1.5.2 que
γ0(z) = z ∈ H 12 (Γ1).
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Por ﬁm, consideremos as aplicações contínuas
φ : L2(Γ1)→ L2(Γ1)
u 7→ βu
e
φ : H1(Γ1)→ H1(Γ1)
u 7→ βu
e observemos que tais aplicações estão bem deﬁnidas, pois β ∈ W 1,∞(Γ1). Da imersão
contínua H1(Γ1) ↪→ H 12 (Γ1) ↪→ L2(Γ1), temos por interpolação dos espaços que a
aplicação
φ : H
1
2 (Γ1)→ H 12 (Γ1)
u 7→ βu
é contínua. Agora, observe que o problema (1.33) está nas condições da Proposição
1.7.2, dessa forma existe w ∈ V ∩H2(Ω) e assim pelo Teorema do traço
‖w − u0‖2V ∩H2(Ω) ≤ |∆w −∆u0|2L2(Ω) +
∥∥∥∥∂w∂ν + ∂u0∂ν
∥∥∥∥2
H
1
2 (Γ1)
=
=
∥∥∥∥−β(x)z∂µ(0) + β(x)µ(0)u1
∥∥∥∥2
H
1
2 (Γ1)
≤ C‖z − u1‖2V < Cε2
Além disso, por (1.33), obtemos
µ(0)
∂w
∂ν
+ βz = sobre Γ1.
Portanto, a proposição está provada.
Capítulo 2
Solução forte
Neste capítulo, vamos provar a existência e unicidade de solução forte do problema
(1), onde as condições iniciais são funções suaves. Para tanto, empregaremos o método
de Faedo-Galerkin, que consiste em aproximar a solução que desejamos encontrar por
uma sequência de soluções de problemas análogos, porém em dimensão ﬁnita.
No que segue, assumimos que Ω é um aberto do Rn de classe C2 com fronteira Γ.
Seja Γ = Γ0∪Γ1, com Γ0∩Γ1 = ∅, med(Γ0),med(Γ1) > 0 e consideremos Q = Ω×(0, T )
um domínio cilíndrico de Rn+1, com T > 0 um número real.
2.1 Existência de solução forte
Iniciaremos esta seção com o conceito de solução forte.
Deﬁnição 2.1.1 Dizemos que uma função u : Q→ R é uma solução forte do problema
(1) se
u ∈ L∞loc(0,∞;V ∩H2(Ω)) e u′ ∈ L∞loc(0,∞;V )
u′′ ∈ L2loc(0,∞;L2(Ω))
u′′ − µ4u+ h(u) = f em L2loc(0,∞;L2(Ω))
µ
∂u
∂ν
+ βu′ = 0 em L∞loc(0,∞;H
1
2 (Γ1))
u(0) = u0 e u
′(0) = u1 em Ω.
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Sejam Ω, Q, Γ como na introdução e f : Q → R, u0, u1 : Ω → R, β : Γ1 → R,
h : R→ R e µ : (0, T )→ R satisfazendo
h : R→ R uma função lipschitziana com constante Ch e
sh(s) ≥ 0, para todo s ∈ R;
(2.1)
(u0, u1) ∈ [V ∩H2(Ω)]× V ; (2.2)
β ∈ W 1,∞(Γ1) tal que β(x) ≥ β0 > 0; (2.3)
µ ∈ W 1,∞(0, T ) tal que µ(t) ≥ µ0 > 0; (2.4)
µ(0)
∂u0
∂ν
+ βu1 = 0 em Γ1; (2.5)
f ∈ H1(0, T ;L2(Ω)). (2.6)
Teorema 2.1.1 Considere as hipóteses (2.1)-(2.6). Então, existe uma única função
u : Q→ R tal que
u ∈ L∞(0, T ;V ) ∩ L2(0, T ;H2(Ω)),
u′ ∈ L∞(0, T ;V ),
u′′ ∈ L2(Q).
u′′ − µ4u+ h(u) = f em L2(Q);
µ
∂u
∂ν
+ βu′ = 0 em L2(0, T ;H
1
2 (Γ1));
u(0) = u0, u
′(0) = u1 em Ω.
Demonstração: Para a prova, empregaremos o método de Faedo-Galerkin com a base
especial em V ∩H2(Ω). Como u0 ∈ V ∩H2(Ω) e u1 ∈ V segue pela Proposição 1.7 que
existem duas sequências u0k, u1k de vetores em V ∩H2(Ω) tais que
u0k → u0 em V ∩H2(Ω). (2.7)
u1k → u1 em V. (2.8)
µ(0)
∂u0k
∂ν
+ β(x)u1k = 0 em Γ1,∀k ∈ N. (2.9)
Fixemos k ∈ N de forma que u0k, u1k sejam linearmente independente e tomamos
wk1 =
u0k
‖u0k‖V ∩H2(Ω)
e wk2 =
u1k
‖u1k‖V ∩H2(Ω)
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os dois primeiros vetores ortonormais. Assim, pelo processo de ortonormalização de
Gram-Schimidt, construíremos uma base ortonormal em V ∩H2(Ω) que representare-
mos por
B = {wk1 , wk2 , . . . , wkj , . . .}, (2.10)
para todo k ∈ N.
Se para cada k ∈ N, os vetores são linearmente dependentes, escolhemos
wk1 =
u0k
‖u0k‖V ∩H2(Ω)
e wk2 qualquer vetor fora da reta λu0k. Continuando com este processo, obteremos uma
sequência (wkj )j∈N ⊂ V ∩H2(Ω) de vetores linearmente independente.
Para cada m ∈ N, seja V km =
[
wk1 , w
k
2 , . . . , w
k
m
]
o subespaço de V ∩H2(Ω) gerado pelos
m primeiros vetores da base (2.10).
Vamos encontrar uma solução ukm ∈ V km do tipo
ukm(t) =
m∑
j=1
gjkm(t)w
k
j (x), (2.11)
onde gjkm são as soluções do sistema de equações diferenciais ordinárias∣∣∣∣∣∣∣∣∣
(u′′km(t), v) + µ(t)((ukm(t), v)) + (h(ukm(t)), v) + (βu
′
km(t), v)L2(Γ1) = (f, v),∀v ∈ V km
ukm(x, 0) = u0k
u′km(x, 0) = u1k
(2.12)
Dessa forma, estamos diante de um problema de valor inicial de um sistema de equações
diferenciais ordinárias. Agora, note que a existência da solução do problema aproxi-
mado (2.12) é garantida por ser um sistema de equações diferenciais ordinárias nas
condições do Teorema de Caratheódory, como feito em [5].(Ver Apêndice B).
Portanto, existe uma solução aproximada para t ∈ [0, tkm) com t < tkm.
2.2 Estimativas a Priori
No que segue, obteremos estimativas a priori para as soluções ukm(t) do sistema
(2.12), permitindo prolongar a solução ao intervalo [0, T ], como consequência do teo-
rema do prolongamento de soluções, cf [5].
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Primeira Estimativa:
Tomando v = 2u′km(t) ∈ V km em (2.12), tem-se
(u′′km(t), 2u
′
km(t))+µ(t)((ukm(t), 2u
′
km(t)))+(h(ukm(t)), 2u
′
km(t))+
∫
Γ1
β(x)u′′km(t)2u
′
km(t))dΓ =
= (f(t), 2u′km(t))
A partir de agora, analizaremos cada termo da igualdade acima separadamente.
(u′′km(t), 2u
′
km(t)) =
d
dt
|u′km(t)|2. (2.13)
µ(t)((ukm(t), 2u
′
km(t)) = µ(t)
d
dt
‖ukm(t)‖2. (2.14)
Observe que
d
dt
[
µ(t)‖ukm(t)‖2
]
= µ′(t)‖ukm(t)‖2 + µ(t) d
dt
‖ukm(t)‖2
implicando
µ(t)
d
dt
‖ukm(t)‖2 = −µ′(t)‖ukm(t)‖2 + d
dt
[
µ(t)‖ukm(t)‖2
]
.
Portanto
µ(t)((ukm(t), 2u
′
km(t))) = −2µ′(t)‖ukm(t)‖2 +
d
dt
[
µ(t)‖ukm(t)‖2
]
. (2.15)
(h(ukm(t)), 2u
′
km(t)) = 2
∫
Ω
h(ukm(t))2u
′
km(t)dx.
Temos Λ(t) =
∫ t
0
h(s)ds. Então Λ(ukm(x, t)) =
∫ ukm(x,t)
0
h(s)ds. Daí,
2
d
dt
[Λ(ukm(x, t))] = 2h(ukm(x, t))u
′
km(x, t)
o que implica
2
∫
Ω
d
dt
[
Λ(ukm(x, t))]dx = 2
∫
Ω
h(ukm(x, t))u
′
km(x, t)dx.
Pela duas última igualdadades acima, temos
(h(ukm(t), 2u
′
km(t)) = 2
∫
Ω
d
dt
[
Λ(ukm(x, t))]dx. (2.16)
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Logo, de (2.13), (2.15) e (2.16), podemos escrever
(u′′km(t), 2u
′
km(t)) + µ(t)((ukm(t), 2u
′
km(t)) + (h(ukm(t)), 2u
′
km(t)) +
∫
Γ1
β(x)
[
u′km(t)
]2
dΓ =
=
d
dt
|u′km(t)|2 − 2µ′(t)‖ukm(t)‖2 +
d
dt
[
µ(t)‖ukm(t)‖2
]
+ 2
∫
Ω
d
dt
[
Λ(ukm(x, t))dx+
+
∫
Γ1
β(x)
[
u′km(t)
]2
dΓ = 2(f(t), u′km(t)).
Integrando no intervalo [0, tkm], com tkm < T , obtemos
|u′km(t)|2 − |u′1k|2 −
∫ t
0
µ′(s)‖ukm(s)‖2ds+ µ(t)‖ukm(t)‖2 − µ(0)‖u0k‖2 =
= 2
∫
Ω
Λ(ukm(x, t))dx− 2
∫
Ω
Λ(ukm(x, 0))dx+ 2
∫ t
0
∫
Γ1
β(x)[ukm(x, s)]
2dΓds =
= 2
∫ t
0
(f(t), u′km(s))ds.
l
Pela desigualdade de Cauchy-Schartz e Young, obtemos
|u′km(t)|2 + µ(t)‖ukm(t)‖2 + 2
∫
Ω
Λ(ukm(x, t))dx+ 2
∫ t
0
∫
Γ1
β(x)[u′km(x, s)]
2dΓds ≤
≤ |u′1k|2 + µ(0)‖u0k‖2 +
∫ t
0
|f(s)|2ds+
∫ t
0
|ukm(s)|2ds
∫ t
0
µ′(s)‖ukm(s)‖2ds+
+
∫
Ω
Λ(u0k(x))dx.
Usando as hipóteses que µ ∈ W 1,∞(0, T ) , f ∈ L2(0, T ;L2(Ω)) e as convergências dos
dados iniciais, obtemos
|u′km(t)|2 + µ0‖ukm(t)‖2 + 2
∫
Ω
Λ(ukm(x, t))dx+ 2β0
∫ t
0
∫
Γ1
[u′km(x, s)]
2dΓds ≤
≤ |u1k|2 + µ(0)‖u0k‖2 +
∫ t
0
|f(s)|2ds+
∫ t
0
|ukm(s)|2ds+ ‖µ‖L∞(0,T )
∫ t
0
‖ukm(s)‖2ds+
+
∫
Ω
Λ(u0k(x))dx.
(2.17)
Desejamos utilizar o Lema de Gronwall, para tanto devemos mostrar que∫
Ω
Λ(u0k(x))dx ≤ C,
onde C é uma constante que independe de k,m ∈ N.
De fato, como sh(s) ≥ 0 e 0 ≤ s ≤ t, segue que h(s) ≥ 0. Da continuidade de h,
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obtemos que
Λ(t) =
∫ t
0
h(s) ≥ 0,∀t ∈ (0, T ).
Além disso, devemos notar que h(0) = 0. Daí, obtemos
2
∫
Ω
Λ(u0k(x))dx ≤ 2
∣∣∣∣∫
Ω
Λ(u0k(x))dx
∣∣∣∣ ≤ 2
∣∣∣∣∣
∫
Ω
∫ u0k(x)
0
h(s)ds
∣∣∣∣∣ ≤
∫
Ω
∫ u0k(x)
0
|h(s)−h(0)|ds.
Desde que h é lipschitziana, temos∫
Ω
Λ(u0k(x))dx ≤
∫
Ω
∫ u0k(x)
0
Ch|s− 0|dsdx = Ch
∫
Ω
|u0k(x)|2dx = Ch|u0k(x)|.
Portanto, ∫
Ω
Λ(u0k(x)dx ≤ Ch|u0k|2 (2.18)
Daí, usando o fato que a imersão V ↪→ L2(Ω) é contínua, decorre de (2.7) que∫
Ω
Λ(u0k(x)dx ≤ c0
Logo, de (2.17)
|u′km(t)|2 + ‖u′km(t)‖2 + 2
∫
Ω
Λ(ukm(x, t))dx+
∫ t
0
∫
Γ1
[u′km(x, s)]
2dsdΓ ≤
≤ P +
∫ t
0
|u′km(s)|ds+ ‖µ′‖L∞(0,T )
∫ t
0
‖ukm(s)‖2ds
onde P é uma constante positiva. Então, pelo Lema de Gronwall podemos concluir que
|u′km(t)|2 + ‖ukm(t)‖2 +
∫ t
0
∫
Γ1
[u′km(x, s)]
2dsdΓ ≤M, (2.19)
onde M é uma constante que independe de k,m ∈ N, ∀t ∈ [0, T ].
Dessa forma, podemos prolongar a solução aproximada ukm(t) para todo t ∈
[
0, T
]
,
devido ao teorema do prolongamento de soluções.
Segunda Estimativa
Nosso objetivo agora será obter uma estimativa para u′′km(t) e, para tanto, consideremos
a derivada com respeito a t da equação aproximada (2.12), isto é,
(u′′′km(t), v) +
d
dt
[
µ(t)((ukm(t), v))
]
+ (h′(ukm(t)u′km(t), v)) +
∫
Γ1
β(x)u′′km(x, t)vdΓ =
= (f ′(t), v).
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Considerando v = 2u′′km(t) ∈ V km, obtemos
(u′′′km(t), 2u
′′
km(t)) + µ
′(t)((ukm(t), 2u′′km(t))) + µ(t)((u
′
km(t), 2u
′′
km(t)))+
+((h′(ukm(t))u′km(t), 2u
′
km(t))) +
∫
Γ1
β(x)u′′km(x, t)2u
′′
km(x, t)dΓ =
= (f ′(t), 2u′km(t)).
Temos
µ(t)((u′km(t), 2u
′′
km(t))) = µ(t)
d
dt
‖u′′km(t)‖2. (2.20)
Observe que
d
dt
(µ(t)‖u′km(t)‖) = µ′(t)‖u′′km(t)‖2 + µ(t)
d
dt
‖u′km(t)‖2
o que implica
µ(t)
d
dt
‖u′km(t)‖2 =
d
dt
(µ(t)‖u′km(t)‖)− µ′(t)‖u′′km(t)‖2.
Logo,
d
dt
|u′km(t)|2 + 2µ′(t)((ukm(t), u′′km(t))) +
d
dt
(µ(t)‖u′km(t)‖2)− µ′(t)‖u′′km(t)‖2 +
((h′(ukm(t)), 2u′km(t)) + 2
∫
Γ1
β(x)u′′km(x, t)u
′′
km(x, t)dΓ = 2(f
′(t), u′km(t))
Integrando de 0 ≤ t ≤ T , temos
|u′km(t)|2 + 2
∫ t
0
µ′(s)((ukm(s), u′′km(s)))ds+ µ(t)‖u′km(t)‖2 + 2
∫ t
0
((h′(ukm(s)), u′km(s)))ds+
+2
∫ t
0
∫
Γ1
β(x)u′′km(x, s)u
′′
km(x, s)dΓ = |u′′km(0)|2 + µ(0)‖u1k‖2 + 2
∫ t
0
(f ′(s), u′km(s))ds+
+
∫ t
0
µ′(t)‖u′′km(s)‖2ds
Como
−
∫ t
0
(h′(ukm(s)), 2u′km(s))ds ≤
∫ t
0
|((h′(ukm(s)), 2u′km(s)))|ds
e pela hipótese (2.4) obtemos,
|u′km(t)|2 + 2
∫ t
0
µ′(s)((ukm(s), u′′km(s)))ds+ µ(t)‖u′km(t)‖2+
+2
∫ t
0
∫
Γ1
β(x)u′′km(x, s)u
′′
km(x, s)dΓ ≤ |u′′km(0)|2 + µ(0)‖u1k‖2 +
∫ t
0
|(h′(ukm(s)), 2u′km(s))|ds
+2
∫ t
0
(f ′(s), u′km(s))ds+ ‖µ′‖
∫ t
0
‖u′km(s)‖ds.
(2.21)
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Desejamos novamente fazer uso do Lema de Gronwall, dessa forma, necessitamos mos-
trar que
|u′′km(0)|2 é limitada em L2(Ω). (2.22)
De fato, considerando t = 0 em (2.12) e tomando v = u′′km(0) ∈ V km, temos
(u′′km(0), u
′′
km(0)) + µ(0)((ukm(0), u
′′
km(0))) + (h(ukm(0)), u
′′
km(0)) +
∫
Γ1
β(x)u′km(x, 0)u
′′
km(0)dΓ
= (f(0), u′′km(0))
o que implica
|u′′km(0)|2 + µ(0)((ukm(0), u′′km(0))) + (h(ukm(0)), u′′km(0)) +
∫
Γ1
β(x)u′km(x, 0)u
′′
km(0)dΓ =
= (f(0), u′′km(0))
Daí,
|u′′km(0)|2 + (∇µ(0)ukm(0),∇u′′km(0)) + (h(ukm(0)), u′′km(0)) +
∫
Γ1
β(x)u′km(x, 0)u
′′
km(x, 0)dΓ
= (f(0), u′′km(0)).
Pela fórmula de Green, obtemos
|u′′km(0)|2 −
∫
Ω
∆ [µ(0)ukm(0)u
′′
km(0)] dx+
∫
Γ1
µ(0)
∂ukm(x, 0)
∂ν
u′′km(x, 0)dΓ + (h(ukm(0)), u
′′
km(0))
+
∫
Γ1
β(x)u′km(x, 0)u
′′
km(x, 0)dΓ = (f(0), u
′′
km(0)).
Assim,
|u′′km(0)|2 − µ(0)
∫
Ω
∆ukm(0)u
′′
km(0)dx+ (h(ukm(0)), u
′′
km(0))+
+
∫
Γ1
[
µ(0)
∂u0k
∂ν
+ β(x)u1k
]
u′′km(x, 0)dΓ = (f
′(0), u′′km(0)).
Segue por (2.9) que
|u′′km(0)|2 − µ(0)
∫
Ω
∆ukm(0)u
′′
km(0)dx+ (h(ukm(0)), u
′′
km(0)) = (f(0), u
′′
km(0)).
Pela Desigualdade de Cauchy-Schwartz, tem-se
|u′′km(0)|2 ≤ µ(0)|∆u0k||u′′km(0)|+ |h(u0k)||u′′km(0)|+ f(0)|u′′km(0)|.
Daí, obtemos
|u′′km(0)| ≤ µ(0)|∆u0k|+ |h(u0k)|+ |f(0)|.
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Usando a norma induzida de H2(Ω) em V ∩H2(Ω), por (2.7) segue que
∆u0k → ∆u0 em L2(Ω)
e daí
|∆u0k| é limitada em L2(Ω).
Por outro lado, de (2.2) e (2.7), temos
|h(u0k)| ≤
∫
Ω
C2h|u0k|2 ≤ C2h|u0k|2.
Portanto
|u′′km(0)|2 ≤ L, (2.23)
onde L é uma constante positiva independente de t, k ∈ N.
Observação 2.2.1 Note que faz sentido calcular f(0), pois f ∈ H1(0, T ;L2(Ω)), isto
é, f ∈ L2(0, T ;L2(Ω)) e f ′ ∈ L2(0, T ;L2(Ω)). Logo, pelo teorema 1.2.1 faz sentido
calcular f(0).
Observação 2.2.2 A limitação de (u′′km(0)) em L
2(Ω) é um dos pontos chave da prova.
No que segue, vamos analisar o termo 2
∫ t
0
µ′(s)((ukm(t), u′′km(t))). Com efeito,
multiplicando ambos os lados do problema aproximado (2.12) por
µ′(t)
µ(t)
e tomando
v = 2u′′km(t), obtemos
µ′(t)((ukm(t), u′′km(t))) =
µ′(t)
µ(t)
(f(t), u′′km(t))−
µ′(t)
µ(t)
|ukm(t)|2−
−µ
′(t)
µ(t)
(h(ukm(t), u
′′
km(t))−
µ′(t)
µ(t)
∫
Γ1
β(x)u′km(t)u
′′
km(t)dΓ1. (2.24)
Logo, substituindo (2.24) em (2.21), obtemos
|u′′km(t)|2 + µ(t)‖u′km(t)‖+ 2
∫ t
0
∫
Γ1
β(x)[u′′km(x, s)]
2dΓ + 2
∫ t
0
µ′(s)
µ(s)
(f(s), u′′km(s))ds−
−2
∫ t
0
µ′(s)
µ(s)
|u′′km(s)|2ds− 2
∫ t
0
µ′(t)
µ(t)
(h(ukm(s), u
′′
km(s))− 2
∫ t
0
µ′(t)
µ(t)
∫
Γ1
β(x)u′km(s)u
′′
km(s)ds
≤ |u′′km(0)|2 + µ(0)‖u1k‖+ 2
∫ t
0
(h′(ukm(s).u′km(s), u
′′
km(s))ds+ 2
∫ t
0
(f ′(s), u′′km(s))ds +
‖µ′‖L∞(0,T )
∫ t
0
‖u′km(s)‖2ds,
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o que implica
|u′′km(t)|2 + µ(t)‖u′km(t)‖2 + 2
∫ t
0
∫
Γ1
β(x)[u′′km(x, s)]
2dΓ ≤ |u′′km(0)|2 + µ(0)‖u1k‖2+
+2
∫ t
0
(h′(ukm(s).u′km(s), u
′′
km(s))ds+ 2
∫ t
0
(f ′(s), u′′km(s))ds + ‖µ′‖L∞(0,T )
∫ t
0
‖u′km(s)‖2ds
+2
∫ t
0
∣∣∣∣µ′(s)µ(s)
∣∣∣∣ |(f(s), u′′km(s))|ds + 2∫ t
0
µ′(s)
µ(s)
|u′′km(s)|2ds + 2
∫ t
0
µ′(t)
µ(t)
(h(ukm(s), u
′′
km(s))+
2
∫ t
0
µ′(t)
µ(t)
∫
Γ1
β(x)u′km(s)u
′′
km(s)dsdΓ.
(2.25)
Vamos analisar o termo
µ′(t)
µ(t)
∫
Γ1
β(x)u′km(s)u
′′
km(s)ds da desigualdade acima.
Note que pela desigualdade de Hölder e Young, obtemos
µ′(t)
µ(t)
∫
Γ1
β(x)u′km(s)u
′′
km(s)ds ≤ 2
∣∣∣∣µ′(t)µ(t)
∫
Γ1
β(x)u′km(s)u
′′
km(s)ds
∣∣∣∣ dΓ
≤ 2
[ ∫
Γ1
(
µ′(t)
µ(t)
√
β(x)u′km(s)dΓ
)2 ] 12 {[∫
Γ1
[
√
β(x)u′′km(t)]
2dΓ
)} 1
2
∫
Γ1
β(x)
[
µ′(t)
µ(t)
u′km(t)
]2
dΓ +
∫
Γ1
β(x)[u′′km(t)]
2dΓ
(2.26)
Substituindo (2.26) em (2.25), resulta que
|u′′km(t)|2 + µ(t)‖ukm(t)‖+ 2
∫ t
0
∫
Γ1
β(x)[u′′km(x, s)]
2dΓ ≤| u′′km(0) |2 +µ(0)‖u1k‖+
+2
∫ t
0
(h′(ukm(s).u′km(s), u
′′
km(s))ds+ 2
∫ t
0
(f ′(s), u′′km(s))ds+ ‖µ′‖L∞(0,T )
∫ t
0
‖u′km(s)‖2ds
+2
∫ t
0
∣∣∣∣µ′(s)µ(s)
∣∣∣∣ |(f(s), u′′km(s))|ds+ 2 ∫ t
0
µ′(s)
µ(s)
|u′′km(s)|2ds+ 2
∫ t
0
µ′(t)
µ(t)
(h(ukm(s), u
′′
km(s))ds+
+
∫ t
0
∫
Γ
β(x)
[
µ′(s)
µ(s)
u′′km(s)
]2
dΓds+
∫ t
0
∫
Γ
β(x)[u′′km(s)]
2dΓds.
Assim,
|u′′km(t)|2 + µ(t)‖ukm(t)‖+ 2
∫ t
0
∫
Γ1
β(x)[u′′km(x, s)]
2dΓds−
∫ t
0
∫
Γ1
β(x)[u′′km(x, s)]
2dΓds ≤
≤ |u′′km(0)|2 + µ(0)‖u1k‖+ 2
∫ t
0
(h′(ukm(s).u′km(s), u
′′
km(s))ds+ 2
∫ t
0
(f ′(s), u′′km(s))ds
+‖µ′‖L∞(0,T )
∫ t
0
‖u′km(s)‖2ds+ 2
∫ t
0
∣∣∣∣µ′(s)µ(s)
∣∣∣∣ |(f(s), u′′km(s))|ds+ 2 ∫ t
0
µ′(s)
µ(s)
|u′′km(s)|2ds+
+2
∫ t
0
µ′(t)
µ(t)
(h(ukm(s), u
′′
km(s)) +
∫ t
0
∫
Γ
β(x)
[
µ′(s)
µ(s)
u′′km(s)
]2
dΓds.
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Portanto,
|u′′km(t)|2 + µ(t)‖ukm(t)‖+
∫ t
0
∫
Γ1
β(x)[u′′km(x, s)]
2dΓds ≤ |u′′km(0)|2 + µ(0)‖u1k‖+
+2
∫ t
0
(h′(ukm(s).u′km(s), u
′′
km(s))ds+ 2
∫ t
0
(f ′(s), u′′km(s))ds
+‖µ′‖L∞(0,T )
∫ t
0
‖u′km(s)‖2ds+ 2
∫ t
0
∣∣∣∣µ′(s)µ(s)
∣∣∣∣ |(f(s), u′′km(s))|ds+ 2 ∫ t
0
µ′(s)
µ(s)
|u′′km(s)|2ds+
2
∫ t
0
µ′(t)
µ(t)
(h(ukm(s), u
′′
km(s))ds+
∫ t
0
∫
Γ
β(x)
[
µ′(s)
µ(s)
u′′km(s)
]2
dΓds
(2.27)
No que segue, faremos a análise dos termos da direita de (2.27).
• 2
∫ t
0
(h′(ukm(s).u′km(s), u
′′
km(s))ds
Sendo h Lipschitiziana, temos |h′(s)| ≤ Ch quase sempre. Temos também pela De-
sigualdade de Cauchy-Schwartz e Young e pela imersão contínua V ↪→ L2(Ω) com
constante de imersão c0, obtemos
2
∫ t
0
(h′(ukm(s).u′km(s), u
′′
km(s))ds ≤ 2
∫ t
0
|h′(ukm(s)u′km(s))||u′′km(s)|ds
≤ 2
∫ t
0
Ch|u′km(s)||u′′km(s)|ds ≤ C2h
∫ t
0
|u′km(s)|2ds+
∫ t
0
|u′′km(s)|2ds ≤
≤ Chc0‖u′km(s)‖2ds+
∫ t
0
|u′′km(s)|2ds.
(2.28)
• 2
∫ t
0
(f ′(s), u′′km(s))ds.
Observe que pela desigualdade de Cauchy-Schwartz e Young, obtemos
2
∫ t
0
(f ′(s), u′′km(s))ds ≤ 2
∫ t
0
|(f ′(s), u′′km(s))|ds ≤ 2
∫ t
0
|f ′(s)||u′′km(s)|ds
≤
∫ t
0
|f ′(s)|2ds+
∫ t
0
|u′′km(s)|2ds.
• 2
∫ t
0
∣∣∣∣µ′(t)µ(t) (f(s), u′′km(s))
∣∣∣∣ ds.
Pela desigualdade de Cauchy-Schwartz e Young e por (2.4), obtemos
2
∫ t
0
∣∣∣∣µ′(t)µ(t) |(f(s), u′′km(s))|
∣∣∣∣ ds ≤ ‖µ‖L∞(0,T )µ0
∫ t
0
|f(s)|2ds+ ‖µ‖L∞(0,T )
µ0
∫ t
0
|u′′km(s)|2ds
• 2
∫ t
0
µ′(s)
µ(s)
|u′′km(s)|2ds
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Novamente pela desigualdade de Cauchy-Schwartz e Young, e pela imersão contínua
V ↪→ L2(Ω), obtemos
2
∫ t
0
µ′(s)
µ(s)
|u′′km(s)|2ds ≤ 2
‖µ′‖L∞(0,T )
µ0
c0
∫ t
0
‖u′′km(s)‖2ds,
• 2
∫ t
0
µ′(s)
µ(t)
(h(ukm(s)), u
′′
km(s))ds.
Observe que pela primeira estimativa, pela desigualdade de Cauchy-Schwartz e Young,
por h ser Lipschitiziana, e pela imersão contínua V ↪→ L2(Ω) , obtemos
2
∫ t
0
µ′(s)
µ(t)
(h(ukm(s)), u
′′
km(s))ds ≤ 2
∫ t
0
∣∣∣∣µ′(s)µ(t)
∣∣∣∣ (h(ukm(s)), u′′km(s))ds ≤
≤ 2
∫ t
0
∣∣∣∣µ′(s)µ(t)
∣∣∣∣ |h(ukm(s))||u′′km(s)|ds ≤ 2‖µ′‖µ0
∫ t
0
Ch|ukm(s)||u′′km(s)|ds ≤
‖µ′‖
µ0
Chc0M+
+
‖µ′‖
µ0
Chc0
∫ t
0
|ukm(s)|2ds
•
∫ t
0
∫
Γ1
β(x)
[
µ′(t)
µ(t)
u′km(t)
]2
dΓds
Novamente pela primeira estimativa, segue que∫ t
0
∫
Γ1
β(x)
[
µ′(t)
µ(t)
u′km(t)
]2
dΓds ≤ ‖β‖L∞(Γ1)‖µ
′‖2
µ20
∫
Γ1
[u′km(t)]
2dΓ ≤ ‖β‖L∞(Γ1)‖µ
′‖2
µ20
M.
Pela análise dos termos acima, da imersão contínua V ↪→ L2(Ω) e por (2.9), podemos
escrever (2.27) da seguinte forma:
|u′′km(t)|2 + µ0‖u′km(t)‖2 +
∫ t
0
∫
Γ1
β(x)[u′′km(x, s)]
2dΓds ≤ |u′′km(t)|2 + µ(t)‖ukm(t)‖2+∫ t
0
∫
Γ1
β(x)[u′′km(x, s)]
2dΓds ≤ Chc0
∫ t
0
‖u′km(s)‖2ds+
∫ t
0
|u′′km(s)|2ds+
∫ t
0
|f(s)|2ds+
+
∫ t
0
|f ′(s)|2ds‖µ
′‖L∞(0,T )
µ0
∫ t
0
|u′′km(s)|2ds+ 2
‖µ′‖L∞(0,T )
µ0
c0
∫ t
0
‖u′′km(s)‖2ds+
+
‖µ′‖L∞(0,T )
µ0
Chc0M +
‖µ′‖L∞(0,T )
µ0
Chc0
∫ t
0
‖u′′km(s)‖2ds+
‖β‖L∞(Γ1)‖µ′‖2
µ20
M.
Desde que f ∈ H1(0, T, L2(Ω)), temos∫ t
0
|f(s)|2ds ≤ P1 e
∫ t
0
|f ′(s)|2ds ≤ P2.
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Logo, denotando por S a constante que limita o termo µ(0)‖u1k‖2, temos
|u′′km(t)|2 + µ0‖u′km(t)‖2 + β0
∫ t
0
∫
Γ1
[u′′km(x, s)]
2dΓds ≤ [C2hc0] + ‖µ′‖L∞(0,T ) ]
∫ t
0
‖u′km(s)‖2ds
+
[
2 +
‖µ′‖L∞(0,T )
µ0
+ 2
‖µ′‖L∞(0,T )
µ0
c0 +
‖µ′‖L∞(0,T )
µ0
Chc0
] ∫ t
0
|u′′km(s)|2ds+
+
‖β‖L∞(Γ1)‖µ′‖2L∞(0,T )
µ20
M + P1 + P2 +
‖µ′‖L∞(0,T )
µ0
Chc0 + L+ S
(2.29)
Daí, denotando por D1 =
‖β‖L∞(Γ1)‖µ′‖2L∞(0,T )
µ20
M +P1 +P2 +
‖µ′‖L∞(0,T )
µ0
Chc0 +L+S,
D2 = [C
2
hc0] + ‖µ′‖L∞(0,T ) e D3 = [2 +
‖µ′‖L∞(0,T )
µ0
+ 2
‖µ′‖L∞(0,T )
µ0
c0 +
‖µ′‖L∞(0,T )
µ0
Chc0],
resulta de (2.29) que
|u′′km(t)|2 + µ0‖u′km(t)‖2 + β0
∫ t
0
∫
Γ1
[u′′km(x, s)]
2dΓds ≤ D1 +D2
∫ t
0
‖u′km(s)‖2ds+
+D3
∫ t
0
|u′′km(s)|2ds.
Portanto, pelo Lema de Gronwall, obtemos
|u′′km(t)|2 + ‖u′km(t)‖2 +
∫ t
0
∫
Γ1
[u′′km(x, s)]
2dΓds ≤ N,∀t ∈ [0, T ] (2.30)
onde N é uma constante que independe de k,m. Logo, da última desigualdade acima
e por (2.19), obtemos ∣∣∣∣∣∣∣∣∣∣∣∣
(ukm) é limitada em L∞(0, T ;V )
(u′km) é limitada em L
∞(0, T ;V )
(u′′km) é limitada em L
2(0, T ;L2(Γ1))
(u′′km) é limitada em L
∞(0, T ;L2(Ω)).
(2.31)
Além disso, h(ukm) é limitada em L2(Q). De fato, por h ser Lipschitziana com constante
Ch e pela primeira estimativa, obtemos
‖h(ukm)‖L2(0,T ;L2(Ω)) =
∫ t
0
∫
Ω
|h(ukm(x, t)|2dxdt ≤ C2h
∫ t
0
∫
Ω
|ukm(x, t)|2dsdx ≤ ‖ukm‖L2(0,T ;L2(Ω))
Da imersão L2(0, T ;V ) ↪→ L2(0, T ;L2(Ω)), segue que h(ukm) é limitada em L2(Q).
2.3 Passagem ao limite quando m→∞
No que segue, com as limitações em (2.31), obtemos as seguintes convergências
quando m→∞.
ukm
∗
⇀ uk em L
∞(0, T ;V ); (2.32)
41
u′km
∗
⇀ r em L∞(0, T ;V ); (2.33)
u′′km⇀s em L
2(Q). (2.34)
Pelo teorema do traço de ordem zero e da imersão contínua V ↪→ L2(Ω), obtemos
‖γ0u′km(t)‖H 12 (Γ1) ≤ C‖u
′
km(t)‖
Desta última desigualdade e (2.32), segue que (u′km) é limitada em L
∞(0, T,H
1
2 (Γ1))
e, portanto,
u′km
∗
⇀ u′k em L
∞(0, T,H
1
2 (Γ1)). (2.35)
Mostraremos que s = u′k e seguindo o mesmo raciocínio podemos mostrar que r = u
′′
k.
Com efeito, a convergência em (2.32) é equivalente a
〈ukm, ψ〉L∞(0,T ;V )×L1(0,T,V ′) → 〈uk, ψ〉L∞(0,T ;V )×L1(0,T ;V ′), ∀ψ ∈ L1(0, T ;V ′).
Note que pelo Teorema 1.2.2, obtemos
〈ukm, ψ〉L∞(0,T,V )×L1(0,T ;V ′) =
∫ T
0
〈ukm(t), ψ(t)〉V×V ′dt.
Daí ∫ T
0
〈ukm(t), ψ(t)〉V×V ′dt→
∫ T
0
〈uk(t), ψ(t)〉V×V ′dt,∀ψ ∈ L1(0, T ;V ′)
Em particular∫ T
0
〈ukm(t), ψ(t)〉V×V ′dt→
∫ T
0
〈uk(t), ψ(t)〉V×V ′dt, ∀ψ ∈ L2(0, T, L2(Ω)).
Temos como consequência do Teorema da Representação de Riesz
〈ukm(t), ψ(t)〉V×V ′ = (ukm(t), ψ(t))L2(Ω),
logo
ukm ⇀ u em L
2(0, T ;L2(Ω)) ≡ L2(Q) (2.36)
Daí, por deﬁnição de convergência fraca, para todo g ∈ [L2(Q)]′, tem -se
(g, ukm)L2(Q) → (g, uk)L2(Q).
Pelo teorema da Representação de Riesz∫
Ω
∫ T
0
ukm(x, t)ψ(x, t)dxdt→
∫
Ω
∫ T
0
uk(x, t)ψ(x, t)dxdt
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isto é ∫ T
0
(ukm(t), ψ(t))dt→
∫ T
0
(uk(t), ψ(t))dt,
Seja θ ∈ D(0, T ) e ρ ∈ L2(Ω) e considere κ = θρ ∈ L2(Ω). Daí∫ T
0
(ukm(t), ρ(t))θ(t)dt→
∫ T
0
(uk, ρ(t))θ(t)dt,
implicando que
(ukm(t), ρ)→ (uk, ρ), em D′(0, T ), ∀ρ ∈ L2(Ω) (2.37)
Da convergência (2.33), segue de forma análogo ao que foi feito anteriormente que
u′km ⇀ r em L
2(Q),
e portanto podemos concluir que
(u′km(t), ρ)→ (r(t), ρ) em D′(0, T ), ∀ρ ∈ L2(Ω) (2.38)
Usando a derivada distribuicional em (2.37) resulta
d
dt
(ukm(t), ρ)→ d
dt
(uk(t), ρ)
implicando
(u′km(t), ρ)→
d
dt
(uk(t), ρ) (2.39)
da unicidade do limite
d
dt
(uk(t), ψ) = (r(t), ψ)
Pela Proposição 1.2.3, obtemos
u′k(t) = r(t)
Temos por (2.32) e da imersão contínua L∞(0, T ;V ) ↪→ L2(0, T ;V ) que
ukm ⇀ uk em L
2(0, T, V ).
Como L2(0, T ;V ) é reﬂexivo, temos ukm ⇀ uk em L2(0, T ;V ) e consequentemente,
(ukm)m∈N é limitada em L2(0, T,H1(Ω)), pois V
cont
↪→ H1(Ω).
De modo análogo, podemos concluir que
(u′km)m∈N é limitada em L
2(0, T ;L2(Ω)).
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Sendo a imersão H1(Ω) ↪→ L2(Ω) compacta, segue do Teorema de Aubin-Lions cf em
[11] ou [22] que existe uma subsequência de (ukm), que continuaremos denotando por
(ukm), tal que
ukm → uk em L2(Q),
de onde segue cf em Brezis [3] que existe uma subsequência de (ukm), ainda denotada
por (ukm), tal que
ukm → uk quase sempre em Q.
Da continuidade de h, obtemos
h(ukm)→ h(uk) quase sempre em Q. (2.40)
Agora usando h(ukm) ser limitada em L2(Q), por (2.40) e do Lema de Lions cf em [11],
obtemos
h(ukm) ⇀ h(uk) em L
2(Q). (2.41)
Multiplicando ambos os lados de (2.12) por θ ∈ D(0, T ), integrando de 0 a T e usando
as convergências (2.32), (2.34), (2.35), (2.41), obtemos por pasagem ao limite quando
m→∞∫ T
0
(u′′k(t), v)θdt+
∫ T
0
µ(t)((uk(t), v))θdt+
∫ T
0
(h(uk(t), v)θdt+
∫ T
0
∫
Γ1
β(x)u′k(x, t)vθdΓ1dt
=
∫ T
0
(f(t), v)θdt, ∀v ∈ V km, ∀θ ∈ D(0, T ).
(2.42)
Desde que V km é denso em V ∩ H2(Ω), segue que (2.42) esta assegurado para todo v
∈ V ∩H2(Ω).
2.4 Passagem ao limite quando k →∞
Aﬁrmamos que a primeira e segunda estimativas também são garantidas para a
subsequência (uk). De fato, de (2.32), segue da Proposição (B.2.3) que
‖uk‖L∞(0,T ;V ) ≤ lim inf ‖ukm‖ ≤ C, ∀k,m ∈ N,
onde C é uma constante que independe de k e m. Assim, passando o limite quando
k →∞ em (uk) obtemos uma função u : Q→ R tal que
uk
∗
⇀ u em L∞(0, T ;V ) (2.43)
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De modo análogo, obtemos
u′k
∗
⇀ u′ em L∞(0, T ;V ) (2.44)
u′k
∗
⇀ u′ em L∞(0, T ;H
1
2 (Γ1)) (2.45)
Temos também, como feito anteriormente que
u′′k ⇀ u
′′ em L2(Q) (2.46)
h(uk) ⇀ h(u) em L
2(Q) (2.47)
Passando ao limite em (2.42)quando k → ∞e usando as convergências (2.43)-(2.47) e
o fato de que V ∩H2(Ω) é denso em V , obtemos∫ T
0
(u′′(t), v)θdt+
∫ T
0
µ(t)((u(t), v))θdt+
∫ T
0
(h(u(t), v)θdt+
∫ T
0
∫
Γ1
β(x)u′(x, t)vθdΓ1dt
=
∫ T
0
(f(t), v)θdt, ∀v ∈ V, ∀θ ∈ D(0, T ).
(2.48)
Tomemos θv ∈ A (isto é, θ ∈ D(0, T ) e v ∈ D(Ω))). Assim, para θv ∈ A, obtemos∫ T
0
(u′′(t), v)θdt = 〈u′′, θv〉D′(Q)×D(Q)
∫ T
0
µ(t)((u(t), v))V θdt =
〈
µ(t)((µ(t)u(t), v))V
〉
D′(Q)×D(Q)∫ T
0
(h(u(t), v)θdt =
∫ T
0
(h(u(t), θv)dt = 〈h, θv〉D′(Q)×D(Q)
Como v ∈ D(Ω) segue v = 0 sobre Γ1, e portanto,∫ T
0
∫
Γ1
β(x)u′(x, t)vθdΓ1dt = 0.
Temos também∫ T
0
(f(t), v)θdt =
∫ T
0
(f(t), θv)dt = 〈f, θv〉D′(Q)×D(Q)
Destes fatos acima, podemos escrever
〈u′′, θv〉D′(Q)×D(Q) + 〈µ4u, θv〉D′(Q)×D(Q) + 〈h, θv〉D′(Q)×D(Q) = 〈f, θv〉D′(Q)×D(Q)
o que implica
〈u′′ − µ4u+ h(u), θv〉D′(Q)×D(Q) = 0, ∀θv ∈ A. (2.49)
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Logo, pela densidade de A em D(Q), resulta de (2.49) que:
u′′ − µ4u+ h(u) = f em D′(Q)
Portanto, obtemos µ4u ∈ L2(Q), pois u′′, h(u), f ∈ L2(Q) e assim,
u′′ − µ4u+ h(u) = f em L2(Q) = L2(0, T ;L2(Ω)). (2.50)
Como u ∈ L2(0, T, L2(Ω)) e ∆(µu) ∈ L2(0, T, L2(Ω)), resulta como feito em Milla
Miranda [18] que
µ
∂u
∂ν
∈ L2(0, T,H− 12 (Γ1)).
Multiplicando ambos os lados de (2.50) por vθ,com v ∈ V e θ ∈ D(0, T ), integrando
de 0 a T, obtemos∫ T
0
(u′′(t), v)θdt+
∫ T
0
µ(t)(−4u, v)θdt+
∫ T
0
(h(u), v)θdt =
∫ T
0
(f(t), v)θdt.
Pela formula de Green, obtemos∫ T
0
(u′′(t), v)θdt+
∫ T
0
µ((u(t).v(t)))θdt−
∫ T
0
〈
µ
∂u
∂ν
, v
〉
−H 12 (Γ1)×H
1
2 (Γ1)
θdt+∫ T
0
(h(u), v)θdt =
∫ T
0
(f(t), v)θdt
(2.51)
Comparando (2.48) com (2.51), obtemos∫ T
0
〈
βu′ + µ
∂u
∂ν
, v
〉
H−
1
2 (Γ1)×H
1
2 (Γ1)
θdt = 0 ∀v ∈ V e, ∀θ ∈ D(0, T ).
Portanto,
µ(t)
∂u(t)
∂ν
+ βu′(t) = 0 em H−
1
2 (Γ1).
Como β ∈ W 1,∞(Γ1) e u′ ∈ L∞(0, T ;H 12 (Γ1)), temos βu′ ∈ L∞(0, T,H 12 (Γ1)). Por-
tanto,
µ
∂u
∂ν
+ βu′ = 0 em L∞(0, T,H
1
2 (Γ1))
Para completar a prova do teorema, devemos provar que u ∈ L2(0, T,H2(Ω)). Consi-
deremos o seguinte problema de fronteira∣∣∣∣∣∣∣∣∣∣∣
−4(µu(t)) = f(t)− u′′(t)− h(u(t)) em Q,
µ(t)u(t) = 0 em Γ0 × [0, T ],
∂(µ(t)u(t))
∂ν
= −βu′(t) em Γ1 × [0, T ].
(2.52)
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Sendo f(t) − u′′(t) − h(u(t)) ∈ L2(Ω), segue pelo Teorema (B.2.6)) que µ(t)u(t) ∈
H2(Ω). Observe que µu ∈ L∞(0, T ;H2(Ω)) e por (2.4) segue que u ∈ L∞(0, T ;H2(Ω)).
Portanto, u ∈ L∞(0, T ;V ∩H2(Ω)).
2.5 Condições iniciais
Nesta seção, mostraremos que u(0) = u0 e que u′(0) = u1. Observe que∣∣∣∣∣∣∣
u ∈ L∞(0, T ;V ∩H2(Ω))
u′ ∈ L∞(0, T ;V )
e V ∩ H2(Ω) cont↪→ V , e então pelo Teorema 1.2.1, resulta que u ∈ C0([0, T ];V ). Logo,
faz sentido calcula u(0). De modo análogo, temos∣∣∣∣∣∣ u
′ ∈ L∞(0, T, V )↪→L2(0, T ;V )
u′′ ∈ L2(0, T ;L2(Ω))
e V
cont
↪→ L2(Ω). Dessa forma, seguindo o mesmo raciocínio, podemos concluir que
u ∈ C0([0, T ];L2(Ω)). Portanto, faz sentido calcular u′(0).
Da convergência uk
∗
⇀ u em L∞(0, T ;V ), concluí-se que para toda θ ∈ C1([0, T ]) com
θ(T ) = 0 e θ(0) = 1, obtemos que∫ T
0
〈uk(t), v〉V×V ′θ′(t)dt→
∫ T
0
〈u(t), v〉V ′×V θ′(t)dt,∀v ∈ V. (2.53)
Analogamente, da convergência u′k
∗
⇀ u′ em L∞(0, T, V ), para toda θ ∈ C1([0, T ]) com
θ(T ) = 0 e θ(0) = 1, obtemos∫ T
0
〈u′k(t), v〉V×V ′θ(t)dt→
∫ T
0
〈u(t), v〉V×V ′θ(t)dt,∀v ∈ V (2.54)
Assim, de (2.53) e (2.54), resulta que:∫ T
0
d
dt
[〈uk(t), v〉θ(t)]dt→
∫ T
0
d
dt
[〈uk(t), v〉θ(t)]dt
implicando que
〈uk(T ), v〉θ(T )− 〈uk(0), v〉θ(0)→ 〈u(T ), v〉θ(T )− 〈u(0), v〉θ(0).
Daí,
〈uk(0), v〉 → 〈u(0), v〉, ∀v ∈ V.
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Da imersão V ↪→ L2(Ω), segue que
(uk(0), v)→ (u(0), v), ∀v ∈ L2(Ω). (2.55)
Pela convergência do dado inicial, temos que (u0k) converge forte para u0 em V ∩H2(Ω),
e portanto converge forte em L2(Ω) pois V ∩ H2(Ω) está imerso continuamente em
L2(Ω), logo converge fraco em L2(Ω). Assim,
(uk(0), v)→ (u0, v),∀v ∈ L2(Ω). (2.56)
Portanto, de (2.55) e (2.56) e pela unicidade de limite fraco, obtemos u(0) = u0. Com
o mesmo reciocínio obtém-se que u′(0) = u1, mostrando as condições iniciais.
2.6 Unicidade
Nesta seção, mostraremos que a solução do problema (1) com h sendo uma função
Lipschitiziana é única e, para tanto, usaremos o Lema de Gronwall. Suponha que
existam duas soluções u, v nas condições do Teorema 1.2.1. Daí
u′′ − µ∆u+ h(u) = f em L2(0, T, L2(Ω)) (2.57)
e
v′′ − µ∆v + h(v) = f em L2(0, T, L2(Ω)). (2.58)
Deﬁnindo w = u− v e fazendo a diferença entre (2.57) e (2.58), obtemos
w′′ − µ∆w + h(u)− h(v) = 0 em L2(0, T ;L2(Ω)).
Como w′ ∈ L2(0, T, L2(Ω)), temos
(w′′, w′)− (∆(µw), w′) = (h(u)− h(v), w′).
Pelo teorema de Green, resulta que
(w′′(t), w′(t)) + µ(t)((w(t), w′(t))) +
∫
Γ1
∂w(t)
∂ν
w′(t)dΓ = (h(v)− h(u), w′(t)).
Desde que µ(t)
∂w(t)
∂ν
= βw′(t), temos que
(w′′(t), w′(t)) + µ(t)((w(t), w′(t))) +
∫
Γ1
β(w′(t))2dΓ = (h(v)− h(u), w′(t)). (2.59)
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Segue da desigualdade de Cauchy-Schwartz e pela desigualdade de Young,
(w′′(t), w′(t)) + µ(t)((w(t), w′(t))) +
∫
Γ1
β(w′(t))dΓ = (h(v)− h(u), w′(t)) ≤
|h(v)− h(u)||w′(t)| ≤ 1
2
|h(v)− h(u)|2 + 1
2
|w′(t)|2.
(2.60)
Observemos que
|h(v)−h(u)|2 =
∫
Ω
|h(v(x, t)−h(u(x, t))|2dxdt = Ch
∫
Ω
|v(x, t)−u(x, t)|2dxdt = C2h|w(t)|2.
(2.61)
Substituindo (2.60) e (2.61) em (2.59), obtemos
1
2
d
dt
|w′(t)|2 + 1
2
µ(t)
d
dt
‖w(t)‖+
∫
Γ1
β(w′(t))2dΓ ≤ Ch
2
|w(t)|2 + 1
2
|w′(t)|2. (2.62)
Desde que V
cont
↪→ L2(Ω), obtemos de (2.62) que
1
2
d
dt
|w′(t)|2 + 1
2
µ(t)
d
dt
‖w(t)‖+
∫
Γ1
β(w′(t))2dΓ ≤ Chc0
2
‖w(t)‖2 + 1
2
|w′(t)|2.
Notemos que
1
2
d
dt
[
µ(t)‖w(t)‖2] = 1
2
µ′(t)‖w(t)‖2 + 1
2
µ(t)
d
dt
‖w(t)‖2
o que implica
1
2
µ(t)
d
dt
‖w(t)‖2 = 1
2
d
dt
[
µ(t)‖w(t)‖2]− 1
2
µ′(t)‖w(t)‖2 (2.63)
Substituindo (2.63) em (2.62), resulta que
1
2
d
dt
|w′(t)|2 + 1
2
d
dt
[
µ(t)‖w(t)‖2]− 1
2
µ′(t)‖w(t)‖2 +
∫
Γ1
β(w′(t))2 ≤
≤ C
2
hc0
2
‖w(t)‖2 + |w′(t)|2.
implicando que
1
2
d
dt
|w′(t)|2 + 1
2
d
dt
[
µ(t)‖w(t)‖2]+ ∫
Γ1
β(w′(t))2 ≤
≤ C
2
hc0
2
‖w(t)‖2 + 1
2
|w′(t)|2 + 1
2
µ′(t)‖w(t)‖2.
Como
∫
Γ1
β(w′(t))2 ≥ 0, obtemos
1
2
d
dt
|w′(t)|2 + 1
2
d
dt
[
µ(t)‖w(t)‖2] ≤ C2hc0
2
‖w(t)‖2 + 1
2
|w′(t)|2 + ‖µ′‖L∞(0,T ) 1
2
‖w(t)‖2.
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ou ainda
1
2
d
dt
[|w′(t)|2 + µ(t)‖w(t)‖2] ≤ C2hc0 + ‖µ′‖L∞(0,T )µ(t)
2µ0
‖w(t)‖2 + 1
2
|w′(t)|2. (2.64)
Integrando (2.64) de 0 ≤ t ≤ T , e denotaremos a constante acima porM1 = C
2
hc0 + ‖µ′‖L∞(0,T )
2
.
Assim, obtemos
|w′(t)|2 + µ(t)‖w(t)‖2 ≤ {|w′(0)|2 + ‖w(0)‖2}+M1
∫ t
0
µ(t)‖w(t)‖2dt+
∫ t
0
|w′(t)|2dt.
Como w′(0) = 0 e w(0) = 0, temos
|w′(t)|2 + µ(t)‖w(t)‖2 ≤ 0 +M1
∫ t
0
µ(t)‖w(t)‖2dt
Pelo Lema de Gronwall, segue que
|w′(t)|2 + µ(t)‖w(t)‖2 = 0
e assim w = 0, pois µ(t) ≥ µ0 > 0. Portanto, u = v.
Capítulo 3
Solução fraca
Nosso objetivo neste Capítulo é obter solução para o problema (1) com dados
inicias menos regulares, isto é, u0 ∈ V e u1 ∈ L2(Ω). A correspondente solução será
chamada de solução fraca. Para obtermos esta solução, aproximaremos u0 e u1 por
sequências de vetores em V ∩H2(Ω) e em V respectivamente e aplicaremos o resultado
de Teorema 1 (solução forte).
3.1 Existência de Solução Fraca
A solução fraca do problema (1) é entendida no seguinte sentido.
Deﬁnição 3.1.1 Uma função u : Q→ R é uma solução fraca do problema (1) se:∣∣∣∣∣∣∣∣∣∣∣∣
u ∈ Linftyloc (0,∞, V ), u′ ∈ L∞loc(0,∞;L2(Ω)),
u′′ − µ∆u+ h(u) = f em L1loc(0,∞;V ′ + L1(Ω)),
µ
∂u
∂ν
+ βu′ = 0 em L1loc(0,∞;L2(Γ1)),
u(0) = u1, u
′(0) = u1 em Ω.
(3.1)
O seguinte resultado estabelece a existência de solução fraca para o problema (1) no
sentido acima.
Seja Ω um aberto limitado de classe C2 com fronteira Γ. Assumamos as seguintes
hipóteses:
(H1) β ∈ W 1,∞(Γ1), β(x) ≥ β0 > 0;
(H2) µ ∈ W 1,∞(0, T ), µ(t) ≥ µ0 > 0;
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(H3) h : R→ R uma função contínua e sh(s) ≥ 0,∀s ∈ R;
(H4) (u0, u1, f) ∈ V × L2(Ω)× L2(Q) e Λ(u0) ∈ L1(Ω).
Observação 3.1.1 A função
f : R → R
s 7→ f(s) = |s|ρs
com ρ > 0 e ρ ∈ R satisfaz a condição de Strauss.
Teorema 3.1.1 Supondo (H1)− (H4). Então, existe uma função u : Q→ R tal que
u ∈ L∞(0, T ;L2(Ω)), (3.2)
u′ ∈ L∞(0, T ;L2(Ω)), (3.3)
u′′ − µ4u+ h(u) = f em L1(0, T ;V ′ + L1(Ω)) (3.4)
µ
∂u
∂ν
+ βu′ = 0 em L2(0, T ;L2(Γ1)) (3.5)
u(0) = u0, u
′(0) = u1 em Ω (3.6)
Demonstração: Desde que h é uma função contínua com sh(s) ≥ 0, para todo s ∈ R,
segue do Teorema de Strauss cf em [24](ver apêndice A) que existe uma sequência de
funções Lipchitzianas (hν)ν∈N tal que, para cada ν ﬁxado, hν : R→ R é Lipschitziana
com constante Cν . Além disso, shν(s) ≥ 0, ∀s ∈ R e
hν → h uniformemente em conjuntos limitados de R. (3.7)
Sendo a condição inicial u0 não necessariamente limitada , devemos aproxima-la por
funções limitadas de V. Para tanto, como feito em Kinderlehrer [8] consideremos as
funções
ξj(s) =
∣∣∣∣∣∣∣∣∣
−j, se s < j
s, se |s| ≤ j
j, se s > j
Considerando ξj(u0(x)) = u0j(x), temos que a sequência (u0j) ⊂ V é limitada q.s. em
Ω e além disso,
u0j → u0 forte em V (3.8)
Notemos inicialmente que
ξ′j(s) =
∣∣∣∣∣∣∣∣∣
0, se s < j
1, se |s| ≤ j
0, se s > j
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Como ξj(s) é uma função Lipschitiziana e ξj(0) = 0, resulta do Teorema (B.2.2) que
∂
∂xi
(ξj(u0(x))) = ξ
′
j(u0(x))
∂u0(x)
∂xi
e ξ(u0) = u0j ∈ V.
Temos que
∂
∂xi
(ξj(u0(x)))→ ∂u0(x)
∂xi
quase sempre em Ω,
o que implica ∣∣∣∣ ∂∂xi (ξj(u0(x))
∣∣∣∣2 → ∣∣∣∣∂u0(x)∂xi
∣∣∣∣2 quase sempre em Ω.
Aﬁrmação:
∣∣∣∣ ∂∂xi ξ′j(u0)(x)
∣∣∣∣2 ≤ ∣∣∣∣∂u0∂xi
∣∣∣∣, onde ∣∣∣∣∂u0∂xi
∣∣∣∣ ∈ L1(Ω).
De fato, observemos que
∣∣∣∣ ∂∂xi (ξj(u0)(x))
∣∣∣∣2 = |ξ′j(u0(x))|∣∣∣∣∂u0(x)∂xi
∣∣∣∣ ≤ ∣∣∣∣∂u0(x)∂xi
∣∣∣∣. Como
u0 ∈ V , então u0 ∈ H1(Ω) e, portanto, ∂u0
∂xi
∈ L2(Ω). Desde que a imersão L2(Ω) ↪→
L1(Ω) é contínua, provamos a aﬁrmação. Pela aﬁrmação acima e pelo Teorema da
Convergência Dominada, segue que∫
Ω
∣∣∣∣ ∂∂xi ξj(u0(x))
∣∣∣∣2dx→ ∫
Ω
∣∣∣∣∂u0∂xi
∣∣∣∣2dx.
Além disso, da última convergência acima, obtemos
‖∇(ξju0)‖ → ‖∇u0‖
isto é
ξj(u0)→ u0 em V
Novamente pela imersão contínua V em L2(Ω), obtemos uma subsequência de ξj(u0) =
u0j, que ainda denotaremos por u0j, tal que
u0j → u0 quase sempre em Ω
e portanto, (u0j) é limitada quase sempre em Ω.
Como D(−∆) é denso em V, cf em Lions [12], segue que existe uma sequência (u0jp) ⊂
D(−∆) ⊂ V ∩H2(Ω) tal que
u0jp → u0j forte em V. (3.9)
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Por outro lado, desde que V é denso em L2(Ω), dado u1 ∈ L2(Ω), existe uma sequência
(u1p) ⊂ V tal que
u1p → u1 em L2(Ω). (3.10)
Por ﬁm, sabemos que H1(Q) é denso em L2(Q). Logo, dado f ∈ L2(Q), existe uma
sequência (fp)p∈N ⊂ H1(Q) tal que
fp → f em L2(Q). (3.11)
Para cada termo (u0jp, u1p, fp) ∈ [V ∩H2(Ω)]× V ×H1(0, T, L2(Ω)), existe uma única
função ujpν : Q → R satisfazendo as condições do Teorema 2. Dessa forma, pelos
mesmos argumentos utilizados no Capítulo 2, obtemos
|u′jpν(t)|2 + µ0‖ujpν(t)‖2 + 2
∫
Ω
Λν(ujpν(x, t))dx+ 2β0
∫ t
0
∫
Γ1
[u′jpν(x, s)]
2dΓds ≤
≤ |u1p|2 + µ(0)‖u0jp‖2 + 2
∫
Ω
Λν(u0jp(x))dx+
∫ t
0
|fp(s)|2ds+
∫ t
0
|u′jpν |2ds+
+‖µ‖L∞(0, T )
∫ t
0
‖ujpν(s)‖2V ds,
(3.12)
onde Λν =
∫ t
0
hν(s)ds.
Queremos utilizar o Lema de Gronwall, então precisamos obter uma estimativa para∫
Ω
Λν(u0jp(x))dx.
Sendo u0j limitada q.s. em Ω, ∀j ∈ N, segue do Teorema de Strauss que
lim
ν→∞
hν(u0j(x)) = h(u0j(x)) q.s. em Ω,
Assim
|hν(s)− h(s)| ≤ 
C
, ∀s ∈ [−C,C],
onde C > 0 é uma constante tal que |u0j(x)| ≤ C q.s. em Ω. Mostraremos que
lim
ν→∞
∫
Ω
Λν(u0jp(x))dx =
∫
Ω
Λν(u0(x))dx (3.13)
e para tanto, usaremos o Teorema da Convergência Dominada de Lebesgue. De fato,
temos
Λν(u0j(x)) =
∫ u0j(x)
0
hν(s)ds.
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Daí,∣∣Λν(u0j(x))−Λ(u0j(x))∣∣ =
∣∣∣∣∣
∫ u0j(x)
0
hν(s)ds−
∫ u0j(x)
0
h(s)ds
∣∣∣∣∣ =
∣∣∣∣∣
∫ u0j(x)
0
[hν(s)−h(s)]ds
∣∣∣∣∣.
Portanto,
|Λν(u0j(x))− Λ(u0j(x))| <
∫ u0j(x)
0
ε
C
ds ≤ 
C
|u0j(x)| < ε,
e assim
Λν(u0j(x))→ Λ(u0j(x)) quase sempre em Ω.
Além disso
|Λν(u0j(x))| =
∣∣∣∣∣
∫ u0j(x)
0
hν(s)ds
∣∣∣∣∣ =
∣∣∣∣∣
∫ u0j(x)
0
{[hν(s)− h(s)] + h(s)}ds
∣∣∣∣∣ ≤
≤
∫ u0j(x)
0
{|hν(s)− h(s)|ds+
∫ u0j(x)
0
|h(s)|ds ≤ 
C
|u0j(x)|+K|u0j(x)| ≤
≤ +KC.
Pelo Teorema da Convergência Dominada, segue o resultado. Agora, usando a imersão
contínua V ↪→ L2(Ω) e por (3.9), segue do Teorema (B.2.9) que podemos extrair uma
subsequência de (u0j)j∈N a qual ainda denotaremos por (u0j) tal que
u0j → u0 quase sempre em Ω.
Portanto, pela continuidade de Λ, temos
Λ(u0j)→ Λ(u0) quase sempre em Ω.
Queremos fazer novamente uso do Teorema B.2.10, mas para isto, resta mostrar que
Λ(u0j) ≤ q(x), onde q(x) ∈ L1(Ω).
Com efeito, basta observarmos que :
|u0j(x)| = |u0j(x)− u0(x) + u0(x)| ≤ |u0j(x)− |u0(x)|+ |u0(x)| ≤ + |u0(x)|
Fazendo  → 0, obtemos |u0j(x)| ≤ |u0(x)|, para quase todo x ∈ Ω. Dessa forma,
teremos
|Λ(u0j(x)| =
∣∣∣∣∣
∫ u0j(x)
0
|h(s)|ds
∣∣∣∣∣ ≤
∫ |u0(x))|
0
|h(s)|ds.
Daí, tomando q(x) = Λ(|u0(x)|), segue do Teorema da Convergência Dominada de
Lebesgue que
lim
j→∞
∫
Ω
Λ(u0j(x))dx =
∫
Ω
Λ(u0(x))dx (3.14)
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Como u0jp → u0j forte em V, de forma análoga ao que foi feito anteriormente, temos
lim
p→∞
∫
Ω
Λν(u0jp(x))dx =
∫
Ω
Λν(u0j(x))dx (3.15)
De (3.13), (3.14) e (3.15), obtemos
lim
∫
Ω
Λν(u0jp(x))dx =
∫
Ω
Λν(u0(x))dx, quando j,p, ν →∞.
Portanto, ∫
Ω
Λν(u0jp(x))dx ≤ P,
onde P é uma constante positiva que independe de p e ν. Logo, pelo Lema de Gronwall
|u′jpν(t)|2 + ‖ujpν(t)‖2 +
∫ t
0
∫
Γ1
[u′jpν(x, s)]
2dΓds ≤ R, (3.16)
onde R é uma constante que independe de j, p, ν e, portanto,∣∣∣∣∣∣∣∣∣
(ujpν) é limitada em Linfty(0, T ;V );
(u′jpν) é limitada em L
∞(0, T ;L2(Ω));
(ujpν) é limitada em L2(0, T ;L2(Γ1)).
Da imersão contínua L∞(0, T ;L2(Ω)) ↪→ L2(0, T ;L2(Ω)), segue que
(u′jpν) é limitada em L
2(Q) = L2(0, T ;L2(Ω)).
Também por (3.16), obtemos
(ujpν) é limitada em L
2(0, T, L2(Γ1)) (3.17)
Além disso, temos (
∂ujpv
∂ν
)
é limitada em L2(0, T ;L2(Γ1)). (3.18)
Do Teorema 2, obtemos
µ
∂ujpv
∂ν
+ βu′jpν = 0 em L
2(0, T ;H
1
2 (Γ1)). (3.19)
Recorde que µ ∈ W 1,∞(0, T ), µ(t) ≥ µ0 > 0 e β ∈ W 1,∞(Γ1), β(x) ≥ β0 > 0. Então,
temos por (3.17) e (3.19) que∫ T
0
∫
Γ1
[
∂ujpv(x, t)
∂ν
]2
dΓdt ≤ ‖β‖
2
L∞(Γ1)
µ0
∫ T
0
∫
Γ1
[u′jpν(x, t)]
2dΓdt < +∞,
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Logo, (
∂ujpν
∂ν
)
é limitada em L2(0, T ;L2(Γ1)). (3.20)
Desde que as limitações acima valem para todos os termos (j, p, ν) ∈ N3, em particular,
vale para (p, p, p) ∈ N3.
Como (uppp)p∈N é limitada em L∞(0, T, V ) e L1(0, T, V ′) é um espaço de Banach sepa-
rável, então existe uma subsequência de (uppp)p∈N, ao qual denotaremos apenas por
(up), e uma função u : Q→ R tal que
up
∗
⇀ u em L∞(0, T ;V ). (3.21)
Como (u′p) é limitada em L
2(0, T ;L2(Ω)), e sendo L2(0, T ;L2(Ω)) um espaço de Banach
reﬂexivo, existe uma subsequência de (u′p), ao qual denotaremos por (up) tal que
up ⇀ u em L
2(0, T ;L2(Ω)).
De forma análoga, existe uma função ζ : Γ1 × (0, T )→ R tal que
∂up
∂ν
⇀ ζ em L2(0, T ;L2(Γ1)). (3.22)
Como up(t) ∈ V , pelo Teorema do Traço em Milla Miranda e L.A.Medeiros [13] resulta
que up(t) ∈ H 12 (Γ1) e
‖γ0up(t)‖H 12 (γ1) ≤ C‖up(t)‖. (3.23)
Desde que up
∗
⇀ u em L∞(0, T ;V ), temos da Proposição 1.2.2, cf em M.Milla Miranda
[18] que
u′p ⇀ u
′ em H−1(0, T,H
1
2 (Γ1)).
Além disso, de up
∗
⇀ u podemos concluir que
∆up
∗
⇀ ∆u em L∞(0, T ;V ′). (3.24)
Do Capítulo 2, decorre que u′′p − µ∆up + hp(up) = fp em L2(0, T ;L2(Ω)) e
µ(t)
∂up(x, t)
∂ν
+ β(x)u′p(x, t) = 0 em Γ1 × (0, T ). (3.25)
Como u′p ⇀ u
′ emH−1(0, T ;H
1
2 (Γ1)) que está imerso continuamente emH−1(0, T ;L2(Γ1))
e
∂u
∂ν
⇀ ς em L2(0, T ;L2(Γ1)) que está imerso continuamente em H−1(0, T ;L2(Γ1)),
então
µς + βu′ = 0 em H−1(0, T ;L2(Γ1)).
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Da imersão L∞(0, T ;V )
cont
↪→ L2(0, T ;H1(Ω)) e de up ∗⇀ u em L∞(0, T ;V ), segue que
up
∗
⇀ u em L2(0, T ;H1(Ω)). Desde que L2(0, T ;H1(Ω)) é reﬂexivo, obtemos
up ⇀ u em L
2(0, T ;H1(Ω))
implicando que
(up) é limitada em L
2(0, T ;H1(Ω)). (3.26)
Por outro lado, u′p ⇀ u
′ em L2(0, T ;L2(Ω)) e, portanto, teremos que
(u′p) é limitada em L
2(0, T ;L2(Ω)). (3.27)
Além disso
H1(Ω)
comp
↪→ L2(Ω). (3.28)
Portanto, segue do Teorema de Aubin-Lions, de (3.26), (3.27) e (3.28) que existe uma
subsequência de (up)p∈N, ao qual ainda denotaremos por (up)p∈N tal que
up → u forte em L2(0, T, L2(Ω)) = L2(Q),
e consequentemente, pelo Teorema (B.2.9) existe uma subsequência de (up)p∈N a qual
ainda continuaremos denotanto por (up) tal que
up → u quase sempre em Q.
Sabemos que h é contínua, então h(up) → h(u) q.s em Q, isto é, dado ε ≥ 0, existe
p1 ∈ N tal que
|h(up(x, t))− h(u(x, t))| < 
2
, para p ≥ p1.
Por outro lado, desde que up → u quase sempre em Q, temos que para (x, t) ﬁxado,
o conjunto {up(x, t) : p ∈ N} é limitada em R e, portanto, pelos Teorema de Strauss,
segue que
hp(up(x, t))→ h(up(x, t))
ou ainda, existe p2 ∈ N tal que
|hp(up(x, t))− h(up(x, t))| < 
2
, para p ≥ p2.
Tomando p = max{p1, p2}, temos
|hp(up(x, t))− h(up(x, t))| = |hp(up(x, t))− h(up(x, t)) + h(up(x, t))− h(u(x, t))| ≤
≤ |hp(up(x, t))− h(up(x, t))|+ |h(up(x, t))− h(u(x, t))| ≤ ε
2
+
ε
2
= ε
58
para todo p ≥ p0. Assim,
hp(up)→ h(u) q.s. em Q. (3.29)
Vimos que u′′p−µ∆up+hp(up) = fp em L2(Q). Multiplicando a equação por up ∈ L2(Q)
e integrando em Q, obtemos∫ T
0
(hp(up(t)), up(t))dt =
∫ T
0
(fp(t), up(t))dt+
∫ T
0
(µ∆up(t), up(t))dt
−
∫ T
0
(u′′p(t), up(t))L2(Ω).
Vamos analisar cada termo da expressão acima separadamente.∫ T
0
(µ(t)∆up(t), up(t))dt =
∫ T
0
∫
Ω
µ(t)∆up(x, t)up(x, t)dxdt =
∫ T
0
∫
Ω
∆(µ(t)up(x, t))dxdt.
Pelo Teorema de Green, temos∫ T
0
(µ(t)∆up(t), up(t))dt =
∫ T
0
∫
Γ1
∂(µ(t)up(x, t))
∂ν
up(x, t)dΓdt−
−
∫ T
0
∫
Ω
∇up(x, t)∇µ(t)up(x, t)dxdt+
∫ T
0
∫
Γ1
up(x, t)µ(t)
∂up(x, t)
∂ν
dΓdt−
−
∫ T
0
∫
Ω
µ(t)(∇up(x, t)∇up(x, t)) =
∫ T
0
∫
Γ1
β(x)u′p(x, t)up(x, t)dΓdt−
−
∫ T
0
µ(t)((up(t), up(t)))dt
Observemos que
−
∫ T
0
µ(t)((up(t), up(t)))dt ≤
∣∣∣∣ ∫ T
0
µ(t)((up(t), up(t)))
∣∣∣∣dt
Da desigualdade de Cauchy-Schwartz, obtemos
−
∫ T
0
µ(t)((up(t), up(t)))dt ≤ ‖µ‖L∞(0,T )
∫ T
0
‖up(t)‖2 <∞
pois a imersão up ∈ L∞(0, T, V ) ↪→ L2(0, T, V ) é contínua e (up) é convergente em
L2(0, T, V ). Notemos que∣∣∣∣ ∫ T
0
∫
Γ1
β(x)u′p(x, t)up(x, t)dΓdt
∣∣∣∣ ≤ ∫ T
0
∫
Γ1
|β(x)u′p(x, t)up(x, t)|dΓdt ≤
≤ ‖β‖L∞(Γ1)
∫ T
0
(u′p(t), up(t))L2(Γ1) ≤ ‖β‖L∞(Γ1)
∫ T
0
|up(t)|L2(Γ1)|u′p(t)|L2(Γ1) ≤
≤ ‖β‖L∞(Γ1)
2
∫ T
0
|up(t)|2L2(Γ1)dt+
‖β‖L∞(Γ1)
2
∫ T
0
|u′p(t)|2L2(Γ1)dt ≤ C
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pois (u′p) é convergente e ‖up‖L2(0,T,L2(Γ1)) ≤ k‖up‖L2(0,T,L2(Ω)), onde k é a constante de
imersão V ↪→ L2(Ω). Temos que∣∣∣∣∫ T
0
(fp(t), up(t))L2(Ω)dt
∣∣∣∣ dt ≤ ∫ T
0
|(fp(t), up(t))|L2(Ω)dt
Novamente pela desigualdade de Cauchy-Schwartz e Young, obtemos∣∣∣∣∫ T
0
(fp(t), up(t))dt
∣∣∣∣ dt ≤ ∫ T
0
|fp(t)|2L2(Ω)dt+
∫ T
0
|up(t)|2L2(Ω) <∞,
pois fp ∈ H1(0, T, L2(Ω)), up ∈ L2(0, T, L2(Ω)) e são convergentes. Por ﬁm, como feito
em Temam [22], obtemos
d
dt
(u′p(t), up(t)) = (u
′′
p(t), up(t)) + (u
′
p(t), u
′
p(t))
o que implica
−(u′′p(t), up(t)) = −
d
dt
(u′p(t), up(t)) + (u
′
p(t), u
′
p(t))
Integrando de 0 até T, obtemos
−
∫ T
0
(u′′p(t), up(t))dt = −(u′p(T ), up(T )) + (u′p(0), up(0)) +
∫ T
0
|u′p(t)|2dt,
pois u′p converge em L
∞(0, T ;V ). Notemos que pelo Teorema 1, que up(0), up(T ), u′p(0), up(T )
são limitadasem L2(Ω). Portanto, das limitações acima, obtemos∫ T
0
(hp(t), up(t))dt ≤ C, (3.30)
onde C é uma constante que independe de p. Notemos também que
∫ T
0
|u′p(t)|dt <∞.
Então, por (3.29) e (3.30), segue do Teorema B.1.5 que
hp(up)→ h(u) forte em L1(Q) (3.31)
3.2 Passagem ao limite
De modo análogo ao feito no Capítulo 2, multiplicando a equação u′′p + µ∆up +
hp(up) = fp por vθ com v ∈ D(Ω) e θ ∈ D(0, T ), integrando de 0 a T e usando as
convergências , (3.11), (3.21), (3.23) e (3.30) concluímos que
u′′ − µ∆u+ h(u) = f em D′(Q).
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Como u ∈ L∞(0, T ;V ), obtemos que −∆u ∈ L∞(0, T ;V ′). De fato, o operador lapla-
ciano dado por
−∆ : V → V ′
u 7→ ∆u
é linear e contínuo. Logo, ‖∆u(t)‖V ′ ≤ C‖u(t)‖, donde segue que −∆u ∈ L∞(0, T, V ′).
Vamos mostrar que u satisfaz o Problema (1), isto é,
u′′ − µ∆u+ h(u) = f em L1(0, T ;V ′ + L1(Ω)). (3.32)
Com efeito, sabemos que f ∈ L2(0, T ;L2(Ω)) e que a imersão L2(0, T, L2(Ω)) ↪→
L1(0, T ;V ′) é contínua. Além disso, µ∆u ∈ L∞(0, T ;V ′) e h(u) ∈ L1(0, T ;L1(Ω)), com
L1(0, T ;L1(Ω)) ↪→ L1(0, T ;V ′ + L1(Ω)) contínua. Portanto, segue a igualdade (3.32).
Para completar a prova do teorema, devemos mostrar que ζ =
∂u
∂ν
e para tanto, usare-
mos os resultados do Capítulo 1.
De fato, temos
−∆(µu) = f − u′′ − h(u), com f ∈ L2(Q) e h(u) ∈ L1(Q)
Desde que f(t) ∈ L2(Ω), pelo Teorema (B.2.6) existe um único y(t) ∈ V ∩ H2(Ω)
solução do problema −∆y(t) = f(t).
De modo análogo, existe único z(t) ∈ V ∩H2(Ω) solução do problema −∆z(t) = u′(t).
Como h(u(t)) ∈ L1(Ω), então existe uma única função v(t) ∈ Lp′(Ω) solução do pro-
blema ∣∣∣∣∣∣∣∣∣∣
−∆v(t) = h(u(t)) em Ω
v = 0 sobre Γ0
∂v
∂ν
= 0 em Γ1
(3.33)
Além disso a aplicação T : L1(Ω) → Lp′(Ω), T (h(u(t)) = v(t) é linear e contínua,
conforme a Proposição 1.6.2. Daí, v ∈ L1(0, T ;Lp′(Ω)). De fato∫ T
0
‖v(t)‖Lp′ (Ω)dt =
∫ T
0
‖T (h(u(t)))‖L1(Ω)dt ≤ C
∫ T
0
‖h(u(t))‖L1(Ω) <∞
mostrando que v ∈ L1(0, T, Lp′(Ω)). Analogamente, usando o Teorema B.2.6, obtemos
y, z ∈ Lp(0, T, V ∩H2(Ω)).
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Consequentemente
−∆(µu) = −∆y + (∆z)′ + ∆v em L1(0, T, V ′ + L1(Ω)).
Daí, para w ∈ D(Ω), temos
〈−∆(µ(t)u(t)), w〉 = 〈−∆y(t) + (∆z(t))′ + ∆v(t), w〉 ∈ L1(0, T ).
Recordemos que L1(0, T )
cont
↪→ D′(0, T ), assim para θ ∈ D(0, T ), temos
〈〈−∆(µ(t)u(t)), w〉 , θ(t)〉D′(0,T )×D(0,T ) = 〈〈−∆y(t) + (∆z(t))′ + ∆v(t), w〉 , θ(t)〉D′(0,T )×D(0,T ) .
o que implica∫ T
0
〈−∆(µ(t)u(t)), w〉 θ(t)dt =
∫ T
0
〈−∆y(t) + (∆z(t))′ + ∆v(t), w〉 θ(t)dt.
Logo,〈∫ T
0
(−∆(µ(t)u(t)) θ(t)dt, w
〉
=
〈∫ T
0
(−∆y(t) + (∆z(t))′ + ∆v(t)) θ(t), w
〉
.
implicando∫
Ω
(∫ T
0
(−∆(µ(t)u(t)) θ(t)dt
)
wdx =
∫
Ω
(∫ T
0
(−∆y(t) + (∆z(t))′ + ∆v(t)) θ(t)dt
)
wdx.
Pelo Lema 1.1.1, obtemos
−
∫ T
0
∆µ(t)u(t)θ(t)dt = −
∫ T
0
∆y(t)θ(t)dt+
∫ T
0
(∆z(t))′θ(t)dt+
∫ T
0
∆v(t)θ(t)dt.
Usando derivada distribucional, obtemos
−
∫ T
0
∆µ(t)u(t)θ(t)dt = −
∫ T
0
∆y(t)θ(t)dt−
∫ T
0
∆z(t)θ′(t)dt+
∫ T
0
∆v(t)θ(t)dt
Assim, segue do Teorema B.2.12 que
−∆
[∫ T
0
µ(t)u(t)θ(t)dt−
∫ T
0
y(t)θ(t)dt−
∫ T
0
z(t)θ′(t)dt
]
= −∆
[∫ T
0
(−v(t))θ(t)dt
]
.
e, portanto, pela unicidade do problema de Dirichlet-Neumann, temos que∫ T
0
µ(t)u(t)θ(t)dt−
∫ T
0
y(t)θ(t)dt−
∫ T
0
z(t)θ′(t)dt =
∫ T
0
(−v(t))θ(t)dt.
Daí, ∫ T
0
(
u(t)− y(t) + z′(t) + v(t))θ(t)dt = 0, ∀θ ∈ D(0, T ).
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Logo, pelo Lema Du Boys Reymound, obtemos
µ(t)u(t)− y(t) + z′(t) = −v(t). (3.34)
Pela linearidade da aplicação traço e por z ∈ L2(0, T,H2(Ω)), segue da Proposição
(1.5.2) que
γ1(µ(t)u(t)) = γ1y(t)− γ1z′(t)− γ1v(t) = γ1y(t)− (γ1z(t))′ − γ1v(t). (3.35)
Pela aplicação traço (1.12), temos γ1y ∈ L2(0, T,H 12 (Γ1)). Segue da imersão contínua
L2(0, T,H
1
2 (Γ1)) ↪→ H−1(0, T,H 12 (Γ1)) que
γ1y ∈ H−1(0, T,H 12 (Γ1)). (3.36)
De modo análogo, temos que
γ1z ∈ H−1(0, T,H 12 (Γ1)). (3.37)
Como v ∈ E , onde E = {v ∈ Lp′(Ω); ∆v ∈ L1(Ω)}, segue da aplicação traço para E
visto no Capítulo 1 que
γ1v ∈ L1(0, T ;W
1
p
−2(Γ1)) (3.38)
Portanto de (3.35)-(3.38), concluímos que
γ1(µu) ∈ H−1(0, T ;H 12 (Γ1)) + L1(0, T ;W
1
p
−2(Γ1)).
Recorde que
−∆(µu)p = fp − u′′p − hp(up) em L2(Q).
Pelo Teorema de Agmon-Douglis-Niremberg, existem únicas funções
yp, zp, vp ∈ L2(0, T ;V ∩H2(Ω))
tais que
−∆yp = fp, −∆zp = u′p e −∆vp = hp(up).
Portanto, pelo mesmo raciocínio anterior, obtemos que
(µu)p = yp − z′p − vp. (3.39)
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Motraremos que yp ⇀ y em L2(0, T, V ∩H2(Ω)). De fato, observemos que
‖yp‖2L2(0,T,V ∩H2(Ω)) =
∫ T
0
‖yp(t)‖2V ∩H2(Ω)dt ≤
≤ C
∫ T
0
|∆yp(t)|2dt = C
∫ T
0
|fp(t)|2dt =
= C‖fp‖2Lp(0,T ;L2(Ω)) <∞,
por (3.11). Assim, (yp) é limitada em L2(0, T ;V ∩H2(Ω)) e sendo reﬂexivo, existe uma
subsequência de (yp), que denotaremos por (yp)p∈N, tal que
yp ⇀ χ em L
2(Q).
Desde que L2(Q)
cont
↪→ D′(Q), então
∆yp → ∆χ em D′(Q) (3.40)
Por outro lado, ∆yp = fp e por (3.11) segue que
∆yp → ∆y em D′(Q). (3.41)
De (3.40) e (3.41), segue que ∆χ = ∆y. Como ∆y ∈ L2(Ω), por unicidade do problema
de Dirichlet, segue que χ = y. Portanto, obtemos que
yp ⇀ y em L
2(0, T ;V ∩H2(Ω))
Pela continuidade da aplicação Traço, resulta que
γ1yp ⇀ γ1y em L
2(0, T ;H
1
2 (Γ1)). (3.42)
Analogamente
zp ⇀ z em L
2(0, T ;V ∩H2(Ω)). (3.43)
Por (3.43) e pela Proposição 1.2.2, obtemos
z′p ⇀ z
′ em H−1(0, T ;V ∩H2(Ω)),
implicando pela continuidade da aplicação traço
γ1z
′
p ⇀ γ1z
′ em H−1(0, T ;H
1
2 (Γ1)),
ou seja
(γ1zp)
′ ⇀ (γ1z)′ em H−1(0, T ;H
1
2 (Γ1)) (3.44)
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Por ﬁm, mostraremos que
vp → v em L1(0, T ;E)
De fato, devemos mostrar que
‖vp − v‖L1(0,T ;E) → 0
De acordo com a Proposição (1.6.2), obtemos
‖vp − v‖L1(0,T,E) =
∫ T
0
‖vp(t)− v(t)‖Lp′ (Ω)dt+
∫ T
0
‖∆vp(t)− v(t)‖L1(Ω) =
=
∫ T
0
‖T (hp(up(t)))− T (h(u(t)))‖Lp′ (Ω)dt+
∫ T
0
‖hp(up(t))− h(u(t))‖dt ≤
≤ (C + 1)
∫ T
0
‖hp(up(t))− h(u(t))‖L1(Ω)dt = (C + 1)‖hp(t)− h(u)‖L1(0,T,L1(Ω)) → 0
quando p→∞. Portanto, por (3.11) e (3.30) concluímos que
‖vp − v‖L1(0,T,E) → 0.
Assim, como feito em Milla Miranda e L.A.Medeiros, (traço para funções de E)
γ1vp ⇀ γ1v em L
1(0, T ;W
1
p
−2,p′(Γ1)) (3.45)
Portanto, usando a linearidade da aplicação traço e pelas convergências (3.42), (3.44)
e (3.45), obtemos
γ1(µu)p ⇀ γ1(µu) em H
−1(0, T ;H
1
2 (Γ1)) + L
1(0, T ;W
1
p
−2,p′(Γ1))
Observe que
H−1(0, T ;H
1
2 (Γ1))+L
1(0, T ;W
1
2
−2,p′(Γ1))
cont
↪→ H−1(0, T ;L2(Γ1))+L1(0, T ;W 12−2,p′(Γ1)).
Portanto
γ1(µu)p ⇀ γ1(µu) em H
−1(0, T ;L2(Γ1)) + L1(0, T ;W
1
2
−2,p′(Γ1)). (3.46)
Logo, de (3.22) e (3.46), obtemos
ζ =
∂up
∂ν
em L2(0, T ;L2(Γ1))
e que
γ1(µu)p ⇀ γ1(µu) em L
2(0, T ;L2(Γ1)).
65
Observação 3.2.1 As condições iniciais mostra-se como feito para solução forte.(Ver
Capítulo 1)
Observação 3.2.2 Para h nas condições do Teorema, a unicidade é um problema em
aberto.
Capítulo 4
Comportamento assintótico
Neste capítulo, apresentaremos o decaimento exponencial da energia associada a
solução fraca do problema (1), onde essa energia será dada pelo funcional
E(t) =
1
2
[
|u′(t)|2 + µ(t)‖u(t)‖2 + 2
∫
Ω
Λ(u(x, t))dx
]
. (4.1)
Para obter este decaimento, construíremos o operador de Liapunov e utilizaremos téc-
nicas multiplicativas como feito em Kormonik-Zuazua [9]. Considerando a hipótese
µ′(t) ≤ 0 quase sempre em [0,∞) (4.2)
temos que o problema (1) tem uma solução global forte e fraca na variável temporal t.
Antes de enunciarmos o teorema, vamos considerar algumas hipóteses:
Existe δ > 0 tal que h(s)s ≥ (2 + δ)Λ(s),∀s ∈ R. (4.3)
Seja K uma constante positiva tal que
∫
Γ1
β(x)|v| ≤ K‖v‖2 (4.4)
Seja x0 ∈ Rn e m(x) = x− x0, com x ∈ Rn tal que
Γ0 =
{
x ∈ Γ : m(x)ν(x) ≤ 0} e Γ1 = {x ∈ Γ : m(x)ν(x) ≥ τ ≥ 0}
No que segue, vamos considerar β(x) = m(x).ν(x), onde ν(x) é o vetor normal unitário
exterior a Γ e o número ‖m‖L∞(Ω) será representado por R. Por ﬁm, denotaremos λ1
como sendo o primeiro autovalor do problema espectral
((w, v)) = λ(w, v),∀v ∈ V.
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4.1 Decaimento Exponencial da Energia
Teorema 4.1.1 Suponhamos que (H1)-(H3) e que (4.2) e (4.3) estão asseguradas. En-
tão, dado (u0, u1) ∈ V × L2(Ω) existe uma constante ω > 0 tal que a energia (4.1)
satisfaz
E(t) ≤ 4E(0) exp−ω2 t,∀t ≥ 0. (4.5)
Demonstração: Provaremos a princípio (4.5) para a energia Ep(t) que é similar a E(t),
onde Ep(t) é a energia associada a solução forte obtida no Capítulo 2 e tomando o limite
inferior na energia Ep(t), obteremos (4.5). Pelo Teorema 3 tinhamos a igualdade
u′′p − µ∆up + hp(up) = fp em L2(0, T ;L2(Ω)).
Agora considerando fp = 0. Daí, daí podemos escrever a igualdade acima da seguinte
forma:
u′′p − µ∆up + hp(up) = 0 em L2(0, T ;L2(Ω)).
Tomando o produto interno em L2(Ω) com u′p(t) ∈ L2(Ω), obtemos
(u′′p(t), u
′
p(t))− (µ(t)∆up(t), u′p(t)) + (hp(up)(t), u′p(t)) = 0. (4.6)
Observemos que
(u′′p(t), u
′
p(t)) =
1
2
d
dt
|u′p(t)|
e
(µ(t)∆up(t), u
′
p(t)) = (∆[µ(t)up(t)], u
′
p(t)).
Pelo Teorema (B.2.4),
(∆[µ(t)up(t)], u
′
p(t)) = −(∇µ(t)up(t),∇u′p(t))− µ(t)((up(t), u′p(t))) +
∫
Γ1
u′p(t)µ
∂up(t)
∂ν
dΓ =
=
∫
Γ1
u′p(t)µ(t)
∂up(t)
∂ν
dΓ.
(4.7)
De (??), segue como foi feito no Capítulo 3
µ(t)
∂up(t)
∂ν
= −β(x).u′p(t).
Assim, de (4.7) tem-se
(∆[µ(t)up(t)], u
′
p(t)) = −µ(t)((up(t), u′p(t)))−
∫
Γ1
β(x)[u′p(t)]
2dΓ
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= µ(t)
d
dt
‖up(t)‖2 −
∫
Γ1
β(x)[u′p(t)]
2dΓ. (4.8)
Notemos que,
1
2
d
dt
(
µ(t)‖up(t)‖2
)
=
1
2
µ′(t)‖up(t)‖2 + µ(t)1
2
d
dt
‖up(t)‖2,
implicando que
−µ(t)1
2
d
dt
‖up(t)‖2 = 1
2
µ′(t)‖up(t)‖2 − 1
2
d
dt
(
µ(t)‖up(t)‖2
)
.
Portanto de (4.7), obtemos
(∆[µ(t)up(t)], u
′
p(t)) =
1
2
µ′(t)‖up(t)‖2 − 1
2
d
dt
(
µ(t)‖up(t)‖2
)−
−
∫
Γ1
β(x)[u′p(t)]
2dΓ. (4.9)
Por ﬁm, recordemos que
(hp(up(t), u
′
p(t)) =
d
dt
∫
Ω
Λp(up(x, t))dx.
Assim, de (4.6) e das últimas igualdades acima, obtemos
1
2
d
dt
|u′p(t)|2 −
1
2
µ′(t)‖up(t)‖2 + 1
2
d
dt
(
µ(t)‖up(t)‖2
)
+
∫
Γ1
β(x)[u′p(t)]
2dΓ = 0
o que implica
1
2
[
|u′p(t)|2 + µ(t)‖up(t)‖2L2(Γ1) + 2
∫
Ω
Λp(up(x, t))dx
]
=
1
2
µ′(t)‖up(t)‖L2(Γ1)−
−
∫
Γ1
β(x)[u′p(t)]
2dΓ ≤ −β0‖u′p(t)‖2L2(Γ1).
Logo,
E ′p(t) ≤ −β0‖u′p(t)‖2L2(Γ1). (4.10)
onde Ep(t) é a energia associada a solução forte up. Portanto, de (4.10) podemos
concluir que Ep(t) é uma função decrescente. Dado  > 0 arbitrário, deﬁnimos a
energia pertubada por
Ep(t) = Ep(t) + ψ(t)
com
ψ(t) = 2(u′p(t),m∇up(t)) + θ(u′p(t), up(t)),
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onde θ ∈ (0, n) tal que
∃γ > 0 tal que θh(s)s ≥ (2n+ γ)Λ(s),∀s ∈ R. (4.11)
Observemos que a escolha desse θ é possível por (4.3). De fato, tomando algum γ tal
que 0 < γ < δn, temos
2n+ γ
2 + δ
h(s)s ≥ (2n+ γ)Λ(s),
onde
0 <
2n+ γ
2 + δ
<
2n+ δn
2 + δ
=
n(2 + δ)
2 + δ
= n,
para 0 < γ < δn. Agora, notemos que
|ψ(t)| ≤ R
µ0
|u′p(t)|2 +Rµ(t)‖up(t)‖2L2(Γ1) +
θ
2
[ |u′p(t)|2
µ0
+
µ(t)‖up(t)‖L(Γ1)
λ1
]
.
Com efeito,
|ψ(t)| ≤ 2|(u′p(t),m∇up(t))|+ θ|(u′p(t), up(t))|.
Pela desigualdade de Cauchy-Schwartz e Young e da imersão contínua V ↪→ L2(Ω)
obtemos
|ψ(t)| ≤ 2|(u′p(t)|‖m‖L∞(Ω)|∇up(t)|+ θ|u′p(t)||up(t)| ≤
2
√
µ(t)√
µ(t)
|(u′p(t)|‖m‖L∞(Ω)|∇up(t)|+ θ
√
µ(t)√
µ(t)
|u′p(t)||up(t)| ≤
≤ 2
√
µ(t)√
µ0
|u′p(t)|‖m‖L∞(Ω)|∇up(t)|+ θ
√
µ(t)√
µ0
|u′p(t)||up(t)|
2R
[
|u′p(t)|2
2µ0
+
|∇up(t)|2
2
]
+
θ
2
[
|(u′p(t)|2
µ0
+ c0µ(t)‖up(t)‖2
]
.
onde R = ‖m‖L∞(Ω) e c0 a constante de imersão. Do problema spetral ((w, v)) =
λ(w, v), ∀v ∈ V , tomando w = v = up(t) ∈ V , pois up ∈ L∞(0, T, V ), segue que
((up(t), up(t))) = λ(up(t), up(t))
implicando
|up(t)|2 = 1
λ
‖up(t)‖2 ≤ 1
λ1
‖up(t)‖2,
onde λ1 é o primeiro autovalor do problema espectral acima. Assim, temos que
|ψ(t)| ≤ R
µ0
|u′p(t)|2 +Rµ(t)‖up(t)‖2 +
θ
2
[
|u′p(t)|2
µ0
+
µ(t)‖up(t)‖2
λ1
]
,
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ou
|ψ(t)| ≤
[
R
µ0
+
θ
2µ0
]
|u′p(t)|2 +
[
R +
1
2λ1
]
µ(t)‖up(t)‖2 ≤
≤ 2
[
R
µ0
+
θ
2µ0
+R +
1
2λ1
](
1
2
)[
|u′p(t)|2 + µ(t)‖up(t)‖2
][
2R
µ0
+
θ
µ0
+ 2R +
θ
λ1
]
Ep(t),
isto é,
|ψ(t)| ≤ C1Ep(t), (4.12)
onde C1 = C1(R, µ0, θ, λ1) =
2R
µ0
+
θ
µ0
+ 2R +
θ
λ1
. Recordemos que
Ep(t) = Ep(t) + ψ(t).
Por (4.12), temos
|Ep(t)− Ep(t)| = |Ep(t) + ψ(t)− Ep(t)| = |ψ(t)| ≤ C1Ep(t),
ou ainda
(1− C1)Ep(t) ≤ Ep(t) ≤ (1 + C1)Ep(t).
Tomando 0 <  <
1
2C1
e da desigualdade acima, obtemos:
Ep(t)
2
≤ Ep(t) ≤ 3
2
Ep(t) ≤ 2Ep(t). (4.13)
Consideremos a derivada da função ψ(t) e usando que u′′p−µ∆up+hp(up) = 0, obtemos
ψ′(t) = 2(u′′p(t),m∇up(t)) + 2(u′p(t),m∇u′p(t)) + θ(u′′p(t), up(t)) + θ(u′p(t), u′p(t)) =
= 2(µ(t)∆up(t)− hp(up),m∇up(t)) + 2(u′p(t),m∇u′p(t)) + θ(µ(t)∆up(t)−
hp(up(t)), up(t)) + θ|u′p(t)|2 = 2µ(t)(∆up(t),m∇up(t))− 2(hp(up),m∇up(t))+
+2(u′p(t),m∇u′p(t)) + +θ(t)(∆up(t), up(t))− θ(hp(up(t)), up(t)) + θ|u′p(t)|2.
Pelo Teorema de Green, obtemos
ψ′(t) = 2µ(t)(∆up(t),m∇up(t))− 2(hp(up),m∇up(t)) + 2(u′p(t),m∇u′p(t))+
+θ|u′p(t)|2 − θµ(t)(∇up(t),∇up(t)) + θµ(t)
(
up(t),
∂up(t)
∂ν
)
L2(Γ1)
− θ(hp(up(t), up(t))
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implicando que
ψ′(t) = 2µ(t)(∆up(t),m∇up(t))− 2(hp(up),m∇up(t)) + 2(u′p(t),m∇u′p(t)) + θ|u′p(t)|2−
−θµ(t)‖up(t)‖2 − θ(up(t), u′p(t))L2(Γ1) − θ(hp(up(t), up(t)).
(4.14)
Vamos agora analisar cada termo de (4.14), e para tanto consideraremos por convini-
ência apenas os termos com índice j.
Análise de
• (∆up(t),m∇up(t)).
Pelo teorema de Green, temos∫
Ω
∂2up(t)
∂x2i
(
mj
∂up(t)
∂xj
)
dx =
∫
Ω
∂
∂xi
∂up(t)
∂ν
mj
∂up(t)
∂xj
dx = −
∫
Ω
∂up(t)
∂xi
∂
∂xi
(
mj
∂up(t)
∂xj
)
dx+
+
∫
Γ1
∂up(t)
∂xi
mj(x)
∂up(t)
∂xj
.vidΓ = −
∫
Ω
∂up(t)
∂xi
mj
∂xi
∂up(t)
∂xj
dx−
∫
Ω
∂up(t)
∂xi
.mj
∂up(t)
∂xi∂xj
dx+
+
∫
Γ1
∂up(t)
∂xi
mj(x)
∂up(t)
∂xj
.vidΓ
Sendo
∂
∂xj
(
∂up(t)
∂xi
mj
∂up(t)
∂xi
)
=
∂up
∂xj
∂
∂xi
(
mj
∂up
∂xi
)
+
∂up
∂xi
mj
∂2up
∂xixj
.
Assim∫
Ω
∂
∂xj
(
∂up(t)
∂xi
mj
∂up(t)
∂xi
)
dx =
∫
Ω
∂up
∂xj
∂
∂xi
(
mj
∂up
∂xi
)
dx+
∫
Ω
∂up
∂xi
mj
∂2up
∂xixj
dx.
Então, pelo teorema de Gauss, temos que∫
Γ
∂up
∂xi
mj
∂up
∂xi
νjdxdΓ =
∫
Ω
∂up
∂xj
∂
∂xi
(
mj
∂up
∂xi
)
dx+
∫
Ω
∂up
∂xi
mj
∂2up
∂xixj
dx.
Portanto∫
Ω
∂2up(t)
∂xixj
(
mj
∂up(t)
∂xj
)
dx = −
∫
Ω
∂up
∂xi
∂mj
∂xi
∂up
∂xj
dx+
1
2
∫
Ω
∂up
∂xi
∂mj
∂xi
∂up
∂xj
dx−
−1
2
∫
Γ1
∂up
∂xi
mj
∂up
∂xj
vjdx+
∫
Γ1
∂up
∂xi
mj(x)
∂up
∂xj
vidx. (4.15)
Tomando o somatório com i, j = 1, . . . , n, obtemos
(∆up(t),m∇up(t)) = −
∫
Ω
∂up
∂xi
∂mj
∂xi
∂up
∂xj
dx+
1
2
∫
Ω
∂up
∂xi
∂mj
∂xi
∂up
∂xj
dx−
−1
2
∫
Γ1
∂up
∂xi
mj
∂up
∂xj
vjdΓ +
∫
Γ1
∂up
∂xi
mj(x)
∂up
∂xj
vidΓ.
Análise de
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• (hp(up(t)),m∇up(t)).
Observemos que∫
Ω
mj
∂Λ(up(t))
∂xj
dx =
∫
Ω
mj
∂
∂xj
(∫ up(t)
0
hp(s)ds
)
dx =
∫
Ω
mjh(up(t))
∂up(t)
∂xj
.
Assim,
(hp(up(t)),
(
mj
∂up(t)
∂xj
)
dx =
∫
Ω
mjh(up(t))
∂up(t)
∂xj
dx =
∫
Ω
mj
∂Λp(up(t))
∂xj
dx.
Pelo Teorema de Green e pelo fato de up(t) ∈ V ,(
hp(up(t),mj
∂up(t)
∂xj
)
= −
∫
Ω
∂mj
∂xj
Λp(up(t))dx+
∫
Γ1
mjΛp(up(t)).νdΓ =
= −
∫
Ω
∂mj
∂xj
Λp(up(t))dx+
∫
Γ1
m∑
j=1
mjνjΛp(up(t))dx = −
∫
Ω
∂mj
∂xj
Λp(up(t))dx+
+
∫
Γ1
(mv)Λp(up(t))dx
Tomando o somatório quando j = 1, . . . , n, obtemos
(hp(up(t)),m∇up(t)) = −
∫
Ω
∂mj
∂xj
Λp(up(t))dx+
∫
Γ1
mjΛp(up(t)).νdΓ =
= −
∫
Ω
∂mj
∂xj
Λp(up(t))dx+
∫
Γ1
m∑
j=1
mjνjΛp(up(t))dx = −
∫
Ω
∂mj
∂xj
Λp(up(t))dx+
+
∫
Γ1
(mv)Λp(up(t))dx
(4.16)
Análise de
•(u′p(t),m∇u′p(t)) ∫
Ω
u′p(t)
(
mj
∂u′p(t)
∂xj
)
dx =
1
2
∫
Ω
mj
∂
∂xj
|u′p(t)|2dx,
pois, 2
∂
∂xj
|u′p(t)||u′p(t)| =
∂
∂xj
|u′p(t)|2dx.
Assim, ∫
Ω
u′p(t)
(
mj
∂u′p(t)
∂xj
)
dx =
1
2
∫
Ω
mj
∂
∂xj
|u′p(x, t)|2dx.
De acordo com o Teorema de Green, segue que∫
Ω
u′p(t)
(
mj
∂u′p(t)
∂xj
)
dx = −
∫
Ω
∂mj
∂xj
(u′p(t))
2dx+
∫
Γ1
mjvj(u
′
p(x, t))
2dx. (4.17)
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Substituindo (4.15), (4.16), (4.17) em (4.14), obtemos
ψ′(t) = −2µ(t)
∫
Ω
∂up(t)
∂xi
∂mj
∂xj
∂up(t)
∂xj
dx+ µ(t)
∫
Ω
∂up(t)
∂xi
∂mj
∂xj
∂up(t)
∂xj
dx−
−µ(t)
∫
Γ
∂up(t)
∂i
mj
∂up(t)
∂xi
νjdΓ + 2µ(t)
∫
Γ
∂up(t)
∂xi
mj
∂up(t)
∂xj
νidΓ + 2
∫
Ω
∂mj
∂xj
Λp(up(t))dx−
−2
∫
Γ1
(mν)Λp(up(t))dΓ−
∫
Ω
∂mj
∂xj
|u′p(t)|2dx+
∫
Γ1
(mjνj)|u′p(t)|2L2(Ω)dΓ + θ|u′p(t)|2−
−θµ(t)‖up(t)‖2 − θ(hp(up(t)), up(t))−−θ(β(x)u′p(t), up(t))L2(Γ1).
Daí, voltando ao somatório
m∑
i=1
e
m∑
j=1
, temos
ψ′(t) = µ(t)
∫
Ω
m∑
i=1
(
∂up(t)
∂xi
)2 m∑
j=1
∂mj
∂xj
dx− µ(t)
∫
Γ
m∑
i=1
(
∂up(t)
∂xi
)2 m∑
j=1
(mjνj)dΓ+
+2µ(t)
∫
Γ
∂up(t)
∂xi
mj
∂up(t)
∂xj
νidΓ + 2
∫
Ω
m∑
j=1
∂mj
∂xj
Λp(up)
∫
Γ1
(mν)|u′p(t)|2dΓ−
−2
∫
Γ1
(mν)Λp(up)
∂mj
∂xj
+ θ|u′p(t)|2 − θµ(t)‖up(t)‖2 − θ(hp(t), up(t))−
−θ(βu′p(t), up(t))L2(Γ1)
implicando que
ψ′(t) = −µ(t)n
∫
Ω
|∇up(t)|2dx− µ(t)
∫
Γ
(mν)
m∑
i=1
(
∂up(t)
∂xi
)2
dx+
+2µ(t)
∫
Γ
∂up(t)
∂xi
mj
∂up(t)
∂xj
νidΓ + 2n
∫
Ω
Λp(up(t))dx+
∫
Γ1
(mν)|u′p(t)|2dΓ−
−2
∫
Γ1
(mν)Λ(up)dΓ− n|u′p(t)|2 = θ|u′p(t)|2 − θµ(t)‖up(t)‖2 − θ(hp(t), up(t))−
−θ(βu′p(t), up(t))L2(Γ1).
Portanto
ψ′(t) = −µ(t)(n+ θ)‖up(t)‖2 − (n− θ)|u′p(t)|2 − µ(t)
∫
Γ
(mν)
m∑
i=1
(
∂up(t)
∂xi
)2
dΓ+
+2n
∫
Γ1
(mν)Λp(up(t))dΓ +
∫
Γ1
(mv)|u′p(t)|2dΓ + 2µ(t)
∫
Γ
up(t)
∂xi
mj
up(t)
∂xj
νidΓ−
−θ(hp(t), up(t))− θ(βu′p(t), up(t))L2(Γ1).
(4.18)
No que segue, continuaremos analisando os termos de (4.18).
Análise de
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• µ(t)
∫
Γ
(mν)
m∑
i=1
(
∂up(t)
∂xi
)2
dΓ.
Temos
µ(t)
∫
Γ
(mν)
m∑
i=1
(
∂up(t)
∂xi
)2
dΓ = µ(t)
∫
Γ0
(mν)
m∑
i=1
(
∂up(t)
∂xi
)2
dΓ+
+µ(t)
∫
Γ1
(mν)
m∑
i=1
(
∂up(t)
∂xi
)2
dΓ.
Desde que sobre Γ0, como feito em Milla Miranda e L.A.Medeiros [20],(
∂u
∂ν
)2
=
m∑
i=1
(
∂u
∂xi
)2
,
segue que
µ(t)
∫
Γ
(mν)
m∑
i=1
(
∂up(t)
∂xi
)2
dΓ = µ(t)
∫
Γ0
(mν)
(
∂up(t)
∂ν
)2
dΓ+
+µ(t)
∫
Γ1
(mν)
m∑
i=1
(
∂up(t)
∂xi
)
.
(4.19)
Análise de
• 2µ(t)
∫
Γ
∂up(x, t)
∂xi
mj
∂up(x, t)
∂xj
.
Sobre Γ1, tem-se
∂u
∂xj
= νj
(∂u
∂ν
)
, como feito em Milla Miranda e L.A.Medeiros [20].
Assim,
2µ(t)
∫
Γ
∂up(t)
∂xi
mj
∂up(t)
∂xj
νidΓ = 2µ(t)
∫
Γ
(
∂up(t)
∂ν
)
mj
∂up(t)
∂xj
dΓ =
= 2µ(t)
∫
Γ0
∂up(t)
∂ν
mj
∂up(t)
∂xj
dΓ + 2
∫
Γ1
µ(t)
∂up(t)
∂ν
mj
∂up(t)
∂xj
dΓ =
= 2µ(t)
∫
Γ0
∂up(t)
∂ν
mjνj
∂up(t)
∂ν
dΓ + 2
∫
Γ1
µ(t)
∂up(t)
∂ν
mj
∂up(t)
∂xj
dΓ =
= 2µ(t)
∫
Γ0
m∑
i=1
(mjνj)
(
∂up(t)
∂ν
)2
dΓ− 2
∫
Γ1
β(x)u′p(t)mj
∂up(t)
∂xj
dΓ,
o que implica
2µ(t)
∫
Γ
∂up(t)
∂xi
mj
∂up(x, t)
∂xj
νidΓ = 2µ(t)
∫
Γ0
(mν)
(
∂up(t)
∂ν
)2
dΓ
−2
∫
Γ1
β(x)u′p(t)mj
∂up(t)
∂xj
dΓ.
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Desde que β(x) = m(x)ν(x) e |mj(x)| ≤ ‖m(x)‖ ≤ ‖m‖L∞(Ω) = R, temos
−2
∫
Γ1
β(x)u′p(t)mj
∂up(t)
∂xj
dΓ ≤ 2
∫
Γ1
√
µ(t)
√
(mν)Ru′p(t)
√
(mν)√
µ(t)
[
n∑
j=1
(
∂up(t)
∂ν
)2] 12
dΓ.
Pela desigualdade de Young, obtemos
−2
∫
Γ1
β(x)u′p(t)mj
∂up(t)
∂xj
dΓ ≤
≤ R
2
µ0
(mν)|u′p(t)|2dΓ + µ(t)
∫
Γ1
(mν)
m∑
i=1
(
∂up(t)
∂xj
)2
dΓ.
Então,
2µ(t)
∫
Γ
∂up(t)
∂xi
mj
∂up(x, t)
∂xj
νidΓ ≤ 2µ(t)
∫
Γ0
(mν)
(
∂up(t)
∂ν
)2
dΓ+
+
R2
µ0
(∫
Γ1
(mν)|u′p(t)|2
)
dΓ + µ(t)
∫
Γ1
(mν)
m∑
i=1
(
∂up(t)
∂xj
)2
dΓ.
(4.20)
Análise de
• −θ(β(x)u′p(t), up(t))L2(Γ1).
Temos
−θ(β(x)u′p(t), up(t))L2(Γ1) =
∫
Γ1
−θβ(x)u′p(t)up(t)dΓ =
=
∫
Γ1
−θ
√
K√
ξ
√
β(x)√
µ(t)
u′p(t)
√
β(x)√
K
√
µ(t)
√
ξup(t).
Novamente pela desigualdade de Young, obtemos
−θ(β(x)u′p(t), up(t))L2(Γ1) ≤
θ2K
ξ
∫
Γ1
β(x)
µ(t)
|u′p(t)|2
2
dΓ +
ξ
K
∫
Γ1
µ(t)β(x)
|up(t)|2
2
dΓ,
onde K > 0 é uma constante tal que
∫
Γ1
β(x)|up(t)|2dΓ ≤ K‖up(t)‖2 e ξ > 0 uma
constante positiva a ser escolhida. Então,
−θ(β(x)u′p(t), up(t))L2(Γ1) ≤
θ2K
2µ0
∫
Γ1
β(x)|u′p(t)|2dΓ + ξ
µ(t)
2
‖up(t)‖2. (4.21)
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Substituindo (4.18), (4.19), (4.20) em (4.14), obtemos
ψ′(t) ≤ −(n+ θ)µ(t)‖up(t)‖2 − (n− θ)|u′p(t)|2 − µ(t)
∫
Γ0
(mν)
(
∂up(t)
∂ν
)2
dΓ−
−µ(t)
∫
Γ1
(mν)
(
∂up(t)
∂xi
)2
dΓ + 2n
∫
Ω
Λp(up(t))dx− 2
∫
Γ1
(mν)Λp(up(x, t))dΓ+
+
∫
Γ1
(mν)|u′p(t)|2dΓ + 2µ(t)
∫
Γ0
(mν)
(
∂up(t)
∂ν
)2
dΓ +
R2
µ0
∫
Γ1
(mν)|u′p(t)|2dΓ+
+µ(t)
∫
Γ1
m∑
j=1
(
∂up(t)
∂xj
)2
dΓ− θ(hp(up(t)), up(t)) + θ
2K
2µ0
∫
Γ1
β(x)|u′p(t)|2dΓ+
+
ξµ(t)
2
‖up(t)‖2
implicando que
ψ′(t) ≤ −(n+θ)µ(t)‖up(t)‖2−(n−θ)|u′p(t)|2−θ(hp(up(t)), up(t))+2n
∫
Ω
Λp(up(t))dx+
+
(
R2
µ0
+
θ2K
2µ0ξ
+ 1
)∫
Γ1
(mν)|u′p(t)|2dΓ + ξ
µ(t)
2
‖up(t)‖2.
Por (4.3), temos −θ(h(s), s) ≤ −(2n+ δ)Λ(s). Assim,
−
∫
Ω
θ(hp(up(t))up(t))dx ≤ −
∫
Ω
(2n+ δ)Λ(up(t))dx = −2n
∫
Ω
Λ(up(t))dx−
−γ
∫
Ω
Λ(up(t))dx.
Daí
ψ′(t) ≤ −(n+ θ)µ(t)‖up(t)‖2− (n− θ)|u′p(t)|2 +
(
R2
µ0
+
θ2K
2µ0ξ
+ 1
)∫
Γ1
(mν)|u′p(t)|2dΓ+
+ξ
µ(t)
2
‖up(t)‖2 − γ
∫
Ω
Λ(up(t))dx.
Desde que ξ
1
2
(µ(t)‖up(t)‖2) ≤ ξEp(t), segue que
ψ′(t) ≤ −(n+ θ)Ep(t)− (n− θ)|u′p(t)|2 +
(
R2
µ0
+
θ2K
2µ0ξ
+ 1
)∫
Γ1
(mν)|u′p(t)|2dΓ+
+ξEp(t)− γEp(t).
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Portanto,
ψ′(t) ≤ max (− (n+ θ),−(n− θ),−γ)Ep(t) + (R2µ0 + θ2K2µ0ξ + 1
)∫
Γ1
(mν)|u′p(t)|2dΓ + ξEp(t) =
= −min (n− θ, γ)Ep(t) + (R2
µ0
+
θ2K
2µ0ξ
+ 1
)∫
Γ1
(mν)|u′p(t)|2dΓ + ξEp(t).
(4.22)
Consideremos a derivada em relação a variável t da expressão
Ep(t) = Ep(t) + ψ(t)
e por (4.10) e (4.22) , temos
E ′p = E
′
p(t) + ψ
′(t) ≤ −β0‖u′p(t)‖2L2(Γ1) − min
[
(n− θ), γ)− ξ]−
−ε
(
R2
µ0
+
θ2K
2µ0ξ
+ 1
)∫
Γ1
(mν)|u′p(t)|2dΓ ≤ −ε [min{(n− θ), γ} − ξ]Ep(t)−
−
∫
Γ1
β(x)|u′p(t)|2dΓ− ε
(
R2
µ0
+
θ2K
2µ0ξ
+ 1
)∫
Γ1
(mν)|u′p(t)|2dΓ−
−ε [min{(n− θ), γ} − ξ]Ep(t)−
∫
Γ1
(mν)|u′p(t)|2dΓ
(
R2
µ0
+
θ2K
2µ0ξ
+ 1
)
+
+
∫
Γ1
(mν)|u′p(t)|2dΓ = −ε[min{(n− θ), γ} − ξ]Ep(t)−
−
[
1 +
(
R2
µ0
+
θ2
2µ0ξ
+ 1
)]∫
Γ1
(mν)|u′p(t)|2dΓ.
Tomando 0 <  <
(
R2
µ0
+
θ2K
2µ0ξ
+ 1
) 1
2
e 0 < ξ < min
{
n− θ, γ}, obtemos

[
1−
(
R2
µ0
+
θ2
2µ0ξ
+ 1
)]∫
Γ1
(mν)|u′p(t)|2L2(Ω)dΓ ≥ 0,
pois 1−
(
R2
µ0
+
θ2
2µ0ξ
+ 1
)
≥ 0 e sobre Γ1 e mν > 0. Recorde que
Ep(t)
2
≤ Ep(t) ≤ 2Ep(t). (4.23)
Assim, por (4.13) obtemos
E ′p(t) +
ω
2
Ep(t) ≤ 0,
com ω = min
{
1
2
(
2R
µ0
+
θ
µ0
+2R+
θ
λ1
)−1
,
(
R2
µ0
+
θ2K
2µ0ξ
+1
)−1}
> 0. Então, a solução
da EDO acima satisfaz
Ep(t) ≤ Ep(0) exp−ω2 t, ∀t ≥ 0. (4.24)
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Segue de (4.23) e (4.24) que
Ep(t)
2
≤ Ep(t) ≤ 2Ep(t),
implicando que
Ep(t) ≤ 4Ep(0) exp−ω2 t,∀t ≥ 0.
Desde que (up) é limitada em L∞(0, T, V ) e (up) é limitada em L2(0, T, L2(Ω)), se-
gue do Teorema de Aubin-Lions que existe uma subsequência de (up), ao qual ainda
denotaremos por (up) tal que
up → u em L2(Q).
Pela Proposição (B.2.3), existe uma subsequência de (up), que ainda denotaremos por
(up) tal que
up → u quase sempre em Q.
Portanto,
up(·, t)→ up(·, t) quase sempre em Ω,∀t ≥ 0
Sendo Λp contínua, segue que
Λp(u(·, t))→ Λp(u(·, t)) q.s em Ω,∀t ≥ 0. (4.25)
Temos que hp → h em conjuntos limitados da R, e portanto
Λp(u(·, t))→ Λ(u(·, t)) q.s em Ω,∀t ≥ 0. (4.26)
Então, por (4.25) e (4.26)
Λp(up(·, t))→ Λ(u(·, t)) q.s em Ω, ∀t ≥ 0 (4.27)
Temos ainda por (4.24) que
1
2
[
|u′p(t)|2 + µ(t)‖u′p(t)‖2 + 2
∫
Ω
Λp(t)(up(x, t))dx
]
≤ 2Ep(0) exp−ω2 t
donde ∫
Ω
Λp(t)(up(x, t))dx ≤ 4Ep(0)
pois exp−
ω
2
t ≤ 1. Da convergência dos dados iniciais e pelo fato que∫
Ω
Λp(u0p(x))dx→
∫
Ω
Λ(u0(x))dx em R, q.s em Ω, ∀t ≥ 0,
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obtemos,
lim inf
p→∞
∫
Ω
Λp(up(x))dx ≤ 4E(0). (4.28)
De fato,
lim inf
p→∞
Ep(0) =
1
2
[
|u1|2 + µ(t)‖u0‖2 + 2
∫
Ω
Λ(u0(x))dx
]
= 4E(0).
Assim,
lim inf
p→∞
∫
Ω
Λp(up(x, t))dx ≤ 4E(0).
Por (4.28) e pelo Lema de Fatou, obtemos∫
Ω
Λ(u(x, t)) ≤ lim inf
p→∞
∫
Ω
Λp(up(x, t))dx.
Então, de (4.28), temos ∫
Ω
Λ(u(x, t))dx ≤ 4E(0).
Passando lim inf
p→∞
na expressão Ep(t) ≤ 4Ep(0) exp−ω2 t,∀t ≥ 0 , obtemos
1
2
[
lim inf
p→∞
|u′p(t)|2+lim inf
p→∞
µ(t)‖up(t)‖2+lim inf
p→∞
2
∫
Ω
Λp(up(x, t))
]
≤ 4 exp−ω2 t lim inf
p→∞
Ep(0),
o que implica
1
2
[
|u′(t)|2 + µ(t)‖u(t)‖2 + 2
∫
Ω
Λ(u(x, t))
]
≤ 4 exp−ω2 tE(0).
isto é
E(t) ≤ 4E(0) exp−ω2 t,∀t ≥ 0.
Observação 4.1.1 A função f : R → R deﬁnida por f(s) = s3 satisfaz a condição
4.3.
Apêndice A
Dual de espaços Lp(0, T ;X) (p > 1)
para funções vetoriais
No que segue, daremos uma caracterização do dual de LP (0, T ;X), com p > 1
e X um espaço de Banach. Demostraremos que se o dual X ′ gozar da propriedade
de que toda função de variação limitada f : [0, T ] → X ′ possui uma derivada quase
sempre, então o dual de (Lp(0, T ;X))′ = Lq(0;T,X ′), sendo 1
p
+ 1
q
= 1. Este resultado
encontramos no artigo de F. M. R. Neyde [21].
A.1 Integral para funções de Lp(0,T,X)
Nesta seção vamos deﬁnir um certo tipo de integrais para funções de Lp(0, T,X),
baseado na noção de Riemann-Stieltjes. Usaremos esta integral para mostrarmos a
sobrejetividade da aplicação
S : (Lp(0, T,X))′ → V q0 (0, T,X ′)
U 7→ φ
.
Observação A.1.1 Na página 81, deﬁnimos os espaços V q(0, T,X) e V q0 (0, T,X).
Se u ∈ C(0, T,X) e φ ∈ V q(0, T,X ′), correspondendo a uma partição Dn : 0 = t0 <
t1 < . . . < tn = T e pontos τv tal que tv−1 ≤ τv ≤ tv. Daí, formamos a soma
δ(Dn) =
n∑
v=1
[φ(tv)− φ(tv−1)]u(τv)
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que é um elemento de C(0, T,X), pois u ∈ C(0, T,X). Seja então
|Dn| = max
1≤v≤n
|tv − tv−1|.
A prova de que, para uma sequência de partições (Di) com |Di| → 0, as somas δ(Dn)
tem um limite em C(0, T,X) que independe da sequência (Di), é feita de maneira
usual. De fato, temos que
|δ(Dn)| =
∣∣∣∣ n∑
v=1
[φ(tv)−φ(tv−1)u(τv)]
∣∣∣∣ ≤ n∑
v=1
‖φ(tv)−φ(tv−1)‖‖u(τv)‖ =
n∑
v=1
‖φ(tv)− φ(tv−1)‖
|tv − tv−1|
1
p
.
Pela desigualdade de Hölder, temos
|δ(Dn)| ≤
( n∑
v=1
‖φ(tv)− φ(tv−1)‖q
|tv − tv−1|q−1
) 1
p
( n∑
v=1
‖u(τv‖p|tv − tv−1|
) 1
p
.
Mas como φ ∈ V q(0, T,X ′) e t 7→ ‖u(t)‖ é contínua, passando ao limite quando n→∞,
tem-se |Dn| → 0 e portanto,
lim
|Dn|→0
n∑
v=1
‖φ(tv)− φ(tv−1)‖q
|tv − tv−1|q−1 = V
q(φ)
e
lim
|Dn|→0
n∑
v=1
‖u(τv)‖p|tv − tv−1| =
∫ T
0
‖u(t)‖Xdt.
Portanto,
lim
n→∞
∣∣∣∣ n∑
v=1
‖φ(tv)− φ(tv−1)‖q
|tv − tv−1|q−1
∣∣∣∣ ≤ limn→∞
( n∑
v=1
‖φ(tv)− φ(tv−1)‖q
|tv − tv−1|q−1
) 1
q
(
lim
n→∞
n∑
v=1
‖u(τv‖p|tv−tv−1|
) 1
p
≤ {V q(φ)} 1q
∫ T
0
‖u(t)‖Xdt.
Logo, a série
n∑
v=1
[φ(tv)−φ(tv−1)u(τv)] é absolutamente convergente, pois é uma sequên-
cia monótona limitada. Daí, seu limite será denotado por
∫ T
0
u(t)dφ(t). Pela desigual-
dade estabelecida, temos∣∣∣∣ ∫ T
0
u(t)dφ(t)
∣∣∣∣ ≤ {V q(φ)} 1q e (∫ T
0
‖u(t)‖pX
) 1
p
= {V q(φ)} 1q ‖u‖Lp(0,T,X).
Note que
U : C(0, T,X)→ R
u 7→
∫ T
0
u(t)dφ(t)
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é um funcional linear sobre C(0, T,X) de norma {V q(φ)}. Como C(0, T,X) é denso em
Lp(0, T,X), podemos estender U a uma único funcional linear sobre Lp(0, T,X) com a
mesma norma, que ainda denotaremos por U . Deﬁnimos então para u ∈ Lp(0, T,X) ,∫ T
0
u(t)dφ(t) por esta extensão. Assim, está bem deﬁnido
U : Lp(0, T,X)→ R
u 7→
∫ T
0
u(t)dφ(t)
e
|U(u)| =
∣∣∣∣ ∫ T
0
u(t)dφ(t)
∣∣∣∣ ≤ {V q(φ)} 1q ‖u‖Lp(0,T,X).
A.2 Preliminares
No que segue, X é um espaço de Banach tal que X ′ satisfaz a condição de que
toda função de variação limitada tem uma derivada quase sempre. Estudaremos o dual
dos espaços Lp quando os elementos são funções deﬁnidas em um intervalo [0,T] e toma
valores em X. Para u : [0, T ] → X e f : X ′ → R denotaremos 〈f, u(t)〉 em vez de
f(u(t)).
Consideremos V p(0, T,X) o conjunto das funções u com valores em X, deﬁnidas quase
sempre em [0, T ] e tais que as somas
n∑
v=1
‖u(tv)− u(tv−1)‖
|tv − tv−1|
são limitadas para todas as partições {tv}, 0 = t0 < t1 < . . . < tn = T . Note que
faz sentido deﬁnirmos o supremos destas somas, logo denotaremos este supremo por
V P (u) . Deﬁnimos
‖u‖V p(0,T,X) = ‖u(0)‖+ {V p(u)}
1
p .
Se u ∈ V p(0, T,X), então dizemos que u é uma função de variação p limitada. No caso
de p =1, dizemos simplesmente função de variação limitada.
Denotaremos por V p0 (0, T,X) um subconjunto de V
p(0, T,X) para os quais u(0) = 0.
Considerando os espaços C(0, T,X) e Lp(0, T,X), mostra-se que C(0, T,X) é denso
em Lp(0, T,X) na norma de Lp(0, T,X).
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A.3 Uma primeira caracterização de (Lp(0, T,X))′
Nesta seção, vamos dar uma caracterizãção do espaço (Lp(0, T,X))′ no sentido
de deﬁnir uma aplicação linear, sobrejetiva e que preserva norma.
Deﬁnamos para cada x ∈ X e cada número real s, com 0 ≤ s ≤ T , a seguinte função:
Se s > 0
us,x : [0, T ]→ X
t 7→ us,x(t)
onde
us,x(t) =
x, 0 ≤ t ≤ s0, s < t ≤ T
e para s = 0, deﬁniremos
us,x(t) = 0
Aﬁrmação 1: Para cada s ∈ [0, T ] e para cada x ∈ X, us,x ∈ Lp(0, T,X). De fato,
temos que ∫ T
0
‖us,x(t)‖pXdt =
∫ s
0
‖x‖pXdt <∞,
pois x ∈ X.
Seja U ∈ (Lp(0, T,X))′. Consideremos para cada s ∈ [0, T ] a seguinte função:
φ(s) : X → R
x 7→ U(us,x) = φ(s)[x].
Desejamos que a aplicação
S : (Lp(0, T,X))′ → V q0 (0, T,X ′)
esteja bem deﬁnida, e para tanto, mostraremos que φ ∈ V q0 (0, T,X ′).
i) φ(s) : X → R é linear.
Com efeito, se s=0, temos φ(s) = 0, logo linear. Agora, se s 6= 0, ∀t ∈ [0, T ] temos
us,ϕx1+x2 =
ϕx1 + x2, 0 ≤ t ≤ s0, s < t ≤ T =
ϕx1, 0 ≤ t ≤ s0, s < t ≤ T +
x2, 0 ≤ t ≤ s0, s < t ≤ T
= ϕus,x1 +us,x2 , isto é, us,ϕx1+x2(t) = ϕus,x1(t)+us,x2(t), para todo x1, x2 ∈ X e ϕ ∈ R,
o que implica
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φ(s)[ϕx1 + x2] = U(us,ϕx1+x2(t)) = U(ϕus,x1(t) + us,x2(t)) = ϕU(us,x1) + U(us,x2) =
= ϕφ(s)[x1] + φ(s)[x2].
ii) φ(s) ∈ X ′,∀s ∈ [0, T ]
De fato, φ(0) = 0, logo φ(0) ∈ X ′. Suponha agora s 6= 0. Desde que
‖us,x‖pLp(0,T,X) =
∫ T
0
‖us,x(t)‖pdt = ‖x‖ps
isto é,
‖us,x‖Lp(0,T,X) = s
1
p‖x‖.
Assim,
|φ(s)[x]| = |U(us,x)| ≤ ‖U‖‖us,x‖Lp(0,T,X) = ‖U‖s
1
p‖x‖,
mostrando que φ é contínua e, portanto, φ ∈ X ′.
iii) φ ∈ V q0 (0, T,X ′) e V q(φ) ≤ ‖U‖q(Lp(0,T,X))′ .
Devemos mostrar que
n∑
v=1
φ(tv)− φ(tv−1)
tv − tv−1 ≤ ‖U‖
q,
para toda partição {tv} de [0, T ]. Seja ε > 0 e b1, . . . , bn números reais não negativos.
Fixemos v. Consideraremos dois casos:
Caso i) bv > 0.
Neste caso, note que
ε
nbv
> 0 e ‖φ(tv) − φ(tv−1)‖ = sup
‖x‖=1
|φ(tv)xv − φ(tv−1)xv|. Por
deﬁnição de supremo, existe ‖xv‖ = 1 tal que
|φ(tv)xv − φ(tv−1)xv| > ‖φ(tv)− φ(tv−1)‖ − ε
nbv
= ‖φ(tv)− φ(tv−1)‖‖xv‖ − ε
nbv
(A.1)
Multiplicando (A.1) por bv, obtemos
|φ(tv)bvxv − φ(tv−1)bvxv| > ‖φ(tv)− φ(tv−1)‖‖bvxv‖ − ε
n
.
Tomando xv = bvxv, obtemos
|φ(tv)xv − φ(tv−1)bvxv| > ‖φ(tv)− φ(tv−1)‖‖xv‖ − ε
n
, ‖xv‖ = bv.
Caso ii)
Se bv = 0, tomaremos xv = 0 e para os números reais não negativos b1, . . . , bn , existe
xv ∈ X com ‖xv‖ = bv tal que
|φ(tv)[xv]− φ(tv−1)[xv]| > ‖φ(tv)− φ(tv−1)‖bv − ε
n
. (A.2)
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Por outro lado,
n∑
v=1
|φ(tv)[xv]− φ(tv−1)[xv]| =
n∑
v=1
|U(Utv−xv)− U(ttv−1,xv)| ≤
≤ ‖U‖
n∑
v=1
‖utv ,xv − utv−1,xv‖ = ‖U‖
n∑
v=1
(∫ T
0
‖utv ,xv(t)− utv−1,xv (t)‖p
) 1
p
=
= ‖U‖
n∑
v=1
(∫ T
0
‖xvχ(tv−1,tv)(t)‖p
) 1
p
= ‖U‖
( n∑
v=1
‖xv‖p(tv − tv−1
) 1
p
. (A.3)
Por (A.2) e (A.3), segue que
n∑
v=1
‖φ(tv)− φ(tv−1)‖bv < ε+ ‖U‖
( n∑
v=1
bpv(tv − tv−1
) 1
p
.
Assim, se bv =
(‖φ(tv)− φ(tv−1)‖
|tv − tv−1|
) q
p
, fazendo av = ‖φ(tv)−φ(tv−1)‖ e ∆v = |tv−tv−1|,
obtemos
bv =
(
av
∆v
) q
p
.
Daí, a desigualdade anterior é dada por
n∑
v=1
avbv =
n∑
v=1
a
q+p
p
v
∆
q
p
v
≤ ‖U‖
( n∑
v=1
aqv
∆q−1v
) 1
p
,
o que implica
n∑
v=1
aqv
∆q−1v
≤ ‖U‖
( n∑
v=1
aqv
∆q−1v
) 1
p
. (A.4)
Elevando (A.4) à potência q e observando que q − q
p
= 1, obtemos
( n∑
v=1
aqv
∆q−1v
)q
( n∑
v=1
aqv
∆q−1v
) q
p
≤ ‖U‖q
ou seja
n∑
v=1
‖φ(tv)− φ(tv−1)‖q
|tv − tv−1|q−1 ≤ ‖U‖
q
para toda partição {tv} de [0, T ], mostrando que φ ∈ V q0 (0, T,X ′) com V q(φ) ≤ ‖U‖q.
Logo, a função
S : (Lp(0, T,X))′ → V q0 (0, T,X ′)
U 7→ φ
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está bem deﬁnida e é linear, pois φ é linear. Mostraremos agora que S é sobrejetiva.
Devemos mostrar que dado φ ∈ V q0 (0, T,X ′), existe U ∈ (Lp(0, T,X))′ tal que S(U) =
φ, ou seja, tal que, se s ∈ [0, T ] então para todo x ∈ X, U(us,x) = φ(x).
De fato, se s = 0, então u0,x ≡ 0, logo U(u0,x) = 0 = φ(0)x, já que φ(0) = 0, pois
φ ∈ V q0 .
Suponha agora s > 0 e deﬁniremos para x ∈ X,
un(t) =

x, se 0 ≤ t ≤ s
−n(t− s− 1
n
)x, se s ≤ t ≤ s+ 1
n
0, se s− 1
n
≤ t ≤ T
Então, para cada n ∈ N, un(t) ∈ C(0, T,X) e∫ T
0
‖un(t)− us,x(t)‖pdt =
∫ s+ 1
n
s
∥∥∥∥− n(t− s− 1n
)
x
∥∥∥∥pdt→ 0, quando n→∞.
Assim, (un) converge em Lp(0, T,X) para us,x e como U ∈ (Lp(0, T,X))′, temos que
U(un)→ U(us,x). (A.5)
Notemos que
U(un)→ φ(s)x.
Com efeito,
U(un) =
∫ T
0
un(t)dφ(t) =
∫ s
0
xdφ(t) +
∫ s+ 1
n
s
[
− n
(
t− s− 1
n
)
x
]
dφ(t) +
∫ T
s+ 1
n
0dφ(t).
Observemos que∫ s
0
xdφ(t) = lim
|D|→0
n∑
v=1
[φ(tv)−φ(tv−1)]x = lim|D|→0[φ(t1)x−φ(t0)x+φ(t2)x, . . . , φ(tn−1)x−φ(s)x]
= φ(s)x
e daí,
|U(un)− φ(s)x| =
∣∣∣∣ ∫ s+ 1n
0
[
n
(
s+
1
n
− t
)
x
]
dφ(t)
∣∣∣∣ ≤
≤ lim
|Dk|→0
n∑
v=1
‖φ(tv)− φ(tv−1)‖
∥∥∥∥n(s+ 1n − ρv
)
x
∥∥∥∥ =
= ‖x‖ lim
|Dk|→0
n∑
v=1
‖φ(tv)− φ(tv−1)‖
∥∥∥∥n(s+ 1n − ρv
)
x
∥∥∥∥
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onde s ≤ ρv ≤ s+ 1
n
, o que implica
0 ≤ n
(
s+
1
n
− ρv
)
≤ 1.
e daí ∣∣∣∣ ∫ s+ 1n
0
[
n
(
s+
1
n
− t
)
x
]
dφ(t)
∣∣∣∣ ≤ lim|Dk|→0
n∑
v=1
‖φ(tv)− φ(tv−1)‖ ≤
≤ ‖x‖
{
variação de φ sobre
(
s+
1
n
)}
→ 0, quando n→∞.
Portanto,
lim
n→∞
|U(un)− φ(s)x| = 0. (A.6)
Segue de (A.5) e (A.6) e pela unicidade do limite que U(us,x) = φ(s)x, mostrando a
sobrejetividade da aplicação S.
Por ﬁm, provaremos que S preserva norma, ou seja, devemos mostrar que
‖S(U)‖V q0 (0,T,X) = ‖U‖Lp(0,T,X)′ .
Notemos que
‖S(U)‖V q0 (0,T,X) = ‖φ‖V q0 (0,T,X) = ‖φ(0)‖′X + {V
q
0 (φ)} ≤ ‖U‖Lp(0,T,X)′ (A.7)
Então, resta-nos mostrar que
‖U‖Lp(0,T,X)′ ≤ ‖S(U)‖V q0 (0,T,X) (A.8)
Com efeito, seja un : [0, T ]→ X uma função simples que toma valor xv para o intervalo
tv−1 ≤ t ≤ tv. Mas
un(t) =
n∑
v=1
[utv ,xv − utv−1,xv ] =
n∑
v=1
[χtv−1.tv ]xv = xj,
com t ∈ (tj−1, tj]. Assim,
un(t) =
n∑
v=1
[utv ,xv−utv−1,xv ]⇒
∫ T
0
‖un(t)‖pdt =
n∑
v=1
∫ tv
tv−1
‖xv‖pdt =
n∑
v=1
‖xv‖p|tv−tv−1|
e
|U(un)| =
∣∣∣∣ n∑
v=1
U(utv ,xv)−U(utv−1,xv)
∣∣∣∣ = ∣∣∣∣ n∑
v=1
φ(tv)[xv]−φ(tv−1)[xv]
∣∣∣∣ ≤ n∑
v=1
‖φ(tv)−φ(tv−1)‖‖xv‖.
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Pela Desigualdade de Hölder, obtemos
|U(un)| ≤
( n∑
v=1
‖φ(tv)− φ(tv−1)‖q
|tv − tv−1|q − 1
) 1
q
( n∑
v=1
‖xv‖p|tv−tv−1|
) 1
p
≤ {V q(φ) 1q }‖un‖Lp(0,T,X).
Logo, se u ∈ Lp(0, T,X) e un é escolhida tal que un → u na norma de Lp(0, T,X),
teremos que
|U(u)| ≤ {V q(φ)} 1p‖u‖Lp(0,T,X)
e daí
‖U‖(Lp(0,T,X))′ ≤ {V q(φ)}
1
p = ‖S(U)‖V q0 (0,T,X′).
Concluímos então que a aplicação
S : (Lp(0, T,X))′ → V q0 (0, T,X)
U 7→ φ
é linear, sobrejetiva e preserva norma, o que implica (Lp(0, T,X))′ é equivalente a
V q0 (0, T,X) sempre que X é um espaço de Banach e
1
p
+ 1
q
= 1, 1 < p ≤ ∞.
A.4 O espaço dual de Lp(0,T,X)
Nesta seção, vamos mostrar que a aplicação
L : V p0 (0, T, Y )→ Lp(0, T, Y )
u→ u′
está bem deﬁnida, preserva norma, é linear e sobrejetiva. Vamos demostrar em alguns
casos.
1) L está bem deﬁnida.
De fato, seja u ∈ V p0 (0, T, Y ). Mostraremos que t 7→ u′(t) é fortemente mensurável e
t 7→ ‖u′(t)‖Y ∈ Lp(0, T,R).
Consideremos uma sequência de conjuntos ﬁnitos de pontos no intervalo [0, T ], o m-
ésimo conjunto sendo tm,1, tm,2, . . . , tm,n e tais que
lim
m→∞
max
v
(tm,v+1 − tm,v) = 0
[como por exemplo se dividimos em 2m partes iguais]. Deﬁnimos
um(t) =
u(tm,v+1)− u(tm,v)
tm,v+1 − tm,v ,
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em cada intervalo tm,v ≤ t < tm,v+1. Se t não é um dos pontos tm,v, com tm,v < t <
tm,v+1, podemos escrever
um(t) =
u(tm,v+1)− u(t)
tm,v+1 − t
tm,v+1 − t
tm,v+1 − tm,v +
u(tm,v)− u(t)
tm,v − t
t− tm,v
tm,v+1 − tm,v =
= {u′(t) + o1(t)}u(tm,v+1)− u(t)
tm,v+1 − t + {u
′(t) + o2(t)} tm,v+1 − t
tm,v+1 − tm,v = u
′(t) + o3(t)
onde o3(t) ≤ ‖o1(t)‖+‖o2(t)‖, e ‖o1(t)‖, ‖o2(t)‖ tendem a zero quando tm,v+1−tm,v → 0.
Assim,
lim
m→∞
‖um(t)− u′(t)‖ = 0 quase sempre
isto é, existe uma sequência de funções simples convergindo fortemente para u′ quase
sempre, logo u′ é fortemente mensurável. Para cada m, um ∈ Lp(0, T,X), logo
t 7→ ‖um(t)‖ ∈ Lp(0, T,R)
e ∫ T
0
‖u′m(t)‖pdt =
∑
Pm
‖u(tm,v+1 − u(tm,v))‖p
|tm,v+1 − tm,v|p−1 ≤ supP
nP∑
v=1
‖u(tv)− u(tv−1)‖p
|tv − tv−1|p−1 = V
p(u).
Pelo Lema (B.2.5), segue que t 7→ ‖u′(t)‖ é integrável e
∫ T
0
‖u′(t)‖pdt ≤ V p(u), isto é,
‖u′‖Lp(0,T,Y ) ≤ V p(u).
Portanto, L está bem deﬁnida e
‖L(u)‖Lp(0,T,Y ) = ‖u′‖Lp(0,T,Y ) ≤ ‖u‖V p(0,T,Y ). (A.9)
2) L preserva norma
Com efeito, por (A.9), é suﬁciente provar que
‖u‖V p(0,T,Y ) ≤ ‖u′‖Lp(0,T,Y ).
Para provarmos, iniciaremos deﬁnindo a função vetorial
v : [0, T ]→ Y
t 7→ u(0) +
∫ t
0
u′(s)ds
e mostrando que v(t) = u(t), ∀t ∈ [0, T ], para u′ ∈ Lp(0, T ;Y )
Seja f ∈ Y ′ qualquer. Então: é quase sempre derivável, isto é, existe d
dt
quase sempre.
De fato, para os t′s tais que existe u′(t), temos
lim
h→0
〈
f,
u(t+ h)− u(t)
h
〉
=
〈
f, lim
h→0
u(t+ h)− u(t)
h
〉
= 〈f, u′(t)〉
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isto é
d
dt
〈f, u(t)〉 = 〈f, d
dt
u(t)〉.
Notemos que t 7→ 〈f, u(t)〉 é absolutamente contínua. De fato, dado ε > 0 e se In =
(αn, βn) é uma sequência de intervalos dois a dois disjuntos, deﬁnindo δ =
ε
‖f‖(V p(u)) 1p
,
obtemos∑
|〈f, u(βn)〉−〈f, u(αn)〉| ≤ ‖f‖
∑
‖u(βn)−u(αn)‖ ≤ ‖f‖
(∑ ‖u(βn)− u(αn)‖
|βn − αn|
) 1
p
< ε.
Daí,
〈f, u(t)〉 = 〈f, u(0)〉+
∫ t
0
d
dt
〈f, u(s)〉ds = 〈f, u(0)〉+
∫ t
0
〈
f,
d
dt
u(s)
〉
ds = 〈f, v(t)〉.
Assim, ∀f ∈ Y ′ e ∀t ∈ [0, T ], temos 〈f, u(t)〉 = 〈f, v(t)〉 e, portanto, u = v, isto é
u(t) = u(0) +
∫ t
0
u′(s)ds =
∫ t
0
u′(s)ds.
Seja agora P uma partição qualquer do intervalo [0, T ]. Então,
‖u(tv+1)− u(tv)‖ =
∥∥∥∥∫ tv+1
0
u′(s)ds−
∫ tv
0
u′(s)ds
∥∥∥∥ ≤ ∫ tv+1
tv
‖u′(s)‖ds.
Novamente pela desigualdade de Hölder, obtemos
‖u(tv+1)− u(tv)‖ ≤
(∫ tv+1
tv
‖u′(s)‖pds
) 1
p
(∫ tv+1
0
1ds
)1− 1
p
Logo,
‖u(tv+1)− u(tv)‖
|tv+1 − tv|
p−1
p
≤
(∫ tv+1
tv
‖u′(s)‖pds
) 1
p
Daí, para toda partição P de [0, T ], obtemos
nP∑
v=1
‖u(tv+1 − u(tv))‖p
|tv+1 − tv|p ≤
∫ T
0
‖u′(s)‖pds,
donde
‖u‖V q(0,T,Y ) = {V p(u)}
1
p ≤ ‖u′‖Lp(0,T,Y ) = ‖L(u)‖Lp(0,T,Y ). (A.10)
Portanto, de (A.9) e (A.10), temos ‖u′‖Lp(0,T,Y ) = ‖u‖V q(0,T,Y ).
3) L é linear.
De fato, sejam u, v ∈ V q0 (0, T, Y ) e α ∈ R. Assim
L(u+ v) = (u+ v)′ = u′ + v′ = L(u) + L(v) e L(αu) = (αu)′ = αu′ = αL(u)
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4) L é sobrejetiva.
Seja u ∈ Lp(0, T, Y ). Devemos mostrar que existe v ∈ V p(0, T, Y ) tal que L(v) = v′ =
u. Deﬁnimos
r(t) =
∫ T
0
u(s)ds, 0 ≤ t ≤ T.
Como u ∈ Lp(0, T, Y ) temos, por deﬁnição, que existe uma sequência (ϕn) de funções
simples tal que (ϕn) converge fortemente para u quase sempre e tal que
lim
n→∞
∫ T
0
‖ϕn − u(s)‖Y ds = 0.
Mas,∥∥∥∥1h |r(t+ h)− r(t)| − u(t)
∥∥∥∥ = ∥∥∥∥1h
[ ∫ t+h
0
u(s)ds−
∫ t
0
u(s)ds
]
− u(t)
∥∥∥∥ ≤
≤
∥∥∥∥1h
[ ∫ t+h
0
(u(s)− ϕn(s))ds−
∫ t
0
(u(s)− ϕn(s))ds
]∥∥∥∥+
+
∥∥∥∥1h
∫ t+h
0
ϕn(s)ds−
∫ t
0
ϕn(s)ds
]
− ϕn(t)
∥∥∥∥ ≤
≤
∣∣∣∣1h
∫ t+h
t
‖u(s)− ϕn(s)‖ds
∣∣∣∣+ ∣∣∣∣1h
∫ t+h
t
‖ϕn(s)− ϕn(t)‖ds
∣∣∣∣+ ‖ϕn(t)− u(t)‖.
Observe que para cada n ∈ N, tem-se (u− ϕn) ∈ Lp(0, T, Y ), logo, a função
s 7→ ‖u(s)− ϕn(s)‖ ∈ Lp(0, T,R),
e daí
lim
h→0
∥∥∥∥1h
∫ t+h
t
‖u(s)− ϕn(s)‖
∥∥∥∥ = ‖u(t)− ϕn(t)‖
e
lim
h→0
∥∥∥∥1h
∫ t+h
t
‖ϕn(s)− ϕn(t)‖
∥∥∥∥ = 0,
quase sempre em [0, S]. Agora∥∥∥∥1h
[
r(t+ h)− r(t)
]
− u(t)
∥∥∥∥ ≤ 2‖u(t)− ϕn(t)‖+ o(h)
onde o(h) → 0 e como o membro esquerdo não depende de n e pelo fato de ϕn → u
fortemente, temos que
∀ε > 0,∃nε ∈ N tal que se n ≥ nε ⇒ ‖u′(t)− ϕn(t)‖ < ε
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para quase todo t. Assim, tomando o limite quando h→ 0, resulta que
lim
h→0
∥∥∥∥1h
[
v(t+ h)− v(t)
]
− u(t)
∥∥∥∥ = 0,
para quase todo t ∈ [0, T ] e, pela continuidade da norma, temos que existe r′(t) = u(t)
para quase todo t ∈ [0, T ].
Seja agora P uma partição qualquer do intervalo [0, T ]. Então, pela desigualdade de
Hölder
‖r(tv+1)− u(tv)‖ =
∥∥∥∥∫ tv+1
tv
u(s)ds
∥∥∥∥ ≤ (∫ tv+1
tv
‖u(s)‖pds
) 1
p
(∫ tv+1
tv
1ds
)1− 1
p
Logo,
‖r(tv+1)− r(tv)‖
|tv+1 − tv|
p−1
p
≤
(∫ tv+1
tv
‖u(s)‖pds
) 1
p
.
Assim,
nP∑
v=1
‖r(tv+1)− r(tv)‖p
|tv+1 − tv|p−1 ≤
∫ T
0
‖u(s)‖pds,
e como P é qualquer partição de [0, T ] temos,
sup
nP∑
v=1
‖r(tv+1)− r(tv)‖p
|tv+1 − tv|p−1 ≤ ‖u‖
p
Lp(0,T,Y ).
Portanto, r ∈ V p0 (0, T, Y ), pois v(0) = 0 e L(v) = u. Por (1), (2), (3), (4), obtemos que
V p0 (0, T, Y ) é equivalente a L
p(0, T, Y ).
Tomando Y = X ′ e p = q, temos V q0 (0, T,X
′) ≈ Lq(0, T,X ′). Mas foi provado anteri-
ormente que (Lp(0, T,X))′ ≈ V q0 (0, T,X ′), e dessa forma podemos concluir que
(Lp(0, T,X))′ = Lq(0, T,X ′).
Observação A.4.1 A condição imposta ao dual de que toda função de variação limi-
tada possui uma derivada quase sempre é satisfeita pelos espaços de Sobolev Hm(Ω).
Observação A.4.2 Seja H um espaço de Hilbert com produto interno denotado por
〈·, ·〉. Então, a função
〈·, ·〉 : L2(0, T,H)× L2(0, T,H)→ R
(u, v) 7→
∫ T
0
〈u(t), v(t)〉Hdt
deﬁne um produto interno em L2(0, T ;H) que nos fornece a norma
‖u‖2L2(0,T,H) =
∫ T
0
‖u(t)‖2Hdt.
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Assim, L2(0, T ;H) é um espaço de Hilbert, logo reﬂexivo. Desde que H é reﬂexivo,
H satisfaz a condição de que toda função de variação limitada possui derivada quase
sempre. Daí, teremos por exemplo para os espaços de Sobolev Hm0 (Ω), onde Ω é um
aberto limitado do Rn que
(Lp(0, T ;Hm0 (Ω)))
′ = Lq(0, T ;H−m(Ω))
Seja V ∞(0, T ;X) o conjunto de todas as funções f : [0, T ]→ X Lipschitiziana, ou seja,
f ∈ V ∞(0, T,X) se, e somente se,
L(f) = sup
x1,x2
‖f(x1)− f(x2)‖
|x1 − x2| <∞.
Observação A.4.3 O conjunto V ∞(0, T ;X) é um espaço vetorial munido da norma
‖f‖V∞(0,T,X) = ‖f(0)‖+ L(f).
Observação A.4.4 No caso p = 1, mostra-se de forma análoga ao feito anteriormente
que L1(0, T ;X) = L∞(0, T ;X).
Agora, vamos enunciar e demonstrar um resultado que foi usado de forma siginiﬁcativa
neste trabalho.
Proposição A.4.1 Sejam X ′ o dual de um espaço de Banach reﬂexivo X e 1 ≤ p ≤
∞. Se (fk) é uma sequência limitada de Lploc(0,∞;X ′), então existe uma subsequência
de (fk) que converge fraco para uma função de L
p
loc(0,∞;X ′)(fraca estrela no caso
p =∞).
Demonstração: Por hipótese, (fk) é uma sequência limitada de Lp(0, T ;X ′) para
todo T > 0 e T ∈ R. Em particular, (fk) é uma sequência limitada de Lp(0, 1;X ′).
Pela compacidade fraca de Lp(0, 1;X ′)(fraca estrela no caso p =∞), temos que existe
uma subsequência (f 1k ) tais que
i) f 1k ⇀ f
1(fraca estrela no caso p =∞)
Ora, (f 1k ) é limitada em L
p(0, 1, X ′), então seguindo raciocínio anterior, existe uma
subsequência (f 2k ) de (f
1
k ) e uma função f
2 tais que
ii)f 2k ⇀ f
2 (fraca estrela no caso p =∞).
De forma indutiva, deﬁne-se uma subsequência (fTk ) de (fk) e uma função f
T tais que
iii)fTk ⇀ f
T (fraca estrela no caso p =∞)
Por unicidade do limite fraco (fraco estrela no caso p =∞), temos
fTk = f
T−1
k ,∀t ∈ [0, T − 1] (A.11)
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Seja a sequência diagonal (fkk ). Dado T ∈ R, observamos que
(fkk ) é uma subsequência de (f
T
k ). (A.12)
Assim, de (A.12) podemos concluir que
fkk ⇀ f
T ( fraca estrela no caso p =∞) (A.13)
Por (A.11), podemos deﬁnir a função f(t) = fT , se t ∈ [0, T ]. Logo, de (A.13) concluí-
mos que
fkk ⇀ f em L
p
loc(0,∞, X ′)( fraco estrela no caso p =∞).
Apêndice B
Resultados utilizados
No que segue, apresentaremos algumas deﬁnições e resultados que usamos na
dissertação. Alguns destes resultados serão demonstrados.
B.1 Teorema de Carathéodory
Nesta seção enunciaremos o Teorema de Carathéodory que será utilizado no Ca-
pítulo 2. O teorema fornece a existência de solução para um problema de Cauchy em
um intervalo [0, tm], para cada m ∈ N.
Seja Ω ⊂ Rn+1 um conjunto aberto cujos elementos são denotados por (t, x), onde
t ∈ R, x ∈ Rn e seja f : Ω→ Rn uma função.
Consideremos o problema de valor inicial∣∣∣∣∣∣ x
′(t) = f(t, x(t)),
x(t0) = x0
(B.1)
Dizemos que f : Ω → Rn satisfaz as condições do teorema de Caratheódory sobre Ω
se:
(i) f(t,x) é mensurável em t para cada x ﬁxo
(ii) f(t,x) é contínua em x para cada t ﬁxo
(iii) Para cada compacto K ⊂ Ω, existe uma função real mK(t), integrável, tal que
‖f(t, x)‖Rn ≤ mK(t),∀(t, x) ∈ K
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Teorema B.1.1 (Teorema de Caracthéodory) Seja f : Ω → Rn satisfazendo as
condições de Carathéodory sobre Ω. Então, existe uma solução x(t) de (B.1) sobre
algum intervalo |t− t0| ≤ β, onde β > 0 é uma constante positiva.
Observação B.1.1 A demonstração desse teorema será feita quando f estiver deﬁnida
em R : |t− t0| ≤ a em |x− ξ| ≤ b.
Demonstração: A prova do teorema será obtida por limites de soluções aproximadas.
Vamos construir a solução para t ≥ t0, e a construção no caso de t ≤ t0 é análoga.
Deﬁna M(t) da seguinte forma:
M(t) =

0, se t ≤ t0∫ t
t0
m(s)ds, se t ∈ [t0, t0 + a].
(B.2)
Note que M é contínua, não-decrescente e M(t0) = 0. Por continuidade de M existe
β > 0 tal que
(
t, x0 ±M(t)
) ∈ R, para algum intervalo t0 ≤ t ≤ t0 + β ≤ t + a, onde
β é uma constante positiva. Escolhendo β para que isto seja verdade, deﬁniremos a
sequência de soluções aproximadas como:
uj(t) =

ξ, se t0 ≤ t ≤ t0 + βj
ξ +
∫ t−β
j
t0
f(s, uj(s))ds, se t0 +
β
j
< t < t0 + β.
(B.3)
Temos que u1 está deﬁnida em t0 ≤ t ≤ t0 + β, para qualquer constante ξ. Fixemos
j ∈ N qualquer. Daí, a primeira fórmula de (B.3) deﬁne uj no intervalo t0 ≤ t ≤ t0 + β
j
.
Sendo (t, ξ) ∈ R para t0 ≤ t ≤ t0 + β
j
, a segunda fórmula de (B.3) deﬁne uj como
uma função contínua no intervalo t0 +
β
j
≤ t ≤ t0 + 2β
j
. Por outro lado, desde que
|f(t, x)| ≤ mK e pela deﬁnição de M , obtemos
|uj(t)− ξ| ≤M
(
t− β
j
)
. (B.4)
Suponhamos que uj está deﬁnida para t0 ≤ t ≤ t0 + kβ
j
para 1 < k < j. Então,
a segunda fórmula de (B.3) deﬁne uj para o intervalo t0 +
kβ
j
< t ≤ t0 + (k + 1)β
j
,
sendo apenas necessário o integrando mensurável no intervalo t0 ≤ t ≤ t0 + kβ
j
. Temos
também que em t0 +
kβ
j
< t ≤ t0 + (k + 1)β
j
, a função uj satisfaz a desigualdade (B.4),
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devido a |f(t, x)| ≤ mK e pela deﬁnição de M . Portanto, todas as uj são deﬁnidas
como funções contínuas em t0 ≤ t ≤ t0 + β, satisfazendo
uj(t) = ξ em t0 ≤ t ≤ t0 + β
j
|uj(t)− ξ| ≤M
(
t− β
j
)
em t0 +
β
j
< t ≤ t0 + β (B.5)
Seja N =
{
uj : j ≥ j0
}
. Mostraremos que N satisfaz as hipóteses do teorema de
Ascoli-Arzelá. SendoM contínua no intervalo [t0, t0+β], segue queM é uniformemente
contínua. De fato, dado  > 0, existe δ > 0 tal que para |t1 − t2| < δ
|uj(t1)− uj(t2)| ≤
∣∣∣∣M (t1 − βj
)
−M
(
t2 − β
j
)∣∣∣∣ .
Pela desigualdade triangular
|uj(t1)− uj(t2)| ≤M |t1 − t2|.
Tomando δ =

M
, obtemos
|uj(t1)− uj(t2)| ≤ 
mostrando que (uj)j∈N é uniformemente equicontínua em [t0, t0 + β]. Por outro lado,
dado t ∈ Ia, tem-se que (uj)j∈N é uniformemente limitada, pois m é integrável.
Então, pelo teorema de Ascoli-Arzelá, existe uma subsequência de (uj)j∈N, que ainda
denotaremos por (uj)j∈N tal que
uj → u uniformemente em [t0, t0 + β]
Como f é contínua em x, ﬁxado t, temos que f(t, uj(t)) → f(t, u(t)) quando j → ∞.
Além disso, |f(t, uj(t))| ≤ m. Logo, pelo Teorema da Convergência Dominada de
Lebesgue, temos
lim
j→∞
∫ t
t0
f(s, uj(s))ds =
∫ t
t0
f(s, u(s))ds,∀t ∈ [t0, t0 + β].
Então, vamos escrever
uj(t) = u0 +
∫ t
t0
f(s, uj(s))ds−
∫ t
t−β
j
f(s, uj(s))ds.
Passando ao limite quando j →∞, a última integral se anula e assim
u(t) = u0 +
∫ t
t0
f(s, u(s))ds.
mostrando o resultado.
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Teorema B.1.2 (Teorema do prolongamento) Seja Ω =
[
0, T
] × B com T > 0,
B =
{
x ∈ Rn; ‖x‖ ≤ b}, onde b > 0 é uma constante positiva e ‖·‖ a norma euclidiana
do Rn. Suponha que f é uma função que satisfaz as duas primeiras condições do
teorema de Carathéodory e que exista uma função m(t) integrável tal que
|f(t, x)| ≤ m(t),m(t) ∈ L(0, T ), para todo (x, t) ∈ Ω.
Seja x(t) uma solução de (B.1) e suponha que x(t) está deﬁnida em I, satisfazendo
|x(t)| ≤ M , M independente de I e M < b para todo t ∈ I. Então, x(t) pode ser
prolongada à todo intervalo [0, T ]
Demonstração: Ver Coddington-Levinson [5].
Teorema B.1.3 (Aubin-Lions) Sejam X, B e Y espaços de Banach com X
comp
↪→
B
cont
↪→ Y , X e Y reﬂexivos. Seja 1 < p0, p1 <∞, e W o espaço
W = {u ∈ LP0(0, T ;B0);u′ ∈ Lp1(0, T ;B1)}
munido da norma ‖u‖W = ‖u‖Lp0 (0,T ;B0) + ‖u‖Lp1 (0,T ;B1). Então, W é um espaço de
Banach, e a imersão W em Lp0(0, T ;B) é compacta.
Demonstração: Para prova ver Lions [12] ou Temam [22].
Observação B.1.2 Uma consequência do Teorema de Aubin-Lions é que se (un)n∈N é
uma sequência limitada em L2(0, T ;B0) tal que (u′n)n∈N é uma sequência limitada em
Lp(0, T ;B1) para algum p ≥ 1. Então (un)n∈N é limitada em W , isto é, existe uma
subsequência de (un)n∈N que converge forte em L2(0, T ;B).
Teorema B.1.4 (Strauss) Seja Ω um aberto com medida de Lebesgue ﬁnita, X e Y
espaços de Banach. Seja (un) uma sequência de funções fortemente mensuráveis de Ω
em X. Seja (Fn) uma sequência de funções de Ω×X em Y tal que
(i) Fn(x, un(x)) é uniformemente limitada de Y em Ω × B, para qualquer conjunto
B limitado de X;
(ii) Fn(x, un(x)) é fortemente mensurável e∫
Ω
|un(x)|X |Fn(x, un(x))|Y dx ≤ C ≤ ∞;
(iii) |Fn(x, un(x))− v(x)|Y → 0 quase sempre em Ω;
Então, v ∈ L1(Ω;Y ) e
∫
Ω
|Fn(x, un(x))− v(x)|Y dx→ 0.
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Demonstração: Ver Strauss [24].
A seguir enunciaremos o teorema de Strauss para funções de uma variável, pois
este teorema que usaremos nesta dissertação.
Teorema B.1.5 (Strauss) Seja Ω um aberto limitado do Rn e (un) uma sequência de
funções reais mensuráveis deﬁnidas em Ω. Vamos considerar as sequências de funções
reais (Fn) e (Gn) tal que Fn◦un e Gn◦un mensuráveis sobre Ω para n ∈ N. Suponhamos
que:
(i) Fn ◦ un converge para v quase sempre em Ω;
(ii)
∫
Ω
|Fn(un(x))Gn(un(x))|dx < C, onde C é uma constante independente de n ∈ N;
(iii) Gn →∞ quando Fn →∞.
Então,
(iv) A função v ∈ L1(Ω);
(v) Fn ◦ un converge para v forte em L1(Ω).
Demonstração: Ver L. A. Medeiros [15].
Observação B.1.3 A notação Fn ◦ un representa a função (Fn ◦ un)(x) = Fn(un(x)),
∀x ∈ Ω. A hipótese (iii) equivale a dizer que para cada M > 0 existe N > 0 indepen-
dente de n ∈ N, tal que se
|Fn(s)| ≥M então |Gn(s)| ≥ N, ∀s ∈ R.
Observação B.1.4 Suponhamos que Gn : R→ R é deﬁnida por Gn(s) = s, ∀s ∈ R e
∀n ∈ N. As hipóteses do Teorema B.1.5 modiﬁcam e são:
(i) Fn ◦ un converge para v quase sempre em Ω;
(ii)
∫
Ω
|Fn(un(x))un(x)|dx < C, ∀n ∈ N;
(iii) s→∞ quando Fn(s)→∞.
Então, segue (iv) e (v) do teorema B.1.5.
Corolário B.1.6 (Lema de Lions) Seja (un) uma sequência de funções mensurá-
veis, limitada em Lq(Ω), 1 < q <∞ e converge para u quase sempre em Ω. Então,
(i) un → u (forte) em Lp(Ω) para todo 1 ≤ p <∞;
(ii) un ⇀ u (fraco) em Lq(Ω).
Demonstração: Ver L. A. Medeiros [15] ou Lions [12].
Lema B.1.1 (Sequência de Strauss) Seja F : R → R uma função real contínua,
com sF (s) ≥ 0, ∀s ∈ R. Então, existe uma sequência (Fn) satisfazendo as condições:
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(i) sFn(s) ≥ 0, ∀s ∈ R e ∀n;
(ii) Fn é lipschtiziana para cada n;
(iii) Fn converge uniformemente em limitados de R.
Demonstração: Para cada n ∈ N deﬁna
Fk(s) =

A1s, se 0 ≤ s ≤ 1n ;
k
(
G(s+ 1
n
)−G(s)
)
, se 1
n
≤ s ≤ n;
A2, se s ≥ k;
A3s, se − 1n ≤ s ≤ 0;
−n
(
G(s+ 1
n
)−G(s)
)
, se − n ≤ s ≤ − 1
n
;
A4, se s ≤ −n.
onde G(s) =
∫ s
0
F (ξ)dξ e para cada n ∈ N, A1, A2, A3 e A4 são escolhidas de forma a
tornar Fn contínua. Então, considere
A1 = n
2
(
G
(
2
n
)
−G 1
n
)
;
A2 = n
2
(
G(n+
1
n
)−G(n)
)
;
A3 = −n2
(
G
(
− 2
n
)
−G− 1
n
)
;
A4 = −n
(
G
(
n− 1
n
)
−G(n)
)
.
A demostração será feita em etapas.
Etapa 1
Vamos mostrar que para todo n ∈ N, tem-se sFn(s) ≥ 0
(i) se 0 ≤ s ≤ 1
n
, temos Fn(s) =
∫ 1
n
2
n
F (ξ)dξ ≥ 0
(ii)
1
n
≤ s ≤ n, segue como em (i)
(iii) se s ≥ n, segue analogamente como em (i)
(iv) se − 1
n
≤ s ≤ 0, temos Fn(s) = −n2
(
−
∫ 0
− 2
n
F (ξ)dξ +
∫ 0
−1
n
F (ξ)dξ
)
=
= −n2
∫ − 1
n
− 2
n
−F (ξ)dξ ≤ 0
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Observação B.1.5 A prova dos itens (v), (vi), (vii) segue como em (iv), provando a
Etapa 1
Etapa2
Provaremos que para cada n, Fn é uma função Lipschitiziana. Tomando a1 = −n, a2 =
− 1
n
, a3 = 0, a4 = − 1
n
e a5 = n e consideremos os intervalos I1 = (−∞, a1], I2 = [a1, a2],
I3 = [a2, a3], I4 = [a3.a4], I5 = [a4, a5] e I6 = [a5,∞). Observe que (Fn) são funções
diferenciáveis em cada Ij, j = 1, . . . , 6 e pelo teorema de Valor Médio,
|Fn(s)− Fn(t)| = F ′n(ξ)|t− s|, com ξ ∈ [t, s].
Observe que
(i) se s ∈ I1, temos |Fn(s)− Fm(t)| = 0, ∀s, t ∈ I1.
(ii) se s ∈ I2, temos F ′k(s) = −n
(
− F (s) + F (s− 1
n
)
)
≤ nC, ∀s, t ∈ I2,
onde C = max |F (s)| < ∞. Seguindo este raciocínio para Ij, j = 3, 4, 5, 6, concluímos
que
|Fn(s)− Fm(t)| ≤M |s− t|,∀s, t ∈ R,
onde M é as várias constantes que aparecem. Portanto, Fk é Lipschitiziana.
Etapa3
Mostraremos que (Fn) converge uniformemente para F em limitados da reta. Seja I
um intervalo limitado e b ∈ R tal que I ⊂ [−b, b]. A princípio, provaremos que (Fn)
converge uniformemente para F no intervalo [0, b]. De forma análoga, prova-se que
(Fn) converge uniformemente para F em [−b, 0].
Aﬁrmação: Deﬁna ϕn(s) = n
[
G
(
s+ 1
k
) − G(s)] = n∫ s+ 1n
s
F (ξ)dξ. Então, ϕn(s)
converge uniformemente.
Notemos que F é contínua no compacto [0, b], logo F é uniformemente contínua. Dado
ε > 0, existe k ∈ N tal que se |t− s| < 1
k
então
|F (s)− F (t)| < ε.
Pelo Teorema do Valor Médio, existe c ∈ [t, s] tal que∫ t+ 1
n
t
F (ξ)dξ =
(
t+
1
n
− t
)
F (c)
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implicando que
F (c) = n
∫ t+ 1
n
t
F (ξ)dξ.
Portanto,
|ϕn(s)− ϕn(t)| = |F (s)− F (t)| =
∣∣∣∣∣n
∫ t+ 1
n
t
F (s)dξ − n
∫ t+ 1
n
t
F (s)dξ
∣∣∣∣∣ ≤
≤
∫ t+ 1
n
t
|F (s)− F (t)| < 1
n
ε < ε,
mostrando a aﬁrmação.
Por ﬁm, provaremos que Fk → F uniformemente em [0, b], para tanto, usaremos a
aﬁrmação acima. De fato, dado ε > 0, seja k1 ∈ N tal que k1 > b. Como F é contínua,
existe δ > 0 tal que |F (s)| < ε
4
, for all s ∈ [0, δ]. Seja agora k2 > k1 e 1k2 < δ. Pela
aﬁrmação, existe k3 ∈ N com k3 > k2 tal que
|ϕk(s)− F (s)| < ε
4
, ∀s ∈ [0, b],∀k > k3.
Observemos que
ϕk
(
1
k
)
= Fk
(
1
k
)
e ϕk(s) = Fk(s), se
1
k
≤ s ≤ k.
Assim, para k > k3, temos
(i)
1
k
≤ s ≤ k ⇒ |Fk(s)− F (s)| = |ϕk(s)− F (s)| ≤ ε
4
(ii) 0 ≤ s ≤ 1
k
< δ ⇒ |Fk(s)− F (s)| ≤ |Fk(s)|+ |F (s)| ≤ |F (1
k
)|+ ε
4
= |ϕk(1
k
)|+ ε
4ε
4
+ |Fk(s)|+ ε
4
< ε, (Fk é crescente em (0, 1k )),
o que mostra que (Fk) converge uniformemente para F em limitados da reta.
Deﬁnição B.1.1 Seja I um intervalo. Dizemos que uma função u é absolutamente
contínua quando u ∈ W 1,1(I).
Lema B.1.2 (Desigualdade de Gronwall) Seja z(t) uma função real, absolutamente
contínua em [0, a) tal que para todo t ∈ [0, a[ tem-se
z(t) ≤ C +
∫ t
0
z(s)ds, (B.6)
onde C é uma constante não negativa. Então,
z(t) ≤ Cet,∀t ∈ [0, a[.
Consequêntemente, z(t) é limitada.
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Demonstração: Considere
w(s) =
∫ t
0
z(ξ)dξ.
Daí, obtemos que w′(s) = z(s). Observe que por (B.6) temos
w′(s) ≤ C + w(s).
Multiplicando ambos os membros da desigualdade acima por e−s, obtemos
e−sw′(s) ≤ e−sC + w(s)e−s,
ou ainda
d
dt
[
e−sw(s)
] ≤ Ce−s.
Integrando de 0 a t, obtém-se
e−tw(t) ≤ Ce−s
∣∣∣∣t
0
.
Assim,
w(t) ≤ Cet − C. (B.7)
Portanto, de (B.6) e (B.7), resulta que
z(t) ≤ Cet.
B.2 Resultados Auxiliares
No que segue, enunciaremos sem demonstra-los resultados importantes que foram
utilizados neste trabalho. Consideramos Ω como um subconjunto aberto limitado bem
regular do Rn.
Teorema B.2.1 Suponha que X seja um espaço de Banach reﬂexivo e (xn) uma
sequência limitada em X. Então, existe uma subsequência (xnk) de (xn) que converge
na topologia fraca.
Demonstração: Ver Brezis [3].
Teorema B.2.2 Seja X um espaço de Banach separável e seja (fn) uma sequên-
cia limitada em X ′. Então, existe uma subsequência (fnk) de (fn) que converge na
topologia fraca∗.
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Demonstração: Ver Brezis [3].
Lema B.2.1 (Desigualdade de Young) Sejam p, q > 1 tal que 1
p
+ 1
q
= 1. Então,
ab ≤ 1
p
ap +
1
q
bq,∀a ≥ 0 e ∀b ≥ 0.
Demonstração: Ver Brezis [3].
Lema B.2.2 (Imersões de Sobolev) Seja Ω um aberto regular de Rn, m ∈ N e
1 ≤ p ≤ ∞. Então, para qualquer j ∈ N, as imersões abaixo são contínuas.
i) Se m < n
p
, então W j+m,p(Ω) ↪→ W j,q(Ω), q ∈ [1, np
n−mp);
ii) Se m = n
p
, então W j+m,p(Ω) ↪→ W j,q(Ω), q ∈ [1,∞);
iii) Se m > n
p
, então W j+m,p(Ω) ↪→ Cj(Ω),
onde Cj(Ω) é o conjunto das funções contínuas limitadas.
Demonstração: Ver M. Milla Miranda e L. A. Medeiros [13].
Teorema B.2.3 (Rellich-Kondrachov) Suponha que Ω é um aberto limitado de
classe C1, j ∈ N. Então temos que as imersões são compactas:
i) Se m < n
p
, então W j+m,p(Ω) ↪→ W j,q(Ω), q ∈ [1, np
n−mp);
ii) Se m = n
p
, então W j+m,p(Ω) ↪→ W j,q(Ω), q ∈ [1,∞).
Demonstração: Ver M. Milla Miranda e L. A. Medeiros [13].
Proposição B.2.1 Suponha que Ω é um aberto limitado de classe C1, j ∈ N. Então
temos as seguintes imersões:
i) Se Ω é limitado e p < n, então W 1,p(Ω)
cont
↪→ Lq(Ω), para, 1 ≤ np
n−mp ;
ii) Se Ω é limitado e p < n, então W 1,p(Ω)
cont
↪→ Lq(Ω), para, 1 ≤ np
n−p = p
∗
Demonstração: Ver M.Milla Miranda e L.A. Medeiros [13].
Observação B.2.1 O número p∗ é conhecido como expoente crítico de Sobolev.
Teorema B.2.4 (Fórmulas de Green) i) Se ρ ∈ H2(Ω), então∫
Ω
∇ρ∇udx = −
∫
Ω
∆ρdx+
∫
Γ
∂ρ
∂ν
udx,∀u ∈ H1(Ω).
ii) Se ρ ∈ H1(Ω), então
(∆ρ, u)L2(Ω) + ((ρ, u))V = 〈γ1ρ, γ0u〉H− 12×H− 12 ,∀u ∈ H
1(Ω).
Demonstração: Ver M. Milla Miranda e L. A. Medeiros [13].
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Teorema B.2.5 (Representação de Riesz) Sejam 1 < p < ∞ e ϕ ∈ (Lp(Ω))′.
Então, existe um único u ∈ Lp(Ω), onde 1
p
+ 1
q
= 1, tal que
〈ϕ, f〉 =
∫
Ω
ufdx, ∀f ∈ Lp(Ω).
Além disso, se veriﬁca
‖u‖Lp = ‖ϕ‖Lp′ (Ω).
Demonstração: Ver Brezis [3].
Teorema B.2.6 (Agmon-Douglis-Niremberg) Suponha que Ω é um aberto de classe
C2 com fronteira Γ limitada. Seja 1 < p < ∞. Então, para todo f ∈ LP (Ω), existe
uma única solução do problema
−∆u+ u = f em Ω
Além disso, se Ω é de classe Cm+2 e se f ∈ Wm,p(Ω), m ∈ N, então
u ∈ Wm+2,p(Ω) e ‖u‖Wm+2,p(Ω) ≤ C‖u‖Wm,p(Ω).
Demonstração: Ver Brezis [3].
Teorema B.2.7 (Lax-Milgran) Seja a(u, v) uma forma bilinear, contínua e coer-
civa. Então, para todo f ∈ H ′(espaço dual de H) existe único u ∈ H tal que
a(u, v) = 〈f, v〉,∀v ∈ H.
Demonstração: Ver Brezis [3].
Teorema B.2.8 (Gauss-Green) Se u ∈ C1(Ω), então
ßntΩuxidx =
∫
γuνidγ; (i = 1, 2, . . . ,m)
Demonstração: Ver M.Milla Miranda e L.A. Medeiros [13].
Lema B.2.3 (Desigualdade de Hölder) Sejam f ∈ Lp(Ω) e g ∈ Lq(Ω), com 1
p
+
1
q
= 1 e 1 ≤ p ≤ +∞. Então, fg ∈ L1(Ω) e
∫
Ω
|fg|dx ≤ ‖f‖Lp(Ω)‖g‖Lq(Ω).
Demonstração: Ver Brezis [3].
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Lema B.2.4 (Desigualdade de Poincaré) Suponhamos que Ω é um aberto e limi-
tado em alguma direção xi. Então, existe uma constante C = c(Ω) tal que:
‖u‖Lp(Ω) ≤ C(Ω)‖∇u‖Lp(Ω),∀u ∈ W 1,p0 (Ω), (1 ≤ p ≤ +∞)
Em particular, a expressão ‖∇u‖Lp(Ω) é uma norma equivalente em W 1,p0 (Ω), equiva-
lente a norma ‖u‖W 1,p(Ω).
Demonstração: Ver Brezis [3] ou M. Milla Miranda e L. A. Medeiros [13].
Proposição B.2.2 (Regra da Cadeia) Seja g ∈ C1(R) tal que g(0) = 0 e |g′(s)| ≤
M , ∀s ∈ R e para alguma constante M . Seja u ∈ W 1,p(Ω) com 1 ≤ p ≤ ∞. Então,
g ◦ u ∈ W 1,p(Ω) e ∂
∂xi
(g ◦ u) = (g′ ◦ u) ∂u
∂xi
, i = 1, 2, . . . , n.
Demonstração: Ver Brezis [3].
Proposição B.2.3 Seja (fn) uma sequência em X ′. Então,
i) Se fn
∗
⇀ f ⇔ se, e somente se, 〈fn, x〉 → 〈f, x〉,∀x ∈ X.
ii) Se fn
∗
⇀ f , então ‖fn‖ é limitada e ‖f‖ ≤ lim inf ‖fn‖.
Demonstração: Ver Brezis [3].
Teorema B.2.9 Seja (fn) uma sequência em Lp(Ω) e f ∈ Lp(Ω) tal que ‖fn −
f‖pL(Ω) → 0. Então, existe uma subsequência (fnk) e uma função h ∈ Lp(Ω) tal
que
(a) fnk(x)→ f(x)
(b) |fnk(x)| ≤ h(x),∀k ∈ N, quase sempre em Ω
Demonstração: Ver Brezis [3].
Teorema B.2.10 (Teorema da Convergência Dominada) Seja (fn) uma sequên-
cia de funções em L1(Ω) que satisfaz as condições:
(i) fn(x)→ f(x) quase sempre em Ω;
(ii) Existe uma função g ∈ L1(Ω) tal que para todo k ∈ N, |fn(x)| ≤ g(x) quase
sempre em Ω. Então,
f ∈ L1(Ω) e ‖fn − f‖L1(Ω) → 0.
Demonstração: Ver Brezis [3].
Lema B.2.5 (Lema de Fatou) Seja (fn) uma sequência de funções em L1(Ω) que
satisfaz as condições
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(i) para todo n, fn(x) ≥ 0 quase sempre em Ω;
(ii) sup
n
∫
Ω
fndx <∞.
Para quase todo x ∈ Ω, considere f(x) = lim inf
n→∞
fn(x)dx ≤ ∞. Então,
f ∈ L1(Ω) e
∫
Ω
fdx ≤ lim inf
n
∫
Ω
fndx.
Demonstração: Ver Brezis [3].
Proposição B.2.4 O espaço Lp(0, T ;X) é denso em D′(0, T ;X).
Demonstração: Ver Brezis-Cazenave [4]
Observação B.2.2 C(K) denota o espaço das funções contínuas sobre espaços métri-
cos compactos K com valores em R e L(X, Y ) o conjunto das aplicações lineares de X
em Y .
Teorema B.2.11 (Ascoli-Arzelá) Seja K um espaço métrico compacto e H um sub-
conjunto limitado de C(K). Suponha que H é uniformemente contínuo, isto é,
∀ε > 0, ∃δ > 0 tal que d(x, y) < δ ⇒ |f(x)− f(y)| < ε,∀f ∈ H
Então, o fecho de H é compacto.
Demonstração: Ver Brezis [3]
Teorema B.2.12 (Hille) Sejam X,Y espaços de Banach, A ∈ L(X, Y ) e f ∈ L1(I,X),
onde I é um intervalo da reta. Então, Af ∈ L1(I, Y ) e
A
(∫
I
f(s)ds
)
=
∫
I
(Af)(s)ds.
Demonstração: Ver Brezis-Cazenave [4]
B.3 Existência de solução para o Problema Aproxi-
mado (2.12)
Para cada k,m ∈ N, denotamos por
V km = [w
k
1 , . . . , w
k
m]
o espaço gerado pelos primeiros m vetores da base especial {wkν} de V ∩H2(Ω) deﬁnida
na seção 1.7.
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Deﬁnamos
ukm(t) ∈ V km se, e somente se, ukm(t) =
m∑
j=1
gjkm(t)w
k
j .∣∣∣∣∣∣∣∣∣
(u′′km(t), w) + µ(t)((ukm(t), w)) + (h(ukm(t)), w) + (βu
′
km(t), v)L2(Γ1) = (f(t), w),∀w ∈ V km.
ukm(x, 0) = u0k
u′km(x, 0) = u1k
No que segue, obteremos um problema aproximado equivalente ao problema aproxi-
mado acima para que o mesmo esteja nas condições do Teorema de Carathéodory.
Consideremos no problema aproximado w = wj, j = 1, . . . ,m. Então, obtemos que
(u′′km(t), wj)+µ(t)((ukm(t), wj))+(h(ukm(t)), wj)+(βu
′
km(t), v)L2(Γ1) = (f, wj), j = 1, . . . ,m.
Substituindo ukm(t) na equação acima, obtemos(∑m
j=1 g
′′
jkm(t)w
k
j , w
k
i
)
+ µ(t)
((∑m
j=1 gjkm(t)w
k
j , w
k
i
))
+
(
h(
∑m
j=1 g
′
jkm(t)w
k
j , w
k
i
)
+
∫
Γ1
β(x)
m∑
j=1
g′jkm(t)w
k
jw
k
i = (f(t), w
k
i )
Logo, o sistema de equação acima pode ser escrito da seguinte forma:

(wk1 , w
1
k) (w
k
2 , w
1
k) . . . (w
k
m, w
1
k)
(wk1 , w
2
k) (w
k
2 , w
2
k) . . . (w
k
m, w
2
k)
...
...
. . .
...
(wk1 , w
m
k ) (w
k
2 , w
m
k ) . . . (w
k
m, w
m
k )


g′′1km(t)
g′′2km(t)
...
g′′mkm(t)

+

−µ(t)((wk1 , wk1)) −µ(t)((wk2 , wk1)) . . . −µ(t)((wkm, wk1))
−µ(t)((wk1 , wk2)) −µ(t)((wk2 , wk2)) . . . −µ(t)((wkm, wk2))
...
...
. . .
...
−µ(t)((wk1 , wkm)) −µ(t)((wk2 , wkm)) . . . −µ(t)((wkm, wkm))


g1km(t)
g2km(t)
...
gmkm(t)


(h(
∑m
j=1 g
′
jkm(t)w
k
j , w
k
1))
(h(
∑m
j=1 g
′
jkm(t)w
k
j , w
k
2))
...
(h(
∑m
j=1 g
′
jkm(t)w
k
j , w
k
m))
+

∫
Γ
β(x)
m∑
j=1
g′jkm(t)w
k
jw
k
1dΓ∫
Γ
β(x)
m∑
j=1
g′jkm(t)w
k
jw
k
2dΓ
...∫
Γ
β(x)
m∑
j=1
g′jkm(t)w
k
jw
k
mdΓ

=

(f(t), wk1)
(f(t), wk2)
...
(f(t), wkm)

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Vamos denotar cada matriz acima da seguinte forma:
C =

(wk1 , w
1
k) (w
k
2 , w
1
k) . . . (w
k
m, w
1
k)
(wk1 , w
2
k) (w
k
2 , w
2
k) . . . (w
k
m, w
2
k)
...
...
. . .
...
(wk1 , w
m
k ) (w
k
2 , w
m
k ) . . . (w
k
m, w
m
k )

A =

−µ(t)((wk1 , wk1)) −µ(t)((wk2 , wk1)) . . . −µ(t)((wkm, wk1))
−µ(t)((wk1 , wk2)) −µ(t)((wk2 , wk2)) . . . −µ(t)((wkm, wk2))
...
...
. . .
...
−µ(t)((wk1 , wkm)) −µ(t)((wk2 , wkm)) . . . −µ(t)((wkm, wkm))

H =

(h(
∑m
j=1 g
′
jkm(t)w
k
j , w
k
1))
(h(
∑m
j=1 g
′
jkm(t)w
k
j , w
k
2))
...
(h(
∑m
j=1 g
′
jkm(t)w
k
j , w
k
m))
 , G =

∫
Γ
β(x)
m∑
j=1
g′jkm(t)w
k
jw
k
1dΓ∫
Γ
β(x)
m∑
j=1
g′jkm(t)w
k
jw
k
2dΓ
...∫
Γ
β(x)
m∑
j=1
g′jkm(t)w
k
jw
k
mdΓ

F =

(f(t), wk1)
(f(t), wk2)
...
(f(t), wkm)
 , z(t) =

g1km(t)
g2km(t)
...
gmkm(t)
 , B =
(
wk1 w
k
2 . . . w
k
m
)
Sabemos que as condições iniciais são dadas por
ukm(0) =
m∑
j=1
gjkm(0)w
k
j = u0k =
m∑
j=1
αjkmw
k
j ,
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de onde podemos concluir que gjkm(0) = αjkm, para j = 1, 2, . . . ,m. De modo análogo,
concluímos que g′jkm(0) = βjkm, para j = 1, 2, . . . ,m. Assim, tomando
z(0) =
[
αk1, . . . , αkm
]
e
z′(0) =
[
βk1, . . . , βkm
]
,
obtemos o sistema de equações ordinárias abaixoCz
′′(t) + Az(t) +Gz′(t) +H(z(t)) = F
z(0) =
[
αk1, . . . , αkm
]
, z′(0) =
[
βk1, . . . , βkm
]
.
Inicialmente, provaremos que a matriz C é invertível.
De fato, sendo C uma matriz real e simétrica então C é auto-adjunta e, portanto,
diagonalizável, ou seja, existe uma matriz M inversível tal que
D = M−1CM,
é uma matriz diagonal.
Logo, para mostrarmos que C é invertível é suﬁciente provar que D é inversível ou,
equivalentemente, que zero não é autovalor de D.
Suponhamos, por absurdo, que zero é um autovalor de D. Então, existe um vetor
v =

v1
v2
...
vn

não nulo do Rn tal que Dv=0. Sendo M inversível e, portanto, M−1ψ = 0 ⇔ ψ = 0,
resulta que o vetor CMv é igual a zero. Denotando
Mv = ϕ =

ϕ1
ϕ2
...
ϕn

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temos:
0 = Cϕ =

m∑
j=1
ϕj(w
k
j , w
k
1)
m∑
j=1
ϕj(w
k
j , w
k
2)
...
m∑
j=1
ϕj(w
k
j , w
k
m)

=

( m∑
j=1
ϕjw
k
j .w
k
1
)
( m∑
j=1
ϕjw
k
j .w
k
2
)
...( m∑
j=1
ϕjw
k
j .w
k
m
)

Logo,
( m∑
j=1
ϕjw
k
j .w
k
i
)
= 0, para todo j = 1, . . . ,m, donde resulta que o vetor α =
m∑
j=1
ϕjw
k
j .w
k
i é ortogonal à todo vetor de V
k
m. Assim, (α, α) = 0, implicando que α = 0.
Portanto,
m∑
j=1
ϕjw
k
j = 0. Mas sendo {wkj } uma base, então ϕj = 0,∀j = 1, . . . ,m, ou
seja, ϕ = 0. Desde que M é inversível, a tranformação linear deﬁnida por M é injetora,
o que resulta v = 0, contrariando o fato de v ser autovalor de D. Concluímos então
que a matriz C é de fato invertível.
Assim, podemos escrever o sistema de equações diferenciais ordinárias da seguinte
forma:
z
′′(t) + C−1Az(t) + C−1Gz′(t) + C−1H(z(t)) = C−1F
z(0) =
[
αk1, . . . , αkm
]
, z′(0) =
[
βk1, . . . , βkm
]
Deﬁnamos
Y1(t) = z(t), Y2(t) = z′(t) e
Y (t) =
 Y1(t)
Y2(t)

Então
Y ′(t) =
 Y ′1(t)
Y ′2(t)
 =
 z′1(t)
z′′2 (t)
 =
 Y1(t)
−C−1AY1(t)− C−1GY2(t)− C−1H(z(t)) + C−1F

112
=
 0
C−1F − C−1G(Y2(t))
+
 0 I
−C−1A −C−1g
 Y1(t)
Y2(t)

Assim, temos o seguinte problema de valor inicial

Y ′(t) =
 0
C−1F − C−1GY2(t)
+
 0 I
−C−1A 0
 y(t)
Y (0) = Y0
onde
Y0 =
 z(0)
z′(0)

Provaremos, a seguir, que o problema acima possui uma solução local utilizando Teo-
rema de Carathéodory. Consideremos a aplicação
h : [0, T ]× R2m → R2m
deﬁnida por
h(t, y) =
 0
C−1G(Y2(t))
+
 0 I
−C−1A −C−1G
 y(t),
onde x = (ξ1, . . . , ξm, ξm+1, . . . , ξ2m).
Inicialmente, iremos veriﬁcar que a aplicação h está nas condições do teorema de Ca-
rathéodory. Com efeito,
(i) Para cada y ∈ R2m ﬁxo, tem-se que h(t, y) é mensurável, pois h não depende de
t e f ∈ L2(0, T, L2(Ω))
(ii) Para cada t ﬁxo, tem-se que h é contínua com função de y. De fato, C−1F é
constante e C−1H(z(t)) é contínua, pela continuidade da função h. Note que a
aplicação
N : R2m → R2m
y 7→
 0 I
−C−1A −C−1G

é linear e, portanto, contínua.
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(iii) Seja K ⊂ [0, T ]× R2m um conjunto compacto, então
‖h(t, y)‖R2m ≤ ‖C−1H(z(t))‖R2m + ‖Ny‖R2m .
Como H e N são contínuas em R2m, temos que são contínuas em qualquer com-
pacto K de R2m. Assim, existe um MK > 0 tal que
‖C−1H(z(t))‖R2m , ‖Ny‖R2m ≤MK ,
para todo (t, y) ∈ K. Portanto, podemos concluir que existe uma constante
positiva MK satisfazendo
‖h(t, y)‖R2m ≤ 2MK .
Assim, por (i), (ii), (iii) as condições do Teorema de Carathéodory estão satisfeitas e,
como consequência, existe uma solução Y (t) do problema de valor inicialY
′(t) = h(t, y)
Y (0) = Y0
em algum intervalo [0, tkm), com tkm > 0.
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