We present a scalable framework to embed nodes of a large social network into an Euclidean space such that the proximity between embedded points reflects the similarity between the corresponding graph nodes. Axes of the embedded space are chosen to maximize data variance so that the dimension of the embedded space is a parameter to regulate noise in data. Using recommender system as a benchmark, empirical results show that similarity derived from the embedded coordinates outperforms similarity obtained from the original graph-based measures.
INTRODUCTION
The ubiquity of social media leaves an abundant amount of digital traces about interactions between people and their peripheral world. This source of information is valuable in various disciplines and serveral applications, for example, targeted marketing, political campaigns, match-making, and so on. However, this rich source of information has several challenges. To several machine learning and data analytic problems, the adjacency matrix of the underlying social graph of social media, where nodes represent people and items (news articles, product information, discussions, etc.) and edges represent the relationships between these subjects, is considered as raw data. Some sorts of transformations are needed to make the raw data more usable. The ubiquity of social media, on one hand, indicates their success, but on the other hand it imposes additional challenges on the tools used to deal social network data. These tools must be scalable to cope with the enormous size of the data. In contrast to the social networks that have been well-studied in network theory literature, e.g. bibliographical network, network induced from product reviews, movie ratings, etc., where it costs a significant amount of "investment" (time, effort, money) for an edge to be formed, in social media, people interact with their peripheral world in a more ad-hoc manner. As a consequence, the issue of noise in social media data needs to be addressed more carefully compared to the other types of network data.
The purpose of doing transformation on adjacency matrix is to extract high level semantics from the raw input data and represent them in a convenient, easy-to-use format. Among several high level semantics that could be derived from the raw adjacency matrix, similarity between graph nodes is not only a fundamental but also a useful metric to extract and preserve. Specifically, several fundamental pattern analysis problems, e.g. clustering, ranking, classification, etc. can be solved by just using pair-wise similarities between data subjects. Despite their potentials, pairwise similarity based algorithms, commonly referred as kernel methods, have not widely been widely adopted for graph data due to their incapability to scale as the size of input graph grows.
To address the three issues listed above, namely raw data transformation, scalability and noisy data, we propose a novel scalable graph data transformation framework that embeds nodes of the input graph into an Euclidean space such that the pair-wise inner products between data points in the embedded space reflect the pair-wise similarity between the represented graph nodes.
The axes of the embedded Euclidean space are also the principal axes of the data points. Therefore, dimension of the embedded space is a parameter that can be used to control the noise blended in the transformed data.
The scalability of our framework comes from the adoption of landmark-based strategy. Although the computing similarity for each pair of nodes in a (large) graph is prohibitive, the approximation of similarity from one node to the rest of the graph can be done efficiently. Leveraging this approximation, a set of landmark nodes are chosen, and the similarities between these landmarks to the rest of graph are computed. The computed interlandmark similarities are used to set up the skeleton of the embedding (basis of embedded space). The coordinates of the other ordinary nodes, are then determined based on their relative positions to the landmarks.
PRELIMINARIES 2.1 Graph Kernels: Node Similarity Measures
Since similarity between nodes is a fundamental measure to derive from a graph, multiple methods have been proposed to quantify the graph node similarity. These methods can be categorized into two types [11] :  Neighborhood-based measures which basically take into account only the node neighbor Γ( ) , the set of nodes adjacent to . For examples Jaccard index ( 
The other more global category take into account the ensemble of all paths between the node pair. These methods involve with the exponents of the graph adjacency matrix A or exponents of matrices derived from adjacency matrix A, e.g. graph Laplacian, or transition probability matrix. We refer interested readers to [5] for a comprehensive review of graph kernels.
Pair-wise proximity between nodes form a symmetric matrix. If this matrix is positive semidefinite, the measure is referred to as graph kernel. The advantages of graph kernels are: compared to neighborhood-based, they make use more information from the input graph, and, more importantly, proximity measure can be established for all node pairs. In this paper, we focus on two graph kernels that directly make use of adjacency matrix:
von-Neumann diffusion kernel [16] :
and exponential diffusion kernel [8] :
Note that element , and specifiy the number of k-length walks between node and , and proximity between node and , respectively. The parameter 0 < < 1 controls the decaying significance of the longer paths contributed to the total proximity between the two nodes. Intuitively, the more shorter paths between two nodes, the more similar those nodes are. As shown in section 3, these kernels can be efficiently approximated via a series of input graph's adjacency matrix multiplication. This characteristic makes these kernels compatible with our scalable framework
Kernel-based Euclidean Embedding
The kernel matrices ( , ) are all symmetric positive semi-definite [5] . Let be a matrix whose columns are 's orthonormal eigenvectors; = ( , , … ) where are 's eigenvalues, kernel matrix can be factorized:
The fact that can be factorized = implies graph nodes can be embedded into an Euclidean space such that the inner product of a pair of vectors is equivalent to the proximity between two corresponding nodes. The factorization of is, however, not unique. For example, because is symmetric positive semidefinite, it can also be factorized using Cholesky decomposition method = where is an upper triangular matrix. In the next section, we examine the criteria of choosing an optimal embedding for graph nodes.
Kernel PCA
Let Φ ∈ × be a matrix whose column Φ is the coordinates of node u in some basis (this implies = Φ Φ . Let = ΦΦ , projecting columns of Φ onto a small set of orthonormal eigenvectors associated with 's largest eigenvalues of matrix maximizes data variances, reduces the dimension of embedded space, and provides a means handle noise. Eigenvalues and eigenvectors of can be computed via kernel matrix . The technique is known as Kernel Principal Component Analysis (Kernel PCA) [14] , [16] .
= Φ Φ = Λ
Now, consider an eigenvector of matrix and the multiplication of vector Φ with matrix :
This means: Φ are eigenvectors of ; and have the same set of eigenvalues. Note that 's are orthonormal vectors ( = 1, normalization of Φ is:
√ Therefore, the coordinate of a node :
where:
The notations (Φ ) and (Φ ) emphasize that the resulting coordinate of a node u is related to the "projection"of Φ onto the eigenvectors correponding to the largest eigenvalues of . The dimension of result embedded space is determined by the size of . Hereby, we drop the subscript so that the resulting coordinate of a node u is (Φ ).
SCALABLE EMBEDDING
It is obvious that even computing proximity between node and , i.e. element according to its closed forms (1), (2), is prohibitive, leave alone computing and storing the whole kernel matrix . To work around these computation and storage costs, we approximate both the element and .
Landmark-based Embedding
Note that in (3) and (4), Φ Φ is the proximity from node to the nodes from which the eigenvalues and eigenvectors are computed. We can approximate coordinate of a node using a landmarkbased approach (the hat notation ( ̂) means is approximated):
 First, choose a set of landmarks . must be sampled so that they reflects the structure of proximity distribution between nodes of input graph, i.e. the whole kernel matrix .  Compute the kernel matrix between these landmarks only, ̂∈ | |×| | and determine ̂' s eigenvectors and eigenvalues.  The coordinate of a node is obtained from ̂' s eigenvectors and eigenvalues (̂= {̂}, {̂}) and proximity from u to the landmark nodes (̂= Φ u Φ ). (Note that ̂ is a row of ̂∈ ×| | , the proximity from all nodes to the landmarks, computation of ̂ is presented in section (3.3)):
Relationship with Nystrom method:
Equation (5) can be expressed in closed form:
Coordinates of all nodes in the input graph:
The pair-wise proximity derived from embedded coordinates:
Equation (6) is known as Nystrom method to approximate a kernel matrix. The development presented in this paper provides another interpretation for Nystrom method, which was motivated by a numerical solution for integral equation [19] .
Proximity Approximation
Embedding a node of a graph is now reduced to computing the pair-wise proximities between landmark nodes (i.e. calculating ̂) and proximities between u and landmark nodes L, ̂. To embed all nodes, the only obstacle is to compute the proximity from each landmark to the rest of the graph.
Since the contribution of longer paths toward the proximity between a pair of nodes are negligible, we can efficiently approximate the proximity by just discarding the paths whose lengths exceed a certain threshod ℓ . Let ∈ ×| | be the columns of the adjacency matrix A corresponding to the landmark nodes, the number of paths from the landmakrs to the rest of the graph of lenght m is
. The approximated proximity from the landmarks to the rest of nodes, ̂∈ ×| | , are given by:
̂i s obtained by extracting from ̂ the rows corresponding to the landmarks . Due to the sparsity of the adjacency matrix A, the complexity of this computation is (| || |ℓ ) where is the set of edges of the input graph.
Approximation for exponential diffusion kernel can be done similarly:
Normalizing Embedded Vectors
The proximity between two nodes , is approximated by the inner product of the two vectors =̂(Φ ) and =̂(Φ ), i.e. < . ≥ | || |cos ( , ) . To remove the dependency on vector norms, nodes are embedded on a hypersphere of unit radius. This constraint can be enforced by normalizing the proximity matrix :
This ensures ∀ , : ̅ ≤ ̅ = 1 and ̅ ≤ ̅ = 1.
However, for ∉ ,̂ is not available in ̂. Therefore, we cannot normalized ̂ as:
̃=√̂√̂ (10) (Here, the notation ̃ denotes the normalization of an approximated amount)
Fortunately, recall that according to (5), the normalized coordinate of an ordinary node is the vector: 
Equation (11) means normalization of an embedded vector for ordinary node does not require the proximity from to itself.
Embeddability of Graph Kernels
The outcome of our embedding framework is a low rank approximation of the kernel matrix, i.e. ̃( Φ )̃(Φ ) ≈ . However, small values of decay parameter in (1), (2), (7) and (8) makes the kernel matrix resemble an identity matrix, i.e. ≫ ∀ ≠ , and prevents from having a useful low rank approximation.
On the other hand, can be considered as the sume of rank-one matrices (outer products of eigenvectors) weighted by the eigenvalues.
= ∑
The best rank-k approximation of is obtained by keeping only the largest terms. This means is easily approximated by a low rank matrix if its eigenvalues are skewed, i.e. some significantly larger than the others.
For von-Neumann and exponential diffusion kernels, a simple yet efficient way to improve their embeddability while maintaining its symmetric positive semi-definiteness is uniformly offseting a constant equal to the minimum eigeven value of the kernel matrix from the on-diagonal elements. * = −
where is the smallest eigenvalue of .
This adjustment turns out to be a general form of Kattz measure [7] :
Our scalable embedding nodes of a graph into a hypersphere of unit radius can be summarized as follows:
Algorithm 1 Scalable embedding algorithm

EXPERIMENTS 4.1 Dataset
To evaluate the embedding framework, we use data about discussions in public Facebook pages [4] . Below are the details about our data set: 
Similarity Measure
Examining similarity quantification performance is central to our experiments and due to the unavailability of groundtruth data about similarity between users, and similarity between posts, we evaluate similarity quantification of our embedding framework in one of its inherent application, neighborhood-based recommender system.
A neighborhood-based recommender system determines how well an item matches the interests of a customer by considering either: i) how users ′ that are similar to response to product ii) how user responses to the products ′ that are similar to . Given a similarity measure between user and other users ′ ( ; ′) or between item and other items ′ ( ; ′) , predicted response of user for item is:
We compare similarity measures by a kernel ( , ′ ) = ′ , or by the corresponding embedded space:
To evaluate similarity quantifcation of a measure or a parameter setting of a measure: a set of user nodes are randomly selected, for each selected user node, we put aside a set of edges related to that user node to form the Test data. The remaining graph is used as Training data. Then, the similarity measure obtained from using Training data is plugged into the recommender system to make a recommendation of the most relevant items. The accuracy of this recommendation is measured by the recall score.
= +
where is the number recommended items actually in the Test set; is the number of recommended items but do not belong to the Test set; none of the (user,recommended item) is in the Training set.
Unless explicitly stated otherwise, we use the following parameters: maximum path length ℓ parameter in (7), (8)) is 6; number of test users (randomly selected) is 100; for each test user, number of edges reserved for Test data is 10%; number of nearest neighbors is 10; number of recommended items is 10. Each experiment is repeated 30 times.
We first investigate the role of decay parameter by measuring the performance of the original graph kernels while varying the value of . Figure 1 shows that smaller values of tend to yield better performance; for < .001 , the performances become stable.
Fixing
= .001 and varying numbers of landmarks and dimensions, we compare the similarity quantification performance between the original graph kernels and its corresponding embedded versions. Figure 2 and Figure 3 show the normalized difference between two methods which is measured as:
We can see that: with sufficient landmarks and dimension, the proximity derived from embedded coordinates outperforms the original kernels. The improvment could be attributed to the denoise ability of embedded coordinates. 
Embeddability
As mentioned in Section 3.5, the skewness of 's eigenvalues is an indicator of the embeddability of a kernel. To compare the embeddability of an original kernel ̃ with its adjusted version ̃ * , we obtain their eigenvalues, sort the eigenvalues descendingly, and calculate the accumulated sum. Figure 4 shows the accumulated sum of the adjusted and original kernels, we can see that the original kernels yield almost identical 
RELATED WORK 5.1 Kernel methods
Kernel methods bridges the gap between the traditional tools dealing with linear input and the nonlinear relationship of features in reality. Compared to other machine learning techniques (e.g. neural networks), kernel methods have solid mathematical foundation and can be used to address several problems in machine learning, e.g. regression, classification, ranking, clustering, canonical correlation analysis. Comprehensive treatments of kernel methods can be found in [15] , [16] .
Multidimensional scaling [2] , [1] (MDS) is a family of methods to embed data entities into an Euclidean space. MDS take pairwise dissimilarity ( ) as input and find embedding whose interpoint distance reflect the dissimilarity. The embedded inter-point distances are made to approximate the input dissimilarity explicitly, as in classical MDS, or approximate the transformed dissimilarity, as in metric MDS.
[14] introduced kernel PCA method to identify directions where variances of [latent] feature space are maximized given the kernel matrix of pairwise similarity between data entities. [20] pointed out the connection between MDS and kernel PCA.
Nystrom method
As mentioned in Section 3.2, our embedding is similar to and provides an intuitive interpretation for Nystrom method, a lowrank approximation of kernel matrix. Nystrom method was first proposed in [19] in which the landmarks were uniformly sampled.
[3] studied theoretical bounds for the approximation when landmarks were sampled uniformly and sampled according to non-uniform probability distribution
Graph kernels
von-Neumann and Exponential Diffusion Kernel are among several node similarity measures one can derive from a graph. Other graph kernels were constructed based derivatives of graph adjacency matrix, e.g. graph Laplacian, transitionprobability matrix [5] , [8] , [17] , [6] . A throughout summary of graph kernels can be found in [5] .
To approximate proximity from a node (landmark node) to the others, we do a series of adjacency matrix multiplication. This method was suggested in [12] . [18] , [11] applied this technique to compute Katz, Rooted PageRank and Escape probability proximity for nodes in large social networks.
Other Euclidean embedding approaches
Ng et al. [13] proposed Global Network Positioning mechanism to embed computer hosts on Internet to a low-dimensional Euclidean space. They first measured (ground-truth) "ping delay" from a set of landmark nodes to each other and to other ordinary targets. Coordinates of landmarks, and then ordinary nodes were determined by minimizing cost functions of the differences between inter-landmark distances (coordinate-based and groundtruth) and differences between landmark-ordinary distances.
In collaborative recommender system community, latent factor models [9] [10] also profile users and items with vectors. The bipartite matrix B (size: users-by-items) of the users' rating was factorized to the latent feature vectors of users P (size users-byfeatures) and items Q (size: items-byfeatures).
CONCLUDING REMARKS
We have provided details about a scalable framework to embed nodes of a large social network into Euclidean space. The inner products between embedded data points reflect the inter-node proximity derived from the input graph using the compatible kernels. We first approximately identify the skeleton of the embeddings, i.e. the basis of embedded space, via a set of landmark nodes. The basis is the eigenvectors corresponding to the largest eigenvalues of the landmarks-only kernel matrix. Then, coordinate of an ordinary node is derived from its proximity to the landmarks.
The problem is reduced to computing the the proximity from a landmark to the rest of the graph (to other landmarks and ordinary nodes). This computation can be efficiently approximated by taking advantage of the sparse adjacency matrix.
Dimension of the embedded space, or number of principal axes, is a parameter of the framework that can be used to manipulate the effect of noisy data. Empirical results show that our framework improve the performance of similarity quantification in neighborhood-based recommender system application.
