Abstract We extend Krylov and Röckner's result [15] to the drift coefficients in critical Lebesgue space, and prove the existence and uniqueness of weak solutions for a class of SDEs. To be more precise, let b :
Introduction
Let T ∈ (0, ∞) be arbitrarily fixed. For a Borel measure function h : [0, T ] → R, we set the notation I T h(t) := h(T − t), t ∈ [0, T ]. Furthermore, for a (joint) Borel measurable function f : [0, T ] × R d → R, we denote I T f (t, x) := f (T − t, x), (t, x) ∈ [0, T ] × R d . We are concerned with the following stochastic differential equation (SDE for short) in R d : dX t (x) = b(t, X t (x))dt + dW t , 0 < t T, X 0 (x) = x ∈ R d , (1.1)
where {W t } 0 t T = {(W 1,t , W 2,t , ··· , W d,t )} 0 t T is a d-dimensional standard Wiener process defined on a given stochastic basis (Ω, F, {F t } 0 t T , P), and the drift coefficient b :
. When b is Lipschitz continuous in x ∈ R d uniformly for t ∈ [0, T ], the existence and uniqueness for strong solutions of (1.1) can be followed by the classical Cauchy-Lipschitz theorem. This result was firstly extended by Veretennikov [19] to bounded Borel measurable function b. Since then, Veretennikov's result was strengthened in different forms under the same assumption on b. For instance, Mohammed, Nilssen, Proske in [16] not only showed the existence and uniqueness of strong solutions, but also obtained that the unique strong solution forms a Sobolev differentiable stochastic flows; Davie showed in [5] that for almost every Wiener path W , there is a unique continuous X satisfying the integral equation (also see [8] ).
For integrable drift coefficient, i.e.
with some p, q ∈ [2, ∞) such that
by applying Girsanov's theorem and Krylov's estimate, Krylov and Röckner [15] showed the existence and uniqueness of strong solutions for SDE (1.1). On the other hand, under the same conditions (1.2) and (1.3), Fedrizzi and Flandoli [7] proved the α-Hölder continuity of x ∈ R d → X t (x) ∈ R d for every α ∈ (0, 1). Some further interesting extensions for non-constant diffusion coefficients, the reader is referred to Zhang [22, 23] . However, to the best of our knowledge, there are few investigations to consider the critical case, i.e. Inspired by Ambrosio [2] , by introducing a notation of Lagrangian flow, Beck, Flandoli, Gubinelliz and Maurellix in [4] derived the existence and uniqueness, in the present setting, for SDE (1.1) for every ω ∈ Ω being fixed. As stated in [4] : "we do not know whether or not strong solutions exist and are unique under the conditions (1.2) and (1.4), and as we know this problem is still open". In fact, under the conditions (1.2) and (1.4), there are as well few works for the existence and uniqueness of weak solutions to (1.1) and yet it remains to be a challenging problem.
The above problems are the main driving source for us to work out the present paper. In this paper, we will discuss the existence and uniqueness of weak solutions to SDE (1.1) under the critical case (1.4) by replacing the integrable condition (1.2) to that b ∈ C q ((0, T ]; L p (R d ; R d )).
Our main result is the following is sufficiently small, then we have the following consequences (i) There is a filtered probability space (Ω,F, {F t } 0 t T ,P) on which there are two processes {X t } t∈[0,T ] and {W t } t∈[0,T ] such that {W t } is a d-dimensional {F t }-Wiener process and {X t } is an {F t }-adapted, continuous, d-dimensional process for which (ii) If in addition
, then all weak solutions for SDE (1.1) have the same probability law on
We then use P x to denote the unique probability law on
(iii) With the same condition of (ii). For every f ∈ L ∞ (R d ), we define
where w(t) is the canonical realisation of a weak solution {X t } with initial
). Then, the semigroup {P t } has strong Feller property, i.e. each P t maps a bounded function to a bounded and continuous function. Moreover, P t admits a density p(t, x, y) for almost all t ∈ [0, T ]. Besides, for every t 0 > 0 and for every r ∈ [1, ∞),
. Remark 1.1. Here the existence is only for weak solutions, and the uniqueness holds only in the sense of probability laws. However, we do not know in the present setting for general d, whether the strong solutions do exist and further, if they do, whether the uniqueness holds. But for d = 1, with the aid of Tanack, Tsuchiya, Watanabe's result [21, Proposition 1.1], we can give a positive answer on strong uniqueness. To be more precise, we have
is sufficiently small, then SDE (1.1) exists a unique strong solution with d = 1.
To illustrate the present result and to compare it with the results given by the case of
, let us look at an example.
. By Theorem 1.1, SDE (1.1) with b given by (1.8) exists a unique weak solution. On the other hand, from the explicit form (
. Now since 2/q + d/p = 1, from existing results, we do not know whether there exists a unique solution to (1.1). From this point of view, it is clear that we extend the existing results on
The rest of this paper is arranged as follows. In Section 2, we present some preliminaries. Section 3 is devoted to the proof of existence for Theorem 1.1 and in Section 4, the final section, we prove the uniqueness, strong Feller property as well as the existence of the density.
When there is no ambiguity, we use C to denote a constant whose true value may vary from line to line. As usual, N stands for the set of all natural numbers.
Preliminaries
To start with, let us introduce some spaces. For q 1, we denote L ∞ q (0, T ) the space of all Borel-measurable functions h : [0, T ] → R such that sup
is a Banach space as well.
Analogously, we define C q ((0, T ]) the space of all continuous function h : 
, and the norms are given by (2.1). Now let us give a good approximation property for functions in
, n ∈ N, where * stands for the usual convolution and
, if one defines the value at 0 by its right limit. Thus, to prove (2.3), it is sufficient to show that for
By virtue of properties of the convolution, for every fixed
On the other hand for t 1 , t 2 ∈ [0, T ], by utilising Young's inequality,
From (2.6), for any ǫ > 0, there exists δ > 0 such that for |t 1 − t 2 | δ, then one has uniformly in n the following
Let t ∈ [0, T ] be given, then (2.5) holds. With the aid of (2.6) and (2.7), then lim sup
Since ǫ > 0 and t ∈ [0, T ] are arbitrary, we conclude that (2.4) holds.
Remark 2.1. We claim that the above approximating property is not true if one takes the function in
We give a counter example below. For simplicity, we assume that T = d = 1 and p = 2. For k ∈ N, we define f k (x) by the following
, and further set
Hence f ∈ L ∞ (0, 1; L 2 (R)). We estimate (2.4) by the following
For any fixed n, for sufficiently large k, we have |
We call u(t, x) a generalized solution of (2.
The following proposition is routine and we therefore omit its proof. For more details, the reader is referred to [24, Proposition 3.5] .
The following statements are equivalent (i) u is a generalized solution of (2.8).
(ii) For every ψ ∈ C ∞ 0 (R d ), and every t ∈ [0, T ), the following holds
(iii) For every t ∈ [0, T ] and for almost everywhere x ∈ R d , u fulfils the following integral equation
where
We now state a useful lemma.
is sufficiently small. Then the Cauchy problem (2.8) has a unique generalized solution u. Moreover, the unique generalized solution lies in
.
(2.11)
Proof. We prove the result by first assuming that g = 0. With the help of Proposition 2.2, it suffices to show that
. Firstly, by the explicit representation (2.12), for
where B is the Beta function.
and
where the constant in (2.14) is given by
and Γ is the gamma function.
be the Bessel potential space with the norm
For h ∈ L p (R d ), we use the notation T t h to denote K(t, ·) * h with K given in (2.12). Then by a same discussion as [24, Lemma 2.5], we have the following claims:
For every 0 s < t T , then
, from (2.18), (2.16) and (2.17), then
, from (2.19) by using Hölder's inequality, it then yields the following
(2.20)
From this, one completes the proof for g = 0.
is small enough, the mapping is contractive, so there is a unique
This fact combining an argument as g = 0 implies the existence of generalized solutions of the Cauchy problem (2.8).
Since (2.10) holds, by virtue of (2.13) and (2.14), there is a constant 
, under the critical case 2/q + d/p = 1, we also get the boundedness for ∇u.
, and set
In this sense, we generalize the classical PDE's results.
(ii) When p 2, one also proves
for every 1 i d, by a duality method. Without loss of generality, here, we concentrate our attention for g = 0. In this setting, we first recall that 
Let ̺ ε be a regularizing kernel on R, i.e.
We extend u to the large interval [−ς, T + ς] for ς > 0 and set u ε (t, x) = (u(·, x) * ̺ ε )(t). For ε 1 , ε 2 > 0 and every 1 i d, we have
where the prime in (2.22) denotes the derivative in t and C(p) = p(p − 1) in the last line. From (2.22), for every 0 s, t T , then
Observing that for every s ∈ (0, T ),
Thus
(iii) From above proof, we claim that u is continuous in (t, x) and ∇u is bounded Borel measurable when
. If f and g are more regular, we also get the continuity of ∇u.
Corollary 2.1 Suppose that p and q are given in Lemma 2.
Proof. We only need to prove the continuity for ∇u and for simplicity, we show the case of g = 0.
(i) For x, h ∈ R d and 1 i d, by repeating the calculation in (2.14), it yields that
, by an analogue argument of the proof of Proposition 2.1, if one lets h approach to 0, then
. And 1 i d is arbitrary, so ∇u is continuous in x uniformly respect to t.
) hold in addition, we will show the continuity of ∇u in t. We first show the continuity at 0. In view of (2.14), then for t > 0,
Noting that u(0, x) = 0, it implies |∇u(0, x)| = 0, so ∇u is continuous in t at 0. For t > 0, we only prove the right continuous at t since the proof for left continuous is the similar. Let ϑ > 0, t ∈ (0, T ) such that t + ϑ ∈ (0, T ), then for every 1 i d
By using (2.23), the I 1 (t, ϑ) → 0 as ϑ → 0. Now let us calculate I 2 (t, ϑ).
Observing that as functions of s on (0, t), (t − s)
are bounded. By applying the dominated convergence theorem, then I 2 (t, ϑ) → 0 as ϑ → 0. So we finish the proof.
Remark 2.3. Even though a function f lies in
, and when β > 1/q, it belongs to
Let W t be a d-dimensional standard Wiener process, X 0 ∈ F 0 , {ξ t } 0 t T is a {F t } 0 t T adapted process, we define
(2.24)
We now give a Krylov type estimate.
Theorem 2.1 Suppose X t is given by (2.24) and
Proof. Let u be given by
and it solves the following Cauchy problem
in the sense of (2.9). Moreover, (2.11) holds with g = 0.
By Sobolev embedding theorem,
, u is continuous in t and x. If we smooth u by convolution, then the modified function converges to u for every
By virtue of Itô's formula, we have
Since ∇u is bounded, the last term in (2.26) is a martingale, which implies that
Hence
By using Lemma 2.1, from (2.27), (2.25) holds true.
Remark 2.4. Krylov's estimates will play a crucial role in proving the existence of weak solutions for SDE (1.1). Observing that, when verifying a Krylov type estimate, the central part is to estimate the boundedness of ∇u (u is the unique solution of a second order parabolic PDE). By finding this fact, we only assume that f ∈ L ∞ q (0, T ; L p (R d )) with 2/q + d/p = 1.
Stochastic differential equations with irregular drift coefficients: the existence result
We now consider the SDE (1.1) and the main result is concerned with existence, which is stated below
with p, q satisfying (1.4), b 2 is bounded and Borel measurable. Suppose the constant C 0 (p, d) is given in (2.25) and
There is a filtered probability space (Ω,F , {F t } 0 t T ,P), two processesX t (x) andW t defined for [0, T ] on it such thatW t is a d-dimensional {F t }-Wiener process andX t is an {F t }-adapted, continuous, d-dimensional process for which (1.5) holds, and almost surely, for all t ∈ [0, T ], (1.6) holds.
Proof. We follow the proof of [14, Theorem 1, p.87]. Firstly, we smooth out b i (i = 1, 2) using the convolution:
with ρ n given by (2.2). According to Proposition 2.1 and the properties of convolution, it is clear that, as n → ∞,
and for every n 1,
Moreover there is a sequence of integrable functions h n i on [0, T ], such that
Using Cauchy-Lipschitz's theorem, there is a unique
With the help of Theorem 2.1 and (3.3),
Observing that (3.1) holds, then
On the other hand, b n 2 is bounded uniformly in n, with the help of (3.3), one concludes that
By (3.4) to (3.6), then
If one replaces the time interval (0, T ) by (t 1 , t 2 ) for every 0 t 1 < t 2 T , similar calculations from (2.26) to (2.27) also yields that
where U n is the unique generalized solution of
With the aid of Sobolev's embedding theorem, (2.20) and (3.3), from (3.8)
where θ is given in (2.20) . By (3.1), there is a δ > 0, such that
Combining (3.4) and (3.9), one reaches at
which implies that
Combining (3.7) and (3.10) for every ǫ > 0, one concludes that
In view of Skorohod's representation theorem (see [14, Lemma 2, p.87]), there is a probability space (Ω,F ,P) and random processes (X nIn particularW is still a Wiener process and
(3.13)
For any k ∈ N, by virtue of Theorem 2.1,
By letting n → ∞ first, k → ∞ next, from (3.2) and (3.14) we arrive at
Similarly, we obtaiñ
for every R > 0. By taking n → ∞, k → ∞, R → ∞ in turn, then J n 1 → 0 as n → ∞. And the same conclusion for J n 3 is true by a same discussion. Combining (3.2), (3.16) and (3.17) we arrive at
From (3.13), (3.15) and (3.18) , one reaches at
From this one finishes the proof since by using Theorem 2.1, (3.2) holds true obviously. Theorem 3.1 can be generalized to the case of nonconstant diffusion if the diffusion coefficients are regular enough. For simplicity, we give an application to the case of diffusion coefficient is time independent and d = 1.
Corollary 3.1 Let σ(x)
(3.19)
Let p and q be given in Theorem 3.
is sufficiently small, b 2 is bounded Borel measurable. Moreover, for this p, we assume in addition that
There is a filtered probability space (Ω,F , {F t } 0 t T ,P), two processesX t (x) and W t defined for [0, T ] on it such thatW t is a 1-dimensional {F t }-Wiener process andX t is an {F t }-adapted, continuous, 1-dimensional process for which (1.5) holds, and almost surely, for
Proof. The proof here is inspired by Zvonkin's transformation. Let us define 20) and since δ 1 σ δ 2 , Φ −1 exists. Moreover, for every x, y ∈ R,
Let us consider the following SDE
Noting that
is sufficiently small too. And this conclusion holds forσ 1 (Φ −1 ). Upon using Theorem 3.1, there is a weak solution (Ỹ t ,W t ) of (3.21) on a filtered probability space (Ω,F , {F t } 0 t T ,P) for whichW t is a standard 1-dimensional standard Wiener process to {F t } 0 t T .
Initially, we assume σ ∈ C ∞ (R), then Φ −1 is smooth. By utilising Itô's formula, one derives that 22) which implies (X t ,W t ) = (Φ −1 (Ỹ t ),W t ) is a weak solution of (3.19) .
For general σ, we smooth it by convolution σ ε = σ * ̺ ε (̺ ε is given in (2.21)). For Φ −1 ε , one gets an analogue of identity (3.22) . With the same argument as in Theorem 3.1, by taking ε → 0, one finishes the proof.
Remark 3.1. (i) The proof for the weak existence of solutions to SDE (3.19) is inspired by Zvonkin's transformation. For more details in this topic, one consults to [25] .
(ii) When the Banach space
, with q, p meeting condition (1.3), there are many elegant study works [22, 23] . For example, under the hypothesises that (1) σ(t, x) is uniformly continuous in x ∈ R d uniformly with respect to t and there is a positive constant δ such that for all (t, [23] obtained the existence and uniqueness of the strong solution to the following SDE
(iii) Other topics on SDE (3.23) such as existence, uniqueness of solutions, stochastic homeomorphism, weak differentiability for b and σ in different classes, we refer the author to see [3, 6, 10, 11, 16, 20] and the references cited up there.
Uniqueness and the strong Feller property
We first discuss the uniqueness. Before proceeding, let us present some useful lemmas.
Consider the SDE (3.23), with σ(t, x) ∈ R d×d . If (X t , W t ) is a weak solution on a probability space (Ω, F, P) with a reference family {F t } 0 t T , for every f ∈ C 2 b (R d ), by Itô's formula we have
Conversely, if a ddimensional continuous adapted process {X t } 0 t T defined on a probability space (Ω, F, P) with a reference family {F t } 0 t T satisfies (4.1), then on an extension (Ω,F ,P) and {F t } 0 t T , we can find a d-dimensional {F t } 0 t T -Wiener process {W t } 0 t T such that (X,W ) is a weak solution of (3.23) (see [12, pp168-169] ). And if X meets (3.23), its probability law
In summary, we have ]) The existence of a weak solution of (3.23) is equivalent to the existence of a d-dimensional process X satisfying (4.1), and this is also equivalent to the existence of a probability
After then, we give another lemma, which is used to deal with the uniqueness Then
3)
Now we give our uniqueness result.
Theorem 4.1 Let p, q and b be stated in Theorem 3.1. We assume that
If there are two weak solutions of (1.1), then the probability laws of them on d-
Proof. We show the uniqueness by using Itô-Tanack's trick (see [9] ). Consider the following vector valued Cauchy problem
According to Lemma 2.1, there is a unique generalized solution U . Moreover by Corollary 2.1
and there is a δ > 0 such that
We define Φ(t, x) = x + I T U (t, x), then it forms a diffeomorphism on R d , and
where Ψ(t, x) = Φ −1 (t, x). Using generalized Itô's formula (see [15, Theorem 3.7] ), if (X t , W t ) is a weak solution of (1.1), then
Now we assume that (X, W ) and (X ′ , W ′ ) are weak solutions of (1.1) and the probability laws of X and
are P x and P ′ x respectively. Correspondingly, we denote P y and P ′ y the probability laws of Y and Y ′ . Since Y t = Φ(t, X t ) and Φ ∈ C([0, 1]; C 1 (R d ; R d )) is a diffeomorphism on R d uniformly for every t ∈ [0, T ], the relationships of P x and P y , P ′ x and P ′ y are given by
where for a given measure µ on a Banach space S, and θ a map on S, we use the notation µ • θ −1 to denote image measure of µ by the map θ, i.e.
Combining (4.5) and noting that b 2 is bounded Borel measurable, I T U is continuous in (t, x), and I + I T U meets uniformly elliptic condition, applying Lemma 4.1 and [17, Theorem 5.6] (also see [12, Theorem 3.3, p185] for time independent σ), the uniqueness of probability law for (4.6) is true. So P y = P ′ y .
For every f ∈ C b (R d ) and every t ∈ [0, T ], by (4.7) then
f (w(t))P x (dw) =
f (Ψ(t, Φ(t, w(t))))P x (dw)
f (Ψ(t, w(t)))P y (dw), (4 Proof. Clearly, by Yamada, Watanabe'd theory (see [20] ), it only needs to prove the uniqueness.
Since the proof for uniqueness in probability law is analogue of the proof of Theorem 4.1, we prove the pathwise uniqueness only. On the other hand, by the relationship between (3.19) and (3.21) , it suffices to show the pathwise for (1.1) on d = 1. When b is time independent and, bounded and continuous in x, the proof can be seen in [21, Lemma p.75] . But the proof there is adapted for the present b, so we completes the proof.
Remark 4.1. Here we do not argue the general case, i.e. σ is time dependent and d > 1. As discussed in [13] , we may consider the existence and uniqueness for weak solutions, such that the uniqueness holds only in the sense of finite dimensional probability laws. For more details in this topic one can refers to [13] and the references cited up there. Now we discuss the Feller property and the existence of density and initially we give a lemma.
Lemma 4.3 ([18]) Consider the following SDE
dX t (x) = b(t, X t (x))dt + σ(t, X t (x))dW t , s < t T, X s (x) = x ∈ R d , (4.10)
Suppose that b is bounded and Borel measurable, σ is bounded continuous and (a i,j ) = ( k σ i,k σ i,j )/2 is uniformly elliptic. Then there is a unique weak solution of (4.10) which is a strong Markov process. LetP (s, x, t, dy) be the transition probabilities and for every bounded function f , we defineP
f (y)P (s, x, t, dy), (4.11)
then we have the following claims: (i)P s,t f (x) is continuous in s and x for s < t.
(ii)P (s, x, t, dy) has a densityp(s, x, t, y) for almost all t ∈ [0, T ] which satisfies for every r ∈ [1, ∞) provided s < t 0 .
Now we give our second result.
Theorem 4.2 Let p, q and b be described in Theorem 4.1. Consider SDE (4.10) with σ = I d×d . Then there is a unique weak solution. Let P (s, x, t, dy) be the transition probabilities and for every bounded function f , we set P s,t f (x) by (4.12). Then P s,t f (x) is continuous in s and x for s < t and P (s, x, t, dy) has a density p(s, x, t, y) for almost all t ∈ [0, T ] which meets (4.12).
Proof. By Theorems 3.1 and 4.1, there is a unique weak solution of (4.10). Moreover, by (4.7) and Lemma 4.3, P s,x is a strong Markov process. Let P (s, x, t, dy) be its transition probabilities, then for every f ∈ L ∞ (R d ), P s,t f (x) = E Ps,x f (w(t)) = Correspondingly, if one argues SDE (4.6) with initial data from time t = s and denotes the transition probabilities byP (s, Φ(s, x), t, dy), then with the help of (4.8), it yields that P s,t f (x) =P s,t f (Ψ(t, x)) = R d f (Ψ(t, y))P (s, Φ(s, x), t, dy). (4.14)
