We propose the methods to reconstruct the net-particle distributions with and without excluding the initial volume fluctuations. It enables us to correct for detector effects and initial volume fluctuations simultaneously under the assumption of the independent particle production (IPP) model or any particle production mechanism. Our study suggests a tool to investigate possible two-component structure of net-proton distribution in Au+Au collisions at √ sNN = 7.7 GeV as signature of the first-order phase transition or critical end point [1, 2] .
I. INTRODUCTION
In recent years, the higher-order cumulants of netparticle distributions have been actively measured in heavy-ion collision experiments to study the QCD phase structure. Up to the 4th-order cumulants of net-proton, net-charge and net-kaon multiplicity distributions were measured in Au+Au collisions at various beam energies from √ s NN = 200 GeV down to 7.7 GeV at the STAR experiment [3] [4] [5] [6] [7] . Non-monotonic beam energy dependence of net-proton C 4 /C 2 could indicate a possible critical point in low collision energies. The 6th-order cumulant of net-proton multiplicity distributions has been also measured in Au+Au collisions at √ s NN = 54.4 and 200 GeV to study the nature of crossover predicted by the lattice QCD calculations. In addition, higher-order cumulants of net-particle distributions have been reported by ALICE [8] , HADES [9] and NA61 experiments [10] . There are two main advantages to measure the higher order cumulants of conserved quantities. First, higherorder the cumulant is, more sensitive it is to the correlation length:
(1) C 5 ≈ ξ 9.5 , C 6 ≈ ξ 12 ,
where the correlation length ξ is predicted to diverge near the critical point. Second, the cumulants can be directly (in principle) compared to the susceptibilities by taking ratio between different order:
where χ n represents the nth-order susceptibility. However, the direct comparison between experimental and theoretical results are still difficult due to following reasons:
• Baryon number conservation effects
• Initial volume fluctuation
• Detector efficiency
Currently, no complete solution has been established for these issues, but in particular, the detector efficiency has * esumi.shinichi.gn@u.tsukuba.ac.jp † tnonaka@rcf.rhic.bnl.gov to be corrected prior to other issues from the experiment side. The efficiency correction methods have been developed by Refs. [11] [12] [13] [14] [15] . All of them are derived under the assumption that efficiencies follow binomial distributions given by
where N represents the number of generated particles, n represents the number of measured particles and ε represents the efficiency. If the experiment measurement strictly follows the binomial distribution, those correction methods are justified. Otherwise, they lose their validity as is pointed out by Ref. [16] . One possible method is moment expansion proposed in Ref. [17] , where detectorresponse matrices are utilized to correct cumulants. In addition, experimental attempts are ongoing to get cumulants corrected for possible non-binomial effects by reconstructing distribution itself [7, 18] .
Initial volume fluctuations are another major backgrounds coming into the distributions and cumulants. Various studies are done to understand and correct for the initial volume fluctuations [19] [20] [21] [22] [23] [24] [25] [26] . Correction methods proposed in the literature are derived based on the independent particle production model for each source like a pair of participant nucleons. Further, it is pointed out that the enhancement of C 4 /C 2 net-proton distributions observed in Au+Au collisions at √ s NN = 7.7 GeV by the STAR experiment [7] can be explained by the superposition of binomial and Poisson distributions [1, 2] . However, there might be residual volume fluctuation in experimentally reconstructed distribution that are corrected only for detector effects, which would make it difficult to find the possible "bimodel" structure in the netproton distributions.
In this paper, we propose a new unfolding approach to correct the particle-number distributions for both detector efficiencies and initial volume fluctuations. The paper is organized as follows. In Sec. II, we introduce procedures to reconstruct the particle and antiparticle number distributions with respect to the detector efficiencies. The validity of the method is demonstrated by toy models. In Sec. III, we discuss how to implement and correct for the initial volume fluctuations. Further possibilities of the methods are discussed in Sec. IV.
II. PARTICLE NUMBER UNFOLDING
Our goal is to correct for cumulants of the net-particle distribution. We thus consider the number of measured particles and antiparticles (that we can measure in experiments) and the number of generated particles and antiparticles (that cannot be directly accessed in experiments). In this paper, those are denoted by N p , Np, n p and np, which are related to each other as following:
R rev (N p , Np; n p , np)P (n p , np), (5) whereP (n p , np) and P (N p , Np) are two-dimensional probability distribution function for particles and antiparticles, and R for (n p , np; N p , Np) is the conversion matrix from (N p , Np) (generated coordinate) to (n p , np) (measured coordinate). The conversion matrix is typically called "response matrix". On the other hand, the conversion matrix from measured to generated coordinate can be also defined by R rev (N p , Np; n p , np). We explicitly call them "forward response matrix" and "reversed response matrix", respectively. We also use the word "detector filter", which represents the Monte Carlo way to determine n p and np from given N p and Np.
In the rest of this section, let us demonstrate an unfolding approach by using the toy model. The model utilizes two sets of data. One corresponds to the distributions in the real experiments, which is the "answer" (experiment) in the model. The other one is virtual distribution (simulation) that can be prepared arbitrary. The procedures we mention below is to modify the simulation to be close to the experiment. Figure 1 shows the flowchart of the procedures. First, we prepare the experimental true distribution in panel (a) with the critical shape. Poisson distributions are generated for P (N p ). Gauss distributions are generated for P (Np) (N p < 10), and the Poisson distributions are generated for P (Np) (N p > 10). The detector filter is then applied to panel (a) to get the experimental measured distribution in panel (b). Second, we define a virtual distribution according to the Poisson distributions in panel (c). Panel (d) shows the distribution after detector filter is applied to (c). During this process we compute R for and R rev . The correction function in panel (f) is determined by subtracting (d) from (b). Since panel (f) represents the difference between experiments and simulations in measured coordinate, we multiply R rev to (f) to get the difference between experiments and simulations in generated coordinate, as shown in panel (e). The virtual distribution is then modified to be close to (a) by adding (e) to (c) with a scaling factor α < 1, (c)+α(e). The same procedures are repeated until cumulants of netparticle distributions are converged. Figure 2 shows three kinds of distributions from top to bottom. The most right panels in the middle and bottom rows show the experimental true distributions, and the 1st to 5th panels from left-hand side represent the virtual distribution at 0th, 1st, 5th, 10th and 100th iterations. The top row in Fig. 2 shows the correction functions and virtual distributions in the generated coordinate for different iterations. It is found that the correction function is getting flattened with iterations, which indicates that the virtual distribution is modified to be close to the experimentally generated true distribution. The middle row shows the virtual distribution in the generated coordinate for different iterations. The critical shape of the experimental distribution is found to be reconstructed in the virtual distribution starting from the Poisson distribution. The bottom row shows the net-particle distribution for virtual one for different iterations. We find that the two-peak critical shape in experiments are successfully reproduced for the virtual distributions. Figure 3 shows cumulants up to the fourth-order of netparticle distribution for virtual one in the generated coordinate as a function of iterations. Statistically random trials using independent initial distributions for experimental true and virtual one are repeated with 100 times, and the averaged values are shown in black solid lines, and the bands show ±1σ of the statistical uncertainties. Red boxes ±1σ show the cumulants of experimental distribution in the generated coordinate. It is found that the cumulants become flat with respect to iterations and consistent with those of experimental distributions within statistical uncertainties, which indicates that our unfolding approach works well. We note that the the larger statistical uncertainties for the virtual distribution compared to the experimental distribution is due to the efficiency loss in the detector filter.
III. VOLUME FLUCTUATION CONVOLUTED UNFOLDING

A. Volume fluctuation
In heavy ion collisions, the volume of the colliding system is characterized by the impact parameter b, which is defined by a distance between center of two nuclei. However, the impact parameter is not directly measured experimentally, we often consider participant nucleons (N part ), spectator nucleons and binary collisions. They are still not accessed directly in experiments, so determined by comparing experimentally measured multiplicity distribution (or energy loss of particles) with the model. Those variables are useful to characterize and understand the experimental quantities like collision centrality, nuclear modification factor and so on. For higherorder cumulants of net-particle distributions, the volume fluctuation is typically defined as participant fluctuations. Assuming that particles are produced from the independent source of participant nucleons, the true cumulants are expressed by superposition of cumulants for each source [21, 22] :
with
where m p and mp are particles and antiparticles produced per participant nucleon. (Middle) Correlation between particle and antiparticle number in generated coordinate. Z-axis range is from -0.001 to 0.006. (Bottom) Net-particle distribution in generated coordinate. The 1st to 5th row from left to right show distributions at initial condition, 1st, 5th, 10th and 80th iteration. The most right panels show distributions for experiment assumed in the toy model.
B. Methodology
We explain how to implement the volume fluctuations in the unfolding approach discussed in Sec. II. The flowchart is shown in Fig. 4 . First, let us define the first set of data corresponding to the experiment. We consider two dimensional histogram for particle and antiparticle number produced for one source (a), which is generated according to the Poisson distribution for both particles and antiparticles. Statistically independent distributions for (a) are generated with N source times, and their superposition is shown in (b). During this procedure, on the other hand, N source value can be determined eventby-event according to the Gauss distribution to implement the volume fluctuation. The resulting distribution is shown in (c). The detector filter is applied to (c) to get the distribution in the measured coordinate (d). Second, with the same procedures using quite different distributions, another set of data is generated for the initial virtual distribution as shown in (e)-(h). The correction function (i) is then determined by subtracting (h) from (d) for the measured coordinate. In order to modify the virtual distribution for each source (e), the following relation needs to be computed: P (m p , mp) = np,np R rev (m p , mp; n p , np)P (n p , np), (8) where n p(p) represents measured (anti)particles and m p(p) are particles for each source, with R rev (m p , mp; n p , np) being the response matrix from (h) and (e). By multiplying R rev (m p , mp; n p , np) to (i), the correction function is converted to that for each source (j). Adding (j) to (e) with scaling factor α gives a modified distribution (e'), which should be slightly closer to (a). The superposition of (e') with and without the volume fluctuation are shown in (g') and (f') which should be also closer to (c) and (b) than (g) and (f).
In this way, the virtual distribution for each source is modified with iterations. Their superposition with and without the volume fluctuation are modified accordingly. The top row in Fig. 5 shows cumulants up to the fourth order as a function of iteration. Black and red lines represent the cumulants with and without volume fluctuations. Results from statistically independent 100 samples are plotted as well. The observed gap between two results are due to the volume fluctuations. Bottom panels show the cumulants of superimposed sources. The bottom row in Fig. 5 shows the correlation between input and output cumulants. Output cumulants are taken from the 1000th iteration. The consistency between x and y axis indicates that our unfolding approach with and without the volume fluctuation works well.
IV. DISCUSSIONS
A. Systematic uncertainty
Possible source of systematic uncertainties are listed below.
• Iterations
• Smoothing
• Scaling
As were demonstrated in the models, one needs to carefully check the convergence with respect to the iterations. If the cumulants don't converge, statistics for the simulated virtual data may not be enough. It is important to use substantial statistics for the virtual data compared to the experimental data.
Smoothing parameter is necessary to require that the resulting distribution should be smooth. Figure 6 shows the smoothing distributions, the correction functions, virtual 2D distributions, and virtual net-particle distributions after substantial iterations for different smoothing parameters. It is found that the distributions are smeared with larger smoothing parameters. Figure 7 shows the cumulants up to the 4th order as a function of iteration with different smoothing parameters. Although the convergence behaviour seems different, the cumulants are consistent for all the cases within statistical uncertainties after the 1000 iterations. Figure 8 shows the cumulants up to the 4th order as a function of iteration with different scaling parameters. It is found that the scaling parameters controls the convergence speed with the same value of cumulants after substantial iterations. The scaling factor is necessary to minimize the negative bin content (after applying the correction functions) which could lead to oscillating iterations. 
B. Application to experimental data
The distribution measured in the real experiment corresponds to (d) in Fig. 4 . One can start from Poisson distribution with mean parameter taken from efficiency corrected protons and antiprotons divided by averaged number of participant nucleons for the centrality. The source distribution can be superimposed according to N source distribution obtained by Glauber model used in the centrality determination in the experiment. One can try using the binomial efficiency for the detector filter. If one wants to correct for possible non-binomial efficiencies, that needs to be understood by GEANT based full detector Monte Carlo simulations including event and track reconstructions. The detector response including the reconstruction would also need to be parametrized somehow, since lots of computing power will be necessary and repeating it many times would not be realistic.
C. Independent particle production model
It is pointed out by Ref. [26] that the independent particle production model would be broken in the framework of UrQMD, as well as in the real experiment where we expect the strongly interacting hot and dense matter to be formed. Methodology in this paper would allow us to use any other model numerically, even if the model cannot be formalized. For example, the correlated production among more than two participant nucleons can be easily implemented during the superposition procedure. 
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