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Abstract
This study proposes a novel framework for tourism demand forecasting, which combines search
queries generated on the Internet, advanced feature selection methods, and machine learning
based forecasting technique. This new methodology is applied to forecast tourism demand in two
popular destinations in China: Beijing and Haikou. The study evaluates the performances of
various feature selection approaches in tourism forecasting. We further show that the random
forest feature selection and support vector regression with radial basis function can be extremely
useful for the accurate forecasts of tourist volumes. This research highlights the advantage of big
data and machine learning algorithms in the tourism forecasting.
Keywords: random forest, feature selection, machine learning, tourism demand forecasting
Introduction
Search queries have emerged as popular and significant sources for tourism demand forecasting,
and they have been documented to predict tourist volumes pretty accurately (Choi & Varian,
2012; Bangwayo-Skeete & Skeete, 2015; Yang et al., 2015). In general, search queries have high
dimensions because they are generated by the public on the Internet (Wu & Brynjolfsson, 2013;
Cho & Tomkins, 2007). To improve the forecasting accuracy, researchers need to select
appropriate search queries, and model them with optimal approaches. Machine learning based
methods can model large data sets with relatively superiority compared with econometric models
(Liao, Chu, & Hsiao, 2012; Pai, Huang, & Lin, 2014). To the best of our knowledge, single
models are unlikely to perform well, especially with large data sets. Therefore, a key challenge to
bridge the gap is to propose an integrated methodology that makes the best of machine learning
based approaches.
The goal of this study was to provide an integrated framework for tourism demand forecasting,
which combines search queries, feature selection process, and machine learning approaches.

Search queries are considered as features, and feature selection methods can eliminate irrelevant
features and keep the ones that are helpful for the forecasting. Then, machine learning methods
are applied to modeling these selected search queries. Compared to econometric models,
machine learning based models can process and modeling large date sets with higher accuracy.
Moreover, empirical findings suggest that random forest based feature selection performs best
among other filter and wrapper based methods. Our study extends the existing studies about
tourism demand forecasting with search queries by using machine learning framework.
Literature Review
Tourism demand forecasting with search queries is first reviewed. Then, the commonly used
feature selection methods including both filter-based and wrapper-based ones are illustrated.
Afterwards, machine learning based approaches and their advantages are briefly reviewed.
Finally, the research gaps are addressed at the end of the section.
Search queries reflect how people show interests and attention on specific topics on the Internet.
Existing studies have demonstrated that these data can predict the future trends (Choi and Varian
2012). Researchers have incorporated these unique data sources into the forecasting in the fields
of tourism and hospitality (Pan, Wu, & Song, 2012; Yang, et al., 2015). However, the
approaches used to model the search queries are relatively simple, such as autoregressive model,
vector autoregressive model, and autoregressive distributed lag models (Ettredge, Gerdes, &
Karuga, 2005; Song & Witt, 2006; Chu, 2009; McLaren, 2011; Vosen & Schmidt, 2012; Akın,
2015; Hassani, Webster & Heravi, 2015). These econometric models are superior to depict the
linear correlation between the dependent and independent variables, especially when the
dimensions of search queries are low. However, these models may fail to process large,
nonlinear data sets with exceptional performances. Compared to econometric models, machine
learning based approaches have advantages of modeling large data sets. In machine learning,
support vector machines are supervised learning models with associated learning algorithms that
analyze data used for classification and regression (Cortes & Vapnik, 1995; Chen, Chiang &
Storey, 2012).
From the perspective of machine learning, each search query can be considered as a feature, so
the major problem is to select most appropriate features. In general, there are mainly three types
of feature selection methods: filter-based, wrapper-based ones and embedded based ones
(Kohavi et al., 1997; Guyon & Elisseff, 2003; Tong & Mintram, 2010). In particular, Guyon and
Elisseff (2003) suggested that feature selection can improve the prediction performances, provide
faster and more cost-effective predictors, and better understand the data generation process. A
filter-based and three wrapper-base feature selection methods are illustrated as well. In particular,
random forest combines several binary decision tress that are from learning samples and
randomly selected variables (Genuer, Poggi, & Tuleau-Malot, 2010).
To date, scarce literature adopted machine learning based approaches to forecast tourism demand
with search queries. It is necessary to propose a new methodology to improve the forecasting
accuracy of tourism demand. In this study, different feature selection and support vector
machines are combined to model search queries.
Methodology

An integrated machine learning based forecasting framework is proposed, which combines
random forest feature selection and support vector machine. To evaluate the performances of
different feature selection methods, we use the following methods, including filter based feature
selection (FBFS), backwards feature selection (BFS), genetic algorithm feature selection (GAFS),
and random forest feature selection (RFFS). Then, a support vector machine with radial basis
function is used to train and test the forecasting model.
This framework has four integrated components: search queries collection, feature selection,
machine learning based modeling, and forecasting evaluation. First, weekly search queries are
collected from Baidu trends following specific search terms. Then, the feature selection is used
to eliminate the most irrelevant features. Afterwards, the selected series are modeled with
support vector machines. Finally, the performances of the models are evaluated.
Results
We conduct rigorous experiments to verify the effectiveness of the proposed framework in the
forecasting of Beijing and Haikou tourism volumes. Different feature selection methods generate
various subsets of features, which are shown in Table 1.
Table 1. Selected Features
Beijing: Feature Selection Methods

Number of Selected Features

FBFS
BFS
GAFS
RFFS

Top 11 of 46 features
Top 20 of 46 features
Top 13 of 46 features
Top 9 of 46 features

Haikou: Feature Selection Methods

Number of Selected Features

FBFS
BFS
GAFS
RFFS

Top 7 of 20 features
Top 6 of 20 features
Top 4 of 20 features
Top 7 of 20 features

The selected feature sets using different methods, are shown in the above table. As shown in
Table 1, 9 out of 46 features of Beijing tourism and 7 out of 20 features of Haikou tourism are
selected using random forest feature selections.
Then, for the robustness of the empirical study, the samples are randomly split into three-folds,
two samples are used to train and the other one is used to test the model. The average forecasting
accuracy with support vector machines are also computed. Table 2 presents the average
forecasting accuracy of Beijing and Haikou tourist volumes.

Table 2. Average Forecasting Accuracy of Beijing and Haikou Tourist Volumes
City: Beijing
Machine learning

SVM with Radial Basis
Function

City: Haikou
Machine learning

SVM with Radial Basis
Function

Average forecasting accuracy
Mean Absolute Percentage
Feature selection
Error (MAPE)
FBFS
0.18
BFS
0.22
GAFS
0.25
RFFS
0.17
All features
0.29
Average forecasting accuracy
Mean Absolute Percentage
Feature selection
Error (MAPE)
FBFS
0.09
BFS
0.08
GAFS
0.09
RFFS
0.08
All features
0.12

Interesting findings are shown from Table 2. First, the models with feature selection are superior
those without feature selection process. The first four SVMs are constructed with the selected
features sets, which are obtained with a filter based and three wrapper based feature selection
methods. The last SVM model handles all features without the selection process. From the whole
forecasting accuracy of Beijing tourism demand, SVM with the selected features perform better
than the model without any feature selection process.
Second, random forest based feature selection has the lowest MAPEs, compared to other feature
selection methods. Filter based feature selection method also has exceptional accuracy in this
forecasting task. Random forest feature selection improves the forecasting accuracy by 5.56%,
22.73%, 32%, and 41.38% compared to filter, backwards, genetic algorithm based feature
selection and all features.
In addition, from the empirical study of Haikou forecasts, random forest feature selection and
support vector machine perform best, with the lowest MAPE. The worst performance is the
combination of all features and support vector machine. In particular, features using random
forest improve 33.33% forecasting accuracy of tourism demand compared to all features.
In average, wrapper based feature selection methods outperform filter based ones in the
forecasting of tourist volumes, with the reduction of forecasting error being 18.52%. Feature
selection can eliminate unimportant search queries and significantly improve the forecasting
accuracy of tourism demand. Therefore, it is convinced that the forecasting framework that
combines search queries, feature selection, and machine learning approaches can significantly
improve the tourism demand forecasting accuracy.
Conclusion and Discussion
Search queries generated on the Internet reflect tourists’ attention on the destinations. By
incorporating search queries into the forecasting of tourism demand, researchers can update their

forecasts timely and accurately. We propose an integrated methodology that effectively analyze
and modeling large search queries. This study considers search queries as features, and aims to
apply machine learning based approaches into the forecasting of tourism demand. We hope to
provide new insights for the timely and accurate forecasts of tourism demand in the Big Data era.
Empirical results show that random forest based feature selection and support vector machines
have the superiority to improve the forecasting accuracy of tourism demand. The proposed
methodology is useful for analyzing large search query sets, because it can select most important
variables for the forecasting. In the future research, we need to examine whether this
methodology can accurately forecast tourist volumes to other destinations. In particular, the
future research should emphasize on the adoption of machine learning based approaches so as to
analyze more user-generated, multi-types, and big data.
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