The discrepancy function measures the deviation of the empirical distribution of a point set in [0, 1] d from the uniform distribution. In this paper, we study the classical discrepancy function with respect to the BMO and exponential Orlicz norms, as well as Sobolev, Besov and Triebel-Lizorkin norms with dominating mixed smoothness. We give sharp bounds for the discrepancy function under such norms with respect to infinite sequences.
Background
Let d, N be positive integers and let P N,d be a point set in the d-dimensional unit cube [0, 1) d with N elements. The discrepancy function of P N,d is defined as
Here χ A denotes the characteristic function of a subset A ∈ R d . Thus D P N,d (x) denotes the difference between the actual and expected proportions of points that fall into [0, x) = [0,
We define the L p -discrepancy of P N,d as the L p -norm of the discrepancy function, i.e., 
The L p -discrepancy is a quantitative measure for the irregularity of distribution of finite point sets and of infinite sequences. The reader is refered to [1, 17, 20] for extensive introductions to this topic.
The conceptual difference in the concept between the discrepancy of finite point sets and infinite sequences is pointed out in [27] and [13] : for finite point sets one is interested in the behavior of the whole set {x 0 , x 1 , . . . , x N −1 } with a fixed number of elements N , whereas for infinite sequences one is interested in the discrepancy of all initial segments {x 0 }, {x 0 , x 1 }, {x 0 , x 1 , x 2 }, . . . , {x 0 , x 1 , x 2 , . . . , x N −1 }, where N = 2, 3, 4, . . ..
It is well known from results of Roth [32] and Schmidt [35] that for every p ∈ 
These results were extended to infinite sequences by Proinov [31] (see also [16] 
The lower bound (2) for finite point sets is known to be best possible in the order of magnitude in N , i.e., for every d, N ∈ N, N ≥ 2, one can find (and explicitly construct) an N -element point set .) The first proof of (4) was given by Roth [33] for p = 2 and arbitrary d and finally by Chen [7] in the general case, albeit using a probabilistic approach. Explicit constructions are due to Chen and Skriganov [8] and Skriganov [36] (the first time that for each 1 ≤ p < ∞ a construction method of an optimal point set is given), Dick and Pillichshammer [15] , Dick [11] (the first proof where the construction method of the point set does not depend on p), and Markhasin [26] .
It is also known that the lower bound (3) for infinite sequences is best possible for all p ∈ (1, ∞). This was shown by the authors of the present paper in the recent work [13] where explicit constructions S d of infinite sequences in arbitrary dimensions d were provided whose L p -discrepancy satisfies
The sequences and methods developed in [13] are the fundamental basis for the results that will be presented in this paper (see, for example, Lemma 4.5).
On the other hand, the L ∞ -discrepancy remains elusive. We have constructions of infinite sequences S d in [0, 1) d (for example order 1 digital (t, d)-sequences as presented in Section 4, see [14, 28, 29] ) such that
Regarding lower bounds, it is known that there exists some c d > 0 and η d ∈ (0, This result follows from a corresponding result for finite point sets by Bilyk, Lacey and Vagharshakyan [3] . For growing d the exponent η d in this estimate tends to zero. The quest for the exact order of the L ∞ -discrepancy in the multivariate case is a very demanding open question. Only for d = 1 it is known that the exact order of the L ∞ -discrepancy of infinite sequences is (log N )/N . This follows from (6) together with a celebrated result of Schmidt [34] .
Intermediate norms
It is now a natural and instructive question to ask what happens in intermediate spaces "close" to L ∞ . One standard example of such spaces is the space BMO d , which stands for bounded mean oscillation. For the definition of this space we need the concept of Haar functions:
We define N 0 = N ∪ {0} and 
where ·, · denotes the usual L 2 -inner product, i.e., f, g
The terms f, h j,m are called the Haar coefficients of the function f .
For an integrable function f :
where h j,m is the m-th dyadic Haar function on level j, is only a seminorm, since it vanishes on linear combinations of functions which are constant in one or more coordinate directions. This means that formally we need to consider a factor space over such functions. For a more detailed study of the spaces BMO d we refer to [5] and [6] . We consider the BMO-seminorm of the discrepancy function of infinite sequences and call this the BMO-discrepancy. The first main result of this paper is the following.
Furthermore, there exists an infinite sequence
The proof of this result will be presented in Section 5.1.
As another example we stude the exponential Orlicz norm, which is closer to the L ∞ -norm than any L p -norm with 1 ≤ p < ∞. Thus bounds on the exponential Orlicz norm of the discrepancy function shed more light on the behavior of the L ∞ -norm. For a probability space (Ω, P ), let E denote the expectation over (Ω, P ). To define the Orlicz norm, let ψ : [0, ∞) → [0, ∞) be a convex function with ψ(x) = 0 if and only if x = 0. The Orlicz norm L ψ of a (Ω, P )-measurable function f is now given by
where we set inf ∅ = ∞. The Orlicz space L ψ consists of all functions f with finite Orlicz norm f |L ψ . For α > 0, one obtains the exponential Orlicz norm exp(L α ) = L ψα by choosing ψ α to be a convex function which equals exp(x α ) − 1 for sufficiently large x, depending on α (for α ≥ 1 we can use ψ α (x) = exp(x α ) − 1 for all x ≥ 0). More information can be found in [22] .
Theorem 2.2. There exists an infinite sequence
for all N ∈ N \ {1} and for all
From Proposition 2.3 below in conjunction with (3) it follows that for every infinite se-
| exp(L β ) seems to be presently beyond reach, even for finite point sets as pointed out in [4] (see the Remark after [4, Theorem 1.3] for a short discussion about this problem). There is only one singular result for finite point sets
for 2 ≤ β < ∞ and some c > 0, according to [2] , for which the upper and lower bound match.
We close this section with some further technical results concerning the exponential Orlicz norm. The reader familiar with this topic may also skip straight to the beginning of the next section.
An equivalent way of stating the exponential Orlicz norm is using the following result, which can be shown using the Taylor series expansion of exp(x) and Stirling's formula. 
Our proof will make use of the Littlewood-Paley inequality, which we state in the following as a lemma.
where the square function Sf is given by
An essential tool in the proof of the bound on the exponential Orlicz norm of the discrepancy function is the following hyperbolic Chang-Wilson-Wolff inequality. It relates the exponential Orlicz norm of a function to the L ∞ -norm of the corresponding square function. This inequality was also recently used in [4] . We refer to this paper for a short proof. 
Below we use the Hyperbolic Chang-Wilson-Wolff inequality to obtain bounds on the exp(L 2/(d−1) )-norm of the discrepancy function. To obtain the general result of Theorem 2.2 we need to interpolate between this result and the L ∞ -norm of the discrepancy function. Concretely, we use the following result [4, Proposition 2.4], where also a short proof can be found.
Besov and Triebel-Lizorkin spaces with dominating mixed smoothness
We are also interested in Besov spaces and Triebel-Lizorkin spaces with dominating mixed smoothness and their quasi-norm of the discrepancy function. The discrepancy of finite point sets in Besov spaces and Triebel-Lizorkin spaces and the corresponding integration orders where considered in [18, 23, 24, 25, 26, 39, 40] . We follow [39] . Let S(R d ) denote the Schwartz space and S ′ (R d ) the space of tempered distributions on R d . For ϕ ∈ S(R d ) we denote by Fϕ the Fourier transform of ϕ and extend it to S ′ (R d ) in the usual way. For f ∈ S ′ (R d ) the Fourier transform is given as Ff (ϕ) = f (Fϕ), ϕ ∈ S(R d ). Analogously we proceed with the inverse Fourier transform F −1 .
Let ϕ 0 ∈ S(R) satisfy ϕ 0 (x) = 1 for |x| ≤ 1 and ϕ 0 (x) = 0 for |x| >
The set of functions {ϕ k } are a dyadic resolution of unity since
Let 0 < p, q ≤ ∞ and s ∈ R. The Besov space with dominating mixed smoothness 
(ii) Suppose further that 0 < s < 1/p. For every infinite sequence
In the case d = 1 this result has been recently shown in [19, Theorem 1] which is based on the symmetrized van der Corput sequence. Let 0 < p < ∞, 0 < q ≤ ∞ and s ∈ R. The Triebel-Lizorkin space with dominating mixed smoothness
with the usual modification if q = ∞. The Triebel-Lizorkin space with dominating mixed smoothness
(ii) Suppose further that
are called Sobolev spaces with dominating mixed smoothness. Thus in the case q = 2 the above theorem implies results for Sobolev norms with dominating mixed smoothness.
We close this section with some further technical results about Besov-and TriebelLizorkin spaces: The spaces
The following results will be helpful. The first one is an embedding result (see [39] or [25, Corollary 1.13]), and the second one gives a characterization of the Besov spaces in terms of Haar bases (see [25, Theorem 2.11] ).
Upper bounds
The explicit constructions in Theorems 2.1, 2.2, 3.1 and 3.2 are all the same and are based on linear algebra over the finite field F 2 . In the subsequent section we provide a detailed introduction to the infinite sequences which lead to the optimal discrepancy bounds.
Digital nets and sequences
Niederreiter introduced the concepts of digital nets and sequences [28] in 1987. A detailed overview of this topic can be found in the books [14, 21, 29] . Here we restrict ourselves to the dyadic case. Let F 2 be the finite field of order 2 identified with the set {0, 1} equipped with arithmetic operations modulo 2.
The digital construction scheme. We begin with the definition of digital nets according to Niederreiter, which we present here in a slightly more general form.
2 (the symbol ⊤ means the transpose of a vector or a matrix; hence k is a column-vector). Then compute
where the matrix vector product is evaluated over F 2 , and put
The k-th point x k of the net P 2 n ,d is given by 
The k-th point x k of the sequence S d is given by
We call a sequence S d constructed this way a digital sequence (over F 2 ) with generating matrices C 1 , . . . , C d . Since c j,k,ℓ = 0 for all k large enough, the numbers x j,k are always dyadic rationals, i.e., have a finite dyadic expansion.
Higher order nets and sequences. The choice of the respective generating matrices is crucial for the distribution quality of digital nets and sequences. The following definitions put some restrictions on C 1 , . . . , C d with the aim to quantify the quality of equidistribution of the digital net or sequence.
Definition 4.1. Let n, q, α ∈ N with q ≥ αn and let t be an integer such that 0 ≤ t ≤ αn.
. Denote the i-th row vector of the matrix
are linearly independent over F 2 , then the digital net with generating matrices
Furthermore, we consider digital sequences whose initial segments are order α digital (t, n, d)-nets over F 2 .
Definition 4.2. Let α ∈ N and let
and let C j,αn×n denote the left upper αn × n submatrix of C j . If for all n > t/α the matrices
An analogous result also applies to higher order digital sequences.
We point out that a digital net can be an order α digital (t, n, d)-net over F 2 and at the same time an order α ′ digital (t ′ , n, d)-net over F 2 for α ′ = α. The quality parameter t may depend on α (i.e., t = t(α)). The same is true for digital sequences. In particular, [10, Theorem 4.10] 
The same result applies to order α digital (t, d)-sequences which are also order
For more details consult [9, 10] or [14, Chapter 15] . Higher order digital nets and sequences have also a geometrical interpretation. Roughly speaking the definitions imply that special intervals or unions of intervals of prescribed volume contain the correct share of points with respect to a perfect uniform distribution. See [29, 14] for the classical case α = 1 and [12] for general α. See also Lemma 4.4 below.
Explicit constructions of order 2 digital sequences Explicit constructions of order α digital nets and sequences have been provided by Dick [9, 10] . For our purposes it suffices to consider only α = 2.
We start with generating matrices C 1 , . . . , C 2d of a digital net or sequence. Let c j,k denote the k-th row of C j . We now define matrices E 1 , . . . , E d , where the k-th row of E j is given by e j,k , in the following way. For all j ∈ {1, 2, . . . , d}, u ∈ N 0 and v ∈ {1, 2} let e j,2u+v = c 2(j−1)+v,u+1 .
We illustrate the construction for d = 1. In this case we have
This procedure is called interlacing (in this case the so-called interlacing factor is 2).
Recall that above we assumed that c j,
From [9, Theorem 4.11 and Theorem 4.12] we obtain the following result.
Examples of explicit constructions of suitable generating matrices over F 2 were obtained by Sobol' [37] , Niederreiter [28, 29] , Niederreiter-Xing [30] and others. An overview is presented in [14, Chapter 8] . Any of these constructions is sufficient for our purpose, however, for completeness, we briefly describe a special case of Tezuka's construction [38] , which is a generalization of Sobol's construction [37] and Niederreiter's construction [28] of the generating matrices.
We explain how to construct the entries c j,k,ℓ ∈ F 2 of the generator matrices C j = (c j,k,ℓ ) k,ℓ≥1 for j = 1, 2, . . . , d ′ (for our purpose d ′ = 2d). To this end choose the polynomials p j ∈ F 2 [x] for j = 1, . . . , d ′ to be the j-th irreducible polynomial in a list of irreducible polynomials over F 2 that is sorted in increasing order according to their degree e j = deg(p j ), that is, e 1 ≤ e 2 ≤ . . . ≤ e d ′ (the ordering of polynomials with the same degree is irrelevant).
Let j ∈ {1, . . . , d ′ } and k ∈ N. Take i − 1 and z to be respectively the main term and remainder when we divide k − 1 by e j , so that k − 1 = (i − 1)e j + z, with 0 ≤ z < e j . Now consider the Laurent series expansion
Every digital sequence with generating matrices 
for which e i,k,ℓ = 0 for all k > 2ℓ and for all i ∈ {1, 2, . . . , d}, does not depend on the parameters p, q, s in Theorems 2.2, 3.1 and 3.2. Our explicit construction, which is based on Tezuka's construction and the interlacing of the generating matrices, is also extensible in the dimension, i.e., if we have constructed the sequence S d , we can add one more coordinate to obtain the sequence S d+1 . This means that we can define a sequence S ∞ of points in [0, 1) N and obtain the sequence S d , d ∈ N, by projecting S ∞ to the first d coordinates (cf. [11] ).
Some auxiliary results
A connection between higher order digital nets over F 2 and dyadic intervals is given by the following result (see [ Proof. As already mentioned, every order α digital (t, n, d)-net over F 2 is an order 1 digital (⌈t/α⌉, n, d)-net over F 2 . Then every dyadic interval of order n − ⌈t/α⌉ contains exactly 2 ⌈t/α⌉ points of P 2 n ,d (see [14, 29] ).
The following lemma, implicitly shown in [13] , is utmost important for our analysis. Throughout the paper let ld denote the logarithm in base 2, i.e. ld x = (log x)/ log 2.
Lemma 4.5. Let S d be an order 2 digital (t, d)-sequence over F 2 with generating matrices
for which e i,k,ℓ = 0 for all k > 2ℓ and for all i ∈ {1, 2, . . . , d}.
(i) If |j| + t/2 ≥ ld N we have: if I j,m contains points of P N,d , then
| D N S d , h j,m | ≪ 2 t/2 N −1 2 −|j| .
At least 2 |j| − N such intervals contain no points of P N,d and in such cases we have
(ii) If |j| + t/2 < ld N , more precisely n µ ≤ |j| + t/2 < n µ+1 , where
Proof. This is [13, Eq. (13), (14) and (16) 
where the implicit constant is independent of K. 
Lemma 4.8. Let f
(x) = x 1 · · · x d for x = (x 1 , . . . , x d ) ∈ [0, 1) d . Let j ∈ N d −1 and m ∈ D j . Then | f, h j,m | ≍ 2 −2|j| .
The proof of the upper bound in Theorem 2.1
Proof of Eq. (9) in Theorem 2.1. The proof uses ideas from [4] . Let N = 2 nr + · · · + 2 n 1 with n r > . . . > n 1 ≥ 0 and let P N,d be the point set which consists of the first N terms of S d . We need to prove that
It is clear that for each
We split the above sum over j ∈ N d 0 into three parts according to the size of |j|.
First we consider those j for which ld N − t/2 ≤ |j| < ld N . From Lemma 4.5 we know that
otherwise. With these estimates we obtain
Now we consider those j ∈ N d 0 for which |j| < ld N − t/2. More precisely assume that we have n µ ≤ |j| + t/2 < n µ+1 for some µ ∈ {0, 1, . . . , r}, where we set n 0 = 0 and n r+1 = ld N . From Lemma 4.5 we know that
Then we have
From here we can proceed in the same way as in [13 
Finally we need to study the case |j| ≥ ld N which is the most involved one among the three cases considered. As in [4] we treat the counting part and the volume part of the discrepancy function separately. For the volume part L(x) = x 1 · · · x d it is easy to show that | L, h j,m | ≍ 2 −2|j| . Thus we have
χ [0,x) (z) be the counting part of the discrepancy function. Let J be the family of all dyadic intervals I j,m ⊆ U with |j| ≥ ld N such that C, h j,m = 0. Consider the subfamily J ⊆ J of all maximal (with respect to inclusion) dyadic intervals in J . We show that we have
To 
which implies (26).
For dyadic intervals J, we define
It is easy to see that C, h j,m = C J , h j,m whenever I j,m ⊆ J. From n = ⌊ld N ⌋ + 1 we know that N < 2 n . Then the point set P N,d of the first N elements of S d is a subset of P 2 n ,d consisting of the first 2 n elements of S d . From the construction of S d it follows that P 2 n ,d is an order 2 digital (t, n, d)-net over F 2 . Therefore, according to Lemma 4.4, in an interval I j,m there are at most 2 ⌈t/2⌉ points of P 2 n ,d and hence there are at most 2 ⌈t/2⌉ points of P N,d in I j,m . Therefore, for any J ∈ J we have 0
Using the orthogonality of Haar functions, Bessel's inequality, (26) , and (27), we obtain
The result now follows by putting the three parts together and taking square roots.
The proof of Theorem 2.2
Proof of Theorem 2.2. We prove now the bound on the exponential Orlicz norm of the discrepancy function. Our proof uses ideas from [4] . Let again N = 2 nr + · · · + 2 n 1 with n r > . . . > n 1 ≥ 0 and let P N,d be the point set which consists of the first N terms of S d . We first restrict ourselves to the exp(L 2/(d−1) )-norm. The general result will follow directly by interpolating between the exp(L 2/(d−1) )-norm and the L ∞ -norm using Proposition 2.6 and the fact that for digital sequences we have
which follows from the fact that S d is a digital (t ′ , d)-sequence (i.e., order 1 digital sequence) and [29, Theorem 4.13] . We first use the Haar series expansion for the discrepancy function, the triangle in-equality and the Chang-Wilson-Wolff inequality (Lemma 2.5) to obtain
To prove a bound on (28), we divide the sum over k into three parts, i.e. we consider the L ∞ -norm of the square function where |j| lies in a certain range.
For ld N − t/2 ≤ |j| < ld N , we have from Lemma 4.5 that
otherwise. Hence, for ld N − t/2 ≤ k < ld N we have
Next we consider the case where 0 ≤ |j| < ld N − t/2. Assume that we have
for some µ ∈ {0, 1, . . . , r}, where we set n r+1 = ld N and n 0 = 0. From Lemma 4.5 we have that
Hence, for n µ ≤ k + t/2 < n µ+1 , we have
, and therefore we need to estimate
It remains to estimate the terms where k ≥ ld N . As in [4] we treat the volume part of the discrepancy function separately from the counting part.
For the volume part
It remains to estimate the counting part C(x) = N −1
Let n ∈ N be such that 2 n−1 < N ≤ 2 n . Let again J be the set of all dyadic intervals I j,m with |j| ≥ n, i.e. |I j,m | ≤ 2 −n , such that C, h j,m = 0. As above, this implies that for I j,m ∈ J we have that at least one point of P N,d lies in the interior of I j,m . Hence
We also define the unique parent of each I j,m ∈ J , denoted by I j,m , which satisfies:
. In other words, to find the parent, we expand the d-th side of I j,m to a dyadic interval such that the volume of the resulting interval has volume 2 −n . By reordering the sum over the intervals with respect to their parents we obtain
where
We can now apply (29) and take the L p -norm in the first d − 1 variables to obtain
where in the penultimate step we have employed the (d − 1)-dimensional LittlewoodPaley inequality (see Lemma 2.4) and in the last step the fact that the number of choices of j ′ * is of order n d−1 at most. By integrating this bound with respect to the last variable x d and using Proposition 2.3 we obtain
from which the result now follows.
The proof of the upper bounds in Theorem 3.1
Proof of Eq. (13) and (15) in Theorem 3.1. According to Proposition 3.4 we have
Let |j| + t/2 ≥ ld N , then according to Lemma 4.5 we have
and for a fixed j, at least 2 |j| − N intervals I j,m contain no points of P N,d (the point set consisting of the first N elements of S d ) and in such cases we have according to
Now we estimate (32) by applying Minkowski's inequality to obtain
Now let n r > . . . > n µ+1 ≥ |j| + t/2 > n µ > . . . > n 1 . Then according to Lemma 4.5 we
We use this bound to estimate the terms of (32) for which |j| + t/2 < ld N (again we set n 0 = 0, n r+1 = ld N ). We use Minkowski's inequality
and obtain from Lemma 4.6 and Lemma 4.7 for s > 0
The case s = 0 needs to be handled slightly differently. We continue from (34) and obtain
Combining (33), (35) and (36) we obtain
and the result follows.
The proof of the upper bounds in Theorem 3.2
Proof of Eq. (19) and (21) 
Thus we have
D N S d |S s p,q F ≪ D N S d |S s max(p,q),q B ≪ 2 t N −1 (log N ) d/q if s = 0, 2 t N (s−1) (log N ) (d−1)/q if 0 < s < 1/ max(p, q).
Lower bounds
In this section we prove the lower bounds on the respective norms of the discrepancy function of arbitrary sequences in the unit cube.
The proof of the lower bound in Theorem 2.1
To prove Eq. (8) we actually prove a lower bound for a norm close to the L 2 -norm of f which is dominated by the BMO-norm. For simplicity of notation, let us consider here the L 2 -normalized version of the Haar system consisting of the functions g j,m = 2 |j| 2 h j,m . Moreover, for a subset E of indices (j, m) with
onto the span of {g j,m : (j, m) ∈ E} and let f |E = P E f |L 2 . Then Parseval's equality yields
We also fix the index sets
By integrating over t d+1 ∈ [0, 1] and using the orthogonality of the one-dimensional Haar system we finally conclude that
Additionally, we need the following lower bound for finite point sets. 
This has been shown in [2] 
where P N,d+1 is the finite point set in [0, 1) d+1 consisting of the points
Proof. Choose n ∈ {1, 2, . . . , N } such that
Consider a sub-interval of the 
where P m,d is the point set which consists of the first m terms of the sequence S d . Therefore we have
where t * = (t 1 , . . . , t d ). With
From the definition of m it is clear that |m − N t d+1 | ≤ 1 and, therefore, also |ϕ(t)| ≤ 1.
It follows that
Using Lemma 5.2 we obtain
This implies the result. Now we can give the proof of Lemma 5.1 which also finishes the proof of Eq. (8) in Theorem 2.1.
Proof of Lemma 5.1. We use the notation from Lemma 5.4. For the finite point set P N,d+1 in [0, 1) d+1 we obtain from Proposition 5.3 that
for some real c d+1 > 0 which is independent of N . According to Lemma 5.4 there exists
Thus we have shown that for every N ∈ N there exists an n ∈ {1, 2, . . . , N } such that
It remains to show that (41) holds for infinitely many n ∈ N. Assume to the contrary that (41) holds for finitely many n ∈ N only and let m be the largest integer with this property. Then choose N ∈ N large enough such that
For this N we can find an n ∈ {1, 2, . . . , N } for which (40) and (41) hold true. However, (40) implies that n > m which leads to a contradiction since m is the largest integer such that (41) is true. Thus we have shown that (41) holds for infinitely many n ∈ N and this completes the proof.
The proof of the lower bounds in Theorems 3.1 and 3.2
Before we give the proof we collect some auxiliary results. 
The result then follows from the fact that D j d+1 contains 2 j d+1 elements and Proposition 3.4.
We need the following lower bound for finite point sets from [39] . for some constant c p,q,0,d+1 > 0 which is independent of N . Now we apply Lemma 5.8 and obtain an n ∈ {1, 2, . . . , N } such that
The proof that there are infinitely many n ∈ N for which the (42) holds works analogously to the proof of Lemma 5.1.
Proof of Eq. (18)
and (20) 
