We introduce a concept of generalized diagonal dominance for nonlinear functions. As in the linear case, this brings together several, apparently different classes of nonlinear functions such as strictly diagonally dominant functions and certain M-functions.
Introduction
Strictly or irreducibly diagonally dominant matrices as well as M-matrices are all contained in the class of generalized diagonally dominant matrices. Introducing the notion of a generalized diagonally dominant function we here present an analogous concept for nonlinear functions. As in the linear situation -with will be briefly reviewed in Section 2 -this class includes as special cases the strictly diagonally dominant functions of [24] and certain M-functions (cf. [28] ). Thus, in analogy to linear generalized diagonal dominance, our extension to the nonlinear situation brings together several, apparently rather different classes of functions. Nonlinear generalized diagonal dominance therefore seems to be of some interest by itself and we devote Section 3 to establish fundamental properties and to clarify (to a certain extent) the relationship between the different classes of functions.
More importantly, perhaps, the concept of nonlinear generalized diagonal dominance can also be used to derive in a uniform manner results on the convergence of (nonlinear) iterative methods. We illustrate this by considering asynchronous iterative methods in Section 4. These methods have encountered increasing interest recently because of the advent of asynchronous parallel computers. We will show in Section 5 that asynchronous methods converge globally if they are used for finding a zero of a generalized diagonally dominant function. From this quite general result we obtain some known, but also several interesting new convergence results for nonlinear iterations, including the JOR-, SOR-and SSOR-method.
Finally, Section 6 contains two typical examples.
Review of the linear case
Given n E t+J, we use the symbol N to denote the set N := { 1,. . . , n } . The ordering " < " and the absolute value 1. ( on Iw" and lRnx" are to be understood componentwise, as usual. In addition, we write " < " in [w" or [wnx" .
if we have strict inequality for all components. Throughout this section A = ( aij) E [WnXn is assumed to be a nonsingular matrix.
Definition 1. A is called generalized diagonally dominant if there exists a vector u E [wnx" such that
I aiiui I ' 5 Iaiju,I, i=l,..., n.
j=l,j#i
Let A = D -B be the splitting of A into its diagonal part D and its off-diagonal part -B. If A is generalized diagonally dominant, it follows easily that the matrix I D-'B I is a contraction with respect to the weighted maximum norm
II . II u:~ER"+ n+lxjujl,
where u E [w" is the positive vector with ui = l/u,, u being the vector of Definition 1. From this property we immediately obtain one part of the following characterization of a generalized diagonally dominant matrix (cf. [4, 33] ).
Theorem 2. A = D -B is generalized diagonally dominant if and only if D is nonsingular and p( IJ I) < 1, where J= D-'B.
Anticipating the definition of an asynchronous iterative method to be given in Section 4, let us look at the linear fixed-point problem
x=Hx+d,
where H E RnXn, d E R!". Then, by a result of [6] (cf. also [15, 20] ), any asynchronous iterative method associated with this problem converges to the (unique) fixed point if p( I H I) < 1. On the other hand, if p( I H I) 2 1, then there exists an initial guess and some asynchronous method producing divergent iterates. Now, consider the system of linear equations.
Ax=b, 0)
with b E 03". Using the splitting A = D -B introduced earlier and assuming D nonsingular, we may approximate the solution of this system by iterating according to the corresponding fixed-point formulation
From our preceding discussion we see: A is generalized diagonally dominant if and only if any asynchronous iterative method belonging to the fixed-point problem (2) converges to the solution of (1). The class of generalized diagonally dominant matrices contains several important classes of matrices arising in applications. To state this explicitly in the next theorem, recall that the set of vertices AA of the directed graph Q2, = (N, A,) of A is defined by A,:= ((i, j)EN*:a,,#O).
A node i E N is said to be connected in In, to a node j E N, if there exist i,, . . . , i, E N such that (i, ir) E A,, (ik_i, ik) E AA, k = 2,. . . , r, and (i,, j) E AA. While strictly diagonally dominant matrices and M-matrices occur rather often in literature, L&diagonally dominant matrices seem to be less familiar. This class of matrices was introduced in [24] . It contains in particular the so-called irreducibly diagonally dominant matrices (cf. [32, 33] ), where J consists of just one element and A, contains all (i, j) E N* with i #j.
Finishing this section we remark that special classes of generalized diagonally dominant matrices have been considered in quite a lot of research articles. An excellent overview can be found in [34].
Nonlinear generalized diagonal dominance
Given a function F: R" + R", let 4 denote the i th component of F, i.e., Fx = (F,x, . . . , F,x)~. As a motivation to what will follow, let us first consider the affine function F: x E R" H Ax -b
with A E Rnx", b E R". A st raightforward calculation then shows that nally dominant if and only if there exists u E R", u > 0, such that the true for i=l,...,n:
A is generalized diagofollowing implication is (3) For strictly diagonally dominant functions (i.e., u = (1,. . . , l)=) this was observed in [24] . The clue to the generalization to the nonlinear case now is to allow the "weighting" through the factors ui in (3) to become nonlinear and to depend on x. Before stating the resulting Definition 6, it seems convenient to introduce some additional terminology.
We will only consider nonlinear functions defined on a rectangle Q E R". This means that Q is given by Q=Q,xQ,x .a-xQ,, (ii) diagonal (on Q), if for all x E Q the functions $J:, will often write F;x, instead of 6.x. are constant for i #j. In this case we
We now turn to our definition of nonlinear generalized diagonal dominance. Clearly, taking Q"t = ui'( t -xi) + xi in Definition 6 results in (3). We thus have shown the sufficient part of the following theorem, the necessary part of which will be proved at the end of Section 5. Proof. Part (i) is trivial. The proof for part (ii) is rather lengthy and technical. We therefore refrain from repeating the details given in [16] . We just remark that here U" can be constructed to be arbitrarily close to the identity, its components being piecewise linear. To show part (iii), we first state an auxiliary lemma. Proof. Assume that for some i E {l,..., n} we have y # x and (Pi-'(y,-x,)1= max;=,~P,:'(yj-xj)I.
Then yi#xi, since otherwise )Pjpl(yj-xj)I=O for j=l,...,n, which implies y =x and this was excluded. We first assume y, > xi. Then the real number ti :=
Pi-'( y, -xi) is positive. Define z E R" by z := x + P( ti).
Obviously, z, = yi and for j # i we have
Z,=xj+Pj(ti)=x,+P,(pi~)~xj+Pj(~P,-'(yj-xj)l) > xi + P,( Pj-'( y, -Xj)) > yj.
Since the functions defined by (4) are strictly isotone, we obtain r;;x-q(x+P(t,))=~z<&y, the last inequality holding because F is off-diagonally antitone. Since we assumed y, > xi this yields (Pjy -4x)( y, -x;) > 0.
In the case y, < xi the proof proceeds in a completely analogous manner. We are now able to accomplish the proof of Theorem 8.
Proof of Theorem 8(iii).
We first note that by a result of [31], any continuous M-function is necessarily strictly inverse isotone. For x E IR" fixed we define the function P" by
P":R + R", t c, F-'( Fx + te) -x.
Then P" is continuous and strictly isotone. In particular, PiX is strictly isotone for i = 1,. . . , n. The functions tER
+Fi(x+P"(t))=&(F-'(Fx+te))=&(x)+t
are strictly isotone for i = 1,. . . , n. Moreover, since F is off-diagonally antitone, considering By Lemma 9 the implication
is valid. Define the components of the diagonal function U" : R" 4 R" by q"t:=(P,")-'(t-XJ+Xi, i=l,..., n.
U" is continuous and strictly isotone, satisfying U"x = x and
This immediately shows that the implication 4.x = &y, y # x * I QxYi -xi I < II uxY -x 1100
is true, too, thus finishing our proof. <IIUXY -4I,, whence \I Uxy -x 1) m < 11 Uxy -x Iloo, which is absurd.
•I
The next theorem states another elementary property of generalized diagonally dominant functions. It can be considered as a nonlinear analogue of the fact that a generalized diagonally dominant matrix has all nonzero diagonal entries (cf. Theorem 2). The next theorem establishes another interesting relation between generalized diagonally dominant functions and M-functions. Since the proof of this result is rather long, we omit it here. The interested reader is invited to consult [16] .
Theorem 12. Let F be continuous, generalized diagonally dominant, off-diagonally antitone such that I/.$ is isotone for all x E Q and i = 1,. . . , n. Then F is an M-function.
Usually, to show that some function F is generalized diagonally dominant, it will often be difficult to explicitly find the functions U" of Definition 6. Thus the following theorem dealing with differentiable generalized diagonally dominant functions is important in practice.
Theorem 13. (i) Let F be G&eaux-differentiable on Q and let F'(x) be a strictly diagonally dominant matrix for all x E Q. Then F is strictly diagonally dominant.
(
ii) Let F be continuously differentiable on Q and let F'(x) be an O-diagonally dominant matrix for all x E Q. Then F is weakly O-diagonally dominant. (iii) Let F be Frechet-differentiable on Q and let F'(x) be an M-matrix for all x E Q. Then F is an M-function. (iv) Let F be Gateaux-differentiable on Q. Let there exist a vector u E R", u > 0, such that, independently from x, the matrix F'(x) = ( aij( x)) E RnXn satisfies
Then F is generalized diagonally dominant on Q. 
Ui
In the situation of part (iv) of the above theorem, F can be transformed into a strictly diagonally dominant function by a simple linear resealing of the variables. Just let D be the diagonal matrix whose ith diagonal entry is ui, and apply Theorem 13(i) to see that the function
FORD-'Q-4"
is strictly diagonally dominant. To conclude this section, let us remark that to our knowledge it is still an open questioneven if F is continuously differentiable -whether F'(x) being generalized diagonally dominant for all x E Q is sufficient for F being generalized diagonally dominant on Q.
Asynchronous iterations
Let Q be a rectangle in R" and let H: Q + R" satisfy
To approximate a fixed point of H numerically, we consider asynchronous iterations as given by the definition below [3] . 
If for fixed k E N the vectors .?I(~), j = 1,. . . , n, lie in the rectangle Q, the vector s,(k) (X1 ~8~) '..., n ) ' belongs to Q, too. This shows, together with (5) , that the sequence xk in (6) is really well-defined.
Generalizing
(6), we will also consider relaxed asynchronous iterative methods. Using a relaxation parameter w E [w, w # 0, the iteration then reads 
In the case w = 1 we retrieve the unrelaxed method (6) . A relaxed asynchronous iterative method will be denoted (H, 9, 9, x0, w). To actually guarantee that the iterates of the relaxed method are defined, we now have to assume that the function H,: Q+R",
If w E (0, 11, this follows from (5), since Q is convex. For arbitrary w the relation H,Q c Q is valid, of course, if Q = R".
As is explained in detail in [3] and also [6] IlUy-x*ll,< IIUx"-x*II,}.
K is nonempty with x * E K. Define the set K, by
Kg:= K\V,.
Since V, is relatively open in Q, K, is compact. On K,, the continuous function IIUHX-x"ll, x" llUx-xX*11, takes on its maximum (Y with (Y E [0, 1) because of (12). Using the notation introduced in (9) and (lo), we will show that for p = 0, 1,. Since we assumed (14) to be true for p, this yields Iqxk-xX*1 ,imax{ae,
E~+~~IUX~-X*II,).
In case (x~~(~~(~)), . . . , x~(m~(k)))T E I$, we get In either case we thus have ] qx," -x* ) < max{ 6, (~j'+~j] Ux" -x * II,}. This accomplishes the proof for (14). Cl
As the following corollary shows, the above result can easily be extended to relaxed asynchronous iterative methods, provided the relaxation parameter w is from the interval (0, 11.
Corollary 16. Assume the same hypothesis as in Therorem 15 and, in addition, let o E (0, 11. Then the iterates xk of the relaxed asynchronous iterative method (H, 9, 9, x0, w) converge to the fixed point x* of H.
Proof. We will be done once we have shown that the function H, of (8) (1 -w)x, E [ H,x, x,) .
By the strict isotonicity of U,, we therefrom obtain in case XT < oH,x + (1 -w)x,, This terminates our proof. 
with (Y E [0, 1). Here, H needs not be continuous. This result follows by a straightforward modification of the proof of Theorem 15. As a special case of (18) taking U,t := U, ( t -x,* ) + X* I 3 i= l,..., n, with u=(u,,...,~,)~>Oyields
IIHx-x* II u<alIx-x*lI..
The latter condition was considered in 1111. As is explained there, this condition, in turn, contains as a special case the so-called P-contraction condition of [3] . In Section 6 we will give an example of a function H which satisfies the assumptions of Theorem 15 but not (19) thus proving that Theorem 15 and Corollary 16 are indeed more general than the results of [3, 11] .
Application to generalized diagonally dominant functions
Let F: Q c R" -+ R" be generalized diagonally dominant on the rectangle Q. We consider the nonlinear system of equations
which by Theorem 10 admits at most one solution x* E Q.
To approximate a solution of (20) iteratively, we transform (20) into a fixed-point problem. To this purpose we assume that for all x E Q and i = 1,. . . , n the equation Accordingly, for i = 1, . . . , n and x E Q we have 4(x ,,..., X,-l, H;x, x,+1 )...) XJ =o.
Computing H,x thus means solving a one-dimensional equation which, in general, will be nonlinear. From (21) we immediately see that x * is a solution of (20) if and only if x * is a fixed point of H, i.e., X *=Hx*.
(22) We will now use our results of Section 4 to prove the convergence of asynchronous iterative methods for the fixed-point problem (22). Before doing so, however, we want to stress with the following definition that several "classical" nonlinear iterative methods for finding a zero of F can be regarded as special asynchronous methods for (22). We now turn to the announced convergence results. Proof. By virtue of Corollary 16, we only need to show that H is continuous on Q and that there exists a strictly isotone, continuous, diagonal function U: Q + Iw" with Ux * = x * such that for XEQ, xfx*, IjUHx-x*11,< I(Ux-x*II,.
We first show that every component of H is continuous. To this purpose, fix i E N and x E Q. For arbitrary y E Q we set
From F,.? = 4.9 = 0 we get for y # x
where the maximum on the right-hand side is not attained at the ith component. Hence, if { y"} is a sequence in Q with y" f x and lim, ~ ooy" = x, for j # i the relation lim, _ o. Uj'y,;" = U,"x, = x, is valid and thus 
This inequality being correct for all i E N we obtain (23). q
We now proceed to discuss the contents of this theorem in some detail, considering special generalized diagonally dominant functions as well as special asynchronous iterative methods. To begin, let us deal with strictly diagonally dominant functions which, by Theorem 8, are generalized diagonally dominant. If then, in addition, we restrict ourselves to the JOR-method or the SOR-method (cf. Definition 17) we retrieve the convergence results given in [24] whereas the convergence results for general asynchronous methods as well as for the SSOR-method seem to be new.
If Restricting F to Q the function H of (21) still maps Q into itself. Hence, Theorem 18 applies. As with strictly diagonally dominant functions we therefore obtain in particular the convergence results for the JOR-and the SOR-method from [24] . Again, the convergence results for the SSOR-method and for general asynchronous iterative methods appear to be new. F being weakly fin-diagonally dominant, some power s of the function H from (21) satisfies I)HSx-HSyIloo<II~-y1103, forx+y.
While this relation can be used rather directly (see [24] ) to obtain convergence of the JOR-method, for example, it appears to not be sufficient for the convergence of asynchronous iterations. Thus, already for weakly &diagonally dominant functions, the concept of generalized diagonal dominance seems crucial for gaining some insight into the behaviour of asynchronous iterative methods.
Finally, let Q = 08" and assume that F is a continuous surjective M-function. Then Theorem 18 applies again, since F is generalized diagonally dominant by Theorem 8(iii). In this case, the one-dimensional equations $zti = 0 actually do possess a solution for any x E Iw" (cf. [26, 13.5.81). Here, the convergence results for the JOR-and the SOR-method are due to [28] , whereas the case of the SSOR-method was considered in [l] . A convergence result for general asynchronous iterative methods has recently been given in [lo] which -in contrast to our resultrequires in addition all sequences sI( k), k E N, (cf. Definition 14) to be monotonically increasing. Other related results include [22, 23] , for example. In this context it is interesting to note that all these authors obtain their results by considering monotonicity properties with respect to the natural partial ordering as opposed to our approach using the contraction property (23). Given an arbitrary generalized diagonally dominant function F, the one-dimensional equations $ct, = 0 do not necessarily have a solution in Q;. However, the existence of such a solution (one of the crucial assumptions in Theorem 18) can sometimes be guaranteed if F is off-diagonally antitone. Proof. This theorem is due to [24] where it was formulated for weakly fi-diagonally dominant functions. Since the proof given there directly carries over to generalized diagonally dominant functions, we omit it here. 0 Concluding this section, we now furnish the still missing proof for the necessary part of Theorem 7. In doing so, let F be an affine function on Iw", i.e., Fx = Ax -d with A E [WnXn, d E R", and assume that F is generalized diagonally dominant (in the sense of Definition 6). Let A = D -B be the splitting of A into its diagonal and off-diagonal part. Theorem 8 then shows that D is nonsingular. Moreover, the function H of (21) here has the form
By Theorem 18, any asynchronous iterative method for H converges. As was pointed out in our 
Here, x2 = y, is excluded since otherwise we had xi = y1 and thus x = y. With the integral form of the mean value theorem we now obtain 1 sin y, -sin x2 1 < I y, -x2 1, whence (25) yields the inequality
which is equivalent to IVY, -4
=IIuXY-41,.
Assuming F2x = F,y with x # y, in a similar manner we get I~,xy,-~2I~I~;Y,-~,I=II~"Y-~ll,.
Thus, F is generalized diagonally dominant on R2. F has a zero, since F(0) = 0. The functions G1 and 1c/G2 are given by $;r : t * t3 + sin x2, +!J;~ : t -t + arctan x:.
They are both surjective for every x E R2.
In the above example we proved the generalized diagonal dominance of F by explicitly stating the functions U". In practice, this will be possible only in some rare cases. (l-3h) lOf'(l-2h) f' (l-h) \ f' (l-2h) lOf' (l-h) for y(ih). arise from discretizations of nonlinear elliptic or parabolic boundary value problems and integral equations (see [14, 26] , e.g.).
