Abstract. In this paper we introduce a new technique for tracing viscous travelling pro les. To illustrate the method, we consider a special 2 2 hyperbolic system of conservation laws with viscosity, and show that any solution can be locally decomposed as the sum of 2 viscous travelling pro les. This yields the global existence, stability and uniform BV bounds for every solution with suitably small BV data.
Introduction
This paper is concerned with uniform BV bounds and stability estimates for solutions of a 2 2 hyperbolic system conservation laws in triangular form (1.1) u 1;t + f(u 1 ) x = u 1;xx u 2;t + g(u 1 ; u 2 ) x = u 2;xx Let A(u) = Df(u) be the Jacobian matrix of f and call 1 = @f=@u 1 , 2 = @g=@u 2 its eigenvalues. We make the assumption of strict hyperbolicity, so that 2 (u) ? 1 (u) c > 0 for u in a neighborhood of the origin. The right and left eigenvectors of A(u) will be written as r 1 (u), r 2 (u) and l 1 (u), l 2 (u), respectively.
In order to obtain uniform bounds on Tot:Var: u(t; ) for all t > 0, a natural strategy is as follows. We decompose the gradient u x along a suitable basis of vectorsr 1 ; : : : ;r n , say In order to obtain a uniform bound on the total variation, the key step is thus to construct a basis of unit vectors fr 1 ; : : : ;r n g in (1.2) in a clever way, so that the functions i on the right hand side of (1.9) become integrable on the half plane ft > 0; x 2 Rg.
As a preliminary we observe that the choicer i : = r i (u), the i-eigenvector of the matrix A(u), seems quite natural. This was indeed the choice adopted in 4], valid for n n hyperbolic systems under the assumption that all shock curves in the state space are straight lines. In this special case, the source functions i where r k r j is the directional derivative of r j in the direction of r k and r j ; r k ] : = r j r k ?r k r j denotes a Lie bracket. Assume that the i-th characteristic eld is genuinely nonlinear, with shock and rarefaction curves not coinciding, and consider a travelling wave solution (1.7) u(t; x) = U(x ? t); representing a viscous i-shock. Here It is then easy to show that the right hand side of (1.6) is not identically zero. Being a travelling wave, the integral Z R i (t; x) dx 6 = 0 is constant in time. Hence i is certainly not integrable over the half plane ft > 0; x 2 Rg. This lack of integrability can be seen, in particular, for the triangular system (1.1). Here the rst equation is autonomous, but the integrals curves of r 1 are not necessarily straight lines. A simple computation shows that is one performs for this system a decomposition of the form then the source function 2 contains the term v 1 v 1;x , and is not integrable. Indeed, the gradient component v 1 = l 1 (u) u x is 6 = 0, in general. In turn, the quantity v 1 v 1;x does not vanish. Being constant in time (apart from the shift with constant speed ), it is not integrable in the t-x plane. On the other hand, it is obvious that the total variation of the solution u(t; ) remains bounded. Indeed, it is constant in time.
In this example, it is clear that the decomposition (1.9) is not the best one, in order to study the evolution of the gradient u x . Instead of the basis of eigenvectors fr 1 (u); r 2 (u)g, if we took the projection along another basis, say fr 1 (u);r 2 (u)g, choosing the rst vector so that v 1 = ju x j;ṽ 2 = 0: The above example motivates our basic approach. Given a solution u = u(t; x) of the viscous hyperbolic system (1.1), we will derive a-priori bounds on the L 1 norm of the gradient u x by estimating its components along a suitable basis fr 1 ;r 2 g, choosing the vectorsr j not as eigenvectors of the matrix A(u), but as gradients of viscous travelling waves through the state u.
In the special case where the solution u itself is a viscous travelling wave, there is an easy way to choose the basis fr 1 ;r 2 g. Namely, it su ces to satisfy (1.10) . However, given a general solution u = u(t; x), it is far from obvious how such a basis (depending on u and possibly on its rst and second derivatives) can be constructed.
An appropriate method, based on the center manifold theorem, will be described in the Section 3. We show that there exists smooth functionsr i , i = 1; 2, which we call \generalized eigenvectors", depending is close to the characteristic speed 1 (u), we need to insert a cuto function and modify the de nition of 1 whenever the ratio ?u 1;t =u 1;x is far from 1 . By carefully choosing the parameters v 1 ; 1 as functions of u; u 1;x ; u 1;xx and performing the decomposition (1.2), we will show that the corresponding source 2 in (1.12) has a particular structure. Namely, it contains only terms of three di erent types.
(1) source terms due to the cuto function, e ective when ?u 1;t =u 1;x is not close to 1 (u); (2) source terms due to interactions among two waves both of the rst family; (3) source terms due to interactions between a wave of the rst family and one of the second.
The proof of uniform BV bounds for v 2 is worked out in Section 6. Relying on the \length" and \area" functionals introduced in 5], 3] and the viscous interaction potential used in 4], we show that, for small BV initial data, the total variation of the solution remains small for all t 0.
A similar estimate can be obtained for the L 1 norm of a rst order perturbation h. Indeed, calling u " = u 0 + "h + O(" 2 ) a perturbation of a reference solution u 0 , one easily checks that h satis es the linearized evolution equation h t + ? A(u)h x ? h xx = 0: Clearly, both h = u t and h = u x are particular solutions. The analysis in Section 7 will establish that
for some constant L independent of h and uniformly valid for all t 0. By a standard homotopy argument, this shows that the ow generated by (1.1) is uniformly Lipschitz continuous w.r.t. the initial data, in the L 1 norm. The above results can be summarized as follows. Theorem 1.1. Let the triangular system (1.1) have smooth coe cients and satisfy the strict hyperbolicity assumption @f=@u 1 We conclude this section with some remarks. For the corresponding hyperbolic system without viscosity (1.16) u 1;t + f(u 1 ) x = 0 u 2;t + g(u 1 ; u 2 ) x = 0 uniform BV bounds for weak solutions have been known for a long time 10], 6]. Moreover, in this particular case, the stability of solutions can be proved by deriving a priori estimates on the size of shift di erentials and using a homotopy argument to connect pairs of solutions 7] . However, extending these stability results from (1.16) to the general n n case is technically very di cult 8] due to the lack of regularity. At present, the stability of small BV solutions is known only under the assumption of genuine nonlinearity or linear degeneracy of each characteristic eld 9], or for some 2 2 systems 2], 1].
On the other hand, the presence of viscosity has a regularizing e ect on solutions. In this case, by the same techniques used to derive BV estimates, one can obtain bounds on the L 1 norm of rst order perturbations. By the smoothness of the solutions, these immediately yield the Lipschitz continuous dependence of solutions on the initial data, via a homotopy argument.
2. Parabolic estimates In this section we prove some estimates for solutions of the general parabolic system (2.1)
We take here the classical point of view, writing (2.1) in the form of a linear parabolic system with constant coe cients, with a small rst order nonlinear perturbation. This approach, based on the representation of solutions via Duhamel's formula, yields two main pieces of information:
(1) For small times t 2 0;t], it determines the rate at which the (possibly discontinuous) initial data is smoothed out, by parabolic regularization.
(2) For large times t 2 t ; 1 , it shows that the L 1 and L 1 norms of all higher order derivatives of the solution are uniformly bounded, as long as the total variation remains small.
For a BV solution u of (2.1) we de ne u 0 :
= lim x!?1 u(t; x): It is clear that this value is constant is time. By a translation of coordinates, we can assume u 0 = 0. In the following, we assume that A(u) is strictly hyperbolic, i.e. it admits n real distinct eigenvalues i (u) with 1 (u) < 2 (u) < < n (u): The Landau notation O(1) will also be used, to denote a uniformly bounded quantity.
We start by proving some regularity estimates for a solution to the linear parabolic system (2. leading to a contradiction. Remark 2.5. The numerical value of the constantĈ is irrelevant. What matters is that the higher derivatives of z have norm bounded by powers of 0 . We recall that 0 is the order of magnitude of the total variation of u, which we assume suitably small. This fact will be of help in deriving our future estimates, because terms multiplied by norms of these derivatives will contain powers of 0 and hence be very small. In the following, to simplify the notation, we shall shift the time coordinate and consider a solution de ned for t 2 ?t; 1 . At time t = 0 we can thus assume that our solution u(0; ) is smooth satis es
We recall that, without loss of generality, we are always assuming u(t; ?1) = 0.
A decomposition using travelling profiles
In this section we construct a smooth manifold of local travelling wave pro les, in connection with the triangular system 2 (u) ? 1 (u 0 ) c; for some constant c > 0 and all u; u 0 2 . In the following we will denote with r i , l i , i = 1; 2, the right and left eigenvectors of A(u), respectively, normalized as in (2.2).
A travelling wave pro le with speed is obtained by solving the second order ODE (3.3) ? u x + A(u)u x ? u xx = 0; which can be written as a rst order system of the form Due to the particular form of the system (3.1), the generalized eigenvector corresponding to the second eigenvalue always coincides with the constant eigenvector r 2 = (0; 1) of the matrix A(u). Using the estimates of Section 2, see that the components v i , i = 1; 2 satisfy the bounds
In the following we shall assume, without loss of generality, that 1 (0) = 0.
4. Geometric remarks Before we proceed toward applications, let us pause and describe what has been accomplished by the above construction. Our eventual goal is to decompose the gradient u x of a smooth function u : R 7 ! R 2 as a sum (not a linear combination!) of gradients of 2 viscous travelling waves. At each point x, we expect this decomposition to depend on the vectors u x and u xx . Our \data" thus consist of 2+2 parameters. On the other hand, let us look at how many viscous travelling i-waves pass through a given state u 2 R 2 . If we restrict ourselves to bounded viscous shock pro les, assuming that the i-st eld is genuinely nonlinear, we can clearly nd a 2-parameter family of such shocks. Namely, we can parametrize such family in terms of the rst coordinates of the limit points u + ; u ? . More precisely, given any two numbers ? ; + with + < r i (u); u < ? ; we can nd unique states u ? ; u + in a neighborhood of u such that ( g. 3) r i (u); u ? = ? ; r i (u ); u + = + ; and such that the viscous shock pro le connecting u ? with u + passes through the state u. In turn, this 2-parameter family of shock pro les yields a 2-parameter family of gradient vectors v i , i.e. the gradients of these viscous i-shocks at the point u. Observe that these gradient vectors are nearly parallel to r i (u), but have opposite direction. We can repeat the construction for all characteristic families i = 1; 2. This gives us 2 distinct 2-parameter families of gradient vectors. In all, we have just the right number of parameters 4 = 2 + 2 to t the data of the problem. Unfortunately, the set of gradient vectors v i thus constructed is not large enough to express an arbitrary gradient in the form
Indeed, in the genuinely nonlinear case, each shock gradient v i will have negative inner product with r i (u).
Hence if, say, the function u consists of an i-rarefaction wave, a decomposition like (4.1) is not possible.
We thus need to extend the 2-parameter family of vectors v i to include also gradients of travelling viscous rarefaction i-waves. The problem is that now there are no (globally bounded) viscous rarefaction i-waves. On the other hand, if we look at all viscous travelling waves through a given point u, then we have to consider all solutions of the system (3.3), with initial data u(0) = u but v(0) and arbitrary. These form a 3-parameter family of solutions. Too many! We have to trim it down, choosing a 2-parameter subfamily. This is precisely what our center manifold construction has achieved. Moreover, the way these vectorsr i change as functions of the parameters is restricted by the fundamental identity (3.5).
The above construction of the tangent vectorsr i allows a new approach to the analysis of viscous waves. Consider rst the strictly hyperbolic system (4.2) u t + A(u)u x = 0: Given a function u = u(x), at a given point x 2 R we can look at the rst order jet (u; u x ) 2 R n+n . It is natural to regard u x as the linear superposition of n waves Next, consider a hyperbolic system with viscosity: (4.5) u t + A(u)u x = u xx : Given a function u = u(x), at a given point x 2 R we now look at the second order jet (u; u x ; u xx ) 2 R n+n+n . In an ideal situation, we would like to regard (u x ; u xx ) as the superposition of n viscous travelling waves, travelling with speeds 1 ; : : : ; n . We thus seek solutions U i of In connection with a smooth solution of (4.5), assume for a moment that a decomposition of the form (4.7) can be achieved at all points in the t-x plane. Moreover, assume that the wave speeds i = i (t; x) remain within the same range of the corresponding characteristic speeds i . In this case, the curves de ned by (4.8) _
x i (t) = i (t; x) TRACING VISCOUS WAVES 11 can be called second order i-characteristics. They trace the positions of the viscous travelling waves that (pointwise) best approximate our solution u.
At this stage, however, two remarks are in order. Remark 4.1. l As we saw earlier, the family of all viscous travelling waves, i.e., of all solutions of (4.6), is too large. The problem is that we are considering as admissible solutions to (4.6) functions which have nothing to do with the travelling waves of small amplitude of the parabolic system (4.5).
In order that the above decomposition be uniquely determined, we need to restrict ourselves to travelling waves which lie on the center manifolds M i : by construction it contains all the travelling waves of small amplitude, and for each i 2 f1; : : :; ng, this yields a 2-parameter family of viscous waves. In this case, the decomposition of u x in (4.7) can be written in the form Therefore, we shall need to insert a cut-o function, forcing the speeds i to remain within J i . The price to pay is that now only the rst identity in (4.7) will be achieved. The local representation of the pro le of u as superposition of viscous travelling waves will be always correct up to rst order. However, it will hold up to second order only in those cases where the cut-o function is not e ective.
Decomposition of the derivative
In this section we derive the evolution equations for the components v 1 These estimates will be useful in the sequel.
We consider the left hand side of (5. wrong speed: this term arises only when 1 where we used the relations (3.11), (5.6). 6. BV estimates In this section we will prove uniform BV bounds for the solution to (3.1). Toward this result, we introduce three di erent functionals, which bound some of the terms on the right hand side of (5.12). This implies the estimate
As a corollary of (6. Concerning the last term in (5.12), as in 4], we will prove that this is of higher order w.r.t. the previous one. Proposition 6.2. Assume that kv i k L 1 2 0 , for = 1; 2. Moreover, let the bounds in (3.11) and (6.5) hold. Then, for all 0 t t, we have Note that the two last source terms in the left hand side are already present in the the source of (5.12). contradicting the assumption kv 2 ( t)k L 1 = 2 0 . Therefore the total variation of the solution remains 2 0 for all t 2 R + and all the estimates proved in the previous sections are valid.
This concludes the proof of the uniform BV bounds.
Stability estimates
We now consider the linearized evolution equation for a rst order variation h: We consider the same decomposition as in (3.10), i.e. (7.2) h = h 1r1 + h 2 r 2 : Since (7.7) is linear, using the rescaling h 7 ! h 0 =khk L 1 we can always assume that the L 1 norm of h is of the order of the L 1 norm of v. We will prove that in this case its L 1 norm can at most be twice the initial value.
The proof relies on the same techniques used for the BV estimate. We write the equations for the components, which will be of the form Using the regularity estimates of Section 2, if kh i (t)k L 1 2 0 , i = 1; 2, we obtain the following estimates for t 2 0; T]:
With similar computations as the ones in We now introduce some functionals to control the source term 2 .
First, we consider the following three Area functionals. Using now the rescaling we obtain that for a general perturbation we have h(t) L 1 2 h(0) L 1 :
By a homotopy argument, this establishes the uniform stability of solutions, completing the proof of the theorem.
