Abstract
Introduction

12
A very common probability density function (p.d.f.) used to fit the mass peak of a resonance in experimental particle physics is the so-called Crystal 
where m is the free variable (the measured mass), µ is the most probable value
13
(the resonance mass), σ the resolution, a is called the transition point and n the in bins of the quantities that affect the per-event uncertainties (for example, 
where v is the variance and ρ(v) the prior density of the variance.
33
In this paper, we will define some extensions of the Crystal Ball distribution 34 for different assumptions on ρ(v). We will fit the proposed mass models to 2. Simulation of J/ψ → µ + µ − decays
44
We generate J/ψ events at √ s = 8 TeV using the main17.cc script of photons are added, as the radiative tail of the mass distribution should be well
47
accounted by the Crystal Ball tail.
48
The generated muon momenta are smeared with a Gaussian resolution which has a momentum dependence:
where a mimics the multiple scattering (MS) and b mimics the effect of the hit 49 resolution. We take as typical values a = 3 × 10 −3 and b = 2 × 10 −5 GeV −1 c 50 inspired by [5] , although we will vary them for different tests. 
Unfortunately, the above integral cannot be solved analytically. It would 59 require a numerical implementation of the core and its derivative. This would 60 make the matching with the radiative tail difficult. Evaluating (4) numerically
61
for different values of Amoroso parameters, we find log-densities that exhibit an 62 hyperbolic profile. Based on that observation, we define a possible core:
i.e, c(x) is the symmetric limit of the hyperbolic distribution. It can also be rewritten in such way that the mass resolution σ appears explicitly, as it will be discussed in Sect. 4. Adding a CB-like tail to (5), we obtain the following 
hereafter referred to as the Apollonios distribution, currently being used for cross-checks in data analysis of the LHCb experiment. The core (5) can be obtained analytically for a variance prior density:
We fit the mass peak for 
Generalized Hyperbolic resolution model
75
The core of (5) is a limit case of the generalized hyperbolic distribution [8]:
where K λ are the cylindrical harmonics or special Bessel functions of third kind.
76
In principle, β 2 is constrained to be smaller than α 2 . In practice that condition 77 can be ignored if the fitting range is finite, but one has to be careful that if β 2 > 78 α 2 one of the tails will start rising at some point. The generalized hyperbolic 79 distribution also has an important limit case, the Student's-t distribution, as 80 indicated in Table 1 . 
The distribution (9) is the generalized inverse Gaussian distribution and de-84 scribes very well the density we find for σ 2 µµ , for the example in Fig. 3 . This is 85 shown in Fig. 4 , together with the good agreement between the simulated data 86 and the generalized hyperbolic distribution. We find that (9) fits well the mass 87 variance distribution for all the generated J/ψ → µ + µ − samples that we have error distribution is further discussed in Sect. 5.
91
The following re-parametrization {α; δ} → {σ; ζ}:
is more suitable for fitting purposes as it allows us to specify the rms (σ) of K λ+1 (ζ) is introduced for further convenience. In that parametrization: Figure 4 shows G(m, µ, σ, λ, ζ, β) for different values of ζ and λ.
95
Using (12) as the core of a CB-like function, we define:
the per event variance distribution. For the purpose of this paper β can be considered zero. hereafter referred to as Hypatia distribution, where G is the derivative of the 96 G defined in (8).
97
The generalized hyperbolic core can describe most of the examples that were 98 generated (see Fig. 4 , right), but can also be broken with high statistic samples 
Effect of the offset
102
We have seen that (9) is a flexible function that can parametrize mass variance distributions if an offset is added to it. Yet, by adding the offset, the marginalization does not yield a generalized hyperbolic distribution for the most general case. We can see that adding an offset to the per-event error distribution is equivalent to performing a convolution:
The convolution of a generalized hyperbolic distribution with a Gaussian is not in general another generalized hyperbolic. However, we can argue that if v 0 >> ∆, we will have a single Gaussian (that is a limit case of the generalized hyperbolic) and, on the contrary, that if v 0 << ∆ in most of the ∆ range, we will recover the generalized hyperbolic distribution. One can also argue that as we are looking for corrections to the Gaussian distribution, the convolution properties of the Gaussian function still hold approximately. Yet, it will not be exact, and therefore a smeared Hypatia distribution:
can provide a better fit than I(m, µ, σ, λ, ζ, β, a, n) for some complicated cases most cases small. In this chapter we will derive a physical meaning for λ, at 127 least in the small ζ limit.
128
In the α = 0 (→ ζ = 0) limit case, the generalized hyperbolic distribution becomes a Student's-t distribution, which can be understood as a marginalization over a per-event variance density:
The mean (M ) and mode (µ) of (16) are:
and we can get an estimate of λ by looking at the per-event error (squared)
130 distribution, and making the ratio of its mean and mode after shifting it to start 131 at zero. But, we can further exploit this relation. From (3) we can suppose that 132 the per-event uncertainty will be strongly correlated with the particle momenta.
133
Indeed, Fig. 6 supports this.
If this is the case, then Up to now we have described resolution effects. In more complicated cases, it is sometimes very useful to apply constraints on the decay products. For example, one can significantly improve the invariant mass resolution of B 0 s → J/ψφ by constraining the two muons to have the PDG J/ψ mass [9] . This kind of approach, although great at improving the overall resolution, can also generate tails on the mass distribution, due to the photon energy radiated in 
while ideally one would have wanted to implement:
The difference m 
