A muZtivariate statisticaZ pattern recognition system for reactor noise anaZysis was developed. The basis of the system is a transformation for decoupling correZated variabZes and algorithms for inferring probabiZity density functions. The system is adaptabZe to a variety of statisticaZ properties of the data, and it has Zearning, tracking, and updating capabiZities. System design emphasizes control of the false-alarm rate. The abiZity of the system to learn normaZ patterns of reactor behavior and to recognize deviationrs from these patterns was evaZuated by experiments at the ORN1L High-Flux Isotope Reactor (HFIR). Power perturbations of less than 0.1% of the mean value in seZected frequency ranges were detected by the system.
Introduction
The extraction and use of information from noise signals originating within a nuclear power plant for assessing the operational status of the plant has been advocated for a number of years. 15 Reactor incidents that resulted in a partial loss of core mechanical integrity or of fuel element cooling have been reported where a conspicuous change in the nature of a randomly fluctuating variable preceded the incidents.6-8 Utilization of pattern recognition techniques9 in a comprehensive noise analysis system could eliminate the chief impediment to widespread implementation of noise diagnosis in nuclear power plants by providing a tool for on-line, unattended computer monitoring and interpretation of large quantities of operational data needed for detecting anomalous reactor performance. These same pattern recognition techniques also provide a basis for developing learning, adaptive computer procedures that could establish the normal behavior patterns of a reactor and compensate for plant pattern changes introduced by aging, plant alterations, or changed operating procedures. Such a noise analysis system could perform data logging, cataloging, and signature analysis automatically, thus eliminating the need for a trained noise analyst in all but exceptional circumstances.
with false-alarm criteria determined by the plant operator. This ability to set the false-alarm rate to a statistical level that is acceptable to the plant operator is important in assuring reliable operation of the system and its acceptance by industry. Since it must adapt to a changing environment, the system provides the capability for parameter tracking and updating to detect and compensate for slowly occurring changes of the normal operating characteristics of the plant. Because the system algorithms are formulated as recursive relationships, the system parameters can be iteratively updated as new samples become available, thus eliminating the need for storing a complete set of previous data. Figure 1 shows the basic problem considered in this paper. Observations, such as noise measurements, are obtained from a plant and are fed into a preprocessing stage whose function is to convert the raw signal measurements into a form suitable for the recognition stage. In our experiments at the HFIR, these signals were derived from a neutron-flux noise sensor. The preprocessor consists of a set of computer programs based on the fast Fourier transform (FFT).10 It yields an ensemble-averaged, discrete power spectral density (PSD) function F(wi), i = Figure 1 . EZemefts of an automated plant surveiZZance system. and preprocessor has been covered in detail elsewhere.5'10 The remainder of this paper is devoted to a description of the design and implementation of the pattern-recognition system.
Problem Formulation

Pattern Recognition System Structure
The design of the system was based on the following constraints: (1) adaptability to the statistical properties of the data; (2) learning, tracking, and updating capabilities; (3) time-varying memory; and (4) control over the false-alarm rate.
The first constraint indicates that the system should be independent of specific data characteristics; that is, its applicability should not be limited to data of specific types, such as, for example, Gaussian, log-normal, Rayleigh, etc.
The second set of constraints indicates that the system should be capable of learning (i.e., estimating) the required operational parameters from representive data with as little operator assistance as possible. It should track changes in operating conditions, and update the system parameters to take into account significant changes in the data characteristics.
Time-varying memory means that the system should be capable of "forgetting" operating conditions that no longer represent the plant's status. Finally, the system should have variable alarm thresholds that can be set at statistical levels by the operator.
The pattern recognition stage is expanded in Fig. 2 , which illustrates how the functions interact to yield the system output. Each output x of the preprocessor is multiplied by an n x n decoupling transformation matrix A (box 1) to yield a vector y whose elements are uncorrelated. This transformation (discussed in Sect. 4) allows processing of each element of y independently, which reduces the problem to a set of one-dimensional variables. (The reason for this procedure is that considerable difficulty is encountered in statistically characterizing the original, correlated variables in an n-dimensional space.)
The learning or estimating process (boxes 2 and 3) involves the transformation matrix A and the probability density functions P1(y0), P2(Y2), ..., Pn(Yn) of the elements of y. All learning algorithms require a set of representative samples, called a "training data set" (box 4), which is derived from the plant sensors during normal operations.
Once the initial learning has been completed, the system parameters are tracked (box 5) to detect significant changes in the data characteristics. These results are used to validate the classification results and to determine whether to update the parameters. The updating criteria are stored in the memory (box 6).
The pattern classifier (box 7) is fed three inputs: decoupled observations, the latest tracking results, and the latest estimates of the probability density functions pi(yi), i = 1, 2, ..., n. These functions are used for classification in the following manner. If the ith component yi of the vector y has the probability density function pi(yi), the probability that any yi is less than or equal to a value ai is P(yi < ai) = I Similarly, the probability of exceeding a value b. is Pi (yi) dyi (2) yi being equal to or
Any observation yi that is outside the interval [ai,bi] is, by definition, abnormal. The thresholds ai and bi are obtained by specifying values for P(yi S ai) and P(yi > bi) and then by solving Eqs.
(2) and (3) for ai and bi by numerical integration methods. Thus, the probability of an alarm (i.e., the probability of yi outside [ai,bi]) can be controlled at will by the operator by specifying P(yi < ai) and P(yi > bi) 4 . Decoupling Transformation where A is an n x n matrix. This transformation must produce a set of y vectors whose elements are uncorrelated.11
The mean or average vector for the x's is mi = E{x} , x (5) where E indicates the expected value with respect to x. Similarly, the covariance matrix is C = E{(x -mi) (x -m ) } . By using Eq. (4) to decorrelate the components of x and by working in the transformed space, each element of y can be treated independently, as far as first-and second-order statistics are concerned. This allows utilization of several one-dimensional algorithms for testing and estimating one-dimensional probability density functions. (This approach is analogous to the second-order approximation used frequently in the design of control systems.)
Estimation of the Probability Density Functions
In Section 3 a signal vector y was defined as abnormal if any of its components yi is outside its corresponding interval [ai,bil. Three approaches will be discussed for obtaining the threshold values ai and bi from the density function pi(yi), i = 1, 2, ..., n.
Since the densities pi(yi) are 
which is the maximum of the differences between the postulated and empirical distribution functions over the entire sample set Y.
The K-S goodness-of-fit test is to reject, with significance level a, the hypothesis that the sample set is governed by the specified density function if Use of the K-S test requires that a form be specified for the density p(y). In many cases it may be desirable to estimate p(y) directly from the sample set Y. The method of potential functions9 , 15, 16 developed in the following discussion can be used to formulate an iterative procedure for the estimation of these densities.
Let the unknown probability density function be represented by the M-term series expansion 
By using Eqs. (4), (7), and (9), it can be shown that py(y) = px(x). Consequently, the linear transformation y = Ax does not affect the form of the 6) Gaussian density. Since the elements of y are uncorrelated, it follows in the Gaussian case that
decreases as a function of increasing L. Equation (16) can be expressed in a variety of recursive forms that are useful for updating purposes. 9,15
Each of the approaches previously described has inherent advantages and disadvantages in its implementation. The histogram is one of the simplest methods for obtaining an estimate of a probability density function. If the histogram requires periodic updating, however, there must be a way of storing a histogram value for each specified subdivision of every variable in the vector y. If y is n-dimensional, and I divisions are specified for each component, then nI histogram values must be kept either in the system memory or in some peripheral storage device. (19) where pi(yi), i = 1, 2, ..., n, are one-dimensional Gaussian densities. The importance of Eq. (19) is that each function pi(yi) can be evaluated separately, using the K-S test to assess how closely it approximates the Gaussian assumption. To the authors' knowledge, no test exists to do this in the original multivariate space.
The decoupled variables can be classified by using the techniques described in the previous sections. If the data pass the Gaussian test, however, an alternative classification method based on the Mahalanobis distance concept may be used.9,17 This distance measure is defined as
The K-S approach is suitable for applications where a form of each density can be specified. It can also be used in conjunction with a method that estimates the densities directly, such as the potential function technique, in which case the K-S test can be used to evaluate the quality of the estimates. The advantages of being able to statistically evaluate a specified (or calculated) density are many. For example, if a Gaussian or a log-normal density assumption passes the K-S test, a significant reduction in storage over the histogram approach can be realized because only two parameters--the mean and the variance--need to be stored for each component of y.
Direct estimation using potential functions is, in principle, the most powerful of the three approaches. Application of this method requires specification of a set of orthonormal functions and selection of specific values for M and L. Once the orthonormal functions have been specified, the potential function approach can be implemented in a recursive framework that uses the K-S test to establish the quality of the approximation for any values of M and L. 
cn since Xn increases with increasing n. The decoupledvariable approach also offers an alternative method for setting the threshold T based on the training data.
This technique is to specify thresholds ai and bi for each density pi(yi) using Gaussian densities in Eqs. (2) and (3). The training patterns are classified using these thresholds, and, for each pattern that is classified as normal, the distance D(y) is computed. At the end of the procedure, T is set equal to cDmax(y), where c is a positive number and Dmax(y) is the maximum of D(y) computed during the learning phase. Factor c controls the degree of tightness of the surface that encloses the region defined as normal.
Although this discussion is limited to a Gaussian assumption, a similar argument could be developed for a larger class of ellipsoidally symmetric probability density functions that would include the Gaussian density as a special case.9
Parameter Tracking and Data Labeling
The principal parameters required to implement the pattern recognition system are the mean vector, the covariance matrix, and the probability density functions. These parameters are estimated initially with a block of training data. During normal operation, however, changes in the initial estimates over long periods should be expected, and there must be a way to track and update the system parameters.
Development of an unattended monitoring system must accommodate changes produced in signals being monitored by routine changes in the operating conditions of the plant. For example, neutron noise PSD measurements at the HFIR show that there is a strong correlation between PSD amplitude at some frequencies and the withdrawal position of the control rods. Unlike the tracking problem, these effects are generally predictable and should be taken into account in the design of the system.
Parameter Tracking
As an illustration of the parameter tracking problem, let N denote the number of samples in the training set. The mean vector is given by Eq. (5), which can be approximated by the relation A more sophisticated tracking method is described in ref. 18 where the tracking algorithms developed account for the nature of the parameter variations and potentially can yield better estimates of the mean vector and covariance matrix in a variety of dynamic conditions.
Data Labeling Approach
Thus far, the discussion has been limited to one transformation matrix for all observations, which assumes that the data are reasonably clustered about some region in the vector space of x. In practice, there may be more than one such cluster because of changes in operating conditions of the plant. In the HFIR, for example, it is not unusual to have several distinct data clusters during the course of a fuel cycle.5 This precludes the use of a single transformation matrix to describe the behavior of the plant for all operating conditions. The basic idea behind data labeling is to associate with each observed sample a set of identifying parameters, or labels, L = {L1, L2, ..., LR} which depend on the operating conditions of the plant when the sample is taken. To minimize the number of different dlements in L, each component Li, i = 1, 2, ..., R, can be made to correspond to a range of operating conditions. In the HFIR a minimum set of two parameters can be used, where L, represents increments of stationary rod position, and L2 denotes increments of operating power level.
Once a set of labels has been specified for a particular plant, the training samples are divided into groups according to their label specification. The design procedure previously discussed is applied to each of the data groups. Sample x with label set L is classified by using the transformation function and decision thresholds associated with this label set.
Our experience with labeling has been limited to a formulation of the concept. As the recognition system is exercised in practical applications, however, we expect that labeling techniques will have considerable impact on classification performance.
Experimental Results
The pattern recognition system was implemented on a minicomputer with 32K words of core memory, two 1.25 M-word disks, and analog-to-digital (A/D) converters. The computer is also equipped with a video graphics display unit which, although not essential for on-line operation, does facilitate the presentation of recognition results. A smaller configuration consisting of 28K words of core, one disk, and A/D converters would be sufficient to implement all the necessary algorithms;
The data for testing recognition performance were recorded at the HFIR during rod-perturbation experiments (Fig. 3) in which a 4 + 0.5-Hz noise signal was injected into the control rod servo demand system.
(The noise signal was obtained by bandpass filtering a white noise signal from a generator.) The control rod moved in response to the fluctuating demand, causing perturbations of less than 0.1% about a 98-MW mean level in the signal from the neutron detector. This signal was amplified and recorded, and its PSD was computed with and without the 4-Hz perturbation. The PSDs without the perturbation constituted the training set; those with the perturbation were used as "abnormal" observations to test the recognition sensitivity of the system after the training phase was completed. The training set contained 357 PSDs from a 12-hr continuous learning period. The abnormal set had 51 PSDs. The system was first trained using histograms with probabilities of 0.005 to establish thresholds a and b for each of the 30 components of the pattern vectors. After training was completed, each of the 51 abnormal patterns was input for classification, and all were flagged as falling outside the bounds of normal operation.
After detection of an abnormality, the system displays a set of data analysis options (Fig. 4a) to aid the operator in interpreting the aabnormality. The following descriptions of these options are based on the first pattern in the abnormal set.
Option 1 ("code 1" of Fig. 4a ) displays graphs on the same coordinate system of the average PSD (as determined from the training set) and the abnormal PSD input pattern. Option 1(A) plots the patterns before their transformation, and flags abnormal individual components (Fig. 4b) . Option 1(B) plots the mean and abnormal pattern after their transformation (Fig. 4c) . Exercise of option 1(C) yields a plot of the abnormal components of the transformed pattern, such that their distances from the corresponding component of the average plot are relative to the number of standard deviations that each component lies outside the thresholds of abnormality (Fig. 4d) .
Option 2(A) lists the limits (ai, bi) for each abnormal component, the value of each abnormal component, and the relative distance outside the normal limits in units of standard deviations. Although data classification is carried out in the transformed space, interpretation is made easier by knowledge of which components in the untransformed space contributed most to a given abnormality. One way to obtain this information is the following. After training is completed, a variable vector x is set equal to the mean of the training patterns. Then, a single component xi is incremented by some Axi, transformed, and tested for abnormality by using the limits in the transformed space. When the pattern is sufficiently distorted to be classified as abnormal, that value of xi becomes the upper limit of normality for the component in the untransformed space. The lower limit is determined in the same manner by decrementing xi from its mean value. This procedure can be used to determine the limits of normality for every component similar to the limits (ai, bi) calculated in the transformed space. However, since the limits in the untransformed space do not account for correlation effects they are not used for classification. The results of this procedure constitute option 2(B) (Fig. 4f) (Fig. 4g) . (Fig. 4i) The limits for each component were determined by integrating the corresponding log-normal densities [Eqs. (2) and (3)], and the classification experiment was repeated. Although the limits were generally different than those in the histogram experiment, each of the abnormal patterns in the set was also flagged by the system when log-normal densities were used. Figure 5 shows the transformed limits for the same abnormal pattern described earlier.
Comparison of this figure with Fig. 4(e) shows that the largest discrepancy in classification is in component 30, as expected.
Concluding Remarks
The foregoing experimental results show that it is feasible to implement a recognition system that will (1) learn the characteristics of normal operation in a reactor, and (2) Figure 5 . Transformed Zimits of abnormaZity by statistical inference approach.
