We give a Gr obner basis algorithm for errors-and-erasures decoding of BCH codes that avoids computation of the modi ed syndrome polynomial. The decoding problem is viewed as an instance of a more general interpolation problem. Our algorithm has the same computational complexity as the Berlekamp{Massey algorithm but is more e cient in hardware.
I. Introduction
In 5] we proved that the theory of Gr obner bases of modules could be applied to the solution of the key equation for BCH codes to derive an algorithm 5, Algorithm 4.7] whose computational complexity is the same as that of the Berlekamp{Massey algorithm 2, 7] , but which has a more regular structure and certain hardware advantages. This was extended by Jennings 8] to the Welch{Berlekamp formulation of the decoding problem for Reed{Solomon codes, and was further extended in 6] to deal with general Pad e{Hermite interpolation (see also 1]). A signi cantly simpli ed proof of the algorithm was given in 7] along with a detailed consideration of the computational complexity; the simpli ed proof was applied to the more general interpolation problem in 6].
We also showed in 4, 5] how the algorithm could be adapted to solve the errors{and{erasures problem using the modi ed syndrome polynomial. However, it is well known that this approach can be improved in the case of the Berlekamp{Massey algorithm by initializing with the erasure locator polynomial 3, Section 9.2], thereby removing the need to calculate the modi ed syndromes. The purpose of this correspondence is to prove that the corresponding simpli cation also applies to our techniques. In fact, we consider the following more general interpolation problem (with @ denoting degree, and F any eld): given c; g 2 F x] = A and n a non-negative integer, determine a pair (a; b) 2 A 2 satisfying a bg mod x n and cjb (1) such that for some positive integers`; m a and b are relatively prime @a `; @b m;`+ m < n + @c: (2) In the errors{and{erasures problem the existence of such a solution is guaranteed, as we indicate in the next section. In the context of Pad e approximation, the quotient a=b is an approximant for g, some of whose poles have been speci ed in advance (as the roots of c). A Lagrange interpolation problem of a similar form has been considered independently by Xin 9] as an approach to the solution of the Welch{Berlekamp key equation for RS codes. It is clear that our techniques can also be extended to the corresponding Pad e{Hermite problem along the lines of 6].
We assume that the reader is familiar with 5], although we shall recall some notation below.
II. Errors{and{Erasures
We consider a t{error correcting BCH code C of length n over the eld F, and denote the error and erasure polynomials by
respectively, where I; J are disjoint subsets of f0; 1; : : : ; n?1g. We may assume that @e = jIj; @E = jJj satisfy 2@e + @E 2t. The corresponding error locator and erasure locator polynomials are
where is a primitive n th root of unity in some extension of F and, for simplicity, we assume that the code is de ned by the roots k ; k = 1; : : : ; 2t. The syndrome polynomial is
Multiplying by the product (x) (x) we obtain 
The right hand side of this congruence will be denoted (x) and we note that it is relatively prime to and its degree is at most @e + @E ? 1 
we have`+ m < 2t + @c so conditions (2) hold. This means that the errors{and{erasures decoding problem is a special case of (1) with conditions (2) . Notice that the errors{only case is recovered when c is a constant.
III. Solution using Gr obner bases
Recall that the term order < r in A 
We want to determine a Gr obner basis of M n = M relative to < r and the main point at issue is whether the sequence of Gr obner bases of the M k can be initialized at some point other than k = 0. The next result shows that the polynomial c can be used to de ne the initialization. Let f denote the reduction of f modulo x k (where the value of k will be clear from the context), and Table I (primes denote boolean complement). Table I Input: c; g; n; r . From (4) the value of r is ?1 so we run through iterations from k = 0 to k = 3. The output is given in Table II. Table II   k 
IV. Concluding Remarks
In this correspondence we have shown how our Gr obner basis algorithm for decoding BCH codes may be adapted to errors{and{erasures decoding by initializing with the erasure locator polynomial. In fact we solved a more general interpolation problem which is equivalent to Pad e approximation with speci cation of a subset of the poles.
