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Abstract—Distributed applications with quality of service
(QoS) requirements are more and more used in several areas (e.g.,
automated factory networks, embedded systems, conferencing
systems). These applications produce a type of traffic with hard
timing requirements, i.e., transmissions must be completed
within specified deadlines. To handle these transmissions, the
communication system must use real-time protocols to provide a
communication service that is able to satisfy the QoS requirements
of the distributed applications. In this paper, we propose a new
real-time protocol, called RT-Ring, able to support transmissions
of both real-time and generic traffic over a ring network. RT-Ring
provides both network guarantees and high network resource
utilization, while ensuring the compatibility with the emerging
differentiated service architectures. Network guarantees are fully
proved and high network utilization is highlighted by a compar-
ative study with the FDDI protocol. This comparison shows that
RT-Ring network capacities are greater than the corresponding
FDDI capacities. In fact, by assuming the FDDI frames with a
length equal to the RT-Ring slot size and by using the same traffic
load we show that the capacities of FDDI are equal to the lower
bound capacities of RT-Ring.
Index Terms—Real-time protocol, quality of service (QoS)
traffic, worst case analysis.
I. INTRODUCTION
THE use of distributed applications with stringent qualityof service requirements (QoS applications hereafter) is be-
coming more and more important in several scenarios: from au-
tomated factory networks to LANs, from MANs to the Internet.
Classical data applications (e-mail, file transfer, etc.) distributed
in a local and metropolitan area networks (LAN/MAN) require
only a reliable transportation service but they have no other par-
ticular requirement. On the other hand, QoS applications may
require some other performances guarantees from the communi-
cation service: an upper bound of the end-to-end delay and/or of
the delay variability, a packet loss rate not greater than a certain
threshold, a minimum guaranteed throughput, and others. For
example, multimedia applications that include voice and video
streams require both an upper bound of the end-to-end delay
with which information is transferred from source to destina-
tion and a low (possibly zero) probability that packets violate
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the deadline constraints. The transmission of an alarm message
needs both a delay constraint and high reliability, while some
data transfer applications could require a minimum guaranteed
throughput. Hereafter, we will consider two main classes of dis-
tributed applications: non-real-time applications (mainly clas-
sical data applications) and real-time applications. The latter
is the subset of QoS applications for which the correctness of
the application depends not only on the logical results of com-
putation, but also on the timing properties of the system [33].
In fact, traffic generated by a real-time application is coupled
with a deadline, and the communication system must rely on a
network that provides transmission guarantees (i.e., the traffic
deadline must be met). For example, for a remote flight control
system it is not only important the correctness of the data, but it
is fundamental that data arrive at the controlled airplane within
a fixed delay.
In the past, the most common approach to real-time
communication in the automation industry was the use of cir-
cuit-switching networks, or proprietary networks. For instance,
Allen–Bradley’s RIO (Remote Input/Output) Network and
Control Net have been used for automated factory networks to
meet application’s stringent QoS requirements and deal with
harsh working environments [21].
However, in the last few years, the network scenario has
been changing and packet switching networks are now more
common than the circuit switching networks. The main reason
for this change is that packet switching networks are less costly
and can achieve better utilization of the network resources
than circuit switching networks. This means that, transporting
real-time traffic over packet switching networks has become
essential to many scenarios: from automated factories to many
embedded systems, from audio/video conferencing to remote
medical services.
Currently, the manufacturing automation industry has been
pursuing the use of commercial off-the-shelf (COTS) network
products in communicating control messages between pro-
grammable logic controllers (PLCs). Process control signals,
online transaction messages, manufacturing control signals,
and multimedia traffic, are other examples of real-time traffic.
The first requirement to provide a real-time communication
service is on the adopted network technology. It is not possible
to provide a real time service if the network technology does not
offer some guarantees, such as the following [15].
1) Upper/lower bound on the packet transfer delay: The net-
work must provide at least an upper bound on packet
transfer delay. This allows us to handle users that want
to transfer messages with temporal constraints.
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2) Guaranteed bandwidth: A real-time service should
be able to guarantee, on a finite time interval, to each
real-time application a portion of the channel bandwidth
for the transmission of its packets.
TDMA, 802.3D [23], FDDI [2], FieldBus [30], MetaRing
[28], and SRP [34] are examples of proposed and commercial
protocols that have been used for handling real-time traffic in
LAN/MAN networks. These protocols differ from classical pro-
tocols (CSMA/CD [20], token-bus [17], token-ring [18]) as they
provide transmission guarantees to the supported applications.
Since transmission guarantees have to be provided when the ap-
plication requests the real-time service and since transmission
guarantees mean the satisfaction of the traffic timing require-
ments, it is clear that a station should know a priori whether it
is able to meet the traffic deadline of the requesting application
or not.
To summarize, the two fundamental characteristics that a
LAN/MAN network must have to support a real time communi-
cation service are: 1) an upper bound to the network access time
and 2) a bandwidth allocation scheme that, by exploiting 1), is
able to reserve a portion of the network bandwidth to each real
time application in order to meet its deadline constraints. For
example, for FDDI, in [22] it is shown that the token rotation
time is bounded (and, hence, the delay before a station can
transmit a quota of packets is bounded), and in [35], starting
from the protocol bounded-delay properties, a bandwidth
allocation scheme for satisfying the real-time traffic is defined.
The upper bound to the network access time is a fundamental
characteristic of a real-time protocol, as it represents the max-
imum time a station has to wait before accessing and transmit-
ting into the network. Hence, if the upper bound value is greater
than the traffic deadline, then the traffic deadline cannot be guar-
anteed. Hence, when designing a real-time protocol, it is funda-
mental to provide this bound.
As pointed out by Agrawal et al. [1], despite the fact that the
bound is necessary, it is not sufficient for providing real-time
communications. In fact, a real-time bandwidth allocation
scheme is also needed. The bandwidth allocation is very
important, as a wrong allocation may not satisfy the traffic
requirements [1], [16]. In this paper, we focus on designing a
real-time protocol and to provide an upper bound to the net-
work access time. We don’t propose any bandwidth allocation
scheme as, given the protocol delay bound, it is possible to
apply one of the efficient schemes present in literature (see, for
example, [1] and [35]).
Real-time communication problems have also been studied
in the Internet environment, but the best-effort nature of this
packet switching network posed significant problems in deliv-
ering real-time services. Recently, to solve these problems, a
small set of differentiated service (diffserv) has been introduced
in the Internet. For instance, the 2-b architecture proposed by
Nichols et al. [27] is one of such proposals and it provides three
different classes of services to the Internet applications: Pre-
mium (real-time traffic whose transmission is fully guaranteed),
best-effort (generic traffic), and Assured (traffic with higher pri-
ority than the best-effort traffic).
The great interest in real-time communication is due to the
broad impacts that this type of communication has on many
areas. For example, in the global internetworking environment,
as the Internet, most end-users are connected to the global net-
work via LANs or MANs. End-to-end QoS can be achieved only
using a protocol that provides guarantees up to the end-user. For
instance, consider two end-users, belonging to different LANs.
End-to-end QoS is possible only if both the backbone network
and LANs/MANs, through which the end-users are connected,
provide bounded delays. For example, several cameras may be
connected through a MAN and can be used to control different
buildings located in a metropolitan environment. The MAN may
also be connected to the Internet in order to transmit, or to re-
ceive, real-time streams from other networks. Remote indus-
trial control process systems can be another example: in some
period of the year the request of electricity can be very high
(for instance, when a lot of people use air condition systems)
and a power station could have problems in accommodating
all of these requests at the same time. It is reasonable that the
power station could make an agreement with customers that
are willing to pay less while receiving different electricity load
during the day. This process could be automated using com-
puters connected through real-time networks: the computer at
the customer side (for instance, an industrial process control
system) communicates with the power station and, depending
on the energy load information received, it could activate/deac-
tivate electrical devices. Needless to say, these communications
are real-time communications.
These simple, but realistic, examples show the benefits of
having real-time protocols able to communicate with external
networks. Needless to say, these benefits increase if the used
protocols are able to achieve high network utilization, to provide
real-time services and to be compatible with the differentiated
services architectures.
The contribution of this paper is the proposal of a new
real-time protocol, called RT-Ring, that provides network guar-
antees (i.e., we provide an upper bound to the network access
time) and high network resource utilization, while ensuring
the compatibility with the Differentiated Service Architecture
proposed in [27]. The compatibility with these emerging
architectures is an important feature of RT-Ring, as it allows
RT-Ring to connect with current and future wide area networks
(as the Internet2 [19]), where differentiated services architec-
tures are used. The main motivation in developing RT-Ring
was to overcome the restrictions about the effectiveness of the
timed-token-like protocols. Indeed, as proved by Conti et al.
[10], in these protocols, the presence of the ring latency may
significantly reduce the utilization of the network bandwidth.
For this reason we provide RT-Ring with concurrent access
and spatial reuse (as in [8], [34]), in order to increase the
throughput of RT-Ring beyond the link capacity. The benefits
introduced by these techniques are considerable. In fact, if we
consider a slotted ring network, with stations having uniform
distribution for the traffic destination, the average distance for
a packet to travel is . This means that during one single
rotation, the same slot can be used by two different stations
(i.e., the spatial reuse factor is two).
RT-Ring has a unidirectional ring topology and can support
both real-time and non-real-time applications. This integration
is done since in most real-time systems, activities that have to
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Fig. 1. RT-Ring topology.
occur in a timely fashion coexist with those that are not time
critical.
Throughout the paper, we show that RT-Ring has an upper
bound to the network access time and we prove the correctness
of this bound.
To evaluate our proposed protocol, we compare it with the
FDDI protocol. FDDI has been chosen, as it is one of the most
studied real-time protocols for providing a high-speed commu-
nication subsystem for a distributed real-time system [1], [22],
[25], [26], [13], [35], [16].
The comparison between these two protocols is done by
investigating the protocol capacities (real-time, non-real-time,
and global) achieved by RT-Ring and by FDDI. Results
obtained show that the RT-Ring capacities are greater than
the corresponding FDDI capacities, in sense that by assuming
FDDI frames with a length equal to the RT-Ring slot size and
by using the same traffic load we show that the capacities of
FDDI are equal to the lower bound capacities of RT-Ring.
This paper is organized as follow. In Section II, we present
the characteristics of the RT-Ring protocol. In Section III, we
derive several RT-Ring properties and we prove the presence
of an upper bound to the network access time. In Section IV,
we evaluate RT-Ring by comparing it with the FDDI protocol.
Conclusions are drawn in Section V.
II. RT-RING PROTOCOL
RT-Ring is designed to operate in a unidirectional slotted ring
network topology, with fixed-size slots circulating into the ring
(Fig. 1). Similarly to FDDI and MetaRing, the ring can be im-
plemented with fiber-optic transmission links between adjacent
stations. As in FDDI, in addition to the primary ring, a secondary
ring can also be implemented for providing fault tolerance. The
two rings are counterdirectional, and the secondary ring is not
used under normal operating conditions.
It is assumed that, as in FDDI, token ring, MetaRing and other
protocols, link and node failures are detected by some protocol.
For instance, when a link or a node is detected faulty, it is re-
moved from the network, and a new setup procedure is called.
However, the handling of these events goes beyond the scope of
this paper.
In this section we present the RT-Ring protocol with its basic
principles: access control, fairness mechanism, integration of
real-time and non-real-time traffic. Since in recent years there
has been a large interest in Differentiated Services Architectures
[27] that aim to handle real-time traffic in future networks, as the
Internet2 [19], we provide RT-Ring with the possibility of being
connected to the differentiated service architecture proposed in
[27]. The mapping of the Internet Differentiated Services on
RT-Ring can be done without any problems and since it has been
presented in [12], we do not present it here. Readers can refer
to [12] for further details on this mapping.
A. Access Control
According to the OSI reference model, the functions of
a LAN/MAN network technology are grouped into several
layers, e.g., Physical, Medium Access Control (MAC) and
Logical Link Control layers. Hereafter, we only concentrate
on the MAC layer. Since a LAN/MAN network relies on a
common transmission media, the MAC protocol is in charge of
managing the sharing of the transmission media. The aim of a
MAC protocol is to control the interference and competition
among users while optimizing overall system performance and
avoiding pitfalls. The MAC protocol is thus responsible for the
quality of service experienced by the LAN/MAN users and,
hence, it is the critical algorithm for determining the ability of
a network technology to support, in an efficient and fair way,
both real-time and non-real-time traffic [10].
As said before, RT-Ring belongs to the slotted-ring family.
This class includes protocols such as MetaRing [28] and Cam-
bridge Ring [31]. In these protocols, after the ring initialization,
fixed-size slots continuously circulate into the ring. Each slot
has a header and a data field. Among other information, the
header contains a bit that indicates the status busy or empty
of the slot. If the bit is set, the data field contains useful user
data. The length of a slot can be expressed in several ways: the
number of bits that can be transmitted into that slot, for example,
, or the time it takes to transmit all the bits contained in a slot,
for example, , or (in other words) the time interval between
the arrival to a station of the first and last bit related to a slot, etc.
For the purpose of this paper, it is convenient to associate to a
slot a time duration: , where is the speed
of the transmission channel (expressed in bits per second). In
this way, is the length of a slot in seconds and it is a func-
tion of the channel speed and number of bits in the slot. For ease
of presentation, and to provide general results that are not im-
plementation dependent, hereafter, we normalized all the time
quantities to the slot duration, i.e., we use the slot duration as
our time unit and all time quantities are expressed in number of
slot duration. If we wish to express these quantities in seconds
we simply have to multiply their value per .
As the channel is slotted, before transmitting the messages
generated by higher level protocols, a segmentation procedure
is applied at the transmitting side. The segmentation procedure
subdivides a message into several packets, where each packet
can be transmitted into a slot. At the receiving side the reverse
procedure, reassembling, is applied to reconstruct the original
message (before it is delivered to the higher layers) from the
relieved packets. Segmentation and reassembling are normally
implemented by protocols that operate on top of the network
technology. Examples of these protocols are the adaptation pro-
tocols in the ATM architecture. Hereafter, we assume that the
traffic arriving at an RT-Ring station for transmission is subdi-
vided in blocks, where a block can be transmitted into one slot,
and we will use the word packet and message interchangeably.
In principle, stations can transmit in all the empty slots they
observe and, hence, more stations can concurrently access the
network.
Each RT-Ring station has (at least) two local queues in which
it stores packets ready for transmission: one for the real-time
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Fig. 2. Starvation scenario.
traffic and the other for non-real-time traffic. The real-time
traffic has the highest transmission priority.
As we already stated, one of the main characteristics of
RT-Ring is that it uses the spatial reuse policy, i.e., the packets
travel on the network only from the source to the destination.
This implies that the destination station changes from busy to
empty the status of each slot containing packet addressed to it.
Spatial reuse is a concept used in ring networks to increase
the overall aggregate bandwidth of the ring. This is possible
because traffic is only passed along the ring between source
and destination nodes rather than the whole ring as in earlier
ring-based protocols such as token ring and FDDI.
Unfortunately, with spatial reuse policy arises (if coupled
with concurrent network access) a new problem: starvation.
By starvation we mean that some stations can never access the
network because they are always covered by upstream traffic.
In Fig. 2, we show a possible starvation scenario. The four
stations in the ring has real-time traffic to transmit; Station
1 sends its traffic to Station 3, and Station 3 sends its traffic
to Station 1. Due to the spatial reuse, Station 3 uses the slots
previously used by Station 1. In such a scenario, Station 2 and
Station 4 can never access the ring because they observe the
ring as being always busy. For this reason, they are said to be
in starvation.
Needless to say, this is unacceptable for a real-time protocol,
since each station must be able to transmit its own real-time
traffic. To solve this starvation problem, a fairness algorithm
has to be used. In the following, we present the fairness control
mechanism we use in RT-Ring.
B. Fairness Algorithm and Integration Mechanism
As we already stated, spatial reuse and concurrent access may
lead to starvation. To avoid this problem, a fairness algorithm
should be used. In fact, a fairness algorithm must ensure to all
stations the same opportunity to access the network. Several
fairness algorithms have been proposed in the literature. Magnet
[24], Orwell [14], and ATMR [29], [3], [8], [4], [5] are some of
these proposals.
Briefly, fairness algorithms can be divided into two cate-
gories: global and local. Global fairness algorithms view the
ring as a single shared communication resource, while local
fairness algorithms view the ring as a multiplicity of com-
munication resources (i.e., all the links between stations). As
highlighted by Chen et al. [4], both approaches have positive
Fig. 3. Network scenario.
and negative aspects. For this reason, we provide RT-ring with
a fairness algorithm that can be considered a hybrid between
local and global fairness algorithms. In fact, RT-Ring accesses
the network using both local and global information.
Global information is provided by a control signal, named
SAT, that circulates in the ring in the same direction of data
traffic (Fig. 3). The SAT can be represented by a bit pattern in
the slot header as the token of FDDI or it can be a separate mes-
sage inserted in an arbitrary position in the data packet, as for
the MetaRing protocol [7]. In both cases, there is no need of
using additional slots, and in this way the introduced overhead
is comparable to the one of FDDI (for the token implementation)
and it is equal to the one of MetaRing (for the SAT implemen-
tation). Since the implementation of a control signal has been
extensively analyzed in [7], we do not present it here, but we
refer the readers to [7] for further details.
Although the RT-Ring fairness mechanism uses some
characteristics of the fairness mechanism used in MetaRing
[4], [5], [7], [28], namely, the SAT mechanism, there are
fundamental differences between these two mechanisms that
will be discussed in the next section.
During every rotation, the SAT provides a predefined number
of transmission authorizations to each station. The number
of these authorizations is defined by two local parameters (
and ). These authorizations are necessary because a station
can transmit its packets only if it has collected transmission
authorizations.
In particular, after each SAT departure, by exploiting the au-
thorizations it has collected, a station can transmit up to
real-time packets from its real-time queue and up to non-
real-time packets from its non-real-time queue. The authoriza-
tions for non-real-time traffic must be used before the SAT re-
turns to the station, i.e., within the SAT rotation in the ring. The
authorizations for the non-real-time traffic, still available when
the SAT comes back at the station are not valid anymore.
In this way, during each SAT round, a station can transmit not
more than non-real-time packets. To deliver real-time traffic
(if any) before the non-real-time traffic, RT-Ring provides
real-time traffic with higher priority than the non-real-time
traffic.
Note that the SAT does not travel freely in the network; in
fact, every time it visits a station, it can be either immediately
forwarded or seized, depending on the status of the station. A
station can be in two possible states: satisfied or not satisfied. A
station, for example, , is said to be satisfied if it has no real-time
traffic ready to be transmitted, or if between two consecutive
SAT visits it has transmitted a predefined quota of real-time
packets, denoted with (one of the local parameters).
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Conversely, a station, for example, , is said to be not satis-
fied if it has real-time traffic ready to be transmitted, and it has
transmitted less than packets since the last SAT visit.
When the SAT visits a not-satisfied station, the station seizes
it until the station becomes satisfied. Once satisfied, the station
releases the SAT, sending it to the next station.
Note that, if we denote two consecutive SAT arrivals at the
same station as a cycle, this mechanism ensures the transmis-
sion of real-time packets (if any) during each cycle. It also
avoids the starvation problem, since after sending a maximum
of packets, a station stops its transmission until the next
SAT round. In Section III, we prove that this mechanism pro-
vides network guarantees to the applications. To better clarify
this mechanism, in the following section, we present the algo-
rithms used to handle the SAT and to control the transmission
into the network.
1) Algorithms: In this section, we describe the fairness and
the integration algorithms in details. Each station uses two
local counters to count the transmitted packets: one for the
real-time packets (RT_PCK), and one for the non-real-time
packets (NRT_PCK). These counters are cleared every time the
SAT leaves the station.
Send Algorithm
1. A station can send real-time packets
only if RT_PCK is not greater than ;
2. A station can send non-real-time
traffic only if NRT_PCK is not greater
than and the real-time buffer is empty
or RT_PCK is equal to .
After transmitting a real-time packet, RT_PCK is incre-
mented by one, while after transmitting a non-real-time packet,
NRT_PCK is incremented by one.
SAT Algorithm
When a station receives the SAT, it can:
1. forward the SAT if the station is
satisfied, i.e., or the
real-time queue is empty;
2. hold the SAT until it becomes satis-
fied.
After releasing the SAT, RT_PCK and NRT_PCK are cleared.
C. Differences Between MetaRing and RT-Ring Fairness
Algorithms
In this section, we highlight the differences between the fair-
ness mechanism used in RT-Ring and the fairness mechanism
used in MetaRing [4], [5], [7], [28]. In MetaRing, each sta-
tion has two queues: one for the synchronous and one for the
asynchronous traffic. Packets from the asynchronous queue are
transmitted only if the synchronous queue is empty.
Whenever a station observes an empty slot, it can always
transmit the synchronous traffic. Before transmitting the asyn-
chronous packets a station must collect authorizations. Specifi-
cally, asynchronous transmissions are authorized by a control
signal, called SAT (from SATisfied). Whenever a station re-
ceives the SAT signal, it performs different actions depending
on its status. When a station receives the SAT, it can be in the
satisfied state or not-satisfied state. A station is in the satisfied
state if either between two visits of the SAT signal the station
has transmitted at least packets or its output (asynchronous)
buffer is empty. When a station receives the SAT and it is satis-
fied it forward the SAT signal upstream without any delay. On
the other hand, a not-satisfied station will hold the SAT until it
is satisfied, and then it will forward the SAT signal upstream.
After a station forwards the SAT, it can send up to (
)1 additional asynchronous packets before receiving and for-
warding again the SAT signal.
To avoid that asynchronous traffic may excessively delay the
transmission of the synchronous traffic a mechanism is included
in the protocol to disable the asynchronous traffic transmis-
sion whenever a station has a backlogged synchronous traffic.
Synchronous traffic is considered to be backlogged if it has
been waiting in the synchronous queue for more than a prede-
fined time threshold . To enable/disable the asynchronous
traffic transmission, the ASYNChronous ENable (ASYNC-EN)
control signal is used. A complete description of MetaRing can
be found in [4], [5], [7], and [28].
On the other hand, as explained before, in RT-Ring only one
signal, namely, the SAT, is used. This signal circulates in the
same direction of the data traffic and controls the transmissions’
authorizations for both the real-time and the non-real-time
traffic.
However, each station may affect the SAT behavior only
checking the number of real-time packets transmitted since the
previous SAT visit (i.e., a station seizes the SAT only if the
number of the real-time packets transmitted since the previous
SAT departures is smaller than ). Hence, the SAT behavior is
not affected by the non-real-time traffic.
With this mechanism, a station can transmit a real-time packet
only when the real-time output buffer is not empty and if, since
the previous SAT visit, it has transmitted a number of real-time
packets smaller than . Similarly, a station can transmit a non-
real-time packet only when the non-real-time output buffer is
not empty and if, since the previous SAT visit, it has transmitted
a number of non-real-time packets smaller than .
To summarize, the main differences between the MetaRing
SAT fairness algorithm and RT-Ring are the following.
1) In MetaRing, the SAT signal only controls the transmis-
sion of non-real-time (asynchronous in the MetaRing no-
tation) traffic. For this reason, in MetaRing, an upper
bound to the network access time cannot be provided
using the SAT. In RT-Ring the SAT controls both the
transmission of real-time and non-real-time traffic and the
SAT is used to provide an upper bound to the network ac-
cess time.
2) In MetaRing, a station is always authorized to transmit its
synchronous (i.e., real-time) traffic provided that “enough
bandwidth” is reserved for it, see [28]. It is worth noting
that in [9] it has been proved that in some cases MetaRing
fails to satisfy the deadline constraints of the real-time
1The values of the parameters k and l may differ from station to station.
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traffic. In RT-Ring a station can transmit not more than
real-time packets and not more than non-real-time
packets during each SAT round.
3) Finally, in addition to the SAT, MetaRing uses a second
signal, named ASYNC-EN, to integrate real-time and
non-real-time traffic. RT-Ring has only one control
signal, namely, the SAT.
As in our case the transmission of the real-time traffic is con-
trolled by the SAT, to guarantee that real-time traffic can be
delivered within its deadline, for RT-Ring we have designed
a SAT management algorithm to guarantee that the real-time
traffic constraints are satisfied. Specifically, in this paper we
formally prove: 1) an upper bound to the SAT circulation time,
and by exploiting this property 2) an upper bound of the time a
real-time packet waits in the station transmission queue before
its transmission.
III. RT-RING PROPERTIES
In this section, we derive some RT-Ring properties that are
necessary for a real-time protocol; in particular, we prove the
presence of an upper bound to the network access time. As we
already stated, this bound is a fundamental requirement for a
real-time protocol. In fact, it represents the maximum time a
station must wait before transmitting a packet into the network.
Since the network access time depends on the traffic condi-
tion (hence it is impossible to know its value ahead of time),
it is important for the protocol to know the maximum value it
can assume under all traffic patterns. This can be achieved with
a worst case analysis that provides the upper bound to the net-
work access time. By guaranteeing that the application timing
constraints are satisfied assuming the upper bound of the net-
work access time, we can guarantee (i.e., with probability 1) the
timing correctness property of the application.
Even though the worst case scenario may not be realistic or
happens with a very low probability, it is the only way to derive
the upper bound to network access time and, hence, to provide
guarantees to the real-time application [6], [36].
In the following, we derive the upper bound to the network
access time in three steps: first we derive an upper bound to
the SAT rotation time (since a station can transmit only if it
has received authorizations from the SAT) and then we gener-
alize the SAT-bound result by providing a bound to SAT ro-
tations. The latter value is useful both for deriving a bound on
the waiting time of a packet in the network queue, and to imple-
ment real-time bandwidth allocation schemes (see, for example,
[1] and [35]). Finally, using the SAT bounds, we derive an upper
bound to the network access delay.
In the following analysis we consider a slotted ring with
circulating slots and stations; the time factor is normalized to
the slot unit (i.e., one time unit is equal to one slot) and packet
size is not greater than the slot size. In order to compute our
analysis, we also assume that the network is free from hardware
or software failures.
A. Upper Bound to the SAT Rotation Time
In this section, we derive an upper bound to the SAT rota-
tion time, i.e., the time interval between consecutive arrivals
(departures) of the SAT from the same station, denoted with
. This bound is important since it represents
the longest time a cycle (i.e., two consecutive SAT arrivals
at the same station) can be, and it will be used to derive the
upper bound to the network access time. First, we note that
is affected by three possible components, as we
explain in the following.
1) First is the number of the stations, denoted with ,
present in the ring. Specifically, in the following theo-
rems and lemmas, the impact of the number of stations on
the SAT rotation time is represented by a summation on
all the station numbers, say ( ), of the max-
imum number of packets that each station can transmit,
i.e., real-time packets and up to non-real-time
packets.
2) Next is the time it takes to the SAT for traveling, without
being stopped at any station, across the ring. By using the
slot time as time unit, this time quantity cannot be greater
than . In fact, represents the SAT rotation time when
the SAT signal freely travels into the network.
3) Last is the time the SAT is held at the not-satisfied
stations.
To compute the latter quantity it is useful to introduce the
following definitions and propositions.
Definition: We define as ( )
the time interval between the ( )th and th arrival (depar-
ture) of the SAT at (from) station .
Proposition 1: When a not-satisfied station holds the SAT
during the th visit of the SAT at this station, the busy slots
it observes containing only packets whose transmissions have
been authorized during .
Proof: Let us prove this proposition by contradiction.
We assume that after the SAT there is a packet transmitted
by a station whose transmission was authorized during
( ). This is clearly not possible
because if the packet is a real-time packet then the station is
not satisfied when it receives the SAT during
and therefore it will transmit that packet before releasing the
SAT and, hence, the packet arrives at station before the SAT.
On the other hand, authorizations for non-real-time packets
can be used for packet transmissions only inside the SAT round
in which a station gets the authorizations. In fact, authorizations
for non-real-time packets are lost when the SAT comes back to
the station.
Theorem 1: Let be the time elapsed between
two consecutive SAT arrivals (departures) at the same station .
has an upper bound and the following holds:
for all
(1)
Proof: First, we focus on the delay that a station can add
to the SAT rotation time. Let us denote with , the number
of packets whose transmission is authorized at station during
the th visit of the SAT.
Station , at the th SAT visit, can add a delay, denoted with
, to the SAT rotation time equal to the number of busy
1220 IEEE TRANSACTIONS ON INDUSTRIAL ELECTRONICS, VOL. 49, NO. 6, DECEMBER 2002
slots it observes while holding the SAT. By taking into account
Proposition 1, the station delay at the th SAT visit is lower or
equal to
where is the maximum number of packets that station
has to transmit while holding the SAT at the th visit, i.e., the
number of real-time packets whose transmissions were autho-
rized at the ( )th SAT visit at station . The other quantities
represent the maximum number of busy slots that station may
observe while holding the SAT during the th visit.
Similarly, station , at the th SAT visit, can add a delay
to the SAT rotation time lower or equal to
Finally, station , at the ( )th SAT visit, can add a
delay to the SAT rotation time equal to
By summing the delays upper bound and by counting each
packet only once (a busy slot can cause a delay in one station
only), we have
that is equal to
By considering the times it takes the SAT to complete one
rotation ( time units), (1) holds.
By applying the same line of reasoning, we can prove that
the maximum time that elapses between the th SAT departure
from station and the ( )th SAT departure from station
is
that is equal to
Therefore, we can say that between two consecutive arrivals
(departures) of the SAT from the same station,
has an upper bound, and (1) holds.
Proposition 2: If and for each station
and each station , then the maximum time elapsed between two
consecutive SAT arrivals at the same station has an upper bound
equal to
(2)
Proof: It follows from the previous theorem
Proposition 3: The number of circulating slots (i.e., ) rep-
resents the ring latency, as it is the time necessary for the SAT
to perform one complete rotation when no traffic is present (i.e.,
for each station in the ring).
Proof: It immediately follows from (1) when no packet
transmission is authorized, i.e., .
Theorem 2: Let be the time elapsed be-
tween consecutive SAT arrivals at the same station . The fol-
lowing holds:
(3)
Proof: A formal proof follows from Theorem 1.
As the complete proof is simple but quite long, hereafter we
will just summarize it. Each SAT cycle may introduce both a
delay equal to the SAT rotation, i.e., , plus the delay due to
the SAT holding time. The latter is determined by the number
of busy slots observed by a station while holding the SAT. This
signal, during each rotation, can give up to authorizations to
each station . Considering SAT rotations (from to ), the
maximum number of authorizations is given by: .
Some of the authorized packets cannot be transmitted in the
same round they obtained the authorizations for. For instance,
packets that have received the authorizations in the th
cycle may be transmitted in the next rotation. Hence,
the number of transmissions in rotations can be
.
Based on the previous considerations, the upper bound to
consecutive SAT arrivals is given by (3).
Proposition 4: If and for each station
and each station , then the maximum time elapsed between
consecutive SAT visits at the same station has an upper bound
equal to
(4)
Proof: Follows from Theorem 2.
Proposition 5: The average SAT rotation time
is equal to
(5)
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Proof: The bound on average SAT rotation time, is derived
as follows:
B. Upper Bound to the Network Access Time
In this section, we use the upper bound to the SAT rotation
time, obtained in the previous section, to derive an upper bound
to the network access time.
Proposition 6: The maximum time that elapses between the
authorization and the transmission of a real-time packet is equal
to , i.e., the interval between two consecu-
tive departures of the SAT from the same station.
Proof: The SAT provides authorizations when it leaves a
station. If the station catches enough empty slots before the next
SAT arrival, then the station is able to transmit its authorized
packets. Otherwise, the station, at the next SAT arrival, will hold
the SAT and will complete the transmission of the authorized
packets before releasing the SAT.
Theorem 3: Let us consider a tagged real-time packet that is
inserted in the station queue for transmission and denote with
the number of real-time packets already present in the station
queue when the tagged packet arrives Let be the time
that this tagged packet has to wait before being transmitted. The
following holds:
(6)
where indicates the small integer greater or equal than .
Proof: The authorization for being transmitted, is given by
the SAT signal: up to real-time authorizations every time the
SAT leaves a station.
The packet, say , arrives at the queue, where , ,
, packets are already present in the output queue.
is the packet that will be transmitted first.
The packet will receive the authorization only after
have been authorized. The authorizations to
packets are provided in SAT rounds.
Proposition 6 states that an authorized packet has to wait no
more than one SAT round for being transmitted. Hence, (6)
holds.
C. Real-Time Allocation Bandwidth
In order to provide real-time communications, a real-time
bandwidth allocation scheme is essential as well as the prop-
erties we just described. In fact, a wrong allocation may lead
the protocol to violate the timing requirements of the traffic [1],
[16]. In this paper, we do not propose any bandwidth allocation
scheme, as several studies have been focused on finding effi-
cient bandwidth allocation schemes. For instance, Agrawal et
al. [1] and Zhang and Burns [35] propose efficient schemes to
allocate the bandwidth over an FDDI network. These schemes
exploit the relationship between the reserved bandwidth in a
cycle (e.g., in RT-Ring) and the packet waiting time. These
and other schemes [12] can use the previous properties, in order
to efficiently allocate the bandwidth inside RT-Ring.
IV. EFFICIENCY OF RT-RING
LANs and MANs rely on a common transmission medium,
hence, the transmissions of the network stations must be coor-
dinated by the MAC protocol. This coordination can be achieved
by means of control information that is carried explicitly by con-
trol messages traveling along the medium (e.g., Token, ACK
messages), or can be provided implicitly by the medium itself
using the carrier sensing to identify the channel being either
active or idle. Control messages, or message retransmissions
due to collision, remove channel bandwidth from that available
for successful message transmission. Therefore, the fraction of
channel bandwidth used by successfully transmitted messages
gives a good indication of the overheads required by the MAC
protocol to perform its coordination task among stations. This
fraction is known as the utilization of the channel, and the max-
imum value it can attain is known as the capacity of the MAC
protocol [10].
As our interest is to measure the maximum fraction of the
channel bandwidth that can be used to deliver the user data, the
efficiency analysis is performed in asymptotic conditions, i.e.,
all network stations always have segments to transmit (see [10],
[32], and the references therein).
In this section, we analyze the RT-Ring capacity comparing
it with the FDDI protocol [2], as FDDI is a well-investigated
protocol and it is suitable for providing a high-speed commu-
nication subsystem for a distributed real-time system (see, for
example, [1], [22], [25], [26], [13], [35], and [16]).
Before going into the analytical comparison of the two pro-
tocols, we highlight the main difference between FDDI and
RT-Ring. This difference lies in the network access, which is
concurrent in RT-Ring and sequential in FDDI. The concurrent
network access mechanism, coupled with spatial reuse policy,
allows RT-Ring to increase the throughput beyond the link ca-
pacity. As we already stated, if stations are present, each of
them with full load (i.e., always traffic to transmit), under uni-
form destination distribution, the average distance for a packet
to travel is hops, producing a spatial reuse factor of two
(i.e., the same slot can be used twice during one round trip).
It is to note that the spatial reuse gain depends on the traffic
addressing. To make our comparison the most general as
possible, we will perform the comparison by assuming that in
RT-Ring the spatial reuse never occurs (i.e., each busy slot must
complete one ring rotation in order to reach the destination
station). This implies that the RT-Ring capacities, which we
compute in the following, are the lower bounds of the RT-Ring
capacities under normal traffic addressing.
In the following, we first analyze the real-time and the non-
real-time (usually referred to as synchronous and asynchronous
in FDDI studies) capacities, and then we analyze the global ca-
pacity (i.e., when both real-time and non-real-time traffic circu-
late in the network) achieved by both protocols.
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Note that, since FDDI does not use a slotted ring, hereafter
to compare it with RT-Ring we normalize the FDDI capacity
with respect to the slot unit. The comparison is performed by
considering the number of transmitted bits without considering
the impact of the overheads due to headers. For this reason and
since we are interested in how long a station can transmit, we
can assume without loss of generality that FDDI frames have a
constant length that is equal to the RT-Ring slot size.
Specifically, the relevant quantities of FDDI are as follows
[10].
• : This is a network parameter that defines the target
time for a token rotation. It is expressed in time units (let
us assume seconds).
• : This is the time it takes to the token to
complete a ring rotation in a idle ring, i.e., when no traffic
is transmitted. It is expressed in time units (let us assume
seconds);
• : This is the frame transmission time, i.e., the number of
bits in an FDDI frame divided by the channel speed.
As we have stated before, for comparison purposes we
assume that an FDDI frame is equal to an RT-Ring packet,
this means that , i.e., the slot unit used throughout
this paper. Hence, is the ring latency
normalized to the slot duration. Therefore, if the rings of FDDI
and RT-Ring have the same length: . It is known from
the FDDI literature (see [10] and the references therein) that
is the maximum amount of time
the FDDI stations can be transmitting during a token rotation.
Hence, is the maximum
number of packets transmitted by the FDDI stations during a
token rotation.
The above relationships will be used in the following to com-
pare the FDDI and RT-Ring capacities, where the RT-Ring and
the FDDI capacities are derived using the same pattern traffic.
A. Real-Time Capacity
The real-time capacity, , is computed by assuming that
every station has always real-time traffic to transmit and zero
non-real-time traffic. To compute the real-time capacity we need
to introduce the following results.
Proposition 7: Let us focus on a station that receives the
th SAT visit, if all stations are always satisfied before this time
instant (i.e., at the SAT visits before this time instant), then the
busy slots observed by station during corre-
spond to packets whose transmission has been authorized during
.
Proof: If a station is satisfied, all its transmission occur in
the time interval between the departure of the SAT that autho-
rizes these transmissions and the next SAT arrival at this station.
In these conditions, a busy slot never overtakes the SAT that
has authorized its transmission. For this reason, a packet whose
transmission (i.e., the corresponding busy slot) is observed by a
station between the ( )th arrival and the th arrival must
have been authorized between the ( )th and ( )th de-
parture of the SAT from station , i.e., packets whose transmis-
sion has been authorized during . In fact, these
packets will be observed by station only after the ( )th SAT
visit and before the th SAT visit.
Lemma 1: In a network with active stations transmitting
only real-time traffic with , by assuming asymp-
totic conditions, the following holds.
1) .
2) .
Proof: Let us prove point 1) by contradiction. Let be the
first station that receives a SAT with a delay greater than (i.e.,
). Let us assume that this first delayed SAT
cycle occurs when the SAT arrives for the th time at station
(i.e., ).
Station is the first station to observe a delayed SAT. This
means that when the SAT arrives at station for the th time,
station is not satisfied and it seizes the SAT. If station
is not satisfied at the th SAT visit, this implies that it has not
been able to transmit the packets authorized at ( )th SAT
visit. This occurs if after the ( )th SAT departure, station
observes more than busy slots. Note that the busy
slots it observes between the ( )th and th SAT visit are
only those packets whose transmission was authorized before
the ( )th SAT visit at station .2
Furthermore, as station at the th SAT visit is the first
not-satisfied station, it follows from Proposition 7 that the busy
slots observed by station during only
contain packets whose transmissions were authorized during
, that is,
By definition, the above quantity is not greater than
. Hence, . This implies that during the th
cycle station must observe at least empty slots and
hence it must be satisfied at the th SAT visit. From this the
absurd follows and, hence, point 1) is proved.
The prove of point 2) immediately follows from point 1). In
asymptotic conditions, each station always transmits the entire
quota of real time packets and, hence, the number of packets
transmitted in each SAT rotation is equal to . Hence,
Lemma 2: In a network with active stations transmitting
only real-time traffic, by assuming asymptotic conditions, the
2If a packet transmission is authorized after the (n 1)th SAT departure from
station j   1, the busy slot containing this packet cannot arrive at station j   1
before the nth SAT visit. Remember that (by assumption) station j   1 at the
nth SAT visit is the first not-satisfied station and, hence, before that time the
SAT freely circulates in the ring.
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real-time protocol capacity satisfies the following relation-
ship:
(7)
Proof: First, we prove the upper bound to the protocol ca-
pacity. Let us consider a network in which the number of cir-
culating slots is equal to . By applying Lemma 1, it
follows that .
To derive the lower bound on the protocol capacity we focus
on the worst case characterized by SAT rotation cycles with av-
erage length equal to the upper bound value [(5)].
Under the assumption that all the stations operate in asymp-
totic conditions, the number of packets transmitted during each
SAT rotation is constant (i.e., for each station ). Hence, we
compute the ratio between and ,
which is the upper bound on the average cycle length when
only synchronous traffic is present in the network, whose value
is given by Proposition 5 with for each . This ratio
leads to (7).
It is easy to verify that the real-time capacity of RT-Ring is
greater or equal than the FDDI real-time capacity (in the lit-
erature known as synchronous capacity). In fact, as described
in [10], the real-time capacity of FDDI is equal to
and can be expressed (in order to com-
pare it with the RT-Ring capacity), as follows.
By exploiting the notations introduced at the end of
Section IV, and assuming , with some alge-
braic manipulations, the FDDI capacity can be written as:
, where , and corresponds to the
maximum number of real-time packets that can be transmitted
by the FDDI station in a token rotation, i.e., .
Hence, the real-time protocol capacity of FDDI is equal to the
lower bound of the RT-Ring real-time protocol capacity [(7)].
B. Non-Real-Time Capacity
To compute the non-real-time capacity, , we assume
that every station always has non-real-time traffic to transmit
(asymptotic conditions) while no real-time packets are ready
for transmission. Under these hypotheses, the non-real-time ca-
pacity is defined by Lemmas 3 and 4.
Lemma 3: In a network with active stations transmitting





3) each station has a throughput equal to .
Proof: The proof of point 1) is immediate as with no
real-time traffic, all the stations are always satisfied. To prove
point 2), it is sufficient to note (see Proposition 7) that the
busy slots observed by a station during the th SAT cycle
contain packets that have been authorized by the SAT between
the ( )th and ( )th visit at that station: .
Furthermore, there can be no more than busy slots between
two consecutive SAT arrivals at a station. Hence, the number
of transmissions in an SAT cycle is lower bounded3 by
. The proof of point 3) immediately follows
from point 2).
Lemma 4: In a network with active stations transmitting
only non-real-time traffic, by assuming asymptotic conditions,
the protocol capacity, , satisfies the following relation-
ship
(8)
Proof: First, we prove the upper bound to the
non-real-time protocol capacity. If no real-time traffic is
present, the SAT travels freely into the network. Hence, it gives
new authorizations to each station every slot time. Let us
consider a network where . By applying Lemma
3, it follows that .
The lower bound of can be derived as follows.
Since, no real-time traffic is present, the average SAT rotation
[(5)] is upper bounded by , while according to
point 2i) of Lemma 3 is the amount of non-
real-time traffic transmitted during an SAT rotation. Hence, the
percentage of time the channel is used to transmit non-real-time
traffic is greater or equal to the lower bound of Equation (8).
Once again, as described in [10], the non-real-time (asyn-
chronous) capacity of FDDI is equal to
and, to
compare it with the RT-Ring capacity, can be expressed as
follows.
Again, by exploiting the notations introduced at the end of
Section IV, and assuming , with some algebraic ma-
nipulations, the non-real-time capacity of FDDI is
, where , and corresponds to the maximum
number of non-real-time packets that can be transmitted by the
FDDI station in a token rotation, i.e., .
For the capacity comparison, we have to distinguish two
cases.
1) . In this case, the RT-Ring capacity is op-
timal, i.e., 1, hence, it is always much better than that of
FDDI.
2) . In this case, the RT-Ring capacity is
.
By noting that is the maximum number of non-
real-time packets transmitted during an SAT cycle, this quantity
corresponds to . By remembering that , it follows that
. Hence, also in
this case the RT-Ring capacity is better than that of FDDI.
3Here, we are not considering the spatial reuse policy.
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C. Global Capacity
Since RT-Ring can operate with both types of traffic, we now
compute the protocol capacity, , assuming both asymptotic
real-time and non-real-time traffic conditions.
Proposition 8: In a network with active stations trans-
mitting both real-time and non-real-time traffic, by assuming
asymptotic conditions, the global protocol capacity, , satisfies
the following relationship:
(9)
where is the average number of non-real-time
packets transmitted by station between two consecutive SAT
arrivals. Needless to say that .
Proof: In asymptotic conditions each station transmits
the entire quota of real-time packets, . In addition, (by
definition) in average each station will transmit
non-real-time packets. Hence, the numerator of (9) is the
average number of packets transmitted in each SAT cycle.
The second step of the proof corresponds to prove that the
denominator of (9) represents an upper bound to the average
length of a SAT cycle. This can be easily proved by following
the line of reasoning used to prove the and the
in Theorem 1 and in Proposition 5, respec-
tively. In fact, it is sufficient to repeat those proofs by replacing
(i.e., the maximum number of non-real-time transmissions
of station during an SAT cycle) with (i.e., the real
number of non-real-time transmissions of station during an
SAT cycle).
Proposition 9: In a network with active stations trans-
mitting both real-time and non-real-time traffic and with




Proof: The proof of point 1) is obtained by extending the
proof of point 1) of Lemma 1, taking into consideration that in
each visit the SAT authorizes a station to transmit packets
in addition to packets. From that proof, it also results that in
each cycle a station observes at least empty slots and,
hence, it will transmit all its authorized packets (note that sta-
tions operate in asymptotic conditions and, hence, they always
have packets ready for transmission). Hence, the numerator of
2) is the number of transmissions performed by the stations for
each SAT cycle while the denominator of 2) is the SAT-cycle
length.
Lemma 5: In a network with active stations transmitting
both real-time and non-real-time traffic, by assuming asymp-
totic conditions, the protocol capacity satisfies the following
relationship:
(10)
Proof: The upper bound of (10) follows from Proposition
9, with , while the lower bound is given by
Proposition 8.
To compare the global capacity of RT-Ring with the global
capacity of FDDI, we use the notations introduced at the end of
Section IV. Further, we notice that in [10] the global capacity of
FDDI can be expressed as , where cor-
responds to the real-time frames that each station can transmit
during a token rotation. In fact, in [10] it is shown that the upper
bound to the FDDI capacity is obtained when the available band-
width is completely used by real-time traffic.
Based on the previous consideration and since the average
number of frames transmitted during a token rotation is equal
to and is equal to , it follows
that
Hence, the global capacity of FDDI is equal or lower than the
lower bound of the RT-Ring global capacity [ (10)].
V. CONCLUSION
Real-time traffic over packet switching networks has become
essential to support QoS distributed applications that are more
and more used in different scenarios: from automated factories
to many embedded systems, from LANs to the Internet.
Several timed-token protocols can support real-time dis-
tributed applications, but they give rise to efficiency problems
when the network dimension increases. In particular, the
network bandwidth utilization is significantly reduced.
To overcome these efficiency problems, we designed a new
real-time protocol, named RT-Ring, that can support both
real-time and legacy (non-real-time) data applications over
packet switching ring networks.
Our proposed protocol, RT-Ring, is provided with concur-
rent network access and with spatial reuse policy. These charac-
teristics allow the protocol to achieve high network utilization.
RT-Ring also provides transmission guarantees (proved with a
worst case analysis) to real-time traffic. The worst case analysis
has been used as it is the only way to derive the upper bound to
the network access time and hence to provide guarantees to the
real-time application [6], [36]. An interesting study would con-
sist of a simulation analysis that exploits the bounds (obtained
through the worst case analysis) using some typical traffic sce-
nario. We are considering this study for future work.
Further, since connection among networks is very important,
RT-Ring has the possibility of being connected with the
emerging Differentiated Service Architecture [27]. However,
since in [12] we already described how to connect RT-Ring
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with WANs where diffserv architectures are used, we referred
the readers to [12] for further details.
We did not propose any bandwidth allocation scheme,
as RT-Ring can use one of the efficient allocation schemes
present in the literature (see, for example, [1] and [35]), but we
presented some protocol properties, to facilitate the selection of
one of the bandwidth allocation scheme present in the literature.
We then evaluated the performance aspects of RT-Ring: we
compared its capacities (real-time, non-real-time, and global)
with the corresponding FDDI protocol capacities and we proved
that RT-Ring achieves protocol capacities higher than the FDDI
protocol.
Real-time guarantees, better performance than FDDI, and
compatibility with the Differentiated Service Architecture are
characteristics which make RT-Ring a candidate for a protocol
that is worth implementing in order to support QoS networking
applications with timing requirements.
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