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Abstract
The main research topic of this document revolve around the information
retrieval (IR) field. Traditional IR models rank documents by computing
single scores separately with respect to one single objective criterion. Re-
cently, an increasing number of IR studies has triggered a resurgence of
interest in redefining the algorithmic estimation of relevance, which implies
a shift from topical to multidimensional relevance assessment. In our work,
we specifically address the multidimensional relevance assessment and eva-
luation problems. To tackle this challenge, state-of-the-art approaches are
often based on linear combination mechanisms. However, However, these
methods rely on the unrealistic additivity hypothesis and independence of
the relevance dimensions, which makes it unsuitable in many real situations
where criteria are correlated. Other techniques from the machine learning
area have also been proposed. The latter learn a model from example inputs
and generalize it to combine the different criteria. Nonetheless, these me-
thods tend to offer only limited insight on how to consider the importance
and the interaction between the criteria. In addition to the parameters sen-
sitivity used within these algorithms, it is quite difficult to understand why
a criteria is more preferred over another one.
To address this problem, we proposed a model based on a multi-criteria ag-
gregation operator that is able to overcome the problem of additivity. Our
model is based on a fuzzy measure that offer semantic interpretations of
the correlations and interactions between the criteria. We have adapted this
model to the multidimensional relevance estimation in two scenarii : (i) a
tweet search task and (ii) two personalized IR settings.
The second line of research focuses on the integration of the temporal factor
in the aggregation process, in order to consider the changes of document
collections over time. To do so, we have proposed a time-aware IR model for
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combining the temporal relavance criterion with the topical relevance one.
Then, we performed a time series analysis to identify the temporal query




La problématique générale de notre travail s’inscrit dans le domaine scienti-
fique de la recherche d’information (RI). Les modèles de RI classiques sont
généralement basés sur une définition de la notion de pertinence qui est
liée essentiellement à l’adéquation thématique entre le sujet de la requête
et le sujet du document. Le concept de pertinence a été revisité selon diffé-
rents niveaux intégrant ainsi différents facteurs liés à l’utilisateur et à son
environnement dans une situation de RI. Dans ce travail, nous abordons
spécifiquement le problème lié à la modélisation de la pertinence multidi-
mensionnelle à travers la définition de nouveaux modèles d’agrégation des
critères et leur évaluation dans des tâches de recherche de RI. Pour répondre
à cette problématique, les travaux de l’état de l’art se basent principalement
sur des combinaisons linéaires simples. Cependant, ces méthodes se reposent
sur l’hypothèse non réaliste d’additivité ou d’indépendance des dimensions,
ce qui rend le modèle non approprié dans plusieurs situations de recherche
réelles dans lesquelles les critères étant corrélés ou présentant des interac-
tions entre eux. D’autres techniques issues du domaine de l’apprentissage
automatique ont été aussi proposées, permettant ainsi d’apprendre un mo-
dèle par l’exemple et de le généraliser dans l’ordonnancement et l’agrégation
des critères. Toutefois, ces méthodes ont tendance à offrir un aperçu limité
sur la façon de considérer l’importance et l’interaction entre les critères.
En plus de la sensibilité des paramètres utilisés dans ces algorithmes, est
très difficile de comprendre pourquoi un critère est préféré par rapport à un
autre.
Pour répondre à cette première direction de recherche, nous avons proposé
un modèle de combinaison de pertinence multicritères basé sur un opérateur
d’agrégation qui permet de surmonter le problème d’additivité des fonctions
de combinaison classiques. Notre modèle se base sur une mesure qui permet
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de donner une idée plus claire sur les corrélations et interactions entre les
critères. Nous avons ainsi adapté ce modèle pour deux scénarios de combi-
naison de pertinence multicritères : (i) un cadre de recherche d’information
multicritères dans un contexte de recherche de tweets et (ii) deux cadres de
recherche d’information personnalisée.
Le deuxième axe de recherche s’intéresse à l’intégration du facteur temporel
dans le processus d’agrégation afin de tenir compte des changements occur-
rents sur les collection de documents au cours du temps. Pour ce faire, nous
avons proposé donc un modèle d’agrégation sensible au temps pour combi-
nant le facteur temporel avec le facteur de pertinence thématique. Dans cet
objectif, nous avons effectué une analyse temporelle pour éliciter l’aspect
temporel des requêtes, et nous avons proposé une évaluation de ce modèle
dans une tâche de recherche sensible au temps.
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1.1 Les modèles de recherche d’information clas-
sique et estimation de la pertinence
La recherche d’information (RI) est un domaine de recherche qui intègre des
modèles et des techniques dont le but est de faciliter l’accès à l’information
pertinente pour un utilisateur ayant un besoin en information. Ce besoin
est souvent formulé en langage naturel et exprimé sous forme d’une requête
décrite par un ensemble de mot clés. L’essor du web et la popularisation
d’internet ont propulsé l’information au premier plan et ont ainsi remis la
RI face à de nouveaux défis, à savoir (i) retrouver une information pertinente
dans une masse grandissante de documents qui change dans le temps et qui
(ii) répond aux besoins spécifiques de l’utilisateur. En effet, la limite majeure
des modèles classiques de RI réside en partie dans le fait qu’ils sont basés
sur une approche généraliste, qui considère que le besoin en information est
complètement représenté par sa requête et délivrant alors des résultats ne
tenant compte que des critères de l’adéquation thématique entre les requêtes
et les documents (Vickery, 1959; Cooper, 1971; Harter, 1992). De nombreux
modèles, tels que le modèle vectoriel, le modèle probabiliste et le modèle de
langue, traduisent la pertinence par une fonction d’appariement de distribu-
tion de termes dans les termes et documents. Ces travaux ont certes apporté
des améliorations, mais les performances de ces systèmes dépendent de plu-
sieurs facteurs problématiques. Dans la suite, nous présentons les principaux
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facteurs qui ont entraîné l’émergence de la problématique liée au concept de
pertinence.
1.2 De la pertinence thématique à la pertinence
multidimensionnelle
Des réflexions ont été menées dans le but de mieux cerner la notion de per-
tinence du point de vue de l’utilisateur et d’identifier les différents facteurs
ayant un impact sur cette notion. Les études menées dans ce sens (Borlund,
2003; Saracevic, 2007a) ont montré que la pertinence n’est pas une rela-
tion isolée entre un document et une requête, elle est définie en fonction du
contexte dans lequel la recherche est effectuée. Plusieurs travaux ont suggéré
d’investir des directions telles que la considération d’autres facteurs autres
que le contenu des documents dans le processus de sélection de l’information
pertinente.
Les études menées dans ce sens ont montré que la pertinence est définie selon
différents niveaux intégrant différents facteurs liés à l’utilisateur, à la requête
et à son environnement dans une situation de recherche d’information donnée
(crédibilité et autorité des utilisateurs, diversité, fraîcheur des résultats de
recherche, etc.).
C’est ainsi qu’une nouvelle direction de recherches basée sur la RI multi-
critères est apparue. Cette direction de recherche prometteuse consiste à
combiner des diverses sources d’évidence issues du contexte de l’utilisateur
et de son environnement dans une même infrastructure afin de mieux ca-
ractériser les besoins en information et améliorer les résultats de recherche.
C’est ainsi que plusieurs dimensions de pertinence ont vu leur intégration
dans de nombreuses applications de RI :
– RI mobile (Göker et Myrhaug, 2008; Cong et al., 2009; Bouidghaghen
et al., 2011b)
– RI sociale (Duan et al., 2010; Nagmoti et al., 2010; Ben Jabeur et al.,
2010; Metzler et Cai, 2011; Becker et al., 2011; Ounis et al., 2011; Chen
et al., 2012)
– RI personnalisée (Sieg et al., 2007; Gauch et al., 2003; Daoud et al., 2010;
Bouidghaghen et al., 2011a; Daoud et al., 2011; da Costa Pereira et al.,
2012)
– RI géographique (Mata et Claramunt, 2011; Kishida, 2010; Daoud et
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Huang, 2013)
Chaque cadre de RI a sa spécificité en fonction des différents facteurs de
pertinence qui entrent en jeu dans le processus d’ordonnancements de docu-
ments. En effet, ces critères ont de surcroît des poids d’importance variables
selon la spécificité des tâches adressées, les caractéristiques intrinsèques des
critères et le besoin en information des utilisateurs.
Le défi majeur qui se pose, est alors de trouver, en fonction du cadre, les
méthodes appropriées pour pouvoir agréger les différentes dimensions ou
critères afin d’aboutir à un seul score de pertinence des documents. Différents
schémas basés sur la présence de critères, capturant des aspects potentiels
sur les besoins des utilisateurs, ont été ainsi proposés.
1.3 Problématique
Dans cette thèse, nous nous intéressons à la définition de nouveaux modèles
d’agrégation multicritères pour l’estimation de pertinence multidimension-
nelle en RI. Nous considérons que chaque critère décline une facette de la
pertinence avec un poids d’importance à prédire et que les scores de perti-
nences agrégés sont des fonctions à valeurs discrètes ou non discrètes, dé-
pendantes ou indépendantes. La dépendance peut en outre s’avérer conflic-
tuelle. L’obtention d’un score de pertinence global d’un document retourné,
en réponse à une requête soumise par un utilisateur, consiste à agréger les
scores de pertinence individuels par le biais d’un opérateur ou d’une fonction
d’agrégation.
Pour répondre aux problèmes d’agrégation multicritères, les approches de
l’état de l’art se sont généralement inspirées du contexte scientifique de la
théorie des problèmes de prise de décision multicritères. Ces modèles se
basent généralement sur la définition d’opérateurs d’agrégation s’appuyant
sur des combinaisons linéaires ou non linéaires des scores de pertinence asso-
ciés aux documents (Vogt et Cottrell, 1999; Larkey et al., 2000; Si et Callan,
2002; Craswell et al., 2005; Damak et al., 2011; Wei et al., 2011). Cepen-
dant, ces travaux applicatifs, en dépit de leur simplicité, ont généralement
utilisé des fonctions de combinaison qui se basent sur l’hypothèse non réa-
liste d’additivité ou d’indépendance des dimensions. La propriété additive
des mesures qu’exige ces méthodes les rend non appropriées dans plusieurs
situations réelles dans lesquelles les critères étant (fortement) corrélés (ou
présentant des interactions entre eux) (Saracevic, 2007b; Wolfe et Zhang,
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2010; Carterette et al., 2011; Eickhoff et al., 2013a). En outre, ces limites
ne permettent pas de représenter toutes les préférences des utilisateurs et
conduisent ainsi à des résultats biaisés à cause des critères similaires qui
peuvent affecter les autres critères et donner des scores d’agrégation sures-
timés (ou sous-estimés).
Partant de ce postulat, nous proposons de prendre en compte les relations
pouvant exister entre les critères, et nous proposons un cadre d’agrégation
qui permet d’identifier les préférences des utilisateurs. Nous nous intéressons
plus spécifiquement à deux problématiques principales :
1. Comment modéliser le problème de combinaison de pertinence multi-
dimensionnelle quand il s’agit de critères dépendants ?
(a) Comment identifier les critères les plus importants dans l’évalua-
tion globale de pertinence ?
(b) Comment identifier les synergies ou dépendances entre ces cri-
tères ?
(c) Comment inférer automatiquement les poids d’importance des
dimensions de pertinence ?
(d) Comment personnaliser l’opérateur d’agrégation pour considérer
les préférences des utilisateurs ?
2. Comment intégrer le critère temporel dans le processus d’agrégation
quand il s’agit des collections de documents qui évoluent dans le
temps ?
(a) Comment utiliser le type de requête pour identifier l’importance
du critère temporel ?
(b) Comment modéliser le critère de pertinence temporel avec
d’autres dimensions dans un même schéma d’ordonnancement ?
1.4 Contributions
Afin de pallier le manque de flexibilité des modèles de combinaison clas-
siques, nous proposons deux schémas d’agrégation dont l’un est dédié aux
collections de documents statiques et l’autre est plus adapté aux flux de do-
cuments qui changent dans le temps. Pour chacune de ces approches, nous
détaillons les contributions proposées ci-dessous.
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1. Une approche générique d’estimation de pertinence multidimension-
nelle. Le cadre général de nos travaux de thèse dans la première contri-
bution concerne l’agrégation des dimensions de pertinence, qu’elles
soient interdépendantes ou indépendantes. Dans un premier temps,
nous proposons un modèle de combinaison de pertinence multicritères
basé sur un opérateur flexible. Ce dernier est fondé sur les intégrales
floues utilisées en aide à la décision multicritères (Grabisch, 1995). La
principale originalité de cet opérateur réside dans sa capacité à modéli-
ser des interactions entre les critères grâce à l’utilisation d’une mesure
floue définie sur l’ensemble des critères. Ainsi, cette mesure permet de
surmonter le problème d’additivité des fonctions de combinaison clas-
siques, qui sont incapables de modéliser plusieurs situations du monde
réel. Nous avons adapté ce modèle pour deux scénarios de combinaison
de pertinence multicritères :
(a) Une approche qui se base sur l’intégrale de Choquet discrète
(Choquet, 1953; Grabisch, 1995; Grabisch et Labreuche, 2010),
un opérateur qui a été largement exploité dans le domaine d’aide
multicritères pour la prise de décision (Grabisch et Labreuche,
2010). Parmi nos motivations derrière l’adoption de ce type de
méthodes, est d’essayer de résoudre en partie le problème de dé-
pendance (ou corrélations) pouvant exister entre les critères de
pertinence, comme déjà annoncé dans plusieurs travaux en RI
(Carterette et al., 2011; Eickhoff et al., 2013b). Les principales
contributions (Moulahi et al., 2013, 2014d) dans cette première
partie sont :
i. L’adoption d’un opérateur mathématique qui d’un point de
vue théorique, présente un certain nombre de propriétés qui
semblent être très intéressantes sous l’angle de RI. Notre idée
est de se baser sur la flexibilité et la capacité de cet opérateur
dans la modélisation des dépendances pour éviter le biais in-
troduit à cause des critères redondants ou complémentaires.
L’intuition majeure consiste donc à définir des poids d’im-
portance différents, non seulement sur les critères de perti-
nence individuels, mais aussi sur tous les sous ensembles de
critères. Cette représentation robuste permet de faciliter l’in-
terprétation des degrés d’importance des critères via l’indice
d’interaction et l’indice de Shapley (Grabisch, 1996). Avec ces
caractéristiques, notre méthode de combinaison pourrait être
considérée comme une méta-classe qui permet de généraliser
17
la plupart des fonctions d’agrégation classiques.
ii. La proposition d’un algorithme supervisé pour l’apprentis-
sage des poids d’importance des critères et sous ensembles
de critères. Cet algorithme étant générique, ne dépend ni
de la collection de données ni de la tâche de RI considérée.
Ainsi, il permet de retourner des résultats qui sont facile-
ment interprétables par des humains grâce aux deux indices
d’interaction et de Shapley.
iii. Une évaluation approfondie du modèle d’estimation multi-
critères dans une tâche de recherche de tweets (Ounis et al.,
2011, 2012). Nous avons appliqué le modèle dans une collec-
tion de test standard basée sur les tâches Microblog de TREC
2011 et 2012. Nous nous sommes basés sur des dimensions de
pertinence déjà exploitées dans des travaux de RI sociale sur
Twitter (Duan et al., 2010; Nagmoti et al., 2010).
Dans un second temps, nous présentons une approche d’agré-
gation personnalisée basée sur l’adaptation de la mesure floue
sous-jacente à l’opérateur de Choquet Moulahi et al. (2014b,a,c).
Cette partie comprend deux points clés :
i. Une agrégation pondérée par les préférences des utilisateurs.
A travers la mesure floue, nous avons obtenu un schéma de
pondération facilement personnalisable qui est à la base de la
quantification de l’importance estimée de chaque dimension
pour chaque utilisateur ainsi que leur degré d’interactivité
ou d’interdépendance. Les degrés d’importance des critères
sont estimés selon le même algorithme d’apprentissage déjà
énoncé, en inférant les mesures optimales pour chaque utili-
sateur.
ii. Une évaluation de l’opérateur d’agrégation personnalisé dans
deux contextes de RI différents, dont l’un en se basant sur un
scénario de RI dans les folksonomies et l’autre en utilisant un
contexte de RI contextuelle. Dans ces deux derniers scéna-
rios, nous exploitons respectivement une collection de signets
(bookmark) collectés à partir d’un système d’annotation so-
ciale ainsi que la collection de test standard fournie par la
tâche Contextual Suggestion de TREC 2014 (Dean-Hall et al.,
2013). Pour ces deux cadres de RI, nous montrons l’impact
de la prise en compte des dépendances entre les critères de
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pertinence ainsi que l’impact de leur personnalisation sur les
performances de recherche.
2. Une approche d’agrégation sensible au temps. Le deuxième axe de re-
cherche auquel nous nous sommes intéressés dans cette thèse est l’inté-
gration du critère temporel dans le processus d’agrégation pour tenir
compte des changements occurrants dans les collections de documents
au cours du temps (Moulahi et al., 2015a,c). Les principales contribu-
tions présentées pour répondre à cette problématique incluent :
(a) Une approche d’estimation de pertinence multidimensionnelle
sensible au temps basée sur l’injection du critère temporel au sein
d’un modèle d’agrégation d’ordonnancements. Cette approche
permet d’éliciter l’aspect temporel des requêtes en se basant sur
les séries chronologiques (Moulahi et al., 2015b). Ceci permet
d’identifier les périodes auxquelles fait référence une requête et
donc de favoriser les documents appartenant à cet intervalle de
temps.
(b) Une analyse temporelle des collections de test standards pour va-
lider l’hypothèse de corrélation temporelle entre les termes d’une
même requête. Nous avons ensuite évalué empiriquement notre
approche sensible au temps sur les corpus fournis par les tâches
Temporal Summarization de TREC 2013 et 2014.
1.5 Organisation de la thèse
Cette thèse est constituée d’un chapitre introductif ainsi que de trois prin-
cipales parties, dont la première présente la synthèse des travaux de l’état
de l’art, la seconde partie détaille nos principales contributions et la der-
nière conclut le manuscrit et discute des perspectives de recherche. Nous
présentons le contenu ci-après.
Le chapitre 1 introduit la thèse. Il présente le contexte, les problématiques
de recherche abordées et les contributions issues de nos travaux.
La première partie de cette thèse, intitulée Synthèse des travaux de l’état de
l’art présente le contexte de nos travaux. Compte tenu du cadre de notre
thèse, nous avons axé l’état de l’art sur les travaux de combinaison mul-
ticritères ainsi que sur les méthodes d’apprentissage d’ordonnancements et
d’agrégation sensibles au temps. Cette partie englobe trois chapitres :
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– Le deuxième chapitre intitulé “Concepts de base de la RI classique”
introduit les principaux concepts de base du domaine de RI. Il présente
les principaux modèles de RI ainsi que les mesures d’évaluation utilisées
pour le test des différentes approches proposées dans ce cadre. Une forma-
lisation de tous les modèles et métriques est ainsi proposée. Ce chapitre se
termine par l’étude de l’émergence de la notion de pertinence multidimen-
sionnelle. Il montre aussi l’orientation des travaux vers la RI multicritères
et aborde les problématiques majeures et les verrous scientifiques.
– Le troisième chapitre intitulé “Approches multicritères pour l’estima-
tion de pertinence des documents en RI ” présente une revue critique de
l’état de l’art et des différentes approches proposées pour l’agrégation
multicritères. Il montre ensuite le principe d’agrégation de pertinence
multidimensionnelle en RI. Une formalisation des approches d’agrégation
multicritères issues des problèmes de prise de décision et des méthodes
d’agrégation et apprentissage d’ordonnancements sont également présen-
tées.
– Le quatrième chapitre intitulé “Recherche d’information temporelle et
pertinence : synthèse des travaux de l’art” est dédié aux travaux de la
littérature exploitant le temps dans le cadre des tâches de RI. Il présente
une définition générale des concepts des critères fraîcheur d’information
et récence et propose un schéma général pour catégoriser les travaux de
l’état de l’art suivant la manière avec laquelle l’information temporelle
a été exploitée. Un aperçu sur les collections de test standards existants
ainsi que les cadres d’évaluation des systèmes de RI sensibles au temps
qui pourraient être exploités est également présenté dans ce chapitre.
La deuxième partie de cette thèse, intitulée Contribution à la définition et
l’évaluation de modèles d’agrégation de pertinence multidimensionnelle en
RI, présente nos contributions relatives à l’agrégation de pertinence multidi-
mensionnelle. Elle englobe deux chapitres présentant deux modèles différents
pour la combinaison multicritères :
– Le cinquième chapitre intitulé “Méthode d’agrégation de pertinence
multidimensionnelle : proposition et évaluation dans des tâches de RI
sociales et personnalisées ” est dédié à la présentation de la première
contribution de la thèse. Ce chapitre dresse la problématique et quelques
motivations puis présente une formalisation du problème d’agrégation de
pertinence multidimensionnelle. Ensuite, il présente le modèle d’agréga-
tion basé sur l’intégrale de Choquet discrète, et illustre la particularité
qu’offre cette méthode pour éliciter les degrés d’importance des critères
et identifier les dépendances pouvant exister entre eux.
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La deuxième partie de ce chapitre intitulé “Méthode d’agrégation person-
nalisée de pertinence : évaluation dans une tâche de recherche d’infor-
mation personnalisée” aborde le problème de personnalisation des préfé-
rences utilisateurs dans l’agrégation multicritères. Il décrit une méthode
basée sur l’intégrale de Choquet permettant de personnaliser les poids
d’importance des critères grâce à la flexibilité du concept de mesure floue.
Ce chapitre présente enfin deux cadres d’évaluation dont l’une est dans un
cadre de recherche de tweets et au sein d’une collection de test standard
fournie par la tâche Microblog de TREC. Tandis que l’autre se situe au
niveau des tâches TREC dédiées à la RI personnalisée en l’occurrence
TREC Contextual Suggestion. L’approche est également évaluée dans une
tâche de recherche personnalisée dans les folksonomies. Nous dressons le
cadre expérimental puis les résultats de l’application des deux méthodes
proposées. Ce chapitre est clôturé par une discussion des résultats dans les
deux cadres d’évaluation ainsi qu’une étude de l’importance des différents
critères utilisés.
– Le sixième chapitre intitulé “Vers une approche d’agrégation guidée par
la requête : évaluation dans le cadre d’une tâche de RI sensible au temps”
présente la deuxième partie de nos contributions, relative à l’intégration
de la dimension temporelle dans le processus d’agrégation et d’ordonnan-
cements des documents.
Ce chapitre présente une nouvelle approche d’agrégation sensible au temps
permettant d’adapter les résultats de recherche en fonction des carac-
téristiques temporelles de la requête. Nous y présentons également une
évaluation expérimentale dans le cadre d’une tâche de RI temporelle, en
l’occurrence la tâche “Temporel Summarization” de TREC 2013 et 2014.
La troisième partie, intitulée Conclusion générale (Chapitre 7) discute l’im-










Concepts de base de la RI
classique
2.1 Introduction
La recherche d’information (RI) est un domaine de recherche qui intègre des
modèles et des techniques dont le but est de faciliter l’accès à l’information
pertinente pour un utilisateur ayant un besoin en information. Ce besoin en
information est souvent formulé en langage naturel par une requête décrite
par un ensemble de mots clés. Pour une requête utilisateur, un système de RI
permet de retrouver un sous-ensemble de documents susceptibles d’être per-
tinents, à partir d’une collection de documents, en réponse à cette requête.
L’essor du web a remis la RI face à de nouveaux défis d’accès à l’information,
à savoir retrouver une information pertinente en tenant compte du cadre de
recherche dans lequel se situe l’utilisateur. La problématique majeure de
la plupart des moteurs de recherche classiques réside en partie dans le fait
qu’ils sont basés sur une approche généraliste qui considère que le besoin en
information est complètement représenté par sa requête et délivrant alors
des résultats ne tenant compte que de l’adéquation thématique entre les
documents et les requêtes. Pour pallier à ces lacunes, des réflexions ont été
menées dans le but de mieux cerner la notion de pertinence du point de vue
de l’utilisateur et d’identifier les différents facteurs ayant un impact sur cette
notion (Borlund, 2003). Les études menées dans ce sens ont montré que la
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pertinence n’est pas une relation isolée entre un document et une requête ;
elle est définie selon différents niveaux intégrant différents facteurs liés à
l’utilisateur et à son environnement dans une situation de recherche d’infor-
mation (crédibilité et autorité des auteurs, diversité, accessibilité et fraîcheur
des résultats de recherche, etc.). Ces dernières proposent des techniques de
combinaison de pertinence issues de l’exploitation de plusieurs dimensions
de pertinence pour définir un seul score de pertinence des documents.
Ce chapitre traite des concepts de base de la RI classique ainsi que de l’émer-
gence de la notion de pertinence multidimensionnelle. La section 2.2 présente
tout d’abord les fondements de la RI classique. Nous abordons les notions
et les modèles de base de la RI classique, puis nous présentons la démarche
d’évaluation des systèmes de RI. Dans la section 2.3, nous définissons la no-
tion de pertinence et nous détaillons ses différents propriétés. Ensuite, nous
montrons l’orientation des travaux vers la RI multicritère pour laquelle nous
abordons les problématiques majeures et les verrous scientifiques. La der-
nière section conclut le chapitre.
2.2 Les fondements de la recherche d’information
La recherche d’information (Rijsbergen, 1979; Salton et McGill, 1986; Baeza-
Yates et Ribeiro-Neto, 1999) est la branche de l’informatique qui s’intéresse
à l’acquisition, l’organisation, le stockage, la recherche et la distribution de
l’information. En résumé, un système de RI permet de sélectionner à par-
tir d’une collection de documents, des informations pertinentes répondant
à des besoins utilisateurs, exprimés sous forme de requêtes. Nous abordons
dans la suite de cette section les concepts de base de la recherche d’informa-
tion, puis nous décrivons le processus général d’un système de RI, ensuite
nous passons en revue les principaux modèles de RI et nous présentons la
démarche classique d’évaluation des systèmes de RI classique.
2.2.1 Concepts de base de la recherche d’information
Un système de RI est un système qui permet de retrouver, à partir d’une
collection de documents, les documents susceptibles d’être pertinents à un
besoin en information d’un utilisateur exprimé sous forme d’une requête.
Plusieurs concepts clés s’articulent autour de la définition d’un système de
RI :
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1. Collection de documents : la collection de documents (ou corpus)
constitue l’ensemble des informations (des documents) exploitables et
accessibles. Nous utiliserons dans la suite les termes : corpus ou col-
lection de manière indifférente.
2. Document : le document constitue l’information élémentaire d’une col-
lection de documents. L’information élémentaire, appelée aussi granule
de document, peut représenter tout ou une partie d’un document. Nous
utiliserons dans la suite les termes information ou document pour dé-
signer un granule documentaire.
3. Besoin en information : cette notion est souvent assimilée au besoin
de l’utilisateur. Cosijn et Ingwersen (2000) ont défini trois types de
besoins utilisateur :
– Besoin vérificatif : l’utilisateur cherche à vérifier le texte avec les
données connues qu’il possède déjà. Il recherche donc une donnée
particulière, et sait même souvent comment y accéder. La recherche
d’un article sur Internet à partir d’une adresse connue serait un
exemple d’un tel besoin. Un besoin de type vérificatif est dit stable,
c’est-à-dire qu’il ne change pas au cours de la recherche.
– Besoin thématique connu : l’utilisateur cherche à clarifier, à revoir
ou à trouver de nouvelles informations dans un sujet et domaine
connus. Un besoin de ce type peut être stable ou variable ; il est très
possible en effet que le besoin de l’utilisateur s’affine au cours de la
recherche.
– Besoin thématique inconnu : pour ce type de besoins, l’utilisateur
cherche de nouveaux concepts ou de nouvelles relations hors des su-
jets ou domaines qui lui sont familiers. Le besoin est intrinsèquement
variable et est toujours exprimé de façon incomplète.
4. Requête : la requête est l’expression du besoin en information de l’utili-
sateur. Elle représente l’interface entre le système de RI et l’utilisateur.
Divers types de langages d’interrogation sont proposés dans la litté-
rature. Une requête est un ensemble de mots clés, mais elle peut être
exprimée en langage naturel, booléen ou graphique.
5. Pertinence : la pertinence est une notion fondamentale dans le do-
maine de la RI. La pertinence peut être définie comme la correspon-
dance entre un document et une requête, ou encore une mesure d’in-
formativité du document à la requête (Boughanem et Savoy, 2008).
Borlund (2003) a donné une définition plus large en montrant qu’elle
dépend de nombreux critères liés au contexte de la recherche, tels que :
le degré de correspondance (aboutness), l’utilité (usefulness/utility),
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rentabilité (usability) ou l’importance des résultats retournés par rap-
port aux objectifs, aux intérêts, à la situation intrinsèque du moment.
Ces différents critères ont amené à la catégorisation de la pertinence
utilisateur principalement en 5 classes de pertinence : la pertinence al-
gorithmique, la pertinence thématique, la pertinence cognitive, la per-
tinence situationnelle et la pertinence motivationnelle (ou affective)
(Saracevic, 1996). Elles peuvent être définies comme suit :
– la pertinence algorithmique (ou système) : souvent présentée par un
score de l’adéquation du contenu des documents vis-à-vis de celui de
la requête. Pour mesurer cette adéquation, le système de RI procède
au calcul du degré de similitude du document et de la requête en se
basant sur les représentations internes de chacun de ceux-ci. Le but
de tout système de RI est de rapprocher la pertinence algorithmique
calculée par le système aux jugements de pertinence donnés par des
vrais utilisateurs.
– la pertinence thématique : traduit le degré d’adéquation de l’infor-
mation retrouvée au thème évoqué par le sujet de la requête. C’est
la mesure la plus utilisée dans les moteurs de recherche classiques.
– la pertinence cognitive : représente la relation entre l’état de la
connaissance intrinsèque de l’utilisateur et l’information portée par
les documents telle qu’interprétée par l’utilisateur ; cette pertinence
se caractérise par une dynamique qui permet d’améliorer la connais-
sance de l’utilisateur via l’information renvoyée le long de sa re-
cherche.
– la pertinence situationnelle : est vue comme l’utilité de l’information
retrouvée par rapport à la tâche ou le problème posé par l’utilisateur.
– la pertinence motivationnelle (ou affective) : décrit la relation entre
les intentions, les buts et les motivations de la recherche tels que fixés
par l’utilisateur d’une part et les informations retrouvées d’autre
part.
2.2.2 Processus général de la RI
Le but fondamental d’un système de RI est de sélectionner l’ensemble de
documents pertinents répondant au besoin en information de l’utilisateur.
La réalisation d’un tel système de RI qui permet, à partir d’une requête,
d’ordonnancer les documents consiste principalement à mettre en oeuvre un
processus clé (processus en U de la RI). Il est décomposé en trois principales
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étapes, illustrées dans la Figure 2.1 et détaillées ci-dessous.
Figure 2.1: Processus général de la RI.
Ce processus consiste en deux principales phases : l’indexation et l’interro-
gation.
1. L’indexation consiste à extraire et à représenter le contenu des docu-
ments de manière interne sous forme d’index. Cette structure d’index
permet de retrouver rapidement les documents contenant les mots clés
de la requête.
2. L’interrogation est l’interaction d’un utilisateur final avec le système de
RI, une fois les documents sont représentés sous forme interne d’index.
Suite à une requête utilisateur, le système calcule la pertinence de
chaque document vis-à-vis de la requête utilisateur selon une mesure
de correspondance du modèle de RI, et retourne la liste des résultats
à l’utilisateur.
3. La reformulation du besoin en information est l’étape qui permet de
redéfinir le besoin de l’utilisateur au fur et à mesure de la session de
recherche.
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2.2.2.1 La phase d’indexation
L’indexation recouvre un ensemble de techniques visant à transformer les
documents (ou requêtes) en substituts ou descripteurs capables de repré-
senter leur contenu (Salton et McGill, 1986). Ces descripteurs forment le
langage d’indexation représenté selon une structure souvent basée sur un
ensemble de mots clés ou groupes de mots représentant le contenu textuel
du document. Dès lors, l’indexation consiste à détecter les termes les plus re-
présentatifs du contenu du document. Différents modes d’indexation existent
en RI : l’indexation manuelle, automatique ou semi-automatique.
– Indexation manuelle : lors de l’indexation manuelle, un expert dans le
domaine choisit les termes qu’il juge pertinents dans la description du
contenu sémantique du document. Ce type d’indexation permet d’avoir
un vocabulaire d’index contrôlé ce qui permet d’accroître la consistance
et la qualité de la représentation obtenue.
– Indexation automatique : Ce type d’indexation ne fait pas intervenir d’ex-
pert. L’indexation automatique repose sur des algorithmes associant auto-
matiquement des descripteurs à des parties de document. Dans le cas des
documents textuels, chaque mot est potentiellement un index du docu-
ment qui le contient. Chaque terme selon un processus défini : extraction,
suppression des mots vides, normalisation et pondération (Porter, 1997;
Pirkola et Järvelin, 2001).
– Indexation semi-automatique : c’est une combinaison des deux méthodes
précédentes où le choix final des termes à indexer revient à l’expert.
A la fin de cette étape, les documents sont représentés dans des fichiers index
qui stockent la cartographie des couples terme-document en y associant un
poids. La formule de pondération la plus utilisée est celle basée sur la fré-
quence des termes dans les documents, appelée TF-IDF (Salton et McGill,
1986). L’intuition de cette pondération est de favoriser les termes qui sont à
la fois fréquents dans le document et peu fréquents dans la collection. Cette
dernière condition est basée sur les propriétés de la loi de Zipf (Zipf, 1949)
qui étudie la distribution des termes dans une collection de documents. La
mesure TF-IDF est donnée par la multiplication des deux mesures TF et
IDF comme suit :
TF ∗ IDF = log(1 + TF ) ∗ IDF (2.1)
Les mesures TF et IDF sont définies comme suit :
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1. TF (Term Frequency) : cette mesure a été introduite pour tenir compte
de la fréquence d’un terme dans un document. L’idée sous-jacente est
que plus un terme est fréquent dans un document plus il est impor-
tant dans sa description. Elle représente une “pondération locale” d’un
terme dans un document. On trouve plusieurs variantes de cette me-
sure. Soit le document dj et le terme ti , alors la fréquence TFij du
terme dans le document est donnée selon l’une des formulations sui-
vantes :
TFij = 1 + log(tdij), TFij = tdij∑k tdkj (2.2)
où tdij est le nombre d’occurrences du terme ti dans le document
dj . Le dénominateur est le nombre d’occurrences de tous les termes
dans le document dj . La dernière déclinaison permet de normaliser la
fréquence du terme pour éviter les biais liés à la longueur du document.
2. IDF (Inverse Document Frequency) : ce facteur mesure la fréquence
d’un terme dans toute la collection, c’est la “pondération globale”.
En effet, un terme fréquent dans la collection, a moins d’importance
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avec N est la taille (nombre de documents) de la collection et ni le
nombre de documents contenant le terme ti.
2.2.2.2 La phase d’appariement document-requête
L’interrogation du système implique un processus d’interaction de l’utili-
sateur avec le système de RI illustré dans la figure 2.1. Cette interaction
comprend : (1) la formulation d’une requête par l’utilisateur traduisant son
besoin en information ; (2) la représentation de la requête sous forme in-
terne selon le langage d’indexation défini ; et (3) la correspondance entre
la requête et les documents par exploitation de l’index et la présentation
des résultats. Plus précisément, l’interrogation implique le scénario suivant :
l’utilisateur exprime son besoin en information sous la forme d’une requête.
Le système interprète la requête et crée son index qui sera compatible avec le
modèle d’index des documents. Ensuite, le système évalue la pertinence des
documents par rapport à cette requête en utilisant une fonction de corres-
pondance. Cette fonction exploite l’index généré dans la phase d’indexation
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dans le but de calculer un score de similarité (en anglais Relevance Status
Value), notée RSV (Q, D), entre la requête indexée Q et les descripteurs du
document D. Différents modèles de RI ont été proposés dans la littérature
tentent de formaliser la pertinence en partant des modèles naïfs basés sur
l’appariement exact vers des modèles plus élaborés basés sur l’appariement
rapproché. Le résultat est une liste de documents généralement triée par
ordre de valeur de correspondance décroissante, c’est-à-dire du plus perti-
nent au moins pertinent, et présenté à l’utilisateur. Celui ci apporte son
jugement sur les documents renvoyés par le système selon des critères liés à
son besoin en information et au cadre de recherche dans lequel il se situe.
2.2.2.3 La phase de reformulation du besoin en information
La reformulation du besoin en information est l’étape qui permet de redéfinir
le besoin de l’utilisateur au fur et à mesure de la session de recherche. Cette
étape peut être effectuée :
– Manuellement, dans le cas où l’utilisateur soumet lui-même une nouvelle
requête.
– De façon automatique, lorsque le système de RI s’appuie sur les termes im-
portants dans les documents les plus pertinents ou visités par l’utilisateur
qui sont réutilisés.
2.2.3 Aperçu des principaux modèles de RI
Un modèle de RI se définit principalement, par sa modélisation de la mesure
de la pertinence document-requête, mais aussi par sa représentation des
documents et sa représentation des requêtes. Une taxonomie des modèles
a été présentée par (Baeza-Yates et Ribeiro-Neto, 1999) et présente quatre
familles principales.
Comme illustrée dans la Figure 2.2, les modèles reposent sur le texte des
documents (modèles de RI classiques et modèles basés sur le texte semi-
structuré), les liens entre les documents (modèles orientés web) et les docu-
ments multimédia (recherche d’images, de musiques, d’audio ou de vidéos).
Compte tenu des concepts utilisés dans nos contributions, nous présentons
dans cette sous-section les modèles appartenant à la catégorie des modèles
de RI classiques reposant respectivement sur la théorie des ensembles, les
méthodes algébriques et les probabilités. Pour ce faire, nous considérons les
notations suivantes :
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Figure 2.2: Taxonomie des modèles de RI (Baeza-Yates et Ribeiro-Neto,
2011)
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– L’index I est modélisé par le vecteur I = (t1, . . . , tv, . . . , tV ) où chaque
élément tv représente un terme de l’index I et V correspond au nombre
de termes dans l’index.
– La collection de documents est notée D = {d1, . . . , di, . . . , dN} où N repré-
sente le nombre de documents dans la collection.
– L’ensemble de requêtes est noté Q = {q1, . . . , qh, . . . , qZ} où Z représente
le nombre de requêtes.
– Le document di ∈ D est modélisé vecteur de poids di =(wi1 , . . . ,wiv , . . . ,wiV ) où chaque élément wiv représente le poids du terme
tv pour le document di.
– La requête qh ∈ Q est modélisée par un vecteur qh =(wh1 , . . . ,whv , . . . ,whV ) où chaque élément whv représente le poids
du terme tv pour la requête qh.
– La fonction d’appariement est notée RSV (di, qh) et retourne le score de
similarité du document di par rapport à la requête qh.
2.2.3.1 Modèle booléen
Le modèle booléen (Salton, 1968) est basé sur la théorie des ensembles. Dans
ce modèle, les documents et les requêtes sont représentés par des ensembles
de mots clés. Chaque document est représenté par une conjonction logique
des termes non pondérés qui constitue l’index du document. Un exemple de
représentation d’un document est comme suit : d = t1 ∧ t2 ∧ t3... ∧ tn.
Une requête est une expression booléenne dont les termes sont reliés par des
opérateurs logiques (OR, AND, NOT) permettant d’effectuer des opérations
d’union, d’intersection et de différence entre les ensembles de résultats asso-
ciés à chaque terme. Un exemple de représentation d’une requête est comme
suit : q = (t1 ∧ t2) ∨ (t3 ∧ t4). La fonction de correspondance est basée sur
l’hypothèse de présence/absence des termes de la requête dans le document
et vérifie si l’index de chaque document d implique l’expression logique de
la requête q. Le résultat de cette fonction, décrite comme : RSV (q, d) = 1,0,
est binaire.
2.2.3.2 Modèle vectoriel
Dans ces modèles, la pertinence d’un document vis-à-vis d’une requête est
définie par des mesures de distance dans un espace vectoriel. Le modèle
vectoriel (Salton, 1971) représente les documents et les requêtes par des
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vecteurs d’un espace à n dimensions, les dimensions étant constituées par
les termes du vocabulaire d’indexation. L’index d’un document dj est le
vecteur d⃗j = (w1,j ,w2,j ,w3,j , . . . ,wn,j), où wk,j ∈ [0,1] dénote le poids du
terme tk dans le document dj . Une requête est également représentée par un
vecteur q⃗ = (w1,q,w2,q,w3,q, ..,wn,q), où wk,q est le poids du terme tk dans la
requête q. La fonction de correspondance mesure la similarité (l’angle) entre
le vecteur requête et les vecteurs documents. Il existe à ce jour plusieurs
mesures dont les plus connues sont les suivantes :
– Le produit scalaire :
RSV (q⃗, d⃗j) = cos(q⃗, d⃗j) (2.4)
– La mesure de cosinus où RSV (q, dj) = q⃗⋅d⃗j∣∣q⃗∣∣⋅∣∣d⃗j ∣∣ où ∣∣x⃗∣∣ représente la norme
euclidienne du vecteur x⃗.
– La mesure de Jaccard où RSV (q, dj) = ∣q⃗∩d⃗j ∣∣q⃗∪d⃗j ∣ où ∣q⃗ ∩ d⃗j ∣ correspond au
nombre de termes présents à la fois dans la requête q et le document dj
tandis que ∣q⃗∪ d⃗j ∣ représente le nombre de termes contenus dans la requête
q ou le document dj
– La mesure de Dice où RSV (q, dj) = 2⋅∣q⃗∩d⃗j ∣∣q⃗∣+∣d⃗j ∣ où ∣d⃗j ∣, respectivement ∣q⃗∣, an-
note le nombre de termes dans le document dj , respectivement la requête
q.
A l’inverse du modèle booléen, la fonction de correspondance évalue une cor-
respondance partielle entre un document et une requête, ce qui permet de
retrouver des documents qui ne satisfont la requête qu’approximativement.
Les résultats peuvent donc être ordonnés par ordre de pertinence décrois-
sante. L’inconvénient de ce modèle est qu’il repose sur l’hypothèse d’indé-
pendance des termes –bag of words– alors que ce sont parfois les expressions
ou les groupes de mots qui enrichissent la sémantique du document. Une des
réponses à ce problème réside dans la considération des N-grammes (Song
et Croft, 1999), permettant de regrouper des termes successifs qui peuvent
avoir du sens ensemble.
2.2.3.3 Modèle probabiliste
Ce modèle est fondé sur le calcul de la probabilité de pertinence d’un docu-
ment pour une requête (Maron et Kuhns, 1960; Robertson et Jones, 1976;
Salton et McGill, 1986). Nous distinguons deux principales catégories de
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modèles probabilistes : les modèles probabilistes classiques et les modèles de
langues.
Les modèles probabilistes classiques. Ces modèles (Robertson et Wal-
ker, 1994; Robertson et al., 1995) reposent sur la distribution de probabilité
des termes pour identifier la similarité document-requête. Le principe de ce
modèle (Robertson et al., 1995) est de favoriser les documents à la fois ca-
ractérisés par une forte probabilité d’être pertinents (événement P ) et une
faible probabilité d’être non pertinent (événement P ). Le score de pertinence
d’un document dj par rapport à la requête q est estimé comme suit :
RSV (q, dj) = P (P ∣di)
P (P ∣dj) (2.5)
où P (P ∣dj), respectivement P (P ∣dj), représente la probabilité de pertinence,
de non pertinence, par rapport à la requête q compte tenu du document dj .
Cette fonction d’appariement peut être estimée ainsi :
RSV (q, dj) = ∏
tv∈q
pv(1 − qv)
qv(1 − pv) (2.6)
avec pv = rvn et qv = Rv−ruN−n , et où tv ∈ q correspond à l’ensemble des termes
tv de la requête q. pv et qv représentent respectivement la probabilité que
le terme tv apparaisse dans le document dj sachant qu’il est pertinent, res-
pectivement non pertinent, par rapport à la requête. Ces probabilités sont
estimées par maximum de vraisemblance sur l’ensemble de la collection D et
dépendent du nombre total R de documents pertinents, dont rv documents
contenant tv, ainsi que le nombre total N de documents dans la collection
incluant n documents pertinents. Après développement et en ajoutant un
coefficient de 0.5, afin d’éviter de diviser par 0, la formule finale, est la
suivante :
RSV (q, dj) = ∏
tv∈q
(rv + 0.5)(N − nv −R + rv + 0.5)(nv − rv + 0.5)(R − rv + 0.5) (2.7)
De nombreuses applications du modèle probabiliste ont été proposées dans
la littérature, telles que le Okapi BM25 (Robertson et al., 1995) ou le mo-
dèle binaire BIR (Yu et Salton, 1976). Le modèle le plus utilisé est le modèle
Okapi BM25. Les atouts majeurs de ce modèle consistent en la considération
de la longueur des documents dans le calcul de la pertinence et de la fré-
quence des termes dans la collection, conformément à la loi de (Zipf, 1949).
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La fonction d’appariement est présentée dans l’équation ci-dessous :
RSV (q, dj) = ∑
tv∈q
(N − nv) + 0.5
nk + 0.5 fiv ⋅ (k1 + 1)fiv + k1 ⋅ (1 − b + b⋯ ∣di∣avgdl ) (2.8)
où N représente la taille de la collection, nv le nombre de documents qui
contiennent le terme tv. La fréquence du terme tv dans le document di est
notée fiv. ∣dj ∣ représente la longueur du document dj tandis que la longueur
moyenne des documents est notée avgdl. Deux paramètres, respectivement
k1 et b sont utilisés et ont obtenu par expérimentation les valeurs optimales
suivantes : k1 ∈ [1.2; 2.0] et b = 0.75.
Les modèles de langue. Le principe des modèles de langue (Ponte et
Croft, 1998) repose sur le fait que la pertinence d’un document estime la
similarité entre la requête et le modèle de langue du document θd. Le score
de similarité RSV (q, dj) est calculé comme suit :
RSV (q, dj) = P (q∣θd) = ∏
tv∈qP (tv ∣θdj) (2.9)
où P (q∣θdi) représente la probabilité de la requête q sachant le modèle de
langue θdi du document d. Pour chaque terme tv appartenant à la requête
q, sa probabilité par rapport au modèle de langue θdj du document d est
notée P (q∣θdj). Cette dernière probabilité s’appuie sur une estimation de la
fréquence des termes de la requête q dans le document d mais est annulée
pour les documents ne contenant pas tous les termes de la requête. Dans
ce cas particulier, le score de similarité du document est nul alors que le
document pourrait partiellement répondre au besoin en information formulé
par la requête. Pour pallier cet inconvénient, des techniques de lissage ont
été proposées (Jelinek et Mercer, 1980; MacKay et Peto, 1994; Chen et
Goodman, 1996). Ces dernières s’appuient sur un modèle de référence, en
l’occurrence celui de la collection, pour estimer la pertinence d’un terme sur
ce modèle de référence.
2.2.4 Évaluation des performances des systèmes de RI
L’évaluation d’un système de RI permet de vérifier l’efficacité des modèles
mis en œuvre pour l’identification des documents pertinents. Dans cette
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section, nous présentons le cadre d’évaluation d’un système de RI ainsi que
les mesures d’évaluation sous-jacentes.
2.2.4.1 Collections de test
La collection de test constitue le contexte d’évaluation, c’est-à-dire les élé-
ments qui vont servir à évaluer un modèle de RI. Une collection de test
regroupe un ensemble de documents, des requêtes formulant des besoins
en information et des jugements de pertinence associés qui recensent les
documents pertinents pour chacune des requêtes. Cette approche d’évalua-
tion correspond au paradigme de Cranfield (Cleverdon, 1997) qui a suscité
le développement de nombreuses campagnes d’évaluation depuis les années
1970. Ces dernières présentent l’avantage de cibler une tâche particulière et
d’évaluer l’efficacité des systèmes répondant à cette tâche. Les campagnes
d’évaluation les plus connues sont :
1. La campagne TREC 1 –Text REtrieval Conference– est une des pre-
mières des campagnes qui regroupe à ce jour un large panel de tâches,
telles que la recherche ad-hoc, ou également les tâches de recherche
dans les microblogs ou celles orientées pour les systèmes de questions-
réponses.
2. La campagne INEX –Initiative for the Evaluation of XML Retrieval–
oriente ses tâches de recherche vers des collections de documents struc-
turés.
3. La campagne CLEF 2 –Conference and Labs of the Evaluation Forum–
propose des campagnes dans des langues différentes de l’anglais, traité
majoritairement dans les campagnes TREC. En plus de proposer des
tâches de recherche sur des documents, cette campagne fournit égale-
ment des collections d’images associées à des annotations.
4. La campagne NTCIR 3 a aussi développé diverses collections d’essais,
avec une attention particulière aux langues d’Asie de l’Est et la re-
cherche d’information multilingue. Les requêtes sont faites dans une
langue, toutefois, les collections de documents contiennent des docu-
ments dans une ou plusieurs autres langues. Cette campagne propose
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de questions-réponses (Q&A task), RI mobile (tâche MobileClick-2),
RI temporelle, etc.
Dans TREC, les recherches étaient centrées au départ (de TREC 1 à TREC
6) sur deux tâches principales : la tâche de routage et la tâche ad-hoc. La
tâche ad-hoc est constituée d’un ensemble de nouvelles requêtes qui sont
lancées sur une collection de documents fixés, et la tâche de routage est
composée d’un ensemble de requêtes fixes lancées sur une collection de do-
cuments en évolution. L’émergence de la RI orienté utilisateur a recentré ce
dernier au sein du processus d’évaluation. De nouvelles tâches considérant
la dimension de l’utilisateur sont apparues, parmi lesquelles :
1. La tâche TREC Interactive : qui consiste en la résolution d’un besoin
complexe. Les participants doivent alors fournir les fichiers log qui re-
censent les interactions des utilisateurs (requêtes soumises, documents
visités, ...).
2. La tâche TREC Contextual Suggestion : qui consiste en une suggestion
de documents à partir d’un ensemble de profils utilisateur et d’un
contexte, traduisant respectivement les préférences et la localisation
des utilisateurs.
3. La tâche TREC Session Search : qui consiste en l’ordonnancement des
documents vis-à-vis d’une requête particulière, soumise à un moment
donné de la session, à partir de l’historique de recherche antérieur d’un
utilisateur (requêtes reformulées antérieurement et leurs ordonnance-
ments et jugements de pertinence associés).
Chacune de ces tâches d’évaluation propose une ou plusieurs collections
de tests, généralement composées : d’une collection de documents, d’une
collection de requêtes, et des jugements de pertinence des documents par
rapport à ces requêtes.
1. Collection de requêtes : appelées aussi “topics”, simule l’activité de
recherche de l’utilisateur. Pour exploiter au mieux les caractéristiques
de la collection de documents et avoir une évaluation assez objective, il
est important de créer un ensemble de quelques dizaines de requêtes et
qui soient adéquates par leur longueur, les thèmes abordés, leur forme,
etc. Les requêtes sont généralement artificielles formulées par des as-
sesseurs qui participent à la compagne d’évaluation, mais elle peuvent
aussi être de vraies requêtes extraites à partir de log de recherche Web
comme c’est le cas pour la tâche Web de TREC.
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2. Corpus de documents : c’est un ensemble de documents sur lesquels les
systèmes de RI posent des requêtes et récupèrent les documents per-
tinents. Il existe de très nombreux ensembles de documents en accès
libre, notamment sur le Web : des documents plus ou moins vulgari-
sés, plus ou moins spécialisés dans un domaine, dans une langue ou
une autre, etc. Le choix d’une collection ou autre dépend de la tâche
de recherche que l’on veut évaluer, pour garantir une représentativité
par rapport à la tâche. De même que la spécification du volume des
collections de documents utilisées dans l’évaluation est relativement
dépendante de la tâche de recherche impliquée dans le système de RI
à évaluer, pour garantir une diversité des sujets et du vocabulaire.
3. Jugements de pertinence : Les jugements de pertinence indiquent pour
chaque document du corpus s’il est pertinent, et parfois même à quel
degré il l’est, pour chaque requête. Pour établir ces listes de documents
pour toutes les requêtes, les utilisateurs (ou des testeurs simulant des
utilisateurs) doivent examiner chaque document de la base de docu-
ments, et juger s’il est pertinent par rapport à une requête donnée.
Dans les programmes d’évaluation tels que TREC, les collections de
documents contiennent plus d’un million de documents, ce qui rend
impossible le jugement exhaustif de pertinence. Ainsi, dans le cas de
grandes collections, les jugements de pertinence sont construits selon la
technique de pooling, effectuée à partir des 1000 premiers documents
retrouvés par les systèmes participants. Cette technique est souvent
utilisée dans les compagnes d’évaluation telles que TREC ou CLEF.
2.2.4.2 Protocole d’évaluation
Le protocole d’évaluation dans le modèle d’évaluation orienté-laboratoire
définit une méthodologie rigoureuse et efficace pour comparer plusieurs sys-
tèmes de RI, stratégies de recherche, ou algorithmes sur une même base, en
spécifiant trois composants non indépendants qui sont : le nombre de topics
utilisés, les mesures d’évaluation utilisées et la différence de performances
requises pour considérer qu’une stratégie de recherche est meilleure qu’une
autre (Buckley et Voorhees, 2000). L’évaluation de l’efficacité de chaque
stratégie de recherche consiste à évaluer la liste des résultats obtenus pour
chaque requête de test. Cette évaluation est à la base de la correspondance
entre la pertinence algorithmique calculée par le système et la pertinence
donnée par les assesseurs. L’efficacité globale d’une stratégie de recherche
est calculée comme étant la moyenne des précisions calculées selon une me-
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sure donnée sur l’ensemble des topics dans la collection de test. Les proto-
coles d’évaluation utilisés se basent sur des métriques, nous présentons dans
la suite les mesures les plus courantes dont les plus classiques “Rappel” et
“Précision”.
2.2.4.3 Mesure d’évaluation
Les mesures d’évaluation permettent d’estimer quantitativement l’efficacité
d’un système. L’objectif est d’identifier, pour chaque requête la capacité du
système à retourner des documents pertinents. La principale difficulté d’un
système de RI est de reposer sur un modèle qui retourne le maximum de do-
cuments pertinents sans augmenter le nombre de documents non pertinents
retournés. Chaque requête q est évaluée individuellement au moyen d’une
mesure statistique estimée au rang r de la liste l retournée par le système de
RI. La mesure est ensuite agrégée sur l’ensemble des requêtes de la collection
de test afin d’obtenir la mesure d’efficacité moyenne du système.
Nous présentons dans la suite les mesures les plus classiques de “Rappel” et
de “Précision”, ainsi qu’un ensemble de mesures les plus courantes.
1. Rappel et précision : étant donnée une requête q, les documents de la
collection peuvent être classifiés en fonction de leur rapport à la requête
(pertinents/non pertinents). On considère ∣S∣ le nombre de documents
sélectionnés par un système de RI pour la requête q. On considère de
plus, le nombre ∣P ∣ des documents pertinents dans la collection pour
cette requête et ∣PS∣ le nombre des documents pertinents sélection-
nés par le système. La mesure de précision calcule alors la capacité
du système à rejeter tous les documents non pertinents pour une re-
quête. Elle est donnée par le rapport entre les documents sélectionnés
pertinents et l’ensemble des documents sélectionnés :
Précision = ∣PS∣∣S∣ (2.10)
Le rappel mesure la capacité du système à renvoyer tous les documents
pertinents pour une requête. Il est donné par le rapport entre les docu-
ments pertinents sélectionnés et l’ensemble des documents pertinents
pour la requête :
Rappel = ∣PS∣∣P ∣ (2.11)
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La précision mesurée indépendamment du rappel (et inversement) est
peu significative. En pratique, les valeurs du rappel et de précision sont
conjointement calculées à chaque document restitué pour les i premiers
documents dans la liste des réponses du système. Ces deux mesures
évoluent en sens inverse. Intuitivement, si on augmente le rappel en
retrouvant plus de documents pertinents, on diminue la précision en
retrouvant aussi plus de documents non pertinents. Inversement, une
plus grande précision risque de rejeter des documents pertinents dimi-
nuant ainsi le rappel. Le comportement d’un système peut varier en
faveur de la précision ou en faveur du rappel au détriment de l’autre
métrique.
2. F-mesure : c’est une mesure qui combine la précision et le rappel,
nommée F-mesure ou F-score introduite dans (Rijsbergen, 1979) et
définie par :
Fβ = (1 + β2) ⋅ (précision ⋅ rappel)(β2 ⋅ précision + rappel) (2.12)
pour des valeurs réelles positives de β traduisant l’importance relative
du rappel et de la précision. Un cas particulier de la mesure générale
Fβ est comme par la mesure F1 (β = 1), dans ce cas particulier la
F-mesure définit la moyenne harmonique du rappel et de la précision :
F = 2 ⋅ précision ⋅ rappel
précision + rappel (2.13)
3. précision@X : c’est la précision à différents niveaux de coupe. Cette
précision mesure la proportion des documents pertinents retrouvés
parmi les X premiers documents retournés par le système.
4. R-précision : cette précision mesure la proportion des documents per-
tinents retrouvés après que R documents ont été retrouvés, où R est
le nombre de documents pertinents pour la requête considérée.
5. Précision moyenne (Mean Average Precision) : c’est la moyenne des
précisions moyennes (Average precision-AP) obtenues sur l’ensemble
des requêtes à chaque fois qu’un document pertinent est retrouvé :
MAP = ∑q∈QAPq∣Q∣ (2.14)
avec APq est la précision moyenne d’une requête q, Q est l’ensemble
des requêtes et ∣Q∣ est le nombre de requêtes. Cette mesure peut être
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qualifiée de globale puisqu’elle combine différents points de mesure.
Cette précision peut être aussi calculée à différents niveaux de rappel
(0%,10%,20%, ...,100%), elle est alors appelée : précision moyenne in-
terpolée (MAiP). Pour chaque niveau de rappel, les valeurs calculées
sont moyennées sur tout l’ensemble des requêtes.
6. La mesure BPREF : dans le cas de collections volumineuses, la
construction de jugements de pertinence complets est diffcile voir im-
possible puisque elle est très coûteuse en terme de temps. Afin de
pallier cet inconvénient, (Buckley et Voorhees, 2000) ont proposé la
mesure BPREF (Binary PREFerence-based measure). Cette mesure
ne considère que les documents jugés et elle prend en compte les do-
cuments pertinents et les documents non pertinents. Elle est donnée





1 − n classés avant r
R
(2.15)
Avec R le nombre de documents pertinents pour la requête, r est un
document pertinent et n est le nombre de documents non pertinents
classés avant le document pertinent r.
7. Mean Reciprocal Rank (MRR) : une autre mesure basée rang est la
métrique Mean Reciprocal Rank. Elle permet d’évaluer le nombre de
documents qu’il faut considérer avant de retrouver le premier docu-
ment pertinent. Elle est égale à la moyenne calculée sur l’ensemble des
requêtes, du rang du premier document pertinent.
MRR = 1∣Q∣ Q∑i=1 1ranki (2.16)
MRR est nulle pour une requête si aucun document pertinent n’est
retourné par le système. Cependant, MRR donne un score élevé pour
un système qui retourne des documents pertinents en haut de la liste
présentée à l’utilisateur. Cette mesure est couramment utilisée dans
les systèmes Questions-Réponses où l’utilisateur s’intéresse à recevoir
la bonne réponse en premier rang.
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2.3 De la pertinence thématique à la pertinence
multidimensionnelle
La littérature concernant le domaine de la RI a connu un très grand nombre
de publications portant sur le concept de pertinence durant les deux der-
nières décennies (Saracevic et al., 1974; Schamber, 1991; Barry, 1994; Miz-
zaro, 1998; Cosijn et Ingwersen, 2000; Saracevic, 2007b). La dimension de
pertinence la plus couramment utilisée est la pertinence thématique (ou aussi
topicale (Vickery, 1959)) qui traduit la proximité des sujets des requêtes et
de documents. Plusieurs travaux ont souligné que ce critère thématique est
la dimension principale de pertinence et que tous les autres critères en sont
dépendants (Saracevic, 2007b). Cependant, un nombre considérable d’études
ont souligné l’aspect multidimensionnel de ce concept (Saracevic et al., 1974;
Schamber, 1991; Barry, 1994; Cosijn et Ingwersen, 2000; Borlund, 2003;
Duan et al., 2010; Saracevic, 2007b). Dans cette section, nous présentons les
différents travaux liés à la modélisation de pertinence et nous abordons les
problématiques majeures et les verrous scientifique liés à l’estimation de la
pertinence multidimensionnelle.
2.3.1 Notion de pertinence multidimensionnelle
Le concept de pertinence est incontestablement au centre d’une activité de
recherche d’information comme en témoignent les nombreux travaux qui en
ont fait l’objet d’étude (Saracevic, 1976; Borlund, 2003; Saracevic, 2007b).
L’un des résultats phares qui ressort de ces travaux est que la pertinence
est estimée en globalité selon un ensemble de dimensions qui s’apparentent
à des familles de critères ; parmi ces différentes dimensions, on cite les plus
reconnues dont : la pertinence thématique (contenu et méta-contenu), la per-
tinence situationnelle (temps et géolocalisation) et la pertinence cognitive
(expertise, centres d’intérêts). Un autre résultat important est l’interdépen-
dance de ces dimensions pour inférer la pertinence globale d’un document
(Nagmoti et al., 2010; Saracevic, 2007b). En clair, un utilisateur juge de la
pertinence d’un document en tenant compte conjointement de l’ensemble
des critères de pertinence ; à titre d’exemple, un document est d’autant plus
pertinent du point de vue du contenu que l’expertise de l’utilisateur est en
lien avec ce contenu. Le Tableau 2.1 recense l’ensemble des travaux qui ont
modélisé et exploité le concept pertinence.
Les travaux respectifs de (Cuadra et Katter, 1967) et (Rees et Schultz, 1967)
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Références Critères de pertinence étudiés
(Cuadra et Katter, 1967; Rees et
Schultz, 1967)
40 critères comprenant le style et le
niveau de difficulté du document.
(Cooper, 1973) Nouveauté (Novelty), informative-
ness, crédibilité, importance, clarté,
facteurs positifs/négatifs
(Taylor, 1986) Facilité d’utilisation (Ease of use),
réduction du bruit, qualité, adapta-
bilité, gain de temps
(Schamber, 1991) 10 critères (3 catégories ; informa-
tion, source, présentation)
(Su, 1992, 1994) 20 mesures (groupes : succès, effi-
cacité, utilité, satisfaction de l’uti-
lisateur)
(Barry, 1994) 24 Critères groupés en 7 classes
(Saracevic, 1996) Pertinence (Topicale, algorith-
mique, cognitive, situationnelle,
motivationnelle/affective)
(Mizzaro, 1998) Ressources d’informations, pro-
blèmes utilisateurs, temps, compo-
sants
(Cosijn et Ingwersen, 2000) Pertinence topicale, cognitive, si-
tuationnelle, socio-cognitive
(Borlund, 2003) Pertinence topicale, cognitive, si-
tuationnelle
Table 2.1: Synthèse des travaux liés à la pertinence multidimensionnelle.
ont analysé les facteurs impactant la perception de pertinence des utilisa-
teurs et ont identifié 40 variables possibles qui peuvent influencer le jugement
des documents. Dans la même direction de recherche, Barry (1994) a mené
une étude exploratoire dans laquelle elle a repéré 23 catégories de pertinence.
Ces catégories incluent plusieurs critères parmi lesquels des dimensions liées
au contexte de l’utilisateur (situation, environnement) et d’autres liées à
la qualité du document source (autorité et réputation). Plus tard, les re-
cherches sur la pertinence se sont focalisées sur d’autres aspects qui sont
plutôt liés à l’utilisateur (Cosijn et Ingwersen, 2000; Borlund, 2003). A titre
d’exemple, (Borlund, 2003) a souligné l’importance de 3 dimensions de per-
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tinence : topicale, cognitive et situationnelle. De nombreux autres travaux
en RI ont aussi mis en exergue à la fois l’importance et la complexité du
concept pertinence (da Costa Pereira et al., 2009, 2012; Gerani et al., 2012),
mais ces derniers se sont focalisés sur la modélisation d’approches théoriques
pour la combinaison des critères de pertinence potentiels identifiés.
2.3.2 Facteurs d’émergence des approches multicritères pour
la RI
La limite majeure de la RI classique est qu’elle est basée sur une approche
généraliste qui évalue invariablement les requêtes des utilisateurs et délivrent
des résultats sans tenir compte des différents critères pouvant impacter le
jugement de pertinence des utilisateurs tels que ses préférences ou son envi-
ronnement de recherche (localisation, dispositif de recherche). La figure 2.3
montre un exemple des différents critères qui peuvent impacter les jugement
de pertinence selon le contexte de RI donné.
Figure 2.3: Un exemple de cadre de RI avec les différents facteurs de per-
tinence associés.
Par exemple, dans un contexte de RI géographique, un utilisateur en dépla-
cement qui émet la requête “restaurant pas cher” s’intéresse plus aux restau-
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rant proches de sa localisation que ceux qui sont dans une autre zone géogra-
phique. Donc le critère emplacement est très important dans ce contexte de
recherche. Un système de RI idéal doit inclure cette dimension de pertinence
dans son évaluation des restaurants à retourner. Le critère “prix” (pas cher)
est aussi important pour l’utilisateur. De plus, si le système de RI dispose
des données précédentes (historique de recherche) de l’utilisateur, il pour-
rait tenir compte de ses préférences dans le classement des résultats (e.g.,
s’il préfère des restaurants touristiques, café-restaurant, etc). Par ce type de
requête, l’objectif principal de la RI peut être formulé comme suit : le sys-
tème de RI se propose de choisir à partir d’un ensemble de documents ceux
répondant au mieux aux différents critères d’un utilisateur. Cette probléma-
tique est traitée par les approches de RI multicritères. L’émergence de ces
méthodes est principalement dûe à la la prolifération des ressources d’infor-
mation hétérogènes (blogs, tweets), la diversité des besoins en informations
des utilisateurs ainsi que l’apparition de plusieurs cadres de RI (sociale, mo-
bile, géographique) qui permettent aux systèmes de RI d’exprimer le besoin
en information en fonction de plusieurs facteurs.
2.3.3 Verrous scientifiques
L’importance de la notion de pertinence est liée au fait que la notion sous-
jacente est le fondement des modèles d’ordonnancement de documents en
réponse à une requête, qui est la finalité même d’un système de RI (Baeza-
Yates et Ribeiro-Neto, 1999). Sa complexité est, quant à elle, subordonnée
à plusieurs propriétés :
1. Multiplicité des dimensions : qui peuvent être de surcroît, interdépen-
dantes ; même si de nombreux travaux du domaine se sont focalisés
sur la dimension thématique seule, force est de constater que de nom-
breux autres travaux ont prouvé empiriquement l’impact conjoint de
plusieurs dimensions sur l’estimation de la pertinence finale, comme
la tâche et la situation de recherche (Borlund, 2003; Saracevic, 2007b;
Taylor et al., 2007). Considérons à titre d’exemple, une tâche de re-
cherche de tweets ; des analyses expérimentales ont montré que la per-
tinence d’un tweet en réponse à une requête, est impactée principa-
lement par la conjonction de trois dimensions qui sont le sujet et la
fraîcheur du tweet et l’autorité du tweeterer qui l’a émis (Nagmoti
et al., 2010).
2. Subjectivité qui entoure les dimensions : la plupart d’entre elles ne sont
pas basées sur des estimations objectives puisqu’elles sont fortement
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liées à la perception personnelle des utilisateurs impliqués dans la tâche
de RI ; on cite à titre d’exemple les centres d’intérêt, l’expertise et les
préférences des utilisateurs.
3. Modélisation de la pertinence : définir des opérateurs capables d’agré-
ger des scores de pertinence partiels (relatifs à chaque dimension) en
tenant compte de leur interdépendance éventuelle. Cette probléma-
tique a été abordée dans diverses applications de RI comme la RI
personnalisée (Sieg et al., 2007; Daoud et al., 2010), la RI mobile
(Göker et Myrhaug, 2008), la RI sociale (Nagmoti et al., 2010) et
la RI géographique (Mata et Claramunt, 2011). Cependant, ces tra-
vaux applicatifs ont généralement utilisé des opérateurs de calcul de
moyenne pondérée ou de combinaison linéaire qui se basent sur l’hy-
pothèse non réaliste d’additivité ou d’indépendance des dimensions.
D’autres travaux fondamentaux récents, se sont intéressés en revanche
à la définition d’opérateurs d’agrégation, indépendamment du cadre
applicatif, qui permettent de traiter peu ou prou le biais de l’interacti-
vité (da Costa Pereira et al., 2012; Gerani et al., 2012; Eickhoff et al.,
2013a). Toutefois, ces opérateurs ne permettent pas de tenir compte
de la propriété de subjectivité qui peut se décliner à travers les dif-
férences entre les utilisateurs quant à l’importance accordée à chaque
dimension de pertinence.
4. Évaluation : à ce jour, l’agrégation de pertinence multicritère ne dis-
pose pas de cadre formel pour l’expérimentation. Aucune collection
de test officielle dédiée, composée d’un ensemble de documents, de re-
quêtes tests et de jugements de pertinence associés à tous les critères,
n’a été constituée pour l’évaluation de cette tâche particulière. Bien
qu’il existe des collections existantes à partir desquelles on peut iden-
tifier plusieurs critères, ces dernières on été évalués à la base de la
pertinence globale des documents. Par exemple, nous pouvons iden-
tifier plusieurs critères de pertinence à partir de la collection de test
standard de la tâche Microblog de TREC, mais nous disposons pas
d’évaluations associées aux facteurs éventuellement identifiés. Les as-
sesseurs de NIST qui jugent la pertinence des documents retournés par
les participants à la tâche, donnent des jugements uniquement suivant
la pertinence globale des tweets. Afin de valider les modèles de combi-
naison de pertinence multicritère, la formalisation d’un cadre expéri-
mental et la constitution de collections de test formelles deviennent un
enjeu important. En outre, la plupart des mesures de test utilisées sont
des mesures adaptées uniquement à des tâches de recherche classiques
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n’impliquant que la pertinence thématique.
2.4 Conclusion
Nous avons présenté dans ce chapitre les concepts de base et les principaux
modèles de la RI classique. Nous avons également donné un aperçu des dif-
férents travaux effectués sur la notion de pertinence puis nous avons cité
quelques limitations des approches de RI classiques pour l’estimation de ce
concept. Nous avons aussi donné les facteurs d’émergence des approches mul-
ticritères pour la RI et nous avons montré l’orientation des travaux vers la
RI multicritère. Dans le chapitre suivant, nous apportons un aperçu des ap-
proches multicritères pour l’estimation de la pertinence multidimensionnelle





l’estimation de pertinence des
documents en RI
“Relevance :
. . . relation to the matter at hand
. . . the ability (as of an information retrieval system) to retrieve material
that satisfies the needs of the user.”
- Merriam-Webster Dictionary Online.
“Agréger :
. . .Action de réunir des éléments distincts pour
former un tout homogène.
- Larousse (2006).”
3.1 Introduction
Le problème de la combinaison multicritères a été abondamment étudié dans
plusieurs domaines de recherche tels que la théorie du choix social (Arrow,
1974), les problèmes de prise de décision multicritères (Steuer, 1986; Roy,
1991; Bouyssou et al., 2006) et la fusion de donnés (Ah-Pine, 2008; Cormack
et al., 2009). La combinaison multicritères s’impose généralement lorsque,
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pour une tâche donnée, nous disposons d’un ensemble d’alternatives qui de-
vraient être jugées par rapport à un nombre bien défini de critères, et nous
sommes amenés à produire un score global pour chacune de ces alternatives
selon chaque critère. Il faut néanmoins préciser que, selon le domaine, le
terme employé n’est pas toujours “combinaison” car même si la finalité est
d’unir plusieurs critères, le contexte, le type des critères et les méthodes
s’avèrent très différentes. Selon le contexte de recherche, il peut s’agir de
fusion de critères, agrégation de critères ou d’aide à la décision multicri-
tères. En RI, l’agrégation multicritères a connu une attention particulière
dans les deux dernières décennies. Son émergence dans la communauté de
RI est liée principalement au caractère multidimensionnel du concept de per-
tinence. Comme nous l’avons montré au chapitre 2, de nombreux travaux
(Borlund, 2003; Taylor et al., 2007; Saracevic, 2007b) ont identifié plusieurs
critères, au-delà de la dimension thématique, qui peuvent affecter la percep-
tion de pertinence des utilisateurs. Une direction de recherche prometteuse,
qui a émergé par conséquence, consiste à considérer, à la fois, tous les cri-
tères ayant un impact sur la notion de pertinence et pouvant influencer les
jugements de pertinence des utilisateurs, afin d’améliorer la précision des
systèmes de RI. Le défi majeur à relever dans ce contexte consiste alors à
trouver les méthodes appropriées pour pouvoir agréger les différentes dimen-
sions ou critères afin d’aboutir à un seul score de pertinence des documents.
Ceci s’est imposé de manière cruciale dans de nombreuses applications tels
que la RI mobile (Göker et Myrhaug, 2008; Cong et al., 2009; Bouidghaghen
et al., 2011b), la RI sociale (Duan et al., 2010; Nagmoti et al., 2010; Ben Ja-
beur et al., 2010; Metzler et Cai, 2011; Becker et al., 2011; Ounis et al.,
2011; Chen et al., 2012) et la RI personnalisée (Sieg et al., 2007; Daoud
et al., 2010; Bouidghaghen et al., 2011a; da Costa Pereira et al., 2012). Ces
travaux ont mis l’accent sur l’utilité de considérer plusieurs dimensions de
pertinence autres que la dimension thématique, et ont proposé différentes
stratégies de combinaison de critères :
– Les moyennes arithmétique pondérées (Yager, 1988) et les stratégies de
combinaison linéaire (Vogt et Cottrell, 1999; Larkey et al., 2000; Si et
Callan, 2002; Craswell et al., 2005; Gerani et al., 2012), dans lesquelles
le score global est simplement une somme ou un produit linéaire pondéré
des scores partiels.
– Les méthodes d’agrégation prioritaires (da Costa Pereira et al., 2009,
2012) définissent des relations de priorité entre les différents critères.
– Les méthodes d’agrégation d’ordonnancements (Farah et Vanderpooten,
2007, 2008; Wei et al., 2010), dans lesquelles l’aspect multidimensionnel
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de la pertinence est quasiment ignoré et la combinaison ne repose, très
souvent, que sur le critère thématique, en se basant sur un ensemble hé-
térogène d’ordonnancements de documents.
– Les approches d’apprentissage d’ordonnancements qui consistent à com-
biner plusieurs descripteurs en se basant sur des approches issues de l’ap-
prentissage automatique (Liu, 2009; Cao et al., 2007; Joachims, 2006).
Dans ce chapitre, nous détaillons toutes ces approches et nous présentons
également d’autres méthodes issues du domaine de l’aide à la décision mul-
ticritères qui pourraient être appliquées dans le domaine de RI. Dans la
section 3.2, nous commençons par une définition et une formalisation géné-
rale du problème d’agrégation. Ensuite, nous présentons une classification
des approches d’agrégation multicritères. Dans la section 3.3, nous donnons
un aperçu et une formalisation des approches d’agrégation basées sur les va-
leurs. Nous définissons le principe d’agrégation multicritères des approches
les plus utilisées dans la littérature indépendamment du cadre dans lesquels
elles ont été appliqués. Les méthodes d’agrégation de listes sont présentées
dans la section 3.4. Dans la section 3.5, nous donnons le principe d’agré-
gation de pertinence multidimensionnelle et nous présentons les approches
d’agrégation de valeurs et de listes qui ont été appliquées en RI. La section
3.6 conclut le chapitre.
3.2 À propos de l’agrégation multicritères
Dans cette section, nous présentons le principe d’agrégation multicritères
en général et nous proposons une catégorisation des approches d’agrégation
guidée par la manière par laquelle les critères sont agrégés.
3.2.1 Description du problème
Les approches multicritères en général et les opérateurs d’agrégation (ou
fonctions d’agrégation) en particulier sont utilisés dans différents domaines
du raisonnement humain pour l’élaboration d’une décision finale (Bouchon-
Meunier et Marsala, 2003). Les fonctions d’agrégation sont généralement
définies et utilisées pour combiner et résumer plusieurs valeurs, souvent nu-
mériques, en une seule, de telle sorte que le résultat final de l’agrégation
prenne en compte, d’une manière prescrite, toutes les valeurs individuelles.
Par exemple, supposons que plusieurs chercheurs forment des jugements
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quantifiables sur l’importance d’un ensemble de publications scientifiques
(qualité, originalité, nouveauté, etc) ou même sur le ratio de deux telles me-
sures (combien plus originale, nouvelle une publication est-elle par rapport
à une autre). En agrégation multicritères, l’ensemble de publications est
appelé alternatives. L’objectif est alors de définir une règle de décision qui
permet de bâtir une relation de préférence ou de similarité (ou consensus)
sur l’ensemble de ces alternatives. Pour atteindre un consensus sur les juge-
ments, plusieurs fonctions d’agrégation classiques ont été proposées dans la
littérature.
Figure 3.1: Architecture générale des approches d’agrégation multicritères.
Ces méthodes ont été largement exploitées dans de nombreuses disciplines
bien connues comme la statistique, l’économie, la finance, l’informatique,
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etc (Bouchon-Meunier et Marsala, 2003). La figure 3.1 montre les diffé-
rentes étapes d’un processus d’agrégation multicritères en général. Comme
le montre la figure, différentes conditions peuvent être définies sur les don-
nées en entrée, et ceci conduit également à des résultats différents selon la
nature des contraintes définies. Ainsi, nous pouvons distinguer deux types
d’approches d’agrégation :
– Agréger puis comparer : calculer une valeur globale pour chaque alterna-
tive, puis préférer celle qui obtient la meilleure valeur ;
– Comparaison par paires : établir la préférence entre deux alternatives en
fonction des degrés de surclassement obtenus sur chaque critère.
D’une manière générale, une fonction d’agrégation peut être formalisée
comme suit :
Soit V = {v1(a), . . . , vn(a)} l’ensemble des valeurs partiels d’une al-
ternative a ∈ A, qui sont obtenus suivant un ensemble de critèresC = {c1, . . . , cn}, la valeur de préférence globale de a est donnée par
une fonction f ∶ V → R obtenue suivant une agrégation de critères à
l’aide d’une fonction d’agrégation g ∶ Rn → R :
f(a) = g(v1(a), . . . , vn(a)) (3.1)
Définition 1 Fonction d’agrégation.
Ainsi, si on considère deux alternatives a et a′ ∈ A, on peut définir une rela-
tion de préférence globale ⪯f qui permet de favoriser l’une des deux alterna-
tives sur l’ensemble global des critères. Dans les approches de type “agréger
puis comparer”, la préférence a est mieux jugée que a′ est représentée par :
a ⪯f a′⇔ g(v1(a), . . . , vn(a)) ≥ g(v1(a′), . . . , vn(a′)).
Dans les approches de type “comparaison par paires”, les relations de pré-
férences sont représentées au niveau des critères (niveau local ou partiel).
Donc, les alternatives sont jugées selon un critère donné et non sur la totalité
de l’ensemble C.
3.2.2 Classification des approches
Les approches multicritères peuvent être classées selon le type de l’agrégation
(score, position, préférence, etc). Comme montré dans la figure 3.2, nous
catégorisons ces approches en deux classes principales :
1. Agrégation de valeurs : où toutes les alternatives sont données avec
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Figure 3.2: Classification des approches d’agrégation multicritères.
des scores partiels avec tous les critères considérés. L’agrégation dans
ce cas consiste alors à combiner des valeurs numériques. Cette caté-
gorie d’approches d’agrégation inclut les méthodes de combinaison li-
néaire ainsi que divers opérateurs d’agrégation prioritaires et d’autres
méthodes classiques issues du domaine d’aide à la prise de décision
multicritères.
2. Agrégation de listes : où nous disposons des listes d’ordonnancements
plutôt que des critères. Bien que ces listes peuvent être assimilées à
des critères, le problème reste un peu différent dans la mesure où nous
pouvons être confrontés à agréger des positions et non plus des valeurs.
Ces positions représentent le classement des alternatives dans les listes.
Il est important de noter que dans certaines situations, nous pouvons
avoir des alternatives qui n’ont pas de positions ou de scores dans
certaines listes, contrairement au problème d’agrégation de valeurs.
Les approches d’agrégation présentés dans la figure 3.2 peuvent être aussi
classées en plusieurs autres catégories ; compensatoires, non compensatoires,
conjonctives, disjonctives ou basés sur la pondération (Hwang et Yoon,
1981). Les méthodes compensatoires sont basées sur l’hypothèse qu’un score
faible d’une alternative donnée qui est obtenu suivant un critère important
(préféré) pourrait être compensé par un score élevé d’un autre critère im-
portant. Les opérateurs compensatoires sont généralement compris entre
un maximum et un minimum, i.e., ils ne sont ni conjonctifs ni disjonctifs.
La moyenne pondérée est la fonction la plus représentative de cette famille
d’opérateurs (Kolmogorov, 1930; Aczel, 1948). Une autre famille d’opéra-
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teurs amplement étudiée dans littérature concerne les moyennes ordonnées
(Yager, 1988). Ces opérateurs sont à l’intersection des deux opérateurs “min”
et “max” classiques. Ainsi, les opérateurs t-norm et t-conorm (Schweizer et
Sklar, 1960, 1983; Menger, 1942) on été introduit pour généraliser les deux
opérateurs conjonctifs (“Et”) disjonctifs (“Ou”). Les opérateurs d’agrégation
compensatoires requirent souvent un ensemble de priorités ou de préférences.
Ces derniers sont généralement exprimés à l’aide d’un ensemble de poids ou
de fonctions de priorité sur les critères.
De l’autre côté, les fonctions d’agrégation non compensatoires telles que
“min” ou “max” (Fox et Shaw, 1993) sont généralement dominées par un
seul critère, i.e., le meilleur ou le plus faible score. Un des inconvénients de
cette famille d’opérateurs est qu’une grande partie des scores sont ignorés
dans le processus final d’agrégation.
D’autres classifications sont également possibles, se basant sur le fait que la
méthode utilisée est supervisée ou non, ou aussi selon le cadre d’application.
Nous tenons à classer les approches selon la méthode avec laquelle les scores
(ou les positions) sont agrégées. Dans ce chapitre, nous adoptons la classi-
fication basée sur le type de combinaison (valeurs ou listes), car elle est la
plus proche du domaine de RI.
3.3 Approches d’agrégation de valeurs
L’objectif de cette section est de présenter les opérateurs basés sur l’agréga-
tion de valeurs. Nous commençons, tout d’abord, par expliquer le principe
des méthodes d’agrégation classiques. Nous verrons ensuite les approches
d’agrégation prioritaires existants dans la littérature.
3.3.1 Description du problème
Les approches d’agrégation de valeurs trouvent leur origine dans le domaine
d’aide de prise à la décision. Le processus d’aide à la décision consiste gé-
néralement à supporter un utilisateur dans le processus de prise de décision
dans le cas où il est confronté à des problèmes complexes, par exemple, de
planification, de choix ou d’évaluation, etc. Étant donnés que la “réalité” est
multidimensionnelle et qu’il existe toujours plusieurs critères à satisfaire, ces
systèmes se sont orientés vers une approche multicritères. L’objectif d’une
aide multicritères à la décision est donc de proposer à un utilisateur les
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meilleures alternatives répondant le plus à ses besoins (et qui soit la plus
optimale à son égard), étant donné un ensemble de critères et contraintes
qui doivent être pris en compte dans le processus de décision. Si les critères
sont partiellement conflictuels, ou si plusieurs systèmes devraient juger l’en-
semble des alternatives, la prise de décision devient difficile. D’autant plus
que la notion d’optimisation “dans l’absolu” est vide de sens en décision
multicritères, car il n’existe généralement pas d’alternative optimisant tous
les critères simultanément. Il est donc nécessaire de prendre en compte de
l’information supplémentaire, en particulier l’importance relative de chaque
critère et les compensations possibles entre les différents critères. Chacune
de ces difficultés a donné naissance à un champ particulier de recherche
(décision dans l’incertain, décision multicritères, etc). (Roy, 2003) distingue
trois types de problématiques en aide à la décision, illustré dans la figure
3.3 :
– La problématique du choix, qui consiste à vouloir choisir la ou les solutions
considérées comme optimales pour le problème considéré ;
– la problématique du classement (ranking), qui consiste à vouloir classer
du premier au dernier toutes les solutions connues du problème considéré ;
– la problématique du tri (sorting), qui consiste à affecter les solutions à
des catégories (ordonnées ou non).
La problématique
du choix
la problématique du classement la problématique du tri
Figure 3.3: Problématiques liées aux méthodes multicritères.
Dans notre travail, nous nous intéressons plus particulièrement aux mé-
thodes qui mettent l’accent sur problématique du tri. Formellement, dans
un problème d’AMD, comme nous l’avons déjà cité, on dispose souvent d’un
ensemble d’alternatives (ou objets) A = {a1, a2, . . . , am} et l’objectif est de
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choisir les meilleures parmi ces alternatives en présence d’un ensemble de
critères C = {c1, c2, . . . , cn} et un ensemble de préférences. Le point de dé-
part consiste à formuler l’ensemble de préférences et évaluer l’impact de
chaque alternative selon chaque critère (Jankowski, 1995). Cet impact est
appelé selon le domaine d’application, où une évaluation de performance
qui est définie selon une relation de préférence partielle ⪯ci (1 ≤ i ≤ n).
Ensuite, ces préférences peuvent être formulées, comme c’est le cas pour
la moyenne arithmétique pondérée, comme un vecteur normalisé de poids
W = (wl,w2, . . . ,wn) (où 0 ≤ wi ≤ 1 ). Chaque poids wi représente le degré
d’importance du critère ci. Par exemple, pour évaluer l’importance globale
de l’alternative a1, un ensemble de scores partiels(v1(a1), . . . , vn(a1)) est
tout d’abord calculé sur tous les critères, puis agrégé en se basant les poids
de chacun. Le résultat final est alors un ensemble d’alternatives triées ou
classées selon l’ensemble de préférences préalablement défini. Nous déve-
loppons dans la suite, les différentes méthodologies d’agrégation issues du
domaine d’AMD se basant sur les scores.
3.3.2 Approches d’agrégation classiques
Dans le domaine de RI, pour pouvoir ordonner les documents dans un ordre
décroissant de pertinence, il est souvent nécessaire de combiner différentes
sources de pertinence. La plupart des modèles calculent pour chaque docu-
ment un score partiel, appelé rsv (“retrieval status value”), selon chacun des
critères, et le combine avec les scores des autres critères. Les documents sont
finalement ordonnés dans l’ordre décroissant du score global obtenu. Dans
cette section, nous traitons les méthodes classiques de combinaison multi-
critères de pertinence. Nous donnons une formalisation de chacune des ces
méthodes et nous proposons une classification basée sur la technique avec
laquelle les scores sont combinés.
3.3.2.1 Moyennes arithmétiques et mécanismes de combinaison
linéaire classiques : Principes
Le concept de moyenne a donné lieu aujourd’hui à un champs d’étude
très vaste avec une variété impressionnante d’applications. En fait, une
abondante littérature sur les propriétés de plusieurs moyennes (tels que la
moyenne arithmétique, géométrique, etc.) a été déjà introduite et continue
à se développer aujourd’hui (Bouyssou et al., 2006). Le concept de moyenne
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a été initialement défini par (Chisini, 1929) comme suit.
Soit f = g(x1, . . . , xn) une fonction de n variables indépendantes
x1, . . . , xn représentant des quantités homogènes. Une moyenne de
x1, . . . , xn par rapport à la fonction g est un nombre M tel que, si tous
les xi sont remplacés par M , la valeur de la fonction reste inchangée,
c’est-à-dire,
g(M, . . . ,M) = g(x1, . . . , xn) (3.2)
Définition 2 Moyenne..
Lorsque g est la somme, le produit, la somme des carrés, la somme des
inverses, ou encore la somme des exponentielles, la solution de l’équa-
tion de Chisini correspond respectivement à la moyenne arithmétique, la
moyenne géométrique, la moyenne quadratique, la moyenne harmonique, et
la moyenne exponentielle. Le tableau 3.1 illustre les formules de ces mé-
thodes.
Type de moyenne f(x) M (n)(x1,...,xn)
Arithmétique x 1n ∑ni=1 xi
Géométrique log(x) (∏ni=1 xi) 1n
Quadratique x2 ( 1n ∑ni=1 x2i ) 12
Harmonique x−1 11
n ∑ni=1 1xi
Exponentielle expαx(α ∈R∗) 1α ln ( 1n ∑ni=1 expαxi)
Table 3.1: Exemples de moyennes arithmétiques.
3.3.2.2 Moyennes ordonnées
Une autre famille d’opérateurs d’agrégation qui a été étudié dans la litté-
rature est celle des opérateurs se basant sur la somme pondérée ordonnée
(communément appelées OWA pour Ordered Weighted Average). Cet opé-
rateur a été initialement introduit par (Yager, 1988). L’idée derrière cet
opérateur d’agrégation est d’essayer de relier deux cas extrêmes : “tous les
critères doivent être satisfaits” (comme pour une opération AND classique),
et un “seul critère satisfait suffit” (OR). Donc, pour ce faire, il suffit de ré-
cupérer pour chaque ensemble d’alternatives l’ensemble des scores partiels
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(vi(a)) (performances ou aussi utilités), puis de le trier en ordre décrois-
sant. Ensuite, il suffit d’effectuer une somme pondérée de ces scores par des
coefficients prédéfinis. L’opérateur OWA est défini par :
OWA(v1(a), . . . , vn(a)) = n∑
i=1wi ⋅ a(i) (3.3)
Avec W = (wl,w2, . . . ,wn) un vecteur de poids normalisé, wi ∈ [0,1] tel que∑ni=1wi = 1 et où la notation (⋅) indique une permutation des indices telle que
a(1) ≤ a(2) ≤ ⋯ ≤ a(n). Ainsi, le poids n’est plus sur les scores partiels mais
sur les rangs. Cet opérateur possède en outre la particularité de généraliser
un certain nombre d’opérateurs que nous avons déjà mentionné jusqu’ici :
minimum, maximum et moyenne arithmétique :
– Si w1 = 1 (et donc wi = 0 pour i > 1), OWA généralise l’opérateur “min” ;
– Si wn = n, c’est l’opérateur “max” ;
– n est impair, wn+1
2




2 +1 = 12 .
3.3.3 Approches d’agrégation prioritaires
Comme pour les approches d’agrégation classiques, l’agrégation prioritaire
peut aussi être formalisée comme un problème de prise de décision multicri-
tères (Cf. Section 3.3.1), dans lequel nous avons :
– L’ensemble des alternatives A = {a1, a2, . . . , am}
– L’ensemble des critères C = {c1, c2, . . . , cn}
– Des préférences sur les différents critères qui sont représentées par des
relations de priorité ⪯ci ; c1 ⪯ c2 est interprété par c1 est plus prioritaire
que c2
– La fonction d’agrégation g(v1(a), . . . , vn(a)) calculant le score global
d’une alternative a par rapport à l’ensemble total des critères. Le score
vi(a) représente le degré de satisfaction d’une alternative a par rapport
au critère ci.
Pour calculer le score global, un opérateur d’agrégation prioritaire affecte
des poids d’importance à chaque critère de l’ensemble C de manière à ce que
les critères les plus prioritaires aient les poids les plus élevés. Il est à noter
aussi qu’un poids d’importance d’un critère ci dépend aussi des degrés de
satisfaction des alternatives et des poids d’importance des critères les plus
prioritaires (que ci). Pour simplifier les notations, on dénote par c1 le critère
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le plus préféré et cn le moins prioritaire. Donc on assume que ci est plus
préféré que cj (ci ⪯ cj) si et seulement si i < j. Cette intuition peut être
formalisée comme suit :
– Pour chaque alternative a, le poids du critère le plus prioritaire c1 est 1,
i.e., par définition, ∀d, λ1 = 1 ;
– Le poids des autres critères ci (i ∈ [2..n]) est calculé de la façon suivante :
λi = λi−1 ⋅ vi−1(a) (3.4)
Où vi−1(a) est le degré de satisfaction du critère ci−1 par l’alternative a,
et λi−1 (∈ [0..1]) est le poids d’importance de ci−1.
L’intuition derrière l’idée de priorité entre les critères vient du fait que dans
certaines applications réelles, l’importance d’un critère pourrait être dépen-
dante de la satisfaction d’un autre critère plus prioritaire.
3.4 Approches d’agrégation de listes
3.4.1 Approches d’agrégation d’ordonnancements
L’agrégation d’ordonnancements, appelée aussi fusion d’ordonnancements,
consiste à agréger un certain nombre de listes partielles d’ordonnancements
(le nombre de moteurs de recherches) de manière à optimiser la performance
de la combinaison (Dwork et al., 2001; Wei et al., 2010). Dans ce contexte,
les approches existantes dans la communauté de RI peuvent être classées
selon deux façons ; soit par (i) le type d’apprentissage requis : supervisé,
semi-supervisé et non supervisé (Wei et al., 2010), soit (ii) selon le type
d’agrégation et les données requises pour ce processus (Riker, 1982; Farah
et Vanderpooten, 2007) où nous distinguons deux familles de méthodes : les
méthodes d’agrégation positionnelles et les méthodes d’agrégation majori-
taires. Dans cette section, nous allons adopter la deuxième classification.
3.4.1.1 Principe de l’agrégation d’ordonnancements
L’agrégation d’ordonnancements est un problème qui a été largement étudié
en plusieurs domaines d’applications, par exemple, dans les méta-recherche
(Aslam et Montague, 2001; Akritidis et al., 2011), la fusion d’images et
plusieurs d’autres domaines. L’objectif est de trouver un consensus sur un
63 3.4. Approches d’agrégation de listes
Figure 3.4: Principe de fusion d’agrégation des méthodes de fusion d’or-
donnancements (méta-moteurs).
ensemble de documents étant donné un ensemble d’ordonnancements de plu-
sieurs systèmes (Renda et Straccia, 2003). En méta-recherche, les systèmes
représentent généralement des moteurs de recherche et les alternatives sont
les documents retournés suivant une requête donnée. Le problème consiste
alors à combiner les listes de sorte à ce que la combinaison et la liste finale
de documents soit la plus optimale possible (Aslam et Montague, 2001). La
figure 3.4 montre le fonctionnement des méta-moteurs pour fusionner ces
résultats.
Comme souligné par Riker (1982), les méthodes émanant de ce domaine
peuvent être classées en deux catégories, selon s’ils sont basées sur les ordres
(positions) ou les scores des documents (i.e., suivant : si les systèmes SRIk
retournent des scores ou des positions). Les méthodes basées sur les ordres
sont appelées “méthodes positionnelles”, et celles basées sur les scores sont
appelées “méthodes majoritaires”. Ces deux familles de méthodes d’agréga-
tion ont retrouvé leurs origines dans les travaux pionniers de Borda (Borda,
1781) et Condorcet Condorcet (1785), respectivement, dans la littérature du
choix social.
3.4.1.2 Méthodes majoritaires
Ces méthodes utilisent des comparaisons paire à paire entre les documents
ou les items des ordonnancements retournés, et sont principalement basées
sur l’agrégation des relations d’ordre en utilisant des critères d’association
tels que la procédure Condorcet (Condorcet, 1785) ou la distance de Kendall
(Fagin et al., 2003).
La méthode de Condorcet est une méthode de vote très populaire, et qui a
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été parmi les premières méthodes d’agrégation d’ordonnancements utilisées
dans la littérature. Le principe de cette méthode est que l’unique vainqueur
est celui, s’il existe, qui, comparé tour à tour à tous les autres candidats,
s’avérerait à chaque fois être le candidat préféré. Considérons par exemple,
une situation de vote, où 90 votants élisent, à la majorité relative, un can-
didat parmi a, b et c :
Nombre de votants Classement
34 votants c b a
29 votants a b c
27 votants b a c
Dans cet exemple, la règle majoritaire désigne le candidat c (34 suffrages,
contre 29 pour a et 27 pour b). Et pourtant, une majorité de 56 votants le
place en dernier. Toutefois, la méthode de Condorcet, dont le principe est :
“un candidat est élu s’il bat tous les autres à la majorité simple (dans un
duel par paires)” désigne b comme vainqueur (34+27 voix contre a et 29+27
voix contre c). Étant donnée qu’il existe des cas où il n’y pas toujours un
vainqueur (e.g., cas où on a une relation cyclique : a bat b, b bat c et c bat
a), des variations de la méthodes Condorcet, comme la famille ELECTRE
ont été proposées dans le domaine d’aide à la décision multicritères. Ces
méthodes seront discutées dans la section 3.4.2.
D’autres approches se basant sur les chaînes de Markov (CM) ont aussi
montré leur efficacité en combinant divers listes d’ordonnancements (Dwork
et al., 2001). Dwork et al. (2001) ont proposé un modèle où les états cor-
respondent aux documents à classer et les transitions d’un état à un autre
varient selon le classement des documents, i.e., pour la majorité des or-
donnancements, un document donné est mieux classé qu’un autre. Dans le
même contexte, les auteurs ont proposé 4 chaînes de Markov spécifiques,
et l’évaluation expérimentale a montré que la meilleure est la suivante (cf.,
Renda et Straccia (2003)) :
– CM4 : se déplacer de l’état actuel di à l’état prochain di′ en choisis-
sant, dans un premier temps, de façon uniforme un document di′ à par-
tir de la collection D. Si, pour la majorité des ordonnancements, nous
avons posj(di′) ≤ posj(di), alors se déplacer à di′ , sinon rester à l’état di.
posrj(di) est la position de di dans l’ordonnancement rj .
La distribution stationnaire de la chaîne CM4 est utilisée pour classer les
documents.
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3.4.1.3 Méthodes positionnelles
Dans ce cadre, il s’agit d’attribuer des scores aux documents à classer selon
les classements (ranks) qu’ils reçoivent, puis d’agréger ces scores en utilisant
des techniques différentes.
La méthode de Borda est la première méthode proposée pour ce cadre d’agré-
gation (Borda, 1781). La technique utilisée consiste à assigner les scores en
se basant sur les positions des documents dans les listes d’ordonnancements.
Cette méthode est souvent adaptée aux problèmes de classification par fusion
de classifieurs, où les classes sont considérés, si l’on utilise la terminologie
de la littérature de vote, comme des votants et les classes comme des can-
didats. Chaque candidat reçoit les points de la part de chaque votant selon
sa position dans la liste ordonnée. Ainsi, le candidat préféré reçoit le plus
grand nombre de vote. Les candidats sont ainsi ordonnés suivant le score
donné par la formule suivante :
score(ca) = n∑
j=1posrj(di) (3.5)
Où n est le nombre d’ordonnancements et posrj(di) est la position de di
dans rj .
Plus tard, Fox et Shaw (1993) ont proposé plusieurs stratégies de combi-
naison tels que les opérateurs combSUM, combMIN, combMAX, combANZ
et combMNZ. Les trois premières méthodes correspondent aux opérateurs
somme, min et max, respectivement. combANZ et combMNZ divisent et
multiplient le score fourni par combSUM par la position des candidats.
Marden (1995) a proposé une nouvelle méthode pour l’optimisation d’ordon-
nancements qui minimise la distance footrule de Spearman. Étant données
deux listes rj et rj′ , la distance est donnée par :
F (rj , rj′) = n∑
i=1 ∣posrj(di) − posrj′ (di)∣ (3.6)
3.4.2 Approches de surclassement
Contrairement aux approches d’agrégation multicritères précédemment pré-
sentées, les approches de surclassement (Roy et al., 1978) visent à construire
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des relations de dominance (ou surclassement) entre les éléments de l’en-
semble A des alternatives. Une relation de surclassement est une relation
binaire S définie dans l’ensemble A telle que : aiSaj s’il y a suffisamment
d’arguments pour admettre que ai est au moins aussi bonne que aj , étant
données les évaluations ou les scores de ces deux alternatives selon les critères
en entrée. La relation S est généralement construite à l’aide des comparai-
sons entres toutes les paires d’alternatives de A. Il existe de nombreuses
méthodes de surclassement qui ont été proposées dans la littérature, parmi
lesquelles on cite la famille des méthodes Electre (Roy, 1991) qui sont les
plus connues du domaine de décision multicritères, PROMETHE (Brans et
Vincke, 1985; Brans et al., 1984), TACTIC (Vansnick, 1986), GAIA, etc.
Tant dis que la plupart de ces méthodes s’intéressent à des problématiques
de choix ou de classement, la méthodes Electre-Tri est la méthode la plus
proche qui traite la problématique de tri. Dans Eletectre-Tri, l’importance
des critères dans la prise de décision est évaluée grâce à des relations de
concordance et discordance entre les différentes paires d’alternatives.
3.4.3 Approches d’apprentissage d’ordonnancements
Dans cette section, nous introduisons les approches d’apprentissage d’ordon-
nancements (ou learning to rank).
3.4.3.1 Description du problème
L’apprentissage d’ordonnancements est un sous domaine majeur de l’ap-
prentissage automatique (Liu, 2009). L’objectif principal des algorithmes
proposés dans ce domaine consiste à combiner plusieurs descripteurs de per-
tinence afin d’optimiser l’ordonnancement des documents et ce en se basant
sur des approches issues de l’apprentissage automatique. Ces techniques sont
souvent appliquées par les moteurs de recherche pour la combinaison de dif-
férents modèles de pondération de documents ou autres descripteurs liés à
la requête (Liu, 2009). Les modèles d’apprentissage d’ordonnancements gé-
nèrent un modèle qui pourrait représenter au mieux la fonction d’ordonnan-
cements. La forme du modèle généré diffère selon la technique utilisée, pour
certaines elle peut être représentée par un vecteur de poids pour combiner
de façon linéaire chaque descripteur (Metzler, 2007; Xu et Li, 2007), pour
d’autres elle peut représenter un réseau de neurones (Burges et al., 2005) ou
une série d’arbres de décision (Weinberger et al., 2010). Avant de procéder à
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la génération du modèle, un algorithme d’apprentissage d’ordonnancements
commence par la représentation des couples de requêtes-document dans l’es-
pace des descripteurs (features). Considérons une requête q, un document dj
et d le nombre de descripteurs, alors le couple requêtes-document (q, dj) est
représenté par le vecteur x = φ(q, dj) ∈Rd où φ est un extracteur de descrip-
teur tel que xi = φi(q, dj) est la valeur du descripteur i pour le couple (q, dj).
Les descripteurs de pertinence communément utilisés incluent souvent des
mesures de similarité tel que BM25, le degré d’importance PageRank ou
d’autres caractéristiques du document ou de la requête.
Figure 3.5: Schéma général des approches d’apprentissage d’ordonnance-
ments.
Dans un modèle d’apprentissage d’ordonnancements, le processus général de
classement des documents se décompose en deux étapes principales, comme
montré dans la figure 3.5 (Liu, 2009) :
– Apprentissage de la fonction d’ordonnancements : dans cette étape, le mo-
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dèle prend en entrée un jeu de données comprenant l’ensemble des paires
requête-documents (qi, dj), où chaque paire est représentée par le vecteur
des descripteurs xi,j ∈ Rd, tel que xi,j = x(1)i,j . . . x(d)i,j . A chaque paire (qi,
dj) est associé un score de pertinence yi,j mesurant la correspondance
entre la requête et le document. Ce score peut être soit un nombre réel,
soit un entier représentant le degré ou la classe de pertinence du document
(e.g., 0 pour les non pertinents, 2 pour un très pertinent, etc). Ces scores
(ou labels) sont généralement donnés manuellement par des assesseurs,
et utilisés pour apprendre la fonction d’ordonnancements. Cette fonction
permet alors de prédire les scores de pertinence des documents à travers
la minimisation d’une fonction objectif (loss function) (i.e., avoir la plus
petite erreur possible).
– Ordonnancement des documents : l’algorithme utilise la fonction apprise
dans la première étape pour la prédiction de la pertinence des nouveaux
documents (i.e., n’ayant pas fait partie de l’apprentissage) suivant chaque
requête. Le modèle permet alors de générer pour chaque requête, l’en-
semble des documents ordonnés selon les valeurs données par la fonction
objectif, avec pour chacun un score ou un degré de pertinence.
Au cours de la dernière décennie, un grand nombre d’algorithmes ont été
proposés pour l’apprentissage d’ordonnancements. Ils sont généralement re-
groupés sous trois grands types d’approches : par point (pointwise), par paire
(pairwise) et par liste (listwise) (Liu, 2009). Ces approches sont détaillées
dans la suite.
3.4.3.2 Méthodes par point (pointwise)
Dans les approches par point, la fonction objectif est définie sur des objets
uniques. Comme nous l’avons déjà mentionné, les jugements de pertinence
peuvent être soit des scores réels soit des degrés de pertinence ou même non
ordonnés (pertinent/non pertinent).
Dans le cas où les scores sont des nombres réels, le problème d’agrégation
d’ordonnancements peut être ramené à un problème de régression linéaire.
Pour chaque document dj , l’algorithme apprend une fonction f(yj , yj) =(yj − yj)2 qui minimise l’écart entre yj le score de pertinence de référence et
yj le score de pertinence prédit, traduisant l’écart entre la valeur prédite et
la valeur attendue. Dans le cas où les scores sont binaires le problème d’or-
donnancements peut être ramené à un problème de discrimination. Dans le
cas où les scores de pertinence sont des variables ordonnées, on exploite gé-
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néralement des méthodes de régression ordinale, qui permettent de prendre
en compte l’ordre relatif entre les classes pour apprendre le modèle (Liu,
2009). L’approche d’ordonnancements par point est la plus simple à mettre
en œuvre, mais aussi la moins performante, car elle ne prend pas en compte
l’ordre relatif des documents, contrairement à l’approche par paire, qui lui
est généralement préférée.
3.4.3.3 Méthodes par paire (pairwise)
Le principe d’ordonnancements consiste ici à faire des comparaisons entre
les paires des documents, à travers des préférences, pour déterminer lequel
est plus pertinent. L’objectif est donc d’apprendre la fonction qui permet
de discriminer au mieux les paires de documents et de leur affecter la classe
correspondante. Parmi les algorithmes les plus connus abordant ce type de
problème, les SVM (Joachims, 2006), les réseaux de neurones (Burges et al.,
2005) et les arbres de décision.
Le principe de l’algorithme RankSVM est de rechercher l’hyperplan qui sé-
pare de façon optimale les documents non pertinents des documents per-
tinents dans l’espace des descripteurs de pertinence. Formellement, si on
considère une paire de documents (di, dj) associée à une requête q et re-
présentée par le vecteur xq = xi − xj ∈ Rd dans l’espace des descripteurs de
pertinence, SVM l’apprentissage de la fonction objectif s’effectue à travers






où w est le vecteur des poids représentant le modèle linéaire appris, wT
son transposé, C est un paramètre permettant le contrôle des erreurs de
prédiction et l() est une fonction de perte telle que l(wTxq) = max(0.1 −
wTxq) dans RankSVM.
3.4.3.4 Méthodes par liste (listwise)
En ce qui concerne les approches par liste (Cao et al., 2007), on considère
la totalité de la liste ordonnée des documents pour chaque requête comme
une instance pour l’apprentissage, à la différence de l’approche par paire
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où l’on considère des comparaisons paire à paire. Par conséquence, ces ap-
proches sont capables de différencier les documents des différentes requêtes,
et de considérer leur rang lors de l’apprentissage. Ces méthodes peuvent être
classées en deux catégories suivant les fonctions de perte utilisées : (i) les
méthodes considérant des fonctions de perte définies à partir de mesures de
RI, et (ii) celles utilisant des fonctions de perte indépendantes des mesures
de RI.
Parmi les algorithmes se basant sur des mesures de RI, nous trouvons Ada-
Rank (Xu et Li, 2007), basé sur l’algorithme AdaBoost et permettant ainsi
l’optimisation des métriques MAP et du NDCG respectivement. Parmi les
algorithmes exploitant des fonctions objectifs indépendantes des mesure de
RI, nous citons ListNet (Cao et al., 2007). L’objectif de cet algorithme est
de construire une fonction de perte qui mesure le nombre de permutations
entre la liste de référence et la liste apprise.
3.5 Agrégation de pertinence multidimensionnelle
en RI
Tandis que les recherches antérieures sur la pertinence ont été axées sur ce
concept du point de vue thématique, les recherches les plus récentes ont
mis l’accent sur plusieurs dimensions de pertinence différentes : représenta-
tion multidimensionnelle côté utilisateur (profil, centres d’intérêts, expertise,
autorité), environnement de recherche (dispositifs utilisés, localisation géo-
graphique) et aspect temporel (Cooper, 1973; Barry, 1994; Cosijn et Ingwer-
sen, 2000; Borlund, 2003; da Costa Pereira et al., 2012; Taylor, 2012; Gerani
et al., 2012). Les principales constations qui ressortent des ces études sont :
– Les critères de pertinence ne sont pas indépendants les uns des autres, et
généralement ceux liés au contenu, qui incluent la dimension thématique
se sont données les poids d’importances les plus élevés. De plus, ces di-
mensions interagissent avec les autres critères (Saracevic, 2007b; Eickhoff
et al., 2013a) ;
– Un nombre fini et peu limité de critères est conjointement considéré par
les utilisateurs pour juger la pertinence (Eickhoff et al., 2013a) ;
– L’importance des critères dépend de la tâche de recherche et de la classe
d’utilisateurs finaux (da Costa Pereira et al., 2012).
En RI, l’agrégation des critères revient à combiner les dimensions de per-
tinence identifiées dans un cadre de recherche bien défini. Suivant le type
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Figure 3.6: Instanciation de l’agrégation multicritères dans pour la combi-
naison de pertinence multidimensionnelle en RI.
des critères, leur propriétés et les relations définies entre eux, plusieurs mé-
thodes d’agrégation ont été proposés, dont les plus utilisées sont la moyenne
arithmétique, la médiane et bien d’autres encore. Ainsi, plusieurs familles de
méthodes de combinaison multicritères ont vu leur application dans de nom-
breuses applications de RI telles que la RI mobile (Göker et Myrhaug, 2008;
Cong et al., 2009; Bouidghaghen et al., 2011b), la RI sociale (Duan et al.,
2010; Nagmoti et al., 2010; Ben Jabeur et al., 2010; Metzler et Cai, 2011;
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Becker et al., 2011; Ounis et al., 2011; Chen et al., 2012) et la RI personna-
lisée (Sieg et al., 2007; Gauch et al., 2003; Daoud et al., 2010; Bouidghaghen
et al., 2011a; da Costa Pereira et al., 2012). Chaque méthode d’agrégation
a sa spécificité en fonction des caractéristiques des données en entrée à ces
approches. Dans le domaine de l’aide à la décision multicritères, les valeurs
à agréger sont généralement des préférences (d’une alternative par rapport
à une autre) ou des degrés de satisfaction (d’une alternative) relatifs à des
critères. Le même principe est utilisé dans les méthodes d’agrégation prio-
ritaires où une relation de priorité est définie entre les différents critères sur
la base d’un mode de calcul de poids associés qui favorise la satisfaction
du critère par rapport à un autre. Par ailleurs, dans le domaine d’aide à
la décision face à l’incertain (floue), les valeurs à agréger représentent les
conséquences d’une action relatives à des états de la nature. La figure 3.6
montre l’architecture générale d’une approche d’agrégation de pertinence en
RI.
Dans ce qui suit, nous allons donner un aperçu des travaux sur l’agrégation
multicritères en RI suivant le schéma et la classification donnés dans la
section 3.2.2.
3.5.1 Approches basées sur l’agrégation de valeurs
3.5.1.1 Moyennes arithmétiques et mécanismes de combinaison
linéaire classiques
Les recherches impliquant la combinaison de plusieurs sources d’évidence
sont souvent basées sur des fonctions de combinaison linéaire en vue de leur
simplicité et leur efficacité relative, quelque soit le domaine d’application
considéré. C’est également le cas dans le domaine de RI, étant donnée la
nature multidimensionnelle de la pertinence. Cette propriété a été exploitée
dans différents cadres de RI, et chaque contexte représente la pertinence sui-
vant les descripteurs ou facteurs existants qui peuvent impacter le jugement
de pertinence des documents.
Par exemple, dans une tâche de RI sociale, et plus particulièrement dans
Twitter, une variété de critères tels que la thématique des tweets, l’autorité
des utilisateurs et beaucoup d’autres facteurs ont été exploités pour estimer
la pertinence des tweets (Duan et al., 2010; Nagmoti et al., 2010; Ben Ja-
beur et al., 2010; Metzler et Cai, 2011; Becker et al., 2011; Ounis et al.,
2011; Chen et al., 2012). Plusieurs de ces travaux ont été proposés dans le
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cadre de la tâche Microblog de TREC, ces derniers ont exploité les signaux
sociaux identifiés dans les collections de tweets fournies par la tâche pour
l’amélioration de leurs systèmes de recherche (Metzler et Cai, 2011; Ounis
et al., 2012). Pour agréger les différents critères de pertinence identifiés, la
plupart des méthodes proposées se basent sur des mécanismes de combinai-
sons linéaires.
Zhao et al. (2011) ont proposé l’utilisation de trois facteurs de pertinence
existants : TweetRank (TR), FollowerRank (FR) et LengthRank (LR) pour
l’ordonnancement des tweets. Ensuite, ils ont raffiné le critère présence
d’URL en calculant la fréquence (URLRank) plutôt que la présence, et ont
ajouté à ceci deux autres critères à savoir, le nombre de retweets (Retwee-
tRank) et le nombre de mentions (MentionRank). Ces critère ont été intégrés
dans un modèle de combinaison linéaire qui a la forme suivante :
fMFR(t, q) = fFR(t, q) + fLR(t, q) + fUR(t, q) + fRT (t, q) + fMention(t, q).
(3.8)
Où fMFR(t, q) est le score global d’un tweet t en réponse à une requête
q, fFR, fLR, fUR, fRT et fMention sont les scores de pertinence partiels du
tweet t suivant les critères que nous avons présentés.
Dans une seconde étape les auteurs ont pondéré l’ensemble des facteurs de
pertinence pour leur associer des poids d’importance différents. Ainsi le score
global fWMFR(t, q) de pertinence est obtenu comme suit :
fWMFR(t, q) = w0∗fFR(t, q)+w1∗fLR(t, q)+w2∗fUR(t, q)+w3∗fRT (t, q)+w4∗fMention(t, q)
(3.9)
Où ∑4i=1wi = 1, cas dans lequel les auteurs ont montré que les résultats sont
meilleurs. Le modèle proposé a été évalué en utilisant la mesure précision,
dans une collection de tweets manuellement collectée.
Berardi et al. (2011b) ont proposé un système appelé CipCipPy pour la
recherche de tweets qui exploite des mesures de qualité de texte pour filtrer
le vocabulaire utilisé dans les tweets, et d’autres qui utilisent les informations
contenues dans les hashtags. Les scores de chaque critère ont été combinés
avec une simple combinaison linéaire où à chaque facteur est affecté un
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Figure 3.7: Architecture générale du système CipCipPy pour la recherche
de tweets.
poids d’importance relatif. L’architecture générale du modèle proposé et le
mécanisme de combinaison utilisé sont illustrés par la figure 3.7.
Les auteurs se sont aussi basés sur une variante du modèle BM25 pour le
calcul du score thématique, donnée par la formule suivante :
score(d, q) = n∑
i=1 IDF (qi) ⋅ (1/TF (qi, d)) ⋅ (k1 + 1)(1/TF (qi, d)) + k1 ⋅ (1 − b + b ⋅ ∣d∣avgdl) (3.10)
Où avgdl est la longueur moyenne des documents de la collection, et k1 et
b sont les paramètres de la fonction BM25 déjà définis dans le Chapitre 2.
Les auteurs ont trouvé que la mesure BM25 n’est pas adaptée pour la tâche
Microblog, à cause la distribution compacte de la longueur des textes.
Dans la même direction de recherche, Damak et al. (2011, 2013) ont proposé
un modèle de recherche intégrant divers dimensions de pertinence. Le pre-
mier exploite des facteurs basés sur le contenu (popularité et longueur des
tweets), des facteurs liés à Twitter (fréquence/présence d’URL, hashtags) et
d’autres liés aux auteurs des tweets (nombre de mentions, de tweets, etc).
Pour le calcul du score final des tweets, les auteurs ont adopté une straté-
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gie de combinaison linéaire des critères avec le score thématique obtenu par
Lucene 1 :
score(d, q) = α ∗ lucene(d, q) + (1 − α)fcritères(d, q) (3.11)
Où fcritères(d, q) est le score global obtenu en combinant simplement et sans
pondérations les différents critères considérés. Plus tard, les auteurs ont ef-
fectué une analyse des différents facteurs exploités et ont montré que l’emploi
des URLs et l’expansion de requêtes a partir du feedback sont primordiales
pour la RI dans les microblogs. Ils ont aussi constaté que le modèle probabi-
liste est plus performant que le modèle vectoriel en termes de précision (i.e.,
retourne plus de tweets pertinents).
Dans un contexte de recherche de tweets, Jabeur et al. (2012) ont aussi pro-
posé des facteurs de pertinence qui incluent l’importance des auteurs et la
fraîcheur des tweets. L’importance sociale est considérée comme un indica-
teur de crédibilité et réfère à l’influence des microbloggeurs dans le réseau
social. La dimension temporelle est estimée en se basant sur les tweets qui
sont temporellement proches pour présenter des termes similaires. Ainsi, les
auteurs ont proposé un modèle bayésien dans lequel ils ont associé à chaque
tweet tj trois variables aléatoires tkj , toj et tsj selon trois contextes dif-
férents. La première variable tkj correspond à la probabilité d’observer le
tweet selon l’évidence thématique. La seconde variable toj correspond à la
probabilité d’observer le tweet avec la connaissance implicite du contexte
temporel. Enfin, tsj correspond à la probabilité d’observer le tweet avec la
connaissance implicite du contexte social. Ainsi, ces probabilités permettent
de décomposer l’événement et d’observer un document selon les trois évi-
dences : thématique, temporelle et sociale. Le score global de pertinence est
donné par :
P (tj ∣q)∝∑∀k⃗ P (tj ∣k⃗)P (tj ∣k⃗)P (k⃗) (3.12)
Où k⃗ est une configuration des termes inclus dans l’index, P (tj ∣k⃗) est la
probabilité qui dépend des trois sources d’évidences présentées. Cette pro-
babilité est estimée comme suit :
P (tj ∣k⃗) = P (tkj ∣k⃗)P (toj ∣k⃗)P (tsj ∣k⃗) (3.13)
1. http://lucene.apache.org
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Dans un contexte de recherche d’opinions, Gerani et al. (2012) ont analysé
le problème d’incompatibilité des scores dans les scénarios d’agrégation mul-
ticritères et ont montré la nécessité de la transformation des scores avant
d’appliquer la combinaison linéaire. La méthode proposée permet de géné-
rer des scores globaux de pertinence qui ne requièrent pas le fait que les
scores individuels à combiner ne soient pas forcément comparables. Les au-
teurs se sont basés sur l’algorithme d’Espérance Conditionnelle Alternée
(ACE) et l’algorithme BoxCox pour analyser le problème d’incomparabilité
et effectuer une transformation de scores quand il est nécessaire. Une fois
les fonctions gt et go de transformation apprises en utilisant les scores de
pertinence thématique et d’opinion (o), le score global est donné par :
score(q, d) = α ∗ gt(p(q∣d)) + (1 − α) ∗ go(p(o∣q, d)) (3.14)
Où α est un paramètre dans [0,1], qui a été obtenu empiriquement sur un
ensemble d’apprentissage.
En RI personnalisée, la plupart des méthodes se basent sur des modèles de
combinaison des scores originaux (algorithmiques) et des scores personnali-
sés des documents, calculés en fonction de leurs degré de similarité avec les
profils utilisateurs représentant leurs centres d’intérêts (Gauch et al., 2003;
Sieg et al., 2007). (Gauch et al., 2003; Sieg et al., 2007; Daoud et al., 2010)
ont proposé des modèles de combinaison des scores originaux des documents
et des profils utilisateurs se basant sur des approches linéaires ou de pro-
duits de facteurs affectant des poids d’importance différents pour les deux
critères. Parmi les approches utilisant un produit de facteurs pour l’agré-
gation, le travail de (White et al., 2005), dans lequel les auteurs exploitent
le profil utilisateur dans la chaîne d’accès à l’information. Pour intégrer les
centres d’intérêts dans la fonction d’appariement du modèle de RI et calculer
un score global de pertinence, les produit de facteurs est appliqué entre le
score de correspondance des centres d’intérêts et le score de correspondance
thématique entre la requête utilisateur et les documents. Dans le domaine de
RI mobile, Cantera et al. (2008) proposent d’utiliser le modèle MCI (Multi-
plicative Competitive Interaction) comme modèle de combinaison des scores
de la correspondance thématique d’un document, de la localisation géogra-
phique de l’utilisateur et de ses centres d’intérêts et ce, dans un cadre de
RI mobile. Ainsi, l’expression générale d’utilité d’un document selon le mo-
dèle MCI est donnée par une combinaison linéaire des scores individuels.
Les attributs contextuels considérés sont principalement la localisation et
le contexte du dispositif mobile qui sont combinés avec le score textuel des
documents.
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Table 3.2: Synthèse des travaux impliquant l’agrégation de pertinence mul-
tidimensionnelle.
Dans la même direction de recherche, Cong et al. (2009) ont proposé un
modèle de RI basé sur la localisation géographique et le critère thématique
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dans lequel les documents sont classés par le biais d’une combinaison linéaire
des deux dimensions. Le tableau 3.2 présente une synthèse des travaux qui
se sont intéressés au problème de combinaison de la pertinence multicritères
suivant les cadre de RI mentionnés ci-dessus.
3.5.1.2 Moyennes ordonnées
Malgré son exploitation massive dans divers domaines de recherche tels qu’en
intelligence artificielle, dans le domaine mathématiques appliquées et surtout
en logique floue, l’opérateur OWA (Yager, 1988) a été très peu utilisé en RI.
Boughanem et al. (2006) ont proposé une méthode basé sur le même prin-
cipe que OWA. Les auteurs ont exploité l’opérateur OWmin, qui utilise un
vecteur de pondération pour minimiser l’impact des termes ayant les plus
faibles degrés sur la valeur finale. Ainsi, de même que pour les OWA, les
vecteurs de degrés sont triés et pondérés, mais c’est le minimum des valeurs
qui est ensuite considéré, et non leur moyenne. Deux méthodes de pondé-
rations ont été considérées, l’une basée sur l’implication de Dienes, l’autre
sur l’implication de Gödel . Pour un vecteur T = t1, . . . , tn représentant les
degrés résultats pour un document, ti est le degré de possibilité entre le
terme i de la requête et le document, une fois le vecteur trié de manière
décroissante. Soit le vecteur de pondération W = w1, . . . ,wn. L’agrégation
par OWmin utilisant l’implication de Dienes est donnée par :
OWmin(T,W ) =mini(max(ti,1 −wi)) (3.15)
Dans cette formulation, le poids est considéré comme un niveau d’impor-
tance pour les degrés. L’utilisation de l’implication de Gödel donne :
OWmin(T,W ) =mini(wi → ti) (3.16)
Où l’implication est définie par wi → ti = 1 si wi ≤ ti, ti sinon.
L’approche proposée est évaluée sur un ensemble de la collection CLEF2001,
et les résultats expérimentaux ont montré l’efficacité de la méthode compa-
rativement aux méthodes classiques se basant sur les opérateurs min.
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3.5.1.3 Approches de surclassement
Parmi les premiers modèles multicritères de surclassement proposés en RI,
on cite celui de Farah et Vanderpooten (2006). Dans ce modèle, Farah et
Vanderpooten (2006) ont développé les critères de pertinence en se basant
sur les différents facteurs (gi) qui ont un impact sur la définition de la per-
tinence des documents. Parmi ces critères, nous citons :
– Fréquence du terme : pour les requêtes contenant un seul terme (i.e.,
q = tk), g1(d, tk) = tfkmaxtf , pour les requêtes contenant plusieurs termes,
l’opérateur moyenne est utilisé pour agréger les valeurs.
– Position du terme : pour les requêtes contenant un seul terme, g2(d, tk) =∑4a=1 lk,a, où lk,a est une valeur binaire qui est égale à 1 si le terme tk
apparaît dans l’emplacement la du document d, 0 sinon. Ces emplacements
sont l’URL (l1), le titre (l2), les mots clés (l3) et la description (l4).
– Autorité : le nombre de liens entrants au document d.
– proéminence : le nombre de documents “fils” de d (i.e., documents qui
apparaissent dans un niveau hiérarchique inférieur à d selon le sitemap de
d
– Proximité : proximité des termes de la requête dans le document
– Longueur du document
– Rareté : le nombre de documents dans lesquels apparaissent les termes de
la requête.
Dans ce modèle multicritères, l’ordonnancement est obtenu en deux étapes.
Dans la première étape, les auteurs ont appliqué des règles de décision
simples dans des comparaisons par paires des documents. Ceci permet de
juger si un document est globalement plus ou moins pertinent qu’un autre
selon leur performances sur les critères retenus. Plusieurs niveaux d’exigence
peuvent être définis sur les règles de décision, ce qui permet la construction
de plusieurs relations binaires entre les paires de documents. Par exemple,
une règle de décision simple consiste à accepter qu’un document d est globa-
lement “au moins aussi bon que” d’ lorsque gj(d) ≥ gj(d′)− sj , ∀j, où sj est
un seuil d’indifférence permettant de modéliser l’imprécision de l’évaluation
de la performance d’un document selon le critère gj . Ces relations binaires
sont ensuite exploitées pour obtenir l’ordonnancement final.
Farah et Vanderpooten (2006) ont évalué le modèle de surclassement en
utilisant les requêtes TD (“Topic Distillation”) de la tâche Web de TREC
2004 (Craswell et Hawking, 2004). Le modèle a montré des bonnes perfor-
mances en comparaison avec des approches d’agrégation classiques telles que
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les opérateurs somme, produit, max et min.
3.5.1.4 Approches d’agrégation prioritaires
Les travaux de (da Costa Pereira et al., 2009, 2012) étaient parmi les pre-
miers travaux sur l’agrégation multicritères en RI et sur les opérateurs
d’agrégation prioritaires en particulier. Les auteurs ont proposé une ap-
proche d’agrégation multidimensionnelle mettant en jeu quatre critères des
pertinence : contenu, couverture, adéquation et fiabilité en définissant deux
opérateurs d’agrégation prioritaire en l’occurrence, Scoring et And. Ces opé-
rateurs modélisent un ordre de priorité entre les critères de pertinence sur
la base du mode de calcul de poids associés qui favorise la satisfaction du
critère d’ordre supérieur.
L’opérateur “Scoring”. Dans cet opérateur, le poids de chaque critère
dans le score global dépend à la fois des poids et des scores de satisfaction
des critères les plus prioritaires : plus le score de satisfaction des critères
de plus haute priorité est élevé, plus le score de satisfaction d’un critère de
moindre priorité est moins influençable dans le score global d’un document.
L’instanciation de cet opérateur sur l’approche d’agrégation prioritaire, que
nous avons déjà présenté dans la section 3.3.3, est appliquée de la façon
suivante :
– Les alternatives sont considérés comme un ensemble de documents D ={d1, d2, . . . , dm}
– L’ensemble des critères C représentent les dimensions de pertinence
– Les évaluations vd1 , . . . , vdn représentent les scores partiels des documents
par rapports aux critères, où chaque vdi représente le rsv du document d
par rapport au critère ci.
La fonction d’agrégation g(v1(d), . . . , vn(d)) représente le score global du
document par rapport à tous les critères. g ∶ [0,1]n → [0, n] est calculé
comme suit :
g(v1(d), . . . , vn(d)) = n∑
i=1λi ⋅ vi(d) (3.17)
L’opérateur “And”. Cet opérateur est inspiré de l’opérateur d’agrégation
classique “min”. L’idée de cet opérateur consiste à défavoriser les critères les
moins satisfaits s’ils ne sont pas pas importants ou prioritaires. Par exemple,
si on considère un document d, pour lequel le critère ci ayant le score de
satisfaction le plus bas, est au même temps le critère le moins important,
alors le score global de satisfaction du document sera plus grand que le
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score partiel vi(d). Contrairement à l’opérateur “min”, où c’est vi(d) qui
aurait été considéré. Le score global de pertinence donné par l’opérateur
d’agrégation “And” est défini par :
g(v1(d), . . . , vn(d)) =mini=1,n({vi(d)}λi) (3.18)
De cette façon, moins un critère est important, moins il a de chance pour
représenter le score global de satisfaction du document.
Les premiers travaux basés sur les deux opérateurs “And” et “Scoring” sont
ceux de (da Costa Pereira et al., 2009, 2012) qui ont proposé une représenta-
tion multidimensionnelle de la pertinence et ont exploité 4 critères dans un
cadre de RI personnalisée à savoir, aboutness, coverage, appropriateness et
reliability. Les critères coverage et appropriateness sont explicitement liés à
la représentation formelle du profil utilisateur qui est représenté comme un
sac de mots. De plus, la personnalisation est liée à la tâche de recherche, i.e.,
si un utilisateur préfère un critère à un autre une priorité sur les deux critères
doit être spécifiée. De cette manière, l’évaluation d’une même requête pour
le même utilisateur (ou pour des utilisateurs différents) peut produire des or-
donnancements de documents différents. Un des avantages de ces approches,
est qu’ils permettent aussi l’identification des poids d’importance des critères
sans aucun processus d’apprentissage. Bouidghaghen et al. (2011b) ont ap-
pliqué ces deux opérateurs dans un modèle multicritères de RI mobile basé
sur trois dimensions à savoir, la thématique de recherche, les centres d’inté-
rêts des utilisateurs et la localisation géographique. La méthode proposée a
été évaluée dans un cadre d’évaluation intégrant l’utilisateur et son contexte
(30 profils utilisateurs) dans une démarche d’évaluation basée-simulation.
Les auteurs ont défini six scénarios d’évaluation selon l’ordre de priorité
que peut choisir un utilisateur sur les trois critères de pertinence. L’évalua-
tion expérimentale a montré que la considération des trois dimensions de
pertinence contextuelle améliore la pertinence des résultats par rapport à
la dimension thématique seule. Ainsi, La méthode de combinaison linéaire
pondérée a atteint les meilleures performances en termes de nDCG et de
précision en comparaison avec les méthodes d’agrégation classiques. Les au-
teurs ont aussi conclu que l’opérateur “Scoring” améliore l’opérateur “And”
et la moyenne pondérée (weighted average).
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3.5.2 Approches basées sur l’agrégation de listes
3.5.2.1 Approches d’agrégation d’ordonnancements
Une panoplie de modèles d’agrégation d’ordonnancements a été proposée
dans la littérature en RI. La plupart des approches exploitent en particulier
les descripteurs thématiques des documents tels que la longueur, la fréquence
des termes ou des modèles de recherches complètement indépendants (Farah
et Vanderpooten, 2007, 2008).
Lee (1997) a montré que les méthodes CombSUM et CombMNZ sont plus
performantes que les autres méthodes de combinaison Comb∗. L’étude a
été effectuée sur les résultats de 6 participants à la tâche ad-hoc de TREC3.
Récemment, une autre étude menée par (Cormack et al., 2009) a montré que
la méthode de combinaison Reciprocal Rank Fusion (RRF) est meilleure que
CombMNZ et Condorcet. Cormack et al. (2009) ont comparé les approches
en combinant les résultats de 30 systèmes participants à TREC sur les topics
351−400 ainsi que sur les résultats des modèles de la tâche ad-hoc de TREC
3, TREC 5 et TREC 9. Les auteurs ont aussi évalué RRF sur la collection
LETOR 2 3.
Aslam et Montague (2001) ont proposé la méthode Borda Fuse, qui peut
être perçue comme une variante pondérée de la méthode Borda Count pour
la méta-recherche. Plus particulièrement, l’approche associe des poids diffé-
rents pour les modèles de recherche, où les poids sont calculés en se basant
sur les moyennes des mesures de précision données par les modèles d’or-
donnancements. L’évaluation de Borda Fuse sur les résultats des systèmes
participant à la tâche ad-hoc de TREC 3, TREC 5 et TREC 9 montre
que cette dernière est plus performante que Borda Count. En effet, l’un des
inconvénients majeurs des modèles basés sur Borda Count est qu’ils attri-
buent une importance égale à tous les systèmes de recherche, ce qui n’est
pas toujours réaliste.
Greengrass (2000) a proposé le modèle Round Robin permettant d’agréger
des documents selon leurs rangs dans les listes de résultats. Le premier do-
cument dans la liste finale sera le premier document dans la première liste
retournée et ainsi de suite. Le choix des listes se fait de manière aléatoire.
Si et Callan (2003) affirment que Round Robin est un choix à opérer si les
scores individuels des documents sont complètement incomparables (lorsque
2. http://research.microsoft.com/en-us/um/beijing/projects/letor/
letor3dataset.aspx
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les systèmes de recherche utilisent différents algorithmes ou lorsque les col-
lections utilisent différentes statistiques). Cependant, les travaux de (Renda
et Straccia, 2003) ont montré que les meilleurs résultats de Round Robin
sont obtenus lorsqu’il s’agit des mêmes stratégies de recherche. Cependant,
comme pour les méthodes se basant sur Borda Count, Round Robin attribue
une importance égale à tous les systèmes de recherche, même si un système
peut être moins pertinent que d’autres relativement à cette requête.
Plus tard, dans le contexte de méta-recherche, (Ah-Pine, 2008) s’est penché
sur le problème d’agrégation d’ordonnancements en utilisant des opérateurs
d’agrégation non linéaires définis dans le domaine de fusion de données, tels
que les opérateurs T-norms (Menger, 1942) et T-conorms. Les expérimenta-
tions menées sur une base de test réelle montrent que ces opérateurs donnent
des meilleurs résultats que les méthodes combSUM et combMNZ.
3.5.2.2 Approches d’apprentissage d’ordonnancements
En RI, ces approches ont été largement exploitées dans le cas où l’on dis-
pose d’un grand nombre de descripteurs de pertinence. Ces descripteurs se
réfèrent généralement à la dimension de pertinence thématique. Le tableau
3.3 présente les descripteurs de pertinence les plus souvent utilisés avec les
algorithmes d’apprentissage d’ordonnancements.
Dans les tâches de recherche de tweets, ces algorithmes ont montré des
bonnes performances pour la combinaison des critères de pertinence sur
Twitter (Duan et al., 2010; Metzler et Cai, 2011; Chang et al., 2013). Duan
et al. (2010) ont identifié des critères basés sur le contenu comme la longueur
des tweets et la présence ou non des URLs et d’autres qui reflètent l’impor-
tance de l’utilisateur tel que l’autorité, ont analysé l’effet de chaque facteur
à part dans l’évaluation globale de pertinence. La liste des descripteurs de
pertinence exploitée comprend :
– URL : si le tweet contient des URL
– Nombres d’URL dans la collection
– Nombre de retweet
– Score des hashtags : somme des fréquences des top-n hashtags qui appa-
raissent dans le tweet
– Réponse : si le tweet en question est une réponse à un autre tweet
– OOV (Out Of Vocabulary) : ratio des mots ne faisant pas partie du voca-
bulaire.
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Liens entrants Nombre de liens entrants à la page Document
PageRank L’importance de la page calculé dans ungraphe Web Document
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Nombre de cliques sur une page dans un
log de recherche Document
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Le score d’importance d’une page calculé





Vraisemblance d’une page de mauvaise
qualité Document
Score de spam Vraisemblance d’une page spam Document
Table 3.3: Exemples de descripteurs de pertinence utilisés par les méthodes
d’apprentissage d’ordonnancements pour la RI (Li, 2011).
Les auteurs ont utilisé l’algorithme RankSVM pour l’apprentissage du mo-
dèle d’ordonnancement en se basant sur tous les descripteurs présentés. Une
des observations qui est ressortie de cette étude est que le critère présence
d’URL est important pour le modèle, alors que les critères hashtags et ret-
weets ne sont pas discriminants.
Metzler et Cai (2011) a également proposé d’exploiter l’algorithme d’ap-
prentissage par paire ListNet, se basant sur un critère de similarité textuel,
un critère dépendant du temps pour mesurer la fraîcheur des documents et
un ensemble de caractéristiques Twitter tels que la présence d’URL et de
hashtags, etc. Étant donnés une requête q et un tweet t, le modèle calcule le
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score de pertinence score(q, t) suivant la formule suivante :
score(q, t) = n∑
i=1λifi(q, t) (3.19)
Où n est le nombre de descripteurs de pertinence, fi(q, t) est la fonction
calculant la pertinence suivant le descripteur i et λi est un paramètre du
modèle. L’algorithme a donné des bons résultats dans le cadre de la tâche
Microblog de TREC. Plusieurs autres efforts ont été déployés dans l’applica-
tion des algorithmes d’apprentissage d’ordonnancements dans la recherche
de tweets. Miyanishi et al. (2012) ont appliqué un algorithme non spécifié
en classant les tweets pour chaque topic. Cheng et al. (2013) ont proposé
une revue critique des méthodes d’apprentissage d’ordonnancements dans
le cadre de recherche temps réel sur Twitter. Les auteurs ont évalué em-
piriquement de nombreuses techniques de l’état de l’art en utilisant divers
descripteurs de pertinence :
– Critère basé sur le contenu
– Richesse du contenu
– Fraîcheur : relation temporelle entre le temps de soumission des requêtes
et le temps de publication des tweets
– Autorité : influence des auteurs
– Critères liés aux tweets (retweets, mentions, hashtags)
L’évaluation expérimentale des algorithmes RankSVM et LambdaMART
sur la collection de tweets fournie par la tâche Microblog de TREC 2011
ont montré que l’algorithme RankSVM donne des meilleurs résultats dans
la plupart des cas.
Le tableau 3.4 catégorise les méthodes d’apprentissage d’ordonnancements,
indépendamment du contexte dans lesquels ils ont été appliquées. Nous pré-
sentons les algorithmes les plus importants qui sont basés sur les SVM, la
technique de boosting et les réseaux de neurones, respectivement.
La différence majeure entre toutes ces méthodes réside en grande partie
dans la manière avec laquelle la fonction de perte est définie. Il est aussi
important de noter que les méthodes par listes sont les plus adaptées pour
les problèmes liés à l’ordonnancement en RI (Liu, 2009; Li, 2011).
Le tableau 3.5 présente une petite synthèse sur les principaux avantages
et inconvénients de ces méthodes. Les algorithmes d’apprentissage d’ordon-
nancements ont montré des bonnes performance dans plusieurs tâches de
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Table 3.4: Catégorisation des méthodes d’apprentissage d’ordonnance-
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Table 3.5: Avantages et inconvénients des méthodes d’apprentissage d’or-
donnancements.
recherche Liu (2009); Li (2011); Macdonald et al. (2013). Cependant, mal-
gré leur popularité, ces méthodes présentent plusieurs inconvénients. Par
exemple, la plupart d’entre elles ne tiennent pas compte des dépendances
inter-documents et entre les descripteurs de pertinence (Chapelle et al.,
2011). De plus, ces méthodes ont tendance à offrir un aperçu limité sur
la façon de considérer l’importance et l’interaction entre les groupes de ca-
ractéristiques qui représentent les différentes dimensions de pertinence. Il
est très difficile pour un décideur de comprendre pourquoi un critère est
préféré par rapport à un autre (Eickhoff et al., 2013a). Un autre problème
est la complexité des algorithmes et le temps d’exécution pour apprendre
ou pour tester un ensemble de requêtes. En effet, le grand nombre de ca-
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ractéristiques utilisées par ces approches peut influencer négativement la
qualité du classement ainsi que la vitesse d’exécution des algorithmes. Par
ailleurs, beaucoup de caractéristiques sont utilisées par les algorithmes d’ap-
prentissage d’ordonnancements, alors qu’elles peuvent être non pertinentes
ou bruitées.
Ces problèmes ont été aussi soulevés dans “The Yahoo ! Learning to Rank
Challenge“ Chapelle et al. (2011), un défi dans lequel plusieurs groupes de
recherche participent avec des algorithmes d’apprentissage d’ordonnance-
ments évalués sur une base de test standard fournie par Yahoo 3. Parmi les
leçons tirées de ce défi, est que malgré la maturité et la complexité de ces
algorithmes, il s’avère qu’ils sont tous moins performants qu’un simple ré-
férentiel de comparaison, donné par les organisateurs, qui est basé sur un
modèle de régression. Les organisateurs de la tâche expliquent ce fait par
Chapelle et al. (2011) :
“There are two possible explanations for this. One of them
is that some of the “improvements” reported in papers are due
to chance. A recent paper (Blanco et Zaragoza, 2011) analyzes
this kind of random discoveries on small datasets. The other ex-
planation has to do with the class of functions. In general, the
choice of the loss function is all the more critical as the class of
function is small, resulting in underfitting.”
3.6 Conclusion
Dans ce chapitre, nous avons présenté le problème d’agrégation multicritères
et nous l’avons situé dans le cadre de la RI. Nous avons montré les différentes
approches proposées dans la littérature pour la combinaison de pertinence
multidimensionnelle en RI. Nous avons formalisé les différentes techniques
proposées et nous les avons classés selon la manière avec laquelle les scores
(ou les préférences) sont calculés. Nous pouvons noter que de nombreux
travaux ont exploité différents critères ou descripteurs de pertinence, mais
très peu se sont intéressés au problème spécifique de la construction de la
fonction d’agrégation de pertinence. Dans le chapitre suivant, nous nous
intéressons aux approches d’agrégation de pertinence multicritères qui ont
particulièrement exploité le critère temporel dans le processus d’agrégation
3. http://learningtorankchallenge.yahoo.com/datasets.php
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et qui ont été proposées dans des collections dynamiques sous forme de
flux de de données. Nous allons montrer également l’importance du critère
temporel dans tous les niveaux d’un processus typique de RI.
Chapitre 4
Recherche d’information tem-
porelle et pertinence : syn-
thèse des travaux de l’art
“Time is a ubiquitous factor at many stages
in the information-seeking process, with users
having temporally-relevant information needs,
and collections having temporal properties
at collection, document metadata, and document content levels”.
Derczynski et al. (2015)
4.1 Contexte et problématique
Dans le chapitre 3, nous avons montré que la pertinence est un concept mul-
tidimensionnel et nous avons présenté les approches multicritères permettant
d’agréger les différents critères entrant en jeu dans le processus final d’or-
donnancement des documents. Nous avons aussi souligné l’importance de
la pertinence thématique par rapport aux autres critères qui dépendent en
grande partie de l’environnement utilisateur (e.g., localisation géographique,
dispositif physique) et du contenu des documents (e.g., hashtags, présence
d’URL dans le cas des microblogs, etc). La dimension temporelle est éga-
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lement très importante dans le jugement de pertinence des documents, elle
demeure une dimension primordiale surtout dans les cadres de RI où les uti-
lisateurs s’intéressent à des documents récents ou à des informations issues
des flux de données. Cependant, la plupart des travaux de l’état de l’art
exploitent ce critère, en plus d’autres facteurs, d’une façon brute en se ba-
sant sur le temps de soumission des requêtes utilisateurs ou sur le temps de
publication des documents. De plus, les facteurs (ou descripteurs) de perti-
nence exploités et les mécanismes d’agrégation utilisés sont majoritairement
appliqués sur des collections de documents statiques. Un modèle proposé
dans ce cadre peut donner des bons résultats en moyenne, mais pourrait
aussi être très mal adapté quand il s’agit d’une collection de documents qui
change dans le temps (Wang et al., 2003; Harper et Chen, 2012). En effet,
de nombreuses problématiques sont soulevées par l’introduction du critère
temporel dans le processus de recherche d’information :
1. Comment représenter le critère temporel et quels sont les niveaux dans
lesquels le temps pourrait être injecté (documents, requêtes, modèle
d’ordonnancement) ?
2. Comment identifier la sensitivité des requêtes au temps ?
3. Quel mécanisme de combinaison multicritère utiliser pour agréger les
facteurs de pertinence dans une collection de documents qui évolue
dans le temps ?
Pour répondre à ces enjeux, plusieurs approches, détaillées dans les sections
suivantes, sont proposées dans la littérature. Nous les classons en trois ca-
tégories (Moulahi et al., 2015c) :
– Les approches exploitant le temps au niveau des requêtes : l’ob-
jectif est d’éliciter l’aspect temporel des intentions de recherche des utili-
sateurs à partir des requêtes et paramétrer le modèle en se basant sur le
type des requêtes identifiées. Un des objectifs phares à ce niveau consiste
à identifier la période à laquelle une requête fait référence. Une approche
sensible au temps doit aussi être en mesure de faire face aux requêtes am-
biguës (i.e., pouvant faire référence à plusieurs périodes de temps). Parmi
les applications qui ont été proposée à cette fin celles abordant la dy-
namicité des requêtes (Vlachos et al., 2004; Jones et Diaz, 2007; Metzler
et al., 2009; Subasic et Castillo, 2010; Kulkarni et al., 2011; Osborne et al.,
2012; Radinsky et al., 2012). Par exemple, pour certaines requêtes, Google
adapte ses résultats de recherche en fonction du type de la requête et de la
période du temps dans laquelle elle a été soumise. Considérons la requête
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“Karim Benzema”, soumise le 29 Juin 2014, pendant la coupe du monde
de football de 2014, Google affiche en premier lieu, comme montré dans la
figure 4.1, des statistiques concernant le joueur pendant la compétition.
Ensuite, il affiche quelques actualités puis la page Wikipedia concernant
“Benzema”.
Figure 4.1: Résultats de recherche sur Google pour la requête “Karim Ben-
zema”, soumise le 29/06/2014.
– Les approches exploitant le temps au niveau des documents :
visent à identifier et extraire, dans un premier temps, les expressions tem-
porelles contenues dans les documents. Cette étape permet de déterminer
les dates aux quelles font référence un document (Alonso et al., 2011; Ma-
nica et al., 2012; Strötgen et al., 2012). Ceci permet d’améliorer la tâche
de recherche d’information dans une étape ultérieure.
– Les approches exploitant le temps au niveau des modèles d’or-
donnancement : combinent la dimension temporelle avec d’autres di-
mensions de pertinence susceptibles d’améliorer les performances des SRI
dans un cadre de recherche particulier. Dans cette catégorie, nous nous
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intéressons aux approches qui ont été proposées dans des collections de do-
cuments qui changent dans le temps (Kanhabua et Nørvåg, 2010; Dakka
et al., 2012; Harper et Chen, 2012; Efron et al., 2014; Lin et al., 2014b).
Dans ce chapitre, nous commençons dans la section 4.2 par la définition de
la notion du temps dans le cadre du RI. Nous donnons aussi une définition
générale des concepts des critères récence et fraîcheur de l’information. Dans
la section 4.3, nous proposons un schéma général pour catégoriser les travaux
de l’état de l’art suivant la manière avec laquelle le temps est exploité.
Ensuite, nous présentons ces travaux en fonction du cadre de RI temporelle
associé. Nous présentons principalement les approches qui ont été proposées
dans le cadre de la RI traditionnelle. La section 6.5 conclut le chapitre.
4.2 Notions préliminaires
Le temps peut être défini comme : “une mesure avec laquelle on peut or-
donner des événements du passé au présent et jusqu’au futur, et aussi une
mesure des durées des événements et de l’intervalle entre eux” 1. Les évé-
nements peuvent être définis comme des faits ou des changements ordonnés
dans le temps et présentés sous forme de textes, de tableaux, des graphiques
et des journaux (timelines). En RI classique, le temps est généralement re-
présenté par la date de création des documents, le temps de soumission d’une
requête ou par les expressions temporelles qui sont contenues dans les do-
cuments. La dimension temporelle peut être exploitée suivant deux critères
de pertinence :
– La récence (recency). C’est un critère qui permet de favoriser les docu-
ments récemment publiés (Dong et al., 2010). Elle peut aussi faire réfé-
rence à des requêtes pour lesquelles l’utilisateur s’attend à des documents
qui sont à la fois pertinents et récents. Ce critère est souvent calculé comme
la différence entre le temps de publication du document et le temps de
soumission de la requête.
– La fraîcheur d’information (freshness). Peut être interprétée de diffé-
rentes manières, en fonction du type des requêtes. Par exemple, pour les
requêtes liées aux sujets d’actualités (news), la fraîcheur concerne prin-
cipalement les documents qui traitent des nouvelles informations (Amati
et al., 2012). Toutefois, il convient de noter que la plupart des travaux
1. http://en.wikipedia.org/wiki/Time
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en RI temporelle ne font pas une distinction claire entre la récence et la
fraîcheur d’information.
Mathews et Kanmani (2012) ont identifié deux axes de recherche majeurs qui
incluent les dimensions temporelles en RI : le domaine de recherche d’infor-
mation sensible au temps (Temporal Information Retrieval) et l’ordonnan-
cement temporel (Temporal Ranking). Les deux domaines ont récemment
émergé, et visent à exploiter le temps pour extraire des documents tempo-
rellement pertinents. Dans le domaine de RI sensible au temps, les critères
temporels les plus utilisés sont la date de publication et la pertinence thé-
matique des documents. Dans le domaine de l’ordonnancement temporel, le
temps est intégré directement dans le modèle de RI ou pris en considération
à travers des modèles qui visent à éliciter le type des requêtes et ordonne
les documents suivant ce type. Dans cette thèse, nous ne faisons pas de
distinction entre les deux domaines.
4.3 Classification générale des approches de RI
sensibles au temps
4.3.1 Aperçu général
La RI temporelle est un nouveau domaine de recherche dont l’objectif prin-
cipal est l’amélioration des modèles de RI classiques en exploitant les infor-
mations temporelles qui peuvent exister dans les requêtes et les documents.
D’une façon générale, les modèles de RI combinent la notion de pertinence
traditionnelle avec la dimension temporelle. Toutefois, pour bien cerner le
besoin des utilisateurs, certains travaux s’intéressent à l’étude de la tem-
poralité des requêtes, pour identifier éventuellement les périodes auxquelles
fait référence une requête. D’autres travaux tentent d’exploiter le temps au
niveau des documents. Le premier défi ici consiste à identifier et extraire les
expressions temporelles qui peuvent être contenues dans ces documents. Le
deuxième défi est la représentation et la normalisation de ces expressions
(Nunes et al., 2008). Alonso et al. (2011) distingue trois types d’expressions
temporelles : expressions explicites (e.g., 2015), implicites (e.g., Vacances de
Noël) ou relatives (e.g., hier, vendredi, etc). La difficulté principale ici est de
traiter les expressions temporelles relatives qui requièrent leur normalisation
vers la date de création du document. Cependant, l’information concernant
cette date n’est pas toujours disponible.
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L’objectif final de toutes ces approches, exploitant des descripteurs tem-
porels au niveau des documents et des requêtes est d’améliorer les perfor-
mances des modèles de RI et d’adapter le besoin à caractère temporel des
utilisateurs. Pour répondre à tous ces défis, les systèmes de RI sensibles au
temps intègrent le critère temporel dans le modèle d’ordonnancement en le
combinant avec d’autres critères de pertinence. La plupart des approches
de littérature se basent sur des mécanismes de combinaison linéaire (critère
thématique et temporel) ou des modèles de langue (Berberich et al., 2010).
Ces méthodes ont conduit à l’émergence de plusieurs applications de RI où
le temps est au centre du modèle d’ordonnancement.
Pour donner un aperçu plus général des méthodes exploitant le temps, nous
présentons dans la figure 4.2, une classification plus détaillée des approches
s’intéressant au temps en RI suivant les trois niveaux précédemment discutés
(Moulahi et al., 2015c).
Figure 4.2: Classification des principaux axes de recherche s’intéressant au
temps en RI suivant les trois niveaux : requête, document et modèle de RI
(Moulahi et al., 2015c).
Dans ce qui suit, nous présentons les travaux effectués en RI temporelle
suivant le niveau dans lequel ils ont été appliqués. Plus spécifiquement, nous
introduisons les approches ou le temps est exploité au niveau des requêtes,
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documents et modèle d’ordonnancement.
4.3.2 Le temps au niveau de la requête
Les recherches récentes ont montré que plusieurs requêtes Web contiennent
des expressions temporelles explicites ou implicites. Une analyse d’une ar-
chive des requêtes Web a montré que 7% des requêtes contiennent des in-
tentions de recherche temporelles implicites (Metzler et al., 2009). Jones
et Diaz (2007) ont identifié trois types de profils temporels de requêtes :
requêtes atemporelles, requêtes temporellement non ambiguës et requêtes
temporellement ambiguës. Tandis que les requêtes atemporelles font réfé-
rence à des des sujets non sensibles au temps (e.g., “Amazon”), les requêtes
temporellement non ambiguës sont celles faisant référence à une période de
temps précise (par exemple, “2015”). Les requêtes temporellement ambiguës
se référent à des périodes de temps différentes (e.g., “Ligue des champions”).
Nunes (2007) a montré que seulement 1,5% des requêtes sont soumises avec
des expressions temporelles explicites. Il est donc très difficile de désambi-
guïser l’intention temporelle des ces requêtes. Par exemple, si on considère
la requête “Michael Jackson”, cette dernière peut être sur la biographie du
chanteur ou des vidéos du chanteur, mais peut aussi concerner des nouvelles
ou des articles le concernant qui sont liés à des événement récents (e.g., sa
nouvelle chanson réalisée en 2014, anniversaire, etc). Si on reprend la requête
“Karim Benzema” (Cf., Figure 4.1), dans une période où il n’y a pas d’évé-
nement concernant le joueur, Google affiche en première position, comme
le montre la figure 4.3 les pages Wikipedia de “Benzema”, puis quelques
articles d’actualité le concernant.
En effet, en dépit de l’ambiguïté de la requête “Karim Benzema” (i.e., ne
contenant aucune information temporelle), un modèle de RI typique de-
vrait être en mesure d’identifier les documents qui pourraient être pertinents
quant au critère thématique aussi bien que la dimension temporelle. Après
une analyse temporelle de la requête, Google a conclu que la requête ne
présente pas une spécificité temporelle, et donc a retourné des documents
ne dépendant pas fortement du temps. Certains systèmes de RI retournent
les documents dans l’ordre de leur création ou demandent tout simplement
aux utilisateurs de spécifier la période de temps qui correspond à leurs in-
tentions de recherche. Cependant, certaines requêtes pourraient concerner
même des données liés au futur (e.g., nouveaux produits commerciaux at-
tendus, une future compétition sportive, etc). Comprendre et analyser la
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Figure 4.3: Résultats de recherche sur Google pour la requête “Karim Ben-
zema”, soumise le 29/06/2014.
dynamique des requêtes pourrait être une des solutions phares pour ces pro-
blématiques (Jones et Diaz, 2007; Metzler et al., 2009; Kulkarni et al., 2011;
Radinsky et al., 2012). Nous présentons les travaux qui ont été effectués sur
deux types de requêtes :
Requêtes orientées récence : sont les requêtes qui surviennent juste
après les toutes dernières nouvelles ou les événements plus récents (e.g.,
“grue mecque”, “explosion Tianjin”, etc). Le travail de Li et Croft (2003)
est parmi les premières recherches abordant ce type de requêtes. Les au-
teurs ont classé les requêtes en fonction de la distribution temporelle des
documents sur une collection de requêtes de TREC (volume 4 et 5). Dakka
et al. (2012) ont défini les requêtes sensibles au temps comme : “les requêtes
pour lesquelles les documents pertinents ne sont pas distribués d’une façon
uniforme au cours du temps, mais qui sont plutôt condensés dans des inter-
valles de temps restreints”. Si la période pertinente pour une requête sensible
au temps ne peut pas être déterminée, les auteurs suggèrent le calcul d’une
probabilité p(q∣t) pour chaque instant t et requête q en utilisant le modèle
de vraisemblance.
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Requêtes périodiques et bursts (rafales) : sont les requêtes qui sont
soumises d’une façon récurrente dans les mêmes périodes de temps (e.g.,
“élection”, “festival de cannes”, etc). Vlachos et al. (2004) ont représenté
ces classes de requêtes comme une transformation de Fourrier en se basant
sur des séries chronologiques. Ces séries sont construites pour chaque terme
de la requête à partir d’une large collection d’archives de requêtes du mo-
teur de recherche MSN. Les périodes de temps importantes sont ensuite
identifiées à travers une analyse exponentielle. Les périodes significatives
sont celles présentant des lois de puissance différentes de la majorité des lois
des autres périodes. Après l’extraction des périodes importantes, les auteurs
ont proposé une technique d’identification de “bursts” basée sur le calcul de
la moyenne mobile (Moving Average). Subasic et Castillo (2010) définit un
“burst” de requête comme : “une période présentant un grand intérêt des
utilisateurs sur un sujet qui a suscité une fréquence très élevée de requêtes
qui lui sont liées”. Subasic et Castillo (2010) a regroupé les requêtes bursts
en trois classes : (i) celles qui disparaissent complètement après une certaine
période ; (ii) les bursts sur des sujets existants ; et (iii) les bursts qui créent
d’autres sujets. Dans la même direction de recherche, d’autres travaux ont
souligné l’importance des descripteurs des requêtes dans des applications
telles que le suivi d’événements et l’identification des intentions temporelles
de recherche (Ginsberg et al., 2009; Radinsky et al., 2012, 2013; Joho et al.,
2014; Asur et Buehrer, 2009; Ren et al., 2013; Costa et al., 2014).
Prédiction et suivi des événements. Ginsberg et al. (2009) ont montré
que les requêtes Google sont une source proéminente pour le suivi des ma-
ladies tels que l’influenza. Les auteurs ont calculé des séries chronologiques
d’environ 50 millions des requêtes les plus similaires aux États Unies et ont
proposé un modèle qui permet de détecter les requêtes liées aux maladies en
relation avec l’influenza. Dans la même direction de recherche, Diaz (2009)
a étudié les requêtes qui traitent des sujets liés aux actualités. Diaz a dé-
veloppé une méthode permettant, selon le type de requête, d’injecter des
documents liés aux dernières nouvelles sur la requête. La figure 4.4 montre
un exemple donné par Diaz, dans lequel ils a placé trois articles d’actualité
liés à la requête “zimbabwe elections” (soumise en 2009). Cette technique
est maintenant adoptée dans la plupart des méthodes de recherche, comme
nous l’avons déjà montré.
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Figure 4.4: Exemple d’injection d’articles d’actualités en réponse à la re-
quête “zimbabwe elections”, soumise le 29/06/2009 (Diaz, 2009).
4.3.3 Le temps au niveau du contenu des documents
Dans cette section, nous présentons les études qui ont exploité les descrip-
teurs temporels au niveau du contenu du document. Le défi principal ici
consiste en l’identification et l’extraction des expressions temporelles conte-
nues dans les documents. L’extraction de ces expressions est une étape cru-
ciale dans la détermination des périodes de temps auxquelles fait référence
un document. Ce problème fait partie de la tâche des systèmes d’annotation
temporelle (temporal taggers). La première étape d’un système d’annotation
consiste à segmenter le texte du documents en un ensemble de phrases. Dans
la deuxième et troisième étape, le système identifie les phrases et effectue un
étiquetage morpho-syntaxique puis essaye de reconnaître les entités conte-
nues dans le texte. Une fois les expressions temporelles extraites, ils doivent
être normalisées. Un des systèmes d’annotations temporelles les plus utilisés
est HeidelTime 2. HeidelTime est un système multilingue qui permet d’iden-
2. http://heideltime.ifi.uni-heidelberg.de/heideltime/
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tifier et extraire les expressions temporelles de référence (Strötgen et al.,
2012). La figure 4.5 donne un exemple d’extraction à partir d’un document
extrait d’un journal en ligne. HeidelTime annote les expressions en utilisant
le standard d’annotation TIMEX 3.
Figure 4.5: Exemple d’extraction d’expressions temporelles avec l’outil Hei-
delTime sur un extrait de document issu d’un journal du web.
De nombreux autres outils d’extraction d’expressions temporelles ont été
aussi proposés. Le tableau 4.1 présente quelques outils avec la catégorie des
expressions qu’ils sont capables d’extraire, s’ils effectuent une normalisation
ou non et s’ils sont disponibles ou commerciaux.
Dans le même contexte, Lin et al. (2014b) ont utilisé l’outil GUTime 6 pour
extraire les expressions temporelles et déterminer le temps référent des do-
cuments. Ce problème a fait aussi l’objet de plusieurs tâches d’évaluation
tels que SemEval, TempEval, etc (Verhagen et al., 2010). L’objectif de ces
tâches est de proposer de nouvelles méthodes pour l’identification automa-
tique de toutes les expressions temporelles, les événements et les relations
temporelles dans les documents. Pour répondre à ces tâches, plusieurs ap-
proches basées sur le traitement automatique de langue ont été appliquées
avec succès (Pustejovsky et Verhagen, 2009; UzZaman et al., 2012).
4.3.4 Le temps au niveau des modèles d’ordonnancement
Dans cette section, nous montrons comment le temps est exploité au ni-
veau des modèles d’ordonnancement dans des collections de documents qui
changent dans le temps. La figure 4.6 donne un aperçu de l’architecture
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Table 4.1: Outils d’extraction d’expressions temporelles.
Le modèle de langue sensible au temps est l’un des approches les plus utili-
sées pour la combinaison des critères temporels et thématiques (Li et Croft,
2003; Berberich et al., 2010). Ce modèle utilise le temps pour donner plus
d’importance aux documents récemment publiés. Li et Croft (2003) ont aussi
défini un modèle qui utilise une distribution exponentielle pour répondre aux
requêtes dont le besoin est purement temporel. Les documents les plus ré-
cents se sont attribués les scores les plus élevés :
p(d∣Td) = p(Td) = λe−λ(TC−TD) (4.1)
Où TC est la date la plus récente dans toute la collection et TD est la date
de création du document. L’évaluation expérimentale dans la collection des
requêtes TREC 301 − 400 (volume 4 et 5) montre que le modèles temporels
sont meilleurs que les modèles de langue classique et de combinaison linéaire
pour les requêtes dépendantes du temps.
Dans la même ligne de recherche, Dakka et al. (2012) ont modélisé la per-
tinence comme une combinaison de la dimension thématique et temporelle
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Figure 4.6: Processus général d’ordonnancement dans une approche de RI
sensible au temps.
représentées respectivement par les probabilités (P (q∣d)) et (P (t∣q)). Le mo-
dèle identifie automatiquement les intervalles de temps importants pour la
requête sensible au temps et les utilise pour favoriser les documents qui sont
publiés dans ces périodes. La pertinence totale est donnée par :
P (dt∣q) = P (d, t∣q)∝ P (q∣d)P (t∣q) (4.2)
où P (q∣d) correspond au modèle de vraisemblance sur le document d et
P (t∣q) représente l’importance relative du temps t pour la requête q. Le
facteur temporel P (t∣q) peut être estimé en utilisant le maximum de vrai-
semblance, défini comme la somme normalisée des scores de pertinence des
documents publiés à l’instant t.
Lin et al. (2012) ont proposé un moteur de recherche sensible au temps
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(TASE : Time-Aware Search Engine) se basant sur la fréquence des infor-
mations temporelles et la relation entre elles. Comme pour la plupart des
approches temporelles, le système TASE combine les scores de similarité tex-
tuelles et temporelles. La méthode de combinaison est basée sur un modèle
linéaire qui s’est inspiré de quelques travaux de la littérature (Kanhabua et
Nørvåg, 2011). La figure 4.7 montre un exemple de recherche sur TASE avec
la requête “Michael Jackson”.
Figure 4.7: Exemple de recherche avec le modèle de recherche temporel
TASE (Lin et al., 2012).
Plusieurs autres modèles de recherche temporels ont été proposés. M. et al.
(2010) ont proposé Time Explorer, un outil de recherche qui donne des résul-
tats sous forme de timelines. Ce modèle permet l’analyse des changements de
topics dans le temps au sein d’une collection d’archives d’actualités. Campos
et al. (2014b) ont défini un nouveau modèle d’ordonnancement sensible au
temps appelé GTE-Rank considérant l’importance thématique et la distance
temporelle pour le ré-ordonnancement des snippets Web. Le modèle, déployé
en ligne 7, permet la recherche de topics liés au temps en les classant sous
forme de timeline. Harper et Chen (2012) assume que le Web est en évolu-
tion et suppose que ce changement n’affecte pas la similarité textuelle des
pages Web aux requêtes, contrairement à leur importance qui change dans
le temps. Les pages sont classées en fonction de leur contenu, l’information
temporelle qu’ils incluent et leur importance dans le temps. Les auteurs ont
7. http://www.ccc.ipt.pt/~ricardo/software.html
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appliqué l’algorithme PageRank sur ces trois facteurs et ont montré leur
efficacité dans la recherche de documents pertinents. Dans la même ligne
de recherche, Perkiö et al. (2005) ont montré que la pertinence n’est pas
statique dans le temps et ont proposé un modèle statistique se basant sur
les caractéristiques temporels des descripteurs des documents. L’hypothèse
des auteurs est que l’ordonnancement des résultats pour une requête q à
un instant t doit favoriser les documents dont les sujets importants sont
les mêmes que la plupart de ceux qui sont actifs dans toute la collection à
l’instant t. Cette hypothèse est modélisé à travers une adaptation du modèle
de pondération TF − IDF . Cette adaptation temporelle est est obtenue à
travers la formule suivante :
score(d, q; t) = s(d, q)∑k∈K(t) log1/cM(t)k + log1/cdk (4.3)
Où s(d, q) est le score du document d suivant le modèle, TF − IDF K(t)
est l’ensemble des indices des K topics les plus important dans le modèle
à l’instant t. cM(t)k représente l’importance du topic k dans le modèle à
l’instant t, et cdk est l’importance du topic k dans le document d.
Les expérimentations effectuées avec ce modèle sensible au temps ont mon-
tré des résultats encourageants. Plusieurs autres travaux ont aussi confirmé
cette hypothèse (Efron, 2010; Karkali et al., 2014; Aji et al., 2010; Nunes
et al., 2011; Wang et al., 2014; Kulkarni et al., 2011; Kim et al., 2013).
Efron (2010) a utilisé la distribution temporelle des termes des requêtes dans
la collection entière, plutôt que dans les documents, pour dériver le poids
de chaque mot à utiliser dans l’ordonnancement. Le poids total d’un terme
t étant donnée le modèle M de la série temporelle pour ce dernier est donné
par :
poidsM(t) = √∑ni=1(tˆi − ti)2
n − 2 (4.4)
Où tˆi est le modèle estimé de ti, et n est la longueur de la série temporelle
observée pour t. Contrairement aux mesures d’importance des termes tra-
ditionnelles, pour lesquelles les termes rares reçoivent plus de poids que les
termes fréquents, Efron a défini un schéma de pondération temporel basé
sur les séries chronologiques. Ce modèle a donné des bonnes performances
comparativement aux méthodes classiques, sur des données de TREC. Aji
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et al. (2010) ont aussi proposé une méthode similaire qui est basé sur l’his-
torique de modification des documents. L’intuition derrière cette méthode
est que l’importance d’un terme peut être mesurée par l’analyse de l’his-
torique de révision d’une page qui contient des informations précieuses des
connaissances fournies par les éditeurs (e.g., historique d’édition des pages
Wikipedia). Comme le contenu des documents peut changer au cours du
temps à cause des révisions reflétant des événements liés aux topics, des
termes important peuvent êtres ajoutés aux documents. Le nouveau poids
dépendant du temps d’un terme t est est défini par :





Où n est le nombre de révisions effectuées sur le document d. La fréquence
brute du terme t dans la révision j est dénotée par c(t, vj), et elle est mo-
difiée en utilisant le facteur de décroissance temporelle (decay factor) jα,
où α est un paramètre qui contrôle la vitesse de cette décroissance. Ainsi,
jα permet d’ajuster l’importance relative d’un terme sur les différentes ré-
visions du document. Par exemple, dans les révisions antérieures de la page
Wikipedia du film Avatar (Juin 2006), il n’y avait que quelques modifica-
tions dans le titre et le contenu qui ont simplement mentionné que James
Cameron aurait dirigé le film. Cependant, en Octobre 2006, des change-
ments majeurs sont survenues sur le contenu des la page, comme des détails
sur le budget et le déroulement ont été ajoutés. Les auteurs assument que
l’importance du terme doit être ajustée en intégrant l’historique des bursts.
Cette observation a donné lieu à un modèle qui combine l’importance des
termes calculée à partir des historiques de révisions des pages Web avec des
méthodes statistiques tels que BM25 et le modèle de langue. L’évaluation
expérimentale dans le cadre de la tâche ad-hoc sur la collection INEX 2009
montre que le modèle proposé est plus performant que les méthodes clas-
siques. Toutefois, ce modèle n’est pas performant pour les requêtes ambiguës
dont les documents pertinents peuvent traiter plusieurs autres topics.
4.3.5 Synthèse
Les recherche en RI sensible au temps ont montré que la dimension tem-
porelle est primordiale dans le processus d’ordonnancement des documents
(Yu et al., 2004; Nunes, 2007). Plusieurs sources d’évidence sont exploitées
comprenant des descripteurs liés aux documents et aux requêtes pour l’amé-
lioration des performances des SRI. nous avons classé ces méthodes en trois
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catégories suivant le niveau dans lequel le temps est exploité (document,
requête et modèle). Le tableau 4.2 donne un aperçu des travaux effectués
dans ce cadre, avec la classe de requête, le modèle d’ordonnancement et la
collection de test utilisée. Les requêtes étudiées sont celles pour lesquelles
le besoin utilisateur concerne des documents publiés dans des périodes de
temps spécifiques dans le passé ou des documents qui sont récemment pu-
bliés. Les études concernant l’élicitation du type des requêtes sont souvent
basées sur l’exploitation de la distribution des documents pertinents pour
identifier les intervalles de temps pertinents pour la requête. Considérons
par exemple la requête “explosion”, les pics dans la distribution des docu-
ments peuvent indiquer les périodes dans lesquelles il y a eu une explosion.
Les séries chronologiques ont été largement exploitées pour ce genre de pro-
blèmes surtout dans les collections de documents qui changent dans le temps
et qui sont liées aux actualités (Vlachos et al., 2004; Radinsky et al., 2013;
Kim et al., 2013; Shokouhi, 2011). Cette particularité peut aider les moteurs
de recherche à choisir les périodes dans lesquelles il convient d’injecter des
actualités dans les résultats de recherche.
Du point de vue d’ordonnancement, de nombreuses études exploitent le
changement du comportement de recherche des utilisateurs et des collections
pour améliorer les résultats de recherche (Radinsky et al., 2012). Tandis que
des approches ont exploré des requêtes contenant des indicateurs temporels
explicites (e.g., années) pour modifier le modèle de langue (Metzler et al.,
2009), d’autres ont ajouté des critères temporels dans le même modèle pour
re-ordonner les résultats (Li et Croft, 2003). Le changement de la fréquence
des termes durant le temps a été aussi étudié pour la pondération des termes
dans les collections dynamiques (Efron, 2010). Le modèle de langue tempo-
rel a été parmi les modèles les plus exploités dans divers application de RI
temporelle (Li et Croft, 2003; Berberich et al., 2010; Dakka et al., 2012).
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4.4 Évaluation des méthodes de recherche d’infor-
mation temporelle
Dans cette section, nous présentons quelques tâches de recherche permet-
tant l’évaluation des modèles de RI sensibles au temps. Motivé par l’intérêt
théorique d’évaluer ces modèles, de nombreux compagnes d’évaluations ont
été proposées. Ces compagnes incluent, mais ne sont pas limitées à :
SemEval 2015 - Tâche 4 (Time and Space track 8) : Cette tâche d’évaluation
inclu 5 tâches : (i) TimeLine : Cross-Document Event Ordering ; (ii) QA
TempEval ; (iii) Clinical TempEval ; (iv) Diachronic Text Evaluation ; et (v)
SpaceEval. La première tâche Cross-Document Event Ordering s’intéresse au
problème de génration de timeline à partir des collections de données liées
à des entités (i.e., organisations, personnes, événements, etc). La tâche QA
TempEval traite le problème de questions-réponses d’un point de vue tem-
porel. L’objectif consiste à construire une base connaissances pour répondre
à des questions à caractère temporel et les comparer à des réponses don-
nées par des utilisateurs réels. La tâche Clinical TempEval vise à identifier
et décrire des événements et les relations entre eux dans textes médicaux.
L’identification automatique des périodes de temps dans lesquelles les évé-
nements sont écrits est traités dans la tâche Diachronic Text Evaluation. La
tâche SpaceEval consiste à identifier et classer les items d’un point de vue
spatial en considérant conjointement les critères géographiques et temporels.
Tâche TREC Temporal Summarization 9 (TS) : a pour objectif de retourner
des documents pertinents pour les événements à partir d’une collection dont
tous les documents sont estampillés. Cette tâche comprend deux sous tâches :
(i) Sequential Update Summarization, où les participants doivent retourner
des mises à jour pertinentes pour un événement ; et (ii) Value Tracking, qui
consiste estimer la valeur des attributs pour un événement (eg., nombre de
blessés suite à un séisme). Les participants à cette tâche utilisent la collection
de données fournie par la tâche KBA de TREC. 8 groupes ont participé
à TREC TS 2013, le meilleur système a été proposé par le groupe PRIS
(Zhang et al., 2013). Pour la première tâche, le système proposé s’est basé
sur le modèle hiérarchique LDA, alors qu’il a exploité le modèle Conditional
Random Field (CRF) pour la seconde tâche.
Tâche TREC Knowledge Base Acceleration (KBA) (Frank et al., 2012) : la
8. http://alt.qcri.org/semeval2015/task4/
9. http://www.trec-ts.org/
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tâche KBA a pour objectif de guider les utilisateurs à maintenir les grandes
bases de connaissances telles que Wikipedia, en filtrant automatiquement les
documents qui sont potentiellement pertinents vis-à-vis d’une liste prédéfinie
d’entités. Dans la tâche TREC KBA 2012, les organisateurs ont sélectionné
un ensemble de topics en se basant sur 29 entités extrait à partir de Wi-
kipedia : 27 personnes et 2 organisations. Les participants (Abbes et al.,
2013; Bouvier et Bellot, 2014) ont appliqué leurs modèles sur un corpus
organisé sous forme de répertoires, où chaque répertoire correspond à une
heure, pour simuler le flux de données en temps réel. Le meilleur système
dans KBA 2013 (11 groupes participants, 43 systèmes) s’est basé sur des
techniques d’apprentissage d’ordonnancement (eg., SVM). La tâche TREC
KBA 2013 a proposé deux sous tâches : (i) Cumulative Citation Recom-
mendation (CCR), et (ii) Streaming Slot Filtering (SSF). 141 entités ont
été fournies et 15 groupes ont participé à la tâche avec 140 systèmes sou-
mis. Le meilleur système s’est aussi basé sur une méthode d’apprentissage
automatique.
Tâche NTCIR Temporal Information Access (Temporalia) 10 : propose deux
sous tâches pour traiter les problèmes de RI sensibles au temps : (i) Temporal
Query Intent Classification (TQIC) ; et (ii) Temporal Information Retrieval
(TIR). Tandis que TQIC s’intéresse à la classification des requêtes en 4
classes temporelles prédéfinies (passé, future, atemporelle, récente) en se
basant sur l’intention implicite ou explicite, TIR s’intéresse à la recherche
de documents en réponse à des topics qui intègrent le temps comme facteur
de pertinence (Joho et al., 2014).
Tâche Tweet timeline generation (TTG) (Lin et al., 2014a) : est une nouvelle
sous tâche de TREC Microblog 2014 dont l’objectif est répondre à la pro-
blématique suivante : “on a un besoin en information décrit par une requête
q soumise à l’instant t, on souhaite avoir un résumé qui décrit brièvement la
requête q”. Deux défis à relever dans ce contexte : (i) détecter et éliminer les
tweets redondants (nouveauté) ; et (ii) automatiquement identifier le nombre
de tweets pertinents à retourner. Dans TREC TTG 2014, 15 groupes ont
participé à la tâche avec 50 systèmes. Le meilleur système dans cette tâche
est basé sur un graphe qui représente les tweets comme des noeuds et utilise
des mesures de similarité entre le tweets d’une part, et entre les tweets et
les requêtes d’une autre part (Zhang et al., 2014).
Nous présentons dans le tableau 4.3, une synthèse sur les collections de

















































Microblog 2014 ∎ Clusterprecision, Clusterrecall
Table 4.3: Tâche d’évaluation des modèles de RI sensibles au temps.
4.5 Conclusion
Nous avons présenté dans ce chapitre les travaux de la littérature exploitant
le temps dans les requêtes, documents et modèle d’ordonnancement ainsi
que les principales méthodes de combinaison du critère temporel avec les
autres descripteurs de pertinence. Dans un premier temps, nous avons souli-
gné l’importance de l’étude des caractéristiques temporelles des requêtes et
l’impact de ces caractéristiques dans le processus d’ordonnancement. Plu-
sieurs techniques d’élicitation des types de requêtes sont également propo-
sées. Au niveau document, nous avons présenté les méthodes d’extraction
des expressions temporelles. Enfin, nous avons abordé le problème d’ordon-
nancement sensible au temps en présentant les principales techniques liées
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à la combinaison des scores temporels et thématiques. La particularité des
approches présentés dans ce chapitre et la nature des collections de données
exploitées qui ne sont plus statique, tel est le cas dans le chapitre 3. Les
collections et donc le contenu des documents changent dans le temps, ce qui
explique que la plupart des méthodes ont été testées sur des logs de requêtes
de moteurs de recherche existant ou des articles d’actualités et Wikipedia
pour bien refléter la réalité.
Deuxième partie
Contribution à la définition








nelle : proposition et évalua-
tion dans des tâches de RI
sociales et personnalisées
5.1 Introduction
Dans ce chapitre, nous proposons une approche basée sur l’intégrale de Cho-
quet discrète pour l’agrégation de pertinence multidimensionnelle. Fondée
sur les intégrales floues et basée sur le concept de la mesure floue, la prin-
cipale originalité de l’intégrale de Choquet, en plus de sa généralisation des
opérateurs d’agrégation classiques tels que les moyennes arithmétiques et
ses variantes, réside dans sa capacité à modéliser toutes les interactions et
les dépendances qui peuvent exister entre les différentes dimensions de per-
tinence. Nous tentons de tenir compte de la propriété de subjectivité qui
peut se décliner à travers les différences entre les utilisateurs quant à l’im-
portance accordée à chaque dimension de pertinence. Nous nous basons sur
la flexibilité de la mesure floue qui est à la base de la quantification de
l’importance estimée de chaque dimension pour chaque utilisateur ainsi que
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leur degré d’interaction ou d’interdépendance. Ainsi, nous proposons deux
modèles d’agrégation de pertinence multicritères :
– Une approche multicritère générique basée sur l’intégrale de Choquet
pour l’agrégation de pertinence multidimensionnelle (Moulahi et al., 2013,
2014d). Nous proposons également un nouvel algorithme d’apprentissage
des mesures d’importance des critères. Cette approche est évaluée dans
une tâche spécifique de recherche de tweets, où les critères conjointement
considérés sont : la dimension thématique de recherche, la fraîcheur des
tweets et l’autorité des utilisateurs. Les expérimentations ont été menées
sur la collection de test fournie par la tâche Microblog de TREC 2011 et
2012.
– Une approche multicritère personnalisée qui se base sur le même opérateur
de Choquet (Moulahi et al., 2014b,c), mais qui s’en distingue selon les
points clés suivants :
1. Une agrégation pondérée par les préférences des utilisateurs quant
à chacune des dimensions agrégées, proposant de déployer un méca-
nisme d’agrégation produisant des scores de pertinence dépendant
des préférences des utilisateurs ;
2. Une nouvelle évaluation expérimentale tant dans l’objectif que dans
la méthodologie (Moulahi et al., 2014a), en utilisant la collection de
test standard TREC Contextual Suggestion. Nous montrons l’impact
de la prise en compte des dépendances entre les critères ainsi que leur
personnalisation sur les performances de recherche.
La suite du chapitre est organisée comme suit : dans la section 5.2, nous
donnons la problématique et quelques motivations, et nous formalisons le
problème d’agrégation de pertinence multidimensionnelle. Ensuite, nous pré-
sentons les spécificités de notre opérateur d’agrégation généralisé pour la RI
dans les sections 5.3 et 5.4. La section 5.5 détaille les principes d’agréga-
tion personnalisée ainsi que la méthode d’apprentissage des mesures d’im-
portance pour chaque utilisateur. L’évaluation des méthodes proposées est
détaillée dans la section 5.6. Dans la section 5.6.2.1, nous présentons l’éva-
luation expérimentale de notre première approche dans un contexte de RI
sociale. Nous définissons ainsi le cadre expérimental et les résultats obte-
nus. Les sections 5.6.4 et 5.6.5 décrivent respectivement le cadre expérimen-
tal puis les résultats de l’application de l’approche proposée dans la tâche
TREC dédiée à la RI personnalisée en l’occurrence “TREC Contextual Sug-
gestion” (Dean-Hall et al., 2013) et une tâche de RI personnalisée dans les
folksonomies (Vallet et Castells, 2012).
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5.2 Formalisation du problème et positionnement
5.2.1 Formalisation du problème
Les fonctions d’agrégation sont généralement définies et utilisées pour com-
biner plusieurs valeurs numériques ou préférences liées à des critères en une
seule, de telle sorte que le résultat final de l’agrégation prenne en compte,
d’une manière prescrite, toutes les valeurs individuelles. Comme nous l’avons
déjà montré dans le chapitre 3, de nombreuses fonctions d’agrégation mul-
ticritères ont été proposées telles que la moyenne arithmétique, la méthode
de combinaison linéaire, les méthodes d’apprentissage automatique et bien
d’autres encore. Dans ce manuscrit, nous nous limiterons cependant aux
fonctions d’agrégation qui associent une valeur numérique à chaque critère
de pertinence, lesquels représentent des documents (ou des alternatives).
Nous ne traiterons pas les fonctions de combinaison multicritères qui, de
façon plus générale, permettent de ranger les documents sans leur assi-
gner des valeurs précises. Ainsi par exemple, les méthodes de surclassement
(ELECTRE, MACBETH, etc) sont des procédures de rangement, plutôt que
des fonctions d’agrégation à proprement parler. Nous supposerons donc que
les valeurs à agréger appartiennent à des échelles numériques, qui sont de
type cardinal. Une fois que les valeurs à agréger sont définies, nous pouvons
les combiner en une seule valeur au moyen de la fonction d’agrégation. Mais
une telle opération, comme nous l’avons déjà mentionné, peut s’effectuer
de nombreuses façons selon ce qui est attendu de la fonction d’agrégation,
selon la nature des valeurs à agréger et selon la relation entre les critères à
agréger.
D’une façon générale, le problème d’agrégation de pertinence multidi-
mensionnelle peut être perçu comme un problème de prise de décision
multicritère (Cf., chapitre 3). Plus précisément, dans ce contexte de RI,
nous sommes confrontés à trouver un consensus sur l’ordonnancement d’un
ensemble de documents dj ∈ D selon un ensemble de critères de pertinence
ci ∈ C, en réponse à une requête utilisateur. La combinaison des scores
partiels des documents, obtenus sur chaque dimension de pertinence est
généralement donnée par une fonction ayant la forme suivante :
F ∶ { RN Ð→ R(C1j ×C2j × . . . ×CNj)Ð→ F(C1j ,C2j , . . . ,CNj) }
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Où F est la fonction estimant les scores globaux des documents, et Cij (ou
Ci(dj)) est le score partiel obtenu sur le document dj selon le critère ci. Cij
est interprété comme le degré de satisfaction du document dj selon le critère
ci. Selon le domaine considéré, les valeurs Cij peuvent aussi être appelées des
performances, obtenues selon une fonction d’utilité ou un critère. En outre,
les préférences sur les critères sont souvent exprimées selon un vecteur de
poids normalisés W = (wl,w2, . . . ,wn) (avec 0 ≤ wi ≤ 1) ou par une relation
de préférence binaire ≻C . La relation d1 ≻C d2 peut être interprétée par “d1
est plus pertinent que d2 selon l’ensemble C des dimensions de pertinence”.
De la même façon, une relation de préférence partielle ≻ci peut être intro-
duite également sur l’ensemble des documents. Ainsi, d1 ≻ci d2 peut être vue
comme : “d1 est plus pertinent que d2 selon la dimension de pertinence ci”.
En effet, le choix de la fonction F et l’utilisation de telle ou telle fonction doit
toujours être justifiée. Pour choisir une fonction d’agrégation appropriée à
n’importe quel problème de combinaison multicritères, il est utile d’adopter
une approche axiomatique et sélectionner ainsi les fonctions d’agrégation
selon des propriétés qu’elles vérifient. Par exemple, dans notre problème
d’agrégation multicritère, le problème majeur est d’estimer le score global
d’un document à partir des scores partiels obtenus sur les différents critères.
Dans ce cas, il ne serait pas très naturel de donner au score global une
valeur inférieure au plus petit des scores partiels ou supérieure au plus grand
des scores partiels. Ainsi, seule une fonction de type “interne” (e.g., une
moyenne) peut être utilisée. Dans ce travail, l’objectif n’est de proposer une
approche axiomatique en particulier, néanmoins nous présentons quelques
propriétés qui améliorent notre compréhension des fonctions d’agrégation
et qui peuvent être vues comme souhaitables dans le domaine de la RI
multicritères. Dans la suite, nous présentons les propriétés mathématiques
les plus utiles pour notre contexte d’agrégation.
Propriété 1. (Continuité) Un opérateur d’agrégation est dit continu si la
fonction d’agrégation est continue dans le sens usuel de ce terme, c’est à dire
que pour tout n ∈ N, l’opération n-aire F est continue. Cette propriété est
souvent nécessaire dans de nombreuses applications, puisque elle contraint
l’opérateur à ne pas se comporter de manière chaotique (Bouyssou et al.,
2006). En effet, l’avantage d’une fonction d’agrégation continue est qu’elle
ne présente aucun saut brusque suite à de faibles variations des valeurs
partielles.
Propriété 2. (Monotonie) Une fonction d’agrégation F est dite monotone
117 5.2. Formalisation du problème et positionnement
(ou non décroissante) si :
∀n ∈ N ∶ x1 ≤ y1, . . . , xn ≤ yn ⇒ F(x1, . . . , xn) ≤ F(y1, . . . , yn) (5.1)
Où X = (x1, x2, . . . , xn) est le vecteur des scores (ou performances). Cette
propriété peut être interprétée par : si le degré de satisfaction d’un critère
augmente, alors le score d’agrégation global augmente en conséquence.F est dite unanimement croissante si elle est non décroissante et si, pour
tous vecteurs x et y ∈ RN , on a :
x1 < y1, . . . , xn < yn ⇒ F(x1, . . . , xn) < F(y1, . . . , yn) (5.2)
Une fonction non décroissante présente un comportement non négatif à tout
accroissement des valeurs. En d’autres termes, l’accroissement d’une valeur
partielle ne fait pas décroître le résultat. La fonction est strictement crois-
sante si, en plus, elle réagit positivement à tout accroissement d’au moins
une valeur partielle. Enfin, la fonction est unanimement croissante si elle est
non décroissante et présente une réaction positive chaque fois que tous les
arguments croissent.
Propriété 3. (Idempotance)
En algèbre, l’idempotence est une propriété liée à une opération “∗” par
laquelle un élément x est idempotent, c’est à dire x ∗ x = x. Dans le cadre
des opérateurs d’agrégation n-aires, cette notion s’étend à :
F(x, . . . , x) = x (5.3)
Dans ce cas, F est dite idempotente si la propriété 5.3 est respectée pour
tout x dans l’ensemble des valeurs. Cette propriété, aussi appelée unanimité,
s’interprète de la manière suivante : si on agrège n fois la même valeur, alors
on s’attend à obtenir cette même valeur initiale. Une fonction qui vérifie à
la fois la propriété d’idempotance ainsi que la monotonie est une méthode
qui présente un comportement de compensation, et qui peut être restreinte
dans ce cas aux opérateurs respectant : min ≤ F ≤max.
Propriété 4. (Condition aux limites) On dit que F satisfait les conditions
aux bornes si : F(0, . . . ,0) = 0 (5.4)F(1, . . . ,1) = 1 (5.5)
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C’est l’unanimité pour les valeurs extrêmes.
Propriété 5. Une fonction d’agrégation F est dite :
– Conjonctive si F(x) ≤min(xi), pour tout x ∈ RN
– Disjonctive si max(xi) ≤ F(x), pour tout x ∈ RN
– Interne si min(xi) ≤ F(x) ≤max(xi), pour tout x ∈ RN
Toutes ces caractérisations axiomatiques définissent des familles de fonctions
d’agrégation différentes, donnant ainsi des applications différentes dans di-
vers domaines. Chaque méthode présente des inconvénients et des avantages
qui varient selon le domaine et selon le cadre d’application. Dans ce chapitre,
nous nous intéressons uniquement aux méthodes s’appliquant à la RI mul-
ticritères. Nous présentons dans la section suivante, les limites des fonctions
d’agrégation classiques qui sont majoritairement utilisées pour l’estimation
de pertinence multidimensionnelle.
5.2.2 Limites des opérateurs d’agrégation classiques pour la
modélisation de pertinence
Bien que la plupart des méthodes existantes pour l’agrégation de pertinence
se basent sur des combinaisons linéaires, et ce pour des raisons évidentes
de simplicité et de complexité, il est bien connu que celles ci présentent des
défauts fondamentaux qu’il n’est pas possible d’éliminer. Nous montrons à
travers l’exemple qui suit une des insuffisances des mécanismes d’agrégation
basés sur la combinaison linéaire.
Exemple 1 Considérons un problème d’ordonnancement avec deux critères
(c1, c2) et trois documents d1, d2 et d3 ayant les scores partiels suivants :
C1(d1) = 0.45, C1(d2) = 0, C1(d3) = 1
C2(d1) = 0.45, C2(d2) = 1, C2(d3) = 0.
Supposons que ces scores varient entre 0 et 1 et que le document d1 est
préféré à d2 et d3 (i.e., d1 ≻ d2 ∼ d3). Ceci dit, les documents qui sont jugés
de façon balancée, en terme de score, sur les deux critères, sont préférés aux
documents satisfaisant un seul critère. La question majeure qui se pose ici
est : comment pourrait-on modéliser ce type de préférence avec un opérateur
d’agrégation de type moyenne ou une méthode de combinaison linéaire ?
Un des aspects significatifs dans ces méthodes d’agrégation est la prise en
compte de l’importance des critères, laquelle est habituellement modélisée
par l’utilisation de poids. Pour ce faire, il serait nécessaire de trouver les
poids w1 et w2 de c1 et c2 respectivement, de telle sorte que les préférences
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puissent être modélisées par ces opérateurs d’agrégation. Nous aurons donc :
d2 ∼ d3 ⇔ w1(C1(d2)) +w2(C2(d2)) = w1(C1(d2)) +w2(C2(d3))⇒ w1 = w2
d1 ≻ d2 ⇔ w1(C1(d1)) +w2(C2(d1)) > w1(C1(d2)) +w2(C2(d2))⇒ 0.45 × (w1 +w2) > w2
Par conséquent, nous obtenons : 0.9 ×w2 > w2, ce qui est absurde !
En effet, aucune méthode d’agrégation additive ne permet de modéliser cette
préférence. Il est bien connu dans le domaine d’agrégation multicritères que
ces fonctions conduisent à l’indépendance préférentielle mutuelle parmi les
critères, qui exprime, dans un certain sens, l’indépendance des critères.
Comme ces fonctions ne sont pas appropriées en présence d’attributs dé-
pendants, assez souvent, la tendance a été de construire des attributs censés
être indépendants.
Pour pallier à cet inconvénient, des opérateurs d’agrégation prioritaires (Cf.,
Chapitre 3, Section 3.3.3) ont été récemment proposés (da Costa Pereira
et al., 2009, 2012). Néanmoins, malgré leur efficacité dans plusieurs cadres
de RI (Bouidghaghen et al., 2011b; da Costa Pereira et al., 2012), il existe
toujours des préférences qui ne peuvent pas être représentées par ces der-
niers. Formellement, le processus de priorisation est considéré uniquement
sur les critères individuels (e.g., ci ≻ cj ≻ ck). Si on considère, par exemple,
quatre critères : aboutness (Ab), fraîcheur d’information (Fr), centres d’in-
térêt (Ci) et autorité (Au), et on considère un utilisateur préférant les docu-
ments récents traitant un topic donné, plutôt que les documents autoritaires
représentant au mieux le sujet recherché par l’utilisateur. Ainsi, on aura la
préférence {Ab,Fr} ≻C {Au,Ci}, qui ne peut pas être modélisée par les opé-
rateurs d’agrégation ainsi cités. Dans le but d’obtenir une représentation
flexible de ce phénomène d’interaction, il serait judicieux de remplacer le
vecteur poids par une fonction d’ensemble non additive, permettant ainsi
de définir un poids non seulement sur chaque critère, mais aussi sur chaque
sous-ensemble de critères (e.g., w{Ab,Fr}, w{Au,Ci}). Dans l’exemple 1, comme
les documents qui satisfont de manière équitable les deux critères sont les
documents les plus préférés, on devrait attribuer un poids w12 au sous en-
semble {c1, c2}. Idéalement, on doit assigner à w12 un score élevé (e.g., w12
= 1) et attribuer à w1 et w2 des scores faibles (e.g., w1 = w2 = 0.35) pour
atténuer le score global dans le cas où les critères c1 et c2 ne répondent pas
aux préférences (i.e., agissent de manière indépendante).
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C’est dans ce but que l’utilisation des mesures floues a été proposée par (Su-
geno, 1974) pour généraliser les mesures additives, étant donnée que dans de
nombreuses situations du monde réel, l’additivité n’est pas une propriété ap-
propriée pour les fonctions d’ensemble, à cause de son absence dans de nom-
breuses facettes du raisonnement humain (Marichal, 2000, 2002; Bouyssou
et al., 2006). Pour pouvoir exprimer la subjectivité humaine, Sugeno (1974)
a proposé de remplacer la propriété d’additivité des fonctions d’ensemble par
la monotonie à travers des mesures floues non additives (Grabisch, 1995).
C’est ainsi que nous proposons de traiter le problème d’agrégation de per-
tinence multidimensionnelle à l’aide de l’intégrale de Choquet (Choquet,
1953). Cette méthode d’agrégation est en outre caractérisée par sa capacité
à généraliser plusieurs opérateurs d’agrégation classiques (Grabisch et al.,
2000) tels que la moyenne arithmétique pondérée ou les opérateurs OWA
(Yager, 1988) et même les approches basées sur la combinaison linéaire (Vogt
et Cottrell, 1999; Si et Callan, 2002). Cette généralisation sera discutée en
plus de détails dans la section 5.3. En reprenant l’exemple déjà mentionné,
les préférences souhaitées peuvent être simplement modélisées par une me-
sure floue µ tel que µ{Ab,Fr} > µ{Au,Ci} où µ{⋅} représente le degré d’impor-
tance d’un critère (resp., un sous ensemble de critères). Une des principales
motivations de l’adaptation de cette famille des méthodes d’agrégation, est
le fait que dans plusieurs travaux de RI, les dimensions de pertinence in-
teragissent se sont avérées dépendants (Saracevic, 2007b; Carterette et al.,
2011). Par conséquent, l’intégrale de Choquet se basant sur le concept de
mesure floue, s’avère un bon candidat pour ce type d’agrégation.
5.3 Cadre formel : l’opérateur de Choquet
L’intégrale de Choquet est une notion qui est apparue en 1953 (Choquet,
1953). Ses premières applications ont vu le jour dans les années 90 en aide
multicritère à la décision (MCDA) (Murofushi et Soneda, 1993; Grabisch et
Nicolas, 1994; Grabisch, 1995, 1996; Marichal, 1998). Depuis, cette intégrale
non additive est devenue une branche importante de la théorie des fonc-
tions d’agrégation et a été largement appliquée dans de nombreux domaines
(Grabisch et al., 2000). Dans cette section, nous présentons les concepts de
base de cette méthode d’agrégation et nous donnons les principales carac-
téristiques qui pourront être utiles pour l’estimation de pertinence multidi-
mensionnelle.
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5.3.1 Concepts de base
Considérons l’ensemble C = {c1, . . . cn} des critères. Comme nous l’avons déjà
montré, pour avoir une représentation flexible des phénomènes complexes
d’interaction parmi ces critères (par exemple, une synergie positive ou néga-
tive entre certains critères), il faut pouvoir définir des poids non seulement
sur chaque critère, mais aussi sur chaque sous-ensemble de critères.
Soit IC l’ensemble de tous les sous ensembles de critère de C. Une mesure
floue est une fonction monotone µ de IC à [0,1] tels que :∀IC1 , IC2 ∈ IC , si (IC1 ⊆ IC2) alors µ(IC1) ≤ µ(IC2), avec µ(I∅) = 0 et
µ(IC) = 1.
Définition 3 Mesure floue.
Pour simplifier la notation, µ(ICi) sera dénotée par µCi . La valeur de µCi
peut être interprétée par le degré d’importance (ou le pouvoir de la coa-
lition) de la combinaison de critères inclus dans le sous ensemble Ci. En
effet, cette mesure généralise la notion de vecteurs de poids que nous avons
présentée avec les méthodes classiques. Il est à noter que pour ces dernières
(Cf., Section 5.2.2), le poids d’importance n’était défini que pour les critères
seuls (singletons). Il suffisait donc de définir n− 1 coefficients indépendants.
Par contre, la mesure floue nécessite 2n − 2 coefficients pour être définie,
devant vérifier les contraintes de monotonie. Dans le cas où la mesure est est
k−additive, la mesure nécessite beaucoup moins de coefficients, i.e., µA = 0
pour tous les sous ensembles de critères A ⊆ C avec ∣A∣ > k. La figure 5.1
montre les différents valeurs de capacités à identifier dans le cas où le nombre
de critères est égal à 3.
Figure 5.1: Exemple des différents valeurs de capacité à identifier dans le
cas où le nombre de critères est égal à 3.
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A partir de la mesure floue, nous pouvons donc construire une fonction
d’agrégation floue permettant de calculer une sorte de valeur moyenne en
prenant en compte les coefficients de la mesure floue (Sugeno, 1974, 1977).
Nous discutons cet aspect dans la section suivante.
5.3.2 Principe d’agrégation et modélisation des interactions
et corrélations
Nous présentons dans cette section le cadre général de l’agrégation multicri-
tères avec l’intégrale de Choquet. Comme cette intégrale est considérée ici
comme une fonction d’agrégation à N critères, nous adopterons la notation
d’une simple fonction plutôt que la forme intégrale usuelle (∫ ), et l’intégrale
sera un ensemble ordonné de N valeurs réelles obtenues sur un ensemble A
d’alternatives. Le score global de aj ∈ A, donné par l’intégrale de Choquet
selon une mesure floue µ et un ensemble C de critères, est défini par :
Chµ(C1j , . . . ,CNj) = ∑
i=1,...,N c(i)j(µC(i) − µC(i+1)) (5.6)
avec C(i) = {ci, . . . , cN} est un ensemble de critères avec C(0) = ∅, µC(0) = 0
et µC(1) = 1 et c(i)j est le score obtenu selon un critère donné et c(⋅)j indique
que les indices sont permutés de façon à ce que 0 ≤ c(1)j ≤ . . . ≤ c(N)j . Comme
mentionné dans la section 5.2, Cij est le score partiel 1 de aj selon le critère ci
et µC(i) est le degré d’importance de la combinaison {ci, . . . , cN} de critères.
Exemple 2 Par exemple, si C2j ≤ C1j ≤ C3j, nous aurons :
Chµ(C1j ,C2j ,C3j) =c(2)j(µC2,1,3 − µC(1,3))+ c(1)j(µC1,3 − µC(3))+ c(3)j(µC3)
La fonction d’agrégation de Choquet vérifie un certain nombre de propriétés
naturelles et intéressantes : elle est continue, non décroissante, unanimement
croissante, idempotente et interne. Une justification de toutes ces proprié-
tés peuvent être trouvées dans (Grabisch, 1995; Grabisch et al., 2000). En
1. La différence entre c(i)j et Cij est que les scores partiels c(i)j sont permutés avant
de calculer le score global, alors que Cij est le score partiel de aj , obtenu sur le critère ci.
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effet, de cette manière, l’intégrale de Choquet est bien capable de prendre
en compte plusieurs types d’interactions entre les critères et représenter des
préférences qui n’ont pas pu être capturées par un opérateur d’agrégation
simple (Grabisch et al., 2000). Notons que si µ est une mesure additive,
l’intégrale de Choquet correspond à la moyenne pondérée. Des cas particu-
liers de l’opérateur de Choquet, dépendant de la mesure floue, incluent par
exemple la moyenne arithmétique pondérée et l’opérateur OWA. Le tableau
5.1 présente quelque cas selon la valeur de la mesure de capacité.
Intégrale de Choquet
Owa µC = ∑i−1j=0wn−j , ∀ C tel que ∣C ∣ = i,
où ∣C ∣ dénote la cardinalité du sous
ensemble de critères C.
Moyenne arithmétique pondé-
rée
Le poids wi de chaque critère ci est
égal à (µci) et pour chaque sous en-
semble de critères C1 ∈ C, µC1 =∑ci∈C1 µci
Moyenne arithmétique µC1 = ∣C1∣∣C∣
Table 5.1: Cas particuliers de l’intégrale de Choquet.
Pour faciliter la tâche d’interprétation sémantique du modèle résultat de l’in-
tégrale de Choquet, nous introduisons deux paramètres intéressants appelés,
indice d’importance et indice d’interaction (Murofushi et Soneda, 1993) qui
permettent de traduire les relations ainsi que l’importance des critères. L’in-
dice d’importance, appelé également indice de Shapley (Shapley, 1953), per-
met d’estimer la contribution moyenne qu’un critère (ci) apporte à toutes
les autres combinaisons de critères possibles. L’indice d’interaction permet
de donner des informations sur le phénomène d’interaction pouvant exister
entre un ensemble de critères. Nous définissons ces deux indices dans ce qui
suit.
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Soit µci le poids du critère ci et µCr∪ci sa contribution marginale à chaque
sous ensemble de critères Cr ∈ C. L’indice d’importance de ci selon la
mesure floue µ est défini comme la moyenne de toutes ces contributions :
φµ(ci) = ∑Cr⊆C∖{ci} (N−∣Cr∣−1)!.∣Cr∣!N ! [µCr.µ(Cr⋃ ci)]
φµ(ci) mesure la contribution moyenne que (ci) fournit à toutes les com-
binaisons de critères possibles.
Définition 4 Indice de Shapley.
L’indice d’importance ne donne aucune information sur le phénomène d’in-
teraction pouvant exister entre les critères. L’importance globale de ci ne
peut pas être uniquement déterminés par son poids µci , mais aussi avec sa
contribution marginale à tous les autres sous ensembles de critères. Alors,
pour quantifier le degré d’interaction entre ces derniers, nous introduisons
dans ce qui suit, le concept d’indice d’interaction.
Soit (∆cicjµCr), avec Cr = C ∖ {ci, cj}, est la différence entre la contri-
bution marginale du critère cj à toute combinaison de critère contenant
ci, et une combinaison dans laquelle ci est exclu.(∆cicjµCr) = [µ({cicj}∪Cr) − µ(ci∪Cr)] − [µ(ci∪Cr) − µCr]
Cette expression est définie pour estimer l’opposition entre deux critère
ci et cj . Quand cette expression est positive (resp. négative) pour tout
Cr ∈ C ∖ {ci, cj}, on dit que les deux critères interagissent positivement
(resp. négativement) (i.e., la contribution du critère cj est plus signifi-
cative avec la présence de ci). L’interaction entre les deux mesures est
alors définie comme suit :
Iµ(ci, cj) = ∑Cr⊆C∖{ci,cj} (N−∣Cr∣−2)!.∣Cr∣!(N−1)! (∆cicjµCr)
Définition 5 Indice d’interaction.
Quand les deux critères sont indépendants, la valeur d’interaction, qui ap-
partient à l’intervalle [−1..1], est nulle. Dans le cas où les deux critères
interagissent positivement (resp. négativement), la valeur est positive (resp.
négative). Une fois que nous avons formalisé l’intégrale de Choquet et le
concept de mesure floue, nous présentons dans la section 5.4 l’adaptation de
cet opérateur pour l’estimation de pertinence multidimensionnelle.
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5.4. iAggregator : un opérateur d’agrégation flou pour l’estimation de
pertinence multidimensionnelle
5.4 iAggregator : un opérateur d’agrégation flou
pour l’estimation de pertinence multidimen-
sionnelle
5.4.1 Modèle d’agrégation
Nous introduisons dans cette section notre approche basée sur l’intégrale
de Choquet pour l’agrégation de pertinence multidimensionnelle. La combi-
naison des critères de pertinence revient à agréger les scores partiels (RSV
pour Retrieval Status Value) issus de chaque critère. Le choix de l’opérateur
de Choquet pour ce type de problème est dû principalement aux spécificités
suivantes :
– En RI multicritères, les critères de pertinence peuvent être dépendants ou
corrélés, comme déjà montré dans de nombreux travaux de l’état de l’art
(Saracevic, 2007a; Carterette et al., 2011; Eickhoff et al., 2013b) ;
– La possibilité de définir des importances relatives entre les critères (Gra-
bisch et al., 2000) ;
– La possibilité d’exprimer des interactions entre les critères, comme les
effets de redondance ou de synergies ;
– La facilité d’interprétation sémantique des valeurs liées à l’importance ac-
cordée au critères, ceci permet d’éviter l’effet boite noire, qui existe, par
exemple, lors de l’application des algorithmes d’apprentissage d’ordon-
nancement (Liu, 2009).
Nous présentons dans la suite, notre modèle d’agrégation, appelé iAggre-
gator 2, pour l’estimation de pertinence multidimensionnelle. Soient D la
collection des documents, le score global de dj ∈ D, donné par notre modèle
selon une mesure floue µ et un ensemble C de critères de pertinence, en
réponse à une requête q, est défini par :
RSVC(q, dj) = Chµ(RSVc1(q, dj), . . . ,RSVcN (q, dj)) (5.7)
= N∑
i=1 rsv(i)j ⋅ (µ{ci,...,cN} − µ{ci+1,...,cN}) (5.8)
2. iAggregator : pour interactive Aggregator, afin de souligner la propriété d’inter-
action qui distingue cet opérateur d’agrégation des opérateurs classiques.
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avec rsv(i)j est le score obtenu selon un critère donné 3, C(i) = {ci, ..., cN} est
un ensemble de dimensions de critère de pertinence, avec C(0) = ∅, µC(0) = 0
et µC(1) = 1.
D’un point de vue théorique, l’intégrale de Choquet dispose d’un nombre
de propriétés qui semblent être pertinentes pour un domaine tel que la RI ;
étant donné qu’elle est construite à partir du concept de mesure floue, elle
permet la modélisation des relations d’interaction flexibles en permettant
la modélisation des relations de dépendance complexes entre les critères
(Grabisch et al., 2000). Nous distinguons trois types d’interactions, illustrées
par la figure 5.2. Les axes d’abscisses et d’ordonnées représentent les scores
d’évaluations des quatre documents d1, d2, d3 et d4 suivant les deux critères
c1 et c2, respectivement. Les documents liés par des lignes pointillés ont le
même degré de pertinence.
Interaction positive Interaction négative Indépendance
Figure 5.2: Interactions possibles entre les critères de pertinence.
– Interaction positive, appelée aussi synergie positive, quand le poids global
de deux critères est supérieure à leur poids individuels : µ{ci,cj} > µci +µcj .
Cette inégalité peut être interprétée comme suit : “la contribution de cj
à toute combinaison de critères contenant ci est strictement supérieure à
la contribution de cj à la même combinaison quand ci est exclu”. Dans
ce cas, ci et cj sont négativement corrélés, i.e., la satisfaction d’un critère
unique doit produire un impact très faible par rapport à la satisfaction
des deux critères ensemble. Intuitivement, dans un contexte de RI, cette
propriété favorise les documents qui sont satisfaits équitablement par tous
les ensembles de critères, plutôt que les documents sur-estimés selon un
seul critère de pertinence. Dans ce cas, les critères peuvent être également
3. rsv(⋅)j indique que les indices sont permutés de façon à ce que 0 ≤ rsv(1)j ≤ . . . ≤
rsv(N)j .
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considérés comme présentant un degré de complémentarité ou d’opposi-
tion. Par exemple, dans la figure 5.2a, le document d4 doit être préféré
aux documents d2 et d3, étant donnée qu’ils satisfont pas équitablement
les deux critères c1 et c2.
– Interaction négative (synergie négative), quand le poids global de deux
critères est plus petit que leurs poids individuels : µ{ci,cj} < µci +µcj . Dans
ce cas, on peut dire que l’union des critères n’a pas de valeur ajouté sur
l’évaluation globale des documents, i.e., la contribution marginale de cj à
chaque combinaison de critères contenant ci est strictement inférieure à
la contribution marginale de cj à cette même combinaison mais où ci est
exclu. Ces deux critères présentent alors une sorte de redondance. Cette
spécificité est parmi les points clés de l’intégrale de Choquet, vu qu’elle
permet d’absorber le biais qui pourrait être introduit par l’implication
des critères de pertinence redondants dans l’évaluation globale des docu-
ments. Ceci est effectué par l’association d’un degré d’importance µci,cj
relativement faible au sous ensemble des critères positivement corrélés.
Nous remarquons à partir de la figure 5.2b que le document d4 a la même
importance que les documents d2 et d3, vu que la satisfaction des cri-
tères c1 ou c2, qui sont redondants, est suffisante pour juger un document
comme pertinent.
– Indépendance, quand il n’existe aucune corrélation entre l’ensemble des
critères. Dans ce cas, on dit que la mesure floue est additive : µ{ci,cj} =
µci + µcj . La moyenne arithmétique pondérée est exemple de ce type de
fonction qui permet l’indépendance des critères. Le poids de chaque critère
indique son importance relative.
Après avoir présenté les méthodes permettant l’interprétation et la compré-
hension du modèle résultant de l’intégrale de Choquet, nous introduisons une
des questions les plus complexes dans les problème d’agrégation avec l’in-
tégrale de Choquet, et les mécanismes d’agrégation supervisés en général.
Ce défi consiste en l’identification des mesures floues (ou encore les poids
d’importance des critères), surtout quand le nombre de critères est élevé
(Grabisch et al., 2008). En effet, la complexité ici n’est pas liée au processus
d’agrégation en soi, mais plutôt à l’identification des valeur de capacité, qui
est une étape d’apprentissage bien avant l’application de l’opérateur, contrai-
rement aux algorithmes d’apprentissage d’ordonnancement où la complexité
est à la fois dans l’apprentissage que l’ordonnancement. Pour répondre à ce
défi, nous allons nous baser sur la méthode des moindres carrés ; une des mé-
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thodes d’optimisation les plus utilisées dans la littérature 4 (Grabisch et al.,
2008). La méthode d’apprentissage est détaillé dans la section suivante.
5.4.2 Apprentissage des poids d’importances
Notation Description
Qapp L’ensemble des requêtes utilisées pour apprendre les valeurs de capa-
cités.
N Nombre de critères de pertinence.D La collection de documents.
K Nombre de documents utilisés pour l’apprentissage pour chaque re-
quête.
γi,r Liste ordonnée de documents en réponse à la requête qr suivant la
combinaison de capacité µ(i). Soit P@X(γr,i) la P@X de γr,i et
AV P@X(γi) soit sa moyenne de P@X sur toutes les requêtes ∈ Qapp
suivant µ(i).
ICr Tous les sous ensembles de critères possibles de Cr.Sµ Ensemble de combinaisons de capacité expérimentées. Chaque combi-
naison µ(i) ∈ Sµ contient les valeurs de capacités de tous les ensembles
et sous ensemble de critères.
Table 5.2: Synthèse des notations utilisées avec l’algorithme 1.
L’objectif de la phase d’apprentissage est de paramétrer les mesures floues
selon une mesure objective de RI (e.g. P@X) en identifiant les valeurs de
capacité. Nous proposons dans ce qui suit un algorithme générique permet-
tant d’apprendre ces capacités indépendamment du nombre de critères de
pertinence, et de la tâche de RI considérée.
Les données d’apprentissage nécessaires pour identifier les mesures floues de
l’intégrale de Choquet comprennent un ensemble de requêtes d’apprentis-
sage, et pour chaque requête, un ensemble ordonné de documents représentés
par des vecteurs contenant des scores partiels selon chaque critère ; chaque
document est annoté avec une étiquette (e.g., pertinent ou non pertinent).
La méthodologie adoptée est détaillée dans l’algorithme 1. Le Tableau 6.1
décrit les notations utilisées dans cet algorithme. Ce dernier comprend deux
étapes principales :
4. Nous avons utilisé cette méthode au sein du package Kappalab sous R (Grabisch
et al., 2008).
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Algorithm 1: Apprentissage des mesures floues
Entrées: Qlearn, N , K.
Sortie: Combinaison de capacité optimale µ(∗∗).
Étape 1 : Initialisation des valeurs de capacités
m ← (2N − 1) ×N ;
1. Pour i = 1 à m {Identification des combinaisons de capacités} Faire
2. µ(i) = ( ⋃
j∶1..N{µcj})⋃( ⋃Cr∈C,∣Cr∣>1{µICr}) ; µICr = ∑ci∈Cr,∣ci=1∣µci
3. Fin Pour
4. Si N ≥ 4 {Supposer la 2-additivité} Alors
5. Pour chaque ICr ∈ µ(i) tel que ∣Cr∣ > 2 Faire
6. µICr = 0
7. Fin Pour
8. Fin Si
9. Sµ = ⋃
i∶1..m{µ(i)}
10. Pour chaque µ(i) ∈ Sµ {paramétrage des capacités} Faire
11. Calculer AV P@X(γi)
12. Fin Pour
13. Cmax = Argmax
1...∣Sµ∣ (AV P@X(γi)); µ(∗) = µ(cmax)
Étape 2 : Optimiser les valeurs de capacités
14. Dapp = ∅
15. Pour r = 1 à ∣Qapp∣ {Interpoler les scores globaux} Faire
16. Dapp =Dapp ∪ γ∗,r
17. Pour j = 1 à K Faire
18. RSV intC (qr, dj) = Max1...d′j∈γ∗,r,d′j≻Cdj (RSVC(qr, d′j)) ; γ∗,r = γ∗,r ∖ {dj}
19. Fin Pour
20. Fin Pour
{Optimisation basée sur la méthode des moindres carrés.}
21. Répéter
22. FLS(µ) = ∑
dj∈Dapp[Chµ(RSVc1(dj), . . . ,RSVcN (dj)) −RSVintC (dj)]2
23. Jusqu’à convergence
24. Retourner le résultat µ(∗∗)
– Initialisation des valeurs des combinaisons de capacités. Une combinaison
de capacités µ(.) désigne un ensemble des valeurs de capacités associées à
chaque critère et à chaque sous-ensemble de critères. Par exemple, dans le
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cas de trois critères de pertinence, une combinaison de capacités comprend
({µc1 ;µc2 ;µc3 ;µc1,c2 ;µc1,c3 ; µc2,c3}). Afin de paramétrer ces valeurs, nous
utilisons une mesure de RI telle que la P@X sur les requêtes d’apprentis-
sage Qapp. Le paramétrage est concevable en RI multicritères, étant donné
que le nombre de critères de pertinence est généralement petit (Saracevic,
2007b). Cependant, lorsque le nombre de critères est supérieur ou égale
à 4, la méthode devient plus complexe, mais nous pouvons éviter la com-
plexité du paramétrage en se basant sur la famille des capacités 2-additive
(Grabisch et al., 2000) nécessitant moins de coefficients à définir.
– Optimisation des valeurs de capacités. En partant d’une combinaison de
capacités µ(∗) obtenue dans l’étape précédente, on extrait les K premiers
documents retournés en réponse à chaque requête q ∈ Qapp. Les scores de
ces documents (Dapp) sont interpolés afin de placer les documents non
pertinents à la fin de la liste l’ordonnancement. Après avoir obtenu les
scores de pertinence globaux désirés RSVintC (q, dj) pour chaque document
dj ∈ Dapp, et étant donné que nous disposons des étiquettes RSVci(q, dj),
nous procédons à l’application de la méthode des moindres carrés pour
l’identification des valeurs de capacités des critères et des sous-ensembles
de critères considérés.
5.5 Personnalisation de la méthode d’agrégation
de pertinence
Dans la section 5.4, nous avons exploité l’opérateur de Choquer pour quan-
tifier explicitement l’importance absolue des dimensions de pertinence et
pondérer et agréger ainsi les scores de différentes dimensions de pertinence.
Dans cette partie, nous tournons le problème d’agrégation pour tenir compte
de la propriété de subjectivité qui peut se décliner à travers les différences
entre les préférences utilisateurs quant à l’importance accordée à chaque di-
mension de pertinence. Le défi dans le problème d’agrégation dans le cadre
de RI personnalisée est :
1. L’estimation de l’importance des critères : identifier les critères devant
avoir un poids d’importance plus élevé que d’autres ;
2. L’agrégation : combiner efficacement les critères de pertinence en te-
nant compte des dépendances pouvant exister entre eux ;
3. Apprendre les mesures d’importance des critères pour chaque utilisa-
teur ;
131 5.5. Personnalisation de la méthode d’agrégation de pertinence
La fonction d’agrégation de pertinence personnalisée basée sur l’intégrale de
Choquet est définie comme suit :
RSV uC (q, dj) est le score de pertinence personnalisé de dj pour l’utilisa-
teur u suivant l’ensemble des critères de pertinence C = {c1, c2, . . . , cN}
défini comme :
RSV uC (q, dj) = Chµ(RSV uc1(q, dj), . . . ,RSV ucN (q, dj))= ∑Ni=1 µu{ci,...,cN} ⋅ (rsvu(i)j − rsvu(i−1)j)
Définition 6 Agrégation personnalisée.
Où Chµ la fonction d’agrégation de Choquet, rsvu(i)j est le ième élément de la
permutation RSV (q, dj) sur le critère ci, tel que (0 ≤ rsvu(1)j ≤ ... ≤ rsvu(N)j),
µu{ci,...,cN} est le degré d’importance de l’ensemble des critères {ci, ..., cN}
pour l’utilisateur u.
De cette manière, nous sommes capables d’ajuster les paramètres du modèle
d’ordonnancement automatiquement pour chaque utilisateur, rendant ainsi
les résultats dépendant de ses préférences sur les critères considérés.
Figure 5.3: Les différentes étapes pour l’apprentissage des valeurs de capa-
cités.
L’apprentissage des poids d’importance des critères pour chaque utilisateur
est appliqué avec le même algorithme d’identification des capacités présenté
dans la section 5.4.2. Ceci permet également d’ajuster les degrés d’impor-
tance de chaque critère de pertinence selon les préférences de l’utilisateur en
question. En revanche, dans le cas d’un contexte de RI non personnalisée,
cet algorithme est appliqué indifféremment pour toutes les requêtes issues
de la tâche, permettant de quantifier des scores de pertinences génériques
liées à la tâche et non spécifiquement aux utilisateurs. On calcule pratique-
ment, comme déjà montré dans la section précédente, RSVci(q, dj) au lieu
de RSVuci(q, dj). La figure 5.3 montre les différentes étape appliquées pour
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apprendre les mesures d’importance pour chaque utilisateur.
5.6 Évaluation expérimentale
5.6.1 Objectifs
Les objectifs de ces expérimentations sont :
1. Montrer les corrélations existantes entre les critères considérés par le
biais de la mesure floue ;
2. Évaluer l’efficacité de l’intégrale de Choquet comparativement à
d’autres opérateurs d’agrégation standards dans des cadres et des col-
lections de RI différentes.
5.6.2 Cadres d’évaluation
5.6.2.1 Tâche 1 : recherche de tweets
Dans cette section, nous évaluons notre approche d’agrégation de pertinence
dans un cadre de RI sociale. Plus particulièrement, nous considérons une
tâche de recherche de tweets, dans le cadre de la tâche Microblog de TREC,
où la pertinence des documents est basée sur trois dimensions de pertinence
à savoir, la dimension thématique, la fraîcheur des tweets, et l’autorité des
auteurs des tweets (Duan et al., 2010; Nagmoti et al., 2010).
5.6.2.1.1 Description de la tâche de recherche Comme défini dans
la tâche Microblog de TREC 2011 (Ounis et al., 2011), la recherche de tweets
est une tâche en temps réel dans laquelle les utilisateurs s’intéressent à l’in-
formation pertinente et récente, à la fois. Des travaux récents s’intéressant
à cette tâche de recherche ont identifié plusieurs facteurs ayant un impact
considérable dans le classement final des documents (Nagmoti et al., 2010).
Parmi ces critères nous citons : la topicalité, la longueur des tweets, la pré-
sence des URLs dans un tweet et l’autorité (Duan et al., 2010; Chen et al.,
2012). En effet, la spécificité de la tâche Microblog de TREC 2011 (Ounis
et al., 2011) qui définit la recherche de tweets comme étant une tâche de re-
cherche dans laquelle les utilisateurs s’intéressent aux informations récentes
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et pertinentes, motive bien l’utilisation de l’intégrale de Choquet, où les in-
teractions entre les critères est bien prise en considération. Ceci est d’autant
plus important que les utilisateurs préféreront les tweets qui sont à la fois
pertinents et récents, i.e., dont les scores sont balancés entre ces deux critères
et non pas biaisés par l’un des deux. Pour notre part, nous exploitons trois
dimensions de pertinence à savoir, la topicalité (thématique de recherche)
(To), la fraîcheur des tweets (Fr), et l’autorité (Au). Nous signalons ici
que notre objectif dans ce travail n’est pas de chercher à identifier tous les
critères utiles pour la recherche de tweets. Il existe de nombreux travaux
qui se sont déjà intéressés à l’exploitation des facteurs de pertinence dans
les microblogs Nagmoti et al. (2010); Duan et al. (2010); Carterette et al.
(2011); Berardi et al. (2011a); Metzler et Cai (2011); Cheng et al. (2013);
Amati et al. (2012); Choi et Croft (2012); Damak et al. (2013); Miyanishi
et al. (2014). L’objectif principal de notre étude ici est d’optimiser la fonc-
tion d’agrégation de pertinence, indépendamment de la tâche de RI et des
critères exploités. Nous avons cependant utilisé les critères les plus utilisés
pour cette tâche de recherche de tweets. L’agrégation de ces critères avec
l’intégrale de Choquet selon une mesure floue µ, en réponse à une requête
utilisateur Q, est définie par :
Chµ(To(Tj ,Q),Au(Tj), F r(Tj)) = ∑
i=1,...,3(c(i)j − c(i−1)j).µC(i) (5.9)
où Tj est un tweet, c(i) indique qu’un score partiel 5 obtenu sur un critère
donné, en réponse à la requête Q, sont permutés tel que : 0 ≤ c(1)j ≤ c(2)j ≤
c(3)j , et C(i) = {ci, ..., c3}. Chµ est le score global qui définit le classement
final de chaque document selon les trois dimensions de pertinence. Nous
donnons dans ce qui suit la formalisation de ces différents critères.
– Topicalité : nous proposons d’utiliser la fonction Okapi BM25 (Robertson
et Jones, 1976) pour le classement des tweets en réponse à une requête Q
donnée :
To(T,Q) = BM25(T,Q) = ∑
qi∈Q
Idf(qi)⋅ tf(qi, T )⋅ (k1 + 1)
tf(qi, T ) + k1(1 − b + bLength(T )avglength ) (5.10)
où qi est un terme de la requête, Idf(qi) est la fréquence inverse du docu-
ment, Length(T ) dénote la longueur d’un tweet T et avglength représente
la moyenne des longueurs des tweets dans la collection.
– Autorité : représente l’influence des auteurs des tweets dans Twit-
ter. Nous la définissons comme présentée dans (Nagmoti et al., 2010) :
5. Tous les scores partiels sont normalisés et sont tous dans [0,1].
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Au(T ) = Aunb(T ) + Aume(T ), où (i) Aunb(T ) est le nombre total des
tweets, pour favoriser les tweets publiés par des utilisateurs influents.
Nous la définissons par : Aunb(T ) = N(ai(T )), avec ai(T ) représentant
l’auteur du tweet T , et N(ai(T )) dénotant le nombre de tweets publiés
par ai. (ii) Aume(T ) est le nombre de mentions d’un auteur, i.e., plus
un auteur est mentionné, plus il est populaire. Elle est définie par :
Aume(T ) = N(mai)(T )), avec N(mai)(T )) estimant le nombre de fois
l’auteur du tweet T est mentionné.
– Fraîcheur des tweets : c’est la différence entre le temps de publication
du tweet Tp(T ) et la date de soumission de la requête Ts(Q) : Fr(T ) =
Ts(Q) − Tp(T ).
5.6.2.1.2 Données expérimentales Nous exploitons ici la collection
de tweets fournie par la tâche Microblog de TREC 2011 et TREC 2011
(Ounis et al., 2011, 2012). La collection inclut environ 16 millions de tweets




Nombre de twitters 5,356,432
Nombre de Topics de TREC Microblog 2011 49
Nombre de Topics de TREC Microblog 2012 60
Table 5.3: Statistiques de la collection fournie par la tâche Microblog de
TREC 2011 et 2012.
La figure 5.4 présente un exemple de topic de la tâche Microblog de TREC
2012.
Figure 5.4: Exemple de topic de la tâche Microblog de TREC 2012.
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5.6.2.2 Tâche 2 : recherche de lieux d’attractions
5.6.2.2.1 Description de la tâche de recherche La tâche “Contex-
tual Suggestion” de TREC a pour objectif d’évaluer les techniques de re-
cherche répondant à des besoins en information, qui sont fortement tri-
butaires du contexte dans lequel se situe un utilisateur. Étant donné un
utilisateur, cette tâche a pour objectif de chercher des places d’attractions
(eg., restaurants, parcs d’attractions, zoo, etc.) pouvant l’intéresser suivant
deux critères de pertinence : (i) les centres d’intérêt de l’utilisateur, i.e.,
ses préférences sur un historique de recherche de places ; (ii) sa localisation
géographique.
5.6.2.2.2 Données expérimentales La collection de test présente les
caractéristiques suivantes :
– Utilisateurs : le nombre total d’utilisateurs est égal à 635. Chaque utili-
sateur est représenté par un profil reflétant ses préférences sur des lieux
d’une liste de 50 exemples de suggestions. Un exemple de suggestion est
un lieu d’attraction qui est susceptible d’intéresser l’utilisateur. Chaque
exemple est représenté par le titre du lieu, une brève description et une
URL du site web correspondant. La figure 5.5 présente un exemple de
suggestion.
Figure 5.5: Exemple de suggestion de lieu d’attraction.
Les préférences des utilisateurs sont données sur une échelle de 5 points et
sont attribuées aux descriptions et aux URLs des exemples de suggestions.
Les préférences positives (resp., négatives) sont celles ayant un degré de
pertinence égal à 3 ou à 4 (resp., 0 ou 1) selon la description du site
et la correspondance par rapport à l’URL. Un exemple de préférence sur
l’exemple de suggestion 65 pour l’utilisateur 534 pourrait être : 534,65,4,4
avec 4 et 4 sont respectivement, les préférences sur l’URL http://www.
redmangousa.com et la description donnée avec.
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– Contextes : le nombre de contextes fournis est égal à 50 ; chaque contexte
correspond à une position géographique dans une ville donnée. La position
géographique est décrite par une longitude et une latitude. Étant donnés
une paire d’utilisateur et un contexte représentant la requête, l’objectif
principal de la tâche est de fournir une liste de 50 suggestions triées par
ordre de pertinence selon les critères centres d’intérêt et géolocalisation.
Un exemple de contexte relatif à la ville Monroe, LA comprend : 71, Mon-
roe, LA, 32.81513 , −92.20569 où les deux derniers attributs correspondent
à la position géographique de l’utilisateur.
– Collection de documents : pour chercher des suggestions de lieux à partir
du web, nous avons exploité l’API Google Place 6. Comme pour la plupart
des groupes participants à la tâche “Contextual Suggestion” (Dean-Hall
et al., 2013), nous commençons par interroger l’API Google Place avec
les requêtes appropriées en se basant sur la localisation géographique des
lieux. Étant donné que l’API Google Place renvoie jusqu’à 60 sugges-
tions par requête, nous avons effectué une nouvelle recherche avec des
paramètres différents tels que les types de lieux qui sont pertinents par
rapport à la tâche (e.g., restaurant, pizzeria, musée, etc.). Nous avons col-
lecté, en moyenne, environ 157 suggestions par requête et 3925 suggestions
au total. Pour obtenir les scores des documents collectés selon le critère
de géolocalisation, nous avons calculé la distance entre les lieux collectés
et le contexte. Les scores des documents selon le critère centres d’intérêts
sont calculés en se basant sur le cosinus de similarité entre la description
des suggestions et le profil de l’utilisateur. Les profils des utilisateurs sont
représentés par des vecteurs de termes construits à partir de leurs pré-
férences personnelles sur les exemples de suggestions. La description des
lieux est construite à partir des snippets des résultats renvoyés par le mo-
teur de recherche Google 7 lorsque l’URL du lieu est soumise sous forme
d’une requête.
– Jugements de pertinence : les jugements de pertinence de cette tâche sont
effectués par les utilisateurs et mandatés par TREC à la fois (Dean-Hall
et al., 2013). Chaque utilisateur représenté par un profil, juge les lieux
qui lui sont suggérés de la même façon que les exemples de suggestions.
Ainsi, l’utilisateur affecte un jugement de 0− 4 à chaque titre/description
et à chaque URL, tandis que les assesseurs de TREC jugent les sugges-
tions uniquement en termes de correspondance au critère géolocalisation
avec une évaluation de (2, 1 et 0). Une suggestion est considérée comme
6. https://developers.google.com/places
7. https://www.google.com
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pertinente si elle a un degré de pertinence égal à 3 ou 4 selon le critère
centre d’intérêts (profil) et une évaluation égale à 1 ou 2 selon le critère
géolocalisation. Dans ce qui suit, ces jugements de pertinence constituent
notre réalité de terrain utilisée pour l’apprentissage et le test.
5.6.2.3 Tâche 3 : recherche dans les folksonomies
Dans cette section, nous décrivons le cadre d’évaluation proposé dans le
contexte d’une RI dans les folksonomies. Nous avons exploité une collection
de 33k signets 8 collectés à partir du système d’annotation Del.icio.us 9. Le
corpus inclut des informations d’évaluation données pour 35 utilisateurs en
réponse à 177 requêtes (Vallet et Castells, 2012), suivant deux critères :
thématique (To) des signets étant données une requête et leur pertinence
personnelle (Us) pour un utilisateur spécifique.
5.6.3 Évaluation de iAggregator dans un contexte de RI so-
ciale
5.6.3.1 Protocole d’évaluation
Dans l’évaluation de notre modèle dans la tâche de recherche de tweets,
nous avons exploité 49 requêtes de la tâche Microblog de TREC 2011 pour
l’apprentissage des mesures floues et nous avons utilisé les 60 requêtes de
TREC 2012 pour le test. Trois critères de pertinence liés à la tâche ont été
utilisés pour le calcul des scores des documents (Nagmoti et al., 2010) : sujet
des requêtes, fraîcheur de l’information et autorité du twitterer.
Pour évaluer les performances de notre approche dans ce cadre, nous avons
comparé les résultats issus de l’application de l’opérateur proposé aux mé-
thodes les plus utilisées en RI pour la combinaison de pertinence multicri-
tères :
– Moyenne arithmétique (Am) et moyenne arithmétique pondérée (Wam) ;
– Méthode de combinaison linéaire classique (Mcl) (Vogt et Cottrell, 1999;
Larkey et al., 2000; Si et Callan, 2002; Craswell et al., 2005) ;
– Opérateurs Min et Max ;
– Opérateurs Owa (Yager, 1988) et OWmin (Dubois et Prade, 1996) ;
8. http://ir.ii.uam.es/~dvallet/persdivers/index.htm
9. http://www.delicious.com
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– Opérateurs prioritaires And et Scoring (da Costa Pereira et al., 2009) ;
– Algorithmes d’apprentissage d’ordonnancements : RankNet (Burges
et al., 2005), RankSVM (Joachims, 2006), ListNet (Cao et al., 2007),
Random Forest (Breiman, 2001) et λ−MART (Wu et al., 2010).
Les mesures d’évaluation utilisées sont la précision (P@5, P@10, P@20,
P@30) et la précision moyenne (MAP). Nous avons calculé ces mesures avec
l’outil standard trec_eval 10. La mesure P@30 est la mesure officielle des
tâches TREC Microblog 2011 et 2012.
5.6.3.2 Paramétrage et identification des mesures floues
Comme nous disposons des jugements de pertinence (qrels) associés aux
différentes requêtes de la tâche, nous nous sommes basés sur la méthode
détaillée dans l’algorithme 1 pour paramétrer les mesures floues associées
aux trois critères utilisés dans cette tâche. En effet, nous avons tout
d’abord testé un ensemble de combinaisons de capacités, comme précisé
dans l’étape 3 de l’algorithme 1, tel que la somme des trois scores indivi-
duels partiels soit égale à 1. Dans le cas où nous avons trois critères de
pertinence, chaque combinaison de capacités est composée d’un ensemble
de valeurs qu’on peut assigner à tous les sous ensembles de critères possibles :
µ(i)(ctopicalité, cautorité, cfraîcheur) = {µ{topicalité}, µ{autorité}, µ{fraîcheur},
µ{topicalité,autorité}, µ{topicalité,fraîcheur}, µ{fraîcheur,autorité}}
Les valeurs des capacités des critères sont paramétrées de façon à ce que
la somme des valeurs partiels soit égale à 1. Ainsi, nous avons testé 21
combinaisons de valeurs possibles obtenues comme suit :
1. Nous avons commencé par attribuer la plus grande valeur (i.e., 0.8)
au critère topicalité. Les valeurs des capacités des critères fraîcheur et
autorité sont égales à 0.1 (i.e., la somme des valeurs des trois critères
est égale à 1). Les valeurs des capacités des sous ensembles de critères
sont égales à la somme de leurs valeurs individuelles. Ensuite, nous
avons décrémenté la valeur de capacité du critère topicalité de 0.1 et
nous avons respectivement incrémenté de 0.1 celles de la fraîcheur et de
l’autorité. Ce processus est répété jusqu’à ce que la valeur de capacité
de la fraîcheur atteigne 0.8.
10. http://trec.nist.gov/trec_eval
139 5.6. Évaluation expérimentale
2. Nous associons une valeur de capacité plus élevée au critère fraîcheur
(i.e., 0.8), et nous incrémentons celle de l’autorité de 0.1, jusqu’à ce
qu’elle atteigne 0.8.
3. Nous décrémentons la valeur de la capacité d’autorité et nous incré-
mentons celle du critère topicalité jusqu’à ce qu’elle atteigne 0.8.
Pour ce faire, nous nous sommes basés sur l’ensemble des requêtes de la tâche
Microblog 2011 pour l’apprentissage. Nous notons cet ensemble par Qapp. La
figure 5.6 présente des exemples de capacités avec les résultats obtenus en
terme de P@30 pour chacune des combinaisons, et ce après application de
l’intégrale de Choquet sur les trois dimensions de pertinence (To, Au, Fr).
La combinaison de capacités µ(1) donnée dans la figure 5.6, représente la
combinaison optimale obtenue dans la phase d’apprentissage donnant ainsi
la meilleure valeur de P@30 sur l’ensemble Qapp.

























Figure 5.6: Paramétrage des valeurs de capacités dans la tâche de recherche
de tweets et résultats des valeurs de précisions pour les combinaisons de ca-
pacités utilisées pour l’apprentissage. L’axe des abscisses représente quelque
combinaisons parmi les 21 utilisées. L’axe des ordonnées à droite présente
les valeurs de précision, et l’axe à gauche présente les valeurs de capacités
pour les critères de pertinence.
La combinaison µ(1) inclue les valeurs suivantes : (µTo = 0.8, µAu = 0.1,
µRe = 0.1, µTo,Au = 0.9, µTo,Re = 0.9, µAu,Re = 0.2). Comme nous pouvons le
voir à partir des valeurs de µ(1) et des performances données par les autres
capacités dans la figure 5.6, notre modèle est pénalisé pour les préférences sur
les tweets, pour lesquels uniquement les critères thématique de recherche et
autorité se voient attribuer des valeurs de capacités importantes. Néanmoins,
la précision est meilleure pour les tweets pour lesquels le critère fraîcheur
d’information et topicalité sont importants, ce qui implique peut être que
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les requêtes traitent des sujets dont les tweets pertinents sont aussi récents.
Nous allons discuter ce point en détail dans la section 5.6.3.3.
En se basant sur les scores interpolés des documents obtenus avec µ(1) sur
l’ensemble des requêtes de TREC 2011, nous avons calculé avec la méthode
des moindres carrés (Cf., algorithme 1), la capacité à utiliser pour la phase de
test. Cette capacité est composée de : (µTo = 0.633, µRe = 0.204, µAu = 0.153,
µ{To,Re} = 0.961, µ{To,Au} = −0.210, µ{Re,Au} = −0.5). En effet, les critères
topicalité et fraîcheur d’information se sont attribués les valeurs de capa-
cités les plus élevées. Cette observation coïncide avec la nature de la tâche
TREC Microblog, où les utilisateurs sont généralement intéressés aux tweets
pertinents et récents. Nous remarquons aussi que les valeurs de capacités ob-
tenues sur les sous ensembles {To,Au} et {Au,Fr} sont négatives. Selon les
trois types d’interaction que nous avons présentés dans la section 5.4.1, la
contribution du critère de pertinence topicalité à toute combinaison de cri-
tère contenant le critère autorité est supérieure à sa contribution quand le
critère autorité est exclu. Il en est de même pour les deux critères fraîcheur
des tweets et autorité. Ceci est probablement dû au fait que les assesseurs de
la tâche Microblog de TREC n’ont pas donné une très grande importance
à l’autorité des auteurs des tweets pendant leur évaluation de la collection
de test. Pour interpréter ces résultats, nous présentons dans ce qui suit, les
valeurs d’importance et d’interaction entre les différents critères.
5.6.3.2.1 Analyse de l’importance des critères de pertinence
Critère Topicalité Fraîcheur d’information Autorité
Indice d’importance 0.63 0.25 0.12
Table 5.4: Indices d’importance des critères.
L’analyse d’importance des critères, présentée dans la figure 5.4, obtenue
en utilisant l’indice d’importance montre une importance du critère théma-
tique avec une valeur de 0.631. Le critère fraîcheur d’information est aussi
donné une plus grande importance (0.25) comparé à l’autorité des utilisateur
(0.12). Ceci peut s’expliquer par le fait que les requêtes de la tâche sur les-
quelles nous avons effectué notre apprentissage des capacités, sont liées dans
la plupart des cas à des documents thématiquement pertinents plutôt que
récents ou autoritaires. Ainsi, lors de l’évaluation des tweets de la collection
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par les assesseurs de TREC, ces derniers accordent plus d’importance à la
correspondance thématique entre les requêtes et les documents.
5.6.3.2.2 Analyse de corrélation des critères de pertinence La
Figure 5.5 montre les valeurs des indices d’interactions entre les trois cri-
tères thématique To, fraîcheur d’informations et autorité suivant les requêtes
la tâche Microblog de TREC 2011. On remarque que le critère autorité n’est
pas important et ne donne aucune contribution quand il est combiné avec
les deux autres critères. Partant de ce constat, le critère autorité, malgré son
importance relative dans Twitter (Chen et al., 2012), peut biaiser les scores
globaux des tweets, et ceci explique bien les capacités négatives assignées à
µ{To,Au} et µ{Au,Fr}. Cependant, nous notons une interaction positive entre
le critère thématique et fraîcheur d’information, ce qui implique une contri-
bution considérable aux scores globaux lorsqu’ils sont combinés ensemble.
Ces valeurs conviennent à l’objectif de la tâche de recherche de tweets et au
cadre de RI que nous avons considéré dans ce chapitre. De plus, étant donné
que les utilisateurs de Twitter préfèrent les tweets qui sont à la fois perti-
nents et récents (i.e., dont les scores sont balancés entre ces deux critères
et non pas biaisés par l’un ou l’autre), l’intégrale de Choquet a répondu à
cette préférence en associant une capacité élevée à la combinaison du sous
ensemble de critères {topicalité, fraîcheur des tweets} par rapport aux scores
individuels de chacun d’entre eux.
Critère Topicalité Fraîcheur d’information Autorité
Topicalité − +0.18 +0.01
Fraîcheur − − -0.10
Autorité − − −
Table 5.5: Indices d’interaction des critères.
Pour vérifier la validité de ces résultats, nous présentons en plus des indices
de Choquet, une analyse de corrélation des ordonnancements selon chaque
critère de pertinence. Cette analyse, présentée dans la figure 5.6, est basée
sur le coefficient de corrélation de Kendall (Kendall, 1938). Le tau de Kendall
mesure la corrélation de rang entre deux listes d’ordonnancements. Elle est
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donnée par :
tau = (nombredepairesconcordantes) − (nombredepairesdiscordantes)(1/2) ⋅ n ⋅ (n − 1)
(5.11)
Dans notre contexte, nous analysons la concordance entre les listes de do-
cuments retournés suivant chaque paire de critères de pertinence. Plus les
listes sont similaires (resp., discordants), plus le coefficient tau est proche
de 1 (resp., −1). Si les listes d’ordonnancements (i.e., les critères) sont indé-
pendants, alors le coefficient est approximativement égal à zéro.
Critère Topicalité Fraîcheur d’information Autorité
Topicalité 1 0.1580 0.0013
Fraîcheur − 1 0.0010
Autorité − − 1
(a) Coefficient de corrélation de rang Kendall pour les critères individuels.
Critère {To, Fr} {To, Au} {Fr, Au}
{To, Fr} 1 0.2290 0.1210
{To, Au} − 1 -0.1030
{Fr, Au} − − 1
(b) Coefficient de corrélation de rang Kendall pour les
sous ensembles critères.
Table 5.6: Analyse de corrélation des critères dans la collection des tweets.
Les tableaux (5.6a) et (5.6b) montrent les coefficent de corrélation des cri-
tères individuels ainsi que d’entre les sous ensembles de critères. Les résul-
tats sont moyennés sur tous les documents de chaque critère. Le tableau 5.6a
montre une corrélation significative entre les critères fraîcheur d’information
et topicalité, tandis que le critère autorité semble être indépendant et moins
important. Cependant, le tableau (5.6b) montre que ce dernier impacte les
listes d’ordonnancements en présence des deux autres critères. Cet impact
est plus significatif en présence du critère topicalité, ce qui n’est pas surpre-
nant, vu les résultats déjà obtenu avec les indices d’interaction. Ces analyses
sont en concordance avec les études menées par (Carterette et al., 2011) et
(Wei et al., 2010) dans cette même direction de recherche.
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5.6.3.3 Résultats expérimentaux
Dans cette section, nous analysons les résultats des performances de re-
cherche de notre approche selon le protocole d’évaluation présenté dans la
section 5.6.3.1.
5.6.3.3.1 Analyse avec les méthodes d’agrégation classiques et les
opérateurs d’agrégation prioritaires Dans cette section, nous com-
parons notre modèle avec des méthodes de combinaison de scores clas-
siques ainsi que les opérateurs prioritaires présentés dans la section 5.6.3.1.
La méthode de combinaison linéaire est utilisée comme suit : MCL(T ) =∑3i=1(αimcli(T )) où mcli(T ) est le score partiel d’un tweet selon un critère
avec i ∈ {topicalité, autorité, fraîcheur}. Les poids utilisés avec la méthode
de combinaison linéaire sont empiriquement paramétrés dans la phase d’ap-
prentissage, au sein des requêtes de la tâche Microblog 2011. Nous leur avons
attribué les poids ayant donné les meilleurs valeurs en termes de précision
P@30 : αfraîcheur = 0.23, αautorité = 0.16 et αtopicalité = 0.61, où αi est le poids
du critère ci. Nous avons aussi paramétré l’opérateur d’agrégation prioritaire
Scoring pour identifier le meilleur scénario de priorisation des critères, don-
nant ainsi résultat au scénario Sc1 : {topicalité} ≻ {fraîcheur} ≻ {autorité}.
Le tableau 5.7 présente les résultats, en termes de P@10, P@20, P@30 et
MAP obtenus par iAggregator ainsi que les référentiels de comparaison,
sur les requêtes de la tâche Microblog de TREC 2012.
Comme le montre le tableau 5.7, iAggregator donne des résultats
meilleurs que les autres méthodes d’agrégation, en termes des précision
P@30 et de MAP . La significativité des éventuels accroissements obtenus
ont été estimés en appliquant le test statistique de student. Les symboles †,
‡ et ⋆ marquent les différences significatives des valeurs de p obtenues. Nous
remarquons à partir du tableau 5.7, que la différence de performance est
plus importante en comparaison avec les méthodes d’agrégation classiques.
Cette différence est de l’ordre de 60.26% avec la méthode Wam et 63.23%
avec l’opérateur Max. Pour l’opérateur prioritaire Scoring, la différence
de performance est moins importante. Ainsi, le scénario de priorisation Sc1
adopté favorise les tweets dont le critère thématique est plus satisfait que
l’autorité et la fraîcheur, ce qui convient aussi aux préférences que nous avons
trouvées sur les mesures capacités. La différence de performance peut être
expliquée par la prise en compte d’autres poids d’importance entre les sous
ensembles de critères, ce qui a permis d’atténuer les scores des tweets qui sa-
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Opérateur Précision % ↗
P@10 P@20 P@30 MAP
Am 0.1140 ‡ 0.0991 ⋆ 0.0936 ⋆ 0.0535 +59.89%
Wam 0.1161 ⋆ 0.0991 ⋆ 0.0929 ⋆ 0.0539 +60.28%
Mcl 0.1860 ‡ 0.1833 ‡ 0.1854 ‡ 0.0928 +20,73%
Max 0.1088 ⋆ 0.0895 ⋆ 0.0860 ⋆ 0.0604 +63,23%
Min 0.1793 ‡ 0.1767 ‡ 0.1764 ⋆ 0.0879 +24.58%
Owa 0.1879 † 0.1776 ‡ 0.1764 ⋆ 0.0882 +24.58%
OWMin 0.1897 † 0.1776 ‡ 0.1833 ⋆ 0.0902 +21.63%
And 0.1793 ‡ 0.1767 ‡ 0.1764 ⋆ 0.0882 +24.58%
Scoring 0.2018 ‡ 0.1982 ‡ 0.1977 ⋆ 0.1091 +15.47%
iAggregator 0.2345 0.2293 0.2339 0.1252 −
+13.94% +13.56% +15.47% +12.85%
Table 5.7: Évaluation comparative des performances recherche. “% Amé-
lioration” indique l’amélioration de notre approche en terme de P@30. Les
symboles § et ⋆ dénotent le test t-student : “§” : 0.05 < t ⩽ 0.1 ; “⋆” : t ⩽ 0.01.
tisfont uniquement les critères autorité et fraîcheur. Comparée à l’opérateur
And, les performances sont significativement meilleures. De plus, malgré la
priorisation sur les critères, And donne des résultats qui sont plus faibles
que ceux obtenus par la méthode de combinaison linéaire Mcl. Nous no-
tons aussi que cette dernière donne des valeurs de précision qui sont aussi
meilleurs que l’opérateur Owa. Ces observations peuvent être expliquées par
le fait que Owa s’intéresse plutôt aux documents dont les scores sont élevés
et donne ainsi des scores relativement faibles aux documents ne satisfaisant
pas certains critères. Par conséquence, un poids faible sur un critère donné,
peut être une raison majeure pour élaguer un document, ce qui peut donner
des résultats biaisés par les scores les plus élevés. En ce qui concerne l’opéra-
teur OWmin, l’amélioration est de 20% qui est la même obtenue pourMcl.
Cet opérateur utilise un vecteur pour représenter les niveaux d’importance,
afin de minimiser l’impact des poids faibles des critères dans l’ordonnance-
ment final des documents. A la différence de Owa, l’opérateur d’agrégation
OWmin se base sur l’opérateur min pour calculer les scores globaux des
documents. A partir de cette analyse, nous pouvons conclure que parmi les
raisons majeures des performances relativement faibles des ces méthodes est
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le biais introduit par les documents dont les scores sont majoritairement
satisfaits par un critère ou l’autre, d’autant plus que ces derniers présentent
quelques dépendances comme nous l’avons montré dans la section 5.6.3.2.
Dans le but de donner un aperçu plus large des résultats obtenus dans le
tableau 5.7, nous présentons dans la figure 5.7, les résultats des mesures de
précision sur différents niveaux entre iAggregator et les référentiels de
comparaison.
Figure 5.7: Précision à différents niveaux de coupe @n obtenues par iAg-
gregator et les référentiels de comparaison.
Comme pour les résultats déjà présentés dans le tableau 5.7, les différences
de performances en termes de précision entre notre modèle et les modèles de
l’état de l’art sont plus importantes pour les opérateurs Am, Wam et l’opé-
rateur Max, sur les différents niveaux de coupe. Pour la méthode Max,
l’explication directe est que les scores globaux sont toujours dominés par
les critères donnant les scores les plus élevés. Par exemple, le manque de
satisfaction d’un critère comme la thématique de recherche, peut être com-
pensé par la satisfaction du critère autorité, ce qui est non réaliste dans un
contexte de recherche de tweets. Comme nous l’avons déjà discuté, pour les
opérateurs Min et And, les résultats similaires obtenus peuvent être expli-
qués par le fait que le premier est généralement dominé par le score le plus
faible alors que le deuxième pénalise les tweets qui satisfont le plus le critère
le moins important. En effet, s’il existe beaucoup de tweets dont le critère
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autorité est majoritairement satisfait par rapport aux deux autres critères,
sa satisfaction globale pourrait être biaisée par ce critère de pertinence.
Nous présentons dans la suite, une analyse de défaillance de notre approche
en comparaison avec les mêmes méthodes déjà présentées. Le tableau 5.8
présente le pourcentage des requêtes R+, R− et R pour lesquels iAggre-
gator est plus efficace (resp., moins performant, égale) les référentiels, en
termes de P@30 avec une amélioration supérieure (resp., inférieure, égale)
à 5% en comparaison avec les 5 meilleurs opérateurs.
Ensemble de requêtes Am Min Owa Owmin ScoringR+ 56,89% 43,10% 43,10% 36,20% 36,20%R 22,41% 37,93% 37,93% 43,10% 41,37%R− 20,68% 18,96% 18,96% 18,96% 22,41%
Table 5.8: Pourcentage des requêtes R+, R− et R pour lesquelles iAggre-
gator est plus performant (resp., moins performant, égal) les référentiels,
en termes de P@30.
Le tableau 5.8 montre que le pourcentage des requêtes pour lesquelles iAg-
gregator est moins performant que les autres méthodes d’agrégation est
presque le même, avec une moyenne de 20,34%. Une analyse manuelle des ces
requêtes montre qu’elles sont pratiquement les mêmes pour tous les opéra-
teurs, avec une petite différence pour la moyenne arithmétique Am. Le plus
grand pourcentage pour les requêtes R+, est atteint également avec Am.
La différence de pourcentage est aussi similaire pour les trois ensembles de
requêtes suivant les méthodes d’agrégation de l’état de l’art. Nous notons
aussi que le pourcentage le moins élevé pour l’ensemble R+ est marqué avec
les deux opérateurs Scoring et OWmin, avec 36,2% de requêtes, tandis
que pour l’ensemble R−, la différence est également moins significative pour
Scoring avec un taux de 22,41%.
Dans la figure (5.8), nous présentons les différences de performances en
termes de P@5. . .P@1000, entre iAggregator et le meilleur référentiel
Scoring pour les deux ensembles de requêtes R+ et R−. Comme nous pou-
vons le voir de la figure (5.8a), la différence de performance pour l’ensembleR− n’est pas significative. Il est à noter aussi que notre opérateur donne des
valeurs de P@30 nulles pour 4 requêtes de R−. La moyenne de différence
de performance est environ 5,43% et la meilleure amélioration est marquée
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Comparaison des requêtes de l’ensemble R− Comparaison des requêtes de l’ensemble R+
Figure 5.8: Précision à différents niveaux de coupe @n obtenues par iAg-
gregator en comparaison avec l’opérateur d’agrégation prioritaire Sco-
ring pour les deux ensembles R− et R+ de requêtes.
pour n = 5 avec une différence de 22,21%. La différence la plus faible est
observée pour les requêtes T63 et T65 des requêtes de la tâche TREC Micro-
blog 2012 avec des valeurs de 75,01% et 28,54% respectivement. La première
requête est : “Bieber and Stewart trading places” est une requête sensible
au temps. Notre modèle n’a pas réussi à trouver les documents pertinents
en premier lieu. Ceci peut être expliqué par le degré d’importance faible
assigné au critère fraîcheur d’information (µRe = 0.204) en comparaison au
critère topicalité (µTo = 0.633), en dépit de la valeur de capacité un peu
élevée attribuée à la combinaison des deux critères. Il en est de même pour
la requête T65 : “Michelle Obama’s obesity campaign”, et ceci est aussi dû
à l’hypothèse que les tweets les plus pertinents sont ceux publiés dans des
périodes de temps très proches du temps de soumission des requêtes. Donc,
si on suppose que les tweets les plus récents doivent avoir les scores les plus
élevés, ceci peut affecter la position des tweets pertinents dans la liste d’or-
donnancements s’ils sont pas récemment publiés. Une idée intéressante dans
ce cas de figure, pourrait consister à reparamétrer les valeurs des capacités
en fonction du type de la requête et sa sensibilité au temps.
Pour les requêtes de l’ensemble R+, pour lesquelles iAggregator améliore
Scoring, nous pouvons voir à partir de la figure (5.8b), que la différence
de performance est significative. Cette différence est plus significative pour
les premiers top 30 tweets avec une moyenne de 34,41%, contrairement à
l’ensemble R− 14,10% pour le même ensemble de tweets. Considérons par
exemple la requête 73 : “Iran nuclear program”, nous remarquons que iAg-
gregator donne des bons résultats par rapport au référentiel de compa-
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raison. Cette requête présente plusieurs fenêtres temporelles pertinentes, à
la différence des deux requêtes T63 et T65, pour lesquelles les tweets perti-
nents sont dans un intervalle de temps très précis (i.e., proche du temps de
soumission de la requête).
5.6.3.3.2 Évaluation avec les algorithmes d’apprentissage d’or-
donnancements Dans cette section nous présentons une comparaison de
notre modèle avec les méthodes d’apprentissage d’ordonnancements pré-
sentées dans la section 5.6.3.1. Plus spécifiquement, nous testons iAggre-
gator aux méthodes RankNet, RankSVM, ListNet, Random Forest
(RF) et λ−MART. Nous avons utilisé l’outil open source pour paramétrer
RankSVM Joachims (2006) et nous avons exploité la librairie RankLib pour
les algorithmes RankNet et ListNet 11. Pour tous les réglages, nous avons
utilisé 200 itérations avec comme la mesure P@30 comme fonction de perte.
Les modèles sont appris sur le même ensemble d’apprentissage utilisé pour
le paramétrage des valeurs de capacités (Cf., 5.6.3.2). Ces expérimentations
sont effectuées avec une validation croisée avec un k = 5.
Opérateur Précision % ↗
P@10 P@20 P@30 MAP
RankSVM 0.2500 ‡ 0.2250 † 0.2218 † 0.0871 +5.17%
RankNet 0.2448 † 0.2198 † 0.2201 † 0.0858 +5.89%
ListNet 0.0931 ⋆ 0.1009 ⋆ 0.1115 ⋆ 0.0485 +52.33%
RF 0.0810 0.0681 0.0687 0.0628 +70,68% ⋆
λ−MART 0.2276 0.2092 0.2043 0.1856 +11,67% ⋆
iAggregator 0.2345 0.2293 0.2339 0.1252 −
-6.60% +1.87% +5.17% +30.43%
Table 5.9: Évaluation comparative des performances recherche de notre mé-
thode avec les algorithmes d’apprentissage d’ordonnancement. La dernière
ligne indique la différence de précision avec RankSvm.
Le Tableau 5.9 montre que notre approche donne de bons résultats en com-
paraison avec les algorithmes d’apprentissage d’ordonnancements. Le taux
d’amélioration est plus important pour l’algorithme RF avec un pourcen-
tage de 70,68%, alors qu’il est beaucoup moins élevé pour les algorithmes
11. http://people.cs.umass.edu/~vdang/ranklib.html
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RankSVM et RankNet. En effet, les performances de RankSVM n’est
pas surprenante sur la recherche de tweets, vu les résultats donnés dans des
études antérieures Duan et al. (2010). Cependant, ces améliorations sont
plus élevées en termes de la mesure MAP , avec une valeur de 30.43%.
Pour donner une analyse plus approfondie des améliorations de iAggre-
gator en comparaison avec les algorithmes d’apprentissage d’ordonnan-
cement, nous présentons dans la suite une analyse de défaillance avec
RankSVM et RankNet. Le tableau 5.10 montre les pourcentages des re-
quêtes R+ et R− pour lesquelles iAggregator donne des meilleurs (resp.,
plus faibles) résultats en termes de P@30.
Ensemble des requêtes RankSVM RankNetR+ 67,24% 67,24%R− 32,76% 32,76%
Table 5.10: Pourcentage des requêtes R+ et R− pour lesquelles iAggrega-
tor donne des meilleurs (resp., plus faibles) résultats en termes de P@30.
Nous remarquons que le pourcentage des requêtes de R+ est environ 67,24%
pour les deux requêtes. Malgré les pourcentages similaires obtenus pour R+
et R−, l’analyse de ces requêtes a montré qu’elles sont pas totalement les
mêmes pour les deux algorithmes.
Comparaison pour les requêtes de l’ensembleR− Comparaison pour les requêtes de l’ensembleR+
Figure 5.9: Précision à différents niveaux de coupe @n obtenues par iAg-
gregator en comparaison avec RankSVM pour les deux ensembles de
requêtes R− et R+.
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Dans la figure (5.9), nous présentons les différences de performances de iAg-
gregator et RankSVM en termes de P@5. . .P@1000 pour les deux en-
sembles R+, R−. Nous notons à partir de la figure que l’amélioration est plus
significative pour les requêtes de l’ensemble R−. Ceci n’est pas surprenant
étant donné que le pourcentage des requêtes pour lesquelles iAggregator
améliore RankSVM est relativement élevé (jusqu’à 67,24%), malgré le fait
que l’amélioration en termes de P@30 est nettement plus faible (+5.17%).
Pour l’ensemble R−, nous remarquons que RankSVM améliore iAggre-
gator uniquement pour les premiers 100 tweets.
5.6.3.3.3 Comparaison avec les résultats officiels de la tâche
TREC Microblog Dans la suite, nous comparons nos résultats avec les
résultats officiels des participants à la tâche Microblog de TREC 2012 en
termes de P@30 et MAP .
Modèle P@30 MAP
Meilleur run 0.2701 0.2642
Second Meilleur run 0.2559 0.2277
median run 0.1808 0.1480
iAggregator 0.2339 0.1252
Table 5.11: Comparaison avec les résultats officiels des participants à la
tâche Microblog de TREC 2012 en termes de P@30 et MAP .
Les résultats du tableau 5.11 montrent que notre modèle est meilleur que
le median run de la tâche en termes de P@30 et MAP , i.e., la valeur mé-
diane des deux mesures calculées sur tous les systèmes participants à la
tâche. Il est à noter que nous avons uniquement exploité trois critères de
pertinence, parmi plusieurs facteurs, étant donné que notre objectif n’est
pas la recherche de tweets en soi, mais plutôt l’optimisation de la fonction
de la fonction de combinaison de scores quelque soit les critères utilisés. De
plus, mis à part l’apprentissage que nous avons effectué pour paramétrer
les valeurs des mesures floues ainsi que les paramètres des référentiels de
comparaison, nous n’avons utilisé aucune source d’évidence externe, telle
que Wikipedia ou des ontologies. Les différences de performances que nous
avons déjà présentées montrent que les performances faibles ne sont pas liées
au processus d’agrégation, mais plutôt au processus de sélection initial des
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documents pertinents. Ceci pourrait aussi s’expliquer par le fait que nous
n’avons pas participé à la tâche, ce qui fait que les tweets que nous retour-
nons, n’ont pas été jugés par les assesseurs de NIST, et n’ont pas donc fait
partie du pool. Tout de même, nous assumons que les résultats donnés par
notre modèle sont satisfaisants.
5.6.4 Évaluation de iAggregator dans un cadre de RI contex-
tuelle
Dans cette section, nous évaluons notre modèle d’agrégation personnalisée
dans le cadre d’une tâche de recherche de lieux d’attraction. Plus spécifi-
quement, nous exploitons les requêtes et les données fournies par la tâche
TREC Contextual Suggestion 2013 (Cf., section 5.6.2.2).
5.6.4.1 Protocole d’évaluation
Comme dans le cas de la tâche de recherche de tweets, nous avons adopté
ici une méthodologie entièrement automatisée afin d’identifier les valeurs
des capacités pour tous les utilisateurs et tester les performances du mo-
dèle d’agrégation. À cette fin, nous avons procédé à une partition aléatoire
de l’ensemble des 50 contextes en deux sous ensembles de même taille, noté
Qapp et Qtest utilisés respectivement pour l’apprentissage et le test. En outre,
pour éviter le problème de sur-apprentissage, l’ensemble des contextes est
divisé aléatoirement dans un second tour en deux ensembles différents d’ap-
prentissage et de test.
Enfin, pour tester l’efficacité de notre modèle, nous nous sommes appuyés
sur l’ensemble de contextes restants Qtest, et nous avons utilisé la mesure
officielle P@5 pour le calcul de performances. Cette mesure de précision
est équivalente à la proportion des suggestions de lieux pertinents retournés
parmi les 5 premiers résultats.
5.6.4.2 Paramétrage et identification des mesures floues
L’objectif principal de la phase d’apprentissage est d’apprendre les capacités
(µu{centre_interet}, µu{localisation}) qui correspondent à l’importance des deux
critères de pertinence. Nous commençons d’abord par une mesure floue ini-
tiale donnant le même poids d’importance pour les deux critères de perti-
Chapitre 5. Nouvelle méthode d’agrégation de pertinence
multidimensionnelle 152
nence. Ensuite, nous calculons la mesure de précision P@5 (mesure officielle
de la tâche) de tous les contextes de l’ensemble d’apprentissage Qapp. En
utilisant la vérité de terrain fournie avec la tâche “Contextual Suggestion”
de TREC 2013, et en se basant sur l’algorithme 1, nous identifions pour
chaque utilisateur ses préférences sur les deux critères : centres d’intérêts
et localisation géographique. Les différentes valeurs obtenues pour chaque
utilisateur sont données dans la suite.
5.6.4.2.1 Analyse de l’importance des critères de pertinence
Dans cette section, nous analysons l’importance des critères pour les uti-
lisateurs (µu{centre_interet}, µu{geolocalisation}) pour chaque utilisateur (u). A
cet effet, nous commençons par analyser l’importance intrinsèque de chaque
critère indépendamment de l’autre critère. La Figure 5.10a montre la varia-
tion des valeurs de capacité pour chaque utilisateur selon les deux critères
de pertinence sur l’ensemble Qapp d’apprentissage. L’axe des abscisses repré-
sente l’ensemble des utilisateurs (35-669) et l’axe des ordonnées représente
les valeurs des capacités correspondantes selon les critères centres d’intérêt
(Ci) et géolocalisation (Geo).
En se référant à la Figure 5.10a, nous constatons que le critère Ci se voit
accorder une capacité plus importante que le critère Geo. Par exemple, l’uti-
lisateur 285 a une valeur de capacité de l’ordre de 0,23 pour le premier cri-
tère alors qu’il a une mesure de l’ordre de 0,76 pour le critère Geo. Ceci
est prévisible étant donné que les utilisateurs de cette tâche s’intéressent gé-
néralement aux lieux qui correspondent principalement à leurs préférences,
même si elles ne sont pas géographiquement pertinentes. Cependant, la Fi-
gure (5.10a) montre que la distribution des valeurs de capacité est loin d’être
la même pour tous les utilisateurs et met en exergue des valeurs qui vont de
0,09 à 0,414 pour le critère Geo et d’autres qui vont de 0,585 à 0,909 pour
le critère Ci.
Pour mieux comprendre ce constat, nous traçons sur la Figure 5.10b, les
valeurs des indices d’importance reflétant, pour chaque utilisateur, le de-
gré de préférence globale selon les deux critères de pertinence Ci et Geo.
A la différence de la Figure 5.10a, la Figure 5.10b met en évidence l’im-
portance moyenne de chaque critère de pertinence quand il est associé à
l’autre critère. On peut observer sur la Figure 5.10b que les préférences
des utilisateurs sur les deux critères sont totalement différentes. Le lissage
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(a) Valeurs de capacités des utilisateurs suivant les deux critères de pertinence centres
d’intérêt et géolocalisation.
(b) Importance des critères centres d’intérêt (Ci) et géolocalisation (Geo).
Figure 5.10: Valeurs de capacités des utilisateurs et importance des critères
de la tâche “Contextual Suggestion” de TREC 2013.
des valeurs d’importance obtenues selon ces critères donne deux courbes
linéaires avec des valeurs tout à fait constantes et différentes, corroborant
ainsi les résultats obtenus sur la Figure 5.10a. Le critère “centre d’intérêt”
est encore pondéré par une importance relativement élevée pour la plupart
des utilisateurs. Néanmoins, on peut également remarquer au milieu de la
figure (valeurs comprises entre 0,4 et 0,7) que certains utilisateurs ont une
préférence élevée sur le critère géolocalisation et inversement.
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5.6.4.2.2 Analyse de corrélation des critères de pertinence Dans
une seconde étape, nous analysons à travers la Figure 5.11, la dépendance
entre les critères pour chaque utilisateur par le biais de l’indice d’interaction
(Grabisch, 1995).
Figure 5.11: Indices d’intéraction entre les critères de pertinence centres
d’intérêt et géolocalisation pour chaque utilisateur.
Plus les valeurs de cet indice sont proches de 1 (resp., −1) plus les deux
critères sont dépendants et l’interaction est positive (resp., négative). Si la
valeur de l’indice d’interaction est égale 0, les deux critères sont considérés
comme indépendants et par conséquent, il n’existe aucune interaction entre
ces derniers. On peut constater que les valeurs obtenues sur tous les utilisa-
teurs sont toutes positives et varient entre 0,28 et 0,99. La valeur moyenne
est de l’ordre de 0,56 ce qui implique une interaction positive entre les deux
critères de pertinence considérés lorsqu’ils sont combinés ensemble.
5.6.4.3 Résultats expérimentaux
Notre second objectif est d’évaluer l’efficacité de notre approche en termes :
– (i) d’agrégation de pertinence multidimensionnelle ;
– (ii) de personnalisation des préférences des utilisateurs sur les critères de
pertinence.
Pour ce faire, nous comparons les résultats obtenus sur l’ensemble de
contextes de test Qtest aux méthodes d’agrégation de référence (baseline) : la
moyenne arithmétique pondérée (MAP) largement utilisée dans la plupart
des approches impliquant la combinaison des scores de pertinence et les
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deux opérateurs d’agrégation prioritaires Scoring et And, précédemment
utilisés pour l’agrégation de pertinence dans un cadre de RI personnalisée
(da Costa Pereira et al., 2012). Il convient de préciser que nous avons effec-
tué une série d’expérimentations avec une validation croisée pour identifier
les meilleurs scénarios de priorisation devant être utilisés avec les deux opé-
rateurs Scoring et And sur le même ensemble d’apprentissage utilisé pour
trouver les valeurs de capacité de Choquet. Comme pour les résultats obte-
nus dans la phase d’analyse des indices d’importance, nous avons également
constaté que le meilleur scénario est celui donnant une priorité au critère
“centres d’intérêt” des utilisateurs. Cependant, les opérateurs d’agrégation
ne sont pas en mesure de quantifier le degré d’importance des critères comme
c’est le cas pour l’intégrale de Choquet.
Afin de montrer l’efficacité de l’approche de personnalisation, nous compa-
rons l’opérateur d’agrégation personnalisé versus l’opérateur Choquet clas-
sique non personnalisé. Les capacités utilisées avec l’opérateur de Choquet
classique sont obtenus en appliquant l’algorithme 1 une seule fois (et non pas
pour chaque utilisateur), donnant ainsi en sortie des valeurs d’importance
sur les critères indépendamment des préférences individuelles de chaque uti-
lisateur. Ceci donne lieu à une valeur de 0,86 pour le critère centre d’intérêt
et une valeur de l’ordre de 0,14 pour le critère géolocalisation. Les mesures
de précision obtenues sont moyennées sur toutes les séries de tests et pour
tout l’ensemble des requêtes de test.
La Figure 5.12 présente les résultats obtenus par notre approche, en compa-
raison avec les méthodes de référence. La Figure 5.12 montre que les perfor-
mances de notre modèle sont plus élevées que les autres méthodes suivant
la mesure officielle P@5, et également suivant les autres mesures.
La meilleure amélioration obtenue par notre approche suivant P@5 est mar-
quée avec la méthode WAM (13.98%). En comparaison avec la meilleure
méthode de référence (i.e., And), les améliorations sont significatives mais
moins importantes (10.11%) en termes de P@5. Ces résultats sont probable-
ment dus au fait que l’opérateur d’agrégation prioritaire And est principa-
lement basé sur l’opérateur Min, ceci pourrait pénaliser les lieux pertinents
selon le critère le moins important à savoir, le critère géolocalisation. Vu
que la plupart des utilisateurs ont une préférence moins importante selon
ce critère, la pénalisation de ce dernier permet d’améliorer les performances
de recherche. La différence obtenue dans la performance, en faveur de notre
modèle, s’explique par la prise en compte des différents niveaux de préfé-
rence suivant les deux critères de pertinence ainsi que la prise en compte de
l’interaction qui existe entre ces derniers.
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Figure 5.12: Efficacité de notre approche d’agrégation de pertinence dans
la tâche “Contextual Suggestion” de TREC 2013 en comparaison avec les
méthodes de référence.
Figure 5.13: Efficacité de notre approche en terme de personnalisation en
comparaison avec l’opérateur d’agrégation de Choquet classique.
En termes de personnalisation, la Figure 5.13 présente les résultats obtenus
en termes de précisions (P@5, P@10, P@20 et P@30) entre l’opérateur
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classique Choquet et sa version personnalisée. Ces résultats montrent que
le dernier donne des plus bons résultats sur les différents niveaux précision.
La meilleure amélioration est de l’ordre de 9,29% en termes de P@5. Ces
résultats confirment ceux obtenus dans la phase d’identification des capacités
(Cf. section 5.6.4.2.1) où nous avons montré que les degrés d’importance
des critères dépendent des préférences de l’utilisateur et ne sont pas les
mêmes pour tous. La prise en compte des poids d’importance appropriés
pour chaque critère et chaque utilisateur permet de donner ainsi des résultats
à la fois pertinents et relativement adaptés aux préférences personnelles des
utilisateurs.
5.6.4.3.1 Comparaison avec les résultats officiels de la tâche
TREC Contextual Suggestion Dans cette section, nous présentons nos
résultats obtenus avec l’opérateur de Choquet dans le cadre de notre parti-
cipation à la tâche Contextual Suggestion de TREC 2014. Nous présentons
également les meilleurs résultats obtenus par les autres groupes participants,
en termes de P@5, TBG et MRR. En 2014, 17 groupes ont participé avec
31 soumissions (run). Pour notre part, nous avons participé avec une seule
soumission en utilisant notre modèle se basant sur l’intégrale de Choquet.
Le tableau 5.12 montre les valeurs de la mesure officielle P@5 utilisée obte-
nues par le meilleur système ainsi que notre modèle. Le median run donne
une idée sur les valeurs médianes des résultats de tous les 31 systèmes ayant
participé à la tâche.
Modèle P@5 TBG MRR
Meilleur run 0.5585 2.7021 0.7482
Second Meilleur run 0.5017 2.3718 0.6846
median run 0.4167 1.7684 0.5916
Opérateur de Choquet 0.2194 0.3331 0.3412
Table 5.12: Comparaison avec les résultats officiels de notre système par-
ticipant à la tâche Contextual Suggestion de TREC 2014 avec les autres
groupes participants, en termes de P@5, TBG et MRR. Le median run
représente les valeurs médianes des résultats de tous les 31 systèmes ayant
participé à la tâche.
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On voit clairement à partir du tableau 5.12 que notre système est loin de la
médiane ainsi que du meilleur système. Sur la totalité des systèmes soumis,
12 autres sont au dessous de la médiane. Notre seule soumission a été classée
19 sur les 31 autres soumissions à la tâche.
Néanmoins, nous notons que avons commencé par une approche très basique
pour la recherche de lieux d’attraction. Ensuite, nous avons calculé les scores
des deux critères exploités et nous les avons combiné avec notre modèle.
Il s’avère enfin que cette approche est insuffisante, vu la taille faible de
l’ensemble d’apprentissage, pour ce problème de personnalisation.
5.6.5 Évaluation de iAggregator dans un cadre de RI dans
les folksonomies
5.6.5.1 Protocole d’évaluation
Pour cette troisième tâche de recherche, nous utilisons 75% des requêtes pour
l’apprentissage et nous exploitons le reste des requêtes pour le test. Étant
donné que pour cette collection de documents, nous disposons uniquement
des 5 premiers résultats pertinents pour chaque requête, nous exploitons
la mesure P@5 pour l’évaluation des résultats de recherche comme recom-
mandé dans (Vallet et Castells, 2012).
5.6.5.2 Paramétrage et identification des mesures floues
Nous avons effectué le paramétrage des mesures floues des deux critères
de cette tâche comme pour la tâche de recherche de tweets et la tâche de
recherche de RI contextuelle. La figure 5.14 montre que les valeurs de préci-
sion sont presque les mêmes pour toutes les valeurs que nous avons testées.
Les trois combinaisons de capacités marquées sur la figure (avec des cercles
noires), montrent que les degrés d’importance n’influent pas sur les deux
critères. Favoriser le critère centre d’intérêt (Us) ou le critère thématique
(To) n’a pas d’impact sur la précision P@5. Nous allons analyser cette ob-
servation dans la section suivante.
5.6.5.2.1 Analyse de l’importance et de corrélation des critères
de pertinence Après le calcul des indices d’importance des deux critères
utilisés dans cette tâche, nous avons trouvé que tous les deux ont presque
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Figure 5.14: Résultats de précisions pour les valeurs de capacités à pa-
ramétrer dans la tâche de RI contextuelle. Ces valeurs sont obtenus sans
personnalisation.
le même degré d’importance avec une valeur de 0.48 pour la pertinence
thématique et 0.51 pour la pertinence utilisateur. Par ailleurs, la valeur
d’interaction entre ces deux derniers est égale à 0.028, ce qui est un peu
faible pour supposer qu’ils sont réellement dépendants. Ce résultat a eu un
effet sur les performances de notre approche (cf. section 5.6.5.3).
5.6.5.3 Résultats expérimentaux
Dans cette section, nous évaluons notre approche d’agrégation personnalisée
dans le cadre de la RI dans les folksonomies. Dans le Tableau 5.13, nous
remarquons que les résultats obtenus avec l’opérateur de Choquet sont très
proches que les résultats obtenus avec les modèles de référence. Ceci peut
être expliqué par le fait que le nombre de critères est réduit d’une part et
qu’ils sont en plus indépendants d’autre part, comme montré dans la section
5.6.5.2.1.
MCL OWA AND SCORING RankSVM Modèle
P@5 0.6310 0.6310 0.6286 0.6310 0.6286 0.6310
% ↗ 0% 0% +0.003% 0% +0.003% −⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆
Table 5.13: Evaluation comparative des performances de recherche dans
le contexte de RI personnalisée. Le symbole “⋆” dénote le test t−student :
” ⋆ ⋆ ⋆ ” : t ⩽ 0.01.
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5.7 Conclusion
Dans ce chapitre, nous avons proposé une nouvelle approche pour l’agré-
gation de pertinence multidimensionnelle. En se basant sur l’intégrale de
Choquet et sur le concept de mesure floue, l’approche proposée est capable
de modéliser les interactions pouvant exister entre les critères de pertinence.
En effet, nous avons effectué un apprentissage des mesures floues, donnant
lieu ainsi à une méthode générique qui est capable de traiter le problème
d’agrégation multicritères indépendamment du nombre de critères utilisés
et quelque soit le cadre d’agrégation. L’évaluation de notre approche, dans
une tâche de recherche de tweets et sur les collection de test fournie par
les tâches Microblog de TREC 2011, et 2012 a montré des résultats en-
courageants par rapport aux méthodes d’agrégation standards et quelques
méthodes d’apprentissage d’ordonnancement.
Dans la deuxième partie de ce chapitre, nous avons tenté de personnaliser la
méthode proposée afin de pondérer les préférences des utilisateurs à chacun
des critères agrégés. Nous avons donc évalué l’impact de cette personnali-
sation dans deux tâches de recherche de RI personnalisée. Les résultats ont
montré que le nombre de critères moins élevé a un effet sur les performances
de recherche en comparaison avec des méthodes d’agrégation standards.
Chapitre 6
Vers une approche d’agréga-
tion guidée par la requête :
évaluation dans le cadre d’une
tâche de RI sensible au temps
6.1 Introduction
Dans ce chapitre, nous nous intéressons à l’intégration de la dimension de
pertinence temporelle dans le processus global d’agrégation multicritères.
Ainsi, nous proposons une méthode d’agrégation multidimensionnelle per-
mettant de combiner le critère temporel avec le critère thématique pour
répondre à des besoins d’utilisateurs dépendant du temps. Nous modéli-
sons cette tâche comme un problème d’agrégation d’ordonnancements. Ainsi,
nous considérons que les termes de la requête sont temporellement corrélés
et donc, nous supposons que chaque terme peut correspondre à une requête à
part. Partant de ce postulat, nous fusionnons les listes des résultats issues de
chaque terme pour constituer une seule liste agrégée qui correspond à l’or-
donnancement final des documents. En effet, les principales contributions
dans ce chapitre sont :
– Une analyse de la distribution temporelle des mots des requêtes qui montre
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leur dépendance (temporelle), et ce au sein d’une large collection de do-
cuments qui évolue au cours du temps. Cette analyse est motivée par
l’intuition que les documents pertinents sont ceux qui sont publiés dans
les périodes de temps rafales et qui sont bien classés dans les listes des
résultats de tous (ou la majorité) les termes d’une même requête.
– Une approche d’ordonnancement sensible au temps basée sur un modèle de
langue temporel existant (Li et Croft, 2003; Efron et Golovchinsky, 2011;
Dakka et al., 2012) fournissant un cadre adéquat pour la combinaison des
critères (Moulahi et al., 2015b). Nous nous basons sur une méthode d’agré-
gation d’ordonnancements (Cormack et al., 2009) pour formuler la tâche
comme un problème de fusion de données, où chaque terme est considérée
comme une requête en soi (Aslam et Montague, 2001). Cette formulation
permet de booster les documents qui sont publiés dans les mêmes périodes
de temps qu’un grand nombre d’autres documents pertinents.
– Une évaluation expérimentale basée sur une large collection de données
standard dédiée aux tests des méthodes de RI sensibles au temps. Cette
collection est fournie par les tâches Knowledge Base Acceleration (KBA)
et Temporal Summarization (TS) de TREC 2013 et 2014.
La suite de ce chapitre est organisée comme suit. La section 6.2 présente
nos motivations et quelques questions de recherche. Dans la section 6.3,
nous introduisons notre modèle d’agrégation d’ordonnancements sensible au
temps. Nous formalisons le problème et nous détaillons également toutes
les étapes de l’approche proposée. L’évaluation expérimentale est présentée
dans la section 6.4. Enfin, la section 6.5 conclut le chapitre.
6.2 Motivations et questions de recherche
Dans les deux dernières décennies, de nombreux études et revues ont été
publiées dans le domaine de RI temporelle pour souligner l’importance des
signaux temporels, surtout dans les collections traitant des documents liés
aux actualités (Berberich et al., 2010; Joho et al., 2013; Campos et al.,
2014a; Wei et al., 2014). Plusieurs modèles de RI ont exploité la dimension
temporelle pour améliorer la qualité des SRI (Dong et al., 2010; Efron et
Golovchinsky, 2011; Massoudi et al., 2011; Li et Croft, 2003). En dépit de
la performance de ces modèles, ces derniers n’exploitent pas complètement
les informations temporelles contenues dans les documents et les requêtes.
La plupart des méthodes existantes se basent sur le modèle de langue ba-
sique ou une combinaison linéaire simple du facteur temporel avec le facteur
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thématique où les termes de la requête sont supposés être générés indépen-
damment les uns des autres. Cependant, ces termes peuvent présenter une
sorte de corrélation dans le temps, et cette corrélation peut être un indica-
teur temporel très important dans un modèle de RI. Examiner la distribution
temporelle de chaque critère à part permet d’identifier les périodes de temps
intéressantes pour chaque requête. Par exemple, les internautes ont tendance
à parler de la “fifa world cup” principalement durant ou un peu après les
périodes de temps où le tournoi a eu lieu. Par conséquent, les documents
crées en dehors de ces périodes de temps sont moins susceptibles de discuter
le tournoi en question, même s’ils contiennent un des termes de la requête,
et donc ils ne sont peut être pas pertinents.
Figure 6.1: Évolution de l’intérêt des termes “fifa”, “world”, “cup” et “fifa
world cup”, au cours du temps à partir de Google Trend (accès en Septembre
2015). La distribution temporelle est donnée sur les 10 dernières années.
La figure 6.1 illustre bien cette observation. Elle montre l’évolution dans
le temps de l’intérêt des termes “fifa”, “world”, “cup” et “fifa world cup”
comme donnée par Google Trend 1. La figure montre clairement, à travers
les rafales, la corrélation temporelle entre les trois termes de la requête ainsi
que la requête entière dans des périodes de temps bien particulières (e.g.,
Juillet 2010 et 2014). Ceci constitue notre intuition que les documents qui
sont susceptibles d’être pertinents en réponse à une requête, sont ceux qui
sont à la fois pertinents pour tous les termes de la requête et qui sont publiés
dans des périodes de temps similaires.
1. https://www.google.com/trends/
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Pour vérifier cette hypothèse dans des collections de données du monde réel,
nous présentons dans la figure 6.2, une analyse des séries temporelles (Mont-
gomery et al., 2008) des documents pertinents de 6 requêtes (Q1 −Q6) de
la collection Stream Corpus utilisée par la tâche Temporal Summarization 2
de TREC 2013. Dans la figure 6.2, l’axe des abscisses représente le temps
en heures (l’age des documents obtenu par la différence entre le temps de
soumission de la requête et l’estampille du document), et l’axe des ordonnées
indique le poids normalisé de l’importance de la requête et des termes dans
les documents pertinents.
La figure montre que la distribution temporelle de la plupart des documents
pertinents est relativement la même pour les termes et les requêtes les conte-
nant. Cette observation renforce notre hypothèse de corrélation temporelle
que nous avons déjà présentée. Par exemple, dans la figure (6.2f), les termes
de la requête “pakistan factory fire” ont la même distribution temporelle sur
plusieurs intervalles de temps (e.g., les 50 premières heures). Un point im-
portant qui peut être soulevé ici est quand un terme d’une requête apparaît
dans beaucoup de documents pertinents et non pertinents dans la même
période de temps. Dans ce cas là, nous assumons que la prise en compte de
la dépendance temporelle entre ce terme et les autres termes permettrait
de discriminer les documents pertinents de ceux qui ne le sont pas. Cette
hypothèse de corrélation temporelle est analogique au concept de mesures
proximité entre les termes (Zhu et al., 2012), mais avec une proéminence
sur l’aspect temporel. Dans la suite de ce chapitre, nous exploitons cette
propriété pour répondre aux questions de recherche suivantes :
1. QR1. Dans quelle mesure les termes des requêtes sont temporellement
corrélés dans les documents pertinents ?
2. QR2. Comment représenter et exploiter cette corrélation dans un mo-
dèle d’ordonnancement sensible au temps ?
3. QR2. Comment estimer la pertinence temporelle des documents et
la combiner avec d’autres critères de pertinence pour améliorer la RI
sensible au temps ?
2. https://www.trec-ts.org
























































































































































































































































































Q6 : “pakistan factory fire”
Figure 6.2: Séries temporelles des documents pertinents de 6 requêtes (Q1−
Q6) de la collection utilisée par la tâche Temporal Summarization de TREC
2013.
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6.3 Modèle d’agrégation sensible au temps : ex-
ploitation des dépendances temporelles entre
les termes de requête
Notre approche sensible au temps est basée sur un modèle de RI (Li et
Croft, 2003; Berberich et al., 2010; Dakka et al., 2012) qui intègre le facteur
temporel dans un modèle de langue. Nous commençons tout d’abord par
l’introduction du modèle de langue classique, suivi d’une présentation de
ce modèle de langue temporel. Ensuite, nous décrivons comment nous avons
exploité ce modèle ainsi que la corrélation temporelle des termes des requêtes
pour répondre à des besoins dépendant du temps.
6.3.1 Formalisation du problème
Considérons une requête q = w1,w2, . . . ,wn, où wi est un terme de la requête,
et un document dtj ∈ D, où t est le temps de publication de dj . t est le nombre
de secondes écoulées depuis le 1er janvier 197000 ∶ 00 ∶ 00 UTC jusqu’à la
date de publication du document.
L’objectif principal d’un système de RI sensible au temps consiste à retour-
ner les documents pertinents qui sont publiés dans des intervalles de temps
qui sont d’intérêt pour la requête q. Notre contribution majeure ici consiste
à exploiter les indicateurs temporels qu’on peut extraire à partir de la re-
quête (également à partir de ses termes) pour l’intégrer au cœur du modèle.
Comme le calcul pertinence concerne principalement les requêtes, le pre-
mier défi consiste à trouver la méthode appropriée pour combiner le facteur
temporel et d’autres facteurs de pertinence dans un seul modèle d’ordon-
nancement pour tous les termes de la requête. Dans ce travail, nous nous
limitons uniquement au facteur de pertinence thématique en plus du facteur
temporel.
6.3.2 Modèle
Notre modèle inclut deux étapes principales, illustrées dans l’algorithme 2 :
– La première étape consiste à calculer la pertinence des documents suivant
chaque terme de la requête, suivant le critère temporel P (t∣wi) et le cri-
tère thématique P (wi∣dj). Cette étape donne lieu à un nombre de listes
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d’ordonnancements associées à chaque terme. Ensuite, nous identifions les
laps de temps des top K documents les mieux classés dans chaque liste.
Ainsi, nous définissons un ensemble de périodes de temps saillantes de cet
ensemble de documents. Une période de temps saillante est estimée par
la moyenne des estampilles des top K documents retournés selon chaque
terme de la requête.
– Dans la deuxième étape, nous fusionnons les listes des ordonnancements
obtenues selon les termes des requêtes en une seule liste résultante. L’ob-
jectif de cette étape est de booster les documents qui sont publiés dans les
mêmes périodes de temps qu’un nombre important de documents perti-
nents retournés en réponse à tous les termes de la requête.
Le tableau 6.1 décrit les notations utilisées dans l’algorithme 2.
Notation Description
n Nombre de termes de la requête
q Une requête contenant n termes (w1,w2, . . . ,wn)
dt Un document publié au temps t
rwi Une liste d’ordonnancement retournée en réponse du terme wi,
rwi ∈ R
R L’ensemble des listes d’ordonnancements en réponse des termes
de la requête
Table 6.1: L’ensemble des notations utilisées dans l’algorithme 2.
Dans ce qui suit, nous détaillons les deux étapes de notre approche.
6.3.2.1 Génération des ordonnancements des termes de requêtes
Notre approche se base en grande partie sur le modèle de langue sensible
au temps proposé dans (Dakka et al., 2012), basé à son tour sur le modèle
probabiliste sensible au temps de Li et Croft (2003). Comme nous l’avons
déjà mentionné, nous commençons par appliquer le modèle au niveau de la
requête (i.e., chaque terme est perçu comme une requête à part). Le modèle
proposé ordonne les documents dans l’ordre décroissant de leur probabilité
de pertinence en se basant sur les critères temporel (P (t∣wi)) et thématique
(P (t∣wi)). Ainsi, le score global des documents est calculé comme suivant :
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Algorithm 2: Les différentes étapes du modèle.
Entrées: q = w1,w2, . . . ,wn, n, dtj ∈ D .
Sortie: Ordonnancement des documents
Étape 1 : calcul de la pertinence suivant chaque terme de la
requête
1. Pour i = 1 à n {Chaque terme est considéré comme une requête à part
entière} Faire
2. Calculer le facteur de correspondance thématique (topicalité) d’un
document P (wi∣dtj) (j ∈ 1 . . . ∣D∣)
3. Calculer le facteur temporel (P (t∣wi))
4. Calculer le score global de chaque document (combinaison des deux
dimensions topicale et temporelle)
5. rwi := Top K documents retournés suivant wi
6. Fin Pour
Step 2 : Fusion d’ordonnancements
7. Identifier la moyenne des estampilles de rwi (i ∶ 1 . . . n)
8. Fusionner la liste ordonnée de chaque terme de requête
9. Retourner la liste d’ordonnancement suivant la requête q
P (dt∣wi) = P (d, t∣wi)∝ P (d∣wi)P (t∣wi) (6.1)∝ P (q∣wi)P (d)P (t∣wi)∝ P (wi∣d)P (t∣wi) (6.2)
Où P (wi∣d) dénote le degré de vraisemblance du terme wi dans le document
d, et P (d) est la probabilité a priori que d pertinent pour terme de requête.
Étant donné que P (d) est uniforme, elle peut être ignorée dans la formule
de calcul. Vu que wi est un terme lexical, P (wi∣d) peut être estimée en
utilisant un modèle de vraisemblance standard. Pour éviter le problème de
la probabilité nulle (i.e., probabilité que le terme soit généré du document),
nous utilisons le lissage Dirichlet (Mackay et Peto, 1995) donné comme suit :
P (wi∣d) = tf(wi, d) + µ. tf(wi,d)∣D∣∣d∣ + µ (6.3)
Où tf(wi, d) est la fréquence de wi dans d.
Le facteur P (t∣wi) représente l’importance relative de t pour le terme wi.
Cette pertinence temporelle peut être estimée en utilisant différentes mé-
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thodes, comme par exemple, le maximum de vraisemblance, défini comme la
somme normalisée des scores de pertinence des documents publiés à l’instant
t pour le terme wi :
P (t∣wi) = tf(wi,Dt)∣Dt∣ (6.4)
Où Dt est l’ensemble des documents publiés à l’instant t. Il est à noter que
cette fonction de pondération assume une indépendance temporelle entre
les termes de la requête. Les listes d’ordonnancements obtenues dans cette
phase donnent résultat à différentes listes rw ∈ R selon les deux dimensions de
pertinence thématique et temporelle. L’agrégation de ces listes est détaillée
dans la section qui suit.
6.3.2.2 Agrégation d’ordonnancements sensible au temps
Pour fusionner les listes d’ordonnancements obtenues dans la première étape
de notre approche, nous adaptons la méthode de fusion d’ordonnancements
Reciprocal Rank Fusion (Cormack et al., 2009), en injectant une distance
de proximité temporelle qui tire profit de la dépendance temporelle entre
les termes de la requête. Pour la concrétiser, nous appliquons une variante
normalisée de la fonction gaussienne d’estimation de densité. Les scores des
documents donnés par notre modèle d’ordonnancement sensible au temps
TTD-M (Temporal Term Dependent Model) sont calculés comme suit :
TTDM(dt ∈D) = ∑
r∈R
1
 + r(dt) ∗ kernel(t, tavg) (6.5)
Où rw(dt) est la position du document d dans la liste de résultat rw, et
tavg est la moyenne des estampilles des documents les mieux classés dans
R. Nous assumons que tavg est la période de temps la plus importante pour
une requête donnée. Cette hypothèse favorise les documents retournés par
tous (ou la plupart) des termes de la requête, qui sont publiés dans des
périodes de temps très proches des top K documents les mieux classés. Ceci
dit, si deux documents sont suffisamment proches en terme de pertinence
thématique et temporelle, pour tous les termes de requête, alors ils doivent
être bien classés dans la liste finale des résultats.
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La fonction de densité gaussienne est donnée par :
kernel(t1, t2) = 1√2piσ ∗ exp[−(t1 − t2)22σ2 ] (6.6)
où σ désigne la variance de la densité du noyau.
6.4 Évaluation expérimentale
Dans cette section, nous présentons le cadre expérimental et nous décrivons
la collection de données ainsi que les référentiels de comparaison et les me-
sures d’évaluation utilisées. Ensuite, nous présentons les résultats de l’ana-
lyse de corrélation temporelle des termes des requête, ainsi qu’une analyse
comparative des performances avec des modèles de RI temporels standards
et des méthodes de RI non sensibles au temps.
6.4.1 Cadre expérimental
6.4.1.1 Données expérimentales et tâche de recherche
Nous utilisons la collection de données Stream Corpus 3 fournie par la tâche
KBA de TREC et exploitée par la tâche TS 4 de TREC 2013 et 2014. Le cor-
pus comporte plus de 500 millions de documents issus de plusieurs sources
(Presse, Web, Social, Forum, Blog, etc.) avec une taille de 4.5 Téra octets
compressés. Tous les documents sont datés dans la période allant du mois
d’octobre 2011 jusqu’au mois de février 2013. La collection a été indexée en
utilisant Lucene 5. Chaque document contient un ensemble de phrases avec
un identifiant unique. La tâche propose 10 topics en 2013 et 14 topics en
2014, où chaque topic fait référence à un événement du monde réel. Ces
topics correspondent à des événements d’actualité tels que des manifesta-
tions, des accidents ou des catastrophes naturelles. La figure 6.3 présente un
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Figure 6.3: Requête Q1 “buenos aires train crash” de la tâche TS 2013.
L’objectif de cette tâche est de concevoir des systèmes permettant de sur-
veiller les événements en détectant à la volée toutes les informations “nou-
velles” publiées en temps réel. Cette tâche présente clairement un caractère
temporel flagrant vu que les systèmes participants doivent être en mesure de
retourner des résultats qui sont à la fois temporellement et thématiquement
pertinents.
Id de Requête #Documents
la Requête pertinents
1 Q1 : Buenos Aires Crash Train 789
2 Q2 : Factory Fire Pakistan 585
3 Q3 : Colorado Shooting 243
4 Q4 : Shooting Sikh Temple 613
5 Q5 : Hurricane Isaac 36
6 Q6 : Hurricane Sandy 518
7 Q7 : Derecho midwest 2
8 Q8 : Bopha Typhoon 210
9 Q9 : Earthquake Guatemala 294
10 Q10 : Tel Aviv Bombing Bus 284
Table 6.2: Requêtes de la tâche TREC TS 2013 avec les documents perti-
nents associés.
Le tableau 6.2 présente également quelques statistiques sur les requêtes et les
documents pertinents associés à la tâche TS de TREC 2013. Comme nous le
voyons à partir du tableau, les requêtes ne disposent pas du même nombre
de documents pertinents. Certaines requêtes ont un nombre très faible de
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documents (eg., Q5 et Q7), ce qui rend la tâche de recherche un peu difficile
pour le modèle se basant sur la dimension thématique. Le nombre de termes
des requêtes varie entre 2 et 4, ce qui correspond généralement à la moyenne
dans les systèmes de RI réels (Baeza-Yates et Ribeiro-Neto, 1999).
6.4.1.2 Mesures d’évaluation
Nous évaluons notre approche ainsi que les référentiels de comparaison en
utilisant les mesures de rappel, précision et F-mesure, sur lesquelles se sont
basées les organisateurs de la tâche TREC TS pour évaluer les systèmes des
groupes participants :
Précision = ∣Documents pertinents retournés∣∣Documents retournés∣ (6.7)
Rappel = ∣Documents pertinents retournés∣∣Documents pertinents∣ (6.8)
F-mesure = 2 ∗ Précision ∗Rappel
Précision +Rappel (6.9)
Il est à noter que nous avons effectué l’évaluation au niveau des documents,
et non pas au niveau des phrases tel est le cas avec la tâche officielle. En effet,
notre objectif est d’étudier de la capacité de notre modèle à retourner des
documents (temporellement) pertinents en réponse à des requêtes sensibles
au temps. L’évaluation au niveau des phrases consiste à vérifier, en plus de
la pertinence des documents, la pertinence des phrases qui les constituent.
Nous avons conduit l’analyse de corrélation sur l’ensemble des requêtes et
documents de la tâche TS 2013, et nous avons évalué les performances de
recherche de notre modèle et les référentiels de comparaison en utilisant les
données fournies par la tâche TS 2014.
6.4.1.3 Référentiels de comparaison
Nous comparons notre modèle d’ordonnancement avec les méthodes sui-
vantes :
– Un modèle atemporel : le modèle de langue (ML) avec un lissage Dirichlet
(Zhai et Lafferty, 2004) (comme présenté dans l’Eq. 6.3) ;
– Deux modèles sensibles au temps :
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– Le modèle de langue temporel proposé par Dakka et al. (2012) (comme
présenté dans l’Eq. 6.1) ;
– Le modèle Recency Prior (RP) proposé par Li et Croft (2003). Ce der-
nier définit une distribution à priori sur les documents afin de favoriser
les documents les plus récents :
P (d) = λe−λtd (6.10)
Où λ est le taux d’une distribution exponentielle et td et l’age du do-
cument d.
6.4.2 Analyse de corrélation temporelle entre les termes des
requêtes
Afin de valider notre intuition sur la corrélation temporelle, conformément à
notre première question de recherche (QR1), nous commençons d’abord par
examiner à quel point les termes des requêtes sont dépendants. La figure 6.4
montre la matrice de similarité illustrant la corrélation entre les séries tem-
porelles (Ng et al., 2001) des termes des requêtes de la tâche TS 2013. Cette
corrélation temporelle mesure la similarité entre deux séries chronologiques
en se basant sur l’importance relative de chaque terme (Cf., Eq. 6.4).
Figure 6.4: Analyse de corrélation temporelle des termes de requêtes de la
tâche TREC TS 2013.
Les colonnes et les lignes de la matrice indiquent les termes appartenant
aux requêtes (Q1 −Q10), donc 26 termes en total. Les termes des requêtes













































Figure 6.5: Distribution des termes de la requête Q7 (“midwest derecho”)
au cours du temps, dans les documents pertinents de la tâche TS 2013. L’axe
des abscisses représente le temps en heure, et l’axe des ordonnées représente
poids normalisé de la requête et ses termes dans les documents.
sont ordonnés suivant l’Id de la requête sur les deux axes. Les blocs en
diagonale encadrés par des rectangles en gras sur la matrice correspondent
aux mesures de similarité entre les termes d’une même requête. Plus la
couleur est d’un niveau de bleu accentué, plus la similarité est grande. La
couleur rouge indique un degré de similarité faible. Nous pouvons constater à
partir de la figure 6.4 (en se basant sur l’intensité des couleurs) que les séries
chronologiques des termes appartenant à la même requête sont plus corrélées
que celles ne faisant pas partie de la même requête (i.e., les cases en dehors
des rectangles en gras). Cette observation concorde avec notre hypothèse
sur la dépendance temporelle entre les termes d’une même requête. Nous
pouvons aussi remarquer que les termes “midwest” (terme#1) et “derecho”
(terme#2) de la requête Q7 ne sont pas temporellement dépendants. Cette
observation peut être expliquée de deux façons. La première raison est que le
nombre de documents pertinents selon cette requête est assez faible, comme
indiqué dans le tableau 6.2 (Cf., section 6.4.1.1), ce qui entraîne l’absence des
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termes dans la collection. Une deuxième raison possible est que les termes
de cette requête ne sont pas assez discriminants dans la collection, c’est à
dire qu’ils existent dans de nombreux autres documents.
Nous poursuivons cette analyse en montrant sur la figure 6.5 la distribution
temporelle des termes appartenant à la requête Q7 “midwest derecho” dans
le temps, dans les documents pertinents de la tâche TS 2013. La figure
montre que le terme “midwest” (terme#1) apparaît dans une grande partie
des documents pertinents entre les premières 60 heures et 150 heures après
l’occurrence de Q7. En effet, “midwest” n’est pas un terme clé qui pourrait
décrire cet événement, car il est aussi fréquent dans des documents pertinents
faisant référence à d’autres requêtes.
6.4.3 Résultats expérimentaux
Dans cette section, nous présentons les résultats obtenus par notre modèle
sur les requêtes de la collection TS 2014. Nous commençons tout d’abord
par paramétrer notre modèle ainsi que les référentiels de comparaison. Le
paramètre de lissage µ du modèle de langue (ML) est fixé à 2000, tandis que
le paramètre λ du modèle Rencency Prior (RP) est fixé à 0.01 (comme dans
Efron et Golovchinsky (2011)). Les paramètres  de la méthode de fusion
RRF et σ de la fonction de densité gaussienne sont empiriquement fixés
à 30 et 170, respectivement. Dans chaque expérimentation, nous utilisons
le modèle de lissage Dirichlet pour extraire les 100 documents de chaque
heure de notre collection, en réponse à chacune des requêtes. Ensuite, nous
appliquons notre modèle pour les ré-ordonnancer.
Précision Rappel F-Mesure % ↗
ML 0.0830 0.2019 0.1177 +32.47% ⋆
MLT 0.1307 0.1772 0.1504 +13.71% ⋆
RP 0.0866 0.2019 0.1212 +30.46%
TTD-M 0.1692 0.1797 0.1743 -
Table 6.3: Analyse comparative des performances de notre modèle d’ordon-
nancement sensible au temps (TTD-M). %↗ indique le taux d’accroissement
en terme de F-mesure, et le symbole “⋆” dénote le test de significativité :
“⋆” : t < 0.05.
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Le tableau 6.3 montre les résultats obtenus en terme de précision, rappel et
F-mesure, ainsi que les taux d’accroissement et les test de significativité de
student. Nous pouvons observer à partir du tableau 6.3, une amélioration
de +32.74% en terme de F-mesure qui est mise en avant par notre modèle
TTD-M par rapport aux modèles de référence.
Id Termes de la requête F-Mesure
TTD-M RP % ↗
11 costa concordia 0,2055 0,0904 +55,98%
12 european cold wave 0,0763 0,0347 +54,49%
13 queensland floods 0,2262 0,0787 +65,21%
14 boston marathon bombing 0,0802 0,1171 -45,99%
15 egyptian riots 0,1525 0,1028 +32,56%
16 quran burning protests 0,3646 0,2352 +35,47%
17 in amenas hostage crisis 0,1252 0,2361 -88,59%
18 russian protests 0,2107 0,0971 +53,89%
19 romanian protests 0,3470 0,0794 +77,10%
20 egyptian protests 0,0831 0,0727 +12,48%
21 russia meteor 0,0707 0,143 -100%
22 bulgarian protests 0,1967 0,0606 +69,15%
23 shahbag protests 0,0281 0,0489 -73,92%
24 nor’easter 0 0 0
25 Southern California shooting 0,0057 0,0510 -100%
Table 6.4: Analyse au niveau des requêtes des performances de notre modèle
(TTD-M) vs. le modèle RP. La dernière colonne (% ↗) indique le taux
d’accroissement en terme de la métrique F-Mesure.
Ce résultat est prévisible étant donné que le cadre de RI dépend fortement de
la dimension temporelle et que le modèle de langue est basé uniquement sur
le critère thématique. D’autre part, notre modèle fournit des améliorations
un peu moins significatives en terme de F-mesure autour de +13.71% par
rapport au modèle de langue temporel MLT. Comme présenté dans l’Eq.6.1,
le score temporel favorise les documents qui sont publiés dans des intervalles
de temps qui peuvent être intéressants pour la requête. De plus, les perfor-
mances de notre approche par rapport à la méthode RP sont largement
meilleurs, allant jusqu’à +30.46%. Cependant cette différence n’est pas si-
gnificative. Ceci peut être expliqué par le fait que les documents pertinents
177 6.4. Évaluation expérimentale
sont généralement distribués d’une manière uniforme sur des périodes de
temps différentes. Ceci dit, il existe des requêtes pour lesquelles la fraîcheur
n’est pas un facteur très important. Par conséquent, retourner uniquement
les documents récents peut dégrader la précision du modèle.
Nous poursuivons ces analyses en présentant dans le tableau 6.4 une ana-
lyse au niveau des requêtes, des performances de notre modèle TTD-M en
comparaison avec le modèle RP pour chaque requête de la tâche TS 2014.
Le tableau 6.4 montre que TTD-M fournit des meilleurs résultats que RP
pour 60% des requêtes (9/15). Une analyse des requêtes avec des taux d’ac-
croissement positifs montre que la plupart de leurs documents pertinents
associés sont distribués d’une manière uniforme sur des périodes de temps
différentes avec des pics sur des intervalles spécifiques. La figure 6.6 présen-
tant la distribution des documents pertinents de la requête Q11 (cf., 6.4)
illustre cette observation.

















Figure 6.6: Série chronologique des termes de la requêteQ11 (“costa concor-
dia”) dans les documents pertinents de la tâche TS 2014.
Contrairement au modèle RP, TTD-M exploite le facteur temporel comme
pour le modèle MLT, et étend ce dernier en favorisant les documents pré-
sentant une importance relative similaire dans le temps de tous les termes
de la requête, comme montré dans la figure 6.6. Nous pouvons conclure que
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l’utilisation de RRF conjointement avec la fonction de densité gaussienne
permet d’améliorer l’ordonnancement des documents populaires au sein des
différentes listes qui sont retournés suivant les termes d’une même requête.
En effet, tous les documents retournés dans ces différentes listes, dans des fe-
nêtres temporelles similaires sont bien classés dans la liste d’ordonnancement
finale. Pour confirmer cette corrélation temporelle, qui est notre hypothèse
initiale, nous montrons à travers la figure 6.7 la matrice de corrélation de la
requête Q11 ainsi que les termes qui la constituent.
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Figure 6.7: Corrélation entre les termes de la requête Q11 (“costa” et
“concordia”) avec la même requête Q11.
La figure 6.7 montre encore que les deux termes “costa” et “concordia” sont
temporellement corrélés avec une valeur de corrélation autour de 0.96. La
corrélation des deux termes avec la requête entière est aussi significative avec
des valeurs de 0.6725 et 0.6702 pour “costa” et “concordia”, respectivement.
Il est à noter aussi que le modèle RP améliore notre modèle pour certaines
requêtes (5/15). Par exemple, pour la requête Q21 (“russia meteor”), la
différence est d’environ 100%. À partir de l’analyse de la distribution tem-
porelle des documents pertinents pour cette requête, présentée dans la figure
6.8, nous pouvons justifier ces performances par deux faits. D’abord, quand
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on utilise uniquement des termes individuels comme des requêtes, on peut
avoir un très grand nombre de documents qui sont uniformément distribués
sur une période de temps relativement longue. Ainsi, quand nous appliquons
la méthode de fusion conjointement la fonction de densité, il est difficile de
garder que les documents distribués sur une période de temps plus courte,
i.e., les 50 premières heures comme montré dans la figure 6.8.
















Figure 6.8: Les séries chronologiques de la requête Q21 et ses termes dans
les documents pertinents de la tâche TREC TS 2014.
Par ailleurs, bien que les valeurs de F-mesure semblent être relativement
faibles, ceci semble être raisonnable, étant donné que le modèle RP qui
est uniquement performant quand il s’agit des requêtes s’intéressant à des
documents récents. Par contre, ce modèle n’est pas adapté pour répondre à
des requêtes comme (Q21).
6.5 Conclusion
Dans ce chapitre, nous avons proposé un modèle d’ordonnancement sen-
sible au temps permettant d’injecter la dimension de pertinence temporelle
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dans une architecture d’agrégation d’ordonnancements. Plus particulière-
ment, nous nous basons sur une distance de proximité temporelle entre les
termes d’une même requête pour retourner des documents qui satisfont à la
fois le critère thématique et temporel. Ainsi, nous nous sommes basés sur une
méthode de fusion d’ordonnancements pour formuler la tâche comme un pro-
blème de fusion de données, où chaque terme de requête est considéré comme
une requête en soi. Nous avons mené une évaluation expérimentale en utili-
sant une large collection de données standard qui est fournie par les tâches
Knowledge Base Acceleration (KBA) et Temporal Summarization (TS) de
TREC 2013 et 2014. Les analyses expérimentales ont montré l’impact po-
sitif de la prise en compte des corrélations temporelles entre les termes des
requêtes dans notre modèle sur les résultats de recherche. L’exploitation de
l’aspect temporel dans la méthode d’agrégation d’ordonnancements a éga-
lement permis de favoriser les documents qui sont publiés dans des périodes







7.1 Synthèse des contributions
Les travaux présentés dans ce manuscrit s’inscrivent dans le contexte de
l’agrégation multicritères, qui correspond à un des domaines émergents de
la RI avec de nombreux enjeux, tels que formalisation de modèles d’ordon-
nancement, la prise en compte des différents critères de pertinence impactant
les jugements de pertinence des utilisateurs et la fusion de données, etc.
Dans cette thèse, nous nous sommes particulièrement intéressés à la pro-
position et l’évaluation de modèles d’agrégation de pertinence multidimen-
sionnelle en RI. Ainsi, nous avons axé notre revue de l’état de l’art selon
cette dimension en donnant un aperçu des différentes approches qui ont
été proposées. Ces approches ont été fondées principalement sur les mo-
dèles d’agrégation classiques et prioritaires, les méthodes de surclassement
et les approches d’agrégation et d’apprentissage d’ordonnancements. Une
première catégorie de travaux reposait principalement sur des combinaisons
linéaires simples pour l’agrégation des différentes dimensions de pertinence.
Cependant, ces travaux se basent sur l’hypothèse non réaliste d’additivité ou
d’indépendance des dimensions, ce qui rend le modèle non approprié dans
plusieurs situations réelles dans lesquelles les critères étant corrélés ou pré-
sentant des interactions entre eux. Pour répondre à cet enjeu, une deuxième
famille d’approches propose d’appliquer des techniques issues du domaine
de l’apprentissage automatique, permettant ainsi d’apprendre un modèle par
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l’exemple et de le généraliser dans l’ordonnancement et l’agrégation des cri-
tères. Toutefois, ces méthodes d’apprentissage d’ordonnancements ont ten-
dance à offrir un aperçu limité sur la façon de considérer l’importance et
l’interaction entre les critères qui représentent les différentes dimensions de
pertinence. Outre la sensibilité des paramètres utilisés dans ces algorithmes,
il a été très difficile de comprendre pourquoi un critère est préféré par rap-
port à un autre.
Dans cette direction de recherche, nous avons proposé deux types de contri-
butions. Tandis que la première est basée sur une méthode d’agrégation
multicritères issue du domaine de prise de décision floue, la deuxième s’ap-
puie sur une approche d’agrégation d’ordonnancements sensible au temps
s’appliquant dans des flux de documents qui changent au cours du temps.
Nous les décrivons brièvement ci-dessous :
1. Un modèle de combinaison de pertinence multicritères basé sur un
opérateur d’agrégation flou. Ce dernier permet la modélisation des
interactions entre les critères, et ce à travers une mesure floue défi-
nie sur l’ensemble des dimensions de pertinence. Cette mesure permet
de surmonter le problème d’additivité des fonctions de combinaison
classiques, qui sont incapables de modéliser plusieurs situations du
monde réel. Ainsi, nous avons adapté ce modèle pour deux scénarios
de combinaison de pertinence multicritères : (i) un cadre de recherche
d’information multicritères dans un contexte de recherche de tweets ;
et (ii) deux cadres de recherche d’information personnalisée pour tes-
ter l’efficacité du modèle à adapter ses résultats suivant les préférences
des utilisateurs. Pour chacun de ces deux modèles, nous avons proposé
un algorithme d’apprentissage des degrés d’importance des critères, ce
qui permet ainsi de donner une idée plus claire sur les corrélations et
interactions entre les critères.
2. Intégration de la dimension de pertinence temporelle dans le processus
d’ordonnancement des documents. Tout d’abord, nous avons souligné
l’importance du facteur temporel surtout dans les flux de documents
qui changent dans le temps. Ainsi, nous avons proposé un modèle
d’agrégation sensible au temps pour le combiner avec le facteur de per-
tinence thématique. Dans cet objectif, nous avons effectué une analyse
temporelle pour éliciter l’aspect temporel des requêtes, et nous avons




Les différentes évaluations expérimentales menées pour évaluer nos diffé-
rentes contributions ont montré leur efficacité vis-à-vis d’un ensemble de
modèles représentatifs de l’état de l’art. Ce manuscrit ouvre de nombreuses
perspectives que nous synthétisons dans ce qui suit.
À court terme, nous souhaitons améliorer nos contributions selon trois as-
pects :
1. Apprentissage de l’importance des critères de pertinence. Nous avons
proposé un algorithme d’apprentissage générique, et nous l’avons appli-
qué uniquement dans des cadre de recherche d’information impliquant
au maximum trois dimensions de pertinence. Une des limites de cet
algorithme est sa complexité quand il s’agit d’apprendre l’importance
de plus de trois critères. Nous notons toutefois que cette complexité est
indépendante du processus d’agrégation, et elle est uniquement liée à
l’apprentissage des paramètres car elle s’effectue “hors ligne”, contrai-
rement aux algorithmes d’apprentissage automatique où elle est liée à
la fois aux deux phases d’apprentissage et de test (Liu, 2009). Nous
pensons qu’il pourrait être intéressant de lever ce verrou en allégeant
les contraintes d’additivité sur l’ensemble des critères, ce qui permet
de réduire la complexité de l’algorithme d’apprentissage des capacités.
Un deuxième problème qui est aussi lié à cet algorithme, malgré sa ca-
pacité d’interpréter l’importance et la corrélation entre les critères, est
le fait qu’il est contraint par la présence d’un ensemble d’apprentissage.
Ainsi, nous proposons comme perspective de recherche de généraliser
le modèle pour faire face aux problèmes d’agrégation où l’on dispose
pas de données préalables sur les critères et les documents (tels que
des scores partiels et globaux).
2. Agrégation en l’absence de scores. Nos deux modèles d’agrégation
sont basés sur l’hypothèse de présence des scores de pertinence suivant
tous les critères considérés. Toutefois, nous pourrons être confrontés à
des situations de RI où l’on dispose uniquement des positions (ranks)
des documents. Cet axe de recherche est principalement traité par
les méthodes d’agrégation d’ordonnancements (Aslam et Montague,
2001), et plus spécifiquement par les méthodes positionnelles (Renda
et Straccia, 2003). Il serait intéressant d’intégrer les deux familles de
méthodes d’agrégation dans un seul cadre de combinaison multicritères
qui peut s’adapter à toutes les situations de recherche possibles.
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A moyen terme, nous proposons de généraliser nos contributions selon deux
dimensions, liées aux scénarios de recherche sensibles au temps :
1. Généralisation aux différentes tâches. Dans notre modèle de RI tem-
porel, nous nous sommes intéressés à l’intégration du temps dans le
processus d’ordonnancement des documents. Comme nous l’avons déjà
montré dans l’évaluation expérimentale, ce modèle est plus performant
pour les requêtes sensibles au temps, indépendamment de la période de
temps à laquelle se réfère chaque requête. Par contre, ce dernier n’est
pas efficace pour les requêtes présentant plusieurs périodes de temps
saillantes, vu la méthode basique (i.e., une moyenne) que nous avons
utilisée pour sélectionner ces périodes. L’exploitation d’une méthode
d’identification plus appropriée des périodes rafales pour une requête
spécifique pourrait donner des résultats plus précis (Kleinberg, 2002;
Zhu et Shasha, 2003).
Nous notons aussi que les caractéristiques temporelles que présentent
les requêtes au cours du temps peuvent révéler des différents types
de requêtes, comme déjà discuté dans le chapitre 4. Une perspective
intéressante consiste à généraliser notre modèle pour qu’il soit capable
d’éliciter automatiquement le caractère temporel des requêtes et gui-
der la phase d’ordonnancement en fonction du type de la requête. Ce
traitement pourrait être également généralisé dans d’autres tâches de
RI autres que celles proposées par TREC. La sous tâche Temporal
Information Retrieval (TIR) proposée dans le cadre de la tâche Tem-
poralia de NTCIR correspond parfaitement à cette perspective (Joho
et al., 2014). Il est aussi à signaler dans ce même contexte, que le mo-
dèle ainsi que la tâche considérée dans notre cadre de RI s’appuient sur
une collection de documents dont tous les documents possèdent des es-
tampilles (e.g., date de création). Toutefois, dans plusieurs situations
de recherche du monde réel, ces dates peuvent ne pas être disponibles.
Une des solutions possibles est de se baser sur les techniques d’extrac-
tion d’expressions temporelles pour estimer les dates auxquelles fait
référence un document puis en tenir compte lors de l’estimation de
pertinence (Strötgen et al., 2012).
2. Présentation des résultats de recherche. L’objectif d’une méthode de
RI est de satisfaire le besoin en information d’un utilisateur. Quand ce
besoin devient dépendant du temps, nous assumons que le problème
doit aller plus loin que le simple ordonnancement des documents et
concerne donc la présentation des résultats de recherche (Joho et Jose,
2008; Sokolan et al., 2015), qui sont également sensibles au temps.
Ainsi, cette dépendance temporelle des documents remet en question
le problème de représentation traditionnelle des résultats (i.e., snippet,
titre du document, etc) surtout pour les besoins en informations trai-
tant des topics liés aux actualités. Les timelines (Swan et Allan, 2000)
sont un exemple concret de ces applications. Par exemple, pour évi-
ter que les utilisateurs parcourent les longs textes et annonces, Google
News présente des résultats qui peuvent être explorés suivant le temps
et qui sont aussi issus de plusieurs sources d’évidence. Ces efforts pour-
raient être améliorés pour inclure des résumés d’événements afin d’as-
sister les utilisateurs recherchant des besoins en informations urgentes.
Bien que la tâche INEX (Bellot et al., 2014) s’intéresse aux résumés
des tweets en réponse à des entités, elle n’a pas encore abordé l’aspect
temporel et la présentation des tweets. Cependant, la tâche TREC Mi-
croblog timeline generation est une piste intéressante pour cette direc-
tion de recherche. Il existe aussi quelques tentatives pour traiter cette
problématique, avec quelques systèmes qui sont ouverts 1 et d’autres
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