We propose in this article a new approach to robot cognitive control based on a stimulus-response framework that models both a robot's stimuli and the robot's decision to switch tasks in response to or inhibit the stimuli. In an autonomous system, we expect a robot to be able to deal with the whole system of stimuli and to use them to regulate its behavior in real-world applications. The proposed framework contributes to the state of the art of robot planning and high-level control in that it provides a novel perspective on the interaction between robot and environment. Our approach is inspired by Gibson's constructive view of the concept of a stimulus and by the cognitive control paradigm of task switching. We model the robot's response to a stimulus in three stages. We start by defining the stimuli as perceptual functions yielded by the active robot processes and learned via an informed logistic regression. Then we model the stimulus-response relationship by estimating a score matrix that leads to the selection of a single response task for each stimulus, basing the estimation on low-rank matrix factorization. The decision about switching takes into account both an interference cost and a reconfiguration cost. The interference cost weighs the effort of discontinuing the current robot mental state to switch to a new state, whereas the reconfiguration cost weighs the effort of activating the response task. A choice is finally made based on the payoff of switching. Because processes play such a crucial role both in the stimulus model and in the stimulus-response model, and because processes are activated by actions, we address also the process model, which is built on a theory of action. The framework is validated by several experiments that exploit a full implementation on an advanced robotic platform and is compared with two known approaches to replanning. Results demonstrate the practical value of the system in terms of robot autonomy, flexibility, and usability.
INTRODUCTION AND MOTIVATIONS
A robot interacting with people and with the environment is subject to several stimulus events, like any living organism. How these stimuli are to be represented and how a response should be modeled has not yet received the necessary attention, even though robot autonomy, beyond laboratory experiments, relies on an intelligent response to these stimuli.
Everyone knows what a stimulus is in the human and animal sense. The concept of stimulus has been studied the eighteenth century, with the work of Galvani and Volta on frogs, and was further explored in psychology, physiology, and psychophysics. Modern physiology considers a stimulus applied to a receptor and capturing information from both inside and outside the body; these are called proximal and distal stimuli, respectively. Following the pioneering work of Weber [1834] , Gustav Fechner introduced psychophysics to model the relation of physical stimuli to the resulting mental facts. Gibson [1960] proposes the following a constructive view of a stimulus:
I think the central question is the following. Is a stimulus that which does activate a sense organ or that which can activate a sense organ? Some writers imply that a stimulus not currently exciting receptors is not a stimulus at all. Others imply that a stimulus need not excite receptors to be called such. [Gibson 1960] Gibson's implicit question is about the possibility of giving a structure, a definition, to the relationship between objects and stimuli and between stimulus and response:
Perhaps there is an invariant stimulus for the invariant response, after all. Many sorts of higher order variables of energy may exist, only awaiting mathematical description. They will have to be described in appropriate terms, of course, not as simple functions of frequency and amount. We must not confuse a stimulus with the elements used for its analysis. [Gibson 1960] As a matter of fact, we do not yet have a model of robot stimuli, and most researchers accept that any sensory input from the environment or from the robot's internal states can be considered a stimulus. This simplification is of no help, as the wide literature on human and animal stimuli witnesses. If any sensory input can be considered a stimulus, how it would be possible for a robot to discern between a wall and a victim lying on the ground, between the light from a fire and the light of a lamp, between a scream and repeated noise, and so on? Not all inputs require a response, but a stimulus does.
In this article, we address the problem of providing a representation of what a stimulus is for a robot and how it affects the robot's behavior and its tasks under execution. Consider that whereas for a living organism pain is a stimulus that has a direct effect on its survival awareness, for a robot, a similar stimulus could be the lack of a WiFi connection or battery exhaustion, both indicating a loss of vitality. Therefore, in providing such a representation, we answer the question of how to model the stimulus reflex within the robot's structure and language, and we explore how the robot learns the best stimulus-response according to the context of its current task.
In living organisms, stimulus transduction elicits the stimulus reflex through a receptor. In a robot, this transduction is conveyed by its active processes. Consider the robot motion system, which is made of several components, each of which is driven by processes controlling velocity, steering, obstacle avoidance, terrain adaptation, tracking and so on. These processes collect information from the environment and from the robot's internal states. These processes elaborate the collected information and update it, eventually returning it to the robot's inner states to manage its current activities. In other words, the interaction with environment configures a space of information allocating to each process a quantum of information that is transduced to a stimulus at specific peaks of the information manifold. A stimulus induces a request with the call for a response. A response might appeal to robot components and their processes not yet active at the very moment at which the stimulus is triggered.
In this article, we introduce a preliminary framework to model robot processes, their yields, the stimuli occurrences, and the decision underlying the response to the stimuli. The advantage of this approach is that robot control does not need to be designed a priori but instead can be drawn by its interactions with users who teach the robot when a stimulus occurs and what the possible alternatives are for handling the stimuli. These aspects are not dealt with in any other control methods, including planning, whether reactive, proactive, or declarative. Indeed, a robot that has learned a stimulus-response strategy from several humans will most certainly be more usable than a robot that either has no stimuli at all or has no strategy to respond to stimuli. We also take context into account in order to establish a response cost, and we exploit a theory of actions that models how tasks are chosen and how switching to a new task can occur as a result of a stimulus-response.
The ability to selectively respond to several stimuli and to inhibit inappropriate urges by focusing on the task at hand are well-known in humans as shifting and inhibition executive functions, respectively [Miller and Cohen 2007; Aron 2007] . The neuroscience theory of control uses inhibition to explain many cognitive activities, especially to explain how an individual presented with several stimuli responds selectively and is able to resist inappropriate urges [Tipper 2001] .
Since the early work of Jersild [1927] , several studies in neuroscience and cognitive science have led to a better understanding of many of the variables affecting task switching in the context of cognitive control (we refer the reader to Monsell [2003] and the citations therein). These theories have strongly influenced cognitive robotics architectures since the 1980s, as, for example the ATA schema [Norman and Shallice 1986] , the principles of goal-directed behaviors in Newell [1990] , and, more recently, the CogX architecture Wyatt et al. 2010] . (For a review on the earliest architectures in the framework of the task switching paradigm, see Rubinstein et al. [2001] .)
Only recently has the need to model the stimulus-response, and hence the cognitive control underlying task switching and the cognitive functions of shifting and inhibition, become a hot topic in cognitive robotics. The need to model adaptation, to increase the flexibility in handling complex tasks, has led to modeling task switching for robot navigation, motion planning, and control in large-scale environments [Althaus and Christensen 2003 ], for path planning [Medina Ayala et al. 2012] , for recognizing human intentions in conversation [Nakano et al. 2011] , and for motor planning to improve tasks execution [Ganesh and Burdet 2013] . Task switching is also addressed in manipulation [Ajoudani et al. 2013; Ding and Fang 2013] and soft robot control [Tao et al. 2012; Li et al. 2013] , for modeling multirobot systems [Sung et al. 2013] , for learning task space control through the use of different tools [Jamone et al. 2013] , for biped walking in rough terrain [Saglam and Byl 2013] , and for multiple-space control [Li and Cheah 2012] .
Most of the cited works are quite recent, showing increasing interest in the stimulusresponse framework for coping with adaptivity and ecological behaviors in an interactive environment. Further examples of these studies exist [Capi 2007; Suzuki et al. 2009; Wawerla and Vaughan 2009; Finzi and Pirri 2010; Durkee et al. 2011; D'Ambrosio et al. 2011] . The major problem to be resolved, as noted in Wawerla and Vaughan [2009] , is the switching decision. Experts on task switching claim that this decision incurs a switching cost. This cost results from the interplay between the resources needed to reconfigure a mental state and the resources needed to resolve interference with the current state [Monsell 2003 ]. We model this cost by considering both the reconfiguration of the mental state and the interference with the current state. The reconfiguration Fig. 1 . Work flow of the proposed stimulus-response framework. From bottom to top: the lowest layer indicates a currently active task being executed. The active processes feed the process yields, collecting information from them; the stimulus model selects from the yields those which are stimuli. The stimulusresponse model scores the response tasks. The decision is taken by evaluating the payoff of switching to a task suggested by the stimulus-response matrix. In the middle panel, between knowledge and inference, execution monitoring takes care of the actual task execution and its updating, both affecting the mental states; namely, the decision of whether to consent to a response to the stimulus. In the upper panel, a first-order logical formalism is used to model the robot processes, with action preconditions and effects affecting activation costs and motivating causal constraints. This closes the loop between stimulus activation, reasoning, planning, and decision. and interference costs are defined in terms of the amount of processes that need to be inferred in order to initiate a new task and their congruency with the current task. The decision is made based on a payoff that is computed by considering the cost of updating the current robot state and the risk of continuing with the task under execution. The stimulus-response model illustrated in these pages indicates a new direction in robot cognitive control, and the tests and experiments presented here prove that this is a promising direction.
The stimulus-response framework introduces new emerging methodologies that build cognitive robot control via learning and perception, and we expect that it will spread to several applications that require cognitive control to resolve the continuous struggle a robot has to face in a real-world environment.
EXECUTIVE SUMMARY
The flowchart of the proposed robot stimulus-response framework is illustrated in Figure 1 . The lower layer represents a robot task under execution. The next level illustrates the stimuli and the response models, described in Sections 3 and 4. The level enclosed between Inference and Knowledge delineates the work flow linking the decision level to the current execution level. The upper level provides a schema of the system representation in the formal language of Situation Calculus, where the mapping of the stream of information into the domain of reasoning takes place. These levels are described in Sections 5 and 6. Each active robot process yields a quantum of information with characteristic features; this quantum of information is called the yield of an active process. The features z of the yield are used by the stimulus model to learn a function h β (z) (Section 3). This function establishes whether or not a stimulus occurred during the specific process execution.
Example 2.1. Consider the robot process π WiFi managing the connection between the robot and a remote command base station. We expect that the stimulus occurs when a high signal becomes low or disappears. So the process π WiFi yields a quantum of information specified by a set of features z WiFi , such as those indicated in Table I . The robot, with the help of users, learns to discriminate a stimulus from ordinary information via the function h β (z WiFi ), discerning between typical z WiFi values and odd ones. Therefore, the outcome of the learned function h β is a value y = 1 to fire the stimulus of WiFi disconnection and y = 0 otherwise.
If the stimulus occurs, the robot has to choose a possible response (e.g., going back to the last position where it was connected), or it can inhibit the stimulus and continue its task even though it is disconnected from the operator. Therefore, there are two issues that need to be modeled:
(1) identify the task that is a possible response to the stimulus; (2) decide whether to go on with the current task or to switch to the identified response task.
The first item is dealt with by filling a score matrix A whose values are estimated via factorization, as described in Section 4. On the other hand, the decision to either shift from the current task to a new task in so responding to the stimulus, or to inhibit the stimulus, is based on the payoff of switching. This is computed considering the risk of continuing the current task, without taking into account the stimulus, and the effort required to fulfill the stimulus. In turn, the effort is computed considering two costs: (1) the cost to reconfigure the current robot state to the new state that switching would lead to and (2) the cost to resolve the interference due to the interruption of the current task. These costs are computed by considering the preconditions and effects of each action involved in both the processes to be interrupted and in the ones to be activated (Section 6). To bind the information yielded by a process to the domain of reasoning, a special functional E is used, mapping the process terms of the representation language to the corresponding values of both the yields and the stimuli at execution time (Section 5).
Example 2.2. Suppose the robot is executing task τ 10 (see Table VII , in Appendix A) that requires the robot to approach a victim in a rescue area. The processes composing this task are listed in Table VII. Assume that the yield of process π WiFi (named connection management in Table VII ) fires a stimulus, namely, the current values of its yields z WiFi induce h β (z WiFi ) = 1. Let the stimulus-response matrix A suggest that the response task is τ 4 ; namely, recovery WiFi signal. To start the task recovery WiFi signal, all the required processes have to be activated with their preconditions and postconditions; therefore, the reasoning system of the robot has to be informed of the stimulus in order to make a decision by computing the payoff of switching. The mapping E, applied to the features, transforms them into values that are terms of the representation language, thus allowing the cost computation to take place.
The article is organized as follows. In the next section, we introduce a representation of the stimuli. In Section 4, we describe the computation of the stimulus-response matrix. In Section 5, we describe the fundamental formalism needed to define concepts such as tasks and processes that are needed to model the transduction between stimuli and processes. In Section 6, we illustrate both how switching costs are computed and how the payoff for switching is obtained. Section 7 evaluates, with some experiments, the performance of the proposed stimulus-response model at managing task switching when incoming information acknowledges new situations to be faced. In particular, results are confronted with replanning at execution time as proposed in the context of CRAM [Beetz et al. 2010] and DTPDDL, implementing POMDP [Talamadupula et al. 2010; Göbelbecker et al. 2011] . The experiments prove the correctness of the robot's behavior in the presence of different stimuli, cover many aspects that have not been adequately treated in the article, and present the whole picture as simply as possible. In the Appendix, we provide some implementation details of the robotic platform and its functionalities; we also use tables to illustrate the implementation of several robot components, their processes, and the stimuli yielded by those processes; finally, we show the stimulus-response matrix developed for a set of stimuli and tasks.
THE STIMULUS MODEL
In this section, we introduce what we define as a robot stimulus and how we estimate the presence of a stimulus given the information gathered by a process.
Consider the following events applied to a robot, not necessarily in parallel: the battery is getting low, the WiFi has a very weak or absent signal, saliency is detected in a sequence of frames, the memory is surcharged, the communication with the operator is clogged, a request pops up on the interface, and someone is talking at the dialog box. A robot has to deal with hundreds of events like these. These events are stimuli, in the sense that they trigger some alert on the information process transduced by an executive process of an active robot component such as, for the example, the battery, the WiFi, the attention system, the mapping system, the engines, the dialog system, the interface, or the obstacle avoidance system. Three concepts are at the core of stimulus modeling: (1) the information flow caused by an active robot process, (2) the states and events inducing a stimulus, and (3) the rule by which a stimulus is detected to be so:
it is reasonable to assume that stimuli carry information about the terrestrial environment. That is, they specify things about objects, places, events, animals, people, and the actions of people. The rules by which they do so are to be determined, but there is at least enough evidence to warrant discarding the opposite assumption under which we have been operating for centuries that stimuli are necessarily and intrinsically meaningless. [Gibson 1960] Consider a robot process π being executed among a number of others under execution. This process π has a domain of interest defined by the values it controls; some example are given in Table I A trial is the set of observations gathered in a discrete time interval T ; if n trials are performed by n operators, we obtain a training set T of size (nT × (d + 1) ). The training set is of the form T = ( z 1 , y 1 , . . . , z nT , y nT ) , with z i ∈ R d , y i ∈ {0, 1}. The logistic regression model can be used to estimate the outcome y. We recall that the logistic regression model computes the probability of the outcome y as:
where B(x) is the Bernoulli density μ
; a is the activation, namely, a = β (1, z ) ; and g is the sigmoid function:
The goal is to estimate the parameters β of the function h β .
It is important to note that for this model to predict accurately the occurrence of a stimulus with the outcome value y, given the features z of the specific process yields, it is required that the outliers introduced during data gathering are kept under control before the estimation of the parameters β takes place. In fact, in addition to the difficulty of obtaining comparable trials, the training set T is extremely noisy due to operators mistakes made while a trial is running.
Since the noise is mainly introduced by the operator in the difficult task of deciding whether an observation is or not a stimulus, we have devised a method of rejecting most of the outliers that severely affect parameter estimation. Indeed, we exploit some prior knowledge about stimuli/nonstimuli for each process, and we use this to define a function that is consistent with the typical behavior of the process and that rejects wrong data in the training set. The proposed function maps to a rejection region all those outcomes that are classified as stimuli but whose range of yields should in principle assign them to a nonstimuli classification since stimuli are extraordinary events. The function defining the rejection region is:
Here, RejRegion is the rejection region that still need to be defined. This is done according to the following steps:
(1) Fit nonparametric kernel density to the data (z 1 , . . . , z nT ) using a Gaussian kernel.
(2) Find the modes of the density. The modes indicate where the data are more dense; in other words, they indicate the values identifying the most typical behavior of the process yield. (3) Select the data falling in the regions around the modes {ẑ q }, q = 1, . . . , k M , with k M being the number of modes, and lock these data into an hyperellipsoid whose dimension is estimated according to the Hotelling test, assuming that these data come from a Gaussian distribution. (4) The confidence region for the mean of the selected data is the required rejection region Rej Region.
For the first step, we consider a smoothing kernel over the process yield on a ddimensional grid. Let x = (x 1 , . . . , x d ) ∈ R d be a point in the grid, and let
1/2 , with h > 0 the kernel window. We consider a radial symmetric Gaussian kernel K hd (υ) = 
Here, c is the normalization term that, by the fact that
Then, by some simple algebraic transformation and hiding in c the constant term we obtain:
Local maxima of f hd are computed by gradient ascent; these are the modes z of the function f hd . Let us consider these modes { z q }, q = 1, . . . , k M , with k M the number of modes. Assume these data come from a Gaussian distribution with means μ q and covariances q , and let z q and S q be, respectively, the sample mean and sample covariance of the q-th region under the q-th mode. The confidence region at level (1 − α) for the data mean μ q is:
Here, 
is the maximal ellipsoid surface, enclosing the q-th confidence region, it follows that these regions correspond to the most typical behavior of the yield of the process π under consideration. Hence, these are rejection regions for stimuli-regions where it is most unlikely that a stimulus can occur. Therefore, we are finally arrived at the definition of rejection region RejRegion:
As noted earlier, k M is the number of modes of the nonparametric density. Therefore, according to Equation (3), the set of samples for which γ (z k , y k ) > 0, k = 1, . . . , N (recall that N = nT ) is the optimal one for classification. Now, given a complete set of good samples T = ( z 1 , y 1 , . . . , z N , y N ), the model for stimulus prediction is provided by logistic regression. Namely, the logistic regression coefficients β are obtained from the good trial set T for the yield of process π by 
Here, ξ is the regularization parameter and d j=1 β 2 j the regularization term; these are used just in case the features induce a high-dimensional space, which in general is kept ≤ 5 to manage the nonparametric density. The Newton-Raphson algorithm used to minimize Equation (9) requires an update step expressed as a least square step, namely, as an iteratively reweighted least square. Then, given a new observation z , h β (z ) is the hypothesis returning the binary response within the variable y. More precisely:
We have thus provided a model to represent the stimuli and for learning when such stimuli occur. We have also introduced the principle that a large region of nonstimuli for each process yield can be identified around the most typical values of the yield to simplify noisy data collection. Note that this concept of typical values for the process yield grants the possibility of estimating h β with quite few trials.
THE STIMULUS-RESPONSE MATRIX
Given a process π, we have introduced the function h β that takes as input the yield of a process and determines whether a stimulus is triggered or not, returning a value 1 if this is the case and a value 0 otherwise. If a stimulus occurs, it is necessary to score all possible response tasks before any decision can be taken.
In this section, we show how to score the relation stimulus response, which amounts to scoring the task that would eventually be chosen to respond to the triggered stimulus. Here, a task is a set of processes; see Table II for an excerpt of the structures linking robot components, processes, and stimuli, and the more detailed Tables VI, VII, and VIII in Appendix A. Therefore, while a task is being executed, a stimulus can be triggered from any of the active processes of the task. To address each case, given a limited number of tasks for a robot, we introduce a stimulus-responses matrix A that scores each pair: The score matrix A is formed by two classes of entities, which we refer to as Tasks (rows) and Stimuli (columns), respectively (see Table VII and Table VIII in Appendix A). Note that a task is built out of many processes, yet each process can yield a single stimulus; namely, there is a bijection between each process and the stimulus it yields.
Matrix A is initially built using a number of experiments and further completed by estimating the unknown values for the stimulus-response pairs with the regularized low-rank matrix factorization method [Zhang et al. 2012; Chen 2008; Buchanan and Fitzgibbon 2005; Canny 2002 ].
The experiments for filling A are short-term missions performed by operators who are well informed about the task library, the processes, and the stimuli that the robot can handle. Each operator is assigned a task from the task library (see Table VII in Appendix A, as described in Section 7). During the trial, a stimulus is triggered for an active process π j . Upon the occurrence of the stimulus, the operator selects the task τ i that he or she considers the most appropriate to respond to the presented stimulus from among those reported in Table VII (Appendix A) using a graphical user interface (see Figure 11 in Appendix A). Note that, during the experiment, the operator teleoperates the robot. The experiment terminates when the operator signifies his or her task choice. Data from each trial, reporting the occurrence of the pairs τ i , y π j , are collected, and the corresponding entries a ij of matrix A (see Table IX and Table X ) are filled. When operators did not select the corresponding stimulus-task pair, a dash sign is added.
The problem now is to complete the matrix by finding the missed values. These are recovered by factorizing matrix A into the product of two smaller matrices, P ∈ R m×d and Q ∈ R n×d , of rank d 1 . Given that A has dimension (n × m)-namely, n tasks and m process yields (here, n = 13 and m = 42)-and rank d, in order to complete A, it is necessary to find two factors explaining A: an (n × d) matrix Q and an (m × d) matrix P, such that A = QP . Thus, it is possible to minimize the error norm on the known values.
Let W be an indicator matrix of the same size as A in which 0's correspond to missing elements of A and 1's correspond to observed data; then, the problem can be reformulated as:
Here, is the Hadamard component-wise matrix product, · is the Frobenius norm, and λ 1 and λ 2 are regularizing constants. Several approaches have been proposed to minimize this error, considering that if one of Q or P are known, there is a closed-form solution for the other that minimizes Equation (11) (see, e.g., the dumped Newton algorithm introduced by Buchanan and Fitzgibbon [2005] and the Wieberg algorithm of Takayuki Okatani and Deguchi [2006] ). Here, we have chosen a version of the alternating-least-squares with weighted-λ-regularization [Zhou et al. 2008] , in which the steps to obtain Q and P are summarized as follows. Initialize Q and P to small random values and let w ij be the (i, j) element of the indicator matrix W; then, the schema (11) can be rewritten as follows:
Here, the first term of Equation (12) corresponds to the square error term, and the last terms are the regularization terms of q i and ρ j , respectively. The terms b 1 and b 2 are the regularization parameters. Local optima of the objective function in Equation (12) are found via Newton-Raphson gradient descent. The update rules, for every i = 1, . . . , n and for every j = 1, . . . , m are given by the following equations: Once both q i and ρ j have been estimated, then the score matrix A can be completed by estimating the missing values of the rates a ij as
The empirical prediction quality is typically low (see Figure 2 (a)). Note that, as expected, the Mean Squared Error (MSE) considerably decreases with a higher rank d of the matrix A and, consequently, the empirical prediction quality gets higher (see Figure 2 An example of the score matrix A filled by the trials values for the implemented task library with their processes and stimuli is illustrated in Tables IX and X , in Appendix A. The completed stimulus-response matrix, with the whole score set completed, is shown in Tables XI and XII in the Appendix A.
STATES, PROCESSES, AND TASKS
The state of the robot is the set of processes that are active at a specific interval time t = [t − , t + ], and it coincides with the current task in execution (see the tasks given in Table VII in Appendix A). The decision to switch or not to a response task, chosen according to the score matrix A introduced in the previous section, is a matter of how difficult it is to switch, how many processes need to be interrupted, and how many new processes need to be activated.
To understand the complications intervening in this decision, we briefly introduce the representation of processes in the framework of their control, execution, and monitoring, together with the reasoning mechanism required to infer the facts that need to be appraised before eventually switching to a new task. Namely, switching requires us to infer an appropriate explanation for enabling all the preconditions for activating the response task. In this section, we introduce the following concepts to address this problem:
(1) The representation of actions and processes.
(2) The mechanism generating processes to execute a chosen task. (3) The constraints between processes working in parallel. (4) The representation of the robot's current task state.
Tasks and processes are modeled in the action theory A based on the formalism of Situation Calculus. Planning, the decision to switch, and execution monitoring are all expressed in Situation Calculus. In this formalism, the semantic domain is partitioned in sorts (A, S, T , U, W) where A stands for actions, S for situations, T for time, U for the set of boolean values {0, 1}, and W for every other object. Given the sorted domain, the representation language L (via its signature L ) is made of predicates and terms (variables and functions of arity n ≥ 0) and ruled by the first-order predicate calculus, with the exception of an inductive axiom. We refer the reader to Pirri and Reiter [1999] for a full description of the formalism. The representation language is used to provide the robot with a reasoning and knowledge structure about actions by specifying their preconditions and effects, and about both the processes and the constraints linking their parallel execution.
A process is a predicate π (x, u, t, do(a, s) ) taking as arguments a single term u of sort boolean for the stimulus, a term t of sort time, a single term do(a, s) of sort situation, and terms x = (x 1 , . . . , x n ), n ≥ 0 of any other sort. The special function do of sort situation is an action sequence builder that defines a situation as a list of actions. More precisely, do is a function taking as arguments a term of sort action and a term of sort situation and returning a term of sort situation do : A × S → S, which is a list of actions. Actions are functions, and when the term of sort situation explicitly mentions the sequence of actions it builds, we denote the term with σ . Through its arguments, a process carries the information about the history of all processes of a component via all its start and end actions, activated up to the time t. For example, consider one of the processes given in Table VI , Appendix A: The connection management of the WiFi component is represented in language L by the following transition statement:
(15) Here, start WiFi and end WiFi are actions, and t, t , t are variables of sort time. The function E maps terms of the representation language L to the values identified by the stimulus model (Section 3). This function takes as input the realization of the yields of the process when the process is active, and it returns the value u = 1 if the signal elicits a stimulus and u = 0 otherwise. This is called a transition axiom, and it specifies that the robot process managing WiFi connection is active if either the action start WiFi is executed at time t, or the process was already active at some previous time t , and, at any time between t and t (the current time), it was not ended by a disconnection notified by a stimulus nor it was ended by the action end WiFi independently of the stimulus value. The transduction of a stimulus realization to a term of the language L requires the existence of a set of transformations binding terms and domains at execution time. This is better detailed by the following remark.
Remark 5.1 (Transduction between stimuli and processes).
A process yield and its stimulus value are both linked to the signature L of the action language L by the mapping E. The domain of L and of the processes' yields are linked by the interpretation I of L.
To prove this, we first introduce some auxiliary mappings. Let L be a set of labels, and let T be time. We introduce the function
and finally the mapping re : R n × T → R n and the mapping E :
To these functions, we add the interpretation function I mapping terms of the language into the interpretation domain, and we assume that equality is interpreted by itself. We have to show that, via E , re, and E + , E links the feature terms with terms of L and that the interpretation links, via the mappings, the sample domain where the yields take values with the domain of interpretation for L. Let us assign to each defined process π ∈ L a label, and let X : n → R n be a multivariate random variable whose realizations are the observed values z of the yield of π at time t. The function re serves to specify the realization with respect to the process yields and time, namely, re(X, t) = z ∈ R n . Now E + maps real numbers, labeled by the specific process of which they are the yield, into terms of the language such as 
, L WiFi ) = (signal strength, distance f rom source) and so on. Similarly, E takes the outcome of the learning function h β (z) (see Section 3) and maps it to a term of the language. These terms have a semantics in the domain D n of L, so that real values labeled by a process name need to be paired with the interpretation of the terms of the specific process. So, for example, the interpretation of the term signal strength ∈ L , taken as argument by the process π , has to be linked to the corresponding element of the sample domain n . Therefore, when the process is active, then t is instantiated, the transduction closes the loop between the different terms, and binding occurs on the appropriate instances in the respective domains according to the sorts requirements:
This shows that the mappings E , E + , re, and E, together with the interpretation I of the language, are sufficient to define the transduction between stimuli and processes, both linking the terms of the language and mapping the outcome into {0, 1} ⊂ D.
A process π is active between a start π and an end π action. To activate a start or end action, a special predicate Poss tells the robot whether the action can be done given the current situation s and time t, for example:
tells the robot that the WiFi process can be ended if it is at home and if, for example, there are no operator requests running or a disconnection signal is detected. This statement is called a precondition axiom. Note that a state is defined by all the predicates (processes and facts) that are verified at the specific situation and time in the intended model. Thus, if M is the model of the language satisfying the whole theory, we might say that M |= ϕ(t, σ ) to indicate that the finite set of sentences ϕ holds at time t in situation σ in the model, and so specify a finite state of the system. On the other hand, we can also write A |= ∃x, u, t.π C (x, u, t, σ ) to indicate that all the models (actually the intended model of the axiomatization) of the action theory A are also models of the process π C at some time t and situation σ , thus indicating that the
returns a sequence of actions that governs the processes that can be activated in S 0 to perform some task involving the component C. Robot components are both hardware devices and software modules such as engines, dialog, vision, mapping, planning, path planning, and so on, all handling several processes and needing to be regulated not only by transition and precondition axioms, but also by both temporal and spatial relations. To handle relations between processes, a parallelization of situations into several timelines has been introduced [Finzi and Pirri 2010] , and each timeline assesses the evolution of all the processes of a component. A timeline is a special situation taking into account only the start and end actions of the processes of a component. Parallel situations are handled by a set of situations called bags of timelines. Time constraints are based on the definition of the greatest start time and least end time, thus bounding a process activity within a start and end time, up to a fixed time t. The greatest start time is defined as:
An analogous definition is given for leastEnd, the least end time for an action, thus characterizing the t inside which a process is certainly active or certainly not active. Given this definition, a time relation such as during is defined as follows:
(19) Here, and are bags of timelines; specifically, timelines of different robot components. Note that in the formulas specifying constraints (as in Equation (19)), the variables have a lambda binding, which means that the variables are bound by the quantifiers inside the sentence in which they are embedded because the time constraints are macro sentences of the language. Temporal constraints are typically those defined in Allen [1983] , among which we consider the set {during, be f ore, meet, start, f inishes, overlaps, equal}.
For example, the Equation (20) says that to start the process of approaching a certain location, the path planner process needs to be active, which in turns requires the mapping to be active:
A constraint formula is indicated by
, and a set of constraint formulas is indicated by C. Note that constraints are special formulas because only the definiens (namely, the left hand side of the definitions) are expressed in the language L. Different approaches for defining constraints in a first-order language have been proposed [Baar et al. 2001; Block et al. 2006; Morris et al. 2001; McDermott 2003; Fox and Long 2003; Carbone et al. 2008; Wittocx et al. 2010] . A definition for each time constraint between processes, according to linear interval-based time [Allen 1983 ], is provided in Finzi and Pirri [2010] .
Similar to temporal constraints, spatial constraints are defined following the topological relations introduced in Randell et al. [1992] . Spatial and time constraints (see Wolter and Zakharyaschev [2000] and Finger and Gabbay [1996] ) are integrated in the framework. Now we must specify what happens if the robot needs to switch to a different task and stop the current one. If at time t, the robot has to infer the processes needed to execute a task , it may be that for some process the starting action start π or the ending action end π are not derivable; namely, A ∪ C |= ∃x, t Poss(start π (x, t), σ ). To modify the current execution and make the activation of a process possible, it is desirable to obtain an explanation for enabling a specific action a. This is the formula ψ ∈ L, such that:
where the proviso A ∪ C ∪ {ψ} |= means that the explanation added to the theory does not imply the contradiction. Explanations can be computed using first-order abduction (see, e.g., Marquis [1991] and Cialdea and Pirri [1993] ). Here, A is the action theory, C is the set of temporal-spatial constraints, and ψ is the formula explaining the observation ∃x, t Poss(start π (x, t), σ ); that is, ψ is the formula to be added to ensure the inference. Examples of such processes are reported by Pirri [2005, 2010] , Carbone et al. [2008] , Pirri and Reiter [2000] , and Pirri [2011] in the framework of Situation Calculus [Pirri and Reiter 1999] . However, processes are defined in several other frameworks, as, for example, in STRIPS, Graphplan, and PDDL [Blum and Langford 1999; McDermott 2003; Fox and Long 2003; Fikes and Nilsson 1971] . Each of these has its own advantages in terms of expressive power, computational feasibility, and constraints expressible in the language. When robot planning requires the orchestration of all components according to temporal constraints, the planning system usually takes advantage of temporal networks to manage temporal constraints [Allen 1983; Dechter et al. 1991; Vilain et al. 1986; Block et al. 2006; Morris et al. 2001] . Here, we use Situation Calculus to model high-level control of robot processes because of its expressive power both for managing parallel processes and time-space constraints and for defining interference and reconfiguration cost. The stimuli and stimulus-response model proposed in this work could be built on any action theory that handles robot components, processes, and constraints and is able to express robot mental state at a precise time, together with all cause-effect relations affected by the response. This need is clarified in the next section, where we compute the cost of an explanation.
TO SWITCH OR NOT TO SWITCH
We are now at a point in the formalization of the stimulus-response where we can illustrate how a decision can be taken about whether to respond to a stimulus. To illustrate the decision problem, we continue with the WiFi disconnection example.
Example 6.1. The robot is executing task τ 10, expecting to approach victims in a rescue area. At time t, the process π WiFi get disconnected, h β (z WiFi ) = 1; hence E(x WiFi , t) = 1. Therefore, the action end WiFi becomes possible, and process π WiFi is interrupted. From table A, the robot is advised to switch to task τ 4 , which corresponds to recovery WiFi signal, so it can choose between continuing the current task without the WiFi signal or switching to task τ 4 . To make the switch, it has to discontinue several active processes in τ 10 (see the Table VII in Appendix A), and it has to activate only process π 1,C 11 , which is read access to missing data, because all others required processes are already active in τ 10 . However, the constraints of the kind π i op k π j in the processes have changed, and they need to be recomputed in the new task τ 4 . Therefore, the system has to rate the effort and risks that its choice implies.
Here, we assume that before any decision to switch is taken, the response tasks to switch to has been selected according to the scores given by matrix A (see Section 4). We first consider the switching cost, given the best scored task to switch to. The cost to switch from the current to a new task breaks down into a reconfiguration and an interference cost with respect to a specific task. To these costs we may add a second reconfiguration cost if we need to return to the current task.
Reconfiguration cost: This is the cost to reconfigure the current robot state, which amounts to activating new processes π R 1 , . . . , π R m . More precisely, the reconfiguration cost calculates the effort the system has to invest to infer all the transition and precondition axioms that are required to make processes π R 1 , . . . , π R m executable by the robot at the current state.
Interference cost: This is the cost needed to terminate active processes π S 1 , . . . , π S k specifying the current task, which are either not needed or would hinder the newly chosen task.
Let τ i be the current task under execution, and let τ j be a chosen task. Let R = {π R 1 , . . . , π R m } be all the processes that need to be activated to operate task τ j and which
are not yet active, and let S = {π S 1 , . . . , π S k } be all the active processes that need to be turned off. Then, according to Equation (21), there is a set of formulas and a set of formula that must be inferred to explain, respectively, how processes R can be activated and how processes S can be turned off:
(22) Note that and are not necessarily minimal explanations (see Marquis [1991] and Cialdea and Pirri [1993] for the minimality problem in computing first-order explanations), but we might assume here that these explanations nevertheless minimize the action sequences.
The cost of reconfiguration and interference amounts to computing the cost of these statements. We define the cost considering first the terms of the language; namely, variables and functions of any arity. We exclude from the cost evaluation the terms mentioning variables of sort situation and variables of sort action: For example do(a, s) is excluded, but not do(A(x), S 0 ) since S 0 is a constant of sort situation and the action term A is not a variable. Let η be a term of the language; the cost of η is inductively given by the function ν, defined as follows:
i fη does not mention terms of sort action
Here, t is a term of sort time and x is a list of terms (i.e., variables, constants, functions of any arity) of any sort. Now, to extend the cost computation to formulas, we consider the following restrictions. Let ϕ ∈ L; we assume that ϕ either does not mention terms of sort action and situation or, if it does mention them, these are in the form do ([A 1 , . . . , A m ]), with none of the action terms A i as variables. Then, let DNF(ϕ) = Qx[C 1 (x 1 ) ∨ · · · ∨ C m (x m )] ≡ ϕ be the equivalent transformation of ϕ into DNF; namely, into disjunctive normal form in which each clause C i (x i ), 1 ≤ i ≤ m, is a conjunction of literals, with x i terms varying on all sorts. Variables mentioned in x i are included in x and bound by the quantifiers matrix Qx. Clearly, any variable x appearing in x i can neither be of sort action nor situation. Then the cost of the formula ϕ is inductively defined as follows:
Note that if ϕ is a tautology, then ϕ can be reduced to a tautology-namely ϕ ≡ B ∨ ¬B ∨ C, for any clause C. Hence, min{cost(ϕ)} = 0, since B does not mention terms of sort action. On the other hand, if ϕ is a contradiction, then ϕ ≡ B∧ ¬B∧ i ψ i for any
tending to infinity since we may take any literal from the language and with any sequence of actions as argument. Finally, given a set of formulas , the cost of is the sum of the costs of each ψ ∈ .
We are now ready to determine the cost for inferring the explanations needed to activate a preferred task τ j in terms of the cost of the preconditions and constraints for τ j , at time t, according to Equation (22) and in terms of discontinuing a number of processes occurring in the current task τ i . Given Equation (22), the cost of inference for switching is: Fig. 3 . The switching costs for the task τ 12 , data retrieval (see Table VII ). The up-rows indicate the processes the task is assembled from and their yields. In the left column are the tasks that obtained the maximum switching score in score matrix A. The gray cells indicate the average normalized switching cost to the preferred task, indicated in the left column.
Here, is like , but it is the cost of returning to the current task after the task the robot has switched to is completed. If J = 0, there is no need to return to the current task τ i .
Having obtained the switching cost and knowing the response task for the triggered stimulus, we can compute the payoff. Here, the payoff is simply the culmination of the stimulus-response problem and it is, indeed, the payoff for switching. Let R S be a function specifying the choice of switching and R I the analogous function for inhibition. Then the payoff for switching is simply R S − R I .
Obviously, we expect to attribute the switching cost to R S . However, if the switching cost is computed before any decision is taken, then this is like attributing the cost to both R S and R I . In fact, by its definition, computing the switching cost is the same as abducing the set of explanations needed to activate the new task and deactivating the current state; thus, it follows that this inference process ends up weighting the decision well before the decision is taken.
2 Therefore, to both correctly define the two functions and to avoid burdening the decision, the switching cost can be replaced by a prediction of it. To predict the switching cost, as defined in Equation (25), two steps are needed:
(1) Define a trend of the switching cost according to time, in terms of the sequence of actions entering the σ s of the two logical implications in Equation (22). (2) Produce an estimate of the switching cost for different time durations of the current task.
To this end, we generate a number of action sequences for as many time lapses within a time range bounded by 120 minutes. For each of these samples, the cost given in Equation (25) is computed. An example of the averages of the normalized switching cost for task τ 12 -namely, data retrieval-is given in Figure 3 with respect to each of the response tasks to the stimuli that can be triggered by each of the processes composing the execution of task τ 12 .
The trends of the switching cost for a task are established with respect to each of its processes and for each of the response tasks to the stimuli of its process yields; therefore, it is defined for each pair τ i , τ j . Once the trends are obtained, the switching cost is approximated by its frequencies with respect to time.
To estimate the cost distribution, we define a bivariate random variable X taking values in the domain T imes × SwitchingCost for each pair τ i , τ j . The realization of the bivariate variable X is computed by a nonparametric density f X measuring the switching cost frequencies to discontinue the current task τ i and activate task τ j . Here, we use a Gaussian kernel to estimate kernal density, as we did in Section 3; here, however, we have a bivariate estimator (time and cost), so we define the kernel density for a generic task as follows:
Here,
υ 2 ) and H = n −1/6 1/2 , where is the diagonal covariance matrix of the samples; namely, H follows the Scott's rule of thumb, and diag(·) indicates the diagonal. The grid has resolution H, and the bivariate X i is built using samples from the switch cost trend taken at time t for different action sequences. The switching cost density for tasks (τ 12 , τ 4 ) is illustrated in Figure 4 , where time is presented in minutes. To compute the modes of kernel density, we proceed as in Section 3. Let
; then the gradient of f X is:
As in Section 3, the modes x are collected by gradient ascent. The modes return the best prediction of the bivariate x. Where the probability of x is below a threshold or where the probability is high but the estimated switching cost (given time t) is beyond the effort the robot system can afford, then we introduce a time failure. These failures, that can be collected for each pair τ i , τ j , are best explained with an example.
Example 6.2. Continuing Example 6.1, consider the pair (τ 10 , τ 4 ) at time t = 72. According to the cost trends, the nonparametric function f X (x) is drawn, and it has modes at T = (35, 71, 110, 119). At these times, the cost rates are (0.3, 0.5, 0.7, 0.9). Let = 0.6 be the maximum cost the robot can afford to switch. Since t = 72, it follows that the cost can be afforded. If t were 110, then the rate would be 0.7 > ; hence, we would obtain a failure in the cost computation.
We collect the time to process failure by establishing the switching cost between τ i , τ j from the modes x of f X (x) as in the following set, where sc is switching cost, and is the threshold for the effort the robot can afford:
Time to failure of the switching cost amounts to the belief that, at the specific time, either the effort of computing the state update is not affordable, or the switching cost value cannot be predicted. This time to failure is independent of any previous decision. Therefore, its best approximation is the exponential distribution with a constant hazard function; that is, it has no burn-in cost. Let U sc be a random variable with exponential distribution, with failure rate 3 α = 1/θ :
The reliability for time to failure of the process establishing the switching cost is R U sc (t) = 1 − F U sc (t) = exp (−αt). At this point, we consider the time to failure of the current tasks τ i and the chosen task τ j . To estimate a task's time to failure, we introduce a random variable W τ whose probability distribution indicates beliefs about the likelihood of failures time. The random variable W τ is characterized by a Weibull distribution with parameters (β, θ), with θ the average time to failure and β the failure rate 4 (decreasing if 0 < β ≤ 1 and increasing for 1 < β < 3.5):
Here, β is increasing, 1 < β ≤ 3.5, and θ ranges between 0 and 120 minutes. Then, the reliability of task τ i is R W τ i (t) = P(W τ i > t) = exp (−( t θ ) β ) at t; namely, the probability that the task will continue without failures for time t < W τ i ≤ t end , needed to wrap up. For the reliability of the task sequence τ i , τ j , we consider the reliability function R W τ i ,W τ j (t):
This expression can be extended to three tasks in sequence. Finally, the reliability of the combination of the two tasks, taken in sequence, and the switching cost estimation, taken in parallel with the two tasks, is defined as follows:
(32) At this point, we can see that R ( W τ i ,W τ j ||U sc ) (t) and R W τ i (t) are the two sought for functions R S and R I introduced earlier, and, therefore, the payoff for switching is:
Clearly, if at the given time t, R W τ i (t) < R ( W τ i ,W τ j ||U sc ) (t), then the payoff is positive and switching is convenient; otherwise it is negative or null. Some examples showing reliability are illustrated in Figure 5 . The simulation-based computation for task time to failures is reported in the Appendix A.7, and experiments computing the payoff for switching are reported in Section 7.3.
EXPERIMENTS
In this section, we present the results of experiments undertaken to evaluate the proposed framework's performance. In Section 7.1 , the performance of the stimulus model is tested. In Section 7.2, we evaluate the generalizability of the score matrix A, described in Section 4. In Section 7.3, we test the switching decision described in Section 6. The whole framework is tested in Section 7.4. Finally, in Section 7.5, we compare the performance of the stimulus-response framework with two different approaches to robot replanning [Beetz et al. 2010; Talamadupula et al. 2010; Göbelbecker et al. 2011] .
For all experiments, we recruited 20 operators between 26 and 32 years of age, in good physical conditions. Each operator performed up to 10 trials using the task switching interface (see Figure 6 (c)) and choosing a task from the task library described in Section A.3, in Appendix A.
Performance of the Stimulus Model
The performance of the stimulus model is evaluated by the ROC curve of both the true and false stimuli over a varying time range, with the stimulus occurring in the range.
The performance of the model is measured on a testset, collected as follows. Once a task is chosen, the operators manually label the yields of the running processes upon the occurrence of a stimulus. The yields, labeled by the operators, were compared with the results of the stimuli classification provided by the model (Section 3). Both correct classifications and mismatches are noted, considering the reference time interval [init, end] centered at the time the operator notified occurrences of stimuli. Figure 7 shows the ROC curve of the stimulus model with respect to the size of t. The trend reports the percentage of true positives versus false positives for every considered time range. Then, −2, 2 is taken as the reference time interval to evaluate the correctness of the stimulus model, due to the tradeoff between the false and true positives.
Generalizability of the Score Matrix A
The generalizability of score matrix A is measured according to the convergence of the Mean Square Error (MSE) with respect to two different values of rank d of the matrices Q and P, factorizing A (Section 4). The dataset for both stimuli and responses to them is gathered by operators in the field as they execute tasks chosen from the task library via the task switching interface set to active mode (see Section A.5 in Appendix A). The operator responds to a stimulus by either switching or continuinginhibiting the stimulus. A k-fold cross-validation technique on the gathered dataset is used to assess the generalizability of the model. 
Reliability Tests and Payoff
This experiment computes the payoff of switching, taking into account both the time to failure for each task and the time to failure for the switching cost, as described in Section 6 (see Table XIII in Appendix A). Table III lists both the values of the reliability R W τ i (t) of the tasks that the robot was executing before the occurrence of the stimulus and the reliability R W τ j ,W τ i ||U sc (t) of the combination of the current tasks with the tasks to switch to. The indices of the tasks in Table III are made explicit in Table VII in Appendix A. The choice of switching, given the payoff, is indicated in the last column. These data are used in Section 7.4 to evaluate the whole stimulus-response framework.
Experimental Evaluation for Task Switching
In this experiment, we compare system decisions with operator decisions. The set of robot tasks are variations of task τ 10 ; namely, approaching a number of objects located in the experiment area and already reported in the 3D map. A number of stimuli are purposefully triggered: battery exhaustion, WiFi disconnection, write access to full memory, and read access to missing data. During execution, robot choices along with payoff values and the log for reliability computation are recorded (see Section 6). In parallel, the responses selected by the operator via the task-switching interface are recorded. Note that the operator does not have to choose the preferred task from the score matrix A, as the robot will do. Furthermore, the operator does not see the robot's choices, to ensure unbiased decisions. The gathered data were used to build the sequences of task choices for both the robot and the human operators. In Figure 9 , we report one run, among all those collected, showing operator and robot choices in parallel. Comparing these sequences, we note that in more than 90% of the cases the model of task switching correctly induces the robot to shift to the same task as that Fig. 9 . Sequences of task choices according to both the robot and the human operator, performed during the mission of approaching selected objects positioned in known places in the experiment area. Vertical lines denote the occurrences of the stimuli at different times. In more than 90% of the cases, task switching correctly induces the robot to shift to the same task as that selected by the operator. In more than 41.1% of cases, the robot anticipates the operator in shifting. At time t = 11 sec., as well as at time t = 217 sec., the operator inhibits the stimuli while the robot switches to a new task.
selected by the operator. Among the percentage of correct robot switches, 41.1% happen in advance. At time t = 11 sec., as well as at time t = 217 sec., the operator inhibits the WiFi disconnection stimulus, while the model induces the robot to switch to the signal task recovery.
Comparison with Robot Replanning
For this experiment, we considered two approaches to robot replanning. The first [Beetz et al. 2010 ] is based on the implementation of execution-monitoring (CRAM-EM) in the CRAM plan language. In this implementation, stimuli are explicitly modeled either as intrinsicStateChangeEvents or as physicalEvents. Each of these events is associated with a recovery procedure. The execution-monitoring determines whether the occurrence of an event can affect the successful outcome of the execution of the current plan. In such a case, the monitor generates a new plan on the basis of the set of predefined failure recovery procedures whose execution is intended to restore the state of the task at hand. The second case [Talamadupula et al. 2010; Göbelbecker et al. 2011 ] is based on the implementation of a deterministic action goal-oriented POMDP (DAGO-POMDP) in Decision Theoretic PDDL, in which all actions have no-zero cost, and an optimal policy can be formulated as a finite horizon contingent plan. Stimuli are modeled as perceptual propositions (i.e., percepts). Tasks are associated with stimuli by suitably assigning either high-value rewards or low-value costs to the actions needed to execute the tasks. In this implementation, plans are possibly rebuilt online to react to changes in the underlying domain (e.g., when goals are modified or when stimuli occur). Details about the implementation of both approaches are out of the scope of this work. The experiments were performed in a real partially destroyed area (see Figure 6 (a)), where robot can overcome some of the obstacles (see Figure 6 (b)).
The performance of the model of task switching with respect to both CRAM-EM and DAGO-POMDP replanning approaches was evaluated by measuring the following indexes: (1) the time average of reaction to stimuli (MSRT); (2) the time average of response to stimuli (MRST); the average time of mission accomplishment (MMA); (4) the ratio between the number of switches performed by the task switching model and the number of replanning instances, where the response to stimuli provided by all the models is the same (SWRPC); (5) the ratio between the number of switches and the number of replanning instances, where responses are different from each other (SWRPD); and, finally, (6) the ratio between the number of times the task switching model inhibited the stimulus and the number of times both CRAM-EM and DAGO-POMDP decided to replan (IRP).
MSRT measures the average time elapsed between the occurrence of a stimulus and its identification. For CRAM-EM, this time corresponds to the average time elapsed between the occurrence of the stimulus and the detection of the corresponding event. For DAGO-POMDP, this is the average time elapsed between the occurrence of the stimulus and the decision to rebuild the plan in reaction to it. MRST represents, on average, the time needed to select the best response to the stimulus (e.g., shifting or continuing). For both replanning approaches, this index denotes the average time spent for replanning. To measure these indexes, the experiments were set up as follows. The robot is instructed to autonomously approach an object whose position is known on the given 3D map. The time estimated to accomplish the task is about 20 min (this is a large area). The task ends when either the estimated time expires or the robot reaches all the targets. The occurrence of a stimulus on WiFi signal quality and on battery power level is simulated after 6 min. and after 12 min. from the beginning of the task, respectively. The signal associated with a stimulus is kept up for 2 min. The pulse of the signal has a trapezoidal profile. The choice of a reduced number of stimuli is motivated by the fact that we want to bound the domain of both different approaches to replanning. This guarantees the applicability of the two approaches to replanning. Both the duration and the profile of the pulse associated with a stimulus have been chosen to test the degree of proactivity of the stimulus-response, but also to allow both CRAM-EM and DAGO-POMDP to infer plans that avoid stuck conditions for the robot.
On the other hand, the static setting of the environment allows us to make repeatable trials. In this setting, 20 trials were performed. Table IV reports the results obtained from measuring the time indexes MSRT, MRST, and MMA. The MSRT index of the task switching model is lower than the indexes of the other models. The main reason is that the stimulus model anticipates the identification of the stimuli (see Section 3). Instead, both CRAM-EM and DAGO-POMDP require that the amplitude of the signal associated with a stimulus reaches a certain threshold in order to detect the stimulus. Both CRAM-EM and DAGO-POMDP perform a state space search to generate new plans in the replanning phase, whereas the task switching model use the payoff model to select the best choice for a new task (see Section 6), so no state space search is required. Therefore, the MRST time index of the proposed model is the lowest.
The task switching model demonstrated better performance in terms of time needed to accomplish the mission. In fact, the model can compromise between brave and conservative behavior, which is not allowed in a purely reactive framework. The proposed model is able to inhibit the stimulus, and thus balance continuous changes by preserving focus on the task at hand if switching is too demanding. This behavior outperforms the purely reactive behavior of both CRAM-EM and DAGO-POMDP. The SWRPC, SWRPD, and IRP indexes reported in Table V validate these considerations, also showing that the robot not only behaves more rationally but also more rapidly in accomplishing a mission.
In addition, the indexes MSRT, MRST, and MMA highlight that the system is more flexible than both CRAM-EM and DAGO-POMDP. The first column of Table V shows that the robot chooses to switch only in the 45% and 60% of cases in which the other two models decided to replan. On the other hand, the values of the indexes in the second column of Table V show that the task selected, when switching is the choice, are different; this is due to the lack of a stimulus-response matrix learned from humans in the other two models. Therefore, replanning in both CRAM-EM and DAGO-POMDP is wired into the behavior and not learned. Finally, the values of the IRP index in the third column of Table V show the ability of the task switching model to be conservative with respect to the task at hand.
These considerations prove that the task switching model, by exploiting both highlevel reasoning and learning from operators, effectively harmonizes robot choices with context requests by conjugating a rational behavior with a flexible one.
CONCLUSION
In this work, we proposed a model for robot stimuli and stimulus-response that can significantly improve robot control in general, and particularly in the robot's interaction with the environment. The proposed approach indicates a new way to address robot cognitive control by showing that interaction with the environment can be proactive if stimuli are taken into account not individually but as a whole system whose specific aspects can be learned by interacting with human users. This gained flexibility in robot control can increase the usability of the robot, especially for operators who have to deal with it in extreme environments like first-responder training areas or even post-disaster environments.
Our approach is completely novel, and, to our knowledge, no other approach to robot cognitive control has developed these ideas. The proposed method is supported by a full implementation in an advanced robot platform endowed with multiple abilities to perform several tasks, in which the interplay with operators plays a crucial role for both learning and evaluating performance. Our approach is inspired by the wide psychophysical and psychological literature on human patterns in stimulus-response and task-switching, although we have provided an integrated model that is tailored for a robot system and is replicable for other robotic platforms.
Only recently has the need to model the stimulus-response pattern leading to task switching and the cognitive functions of shifting and inhibition become a hot topic in cognitive robotics [Medina Ayala et al. 2012; Nakano et al. 2011; Ganesh and Burdet 2013; Ajoudani et al. 2013; Ding and Fang 2013; Tao et al. 2012; Li et al. 2013; Sung et al. 2013; Jamone et al. 2013; Saglam and Byl 2013; and Li and Cheah 2012] . The earliest studies were carried out within brain-actuated interaction [Milln et al. 2004 ], mechatronics [Capi 2007 ], behavior learning [Ito et al. 2006] , navigation [Althaus and Christensen 2003] , and planning [Finzi and Pirri 2005] . Recently, several studies posited the need to model task switching to cope with adaptivity and ecological behaviors in a dynamic environment [Capi et al. 2008; Suzuki et al. 2009; Wawerla and Vaughan 2009; Durkee et al. 2011; D'Ambrosio et al. 2011] .
In building the stimulus model, the main difficulties we encountered were due to the experimental setting and data collection from several operators. This led us to provide an outliers rejection method specifically for the stimuli; this method supports the selection of the training set on the basis of the features manifold eliciting the stimuli. This turned out to be a good solution to transfer training data acquired by human operators to the robot training set. To learn the stimulus-response selection, we still used several operators, but to infer unknown data we use low-rank matrix factorization methods [Zhang et al. 2012; Chen 2008; Buchanan and Fitzgibbon 2005; Canny 2002 ] widely employed in recommendation systems and collaborative filtering [Ko and Lee 2002; L. Herlocker et al. 2004] ). This model has proved suitable to estimate the latent parameters underlying stimulus-response mapping, as well as to predict the weights given by each stimulus to each response, which are missing in the observed data.
The problem of shifting and inhibition induced by stimuli was modeled by a switching cost, obtained by conjugating a cost to reconfigure the robot state for the new goal and the cost to resolve interference with the current activities set. Finally, the decision problem culminates in the definition of the payoff for switching, which requires us to consider the risk and effort in computing the cost. We used time to failure to combine the whole effort and predict the reliability of all the decision components to calculate the payoff for switching.
We also introduced a connection between stimuli and reasoning level by defining a boundary shared by the two levels via the mapping E that plays the role of transduction, lifting the terms from the sample space of features, where yields are sampled, to the terms of the language. Thus, logical inference provides the grounds for the causal and constraint relations among processes carrying the information driven by stimuli. The logical structure is also the framework within which both processes and the robot's mental states can be defined, and it is where the reconfiguration and interference costs can be fully interpreted.
The proposed method improves both autonomy and flexibility in robot control. Furthermore, according to the experiments done to verify the coherence and rationality of robot behaviors with respect to operator behavior while teleoperating the robot, the approach proves to be very promising for improving the proactive interactions with the environment required by a robot relating to people and their needs.
Comparing the proposed framework with two other approaches to robot replanning, both robot flexibility and performance, in terms of time and tasks choices, are improved. It follows that robot usability also is improved since user stress can be reduced by limiting the workload that continuous monitoring of robot activities demands of the operator.
A. APPENDIX: IMPLEMENTATION

A.1. Hardware Description
The robotic platform is designed for harsh, unmanned environments. These are largescale environments where robot missions last for long time periods and several events and stimuli burden the robot's exploration and reporting activities.
The robot platform c BlueBotics, named Absolem, has a central body where the electronics is located and has two bogies on the sides. Each bogie is made of a central track for locomotion and two active flippers on both ends to extend the climbing capabilities. A breakable passive differential system allows the rotation of the bogies around the body. Several sensors are installed on the platform, among them a rotating 2D laser scanner, an omnidirectional camera with a 360-degree field of view, an IMU/GPS, and a panoramic microphone.
A.2. Low-Level Robot Functionalities
The robot's Simultaneous Localization and Mapping (SLAM) is based on a real-time 3D ICP [Pomerleau et al. 2013] . A Dead Reckoning Navigation System (DRNS), based on a Complementary Filter (CF), estimates the Euler angles of the robot body from the fusion of both odometry and the IMU inertial data [Cao et al. 2009; Kubelka and Reinstein 2012] . Both ICP-based SLAM and DRNS provide, at real-time, the pose of the robot as a feedback to the Trajectory Tracking Controller (TTC) [Gianni et al. 2013b] . Static traversability cost assessment of the ground, from point cloud data, is performed by both physics-based terrain [Stoyanov et al. 2010; Papadakis and Pirri 2012] and physical constraints analysis [Cafaro et al. 2013] . Visual perception of the environment is limited to object (e.g., signs, cars, and persons) detection accomplished with an omnidirectional camera [Hurych et al. 2011] .
A.3. Robot Model
The robot model provides a representation of both the hardware and software components and of the processes activated by each component. For example, the SLAM software module is modeled as a component, whereas the mapping and localization functionalities are represented as processes managed by the SLAM component. Table VI lists the main components and processes of the robot system model. Here, by Repair C k we denote the k-th robot component and by π j,C k the j-th process managed by the k-th component.
A set of robot processes defines a task. This set of tasks forms the robot task library. For example, the task to overcome an obstacle requires that all the processes managed by the 3D Laser Scan component are active, that the 3D mapping process is running, and that the process adapting robot morphology to the terrain provides the correct positions for the flippers. Table VII lists the set of tasks designed in agreement with the available robot functionalities. Here, by τ i we denote the i-th task in the task library. The right column in Table VII lists all the processes that need to be activated for the robot to perform the corresponding task.
Each process yields a quantum of information with characteristic features. This quantum of information is called the yield of the process. For example, the process monitoring the temperature of the robot engine outputs, over time, the servo-motors temperature. The information carried by the processes regulates the robot's behaviors. For example, the engine temperature could reach a critical level and damage the robot servo-motors. The critical engine temperature level, as well as the loss of the WiFi connection between the robot and the remote command post, are stimuli, and they are identified from the process yields. Table VIII lists a description for each robot stimuli. Note that each process can trigger a single stimulus; therefore, the number and types of stimuli are determined by the number and types of processes and these, in turn, are determined by the number and types of robot components. In the table, the term y π j,C k denotes the stimulus triggered by the yield of the j-th process managed by the k-th component C k .
A.4. Robot Control
Robot control is defined by a declarative temporal model of its activities and a planning engine. The declarative temporal model is specified in the Temporal Flexible Situation Calculus (TFSC) [Finzi and Pirri 2005; Carbone et al. 2008] so that the main components and processes of the robot system reported in Table VI are represented by cause-effect relationships as well as by the temporal and spatial constraints among the processes [Pirri and Reiter 2000; Finzi and Pirri 2005] , as discussed in Section 5. Planning is composed of two main logical modules: the plan generator and the execution monitoring. The plan generator relies on a library of Prolog scripts that designates the set of tasks (see Table VII ) that the robot can perform according to the specified processes, their temporal constraints (compatibilities), and their preconditions. Execution-monitoring is a continuous process ensuring that both the set of action sequences generated by the plan generator according to the TFSC model and the current state of the domain knowledge are consistently executed. The execution monitoring embeds the model of task switching to regulate the behavior of the robot in responses to the incoming stimuli. Both the TFSC model and the planning engine are implemented in Eclipse Prolog [Apt 2006 ], which optimally combines the power of a constraint solver (for time and compatibility constraints) with inference in order to generate the set of action sequences and also to enable continuous updates from incoming new knowledge by using finite regression [Pirri and Reiter 2000] .
The distributed working memory structure interconnects the TFSC model and the planning engine with the task switching engine and with the robot functionalities that are integrated in the ROS Operating System (ROS) [Quigley et al. 2009 ] (see Figure 10 ). The structure is distributed over a collection of ROS services, organized as a set of addressable memory registers. In addition to the usual reading and writing operations, the structure provides additional operations like memory dumping and update acknowledgment operations, suitable to check both consistency and persistence of the state of the memory. The working memory system also takes care of mapping the internal state of the robot into a representation suitable for planning and reasoning about tasks.
The overall robot control provides bidirectional communication interfaces with the human user. It further allows the human operator to switch between several operational modalities that lie between autonomous and teleoperated modes during the execution of a task.
A.5. Task Switching Learning Interface
An interactive interface serves in dataset gathering (see Figure 11) . The layout has four principal panels: (1) the stimulus panel, (2) the robot state panel, (3) the task state panel, and (4) the control panel. The stimulus panel includes vertical tabs listing robot components. Each tab is composed of a set of frames, each related to a component process and displaying the trend of the process and its yields. An additional button allows the operator to manually notify the robot of the occurrence of a stimulus. The operator can disable a frame via a check-box button. By selecting a tab in the stimulus panel, the operator can observe the state of each robot component, as well as the yields of the processes of that component. The robot state panel is composed of both a text box reporting the task the robot is currently accomplishing and a table listing all the running processes required to perform that task. The operator can indicate which task the robot has to perform via the tasks buttons displayed in the task panel. The control panel has two horizontal tabs: (1) the robot steering tab and (2) the flipper configuration tab. In the first tab, a number of control commands are listed for steering the robot. The latter serves to change flipper configuration and lock/unlock the differential drive to manually control the robot locomotion system. In addition, the main window reports both reconfiguration and interference costs. Three radio buttons set the interface for three different user interaction modalities: (1) passive mode, (2) active mode, and (3) acquisition mode. The passive mode allows the operator to manually notify the occurrence of the stimuli by observing the yields of the processes. The active mode enables a mixed robot-human initiative. In this modality, the interface displays the data yielded by the active processes and notifies the operator of the occurrence of a stimulus in real-time. Accordingly, the operator can select the task the robot has to perform or allow the robot to continue its current task. The acquisition mode gathers the active processes and shows the robot choice if a stimulus occurs. In this mode, the interface notifies the human operator of the occurrence of a stimulus, the choices taken by the robot to respond, and the task chosen; in this mode, the operator can store his or her choice for further analysis.
A.6. Stimulus-Response Matrix: An Example
Tables IX and X, read side by side, provide an example of the score matrix A introduced in Section 4. Each entry a ij represents the score given by a stimulus y π j,C k , triggered by the yield of the j-th process, managed by the k-th component, to a task τ i . This matrix is filled with data gathered from the experiments described in Section 4 using the graphical user interface described in Section A.5. Dashes denote those stimulus-task pairs that the operators never selected during the experiments. Tables XI and XII, read side by side, form the estimated score matrix A.
A.7. Task Failure Rates
For each task listed in Table VII , failure rates have been computed within the simulation environment ARE [Gianni et al. 2013a ]. Each task is assigned a time for termination, and, during the task execution, no stimuli occur. For each task, we repeat up to 10 trials. In the ARE environment, it is possible to generate several events populating the simulated environment; events blocking one of the running processes determine the failure of the task. In Table XIII , we report the time to failure for each task in the simulated environment: In the first column, we list the task identifier, in the second the execution time to end the task, in the third column the number of failures, in the fourth the trial at which the failure occurred, and, in the last, the time at which failure took place. . .01
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