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The Discrete Fourier Transform (DFT) is still a widely used tool for analyzing and
measuring both stationary and transient signals in power system harmonics. However,
the misapplications of DFT can lead to incorrect results caused by some problems such
as the aliasing effect, spectral leakage and picket-fence effect. The strategy of a DFT-based
recursive Group-harmonic Energy Distribution (GED) algorithm is developed for system-
wide harmonic/interharmonic evaluation in power systems. The proposed algorithm can
restore individual dispersing spectral leakage energy caused by the DFT, and thus retrieve
respective real harmonic/interharmonic value. Every distribution of energy minimizing
iteration procedure for harmonic/interharmonic evaluation can be convergent fast, and
therefore guarantee each harmonic/interharmonic magnitude and respective frequency
approaches its actual value. Consequently, not only can high precision in integer harmonic
measurement be retained, but also the interharmonics can be identified accurately,
particularly under system frequency drift. A numerical example is presented to verify the
proposed algorithm in terms of robust, fast and precise performance.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
With increasing use of power electronic systems and time-variant non-linear loads in industry, the generated power
harmonics and interharmonics have resulted in serious power line pollution. Power supply quality is therefore worsened.
Traditional harmonicsmay cause negative effects such as signal interference, overvoltage, data loss, equipmentmalfunction,
equipment heating and damage, etc. The noise on data transmission lines is also related to harmonics. For some special
systems, harmonic current components may cause the effect of carrier signals, and thus interfere with other carrier signals.
As a result, some facilities may be affected. Once a harmonic source enters computer instruments, the data stored in the
computer may be lost. Moreover, harmonics may also cause transformer and capacitor overheating, thus reducing their
working life. The resulting rotor heating and pulsating output torque will decrease the driver’s efficiency [1–8].
The presence of power system interharmonics has not only brought many problems of harmonics but also produced
additional problems. For instance, there are thermal effects, low frequency oscillation of mechanical systems, light and CRT
flicker, interference of control and protection signals, high frequency overload of passive parallel filters, telecommunication
interference, acoustic disturbance, saturation of current transformers, subsynchronous oscillations, voltage fluctuations,
malfunctioning of remote control systems, erroneous firing of thyristor apparatus, loss of useful life of induction motors,
etc. These phenomena may even happen under low amplitude [5,9–12].
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Conventionally, the Discrete Fourier Transform (DFT) method is efficient for signal spectrum evaluation because of the
simplicity and easy implementation. An improper use of DFT based algorithms can, however, lead tomultiple interpretations
of the spectrum [12–14]. For example, if the periodicity of the DFT data set does not match the periodicity of signal
waveforms, the spectral leakage and picket-fence effect will occur. Since the power system frequency is subject to small
random deviations, some degree of spectral leakage cannot be avoided. A number of algorithms, e.g., the short time
Fourier Transform [15], least-square approach [16–18], Kalman filtering [19,20], and artificial neural networks [14,21], have
been proposed to extract harmonics. The approaches may either suffer from low solution accuracy or less computational
efficiency. None is reported to performwell in interharmonic identification under system frequency variations though each
demonstrates its specific advantages.
The presence of interharmonics strongly poses difficulties in modeling and measuring the distorted waveforms. This is
mainly due to: (1) very low values of interests of interharmonics (about one order of magnitude less than for harmonics),
(2) the variability of their frequencies and amplitudes, (3) the variability of the waveform periodicity, and (4) the great
sensitivity to the spectral leakage phenomenon. In recent years, the effect caused by interharmonics is being worsened
apparently. Therefore, now the development of accurate interharmonic measurement has attracted great attention from
both industry and academics. This is fully supported by exploring a number of publications (2008–2011) related to this
field [22–33]. However, the published outcome may still suffer from low accuracy, long computational time, complexity or
measurement limitation, etc. Accordingly, it is still an essential research issue to be carried on in this field.
IEC 61000-4-7 established awell disciplinedmeasurementmethod for harmonics/interharmonics. This standard recently
has been revised to add methodology for measuring interharmonics [34]. The key to the measurement of both harmonics
and interharmonics in the standard is the utilization of a 10 or 12 cycle sample window upon which to perform the Fourier
transform. However, the spectrum resolution with 5 Hz is not sufficiently precise to reflect the practical interharmonic
locations for both 50 and 60 Hz systems. This paper presents harmonic/interharmonic identification using a DFT-based GED
approach which retains the merits of DFT analysis and extends to interharmonic identification under system frequency
variation environments. This paper is organized as follows. Section 2 gives a background of the concept of system
harmonic/interharmonic measurement. Section 3 presents the proposed GED algorithm. In Section 4, the model validation
with a numerical example is demonstrated. Performance results under system frequency drift are included and discussed.
Conclusions are given in Section 5.
2. Background of system harmonic/interharmonic measurement
2.1. Fundamental analysis of harmonic/interharmonic
Integral multiples of AC system fundamental frequency are defined as harmonics of voltage or current signals. On the
other hand, interharmonics are non-integral multiples of the AC system fundamental frequency, defined by IEC-1000-2-1
as follows [35].
‘‘Between the harmonics of the power frequency voltage and current, further frequencies can be observed which are not
an integer of the fundamental. They can appear as discrete frequencies or as a wide-band spectrum’’.
The definition of harmonic/interharmonic is illustrated as follows.
(a) Harmonic: fh = h× f , where h is an integer and greater than 0.
(b) DC: fh = 0 Hz (fh = h× f , where h = 0).
(c) Interharmonic: fi ≠ h× f , where h is an integer and greater than 0.
Note that f is the fundamental power system frequency.
By Fourier theory, any repetitive distorted (non-sinusoidal) waveform is(t) can be expressed as Fourier series of various
sinusoidal frequencies (harmonics/interharmonics).
is(t) =
∞
k=−∞
Is(kω0)ejkω0t (1)
Is(kω0) = 1T
 t+T
t
is(t)e−jkω0tdt (2)
where ω0(=2π/T = 2π f ) is the fundamental angular frequency, and Is(kω0) is the kth coefficient.
Suppose the waveform is(t) is sampled as N discrete points using the sampling rate fs. With the digital signal processing
(DSP) technology, the continuous signal is(t) can be converted to a discrete signal is[n], and then can be transformed by DFT
as
Is[k] = 1N
N−1
n=0
is[n]W knN (3)
where Is[k] denotes the discrete Fourier transform of is[n] at frequency fk, i.e., fk = k/T , andWN = exp(j2π/N).
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The inverse DFT, which allows us to recover the signal from its spectrum, is given by
is[n] =
N/2−1
k=0
Is[k]W−knN . (4)
Assume is[n] is the periodic waveformwith a period (T ), and the angular frequency resolution (1ω) is determined by the
truncated signal length and defined as follows.
1ω = 2π
T
. (5)
If the data sampling length is chosen as p (p > 1 and is an integer number) periods,1ω can be rewritten as follows.
1ω = 2π
pT
= ω0
p
. (6)
According to Eq. (6),1f can be expressed as
1f = 1
pT
= 1
pNsTs
= 1
NTs
= fs
N
(7)
where Ns
∆= Np and Ts
∆= 1fs .
For instance, choose 10 60-Hz signal cycles for Fourier transform, and1f = 60/10 = 6 Hz. Accordingly, 6, 12, 18 Hz,. . . ,
will appear in the spectrum, known as interharmonics. Furthermore, the executed time is Tf = N · 1fs if the signal is sampled
at N points by sampling rate fs. Therefore, the Fourier fundamental period is expressed as Tf , i.e., Tf = 11f .
2.2. The concept of group harmonic
The measurement of interharmonics is difficult with results depending on many factors. Based on the so-called ‘‘group’’
suggested by IEC 61000-4-7, the concept of group harmonic is introduced as follows [35].
By the Parseval relation in its discrete form, the power of the waveform, P , can be expressed as [36,37]
P = 1
N
N/2−1
n=0
is[n]2 =
N/2−1
k=0
Is[k]2. (8)
Both positive and negative values of spectral components are considered to transform the frequency dominant
sampled signal into a periodic time dominant signal. Therefore, actual signal spectral components relevant to symmetrical
frequencies are complex conjugates of each other. However, most real-world frequency analysis instruments display only
the positive half of the frequency spectrum because the spectrum of a real-world signal is symmetrical around DC. Thus, the
negative frequency information is redundant.
For this reason, the power at the discrete frequency fk can be expressed as [37]
P[fk] = Is[k]2 + Is[N − k]2 = 2Is[k]2 (9)
where k = 0, 1, 2, . . . ,N/2− 1.
In practice, only major harmonics including interharmonics are concerned to affect power systems. Consequently, is(t)
can be simply expressed as a certain series of sinusoidal harmonics, and the response to each harmonic can be thus
determined by the following equation.
is(t) =
M
m=1
Am cos(ωmt + φm) (10)
where ωm = 2π fm, φm = tan−1(−bm/am) and Am = (a2m + b2m)1/2.
With the sampling interval1t to acquire either voltage or current waveform data in power systems, Eq. (10) is given in
a discrete form as follows.
is[n] =
M
m=1
Am cos(ωmn1t + φm) (11)
where n is the time step in the discrete sample sequence and t = n1t .
The RMS value of themth major harmonic amplitude located at the discrete frequency fk is expressed as
Am[fk] =

P[fk] =
√
2Is[k] (12)
wherem = 1, 2, . . . ,M .
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Fig. 1. IEC subgrouping of ‘‘bins’’ for both harmonics and interharmonics.
Source: Graph reproduced from [5].
The power of themth harmonic at fk may disperse over a frequency band around fk due to the spectral leakage. Hence, the
total power of harmonics within the adjacent frequencies around fk can be restored into a ‘‘group power’’ [13]. Each ‘‘group
power’’, i.e., P∗m[fk], can be collected between fk−1k and fk+1k as follows.
P∗m[fk] =
+τ
1k=−τ
(Am[fk+1k])2 (13)
where τ is an integer number and denotes the group bandwidth.
Each harmonic amplitude can be estimated as
A∗m[fk] =

P∗m[fk]. (14)
An interesting way to view this phenomenon is to observe the DFT implementation, shown in Fig. 1. Most leakages can
be collected into one group and are considered as though they were all at the dominant harmonic frequency. The amplitude
of interharmonics (and/or sub-harmonics) can be thus identified.
3. The group-harmonic energy distribution algorithm
3.1. The relation between sampling point and harmonic value
The power linewaveform s(t) (voltage/current) is sampled using the sampling rate fs(=1/Ts), which has the fundamental
frequency fd and its respective amplitude Ad, as follows.
s(n) = s(t) t=nTs , n = 0, 1, 2, . . . ,N − 1 (15)
where N is the sampled point of Fourier fundamental period Tf .
In general, the distorted signal can be composed of three parts, as follows.
s(n) = sd(n)+ sh(n)+ si(n) (16)
where sd(n) is the fundamental component, sh(n) is the harmonic components, and si(n) represents the interharmonic
components.
Due to possible fundamental frequency drift, it may determine the new 1f ′ = fsN ′ to find the correct fundamental
frequency f ′d and its respective amplitude A
′
d. Accordingly, the fundamental frequency signal s
′
d(n) and its harmonic signals
s′h(n) can be obtained, as follows.
s′(n) = s(t)
t= nf ′s = s′d(n)+ s′h(n)+ s′i(n), n = 0, 1, 2, 3, . . . ,N ′ − 1. (17)
Similarly, the same concept as above can be applied to the interharmonic evaluation in the distorted signal s(n), assuming
the major interharmonic component as the fundamental one and neglecting sd(n)+ sh(n), shown in Eq. (18). Therefore, the
individual major interharmonic frequency f ′ij and its respective amplitude A
′
ij can be found.
s′′(n) = s(n)− [sd(n)+ sh(n)] = si(n) =
m
j=1
sij (18)
wherem denotes the number of major interharmonics.
The length (N) of the sampledwindow for DFT analysis plays the critical role determinate if the spectrum can be achieved
accurately. Based on the empirical observation using DFT, Fig. 2 indicates that the second stronger amplitude is found to be
located at the right side of the dominant component, i.e., Am[fk+1] > Am[fk−1], in the case of an overlong truncated window.
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Fig. 2. Amplitude distribution around the dominant component.
In contrast, if the second stronger amplitude is located at the left side of the dominant component, i.e., Am[fk+1] < Am[fk−1],
the truncated-window length is insufficient for DFT analysis. Accordingly, the proposed GED approach is to develop the
mechanism for correcting thewindow length according to the situation on the dispersed energy. This proposed GEDmethod
indeed extends the ‘‘group’’ concept that has been mentioned by IEC 61000-4-7 and some papers [5,13,37,38].
3.2. The proposed GED algorithm
The total dispersed energy, i.e., P∗∗m [fk], around the dominant frequency is defined as
P∗∗m [fk] =
+τ
1k=−τ
(Am[fk+1k])2 − (Am[fk])2 (19)
where it denotes the dispersed bandwidth energy, excluding the dominant component.
Based on the above concept, once the exact sampled window length (N) is found, P∗∗m [fk] will reach the predefined
minimum energy value (Pmin). To guarantee the convergence of P∗∗m [fk]with the procedure repetition,N should be decreased
if Am[fk+1] > Am[fk−1], and N should be increased if Am[fk+1] < Am[fk−1]. The procedure will be repeated until the minimum
energy value is achieved, more details shown in Fig. 3.
(1) Set fs = 5 kHz,N = 1000.
(2) Sampling the line signal is(t).
(3) Implement DFT.
(4) Determine the number (M) of major harmonics/interharmonics, and setm = 1.
(5) Implement DFT.
(6) If Am[fk+1] > Am[fk−1],N = N − 1. Otherwise, go to next step.
(7) If Am[fk+1] < Am[fk−1],N = N+1. Otherwise, go to next step.
(8) Check if P∗∗m [fk] ≤ Pmin. If yes, the iteration loop stops and determines the updated N , i.e., N ′. The major
harmonic/interharmonic frequency f ′m and amplitude A′m including the fundamental one can be thus obtained.
Otherwise, go back to Step (5) to repeat the procedure until P∗∗m [fk] ≤ Pmin.
(9) Letm = m+ 1,M = M − 1, and N = 1000.
(10) Check whetherM = 0. If yes, the iteration loop stops. Otherwise, go back to Step (5). Note that this iteration loop will
continue until each major harmonic/interharmonic frequency f ′m and amplitude A′m is found.
4. Model validation with a numerical example
The proposed GED algorithm has been tested by the synthesized line signal (voltage/current) to verify the effectiveness
of harmonic/interharmonic analysis. The following example is used to illustrate the harmonic analysis of a distorted
waveform [39,40,38].
s(t) = sin(2π fdt + 37°)+ 0.3 sin(2π · 3 · fd · t + 78°)+ 0.2 sin(2π · 5 · fd · t − 19°)
+ 0.25 sin(2π · 131 · t − 54°)+ 0.1 sin(2π · 247.6 · t + 62°)+ 0.15 sin(2π · 391 · t) (20)
where fd = 59.35 Hz is the fundamental frequency.
As above, the line signal has a fundamental frequency, i.e., 59.35 Hz, with 0.65 Hz drift and a scaled amplitude of 1 V. The
third and fifth harmonic components are included in the synthesized waveform to present a possible distorted waveform
situation. Non-integer components, i.e., interharmonic, such as 131 Hz, 247.6 Hz, and 391 Hz are to be considered, reflecting
a possible polluted line case. Note that the above harmonics/interharmonics are assigned different magnitudes and phases.
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Fig. 3. The flowchart of the proposed GED algorithm.
4.1. Selection of group bandwidth (τ ) and minimum energy value (Pmin)
We see that the larger group bandwidth (τ ) can restore all leakages and regain the actual amplitude/frequency. However,
with a large bandwidth the ‘‘group energy’’ may include considerable harmonic contents at distant frequencies because
neighboring nominal harmonics may be dispersed widely. Additionally, the extracted frequency may be slightly apart
from the actual value with a larger τ due to the influence of neighboring harmonic contents. As a consequence, the group
bandwidth (τ ) should be chosen as large as possible for obtaining an accurate amplitude but small enough to avoid the
overlap between two neighboring harmonic groups. Based on the results by this proposed GEDmodel, the group bandwidth
(τ ) is suggested to be chosen as τ = 4 to reach the compromise.
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Fig. 4. The distorted waveform.
Fig. 5. Spectrum of the distorted waveform using DFT.
On the other hand, the minimum energy value (Pmin) is a crucial factor to stop the iteration loop of the proposed GED
algorithm. Theoretically, Pmin should be chosen as small as possible to achieve a more accurate result, but taking more
iteration loops relatively. Therefore, Pmin is set as 0.0001 with compromise in computational time, and the outcome is still
satisfactory in this study.
4.2. Spectrum analysis
According to Eq. (20), we set fs = 5 kHz,N = 1000, i.e.,1f = 5 Hz, and the waveform is shown in Fig. 4. As can be seen
in Fig. 5, a considerable spectrum leakage occurs using DFT so that the result is unable to represent its actual spectrum.
Based on the proposed recursive GED algorithm, the following steps are illustrated to find the true harmon-
ics/interharmonics.
Step (a): Measurement of fundamental and integer harmonics with a 0.65 Hz frequency drift
In this case, the fundamental frequency component including the third harmonic and fifth harmonic is considered to
have a 0.65 Hz variation. The dispersed energy of the harmonics around the frequency band is significantly reduced from
0.0452 to 0.000385within only 12 iteration loops, shown in Fig. 6. Fig. 7 indicates that each harmonic is approaching its true
amplitude step by step. The amplitudes of fundamental, third and fifth components are thus obtained as 1.0, 0.29 and 0.2 at
the 12th iteration loop from 0.977, 0.23 and 0.079 at the first iteration loop, respectively. Also, the fundamental frequency
is found as 59.36 Hz, almost matching the true one.
Step (b): Measurement of the interharmonic at 131 Hz
In this stage, the dispersed energy of the interharmonic at 243.2Hz is considerably reduced from0.00833 to 0.0001within
eight iteration loops, shown in Fig. 8. Accordingly, its amplitude is obtained as 0.25 from 0.236 and the 131 Hz component
is thus confirmed, shown in Fig. 9.
Step (c): Measurement of the interharmonic at 247.6 Hz
Thedispersed energy of the interharmonic at 247.6Hz is approaching zero from0.0056within nine iteration loops, shown
in Fig. 10. Accordingly, its amplitude is obtained as 0.1 from0.077 and the 247.6Hz component is therefore confirmed, shown
in Fig. 11.
Step (d): Measurement of the interharmonic at 391 Hz
In the last stage, the dispersed energy of the interharmonic at 391 Hz is going down quickly to 0.0001 from 0.00229
within only four iteration loops, shown in Fig. 12. As a result, its amplitude is obtained as 0.15 from 0.14 and the 391 Hz
component is thus confirmed, shown in Fig. 13.
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Fig. 6. Convergent curve of the dispersed energy at the harmonic components.
Fig. 7. Amplitude tracking curve of the harmonic components.
Fig. 8. Convergent curve of the dispersed energy at the 131 Hz interharmonic.
Thewaveform spectrumwith the proposed recursive GEDmethod is shown in Fig. 14. As can be seen, all dispersed energy
surrounding the harmonics/interharmonics is almost completely restored so that the actual component amplitude and its
respective frequency can be obtained accurately.
4.3. Comparison between DFT and GED analysis
The comparison between the DFT and the GED algorithm is listed in Tables 1–6, where τ is chosen as 4. Obviously, it is
found that the dispersed amplitudes around the fk, i.e., fk−4 − fk−1 and fk+1 − fk+4, are too apparent to be ignored by DFT.
On the other hand, the proposed GED model can effectively reduce all dispersed energy to almost zero and thus guarantee
true amplitudes/frequency to be achieved. Tables 1–3 indicate that the amplitudes of the fundamental, third harmonic and
fifth harmonic at fk by DFT are calculated as 0.98, 0.23 and 0.17, respectively. With the proposed GED method, their actual
amplitudes can be obtained accurately as 1.0, 0.29, and 0.2. In Table 4, the amplitude of the 131 Hz interharmonic using
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Fig. 9. Amplitude tracking curve of the 131 Hz interharmonic.
Fig. 10. Convergent curve of the dispersed energy at the 247.6 Hz interharmonic.
Fig. 11. Amplitude tracking curve of the 247.6 Hz interharmonic.
Table 1
Amplitude comparison of DFT and GED at k = 12 (fundamental harmonic).
kth fk−4 fk−3 fk−2 fk−1 fk fk+1 fk+2 fk+3 fk+4
Real 0 0 0 0 1 0 0 0 0
DFT 0.027 0.038 0.062 0.14 0.98 0.12 0.064 0.045 0.035
GED 0.004 0.004 0.0046 0.005 1 0.0048 0.0055 0.006 0.0069
DFT at fk is computed as 0.24, and the GED can achieve its actual value, i.e., 0.25. Similarly, Table 5 and 6 reveal that small
distortion caused by 247.6 Hz and 391 Hz interharmonics at fk can be accurately evaluated as 0.1 and 0.15 by the GED,
respectively.
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Fig. 12. Convergent curve of the dispersed energy at the 391 Hz interharmonic.
Fig. 13. Amplitude tracking curve of the 391 Hz interharmonic.
Fig. 14. Spectrum of the distorted waveform with GED.
Table 2
Amplitude comparison of DFT and GED at k = 36 (third harmonic).
kth fk−4 fk−3 fk−2 fk−1 fk fk+1 fk+2 fk+3 fk+4
Real 0 0 0 0 0.3 0 0 0 0
DFT 0.023 0.032 0.052 0.14 0.23 0.069 0.042 0.031 0.025
GED 0.015 0.012 0.011 0.009 0.29 0.008 0.007 0.0067 0.006
Table 3
Amplitude comparison of DFT and GED at k = 60 (fifth harmonic).
kth fk−4 fk−3 fk−2 fk−1 fk fk+1 fk+2 fk+3 fk+4
Real 0 0 0 0 0.2 0 0 0 0
DFT 0.025 0.028 0.035 0.052 0.17 0.079 0.026 0.014 0.0087
GED 0.0038 0.0035 0.0033 0.0029 0.2 0.0033 0.003 0.0028 0.0027
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Table 4
Amplitude comparison of DFT and GED at k = 26 (131 Hz interharmonic).
kth fk−4 fk−3 fk−2 fk−1 fk fk+1 fk+2 fk+3 fk+4
Real 0 0 0 0 0.25 0 0 0 0
DFT 0.021 0.022 0.027 0.043 0.24 0.058 0.027 0.02 0.018
GED 0.023 0.021 0.019 0.018 0.25 0.016 0.015 0.015 0.016
Table 5
Amplitude comparison of DFT and GED at k = 49 (247.6 Hz interharmonic).
kth fk−4 fk−3 fk−2 fk−1 fk fk+1 fk+2 fk+3 fk+4
Real 0 0 0 0 0.1 0 0 0 0
DFT 0.013 0.013 0.016 0.052 0.078 0.035 0.027 0.025 0.024
GED 0.0047 0.005 0.005 0.006 0.1 0.0055 0.0052 0.0055 0.006
Table 6
Amplitude comparison of DFT and GED at k = 78 (391 Hz interharmonic).
kth fk−4 fk−3 fk−2 fk−1 fk fk+1 fk+2 fk+3 fk+4
Real 0 0 0 0 0.15 0 0 0 0
DFT 0.009 0.011 0.015 0.026 0.14 0.033 0.013 0.008 0.0055
GED 0.004 0.0036 0.0027 0.0009 0.15 0.01 0.0076 0.0068 0.0063
5. Conclusions
Although the DFT has certain limitations in the harmonic analysis, it is still widely used in industry today. The
harmonic/interharmonic identification using a DFT-based GED algorithm has been developed to be extracted accurately
and efficiently. The test results confirm that the proposed recursive GED method can guarantee the tracking of each
harmonic/interharmonic amplitude to be convergent at every iteration loop by the GED algorithm. There is no theoretical
restriction in the locations of interharmonic components while the group bandwidth (τ ) of each harmonic/interharmonic
should be chosen appropriately. Moreover, the GED methodology has been implemented successfully by LabVIEW
programming so that it can be easily extended to other software packages like microprocessor for on-line measurement.
Additionally, the proposed GED can provide an advanced improvement for most measurement devices with some inherent
errors because of the spectrum leakages caused by harmonics/interharmonics.
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