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Abstract. We define and study the properties of the infinite dimensional quantized Kro-
necker flow. This C∗-dynamical system arises as a quantization of the corresponding flow
on an infinite dimensional torus. We prove an ergodic theorem for a class of quantized
Kronecker flows. We also study the closely related almost periodic quantum field theory of
bosonic, fermionic and supersymmetric particles. We prove the existence and uniqueness
of KMS and super-KMS states for the C∗-algebras of observables arising in these theories.
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I. Introduction
In this paper, we introduce and study the properties of quantized infinite dimensional
Kronecker flows. Very much like its classical counterpart, a quantized Kronecker flow is
defined in terms of an infinite sequence Ω of frequencies satisfying certain genericity as-
sumptions. We define a natural C∗-algebra of observables and show that it can be identified
with an infinite tensor product of standard Toeplitz algebras. A quantized Kronecker flow
is a one parameter group of automorphisms of this C∗-algebra.
Our work has been inspired by the recent preprint [BC]. The structures studied in [BC]
can be interpreted as an example of a quantized Kronecker flow with the set of frequencies
Ω equal to {log p : p prime number}.
The infinite tensor product of standard Toeplitz C∗-algebras referred to above arises
naturally when one quantizes the infinite dimensional Kronecker flow on a Bohr compact-
ification of R. Even though there is no parameter in this theory which would play the role
of Planck’s constant, one can introduce a natural concept of the classical limit [C1], [S1],
[Z]. We prove that, under additional assumptions on Ω, the classical limit of the quantized
Kronecker flow exists. The proof of this theorem relies on an Ingham type tauberian the-
orem. Furthermore, we study the ergodic properties of that quantum Kronecker flow. We
show that whenever the classical limit exists, the quantized Kronecker flow is quantum
ergodic in the sense of Zelditch [Z].
Infinite dimensional Kronecker flows lead to models of free quantum field theory in one
space dimension. In these field theories, the field operators are almost periodic functions of
the space coordinate x. There is a natural notion of a mean in the theory of almost periodic
functions, the Bohr mean, which plays the role of the integral. Using it, we carry over much
of the formalism of quantum field theory to the almost periodic setup. The construction of
an almost periodic field theory requires “doubling” the Hilbert space of the Kronecker flow.
On this Hilbert space, we define the field and momentum operators, which are fundamental
objects in canonical quantum field theory. It turns out that the dynamics of the quantum
Kronecker flow and the almost periodic wave equation are essentially the same. We focus
our discussion on the theory of free fields.. Interacting (i.e. nonlinear) field theories exhibit
some new striking phenomena and will be discussed in a future publication.
Furthermore, we extend the construction of almost periodic field theory to incorpo-
rate fermionic and supersymmetric (i.e. Z2-graded) fields. The supersymmetric extension
leads to a natural construction of a Fredholm module over the algebra of observables associ-
ated with the almost periodic quantum field and the corresponding super-KMS functional.
Super-KMS functionals [K], [JLW], appear naturally in the Z2-graded entire cyclic coho-
mology theory, but have been studied less intensively than their nongraded antecedents,
namely KMS states. We prove the uniqueness of the super-KMS functionals for the super-
symmetric model of an almost periodic quantum field theory.
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The paper is organized as follows. In Section II we introduce the notation and re-
call basic facts from the theory of almost periodic functions. We then study the ergodic
properties of the quantized almost periodic Kronecker flow. The main technical input is a
variant of Ingham’s tauberian theorem proved in Appendix A. As it turns out, ergodicity
of the quantized Kronecker flow depends on the growth properties of the set Ω. Examples
of ergodic Kronecker systems are given in Appendix B. We start Section III with a discus-
sion of the canonical formalism of the almost periodic classical field theory and illustrate it
with an analysis of the almost periodic wave equation. Then we show how to formulate the
quantum version of the almost periodic wave equation. Free fermionic and supersymmetric
models are introduced in Section IV. Finally, in Section V, we prove the uniqueness of the
super-KMS functionals for the free supersymmetric almost periodic quantum field theory.
II. Kronecker flows
In this section we introduce the central concept of this paper, namely the infinite
dimensional Kronecker flow. After a brief summary of the classical theory, we present its
quantum version and study the properties of the resulting dynamics.
II.A. First, we review some facts from the theory of almost periodic functions on R and
fix our notation.
Definition II.1. A countable ordered subset Ω of R is called a Kronecker system if it
satisfies conditions 1-4 below.
1. 0 /∈ Ω.
2. Let Ω = Ω+∪Ω−, where Ω+ and Ω− are the subsets of positive and negative elements
of Ω, respectively. Then Ω is even i.e. Ω− = −Ω+.
3. Let ωn, n = 1, . . ., be the elements of Ω+ listed in increasing order. Then ωn → ∞,
as n→∞.
4. The elements of Ω+ are algebraically independent over Z.
Two natural examples of a Kronecker system arise as follows.
Example 1. Let K be an algebraic number field and P the the set of its prime ideals. Set
Ω = {± logNP : P ∈ P},
where NP denotes the norm of P . Then Ω is a Kronecker system. In particular, the
unique factorization property of ideals implies that Ω+ consists of numbers algebraically
independent over Z. This example is taken from [BC], [C2], [J], [S2].
Example 2. Let m be a transcendental real number, and let
Ω = {±
√
n2 +m2 : n ∈ N}.
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Then Ω is a Kronecker system. This example is motivated by two dimensional quantum
field theory.
Let Ω ⊂ R be the set of linear combinations of elements of Ω with coefficients in Z.
In other words, Ω is the free abelian group generated by Ω+:
Ω = Z [Ω+] .
We will use the notationAP(Ω) for the vector space of continuous almost periodic functions
on R with frequencies in Ω. This means that a function f ∈ AP(Ω) has the following
uniformly convergent Fourier expansion:
f(x) =
∑
ω∈Ω
fωe
iωx.
Likewise, AP(Ω) will denote the space of continuous almost periodic functions on R with
frequencies in Ω. Unlike AP(Ω), the space AP(Ω) forms a unital commutative C∗-algebra.
This C∗-algebra can be identified with the C∗-algebra of continuous functions on the fol-
lowing Bohr compactification of R.
Let RΩ denote the infinite cartesian product of unit circles, RΩ =
∏
ω∈Ω+
S1, equipped
with the Tikhonov topology. The embedding
R ∋ x −→
∏
ω∈Ω+
exp iωx ∈
∏
ω∈Ω+
S1 (II.1)
induces an isomorphism C(RΩ) ≃ AP(Ω), see [HR].
The product of Lebesgue measures on S1 defines an integral
∫
ap
on C(RΩ) and, con-
sequently, on AP(Ω). Explicitly, in terms of Fourier series we have∫
ap
∑
η∈Ω
fηe
iηx dx = f0 . (II.2)
For later reference, we note that the almost periodic Dirac’s delta distribution δΩ
defined by
δΩ(x) =
∑
ω∈Ω
eiωx (II.3)
is the Schwartz kernel of the projection
AP(Ω) ∋ f −→
∫
ap
δΩ(x− y)f(y) dy ∈ AP(Ω) .
This projections “forgets” all terms in the Fourier series whose frequencies are not in Ω.
The embedding (II.1) defines a Kronecker type flow αt on RΩ given by
αt
( ∏
ω∈Ω+
eixω
)
=
∏
ω∈Ω+
eixω+itω . (II.4)
As a consequence of our assumptions on Ω, this flow is ergodic.
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II.B.We will now construct a quantization of the classical dynamical system (AP(Ω), αt),
and study the ergodic properties of the resulting quantum Kronecker flow. The quantiza-
tion will be given in terms of an algebra of operators on a Hilbert space, the “algebra of
observables”.
Set H+ = l2(Ω+), and consider the bosonic Fock space FbH+ defined as the symmetric
tensor algebra over H+,
FbH+ =
∞⊕
n=0
SnH+ ,
where SnH+ is the nth symmetric tensor power of H+ (with S0H+ = C). The vector
v0 = (1, 0, 0, . . .) ∈ FbH+ is called the vacuum. The Hilbert space FbH+ can be naturally
identified with l2(N[Ω+]), where N[Ω+] is the nonnegative cone in the lattice Z[Ω+]. In
the example of an algebraic number field K, the set N[Ω+] can be identified with the set
of all ideals of K.
Alternatively, there is a natural isomorphism of FbH+ with an infinite tensor product
FbH+ ≃
⊗
ω∈Ω+
l2(N[ω]) . (II.5)
In von Neumann’s terminology, if en(ω), n = 0, 1, 2, . . ., is the canonical basis in l
2(N[ω]),
then the above tensor product is the incomplete tensor product associated with the se-
quence of vectors (e0(ω), e0(ω), e0(ω), . . .). Furthermore, the Fourier transform allows us to
identify the space l2(Z[Ω+]) with L
2(RΩ), and the Fock space FbH+ ≃ l2(N[Ω+]) with the
closed subspace L2+(RΩ) of L
2(RΩ) consisting of functions with nonnegative frequencies.
Let P be the orthogonal projection onto L2+(RΩ) ⊂ L2(RΩ). Every f ∈ C(RΩ) defines
a Toeplitz operator T (f) on L2+(RΩ) ≃ FbH+ by
T (f) = PM(f)P,
where M(f) is the operator on L2(RΩ) of multiplication by f . Recall that T (f) is contin-
uous in f , ‖T (f)‖ ≤ ‖f‖∞, where ‖f‖∞ denotes the sup norm of f .
Let A+ be the C∗-algebra generated by the Toeplitz operators. It is not difficult
to see that A+ coincides with the (reduced) C∗-algebra of the semigroup N[Ω+]. For
η ∈ N[Ω+], let e(η) denote the canonical basis element in l2(N[Ω+]) ≃ FbH+. Let H+ be
an unbounded, self-adjoint operator in FbH+ defined by
H+e(η) = ηe(η), (II.6)
and let U(t) = eitH+ be the corresponding one parameter group of unitary operators. The
pair (A+, U(t)) is a quantization of (C(RΩ), αt) which we call the quantum Kronecker flow.
Recall that the standard Toeplitz C∗-algebra T is the C∗-algebra generated by a single
generator u satisfying the relation u∗u = I. The following proposition can be proved by
the method used in the proofs of Propositions 7 and 8 in [BC].
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Proposition II.2.
1. The C∗-algebra A+ is an infinite tensor product of Toeplitz C∗-algebras Tω,
A+ =
⊗
ω∈Ω+
Tω ,
where Tω is generated by the unilateral shift uω = T (e
ixω ).
2. For every β > 0 there exists a unique KMSβ state for (A+, U(t)).
II.C. We will show now that the quantum dynamical system constructed above is in fact
a quantization of the classical Kronecker flow. Even though there is no Planck’s constant
in this theory, one can still introduce a natural concept of its classical limit. Such a
construction of the classical limit was originally proposed in [C1], [S1], [Z], and consists in
the following. If a is an operator on FbH+ and E > 0, we set
τE(x) :=
1
N(E)
∑
N[Ω+]∋η≤E
(e(η), ae(η)), (II.7)
where N(E) is the number of eigenvalues of H+ less than or equal to E. The theorem
which we are about to formulate describes the classical limit of (A+, U(t)).
We will need additional assumptions on the set Ω+ to guarantee the existence of the
classical limit. Specifically, assume that for every s > 0,
θ(s) :=
∞∑
n=1
e−sωn <∞. (II.8)
This implies that the following ζ-type function
ζΩ(s) :=
∞∏
n=1
(1− e−sωn)−1 (II.9)
converges for all s > 0. Expanding each term of ζΩ(s) in a power series and multiplying
out the terms, we can express ζΩ(s) as the following Lebesque-Stietljes integral:
ζΩ(s) = 1 +
∫ ∞
0
e−sx dN(x),
where, as above, N(x) is the counting function for the eigenvalues of H+. Equivalently,
we can write this formula as
eφ(s) = 1 +
∫ ∞
0
e−sx dN(x), (II.10)
where φ(s) := −∑∞n=1 log(1 − e−sωn). In Appendix A we study (II.10) recast in the
following form:
eφ(s)
s
=
∫ ∞
0
e−sx(N(x) + 1) dx. (II.11)
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Theorem II.3. In addition to the assumptions above, let φ(s) satisfy conditions (1)–(3)
and (α)–(γ) of Appendix A. Then:
1. For every f ∈ C(RΩ),
lim
E→∞
τE(T (f)) =
∫
ap
f(x) dx.
2. For every f, g ∈ C(RΩ),
lim
E→∞
τE(T (f)T (g)− T (fg)) = 0.
3. For every a ∈ A+ the limit
lim
E→∞
τE(a) =: τ(a)
exists.
4. Let πτ be the GNS representation of A+ with respect to the state τ . Then,
πτ (A+) ≃ C(RΩ),
and for every a ∈ A+ we have
πτ (U(t)aU(−t)) = αt(πτ (a)).
Proof. We first introduce some notation. As before, uω = T (e
ixω ) denotes the unilateral
shift. We set
uω(n) :=
{
unω, if n ≥ 0,
(u∗ω)
−n, if n < 0.
It is easy to verify that
U(t)uω(n)U(−t) = einωtuω(n). (II.12)
If f ∈ C(RΩ) is a trigonometric polynomial,
f
(∏
eixω
)
=
∑
{nω}
fnω e
inωxω ,
then the corresponding Toeplitz operator T (f) is explicitly given by
T (f) =
∑
nω
fnω uω(nω).
It follows that for any η,
(e(η), T (f)e(η)) = f0 =
∫
ap
f(x) dx.
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This and the continuity of T (f) in f prove part 1 of Theorem II.3.
For later reference, notice also that as a consequence of (II.12),
U(t)T (f)U(−t) = T (αt(f)). (II.13)
The structure of the standard Toeplitz algebra implies that operators T (f)T (g) −
T (fg) generate the commutator ideal I of A+. The quotient A+/I is isomorphic to
C(RΩ), and the quotient map π : A+ → C(RΩ) is called the symbol map. We claim that
τ(a) = lim
E→∞
τE(a) =
∫
ap
π(a)(x) dx, . (II.14)
for all a ∈ A+. In other words, the state τ is trivial on the commutator ideal, and it
coincides with the Lebesgue integral on the abelian quotient. Parts 2 and 3 of Theorem
II.3 are straightforward consequences of (II.14). Formula (II.14) implies also that πτ (A+)
is isomorphic the algebra C(RΩ). The last statement of the theorem follows now from
(II.13).
To prove (II.14), it is enough, in view of part 1 of Theorem II.3, to show that
lim
E→∞
τE(a) = 0, if a ∈ I .
The structure of the standard Toeplitz algebra T implies that I is generated by the oper-
ators of the form
a = aω1 ⊗ aω2 ⊗ . . .⊗ aωN ⊗ I ⊗ I . . . , (II.15)
where at least one of the operators aω1 . . . aωN , say aωk , is compact. By a density argument,
it is no loss of generality to assume that aωk is a finite rank operator whose range is spanned
by finitely many elements of the canonical basis. Let Π be the orthogonal projection onto
this subspace. Then
τE(a) ≤ ‖a‖
N(E)
∑
N[Ω+]∋η≤E
(e(η),Πe(η)) .
Since the spectrum of H+ is the set {
∑
nωω : nω ≥ 0}, we have to show that for any
integer M ,
#{nω ≥ 0 , nωk ≤M :
∑
nωω ≤ E}
#{nω ≥ 0 :
∑
nωω ≤ E} −→ 0, as E → 0 . (II.16)
The numerator of the LHS of (II.16) is equal to N(E)−N(E−ωk(M +1)) and so we have
to show that
N(E)−N(E − ωk(M + 1))
N(E)
−→ 0, as E → 0.
Formula (II.11) and Corollary A.3 yield N(E+1) = N(E)
(
1+o(1)
)
. Consequently, (II.16)
follows, and the theorem is proved. 
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Remark. If Ω+ = {log p : p prime number}, then it is easy to see that N(E) ∼ eE and
(II.16) is not true. It would be interesting to determine the classical limit in this case.
Note also that the prime number theorem implies that φ(s) is divergent for s ≤ 1, and so
the Tauberian theorem of Appendix A does not apply.
It follows now from the general results in [Z] that the quantum Kronecker flow
(A+, U(t)) is quantum ergodic in the following sense.
Theorem II.4. Under the assumptions of Theorem II.3, for every a ∈ A+,
lim
M→∞
1
M
∫ M
0
U(t)aU(−t) dt = τ(a)I + A,
where A is in the weak closure of A+, and
lim
E→∞
τE(A
∗A) = 0 .
In other words, the time average of a quantum observable is equal to its spatial average
plus a correction which vanishes in the classical limit.
III. Almost periodic Bose field
In this section we define the free almost periodic quantized field. It arises as the
result of canonical quantization of the classical almost periodic wave equation. Using
Bohr’s mean, we propose a canonical formulation of the latter, and apply the standard
quantization procedure. The resulting quantum dynamical system is a “double” of the
Kronecker dynamics studied in previous section.
III.A. We first introduce some notation. For a smooth function H : AP(Ω) → C we let
∇fH denote the Frechet derivative of H in the direction of f ∈ AP(Ω). The functional
derivative δH(φ)
δφ(x)
is, by definition, the distribution on AP(Ω) such that
∇fH(φ) =
∫
ap
δH(φ)
δφ(x)
f(x) dx .
The canonical complex structure on AP(Ω) defines a symplectic structure on AP(Ω) for
which positions are real functions and momenta are purely imaginary functions. The
respective coordinates will be denoted by φ(x) and π(x) so that δH(φ,π)δφ(x) is the functional
derivative in the real direction, and δH(φ,π)
δπ(x)
is the functional derivative in the imaginary
direction. The symplectic space AP(Ω) is the phase space for almost periodic field theory.
9
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Every smooth function H : AP(Ω)→ R defines a Hamiltonian flow on AP(Ω) by
dφ(x, t)
dt
=
δH
δπ(x)
,
dπ(x, t)
dt
= − δH
δφ(x)
.
(III.1)
The Poisson bracket of two functions F and G on AP(Ω) is defined by
{F,G} =
∫
ap
(
δF
δφ(x)
δG
δπ(x)
− δF
δπ(x)
δG
δφ(x)
)
dx
and so the flow (III.1) can be written as
dF (φ(t), π(t))
dt
= {F,H} . (III.2)
A straightforward calculation shows that
{φ(x, t), π(y, t)}= δΩ(x− y),
{φ(x, t), φ(y, t)} = 0,
{π(x, t), π(y, t)}= 0 .
(III.3)
We will now formulate the almost periodic free field theory. The dynamics is given by
the wave equation,
∂2φ
∂t2
− ∂
2φ
∂x2
= 0 . (III.4)
Equation (III.4) can be written in the form (III.1) with the Hamiltonian
H(φ, π) =
1
2
∫
ap
(
π(x)2 + (∂xφ(x))
2
)
dx.
For this Hamiltonian, equations (III.1) read
dφ
dt
= π,
dπ
dt
= ∂2xφ, (III.5)
and lead to (III.4). The most general solution of (III.5) can be written in the following
form
φ(x, t) =
∑
ω∈Ω
(φ1,ωe
iω(x+t) + φ2,ωe
iω(x−t)),
π(x, t) =
∑
ω∈Ω
iω(φ1,ωe
iω(x+t) − φ2,ωeiω(x−t)) .
(III.6)
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The reality condition implies φ1,ω = φ1,−ω and φ2,ω = φ2,−ω. In quantum field theory it
is convenient to parameterize the above solutions slightly differently. We set
aω =
√
2 |ω|1/2 ×
{
φ1,−ω if ω > 0,
φ2,−ω if ω < 0 .
The new variables aω have the following Poisson brackets
{aω, aω′} = δω,ω′ ,
{aω, aω′} = {aω, aω′} = 0 .
(III.7)
Equations (III.6) can then be recast in the following form:
φ(x, t) =
1√
2
∑
ω∈Ω
|ω|−1/2(aωeit|ω| + a−ωe−it|ω|)eiωx,
π(x, t) =
1√
2
∑
ω∈Ω
|ω|1/2(aωeit|ω| − a−ωe−it|ω|)eiωx .
(III.8)
III.B. We shall now describe a quantization of the algebra of functions AP(Ω) and of the
dynamics (III.5). We will follow the procedure of canonical quantization which is adopted
in quantum field theory.
The standard rule of quantization consists in replacing classical observables by opera-
tors and Poisson brackets by 1
i
×commutators. For simplicity we set ~ = 1. More precisely,
quantization of the almost periodic wave equation proceeds as follows. We find almost
periodic, hermitian, operator valued distributions φ(x, t) and π(x, t) such that (III.5) is
satisfied. Furthermore, we require that (see (III.3))
[φ(x, t), π(y, t)] = iδΩ(x− y),
[φ(x, t), φ(y, t)] = 0,
[π(x, t), π(y, t)] = 0.
(III.9)
The quantum hamiltonian Hb determines the time evolution of the field operators given
by the Heisenberg equations of motion,
dφ
dt
=
1
i
[φ,Hb],
dπ
dt
=
1
i
[π,Hb]. (III.10)
We construct operators aω and a
∗
ω as in (III.8), satisfying the commutation relations
[aω, a
∗
ω′ ] = δω,ω′ ,
[aω, aω′ ] = [a
∗
ω, a
∗
ω′ ] = 0,
(III.11)
11
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and such that a∗ω is the hermitian conjugate of aω. Operators aω and a
∗
ω are called anni-
hilation and creation operators, respectively.
If one additionally assumes the existence of a cyclic vector v0 such that aωv0 = 0
and some natural domain restrictions, it is known that the algebra (III.11) has a unique
representation in terms of a Fock space which we will describe now.
Let H = l2(Ω) and consider the bosonic Fock space FbH. As before, the vector
v0 = (1, 0, 0, . . .) ∈ FbH is called the vacuum. The Hilbert space FbH can be naturally
identified with l2(N[Ω]), where N[Ω] is the set of nonnegative, integer, finite combinations
of elements of Ω. Alternatively,
FbH ≃
⊗
ω∈Ω
l2(N[ω]), (III.12)
as in (II.5).
Let e(η), η ∈ N[Ω] be the canonical orthonormal basis in l2(N[Ω]) ≃ FbH. The set
N[Ω] is, in a natural way, a semigroup with respect to addition. Writing
N[Ω] ∋ η =
∑
nωω, ω ∈ Ω,
where almost all numbers nω are zero, we define the creation operators a
∗
ω by
a∗ωe(η) =
√
nω + 1 e(η + ω). (III.13)
The field operators φ(x, t) and π(x, t) are then defined by means of formula (III.8).
The Hamiltonian of the free almost periodic quantum field theory is given by the
familiar expression
Hb =
∑
ω∈Ω
|ω|a∗ωaω =
1
2
∫
ap
:
(
π(x)2 + (∂xφ(x))
2
)
: dx , (III.14)
where : : means Wick ordering. The canonical basis {e(η)} is the basis of eigenvectors for
Hb,
Hbe(η) = (
∑
nω|ω|)e(η). (III.15)
Let D be the dense subspace of FbH consisting of finite linear combinations of the
basis elements e(η). It is an invariant domain for aω and a
∗
ω, and is a core for Hb.
12
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Proposition III.1. With the above definitions, the operator valued distributions φ(x, t)
and π(x, t), and the Hamilton operator Hb satisfy equations (III.5), (III.9) and (III.10) on
D.
Proof. The proof is a direct calculation following essentially the similar argument in
standard quantum field theory, see e.g. [GJ]. 
The quantum dynamics described in this section is very closely related to the quantum
Kronecker flow. Indeed, denoting H− := l2(Ω−), we have a natural decomposition
FbH ≃ FbH− ⊗FbH+.
With respect to this decomposition the Hamiltonian Hb can be split into the positive and
negative frequency parts:
Hb =
∑
ω∈Ω
|ω|a∗ωaω =
∑
ω∈Ω−
|ω|a∗ωaω +
∑
ω∈Ω+
ωa∗ωaω = H− +H+ .
Since H− is unitarily equivalent to H+, the almost periodic free field theory is a double of
the quantum Kronecker flow.
Consider the family of operators Uω(t) and Vω(s), s, t ∈ R, ω ∈ Ω, defined as
Uω(t) = e
it(aω+a
∗
ω) , Vω(s) = e
s(aω−a
∗
ω) .
The C∗-algebra generated by Uω(t) and Vω(s) is an example of a CCR algebra [BR]. It is a
nonseparable C∗-algebra which is usually studied in quantum field theory. It is, however,
not well suited for our purposes and, following [BC], we define the bosonic algebra of
observables Ab to be the C∗-algebra generated by the canonical unilateral shifts in each
factor of (III.12). The hamiltonian Hb defines a dynamics σ
b
t on Ab by
σbt (A) = e
itHbAe−itHb , A ∈ Ab .
We have the following analog of Proposition II.2.
Proposition III.2.
1. The C∗-algebra Ab is an infinite tensor product of standard Toeplitz C∗-algebras Tω:
Ab =
⊗
ω∈Ω
Tω,
where Tω is generated by the canonical unilateral shift in l
2(N[ω]).
2. For every β > 0, there exists a unique KMSβ state on (Ab, σbt ).
Proof. This follows from Propositions 7 and 8 of [BC]. 
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IV. Almost Periodic Fermions
In this section we will define the almost periodic fermionic quantum free field.
IV.A. Let, as before, H = l2(Ω), and consider the fermionic Fock space FfH. The Hilbert
space FfH is defined as
FfH =
∞⊕
n=0
∧nH,
where
∧nH is the nth exterior power of H with ∧0H = C. The vector v0 = (1, 0, 0, . . .) ∈
FfH is called the vacuum. The Hilbert space FfH can be naturally identified with
l2(Z2[Ω]), where Z2 is the group {0, 1} with addition modulo 2.
Let f(η), η ∈ Z2[Ω] be the canonical orthonormal basis in l2(Z2[Ω]) ≃ FfH. The set
Z2[Ω] has a natural group structure with respect to addition modulo 2. Writing
Z2[Ω] ∋ η =
∑
ω∈Ω
nωω,
where almost all numbers nω are zero, we define the creation operators b
∗
ω and the annihi-
lation operators bω by
b∗ωf(η) =
√
(nω + 1)mod2 f(η + ω),
bωf(η) =
√
nω f(η − ω).
It easy to verify the following anticommutation relations
[bω, b
∗
ω′ ]+ = δω,ω′ ,
[bω, bω′ ]+ = [b
∗
ω, b
∗
ω′ ]+ = 0,
(IV.1)
where [x, y]+ := xy+yx is the anticommutator. Unlike in the bosonic case, the operators bω
are bounded. Let Af be the C∗-algebra generated the fermionic creation and annihilation
operators. This algebra is called in the literature the CAR algebra [BR].
Fermionic field operators ψ1(x) and ψ2(x) at time 0 are then defined by
ψ1(x) =
∑
ω∈Ω
(Θ(ω)b∗ω +Θ(−ω)b−ω) e−iωx,
ψ2(x) = i
∑
ω∈Ω
(Θ(−ω)b∗ω +Θ(ω)b−ω) e−iωx,
(IV.2)
where Θ is the Heaviside function. One can directly verify the following anticommutation
relations
[ψi(x), ψj(y)]+ = 2δijδΩ(x− y) .
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The fermionic almost periodic free hamiltonian Hf is then given by
Hf =
∑
ω∈Ω
|ω|b∗ωbω ,
so that
Hff(η) = (
∑
ω∈Ω
nω|ω|)f(η).
It defines a dynamics σft on Af by
σft (A) = e
itHfAe−itHf , A ∈ Af .
IV.B. The supersymmetric almost periodic quantum free field theory is defined as the
tensor product of bosonic and fermionic field theories. This means that the Hilbert space
of that theory is the tensor product FbH⊗FfH with the natural Z2 grading Γ = I⊗(−1)F ,
where
Ff(η) = (
∑
ω∈Ω
nω)f(η).
The relevant C∗-algebra A is then the tensor product A = Ab ⊗Af . The supersymmetric
hamiltonian H is defined by
H = Hb ⊗ I + I ⊗Hf ,
and the corresponding dynamics on A is denoted by σt. The new feature of the supersym-
metric theory is the existence of a supercharge, namely a self-adjoint operator Q which is
odd under the Z2-grading, and has the property that Q
2 = H. The operator Q can be
defined in the following way:
Q =
1√
2
∫
ap
ψ1(x) ((π(x)− ∂xφ(x)) + ψ2(x)(π(x) + ∂xφ(x))) dx
=
∑
ω∈Ω
√
|ω|(a∗ωbω + aωb∗ω) .
(IV.3)
The system (A,Γ, σt, Q) is an example of a quantum algebra to be discussed in the next
section.
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V. Super KMS States
In this section we construct and prove the uniqueness of super-KMS functionals for
the free supersymmetric almost periodic quantum field theory. Super-KMS functionals are
Z2-graded counterparts of KMS states and play an important role in index theory.
V.A. We will recall the definitions of quantum algebras and the super-KMS states on
quantum algebras [K], [JLW].
Definition V.1. A quantum algebra is a quadruple (A,Γ, σt, d) satisfying conditions 1-4
below.
1. A is a C∗-algebra.
2. Γ is a Z2 grading on A i.e. a ∗-automorphism of A such that Γ2 = I. For a ∈ A we
denote aΓ := Γ(a).
3. σt : A → A is a continuous, one-parameter group of even, bounded automorphisms of
A. σt do not have to be ∗-automorphisms.
4. Let Aα be the subalgebra of A such that for every a ∈ Aα the function t → σt(a)
extends to an entire A-valued function. It is known that Aα is norm dense. On Aα
we set
D := −idσt
dt
∣∣
t=0
.
d is a superderivation on Aα i.e.
dΓ = −d , d(ab) = da b+ aΓ db,
such that d2 = D.
In the theory of the previous section set da := [Q, a]s, and Da := [H, a]s, where [a, b]s
is the supercommutator, i.e. [a, b]s = [a, b], if at least one of the operators a, b is even, and
[a, b]s = [a, b]+, if both are odd. Then (A,Γ, σt, d) is a quantum algebra. In the following,
this quantum algebra will be referred to as the almost periodic quantum algebra.
Definition V.2. Let (A,Γ, σt, d) be a quantum algebra. A continuous linear functional
µ : A → C is called a super-KMSβ functional if for a, b ∈ Aα,
1. µ(da) = 0,
2. µ(ab) = µ(bΓσiβ(a)).
If, for a Z2-graded C
∗ dynamical system (A,Γ, σt), a linear continuous functional µ satisfies
only the condition 2 above, then it is called a pre super-KMSβ functional.
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Unlike for KMS states, no positivity assumptions are or can be made for super-KMSβ
functionals. It follows from the definition that a super-KMSβ functional µ : A → C satisfies
µ(σt(a)) = µ(a),
µΓ = µ,
µ(a db) = µ(da bΓ).
In our example of the almost periodic quantum algebra, assuming additionally that
tr(e−βH) <∞, set
µβ(a) := Str(ae
−βH) , (V.1)
where Str is the supertrace, i.e. Str(a) = tr(Γa). It is then easy to verify that µβ is a
super-KMSβ functional.
V.B. The remainder of this section is devoted to the proof of the uniqueness of the super-
KMS functional for the almost periodic quantum algebra. We start with two propositions
of independent interest.
Proposition V.3. Let V be a finite dimensional Hilbert space, Γ a Z2-grading on V , Q an
odd self-adjoint operator on V , H := Q2, and A := L(V ) the algebra of linear operators on
V . For a ∈ A, we set da := [Q, a]s and σt(a) := eitHae−itH . Then, for every β > 0, there
is a unique, up to a multiplicative constant, pre super-KMSβ functional µβ on (A,Γ, σt)
given by
µβ(a) = Str(ae
βH).
Moreover, µβ is automatically a super-KMSβ functional on (A,Γ, σt, d).
Proof. Let µβ be any pre super-KMSβ functional on (A,Γ, σt, d). Consider µ˜β :=
µβ(Γae
−βH). Using condition 2 of Definition V.2, one easily verifies that µ˜β(ab) = µ˜β(ba),
and so µ˜β is proportional to the trace and the claim follows. 
Proposition V.4. Let (Ai,Γi, σit), i = 1, 2 be two Z2-graded C∗-dynamical systems which
have unique, up to a multiplicative constant, pre super-KMSβ functionals µ
i
β. Then µ
1
β⊗µ2β
is a unique, up to a multiplicative constant, pre super-KMSβ functional on the tensor
product (A1 ⊗A2,Γ1 ⊗ Γ2, σ1t ⊗ σ2t ).
Proof. Let µβ be any pre super-KMSβ functional on the tensor product. The statement
follows easily from the fact that for any b ∈ A2 the following functional on A1:
µβ,b(a) := µβ(a⊗ b)
is a pre super-KMSβ functional. 
The following theorem can now be easily deduced from Proposition V.3, Proposition
V.4, and Proposition 8 of [BC].
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Theorem V.5. For every β > 0, there exists a unique, up to a multiplicative constant,
super-KMSβ functional on the almost periodic quantum algebra (A,Γ, σt, d).
Proof. We are going to prove that there is a unique pre super-KMSβ functional on the
Z2-graded C
∗-dynamical system (A,Γ, σt). It will follow from the construction that that
functional is, in fact, a super-KMSβ functional.
It follows from Proposition III.2 and the structure theorems for Af , see [BR], that the
C
∗-algebra A is isomorphic with the following infinite tensor product:
A =
⊗
ω∈Ω
Tω ⊗ Aω,
where Tω is the Toeplitz algebra and Aω is generated by the fermionic creation and an-
nihilation operators b∗ω, bω, and is isomorphic with M2(C), the algebra of 2 × 2 matrices.
Additionally, both the grading Γ and the dynamics σt factor with respect to the above
decomposition,
Γ =
⊗
ω∈Ω
Γω, σt =
⊗
ω∈Ω
σt,ω.
It is easy to verify that Γω is trivial on Tω, so that Γω = I ⊗ Γfω. The generator of σt,ω
is the supersymmetric harmonic oscillator hamiltonian Hω = |ω|(a∗ωaω + b∗ωbω), and so
we have a further decomposition: σt,ω = σ
b
t,ω ⊗ σft,ω. The system (Aω,Γf , σft,ω) is finite
dimensional, and thus by Proposition V.3 it has a unique pre super-KMSβ functional. The
uniqueness of a pre super-KMSβ functional on (Tω,Γ
b = I, σbt,ω) follows from Proposition
8 of [BC] since the proof of that proposition does not require any positivity assumptions
on the functional. Moreover, any pre super-KMSβ functional on Tω ⊗Aω is proportional
to
a→ Str(ae−βHω ),
and consequently is a super-KMSβ functional. The theorem now follows from Proposition
V.4. 
Appendix A. An Ingham type tauberian theorem
In this appendix we prove a technical result used in Section II to establish the quantum
ergodicity of the quantized Kronecker dynamics. This result is a variant of Ingham’s
tauberian theorem [I], see also [P], and differs from the original theorem in some of the
hypotheses.
Let N(x) be a nondecreasing function of bounded variation satisfying the following
assumptions:
(1) N(x) = 0, for all x ≤ 0;
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(2) for all σ > 0,
∫∞
0
e−σxdN(x) <∞;
(3) for all s = σ + it, σ > 0, t ∈ R, the function φ(s) defined by
eφ(s) =
∫ ∞
0
e−sxdN(x) (A.1)
is holomorphic.
The function φ(s) will play a fundamental role in the following analysis. Ingham’s original
theorem requires detailed knowledge of the asymptotic of φ(s) as s approaches 0 within an
angle. Such an asymptotic is usually difficult to obtain. Somewhat different assumptions
on φ(s) lead to a result which is well tailored for our purposes. Specifically, we require
that:
(α)
−σφ′(σ)ր∞, and σ2φ′′(σ)ր∞, as σ ց 0; (A.2)
(β) ∣∣σφ′′′(σ)
φ′′(σ)
∣∣ = O(1), as σ ց 0; (A.3)
(γ) for any ∆ > 0, there is σ0 > 0 such that the triangle
T (∆, σ0) = {σ + it : 0 < σ < σ0, |t| < ∆σ}
does not contain nonreal roots of Imφ′(s).
We can now formulate the main result of this appendix..
Theorem A.1. Under the above assumptions (1 - 3) and (α - γ),
N(E) =
(
2πσ2Eφ
′′(σE)
)−1/2
eσEE+φ(σE)
(
1 + o(1)
)
, as E →∞, (A.4)
where σE is the unique solution to the equation
φ′(σ) + E = 0. (A.5)
Proof. The existence and uniqueness of the solution of (A.5) follows from assumption (α).
Integrating by parts in the right hand side of (A.1) we obtain the identity
eφ(σ+it)
σ + it
=
∫ ∞
0
e−(σ+it)xN(x)dx. (A.6)
19
S. KLIMEK and A. LES´NIEWSKI
Let g be an integrable function. Multiplying (A.6) by eE(σ+it)g(t) and integrating over t
we obtain, after a change of the order of integration,∫ ∞
−∞
eψE(σ+it)
σ + it
g(t)dt =
√
2π
∫ ∞
−∞
eσ(E−x)ĝ(x− E)N(x)dx, (A.7)
where we have set
ψE(s) = φ(s) +Es. (A.8)
Shifting the integration variable in the right hand side of (A.7) we rewrite (A.7) as the
following basic identity
1
2π
∫ ∞
−∞
eψE(σ+it)
σ + it
g(t)dt =
1√
2π
∫ ∞
−∞
e−σxĝ(x)N(x+ E)dx. (A.9)
We take the function g to be of the form g(t) = f(t/T ), where f is continuous in the
interval [−1, 1] and zero outside it, f(0) = 1, and where T > 0 is a number which will be
chosen shortly. We let L(σ) denote the left hand side of (A.9), i.e.
L(σ) =
1
2π
∫ T
−T
eψE(σ+it)
σ + it
f(t/T )dt.
For 0 < δ < T , we decompose L(σ) into two parts
L(σ) =
1
2π
∫
|t|≤δ
eψE(σ+it)
σ + it
f(t/T )dt+
1
2π
∫
δ<|t|<T
eψE(σ+it)
σ + it
f(t/T )dt
≡ L(1)(σ) + L(2)(σ),
and analyze them separately.
So far the considerations have been quite general, and we will now start making
specific choices. Pick any ∆ > 0 (which we will eventually want to make arbitrarily large),
and choose σ0 > 0 such that the triangle T (∆, σ0) defined in assumption (γ) does not
contain nonreal roots of Imφ′(s). Take E sufficiently large so that σE < σ0. To simplify
the notation, σE will be denoted by σ in the throughout the remainder of this proof.
Furthermore, take E large enough so that
∆√
σ2φ′′(σ)
≤ 1, (A.10)
which is possible by assumption (α). Set T = σ∆. The choice of δ will be made shortly.
To analyze L(1)(σ) we expand ψE(s) around s = σ (in the following the subscript E
in ψE will be suppressed):
ψ(σ + it) = ψ(σ)− 1/2 φ′′(σ)t2 − 1/6 φ′′′(θ)it3,
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for a θ belonging to the line segment which joins σ− iδ and σ+ iδ. By assumption (β) we
have,
|φ′′′(θ)t| ≤ ∣∣σφ′′′(σ)
φ′′(σ)
∣∣ δ
σ
φ′′(σ) = o(1)φ′′(σ),
if δ/σ = o(1), as E →∞. We now make the following choice of δ:
δ =
(
σ2
φ′′(σ)
)1/4
. (A.11)
Then, by assumption (α), δ/σ = (σ2φ′′(σ))−1/4 = o(1), and consequently
ψ(σ + it) = ψ(σ)− 1/2 φ′′(σ)(1 + o(1))t2.
Therefore,
L(1)(σ) =
1
2π
∫ δ
−δ
1
σ
f(0)eψ(σ)e−1/2 φ
′′(σ)(1+o(1))t2
=
eψ(s)
2π
√
σ2φ′′(σ)
∫ δ(φ′′(σ))1/2
−δ(φ′′(σ))1/2
e−1/2 (1+o(1))t
2
dt (1 + o(1)).
But δ(φ′′(σ))1/2 = (σ2φ′′(σ))1/4 → ∞, as E → ∞, and so the gaussian integral above
becomes an integral over entire R in this limit. As a result,
L(1)(σ) =
(
2πσ2φ′′(σ)
)−1/2
eψ(σ)
(
1 + o(1)
)
.
We now turn to the analysis of L(2)(σ). We wish to show that this term is much
smaller than the previous one. Indeed,
∣∣L(2)(σ)∣∣ ≤ T sup |f(t/T )| 1
σ
sup
δ<|t|<T
∣∣eψ(σ+it)∣∣
= O(1)∆ sup
δ<|t|<T
eReψ(σ+it).
Assumption (γ) implies that the above supremum is attained at |t| = δ. To see this, we
consider the function
t→ Reψ(σ + it) = Reφ(σ + it) + Eσ.
The critical points of this function satisfy
0 =
d
dt
Re(φ(σ + it) +Eσ) = Imφ′(σ + it).
21
S. KLIMEK and A. LES´NIEWSKI
Hence there are no critical points in the interval δ < |t| < T = σ∆, and the function
attains its maximum value at an endpoint. Consequently, using a Taylor expansion as in
the analysis of L(1)(σ),∣∣L(2)(σ)∣∣ ≤ O(1)∆ eReψ(σ±iδ) = O(1)∆ eψ(σ)−1/2φ′′(σ)δ2(1+o(1)).
It is easy to see that, with our choices of δ and ∆, we have
∆e−1/2φ
′′(σ)δ2 ≪ (σ2φ′′(σ))−1/2
and so L(2)(σ) = o(1)L(1)(σ). This concludes the analysis of the left hand side of (A.9).
The asymptotic behavior of L(σ) turns out to be independent of the choice of function
f . In the following we study the right hand side of (A.9) which will be denoted by R(σ).
We shall make suitable choices of f in order to get bounds on N(E) from above and from
below.
Lemma A.2. Define
N˜(E) :=
(
2πσ2φ′′(σ)
)−1/2
eσE+φ(σ). (A.12)
Then
N˜(E +O(1)/σ) = N˜(E)
(
1 + o(1)
)
.
Proof. Let σ1 be the unique solution of the equation −φ′(σ1) = E + O(1)/σ. Taylor
expanding φ′ around σ yields
σ1 = σ +
O(1)
σφ′′(σ)
,
since 1/σφ′′(σ) ≪ σ. It then follows readily that σ1 = σ
(
1 + o(1)
)
. In a similar fashion,
we conclude that φ′′(σ1) = φ
′′(σ)
(
1 + o(1)
)
, and ψ(σ1) = ψ(σ) + o(1). Inserting these
expressions into the definition of N˜(E +O(1)/σ) completes the proof. 
Choice 1. Set
f(t) =
{
1− |t|, if |t| ≤ 1,
0, otherwise.
The Fourier transform of f is
f̂(x) =
1√
2π
(
sin(x/2)
x/2
)2
,
and thus the right hand side of (A.9) is
R(σ) =
T
2π
∫
R
e−xσ
(
sin(Tx/2)
Tx/2
)2
N(E + x) dx. (A.13)
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The integrand of (A.13) is positive and so, for any Λ,
R(σ) ≥ T
2π
∫ Λ
−Λ
e−xσ
(
sin(Tx/2)
Tx/2
)2
N(E + x) dx
≥ N(E − Λ) e−σΛ 1
2π
∫ TΛ
−TΛ
(
sin(x/2)
x/2
)2
dx,
where we have used the monotonicity of N(x). Now take Λ = 1/(σ
√
∆). With this choice,
σΛ = 1/
√
∆, and the exponential term in the above formula tends to 1, as ∆ → ∞.
Similarly, TΛ =
√
∆ and the integral over (−TΛ, TΛ) tends to the integral (equal to 1)
over all of R. This yields the inequality
R(σ) ≥ N(E − Λ)(1 + o(1)).
Replacing E by E − Λ and using Lemma A.2, we conclude that
N(E) ≤ N˜(E)(1 + o(1)).
Choice 2. Set
f1(t) =
{
1
2iµ
(
eiµ|t| − e−iµ|t|) , if |t| ≤ 1
0, otherwise,
where µ = 2kπ, 0 < k ∈ Z. Let
f2(t) =
{
1− |t|, if |t| ≤ 1,
0, otherwise,
and take f = f1 + f2. The Fourier transform of f is
f̂(x) =
1√
2π
(
sin(x/2)
x/2
)2
µ2
µ2 − x2 ,
and so f̂(x) < 0, for |x| > µ. Consequently,
R(σ) ≤ T
2π
∫
|Tx|≤µ
e−xσ
(
sin(Tx/2)
Tx/2
)2
µ2
µ2 − x2 N(E + x) dx
≤ N(E + µ/T ) eµσ/T 1
2π
∫ µ
−µ
(
sin(x/2)
x/2
)2
µ2
µ2 − x2 dx,
by monotonicity. Now take k to be the integer part of [
√
∆]. With this choice, the integral
above tends to 1, as ∆ → ∞. Also, µσ/T ∼ ∆−1/2 → 0 and the exponential term tends
to 1. Since µ/T ∼ 1/σ√∆, we can use Lemma A.2 to replace E by E + µ/T . This yields
N(E) ≥ N˜(E)(1 + o(1)),
and concludes the proof of the theorem. 
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Corollary A.3. With the above assumptions we have
N
(
E +O(1)
)
= N(E)
(
1 + o(1)
)
.
Proof. This follows directly from Theorem A.1 and Lemma A.2. 
Appendix B. Some examples of Kronecker systems
The theorem below provides a source of examples of Kronecker systems satisfying the
assumptions of Theorem A.1.
Theorem B.1. Let ωn = An
α(1 + µn), where A > 0 and α ≥ 1 are constant, and where
µn = o(1), as n→∞. Then φ(s) satisfies the assumptions of Theorem A.1.
Proof. Assumptions (1) – (3) of Appendix A are clearly satisfied, and so it is sufficient to
verify assumptions (α) – (γ).
Assumption (α) is a consequence of the following equalities:
−σφ′(σ) =
∞∑
n=1
f(σωn),
σ2φ′′(σ) =
∞∑
n=1
f(σωn),
where the functions f and g are given by
f(x) =
xe−x
1− e−x , g(x) =
x2e−x
(1− e−x)2 .
Since both f(x) and g(x) increase monotonically 1 as xց 0, the claim follows.
To prove (β), we note that
−σ3φ′′′(σ) ≤ θ(σ),
and
σ2φ′′(σ) ≥ Cǫθ((1− ǫ)σ), for some 0 < ǫ < 1,
where θ(σ) is defined in (II.8). Since ωn = An
α(1 + µn) implies that θ(σ) = Cσ
−1/α(1 +
o(1)), as σ → 0, we conclude that
∣∣σφ′′′(σ)
φ′′(σ)
∣∣ ≤ O(1) θ(σ)
θ((1− ǫ)σ) = O(1),
as σ → 0.
Finally, assumption (γ) is verified in the following lemma. 
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Lemma B.2. Under the assumptions of Theorem B.1,
Imφ′(σ + ixσ) = CA,ασ
−βx
(
h(x) + o(1)
)
, (B.1)
for x ∈ R, as σ → 0, uniformly in |x| ≤ ∆. Here β = 1+α−1, and h(x) is a function such
that h(x) 6= 0, for all x ∈ R.
Proof. Explicitly,
Imφ′(σ + ixσ) =
∑
n≥1
λn e
−σλn sin(xσλn)
1 + e−2σλn − 2e−σλn cos(xσλn) . (B.2)
We will analyze this expression in two steps.
Step 1. Assume first that λn = An
α, and set un = (Aσ)
1/αn. Then
Imφ′(σ + ixσ) = A−1/ασ−βx
∑
n≥1
ψ(un, x)∆un, (B.3)
where
ψ(u, x) =
1
2s
uα sin(xuα)
coshuα − cosxuα , (B.4)
and where ∆un = un − un−1 = (Aσ)1/α. The sum in (B.3) is a Riemann sum of the
integral
1
s
∫ ∞
0
uα sin(xe−u
α
uα)
1 + e−2uα − 2e−uα cos(xuα) du = CA,αh(x), (B.5)
where CA,α = α
−1Γ(β)ζ(β), and where
h(x) = (1 + x2)β/2
sin(β arctanx)
x
. (B.6)
Note that h(x) 6= 0, if α ≥ 1. We claim that the difference of the Riemann sum in (B.3)
and the integral (B.5) is o(1), as σ → 0. Indeed, this difference can be written as
∑
n≥1
∫ un
un−1
(
ψ(un, x)− ψ(u, x)
)
du,
which can readily be bounded by
A1/ασβ
∑
n≥1
max
un−1≤u≤un
∣∣ ∂
∂u
ψ(u, x)
∣∣. (B.7)
Using the fact that, uniformly in x,
∣∣ ∂
∂u
ψ(u, x)
∣∣ ≤ {O(1)u−1, if 0 < u ≤ 1;
O(1)e−(1−ǫ)u, if u > 1,
(B.8)
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(with 0 < ǫ < 1), we can bound (B.7) by
O(1)σβ
∑
1≤n≤(Aσ)−1/α
(Aσ)−1/αn−1 +O(1)σβ
∑
n>(Aσ)−1/α
e−(1−ǫ)(Aσ)
1/αn
= O(1)σ log(Aσ)−1/α +O(1)σ
= o(1),
and our claim follows.
Step 2. In the general case, we write σλn = un(1 + µn), with un as before. We now claim
that the difference ∑
n≥1
(
ψ(un(1 + µn), x)− ψ(un, x)
)
∆un (B.9)
is o(1), as σ → 0. Indeed, using (B.8) we can bound (B.9) by
∑
n≥1
un|µn|∆un max
u∈[un−1,un]
∣∣ ∂
∂u
ψ(u, x)
∣∣
≤ O(1)σ1/α
∑
1≤Λ
1 +O(1)σ2/α
∑
n>Λ
µnne
−(1−ǫ)(Aσ)1/αn
O(1)σ1/αΛ+O(1) sup
n>Λ
µn,
where Λ > 0 is arbitrary. Choosing e.g. Λ = σ−1/(2α) we conclude that the above
expression is o(1), as σ → 0. 
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