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ABSTRACT
Reinforcement learning (RL) is a general-purpose machine learning framework, which
considers an agent that makes sequential decisions in an environment to maximize its
reward. Deep reinforcement learning (DRL) approaches use deep neural networks as non-
linear function approximators that parameterize policies or value functions directly from
raw observations in RL. Although DRL approaches have been shown to be successful
on many challenging RL benchmarks, much of the prior work has mainly focused on
learning a single task in a model-free setting, which is often sample-inefficient. On the
other hand, humans have abilities to acquire knowledge by learning a model of the world in
an unsupervised fashion, use such knowledge to plan ahead for decision making, transfer
knowledge between many tasks, and generalize to previously unseen circumstances from the
pre-learned knowledge. Developing such abilities are some of the fundamental challenges
for building RL agents that can learn as efficiently as humans.
As a step towards developing the aforementioned capabilities in RL, this thesis develops
new DRL techniques to address three important challenges in RL: 1) planning via prediction,
2) rapidly generalizing to new environments and tasks, and 3) efficient exploration in
complex environments.
The first part of the thesis discusses how to learn a dynamics model of the environment
using deep neural networks and how to use such a model for planning in complex domains
where observations are high-dimensional. Specifically, we present neural network architec-
tures for action-conditional video prediction and demonstrate improved exploration in RL.
In addition, we present a neural network architecture that performs lookahead planning by
predicting the future only in terms of rewards and values without predicting observations.
We then discuss why this approach is beneficial compared to conventional model-based
planning approaches.
The second part of the thesis considers generalization to unseen environments and tasks.
We first introduce a set of cognitive tasks in a 3D environment and present memory-based
DRL architectures that generalize better to previously unseen 3D environments compared to
existing baselines. In addition, we introduce a new multi-task RL problem where the agent
should learn to execute different tasks depending on given instructions and generalize to
new instructions in a zero-shot fashion. We present a new hierarchical DRL architecture that
x
learns to generalize over previously unseen task descriptions with minimal prior knowledge.
The third part of the thesis discusses how exploiting past experiences can indirectly drive
deep exploration and improve sample-efficiency. In particular, we propose a new off-policy
learning algorithm, called self-imitation learning, which learns a policy to reproduce past
good experiences. We empirically show that self-imitation learning indirectly encourages
the agent to explore reasonably good state spaces and thus significantly improves sample-
efficiency on RL domains where exploration is challenging.
Overall, the main contribution of this thesis are to explore several fundamental challenges
in RL in the context of DRL and develop new DRL architectures and algorithms to address
such challenges. This allows us to understand how deep learning can be used to improve
sample efficiency, and thus come closer to human-like learning abilities.
xi
CHAPTER I
Introduction
Reinforcement learning (RL) is an area of machine learning that considers an agent which
learns to make sequential decisions by interacting with an environment (Sutton and Barto,
1998). At each time-step, the agent chooses an action in the environment and receives a
new observation and a reward. The typical goal for the agent agent is to learn a policy
that maximizes cumulative reward. RL is a general-purpose learning framework which can
address many important aspects of artificial intelligence (AI) and has many applications
such as robot control (Kober et al., 2013), recommendation system (Li et al., 2010), and
dialog system (Singh et al., 2002).
Deep learning is another area of machine learning that aims to learn hierarchical rep-
resentations (i.e., abstractions) from raw data (LeCun et al., 2015; Lee, 2010; Hinton and
Salakhutdinov, 2006). Deep learning approaches remove the necessity for hand-engineered
features which require domain-specific knowledge. Due to the recent advances in hardware,
large-scale datasets, optimization methods, and regularization methods, deep neural net-
works have been successfully applied to many supervised learning problems such as visual
recognition (Krizhevsky et al., 2012; Szegedy et al., 2015; Girshick et al., 2014), speech
recognition (Hinton et al., 2012), and natural language processing (Mikolov et al., 2013;
Cho et al., 2014).
More recently, the success of deep learning has been extended to RL, which created
a new research area called deep reinforcement learning (DRL). The main idea is to use a
deep neural network as a non-linear function approximator for representing a value function
or a policy directly from raw observations (e.g., pixel images). By learning from raw
observations using neural networks, DRL approaches can learn state representations that
are useful for control without requiring any domain knowledge. This approach has turned
out to be very successful on challenging RL benchmarks (Bellemare et al., 2013). For
example, Mnih et al. (2015) showed that RL agents parameterized by deep neural networks
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can achieve human-level performance on challenging Atari games (Bellemare et al., 2013)
without any game-specific knowledge. Silver et al. (2016, 2017a) showed that a Monte-Carlo
Tree Search (MCTS) (Browne et al., 2012) augmented by a deep neural network, which is
learned purely from self-play, can beat the best professional Go players in the world.
Although these advances in DRL are remarkable, prior work on DRL has mainly focused
on learning a single task in a model-free setting, which is often sample-inefficient. On
the other hand, humans have abilities to acquire knowledge by learning a model of the
world in an unsupervised fashion, use such knowledge to plan ahead for decision making,
transfer knowledge between many tasks, and generalize to unseen circumstances from the
pre-learned knowledge. Developing such abilities are some of the fundamental challenges
for building RL agents that can learn as efficiently as humans, which has not been much
discussed in the DRL area.
The main goal of this thesis is to build more efficient RL agents by developing such
abilities through DRL techniques. Specifically, we consider and address three important
problems in RL: 1) planning via prediction, 2) generalizing to new environments and tasks,
3) and exploring efficiently in complex environments. We discuss more details below.
Firstly, the ability to predict the future is one of the key aspects of AI, because predicting
what would happen in the future amounts to learning and understanding the dynamics
of the environment (e.g., physics of the world) (James, 2013; Bubic et al., 2010). In the
context of RL, learning a dynamics model amounts to predicting the future state conditioned
on the agent’s action. This can be a very rich unsupervised learning signal by itself that
encourages the agent to learn useful state representations. Besides, the agent can potentially
use the learned model to improve exploration or perform planning by simulating the future.
Although there has been a long history of work in this direction (Sutton, 1990; Sutton et al.,
2008; Yao et al., 2009), most of the work considered relatively simple domains such as
2D grid-world where a linear function is expressive enough to represent a state-transition
function. On the other hand, there has not been much work on how to build an accurate
dynamics model of the environment and how to use it to improve control and planning on
complex domains where the observations are high-dimensional.
In the first part of this thesis (Chapter III and Chapter IV), we present neural network
architectures that learn to simulate the future in an action-conditional way and show how a
learned model can be used to improve control. More specifically, we first discuss how to
make reliable long-term predictions of high-dimensional observations using neural networks
and show multiple ways to evaluate the quality and the usefulness of such a learned model on
Atari games. In addition, this thesis develops a unified DRL framework that integrates both
model-free and model-based RL approaches into a single neural network by jointly learning
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to predict the future and estimate the value of the state. More importantly, the proposed
approach learns a dynamics model only in terms of rewards and values without needing to
predict observations. We discuss how to perform lookahead planning with such a model
and demonstrate the advantage of our approach compared to conventional model-based and
model-free RL methods.
In addition to prediction and planning, the ability to quickly generalize to new situations
or tasks based on prior experience is also one of the important problems in RL (Taylor and
Stone, 2009; Lake et al., 2016). As a motivating example, humans can often easily find an
exit in a new building, because we have learned a general strategy to navigate the 3D world
and have knowledge about common building structures. We can also easily travel through
a new city following a guidebook or use a new device (e.g., smartphone) based on prior
knowledge or instructions (if available). Developing such a strong generalization ability
is an important challenge for scaling up RL agents to a large number of states and tasks
because the agent does not need any additional learning to handle new situations if it can
generalize well. Although deep neural networks have been used to handle high-dimensional
observations in RL, it remains an open question how to use deep learning to improve
generalization ability in RL, which is the key motivation of using function approximation
methods in RL (Sutton and Barto, 1998; Sutton, 1996).
The second part of the thesis (Chapter V and Chapter VI) develops several techniques to
improve the generalization ability using deep neural networks. In particular, we consider
partially observable environments where the agent should remember useful information
from the past to solve a task. We introduce a set of cognitive tasks in a 3D environment
and evaluates the agent’s generalization performance on unseen 3D environments. We also
present new memory-based architectures and demonstrate that the proposed architectures
generalize better to unseen 3D worlds compared to existing baselines. In addition, this
thesis considers a new generalization problem where the agent should learn to execute a
set of tasks described by a form of instructions during training and generalize to unseen
instructions during evaluation. To solve this problem, we propose a hierarchical architecture
that learns to generalize by learning the relationship between different task descriptions.
We demonstrate that the proposed architecture can generalize from a small set of tasks to a
much larger set of tasks on a challenging 3D domain.
Finally, the trade-off between exploration and exploitation is another fundamental
challenge in RL. In complex environments, where it is infeasible for the agent to explore the
entire state-action space, it is important for the agent to efficiently explore the environment
in order to discover the source of reward more often and more quickly. However, even
with such an advanced exploration strategy, the frequency of receiving rewards can be still
3
low if the reward signal is extremely delayed or sparse. In such cases, it may still take a
huge amount of time for the agent to collect rewarding experiences and learn a good policy
from them. Much of the prior work on exploration in RL has focused on different ways
to provide exploration bonus reward to drive exploratory behavior based on curiosity or
intrinsic motivation (Schmidhuber, 1991; Strehl and Littman, 2008; Bellemare et al., 2016).
On the other hand, there has been relatively less understanding on how ‘exploiting’ good
experiences can boost learning progress and how it affects future exploration.
The third part of the thesis (Chapter VII) studies how exploiting past good experiences
can improve sample efficiency in complex environments. The main hypothesis is that
exploiting good experiences (i.e., high-rewarding episodes) indirectly drives deep explo-
ration and thus improves sample efficiency. To verify the hypothesis, we propose a new
off-policy actor-critic algorithm, called self-imitation learning, which learns to reproduce
past good experiences. We show that self-imitation learning allows the agent to quickly
learn a good policy from a few good episodes and increases the chance of getting the next
source of reward through further exploration. As a result, we demonstrate that self-imitation
learning significantly reduces the sample complexity on a variety of domains including hard
exploration Atari games.
To summarize, this thesis studies 1) how to build deep neural networks for learning a
dynamics model of the environment for look-ahead planning, 2) how to generalize from
prior experience to unseen partially observable environments and new tasks, and 3) how to
exploit the agent’s past experiences to drive deep exploration in RL.
1.1 Outline and Summary of Contributions
Chapter II describes background on deep reinforcement learning. Chapter III, IV, V, VI, and
VII are the main contributions of the thesis. The main ideas and results for each contribution
are described below. Chapter VIII summarizes the thesis and discusses future work.
Action-Conditional Video Prediction with Neural Networks (Chapter III)
This chapter considers a high-dimensional video prediction problem conditioned on action
sequences. Not only does this amount to learning a dynamics model of the environment in
RL, but also predicting high-dimensional video is itself interesting and challenging problem
in deep learning and generative modeling. This chapter presents novel deep architectures
that integrate a control variable (i.e., action) into a video prediction model. We show
several ways to evaluate the usefulness of the action-conditional video prediction model and
demonstrate that our architecture can predict more than 100 steps of visually-realistic future
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frames on Atari games. In addition, this chapter shows how to use such a learned model to
improve exploration in RL.
Value Prediction and Planning with Neural Networks (Chapter IV)
This chapter aims to answer an open research question on whether it is possible to perform
lookahead planning without explicitly simulating observations. This is based on the premise
that what we truly need for lookahead planning is the expected reward and value. To
answer this question, this chapter presents a novel DRL architecture that integrates both
model-free and model-based RL into a single neural network. Specifically, the proposed
architecture learns to predict future rewards and values without predicting observations, and
a state-transition model is implicitly learned through reward and value prediction objectives.
This chapter then empirically shows that the proposed architecture has several advantages
over both model-free and model-based RL architectures on a stochastic 2D domain and
Atari games where building an accurate observation-prediction model is hard.
Neural Memory Architecture for Partially Observable Environment (Chapter V)
The ability to handle partially observable environments is a key challenge in RL because
the agent is required to remember important information from the history of observations
to make an optimal decision. This chapter introduces a set of challenging cognitive tasks
in a 3D partially observable environment using Minecraft. The tasks require the agent
to navigate in a 3D world given first-person-view observations and perform non-trivial
reasoning (e.g., comparing visual patterns) to receive a positive reward. More importantly,
the agent should deal with unseen and larger 3D worlds during evaluation, which requires
memorizing important information for a longer time. This chapter systematically evaluates
different deep architectures and shows that our proposed memory-based architectures can
generalize much better to unseen and larger 3D environments than existing architectures.
Neural Hierarchical Architecture for Zero-Shot Task Generalization (Chapter VI)
In order for RL agents to be useful in real-world scenarios, the agent should be able to
understand and execute many different tasks. More importantly, it is desirable for the agent
to handle unseen tasks in a zero-shot way (e.g., a household robot that executes a variety of
human user’s natural language instructions). This chapter considers a new multi-task RL
problem where the agent should execute different tasks depending on given task descriptions
(i.e., instructions) and generalize to unseen and longer instructions during evaluation. To
solve the problem, we present a hierarchical DRL architecture where a meta-controller
passes a subtask to a low-level controller which executes it. Since it is infeasible to train
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the agent on all possible combinations of instructions, we propose a new objective that
allows the agent to learn all possible instructions without needing to experience them during
training using metric learning techniques in deep learning.
Self-Imitation Learning (Chapter VII)
In complex environments where it is infeasible for the agent to explore the entire state-
action space, achieving the balance between exploration and exploitation is crucial for
learning a good policy within a reasonable amount of time. This chapter studies how
exploiting past good experiences affects exploration and reduces sample complexity. More
specifically, we propose self-imitation learning which exploits past good experiences by
learning to reproduce them and demonstrate that self-imitation learning indirectly drives
deep exploration and thus significantly improve sample efficiency on a variety of challenging
RL domains such as hard exploration Atari games.
1.2 First Published Appearances of Contributions
Most of the contributions described in this thesis have been published at various venues.
The following list describes the publications corresponding to each chapter:
• Chapter III: Oh, J., Guo, X., Lee, H., Lewis, R. L., and Singh, S. (2015). Action-
conditional video prediction using deep networks in atari games. In Advances in the
Neural Information Processing System.
• Chapter IV: Oh, J., Singh, S., and Lee, H. (2017a). Value prediction network. In
Advances in the Neural Information Processing System.
• Chapter V: Oh, J., Chockalingam, V., Singh, S., and Lee, H. (2016). Control of
memory, active perception, and action in minecraft. In Proceedings of the International
Conference on Machine Learning.
• Chapter VI: Oh, J., Singh, S., Lee, H., and Kohli, P. (2017b). Zero-shot task generaliza-
tion with multi-task deep reinforcement learning. In Proceedings of the International
Conference on Machine Learning.
• Chapter VII: Oh, J., Guo, Y., Singh, S., and Lee, H. (2018). Self-imitation learning.
In Proceedings of the International Conference on Machine Learning.
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CHAPTER II
Background
2.1 Markov Decision Process
A Markov Decision Process (MDP) (Puterman, 2014) describes the interaction between an
agent and a stochastic environment. Throughout this thesis, we consider a finite MDP which
consists of:
• S: A finite set of states of the environment.
• A: A finite set of actions which the agent chooses.
• P (r, s′|s, a) : S ×A×R× S → [0, 1]: A transition probability that the environment
gives reward r and state s′ for state s and action a.
• γ ∈ [0, 1]: A discount factor that defines the present value of the future rewards.
In a finite MDP,the agent observes its state st ∈ S at each time-step t, chooses an action
at ∈ A, receives a reward r ∈ R, and observes the next state st+1 ∈ S. Such a sequential
interaction between the agent and the environment results in a trajectory as follows:
τ = (s0, a0, r0, s1, a1, r1, s2, a2, r2, ...). (2.1)
2.1.1 Policy and Value Functions
A stochastic policy pi : S ×A → [0, 1] is a probability distribution over actions given a state,
which is often represented as a conditional distribution pi(a|s). For a fixed policy pi, a value
function V pi : S → R and an action-value function (or Q-value function) Qpi : S ×A → R
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are defined as:
V pi(s) = Epi
[ ∞∑
t=0
γtrt
∣∣∣∣pi, s0 = s
]
(2.2)
Qpi(s, a) = Epi
[ ∞∑
t=0
γtrt
∣∣∣∣pi, s0 = s, a0 = a
]
. (2.3)
The goal of reinforcement learning (RL) is to find a policy pi which maximizes the discounted
sum of rewards (or value) as follows:
argmax
pi
V pi(s0) = Epi
[ ∞∑
t=0
γtrt
∣∣∣∣pi, s0
]
. (2.4)
2.1.2 Optimal Policies and Optimal Value Functions
There exists an optimal policy pi which maximizes both V pi(s) andQpi(s, a) for all s ∈ S and
a ∈ A (Puterman, 2014). The optimal value function V ∗(s) and the optimal action-value
function Q∗(s, a) are defined as:
V ∗(s) = max
pi
V pi(s), ∀s ∈ S (2.5)
Q∗(s, a) = max
pi
Qpi(s, a), ∀s ∈ S,∀a ∈ A (2.6)
V ∗(s) and Q∗(s, a) satisfy Bellman optimality equations as follows:
V ∗(s) = max
a∈A
Q∗(s, a) (2.7)
Q∗(s, a) = r(s, a) + γEs′ [V ∗(s′)] (2.8)
One can easily induce a deterministic optimal policy pi∗ given the optimal action-value
function as follows:
pi∗(s) = argmax
a∈A
Q∗(s, a) (2.9)
2.2 Q-Learning
Q-learning (Watkins and Dayan, 1992) is an off-policy temporal-difference (TD) learning
algorithm, which is designed to learn the optimal action-value function from trajectories.
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2.2.1 Tabular Q-Learning
Given state transitions s, a→ r, s′ from any behavior policy, the tabular Q-learning algo-
rithm updates an action-value function Q(s, a) as follows:
Q(s, a)← Q(s, a) + η
[
r + γmax
a′
Q(s′, a′)−Q(s, a)
]
(2.10)
where η is a learning rate. It is shown that this update rule converges to the optimal
action-value function with a minimal requirement that all state-action pairs continue to be
updated.
2.2.2 Q-Learning with Function Approximation
Q-learning can be used with function approximation where the action-value functionQθ(s, a)
is represented by a function approximator parameterized by θ. More specifically, given state
transitions s, a→ r, s′ from any behavior policy, the objective function of Q-learning with
function approximation is:
LQ = Es,a,r,s′
[
1
2
‖y −Qθ(s, a)‖2
]
(2.11)
y = r + γmax
a′
Qθ(s
′, a′) (2.12)
∇θLQ = Es,a,r,s′ [(y −Qθ(s, a))∇θQθ(s, a)] , (2.13)
where y is called target Q-value. Intuitively, we upate the parameter by taking a gradient
descent using θ ← θ − η∇θLQ with a learning rate of η so that Qθ(s, a) approximates the
target Q-value. Unlike tabular Q-learning, however, Q-learning with function approximation
does not guarantee convergence.
2.3 Policy Gradient
Policy gradient algorithms (Sutton et al., 1999a) directly compute the gradient of the
expected sum of rewards with respect to the policy parameter θ using the score function
gradient estimator. More formally, let piθ(a|s) be a policy parameterized by θ. The gradient
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of the value of the policy piθ(a|s) is given by:
∇θEpiθ
[ ∞∑
t=0
γtrt
]
= Epiθ
[ ∞∑
t=0
∑
a
∇θpiθ(a|st)Qpiθ(st, a)
]
(2.14)
= Epiθ
[ ∞∑
t=0
∑
a
∇θpiθ(a|st)
piθ(a|st) Q
piθ(st, a)piθ(a|st)
]
(2.15)
= Epiθ
[ ∞∑
t=0
∇θpiθ(at|st)
piθ(at|st) Q
piθ(st, at)
]
(2.16)
= Epiθ
[ ∞∑
t=0
∇θ log piθ(at|st)Qpiθ(st, at)
]
(2.17)
= Epiθ
[ ∞∑
t=0
∇θ log pi(at|st)Rt
]
, (2.18)
where Rt =
∑∞
k=t γ
k−trk is the return from a sample trajectory τ ∼ pi(a|s). We call this
particular form of policy gradient REINFORCE (Williams, 1992). Intuitively, REINFORCE
increases the probability of action at proportional to the return Rt.
2.3.1 Variance Reduction with Baseline
We can reduce the variance of the policy gradient using a state-dependent baseline b(st):
∇θEpiθ
[ ∞∑
t=0
γtrt
]
= Epiθ
[ ∞∑
t=0
∑
a
∇θpiθ(a|st)(Qpiθ(st, a)− b(st))
]
(2.19)
= Epiθ
[ ∞∑
t=0
∑
a
∇θpiθ(a|st)
piθ(a|st) (Q
piθ(st, a)− b(st))piθ(a|st)
]
(2.20)
= Epiθ
[ ∞∑
t=0
∇θpiθ(at|st)
piθ(at|st) (Q
piθ(st, at)− b(st))
]
(2.21)
= Epiθ
[ ∞∑
t=0
∇θ log piθ(at|st)(Qpiθ(st, at)− b(st))
]
(2.22)
= Epiθ
[ ∞∑
t=0
∇θ log pi(at|st)(Rt − b(st))
]
. (2.23)
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The baseline b(st) can be any function, as long as it does not depend on actions. This is
because of the following property:∑
a
∇θpiθ(a|st)b(st) = b(st)∇θ
∑
a
piθ(a|st) = b(st)∇θ1 = 0. (2.24)
A natural choice for the baseline is value-estimate Vθ(st) ≈ V piθ(st) which can be also
learned by a function approximator θ. Since REINFORCE is an on-policy Monte-Carlo
method for learning policy parameters, it is also natural to use the same samples for learning
a policy and a value function for the baseline. A typical form of policy gradient with
state-dependent baseline can be written as (
∑∞
t=0 is subsumed by Epiθ [·] for brevity):
Lpg = Epiθ
[Lpgpolicy + βLpgvalue] (2.25)
Lpgpolicy = −∇θ log pi(at|st)(Rt − Vθ(st)) (2.26)
Lpgvalue =
1
2
‖Vθ(st)−Rt‖2, (2.27)
where β is the relative weight between the policy gradient objective and the value function
objective. Intuitively, Equation 2.26 increases the probability of action at if the return is
higher than expected (Rt > Vθ(st)). Otherwise (Rt < Vθ(st)), it decreases the probability.
2.3.2 Actor-Critic
Although the baseline technique reduces the variance of the policy gradient estimator, the
term Rt =
∑∞
k=t γ
k−trk can have a high variance due to the stochasticity of the policy and
the environment. The actor-critic algorithm further reduces the variance of the gradient
through bootstrapping. More specifically, n-step actor-critic uses the following objective:
Lac = Epiθ
[Lacpolicy + βLpgvalue] (2.28)
Lacpolicy = −∇θ log pi(at|st)(Rnt − Vθ(st)) (2.29)
Lacvalue =
1
2
‖Vθ(st)−Rnt ‖2 (2.30)
Rnt =
n−1∑
k=0
γkrt+k + γ
nVθ(st+n). (2.31)
The only difference from Equation 2.25-2.27 is that we bootstrap the value at time-step t+n
instead of using the full return Rt. Though actor-critic introduces a bias proprotional to the
value estimation error, it reduces the variance of the gradient, which turns out to be more
sample-efficient in practice.
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2.4 Deep Q-Network
2.4.1 Overview
Deep Q-network (DQN) (Mnih et al., 2015) is the first deep reinforcement learning archi-
tecture which uses a deep neural network as a value function approximator trained through
Q-learning (Watkins and Dayan, 1992). In general, online Q-learning can be very unsta-
ble with non-linear function approximation (e.g., deep neural network). Deep Q-learning
alleviates the instability issue using the following ideas.
• Replay buffer: DQN stores all transitions in a replay buffer (Lin, 1992) and performs
Q-learning by randomly sampling a mini-batch of transitions from the replay buffer.
Compared to on-policy transitions that are temporally correlated, random samples
from the replay buffer are much less correlated.
• Target network: DQN uses a network with slightly outdated parameters called target
network for computing target Q-value. This delays the effect of parameter updates
and thus prevents rapid increment of Q-value estimates.
Algorithm 1 Deep Q-Learning
1: Initialize parameter θ
2: Initialize target network parameter θ−
3: Initialize replay buffer B ← ∅
4: for each iteration do
5: # Collect samples
6: s← Observe the current state
7: a← Choose an action according to -greedy policy
8: s′, r ← Execute a in the environment
9: B ← B ∪ (s, a, r, s′) Store transitions in the replay buffer
10: # Update parameters
11: Sample a mini-batch B = {(s, a, r, s′)} from the replay buffer B
12: Update the parameter θ using∇θLQ and B (Eq 2.34)
13: # Update target network parameters
14: θ− ← θ after every NT steps
15: end for
2.4.2 Algorithm
Let Qθ(s, a) : S ×A → R be an action-value function represented by a neural network with
a parameter θ. Deep Q-learning algorithm aims to learn the optimal action-value function
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by iteratively generating samples and updating the parameter θ as described in Algorithm 1
and further described below.
Generating experiences with -greedy policy Given a state s ∈ S , the agent chooses an
action by following -greedy policy which samples a random action a ∈ A with probability
of  or a greedy action a = argmaxa′ Qθ(s, a′) with probability of 1 − . Every state
transition (s, a, r, s′) is stored in the replay buffer (B = {(s, a, r, s′)}), which is used for
learning.
Learning DQN updates the parameters using a mini-batch of transitions randomly sam-
pled from the replay buffer B and using Q-learning objective LQ as follows:
LQ = Es,a,r,s′∼B
[
(y −Qθ (s, a))2
]
(2.32)
where y = r + γmax
a′
Qθ−(s
′, a′) (2.33)
∇θLQ = Es,a,r,s′∼B [(y −Qθ (s, a))∇θQθ(s, a)] , (2.34)
where γ ∈ R is a discount factor, and θ′ is the parameter of the target network. The parameter
of the target network (θ−) is updated to the parameter (θ) after every NT iterations.
2.4.3 Advanced DQNs
Double DQN van Hasselt (2010) observed that Q-learning tends to overestimate values
and becomes over-optimistic. To remedy this, they proposed to decouple the selection of
action from the evaluation when computing target Q-value. Double DQN (van Hasselt et al.,
2016) implemented this idea by computing target Q-value as follows:
y = r + γQθ−(s
′, argmax
a′
Qθ(s
′, a′)). (2.35)
The only difference from DQN is that the target network (θ−) is used to only evaluate the
value of the next state, and the best action is selected according to the parameter θ.
Dueling Architecture Wang et al. (2016) proposed a new network architecture for DQN.
Instead of directly producing Qθ(s, a) as an output, Dueling network produces a value Vθ(s)
and an advantage Aθ(s, a) as separate outputs. According to the definition of advantage,
Q-value can be easily constructed as follows: Qθ(s, a) = Vθ(s)+Aθ(s, a). Such a decompo-
sition without any modification to learning algorithm turns out to make optimization easier
and thus improve the performance of DQN.
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Prioritized Experience Replay Schaul et al. (2016) implemented the idea of prioritized
sweeping (Moore and Atkeson, 1993) in DQN. Instead of sampling uniformly from the
replay buffer for learning, prioritized replay prioritizes samples according to the temporal-
difference error (TD-error) |y−Qθ(s, a)| in Equation 2.32 with the assumption that samples
with high TD-errors are more informative for learning. It has been shown that prioritized
sampling significantly improves DQN.
2.5 Parallel Methods for Advantage Actor-Critic
2.5.1 n-step Advantage Actor-Critic
Advantage actor-critic is a variant of policy-gradient method which learns both a policy and
a value function as discussed in Chapter 2.5. More specifically, let piθ(a|s) : S ×A → [0, 1]
and Vθ(s) : S → R be a policy a value function parameterized by θ. Given a state st, the
agent generates n-step trajectories by sampling actions from its policy a ∼ piθ(a|s). Given
the n-step trajectory τ = (st, at, rt, st+1, at+1, rt+1, ..., st+n), n-step advantage actor-critic
updates the parameter θ using the following objective:
Lac = Eτ∼piθ
[Lacpolicy + βLacvalue] (2.36)
Lacpolicy = − log pi(at|st)(Rn − Vθ(st))− αH(piθ(at|st)) (2.37)
Lacvalue = ‖Vθ(st)−Rn‖2, (2.38)
where Rn =
∑n−1
k=0 γ
krt+k + γ
nVθ(st+n) is a n-step bootstrapped return. H(pi(at|st)) =
− log pi(at|st) is the entropy of the policy, which encourages the policy to be uniform and
prevents early convergence to a sub-optimal policy. The computation of actor-critic is easily
parallelizable because it is on-policy algorithm which does not re-use past trajectories.
2.5.2 Parallel and Synchronous Method (A2C)
A parallel and synchronous implementation of advantage actor-critic algorithm (A2C) (Dhari-
wal et al., 2017) is described in Algorithm 2. The key idea is to use K parallel environments
to execute actions in parallel. This makes the interaction between the agent and the envi-
ronment very efficient because the agent can interact with many different environments in
parallel (Line 7-9 in Algorithm 2). The rest of the algorithm including sampling actions
and updating parameters is all synchronous. This means that the neural network operations
(forward/backward pass) are executed in a single process which can effectively utilize
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Algorithm 2 Synchronous Advantage Actor-Critic (A2C)
1: Initialize parameter θ
2: Initialize K parallel environments
3: for each iteration do
4: for n steps do
5: Collect states s = {sk} from each environment k
6: Sample actions a ∼ piθ(a|s)
7: for each parallel environment k do (Parallel loop)
8: Execute action ak in the environment
9: end for
10: end for
11: Collect trajectories τ = {τk} from each environment k
12: Update the parameter θ using∇θLac and trajectories τ (Equation 2.36)
13: end for
Algorithm 3 Asynchronous Advantage Actor-Critic (A3C)
1: Initialize parameter θ
2: for each parallel thread k do (Parallel loop)
3: Initialize thread-specific parameter θk
4: Initialize thread-specific environment
5: for each iteration do
6: Synchronize parameter θk ← θ
7: Sample n-step trajectory τ ∼ piθ(a|s)
8: Update the parameter θ using ∇θkLac and trajectory τ (Equation 2.36)
9: end for
10: end for
graphics processing unit (GPU).
2.5.3 Parallel and Asynchronous Method (A3C)
A parallel and asynchronous implementation of advantage actor-critic algorithm (A3C) (Mnih
et al., 2016) is described in Algorithm 3. Unlike A2C, each thread in A3C has its own
parameter θk which is synchronized with the global parameter θ after every iteration. Each
thread compute the gradient of advantage actor-critic objective with its own trajectory and
update the global parameter θ with its local gradient ∇θkLac. This is asynchronous because
the thread-specific parameter θk can be slightly different from θ. This implementation better
utilizes CPUs because each thread does not need to wait for the other threads except for
parameter synchronization.
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CHAPTER III
Action-Conditional Video Prediction with Neural
Networks
Motivated by vision-based reinforcement learning (RL) problems, in particular Atari games
from the recent benchmark Arcade Learning Environment (ALE), this chapter considers
spatio-temporal prediction problems where future image-frames depend on control variables
or actions as well as previous frames. While not composed of natural scenes, frames in Atari
games are high-dimensional in size, can involve tens of objects with one or more objects
being controlled by the actions directly and many other objects being influenced indirectly,
can involve entry and departure of objects, and can involve deep partial observability. We
propose and evaluate two deep neural network architectures that consist of encoding, action-
conditional transformation, and decoding layers based on convolutional neural networks and
recurrent neural networks. Experimental results show that the proposed architectures are
able to generate visually-realistic frames that are also useful for control over approximately
100-step action-conditional futures in some games. To the best of our knowledge, this
is the first work to make and evaluate long-term predictions on high-dimensional video
conditioned by control inputs.
3.1 Introduction
Over the years, deep learning approaches (see Bengio (2009); Schmidhuber (2015) for
survey) have shown great success in many visual perception problems (e.g., Krizhevsky
et al. (2012); Ciresan et al. (2012); Szegedy et al. (2015); Girshick et al. (2014)). However,
modeling videos (building a generative model) is still a very challenging problem because
it often involves high-dimensional natural-scene data with complex temporal dynamics.
Thus, recent studies have mostly focused on modeling simple video data, such as bounc-
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ing balls or small patches, where the next frame is highly-predictable given the previous
frames (Sutskever et al., 2009; Mittelman et al., 2014; Michalski et al., 2014). In many
applications, however, future frames depend not only on previous frames but also on control
or action variables. For example, the first-person-view in a vehicle is affected by wheel-
steering and acceleration. The camera observation of a robot is similarly dependent on its
movement and changes of its camera angle. More generally, in vision-based reinforcement
learning (RL) problems, learning to predict future images conditioned on actions amounts
to learning a model of the dynamics of the agent-environment interaction, an essential
component of model-based approaches to RL. In this chapter, we focus on Atari games from
the Arcade Learning Environment (ALE) (Bellemare et al., 2013) as a source of challenging
action-conditional video modeling problems. While not composed of natural scenes, frames
in Atari games are high-dimensional, can involve tens of objects with one or more objects
being controlled by the actions directly and many other objects being influenced indirectly,
can involve entry and departure of objects, and can involve deep partial observability. To the
best of our knowledge, this is the first work to make and evaluate long-term predictions on
high-dimensional images conditioned by control inputs.
This chapter proposes, evaluates, and contrasts two spatio-temporal prediction archi-
tectures based on deep networks that incorporate action variables (See Figure 3.1). Our
experimental results show that our architectures are able to generate realistic frames over
100-step action-conditional future frames without diverging in some Atari games. We
show that the representations learned by our architectures 1) approximately capture natu-
ral similarity among actions, and 2) discover which objects are directly controlled by the
agent’s actions and which are only indirectly influenced or not controlled. We evaluated the
usefulness of our architectures for control in two ways: 1) by replacing emulator frames
with predicted frames in a previously-learned model-free controller (DQN; DeepMind’s
state of the art Deep-Q-Network for Atari Games (Mnih et al., 2013)), and 2) by using the
predicted frames to drive a more informed than random exploration strategy to improve a
model-free controller (also DQN).
3.2 Related Work
Video Prediction using Deep Networks. The problem of video prediction has led to
a variety of architectures in deep learning. A recurrent temporal restricted Boltzmann
machine (RTRBM) (Sutskever et al., 2009) was proposed to learn temporal correlations
from sequential data by introducing recurrent connections in RBM. A structured RTRBM
(sRTRBM) (Mittelman et al., 2014) scaled up RTRBM by learning dependency structures
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between observations and hidden variables from data. More recently, Michalski et al. (2014)
proposed a higher-order gated autoencoder that defines multiplicative interactions between
consecutive frames and mapping units, and showed that temporal prediction problem can
be viewed as learning and inferring higher-order interactions between consecutive images.
Srivastava et al. (2015) applied a sequence-to-sequence learning framework (Sutskever et al.,
2014) to a video domain, and showed that long short-term memory (LSTM) (Hochreiter
and Schmidhuber, 1997) networks are capable of generating video of bouncing handwritten
digits. In contrast to these previous studies, this chapter tackles problems where control
variables affect temporal dynamics, and in addition scales up spatio-temporal prediction to
larger-size images.
Combining Deep Learning and RL. Atari 2600 games provide challenging environ-
ments for RL because of high-dimensional visual observations, partial observability, and
delayed rewards. Approaches that combine deep learning and RL have made significant
advances (Mnih et al., 2013, 2015; Guo et al., 2014). Specifically, DQN (Mnih et al.,
2013) combined Q-learning (Watkins and Dayan, 1992) with a convolutional neural network
(CNN) and achieved state-of-the-art performance on many Atari games. Guo et al. (2014)
used the ALE-emulator for making action-conditional predictions with slow UCT (Kocsis
and Szepesvári, 2006), a Monte-Carlo tree search method, to generate training data for a
fast-acting CNN, which outperformed DQN on several domains. Throughout this chapter
we will use DQN to refer to the architecture used in Mnih et al. (2013) (a more recent
work (Mnih et al., 2015) used a deeper CNN with more data to produce the currently
best-performing Atari game players).
Action-Conditional Predictive Model for RL. The idea of building a predictive model
for vision-based RL problems was introduced by Schmidhuber and Huber (1991). They
proposed a neural network that predicts the attention region given the previous frame
and an attention-guiding action. More recently, Lenz et al. (2015) proposed a recurrent
neural network with multiplicative interactions that predicts the physical coordinate of a
robot. Compared to this previous work, our work is evaluated on much higher-dimensional
data with complex dependencies among observations. There have been a few attempts to
learn from ALE data a transition-model that makes predictions of future frames. One line
of work (Bellemare et al., 2013, 2014) divides game images into patches and applies a
Bayesian framework to predict patch-based observations. However, this approach assumes
that neighboring patches are enough to predict the center patch, which is not true in Atari
games because of many complex interactions. The evaluation in this prior work is 1-step
18
	  
	  
	  
	  
	  
	  
	  
	  
	  
action 
	  
	  
	  
encoding transformation decoding 
(a) Feedforward encoding
	  
	  
	  
	  
	  
	  
	  
	  
	  
	  
	  
	  
action 
encoding transformation decoding 
(b) Recurrent encoding
Figure 3.1: Proposed encoding-transformation-decoding network architectures.
prediction loss; in contrast, here we make and evaluate long-term predictions both for quality
of pixels generated and for usefulness to control.
3.3 Proposed Architectures and Training Method
The goal of our architectures is to learn a function f : x1:t, at → xt+1, where xt and at are the
frame and action variables at time t, and x1:t are the frames from time 1 to time t. Figure 3.1
shows our two architectures that are each composed of encoding layers that extract spatio-
temporal features from the input frames (§3.3.1), action-conditional transformation layers
that transform the encoded features into a prediction of the next frame in high-level feature
space by introducing action variables as additional input (§3.3.2) and finally decoding layers
that map the predicted high-level features into pixels (§3.3.3). Our contributions are in the
novel action-conditional deep convolutional architectures for high-dimensional, long-term
prediction as well as in the novel use of the architectures in vision-based RL domains.
3.3.1 Feedforward Encoding and Recurrent Encoding
Feedforward encoding takes a fixed history of previous frames as an input, which is
concatenated through channels (Figure 3.1a), and stacked convolution layers extract spatio-
temporal features directly from the concatenated frames. The encoded feature vector
henct ∈ Rn at time t is:
henct = CNN (xt−m+1:t) , (3.1)
where xt−m+1:t ∈ R(m×c)×h×w denotesm frames of h×w pixel images with c color channels.
CNN is a mapping from raw pixels to a high-level feature vector using multiple convolution
layers and a fully-connected layer at the end, each of which is followed by a non-linearity.
This encoding can be viewed as early-fusion (Karpathy et al., 2014) (other types of fusions,
e.g., late-fusion or 3D convolution (Tran et al., 2015) can also be applied to this architecture).
Recurrent encoding takes one frame as an input for each time-step and extracts spatio-
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temporal features using an RNN in which the temporal dynamics is modeled by the recurrent
layer on top of the high-level feature vector extracted by convolution layers (Figure 3.1b). In
this chapter, LSTM without peephole connection is used for the recurrent layer as follows:
[henct , ct] = LSTM
(
CNN (xt) ,henct−1, ct−1
)
, (3.2)
where ct ∈ Rn is a memory cell that retains information from a deep history of inputs.
Intuitively, CNN (xt) is given as input to the LSTM so that the LSTM captures temporal
correlations from high-level spatial features.
3.3.2 Multiplicative Action-Conditional Transformation
We use multiplicative interactions between the encoded feature vector and the control
variables:
hdect,i =
∑
j,l
Wijlh
enc
t,j at,l + bi, (3.3)
where henct ∈ Rn is an encoded feature, hdect ∈ Rn is an action-transformed feature, at ∈ Ra
is the action-vector at time t, W ∈ Rn×n×a is 3-way tensor weight, and b ∈ Rn is bias.
When the action a is represented using one-hot vector, using a 3-way tensor is equivalent
to using different weight matrices for each action. This enables the architecture to model
different transformations for different actions. The advantages of multiplicative interactions
have been explored in image and text processing (Taylor and Hinton, 2009; Sutskever et al.,
2011; Memisevic, 2013). In practice the 3-way tensor is not scalable because of its large
number of parameters. Thus, we approximate the tensor by factorizing into three matrices
as follows (Taylor and Hinton, 2009):
hdect = W
dec (Wenchenct Waat) + b, (3.4)
where Wdec ∈ Rn×f ,Wenc ∈ Rf×n,Wa ∈ Rf×a,b ∈ Rn, and f is the number of factors.
Unlike the 3-way tensor, the above factorization shares the weights between different actions
by mapping them to the size-f factors. This sharing may be desirable relative to the 3-
way tensor when there are common temporal dynamics in the data across different actions
(discussed further in §3.4.3).
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3.3.3 Convolutional Decoding
It has been recently shown that a CNN is capable of generating an image effectively using
upsampling followed by convolution with stride of 1 (Dosovitskiy et al., 2015). Similarly, we
use the “inverse" operation of convolution, called deconvolution, which maps 1× 1 spatial
region of the input to d× d using deconvolution kernels. The effect of s× s upsampling can
be achieved without explicitly upsampling the feature map by using stride of s. We found
that this operation is more efficient than upsampling followed by convolution because of the
smaller number of convolutions with larger stride.
In the proposed architecture, the transformed feature vector hdec is decoded into pixels
as follows:
xˆt+1 = Deconv
(
Reshape
(
hdec
))
, (3.5)
where Reshape is a fully-connected layer where hidden units form a 3D feature map, and
Deconv consists of multiple deconvolution layers, each of which is followed by a non-
linearity except for the last deconvolution layer.
3.3.4 Curriculum Learning with Multi-Step Prediction
It is almost inevitable for a predictive model to make noisy predictions of high-dimensional
images. When the model is trained on a 1-step prediction objective, small prediction errors
can compound through time. To alleviate this effect, we use a multi-step prediction objective.
More specifically, given the training data D =
{((
x
(i)
1 , a
(i)
1
)
, ...,
(
x
(i)
Ti
, a
(i)
Ti
))}N
i=1
, the
model is trained to minimize the average squared error over K-step predictions as follows:
LK (θ) = 1
2K
∑
i
∑
t
K∑
k=1
∥∥∥xˆ(i)t+k − x(i)t+k∥∥∥2 , (3.6)
where xˆ(i)t+k is a k-step future prediction. Intuitively, the network is repeatedly unrolled
through K time steps by using its prediction as an input for the next time-step.
The model is trained in multiple phases based on increasingK as suggested by Michalski
et al. (2014). In other words, the model is trained to predict short-term future frames and
fine-tuned to predict longer-term future frames after the previous phase converges. We found
that this curriculum learning (Bengio et al., 2009) approach is necessary to stabilize the
training. A stochastic gradient descent with backpropagation through time (BPTT) is used
to optimize the parameters of the network.
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3.4 Experiments
In the experiments that follow, we have the following goals for our two architectures. 1)
To evaluate the predicted frames in two ways: qualitatively evaluating the generated video,
and quantitatively evaluating the pixel-based squared error, 2) To evaluate the usefulness of
predicted frames for control in two ways: by replacing the emulator’s frames with predicted
frames for use by DQN, and by using the predictions to improve exploration in DQN, and
3) To analyze the representations learned by our architectures. We begin by describing the
details of the data, and model architecture, and baselines.
Data and Preprocessing. We used our replication of DQN to generate game-play video
datasets using an -greedy policy with  = 0.3, i.e. DQN is forced to choose a random action
with 30% probability. For each game, the dataset consists of about 500, 000 training frames
and 50, 000 test frames with actions chosen by DQN. Following DQN, actions are chosen
once every 4 frames which reduces the video from 60fps to 15fps. The number of actions
available in games varies from 3 to 18, and they are represented as one-hot vectors. We used
full-resolution RGB images (210× 160) and preprocessed the images by subtracting mean
pixel values and dividing each pixel value by 255.
Network Architecture. Across all game domains, we use the same network architecture
as follows. The encoding layers consist of 4 convolution layers and one fully-connected
layer with 2048 hidden units. The convolution layers use 64 (8 × 8), 128 (6 × 6), 128
(6 × 6), and 128 (4 × 4) filters with stride of 2. Every layer is followed by a rectified
linear function (Nair and Hinton, 2010). In the recurrent encoding network, an LSTM layer
with 2048 hidden units is added on top of the fully-connected layer. The number of factors
in the transformation layer is 2048. The decoding layers consists of one fully-connected
layer with 11264 (= 128× 11× 8) hidden units followed by 4 deconvolution layers. The
deconvolution layers use 128 (4× 4), 128 (6× 6), 128 (6× 6), and 3 (8× 8) filters with
stride of 2. For the feedforward encoding network, the last 4 frames are given as an input
for each time-step. The recurrent encoding network takes one frame for each time-step, but
it is unrolled through the last 11 frames to initialize the LSTM hidden units before making a
prediction. Our implementation is based on Caffe toolbox (Jia et al., 2014).
Details of Training. We use the curriculum learning scheme above with three phases of
increasing prediction step objectives of 1, 3 and 5 steps, and learning rates of 10−4, 10−5,
and 10−5, respectively. RMSProp (Tieleman and Hinton, 2012; Graves, 2013) is used with
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momentum of 0.9, (squared) gradient momentum of 0.95, and min squared gradient of
0.01. The batch size for each training phase is 32, 8, and 8 for the feedforward encoding
network and 4, 4, and 4 for the recurrent encoding network, respectively. When the recurrent
encoding network is trained on 1-step prediction objective, the network is unrolled through
20 steps and predicts the last 10 frames by taking ground-truth images as input. Gradients
are clipped at [−0.1, 0.1] before non-linearity of each gate of LSTM as suggested by Graves
(2013).
Two Baselines for Comparison. The first baseline is a multi-layer perceptron (MLP)
that takes the last frame as input and has 4 hidden layers with 400, 2048, 2048, and 400
units. The action input is concatenated to the second hidden layer. This baseline uses
approximately the same number of parameters as the recurrent encoding model. The second
baseline, no-action feedforward (or naFf ), is the same as the feedforward encoding model
(Figure 3.1a) except that the transformation layer consists of one fully-connected layer that
does not get the action as input.
3.4.1 Evaluation of Predicted Frames
Qualitative Evaluation: Prediction video. The prediction videos of our models and base-
lines are available at: https://sites.google.com/a/umich.edu/junhyuk-oh/
action-conditional-video-prediction. As seen in the videos, the proposed
models make qualitatively reasonable predictions over 30–500 steps depending on the game.
In all games, the MLP baseline quickly diverges, and the naFf baseline fails to predict the
controlled object. An example of long-term predictions is illustrated in Figure 3.2. We ob-
served that both of our models predict complex local translations well such as the movement
of vehicles and the controlled object. They can predict interactions between objects such
as collision of two objects. Since our architectures effectively extract hierarchical features
using CNN, they are able to make a prediction that requires a global context. For example,
in Figure 3.2, the model predicts the sudden change of the location of the controlled object
(from the top to the bottom) at 257-step.
However, both of our models have difficulty in accurately predicting small objects, such
as bullets in Space Invaders. The reason is that the squared error signal is small when
the model fails to predict small objects during training. Another difficulty is in handling
stochasticity. In Seaquest, e.g., new objects appear from the left side or right side randomly,
and so are hard to predict. Although our models do generate new objects with reasonable
shapes and movements (e.g., after appearing they move as in the true frames), the generated
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MLPStep naFf Feedforward Recurrent Ground	Truth Action
255
256
257
é
é
no-op
Figure 3.2: Example of predictions over 250 steps in Freeway. The ‘Step’ and ‘Action’
columns show the number of prediction steps and the actions taken respectively. The white
boxes indicate the object controlled by the agent. From prediction step 256 to 257 the
controlled object crosses the top boundary and reappears at the bottom; this non-linear shift
is predicted by our architectures and is not predicted by MLP and naFf. The horizontal
movements of the uncontrolled objects are predicted by our architectures and naFf but not
by MLP.
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Figure 3.3: Mean squared error over 100-step predictions
frames do not necessarily match the ground-truth.
Quantitative Evaluation: Squared Prediction Error. Mean squared error over 100-step
predictions is reported in Figure 3.3. Our predictive models outperform the two baselines
for all domains. However, the gap between our predictive models and naFf baseline is not
large except for Seaquest. This is due to the fact that the object controlled by the action
occupies only a small part of the image.
Qualitative Analysis of Relative Strengths and Weaknesses of Feedforward and Re-
current Encoding. We hypothesize that feedforward encoding can model more precise
spatial transformations because its convolutional filters can learn temporal correlations
directly from pixels in the concatenated frames. In contrast, convolutional filters in recurrent
encoding can learn only spatial features from the one-frame input, and the temporal context
has to be captured by the recurrent layer on top of the high-level CNN features without
localized information. On the other hand, recurrent encoding is potentially better for model-
ing arbitrarily long-term dependencies, whereas feedforward encoding is not suitable for
long-term dependencies because it requires more memory and parameters as more frames
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(a) Ms Pacman (28× 28 cropped)
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(b) Space Invaders (90× 90 cropped)
Figure 3.4: Comparison between two encoding models (feedforward and recurrent). (a)
Controlled object is moving along a horizontal corridor. As the recurrent encoding model
makes a small translation error at 4th frame, the true position of the object is in the crossroad
while the predicted position is still in the corridor. The (true) object then moves upward
which is not possible in the predicted position and so the predicted object keeps moving
right. This is less likely to happen in feedforward encoding because its position prediction is
more accurate. (b) The objects move down after staying at the same location for the first five
steps. The feedforward encoding model fails to predict this movement because it only gets
the last four frames as input, while the recurrent model predicts this downwards movement
more correctly.
are concatenated into the input.
As evidence, in Figure 3.4a we show a case where feedforward encoding is better at
predicting the precise movement of the controlled object, while recurrent encoding makes
a 1-2 pixel translation error. This small error leads to entirely different predicted frames
after a few steps. Since the feedforward and recurrent architectures are identical except
for the encoding part, we conjecture that this result is due to the failure of precise spatio-
temporal encoding in recurrent encoding. On the other hand, recurrent encoding is better
at predicting when the enemies move in Space Invaders (Figure 3.4b). This is due to the
fact that the enemies move after 9 steps, which is hard for feedforward encoding to predict
because it takes only the last four frames as input. We observed similar results showing that
feedforward encoding cannot handle long-term dependencies in other games.
3.4.2 Evaluating the Usefulness of Predictions for Control
Replacing Real Frames with Predicted Frames as Input to DQN. To evaluate how
useful the predictions are for playing the games, we implement an evaluation method that
uses the predictive model to replace the game emulator. More specifically, a DQN controller
that takes the last four frames is first pre-trained using real frames and then used to play
the games based on  = 0.05-greedy policy where the input frames are generated by our
predictive model instead of the game emulator. To evaluate how the depth of predictions
influence the quality of control, we re-initialize the predictions using the true last frames
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Figure 3.5: Game play performance using the predictive model as an emulator. ‘Emulator’
and ‘Rand’ correspond to the performance of DQN with true frames and random play
respectively. The x-axis is the number of steps of prediction before re-initialization. The
y-axis is the average game score measured from 30 plays.
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Table 3.1: Average game score of DQN over 100 plays with standard error. The first row
and the second row show the performance of our DQN replication with different exploration
strategies.
Model Seaquest S. Invaders Freeway QBert Ms Pacman
Random exploration 13119 (538) 698 (20) 30.9 (0.2) 3876 (106) 2281 (53)
Informed exploration 13265 (577) 681 (23) 32.2 (0.2) 8238 (498) 2522 (57)
after every n-steps of prediction for 1 ≤ n ≤ 100. Note that the DQN controller never takes
a true frame, just the outputs of our predictive models.
The results are shown in Figure 3.5. Unsurprisingly, replacing real frames with predicted
frames reduces the score. However, in all the games using the model to repeatedly predict
only a few time steps yields a score very close to that of using real frames. Our two
architectures produce much better scores than the two baselines for deep predictions than
would be suggested based on the much smaller differences in squared error. The likely cause
of this is that our models are better able to predict the movement of the controlled object
relative to the baselines even though such an ability may not always lead to better squared
error. In three out of the five games the score remains much better than the score of random
play even when using 100 steps of prediction.
Improving DQN via Informed Exploration. To learn control in an RL domain, explo-
ration of actions and states is necessary because without it the agent can get stuck in a bad
sub-optimal policy. In DQN, the CNN-based agent was trained using an -greedy policy
in which the agent chooses either a greedy action or a random action by flipping a coin
with probability of . Such random exploration is a basic strategy that produces sufficient
exploration, but can be slower than more informed exploration strategies. Thus, we propose
an informed exploration strategy that follows the -greedy policy, but chooses exploratory
actions that lead to a frame that has been visited least often (in the last d time steps), rather
than random actions. Implementing this strategy requires a predictive model because the
next frame for each possible action has to be considered.
The method works as follows. The most recent d frames are stored in a trajectory
memory, denoted D =
{
x(i)
}d
i=1
. The predictive model is used to get the next frame x(a) for
every action a. We estimate the visit-frequency for every predicted frame by summing the
similarity between the predicted frame and the most d recent frames stored in the trajectory
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(a) Random exploration. (b) Informed exploration.
Figure 3.6: Comparison between two exploration methods
on Ms Pacman. Each heat map shows the trajectories of the
controlled object measured over 2500 steps for the corre-
sponding method.
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Figure 3.7: Cosine similar-
ity between every pair of ac-
tion factors (see text for de-
tails).
memory using a Gaussian kernel as follows:
nD(x
(a)) =
d∑
i=1
k(x(a),x(i)) (3.7)
k(x,y) = exp(−
∑
j
min(max((xj − yj)2 − δ, 0), 1)/σ) (3.8)
where δ is a threshold, and σ is a kernel bandwidth. The trajectory memory size is 200 for
QBert and 20 for the other games, δ = 0 for Freeway and 50 for the others, and σ = 100 for
all games. For computational efficiency, we trained a new feedforward encoding network on
84× 84 gray-scaled images as they are used as input for DQN. Table 3.1 summarizes the
results. The informed exploration improves DQN’s performance using our predictive model
in three of five games, with the most significant improvement in QBert. Figure 3.6 shows
how the informed exploration strategy improves the initial experience of DQN.
3.4.3 Analysis of Learned Representations
Similarity among Action Representations. In the factored multiplicative interactions,
every action is linearly transformed to f factors (Waa in Equation 3.4). In Figure 3.7 we
present the cosine similarity between every pair of action-factors after training in Seaquest.
‘N’ and ‘F’ corresponds to ‘no-operation’ and ‘fire’. Arrows correspond to movements
with (black) or without (white) ‘fire’. There are positive correlations between actions that
have the same movement directions (e.g., ‘up’ and ‘up+fire’), and negative correlations
between actions that have opposing directions. These results are reasonable and discovered
automatically in learning good predictions.
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Prev.	frame Next	frame Prediction
Action Non-Action
Figure 3.8: Distinguishing controlled and uncontrolled objects. Action image shows a
prediction given only learned action-factors with high variance; Non-Action image given
only low-variance factors.
Distinguishing Controlled and Uncontrolled Objects is itself a hard and interesting
problem. Bellemare et al. (2012) proposed a framework to learn contingent regions of
an image affected by agent action, suggesting that contingency awareness is useful for
model-free agents. We show that our architectures implicitly learn contingent regions as
they learn to predict the entire image.
In our architectures, a factor (fi = (Wai,:)
>a) with higher variance measured over all
possible actions, Var (fi) = Ea
[
(fi − Ea[fi])2
]
, is more likely to transform an image differ-
ently depending on actions, and so we assume such factors are responsible for transforming
the parts of the image related to actions. We therefore collected the high variance (referred
to as “highvar") factors from the model trained on Seaquest (around 40% of factors), and
collected the remaining factors into a low variance (“lowvar") subset. Given an image and
an action, we did two controlled forward propagations: giving only highvar factors (by
setting the other factors to zeros) and vice versa. The results are visualized as ‘Action’ and
‘Non-Action’ in Figure 3.8. Interestingly, given only highvar-factors (Action), the model
predicts sharply the movement of the object controlled by actions, while the other parts are
mean pixel values. In contrast, given only lowvar-factors (Non-Action), the model predicts
the movement of the other objects and the background (e.g., oxygen), and the controlled
object stays at its previous location. This result implies that our model learns to distinguish
30
between controlled objects and uncontrolled objects and transform them using disentangled
representations (see Rifai et al. (2012); Reed et al. (2014); Yang et al. (2015) for related
work on disentangling factors of variation).
3.5 Discussion
This chapter introduced two different novel deep architectures that predict future frames
that are dependent on actions and showed qualitatively and quantitatively that they are able
to predict visually-realistic and useful-for-control frames over 100-step futures on several
Atari game domains. To our knowledge, this is the first to show good deep predictions in
Atari games. Since our architectures were domain independent we expect that they will
generalize to many vision-based RL problems. In future work we will learn models that
predict future reward in addition to predicting future frames and evaluate the performance
of our architectures in model-based RL.
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CHAPTER IV
Value Prediction and Planning with Neural
Networks
This chapter presents a novel deep reinforcement learning (RL) architecture, called Value
Prediction Network (VPN), which integrates model-free and model-based RL methods into
a single neural network. In contrast to typical model-based RL methods, VPN learns a
dynamics model whose abstract states are trained to make option-conditional predictions
of future values (discounted sum of rewards) rather than of future observations. Our
experimental results show that VPN has several advantages over both model-free and
model-based baselines in a stochastic environment where careful planning is required
but building an accurate observation-prediction model is difficult. Furthermore, VPN
outperforms Deep Q-Network (DQN) on several Atari games even with short-lookahead
planning, demonstrating its potential as a new way of learning a good state representation.
4.1 Introduction
Model-based reinforcement learning (RL) approaches attempt to learn a model that pre-
dicts future observations conditioned on actions and can thus be used to simulate the real
environment and do multi-step lookaheads for planning. We will call such models an
observation-prediction model to distinguish it from another form of model introduced in
this chapter. Building an accurate observation-prediction model is often very challenging
when the observation space is large (Oh et al., 2015; Finn et al., 2016; Kalchbrenner et al.,
2016; Chiappa et al., 2017) (e.g., high-dimensional pixel-level image frames), and even
more difficult when the environment is stochastic. Therefore, a natural question is whether
it is possible to plan without predicting future observations.
In fact, raw observations may contain information unnecessary for planning, such
32
as dynamically changing backgrounds in visual observations that are irrelevant to their
value/utility. The starting point of this work is the premise that what planning truly requires
is the ability to predict the rewards and values of future states. An observation-prediction
model relies on its predictions of observations to predict future rewards and values. What if
we could predict future rewards and values directly without predicting future observations?
Such a model could be more easily learnable for complex domains or more flexible for
dealing with stochasticity. In this chapter, we address the problem of learning and planning
from a value-prediction model that can directly generate/predict the value/reward of future
states without generating future observations.
Our main contribution is a novel neural network architecture we call the Value Prediction
Network (VPN). The VPN combines model-based RL (i.e., learning the dynamics of an
abstract state space sufficient for computing future rewards and values) and model-free RL
(i.e., mapping the learned abstract states to rewards and values) in a unified framework. In
order to train a VPN, we propose a combination of temporal-difference search (Silver et al.,
2012) (TD search) and n-step Q-learning (Mnih et al., 2016). In brief, VPNs learn to predict
values via Q-learning and rewards via supervised learning. At the same time, VPNs perform
lookahead planning to choose actions and compute bootstrapped target Q-values.
Our empirical results on a 2D navigation task demonstrate the advantage of VPN over
model-free baselines (e.g., Deep Q-Network (Mnih et al., 2015)). We also show that
VPN is more robust to stochasticity in the environment than an observation-prediction
model approach. Furthermore, we show that our VPN outperforms DQN on several Atari
games (Bellemare et al., 2013) even with short-lookahead planning, which suggests that
our approach can be potentially useful for learning better abstract-state representations and
reducing sample-complexity.
4.2 Related Work
Model-based Reinforcement Learning. Dyna-Q (Sutton, 1990; Sutton et al., 2008; Yao
et al., 2009) integrates model-free and model-based RL by learning an observation-prediction
model and using it to generate samples for Q-learning in addition to the model-free samples
obtained by acting in the real environment. Gu et al. (Gu et al., 2016) extended these ideas
to continuous control problems. Our work is similar to Dyna-Q in the sense that planning
and learning are integrated into one architecture. However, VPNs perform a lookahead
tree search to choose actions and compute bootstrapped targets, whereas Dyna-Q uses a
learned model to generate imaginary samples. In addition, Dyna-Q learns a model of the
environment separately from a value function approximator. In contrast, the dynamics model
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in VPN is combined with the value function approximator in a single neural network and
indirectly learned from reward and value predictions through backpropagation.
Another line of work Oh et al. (2015); Chiappa et al. (2017); Guo et al. (2016); Stadie
et al. (2015) uses observation-prediction models not for planning, but for improving explo-
ration. A key distinction from these prior works is that our method learns abstract-state
dynamics not to predict future observations, but instead to predict future rewards/values. For
continuous control problems, deep learning has been combined with model predictive con-
trol (MPC) Finn and Levine (2017); Lenz et al. (2015); Raiko and Tornio (2009), a specific
way of using an observation-prediction model. In cases where the observation-prediction
model is differentiable with respect to continuous actions, backpropagation can be used
to find the optimal action Mishra et al. (2017) or to compute value gradients Heess et al.
(2015). In contrast, our work focuses on learning and planning using lookahead for discrete
control problems.
Our VPNs are related to Value Iteration Networks Tamar et al. (2016) (VINs) which
perform value iteration (VI) by approximating the Bellman-update through a convolutional
neural network (CNN). However, VINs perform VI over the entire state space, which in
practice requires that 1) the state space is small and representable as a vector with each
dimension corresponding to a separate state and 2) the states have a topology with local
transition dynamics (e.g., 2D grid). VPNs do not have these limitations and are thus more
generally applicable, as we will show empirically in this chapter.
VPN is close to and in-part inspired by Predictron Silver et al. (2017b) in that a recurrent
neural network (RNN) acts as a transition function over abstract states. VPN can be viewed
as a grounded Predictron in that each rollout corresponds to the transition in the environment,
whereas each rollout in Predictron is purely abstract. In addition, Predictrons are limited to
uncontrolled settings and thus policy evaluation, whereas our VPNs can learn an optimal
policy in controlled settings.
Model-free Deep Reinforcement Learning. Mnih et al. Mnih et al. (2015) proposed
the Deep Q-Network (DQN) architecture which learns to estimate Q-values using deep
neural networks. A lot of variations of DQN have been proposed for learning better state
representation Wang et al. (2016); Kulkarni et al. (2016b); Hausknecht and Stone (2015);
Oh et al. (2016); Vezhnevets et al. (2016); Parisotto and Salakhutdinov (2018), including
the use of memory-based networks for handling partial observability Hausknecht and Stone
(2015); Oh et al. (2016); Parisotto and Salakhutdinov (2018), estimating both state-values
and advantage-values as a decomposition of Q-values Wang et al. (2016), learning successor
state representations Kulkarni et al. (2016b), and learning several auxiliary predictions in
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addition to the main RL values Jaderberg et al. (2017). Our VPN can be viewed as a model-
free architecture which 1) decomposes Q-value into reward, discount, and the value of the
next state and 2) uses multi-step reward/value predictions as auxiliary tasks to learn a good
representation. A key difference from the prior work listed above is that our VPN learns to
simulate the future rewards/values which enables planning. Although STRAW Vezhnevets
et al. (2016) can maintain a sequence of future actions using an external memory, it cannot
explicitly perform planning by simulating future rewards/values.
Monte-Carlo Planning. Monte-Carlo Tree Search (MCTS) methods (Kocsis and Szepesvári,
2006; Browne et al., 2012) have been used for complex search problems, such as the game
of Go, where a simulator of the environment is already available and thus does not have
to be learned. Most recently, AlphaGo Silver et al. (2016) introduced a value network
that directly estimates the value of state in Go in order to better approximate the value
of leaf-node states during tree search. Our VPN takes a similar approach by predicting
the value of abstract future states during tree search using a value function approximator.
Temporal-difference search Silver et al. (2012) (TD search) combined TD-learning with
MCTS by computing target values for a value function approximator through MCTS. Our
algorithm for training VPN can be viewed as an instance of TD search, but it learns the
dynamics of future rewards/values instead of being given a simulator.
4.3 Value Prediction Network
The value prediction network is developed for semi-Markov decision processes (SMDPs).
Let xt be the observation or a history of observations for partially observable MDPs (hence-
forth referred to as just observation) and let ot be the option (Sutton et al., 1999b; Stolle
and Precup, 2002; Precup, 2000) at time t. Each option maps observations to primi-
tive actions, and the following Bellman equation holds for all policies pi: Qpi(xt, ot) =
E[
∑k−1
i=0 γ
irt+i + γ
kV pi(xt+k)], where γ is a discount factor, rt is the immediate reward
at time t, and k is the number of time steps taken by the option ot before terminating in
observation xt+k.
A VPN not only learns an option-value function Qθ (xt, ot) through a neural network
parameterized by θ like model-free RL, but also learns the dynamics of the rewards/values
to perform planning. We describe the architecture of VPN in Section 4.3.1. In Section 4.3.2,
we describe how to perform planning using VPN. Section 4.3.3 describes how to train VPN
in a Q-Learning-like framework Watkins and Dayan (1992).
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(a) One-step rollout (b) Multi-step rollout
Figure 4.1: Value prediction network. (a) VPN learns to predict immediate reward, discount,
and the value of the next abstract-state. (b) VPN unrolls the core module in the abstract-state
space to compute multi-step rollouts.
4.3.1 Architecture
The VPN consists of the following modules parameterized by θ = {θenc, θvalue, θout, θtrans}:
Encoding f encθ : x 7→ s Value f valueθ : s 7→ Vθ(s)
Outcome f outθ : s, o 7→ r, γ Transition f transθ : s, o 7→ s′
• Encoding module maps the observation (x) to the abstract state (s ∈ Rm) using neural
networks (e.g., CNN for visual observations). Thus, s is an abstract-state representa-
tion which will be learned by the network (and not an environment state or even an
approximation to one).
• Value module estimates the value of the abstract-state (Vθ(s)). Note that the value module
is not a function of the observation, but a function of the abstract-state.
• Outcome module predicts the option-reward (r ∈ R) for executing the option o at abstract-
state s. If the option takes k primitive actions before termination, the outcome module
should predict the discounted sum of the k immediate rewards as a scalar. The outcome
module also predicts the option-discount (γ ∈ R) induced by the number of steps taken
by the option.
• Transition module transforms the abstract-state to the next abstract-state (s′ ∈ Rm) in an
option-conditional manner.
Figure 4.1a illustrates the core module which performs 1-step rollout by composing
the above modules: f coreθ : s, o 7→ r, γ, Vθ(s′), s′. The core module takes an abstract-state
and option as input and makes separate option-conditional predictions of the option-reward
(henceforth, reward), the option-discount (henceforth, discount), and the value of the abstract-
state at option-termination. By combining the predictions, we can estimate the Q-value as
36
follows: Qθ(s, o) = r + γVθ(s′). In addition, the VPN recursively applies the core module
to predict the sequence of future abstract-states as well as rewards and discounts given an
initial abstract-state and a sequence of options as illustrated in Figure 4.1b.
4.3.2 Planning
VPN has the ability to simulate the future and plan based on the simulated future abstract-
states. Although many existing planning methods (e.g., MCTS) can be applied to the VPN,
we implement a simple planning method which performs rollouts using the VPN up to a
certain depth (say d), henceforth denoted as planning depth, and aggregates all intermediate
value estimates as described in Algorithm 4 and Figure 4.2. More formally, given an abstract-
state s = f encθ (x) and an option o, the Q-value calculated from d-step planning is defined
as:
Qdθ(s, o) = r + γV
d
θ (s
′) V dθ (s) =
Vθ(s) if d = 11
d
Vθ(s) + d−1d maxo Q
d−1
θ (s, o) if d > 1,
(4.1)
where s′ = f transθ (s, o), Vθ(s) = f valueθ (s), and r, γ = f outθ (s, o). Our planning algorithm
is divided into two steps: expansion and backup. At the expansion step (see Figure 4.2a),
we recursively simulate options up to a depth of d by unrolling the core module. At the
backup step, we compute the weighted average of the direct value estimate Vθ(s) and
maxo Q
d−1
θ (s, o) to compute V dθ (s) (i.e., value from d-step planning) in Equation 4.1. Note
that maxo Qd−1θ (s, o) is the average over d − 1 possible value estimates. We propose to
compute the uniform average over all possible returns by using weights proportional to 1 and
d− 1 for Vθ(s) and maxo Qd−1θ (s, o) respectively. Thus, V dθ (s) is the uniform average of d
expected returns along the path of the best sequence of options as illustrated in Figure 4.2b.
To reduce the computational cost, we simulate only b-best options at each expansion
step based on Q1(s, o). We also find that choosing only the best option after a certain depth
does not compromise the performance much, which is analogous to using a default policy in
MCTS beyond a certain depth. This heuristic visits reasonably good abstract states during
planning, though a more principled way such as UCT Kocsis and Szepesvári (2006) can also
be used to balance exploration and exploitation. This planning method is used for choosing
options and computing target Q-values during training, as described in the following section.
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(a) Expansion (b) Backup
Figure 4.2: Planning with VPN. (a) Simulate b-best options up to a certain depth (b = 2 in
this example). (b) Aggregate all possible returns along the best sequence of future options.
Algorithm 4 Q-value from d-step planning
function Q-PLAN(s, o, d)
r, γ, V (s′), s′ ← f coreθ (s, o)
if d = 1 then
return r + γV (s′)
end if
A ← b-best options based on Q1(s′, o′)
for o′ ∈ A do
qo′ ← Q-PLAN(s′, o′, d− 1)
end for
return r + γ
[
1
d
V (s′) + d−1
d
maxo′∈A qo′
]
end function
4.3.3 Learning
VPN can be trained through any existing value-based RL algorithm for the value predictions
combined with supervised learning for reward and discount predictions. In this chapter,
we present a modification of n-step Q-learning (Mnih et al., 2016) and TD search (Sil-
ver et al., 2012). The main idea is to generate trajectories by following -greedy policy
based on the planning method described in Section 4.3.2. Given an n-step trajectory
x1, o1, r1, γ1, x2, o2, r2, γ2, ..., xn+1 generated by the -greedy policy, k-step predictions are
38
Figure 4.3: Illustration of learning process.
defined as follows:
skt =
f encθ (xt) if k = 0f transθ (sk−1t−1 , ot−1) if k > 0 vkt = f valueθ (skt ) rkt , γkt = f outθ (sk−1t , ot).
Intuitively, skt is the VPN’s k-step prediction of the abstract-state at time t predicted from
xt−k following options ot−k, ..., ot−1 in the trajectory as illustrated in Figure 4.3. By applying
the value and the outcome module, VPN can compute the k-step prediction of the value, the
reward, and the discount. The k-step prediction loss at step t is defined as:
Lt =
k∑
l=1
(
Rt − vlt
)2
+
(
rt − rlt
)2
+
(
logγ γt − logγ γlt
)2
where Rt =
rt + γtRt+1 if t ≤ nmaxo Qdθ−(sn+1, o) if t = n+ 1 is the target value, and Qdθ−(sn+1, o) is
the Q-value computed by the d-step planning method described in 4.3.2. Intuitively, Lt
accumulates losses over 1-step to k-step predictions of values, rewards, and discounts. We
find that applying logγ for the discount prediction loss helps optimization, which amounts
to computing the squared loss with respect to the number of steps.
Our learning algorithm introduces two hyperparameters: the number of prediction steps
(k) and planning depth (dtrain) used for choosing options and computing bootstrapped
targets. We also make use of a target network parameterized by θ− which is synchronized
with θ after a certain number of steps to stabilize training as suggested by Mnih et al. (2016).
The loss is accumulated over n-steps and the parameter is updated by computing its gradient
as follows: ∇θL =
∑n
t=1∇θLt.
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4.3.4 Relationship to Existing Approaches
VPN is model-based in the sense that it learns an abstract-state transition function sufficient
to predict rewards/discount/values. Meanwhile, VPN can also be viewed as model-free
in the sense that it learns to directly estimate the value of the abstract-state. From this
perspective, VPN exploits several auxiliary prediction tasks, such as reward and discount
predictions to learn a good abstract-state representation. An interesting property of VPN is
that its planning ability is used to compute the bootstrapped target as well as choose options
during Q-learning. Therefore, as VPN improves the quality of its future predictions, it can
not only perform better during evaluation through its improved planning ability, but also
generate more accurate target Q-values during training, which encourages faster convergence
compared to conventional Q-learning.
4.4 Experiments
Our experiments investigated the following questions: 1) Does VPN outperform model-free
baselines (e.g., DQN)? 2) What is the advantage of planning with a VPN over observation-
based planning? 3) Is VPN useful for complex domains with high-dimensional sensory
inputs, such as Atari games?
4.4.1 Experimental Setting
Network Architecture. A CNN was used as the encoding module of VPN, and the
transition module consists of one option-conditional convolution layer which uses different
weights depending on the option followed by a few more convolution layers. We used a
residual connection (He et al., 2016) from the previous abstract-state to the next abstract-state
so that the transition module learns the change of the abstract-state. The outcome module is
similar to the transition module except that it does not have a residual connection and two
fully-connected layers are used to produce reward and discount. The value module consists
of two fully-connected layers. The number of layers and hidden units vary depending on the
domain.
Implementation Details. Our algorithm is based on asynchronous n-step Q-learning (Mnih
et al., 2016) where n is 10 and 16 threads are used. The target network is synchronized
after every 10K steps. We used the Adam optimizer (Kingma and Ba, 2015), and the
best learning rate and its decay were chosen from {0.0001, 0.0002, 0.0005, 0.001} and
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{0.98, 0.95, 0.9, 0.8} respectively. The learning rate is multiplied by the decay every 1M
steps. Our implementation is based on TensorFlow (Abadi et al., 2016).1
VPN has four more hyperparameters: 1) the number of predictions steps (k) during
training, 2) the plan depth (dtrain) during training, 3) the plan depth (dtest) during evaluation,
and 4) the branching factor (b) which indicates the number of options to be simulated for
each expansion step during planning. We used k = dtrain = dtest throughout the experiment
unless otherwise stated. VPN(d) represents our model which learns to predict and simulate
up to d-step futures during training and evaluation. The branching factor (b) was set to 4
until depth of 3 and set to 1 after depth of 3, which means that VPN simulates 4-best options
up to depth of 3 and only the best option after that.
Baselines. We compared our approach to the following baselines.
• DQN: This baseline directly estimates Q-values as its output and is trained through
asynchronous n-step Q-learning. Unlike the original DQN, however, our DQN baseline
takes an option as additional input and applies an option-conditional convolution layer
to the top of the last encoding convolution layer, which is very similar to our VPN
architecture.2
• VPN(1): This is identical to our VPN with the same training procedure except that it
performs only 1-step rollout to estimate Q-value as shown in Figure 4.1a. This can be
viewed as a variation of DQN that predicts reward, discount, and the value of the next
state as a decomposition of Q-value.
• OPN(d): We call this Observation Prediction Network (OPN), which is similar to VPN
except that it directly predicts future observations. More specifically, we train two
independent networks: a model network (fmodel : x, o 7→ r, γ, x′) which predicts reward,
discount, and the next observation, and a value network (f value : x 7→ V (x)) which
estimates the value from the observation. The training scheme is similar to our algorithm
except that a squared loss for observation prediction is used to train the model network.
This baseline performs d-step planning like VPN(d).
4.4.2 Collect Domain
Task Description. We defined a simple but challenging 2D navigation task where the
agent should collect as many goals as possible within a time limit, as illustrated in Figure 4.4.
1The code is available on https://github.com/junhyukoh/
value-prediction-network.
2This architecture outperformed the original DQN architecture in our preliminary experiments.
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(a) Observation (b) DQN’s trajectory (c) VPN’s trajectory
Figure 4.4: Collect domain. (a) The agent should collect as many goals as possible within
a time limit which is given as additional input. (b-c) DQN collects 5 goals given 20 steps,
while VPN(5) found the optimal trajectory via planning which collects 6 goals.
In this task, the agent, goals, and walls are randomly placed for each episode. The agent has
four options: move left/right/up/down to the first crossing branch or the end of the corridor
in the chosen direction. The agent is given 20 steps for each episode and receives a positive
reward (2.0) when it collects a goal by moving on top of it and a time-penalty (−0.2) for
each step. Although it is easy to learn a sub-optimal policy which collects nearby goals,
finding the optimal trajectory in each episode requires careful planning because the optimal
solution cannot be computed in polynomial time.
An observation is represented as a 3D tensor (R3×10×10) with binary values indicating
the presence/absence of each object type. The time remaining is normalized to [0, 1] and is
concatenated to the 3rd convolution layer of the network as a channel.
We evaluated all architectures first in a deterministic environment and then investigated
the robustness in a stochastic environment separately. In the stochastic environment, each
goal moves by one block with probability of 0.3 for each step. In addition, each option can
be repeated multiple times with probability of 0.3. This makes it difficult to predict and plan
the future precisely.
Overall Performance. The result is summarized in Figure 4.5. To understand the quality
of different policies, we implemented a greedy algorithm which always collects the nearest
goal first and a shortest-path algorithm which finds the optimal solution through exhaustive
search assuming that the environment is deterministic. Note that even a small gap in terms
of reward can be qualitatively substantial as indicated by the small gap between greedy and
shortest-path algorithms.
The results show that many architectures learned a better-than-greedy policy in the
deterministic and stochastic environments except that OPN baselines perform poorly in
the stochastic environment. In addition, the performance of VPN is improved as the plan
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Figure 4.5: Learning curves on Collect domain. ‘VPN(d)’ represents VPN with d-step
planning, while ‘DQN’ and ‘OPN(d)’ are the baselines.
(a) Plan with 20 steps (b) Plan with 12 steps
Figure 4.6: Example of VPN’s plan. VPN can plan the best future options just from the
current state. The figures show VPN’s different plans depending on the time limit.
depth increases, which implies that deeper predictions are reliable enough to provide more
accurate value estimates of future states. As a result, VPN with 5-step planning represented
by ‘VPN(5)’ performs best in both environments.
Comparison to Model-free Baselines. Our VPNs outperform DQN and VPN(1) base-
lines by a large margin as shown in Figure 4.5. Figure 4.4 (b-c) shows an example of
trajectories of DQN and VPN(5) given the same initial state. Although DQN’s behavior is
reasonable, it ended up with collecting one less goal compared to VPN(5). We hypothesize
that 6 convolution layers used by DQN and VPN(1) are not expressive enough to find the
best route in each episode because finding an optimal path requires a combinatorial search in
this task. On the other hand, VPN can perform such a combinatorial search to some extent
by simulating future abstract-states, which has advantages over model-free approaches for
dealing with tasks that require careful planning.
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Table 4.1: Generalization performance. Each number represents average reward. ‘FGs’
and ‘MWs’ represent unseen environments with fewer goals and more walls respectively.
Bold-faced numbers represent the highest rewards with 95% confidence level.
Deterministic Stochastic
Original FGs MWs Original FGs MWs
Greedy 8.61 5.13 7.79 7.58 4.48 7.04
Shortest 9.71 5.82 8.98 7.64 4.36 7.22
DQN 8.66 4.57 7.08 7.85 4.11 6.72
VPN(1) 8.94 4.92 7.64 7.84 4.27 7.15
OPN(5) 9.30 5.45 8.36 7.55 4.09 6.79
VPN(5) 9.29 5.43 8.31 8.11 4.45 7.46
Comparison to Observation-based Planning. Compared to OPNs which perform plan-
ning based on predicted observations, VPNs perform slightly better or equally well in the
deterministic environment. We observed that OPNs can predict future observations very
accurately because observations in this task are simple and the environment is deterministic.
Nevertheless, VPNs learn faster than OPNs in most cases. We conjecture that it takes
additional training steps for OPNs to learn to predict future observations. In contrast, VPNs
learn to predict only minimal but sufficient information for planning: reward, discount, and
the value of future abstract-states, which may be the reason why VPNs learn faster than
OPNs.
In the stochastic Collect domain, VPNs significantly outperform OPNs. We observed
that OPNs tend to predict the average of possible future observations (Ex[x]) because OPN
is deterministic. Estimating values on such blurry predictions leads to estimating Vθ(Ex[x])
which is different from the true expected value Ex[V (x)]. On the other hand, VPN is trained
to approximate the true expected value because there is no explicit constraint or loss for
the predicted abstract state. We hypothesize that this key distinction allows VPN to learn
different modes of possible future states more flexibly in the abstract state space. This result
suggests that a value-prediction model can be more beneficial than an observation-prediction
model when the environment is stochastic and building an accurate observation-prediction
model is difficult.
Generalization Performance. One advantage of model-based RL approach is that it can
generalize well to unseen environments as long as the dynamics of the environment remains
similar. To see if our VPN has such a property, we evaluated all architectures on two types
of previously unseen environments with either reduced number of goals (from 8 to 5) or
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Figure 4.7: Effect of evaluation planning depth. Each curve shows average reward as a
function of planning depth, dtest, for each architecture that is trained with a fixed number of
prediction steps. ‘VPN(5)*’ was trained to make 10-step predictions but performed 5-step
planning during training (k = 10, dtrain = 5).
increased number of walls. It turns out that our VPN is much more robust to the unseen
environments compared to model-free baselines (DQN and VPN(1)), as shown in Table 4.1.
The model-free baselines perform worse than the greedy algorithm on unseen environments,
whereas VPN still performs well. In addition, VPN generalizes as well as OPN which can
learn a near-perfect model in the deterministic setting, and VPN significantly outperforms
OPN in the stochastic setting. This suggests that VPN has a good generalization property
like model-based RL methods and is robust to stochasticity.
Effect of Planning Depth. To further investigate the effect of planning depth in a VPN,
we measured the average reward in the deterministic environment by varying the planning
depth (dtest) from 1 to 10 during evaluation after training VPN with a fixed number of
prediction steps and planning depth (k, dtrain), as shown in Figure 4.7. Since VPN does
not learn to predict observations, there is no guarantee that it can perform deeper planning
during evaluation (dtest) than the planning depth used during training (dtrain). Interestingly,
however, the result in Figure 4.7 shows that if k = dtrain > 2, VPN achieves better
performance during evaluation through deeper tree search (dtest > dtrain). We also tested a
VPN with k = 10 and dtrain = 5 and found that a planning depth of 10 achieved the best
performance during evaluation. Thus, with a suitably large number of prediction steps during
training, our VPN is able to benefit from deeper planning during evaluation relative to the
planning depth during training. Figure 4.6 shows examples of good plans of length greater
than 5 found by a VPN trained with planning depth 5. Another observation from Figure 4.7
is that the performance of planning depth of 1 (dtest = 1) degrades as the planning depth
during training (dtrain) increases. This means that a VPN can improve its value estimations
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Table 4.2: Performance on Atari games. Each number represents average score over 5 top
agents.
Frostbite Seaquest Enduro Alien QBert Ms. Pacman Amidar Krull C. Climber
DQN 3058 2951 326 1804 12592 2804 535 12438 41658
VPN 3811 5628 382 1429 14517 2689 641 15930 54119
through long-term planning at the expense of the quality of short-term planning.
4.4.3 Atari Games
To investigate how VPN deals with complex visual observations, we evaluated it on several
Atari games Bellemare et al. (2013). Unlike in the Collect domain, in Atari games most
primitive actions have only small value consequences and it is difficult to hand-design useful
extended options. Nevertheless, we explored if VPNs are useful in Atari games even with
short-lookahead planning using simple options that repeat the same primitive action over
extended time periods by using a frame-skip of 10.3 We pre-processed the game screen to
84× 84 gray-scale images. All architectures take last 4 frames as input. We doubled the
number of hidden units of the fully-connected layer for DQN to approximately match the
number of parameters. VPN learns to predict rewards and values but not discount (since it is
fixed), and was trained to make 3-option-step predictions for planning which means that the
agent predicts up to 0.5 seconds ahead in real-time.
As summarized in Table 4.2 and Figure 4.8, our VPN outperforms DQN baseline on 7
out of 9 Atari games and learned significantly faster than DQN on Seaquest, QBert, Krull,
and Crazy Climber. One possible reason why VPN outperforms DQN is that even 3-step
planning is indeed helpful for learning a better policy. Figure 4.9 shows an example of
VPN’s 3-step planning in Seaquest. Our VPN predicts reasonable values given different
sequences of actions, which can potentially help choose a better action by looking at the
short-term future. Another hypothesis is that the architecture of VPN itself, which has
several auxiliary prediction tasks for multi-step future rewards and values, is useful for
learning a good abstract-state representation as a model-free agent. Finally, our algorithm
which performs planning to compute the target Q-value can potentially speed up learning
by generating more accurate targets as it performs value backups multiple times from the
simulated futures, as discussed in Section 4.3.4. These results show that our approach is
applicable to complex visual environments without needing to predict observations.
3Much of the previous work on Atari games has used a frame-skip of 4. Though using a larger frame-skip
generally makes training easier, it may make training harder in some games if they require more fine-grained
control (Lakshminarayanan et al., 2017).
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Figure 4.8: Learning curves on Atari games. X-axis and y-axis correspond to steps and
average reward over 100 episodes respectively.
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Figure 4.9: Examples of VPN’s value estimates. Each figure shows trajectories of dif-
ferent sequences of actions from the initial state (a) along with VPN’s value estimates in
the parentheses: r1 + γr2 + γ2r3 + γ3V (s4). The action sequences are (b) DownRight-
DownRightFire-RightFire, (c) Up-Up-Up, (d) Left-Left-Left, and (e) Up-Right-Right. VPN
predicts the highest value for (b) where the agent kills the enemy and the lowest value for
(e) where the agent is killed by the enemy.
4.5 Discussion
We introduced value prediction networks (VPNs) as a new deep RL way of integrating
planning and learning while simultaneously learning the dynamics of abstract-states that
make option-conditional predictions of future rewards/discount/values rather than future
observations. Our empirical evaluations showed that VPNs outperform model-free DQN
baselines in multiple domains, and outperform traditional observation-based planning in
a stochastic domain. An interesting future direction would be to develop methods that
automatically learn the options that allow good planning in VPNs.
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CHAPTER V
Neural Memory Architectures for Partially
Observable Environment
In this chapter, we introduce a new set of reinforcement learning (RL) tasks in Minecraft
(a flexible 3D world). We then use these tasks to systematically compare and contrast
existing deep reinforcement learning (DRL) architectures with our new memory-based
DRL architectures. These tasks are designed to emphasize, in a controllable manner, issues
that pose challenges for RL methods including partial observability (due to first-person
visual observations), delayed rewards, high-dimensional visual observations, and the need
to use active perception in a correct manner so as to perform well in the tasks. While
these tasks are conceptually simple to describe, by virtue of having all of these challenges
simultaneously they are difficult for current DRL architectures. Additionally, we evaluate
the generalization performance of the architectures on environments not used during training.
The experimental results show that our new architectures generalize to unseen environments
better than existing DRL architectures.
5.1 Introduction
Deep learning approaches (surveyed in LeCun et al., 2015; Schmidhuber, 2015) have made
advances in many low-level perceptual supervised learning problems Krizhevsky et al.
(2012); Girshick et al. (2014); Simonyan and Zisserman (2015). This success has been
extended to reinforcement learning (RL) problems that involve visual perception. For
example, the Deep Q-Network (DQN) Mnih et al. (2015) architecture has been shown to
successfully learn to play many Atari 2600 games in the Arcade Learning Environment
(ALE) benchmark Bellemare et al. (2013) by learning visual features useful for control
directly from raw pixels using Q-Learning Watkins and Dayan (1992).
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Figure 5.1: Example task in Minecraft. In this task, the agent should visit the red block if
the indicator (next to the start location) is yellow. Otherwise, if the indicator is green, it
should visit the blue block. The top row shows the agent’s first-person observation. The
bottom row visualizes the map and the agent’s location; this is not available to the agent. (a)
The agent observes the yellow indicator. (b) The agent looks left and sees the blue block, (c)
but it decides to keep going straight having previously seen the yellow indicator. (d) Finally,
it visits the red block and receives a positive reward.
Recently, researchers have explored problems that require faculties associated with
higher-level cognition (e.g., inferring simple general purpose algorithms: Graves et al.,
2014, and, Q&A: Weston et al., 2015). Most of these advances, however, are restricted to
the supervised learning setting, which provides clear error signals. In this chapter, we are
interested in extending this success to similarly cognition-inspired RL tasks. Specifically,
this chapter introduces a set of tasks in Minecraft1, a flexible 3D world in which an agent
can collect resources, build structures, and survive attacks from enemies. Our RL tasks
(one example is illustrated in Figure 5.1) not only have the usual RL challenges of partial
observability, high-dimensional (visual) perception, and delayed reward, but also require
an agent to develop movement policies by learning how to use its active perception to
observe useful information and collect reward. In addition, our RL tasks require an agent to
learn to use any memory it possesses including its interaction with active perception which
feeds observations into memory. We note that for simplicity we hereafter refer to these
cognition-inspired tasks as cognitive tasks but acknowledge that they form at best a very
limited exploration of the range of cognitive faculties in humans.
In this work, we aim to not only systematically evaluate the performance of different
1https://minecraft.net/
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neural network architectures on our tasks, but also examine how well such architectures
generalize to unseen or larger topologies (Minecraft maps). The empirical results show that
existing DRL architectures Mnih et al. (2015); Hausknecht and Stone (2015) perform worse
on unseen or larger maps compared to training sets of maps, even though they perform
reasonably well on the training maps. Motivated by the lack of generalization of existing
architectures on our tasks, we also propose new memory-based DRL architectures. Our
proposed architectures store recent observations into their memory and retrieve relevant
memory based on the temporal context, whereas memory retrieval in existing architectures
used in RL problems is not conditioned on the context. In summary, we show that our
architectures outperform existing ones on most of the tasks as well as generalize better to
unseen maps by exploiting their new memory mechanisms.
5.2 Related Work
Neural Networks with External Memory. Graves et al. (2014) introduced a Neural
Turing Machine (NTM), a differentiable external memory architecture, and showed that it
can learn algorithms such as copy and reverse. Zaremba and Sutskever (2016) proposed RL-
NTM that has a non-differentiable memory to scale up the addressing mechanism of NTM
and applied policy gradient to train the architecture. Joulin and Mikolov (2015) implemented
a stack using neural networks and demonstrated that it can infer several algorithmic patterns.
Sukhbaatar et al. (2015b) proposed a Memory Network (MemNN) for Q&A and language
modeling tasks, which stores all inputs and retrieves relevant memory blocks depending on
the question.
Deep Reinforcement Learning. Neural networks have been used to learn features for RL
tasks for a few decades (e.g., Tesauro, 1995 and Lange and Riedmiller, 2010). Recently,
Mnih et al. (2015) proposed a Deep Q-Network (DQN) for training deep convolutional
neural networks (CNNs) through Q-Learning in an end-to-end fashion; this achieved state-
of-the-art performance on Atari games. Guo et al. (2014) used slow Monte-Carlo Tree
Search (MCTS) Kocsis and Szepesvári (2006) to generate a relatively small amount of data
to train fast-playing convolutional networks in Atari games. Schulman et al. (2015), Levine
et al. (2016), and Lillicrap et al. (2016) have successfully trained deep neural networks to
directly learn policies and applied their architectures to robotics problems. In addition, there
are deep RL approaches to tasks other than Atari such as learning algorithms Zaremba et al.
(2016) and text-based games Sukhbaatar et al. (2015a); Narasimhan et al. (2015). There
have also been a few attempts to learn state-transition models using deep learning to improve
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exploration in RL Oh et al. (2015); Stadie et al. (2015). Most recently, Mnih et al. (2016)
proposed asynchronous DQN and showed that it can learn to explore a 3D environment
similar to Minecraft. Unlike their work, we focus on a systematic evaluation of the ability to
deal with partial observability, active perception, and external memory in different neural
network architectures as well as generalization across size and maps.
Model-free Deep RL for POMDPs. Building a model-free agent in partially observable
Markov decision processes (POMDPs) is a challenging problem because the agent needs
to learn how to summarize history for action-selection. To deal with such a challenge,
Bakker et al. (2003) used a Long Short-Term Memory (LSTM) network Hochreiter and
Schmidhuber (1997) in an offline policy learning framework to show that a robot controlled
by an LSTM network can solve T-Mazes where the robot should go to the correct destination
depending on the traffic signal at the beginning of the maze. Wierstra et al. (2010) proposed
a Recurrent Policy Gradient method and showed that an LSTM network trained using this
method outperforms other methods in several tasks including T-Mazes. More recently,
Zhang et al. (2016) introduced continuous memory states to augment the state and action
space and showed it can memorize salient information through Guided Policy Search Levine
and Koltun (2013). Hausknecht and Stone (2015) proposed Deep Recurrent Q-Network
(DRQN) which consists of an LSTM on top of a CNN based on the DQN framework and
demonstrated improved handling of partial observability in Atari games.
Departure from Related Work. The architectures we introduce use memory mechanisms
similar to MemNN, but our architectures have a layer that constructs a query for memory
retrieval based on temporal context. Our architectures are also similar to NTM in that a
recurrent controller interacts with an external memory, but ours have a simpler writing and
addressing mechanism which makes them easier to train. Most importantly, our architectures
are used in an RL setting and must learn from a delayed reward signal, whereas most previous
work in exploring architectures with memory is in the supervised learning setting with its
much more direct and undelayed error signals. We describe details of our architectures in
Section 5.3.
The tasks we introduce are inspired by the T-maze experiments Bakker et al. (2003) as
well as MazeBase Sukhbaatar et al. (2015a), which has natural language descriptions of
mazes available to the agent. Unlike these previous tasks, our mazes have high-dimensional
visual observations with deep partial observability due to the nature of the 3D worlds. In
addition, the agent has to learn how best to control its active perception system to collect
useful information at the right time in our tasks; this is not necessary in previous work.
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5.3 Architectures
The importance of retrieving a prior observation from memory depends on the current
context. For example, in the maze of Figure 5.1 where the color of the indicator block
determines the desired target color, the indicator information is important only when the
agent is seeing a potential target and has to decide whether to approach it or find a different
target. Motivated by the lack of “context-dependent memory retrieval” in existing DRL
architectures, we present three new memory-based architectures in this section.
Our proposed architectures (Figure 5.3c-e) consist of convolutional networks for ex-
tracting high-level features from images (§5.3.1), a memory that retains a recent history of
observations (§5.3.2), and a context vector used both for memory retrieval and (in part for)
action-value estimation (§5.3.3). Depending on how the context vector is constructed, we
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obtain three new architectures: Memory Q-Network (MQN), Recurrent Memory Q-Network
(RMQN), and Feedback Recurrent Memory Q-Network (FRMQN).
5.3.1 Encoding
For each time-step, a raw observation (pixels) is encoded to a fixed-length vector as follows:
et = ϕenc (xt) (5.1)
where xt ∈ Rc×h×w is h× w image with c channels, and et ∈ Re is the encoded feature at
time t. In this work, we use a CNN to encode the observation.
5.3.2 Memory
The memory operations in the proposed architectures are similar to those proposed in
MemNN.
Write. The encoded features of last M observations are linearly transformed and stored
into the memory as key and value memory blocks as illustrated in Figure 5.2a. More formally,
two types of memory blocks are defined as follows:
Mkeyt = W
keyEt (5.2)
Mvalt = W
valEt (5.3)
where Mkeyt ,M
val
t ∈ Rm×M are memory blocks with m-dimensional embeddings, and
Wkey,Wval ∈ Rm×e are parameters of the linear transformations for keys and values
respectively. Et = [et−1, et−2, ..., et−M ] ∈ Re×M is the concatenation of features of the last
M observations.
Read. The reading mechanism of the memory is based on soft attention Graves (2013);
Bahdanau et al. (2015) as illustrated in Figure 5.2b. Given a context vector ht ∈ Rm (§5.3.3),
the memory module draws soft attention over memory locations (and implicitly time) by
computing the inner-product between the context and all key memory blocks as follows:
pt,i =
exp
(
h>t M
key
t [i]
)
∑M
j=1 exp
(
h>t M
key
t [j]
) (5.4)
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where pt,i ∈ R is an attention weight for i-th memory block (t− i time-step). The output
of the read operation is the linear sum of the value memory blocks based on the attention
weights as follows:
ot = Mvalt pt (5.5)
where ot ∈ Rm and pt ∈ RM are the retrieved memory and the attention weights respectively.
5.3.3 Context
To retrieve useful information from memory, the context vector should capture relevant
spatio-temporal information from the observations. To this end, we present three different
architectures for constructing the context vector:
MQN: ht = Wcet (5.6)
RMQN: [ht, ct] = LSTM (et,ht−1, ct−1) (5.7)
FRMQN: [ht, ct] = LSTM ([et, ot−1] ,ht−1, ct−1) (5.8)
where ht, ct ∈ Rm are a context vector and a memory cell of LSTM respectively, and
[et, ot−1] denotes concatenation of the two vectors as input for LSTM. MQN is a feedforward
architecture that constructs the context based on only the current observation, which is
very similar to MemNN except that the current input is used for memory retrieval in the
temporal context of an RL problem. RMQN is a recurrent architecture that captures spatio-
temporal information from the history of observations using LSTM. This architecture allows
for retaining temporal information through LSTM as well as external memory. Finally,
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FRMQN has a feedback connection from the retrieved memory to the context vector as
illustrated in Figure 5.4. This allows the FRMQN architecture to refine its context based
on the previously retrieved memory so that it can do more complex reasoning as time goes
on. Note that feedback connections are analogous to the idea of multiple hops in MemNN
in the sense that the architecture retrieves memory blocks multiple times based on the
previously retrieved memory. However, FRMQN retrieves memory blocks through time,
while MemNN does not.
Finally, the architectures estimate action-values by incorporating the retrieved memory
and the context vector:
qt = ϕ
q (ht, ot) (5.9)
where qt ∈ Ra is the estimated action-value, and ϕq is a multi-layer perceptron (MLP)
taking two inputs. In the results we report here, we used an MLP with one hidden layer as
follows: gt = f
(
Whht + ot
)
,qt = W
qgt where f is a rectified linear function Nair and
Hinton (2010) applied only to half of the hidden units for easy optimization by following
Sukhbaatar et al. (2015b).
5.4 Experiments
The experiments, baselines, and tasks are designed to investigate how useful context-
dependent memory retrieval is for generalizing to unseen maps, and when memory feedback
connections in FRMQN are helpful. Game play videos can be found in the following website:
https://sites.google.com/a/umich.edu/junhyuk-oh/icml2016-minecraft.
Next, we describe aspects that are common to all tasks and our training methodology.
Environment. In all the tasks, episodes terminate either when the agent finishes the task
or after 50 steps. An agent receives -0.04 reward at every time step. The agent’s initial
looking direction is randomly selected among four directions: north, south, east, and west.
For tasks where there is randomness (e.g., maps, spawn points), we randomly sampled an
instance after every episode.
Actions. The following six actions are available: Look left/right (±90◦ in yaw), Look
up/down (±45◦ in pitch), and Move forward/backward. Moving actions move the agent one
block forward or backward in the direction it is facing. The pitch is limited to [−45◦, 0◦].
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(a) I-Maze (b) Pattern Matching
(c) Random Maze (d) Random Maze w/ Ind
Figure 5.5: Examples of maps. (a) has an I-structured topology where the location of
indicator (yellow/green), goals (red/blue), and spawn locations (black circle) are fixed across
episodes. (b) has two goals and two rooms with color patterns. (c) consists of randomly
generated walls and two goals. The agent can be spawned anywhere except for goal locations.
(d) is similar to (c) except that it has an indicator at the fixed location (yellow/green) and a
fixed spawn location.
Baselines. We compare our three architectures with two baselines: DQN Mnih et al.
(2015) (see Figure 5.3a) and DRQN Hausknecht and Stone (2015) (see Figure 5.3b). DQN
is a CNN architecture that takes a fixed number of frames as input. DRQN is a recurrent
architecture that has an LSTM layer on top of the CNN. Note that DQN cannot take more
than the number of frames used during training because its first convolution layer takes a
fixed number of observations. However, DRQN and our architectures can take arbitrary
number of input frames using their recurrent layers. Additionally, our architectures can use
an arbitrarily large size of memory during evaluation as well.
Training details. Input frames from Minecraft are captured as 32 × 32 RGB images.
All the architectures use the same 2-layer CNN architecture. In the DQN and DRQN
56
Table 5.1: Performance on I-Maze. Each entry shows the average success rate with standard
error measured from 10 runs. For each run, we measured the average success rate of 10
best-performing parameters based on the performance on unseen set of maps. The success
rate is defined as the number of episodes that the agent reaches the correct goal within 100
steps divided by the total number of episodes. ‘Size’ represents the number of blocks of the
vertical corridor. ‘X’ indicates that such sizes of I-Mazes belong to the training set of maps.
Size Train DQN DRQN MQN RMQN FRMQN
4 92.1(1.5) 94.8(1.5) 87.2(2.3) 89.2(2.4) 96.9(1.0)
5 X 99.3(0.5) 98.2(1.1) 96.2(1.0) 98.6(0.5) 99.3(0.7)
6 99.4(0.4) 98.2(1.0) 96.0(1.0) 99.0(0.4) 99.7(0.3)
7 X 99.6(0.3) 98.8(0.8) 98.0(0.6) 98.8(0.5) 100.0(0.0)
8 99.3(0.4) 98.3(0.8) 98.3(0.5) 98.0(0.8) 100.0(0.0)
9 X 99.0(0.5) 98.4(0.6) 98.0(0.7) 94.6(1.8) 100.0(0.0)
10 96.5(0.7) 97.4(1.1) 98.2(0.7) 87.5(2.6) 99.6(0.3)
15 50.7(0.9) 83.3(3.2) 96.7(1.3) 89.8(2.4) 97.4(1.1)
20 48.3(1.0) 63.6(3.7) 97.2(0.9) 96.3(1.2) 98.8(0.5)
25 48.1(1.0) 57.6(3.7) 98.2(0.7) 90.3(2.5) 98.4(0.6)
30 48.6(1.0) 60.5(3.6) 97.9(0.9) 87.1(2.4) 98.1(0.6)
35 49.5(1.2) 59.0(3.4) 95.0(1.1) 84.0(3.2) 94.8(1.2)
40 46.6(1.2) 59.2(3.6) 77.2(4.2) 71.3(5.0) 89.0(2.6)
architectures, the last convolutional layer is followed by a fully-connected layer with 256
hidden units. In our architectures, the last convolution layer is given as the encoded
feature for memory blocks. In addition, 256 LSTM units are used in DRQN, RMQN, and
FRMQN. Our implementation is based on Torch7 Collobert et al. (2011), a public DQN
implementation Mnih et al. (2015), and a Minecraft Forge Mod.2
5.4.1 I-Maze: Description and Results
Task. Our I-Maze task was inspired by T-Mazes which have been used in animal cognition
experiments Olton (1979). Maps for this task (see Figure 5.5a) have an indicator at the top
that has equal chance of being yellow or green. If the indicator is yellow, the red block gives
+1 reward and the blue block gives -1 reward; if the indicator is green, the red block gives
-1 and the blue block gives +1 reward. Thus, the agent should memorize the color of the
indicator at the beginning while it is in view and visit the correct goal depending on the
indicator-color. We varied the length of the vertical corridor to l = {5, 7, 9} during training.
The last 12 frames were given as input for all architectures, and the size of memory for our
architectures was 11.
2http://files.minecraftforge.net/
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Figure 5.6: Learning curves for different tasks: (a-b) I-maze (§5.4.1), (c-d) pattern matching
(§5.4.2), (e-p) random mazes (§5.4.3). X-axis and y-axis correspond to the number of
training epochs (1 epoch = 10K steps) and the average reward. For (b) and (d), ‘Unseen’
represents unseen maps with different sizes and different patterns respectively. For random
mazes, ‘Unseen’ and ‘Large’ indicate unseen topologies with the same sizes and larger sizes
of maps, respectively. The performance was measured from 4 runs for random mazes and
10 runs for I-Maze and Pattern Matching.
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Performance on the training set. We observed two stages of behavior during learning
from all the architectures: 1) early in the training the discount factor and time penalty led to
the agent to take a chance by visiting any goal, and 2) later in the training the agent goes
to the correct goal by learning the correlation between the indicator and the goal. As seen
in the learning curves in Figure 5.6a, our architectures converge more quickly than DQN
and DRQN to the correct behavior. In particular, we observed that DRQN takes many more
epochs to reach the second stage after the first stage has been reached. This is possibly due
to the long time interval between seeing the indicator and the goals. Besides, the indicator
block is important only when the agent is at the bottom end of the vertical corridor and
needs to decide which way to go (see Figure 5.5a). In other words, the indicator information
does not affect the agent’s decision making along its way to the end of the corridor. This
makes it even more difficult for DRQN to retain the indicator information for a long time.
On the other hand, our architectures can handle these problems by storing the history of
observations into memory and retrieving such information when it is important, based on
the context.
Generalization performance. To investigate generalization performance, we evaluated
the architectures on maps that have vertical corridor lengths {4, 6, 8, 10, 15, 20, 25, 30, 35, 40}
that were not present in the training maps. More specifically, testing on {6, 8} sizes of maps
and the rest of the sizes of maps can evaluate interpolation and extrapolation performance,
respectively Schaul et al. (2015). Since some unseen maps are larger than the training maps,
we used 50 last frames as input during evaluation on the unseen maps for all architectures
except for DQN, which can take only 12 frames as discussed in the experimental setup. The
size of memory for our architectures is set to 49. The performance on the unseen set of maps
is visualized in Figure 5.6b. Although the generalization performances of all architectures
are highly variable even after training performance converges, it can be seen that FRMQN
consistently outperforms the other architectures in terms of average reward. To further
investigate the performance for different lengths of the vertical corridor, we measured the
performance on each size of map in Table 5.1. It turns out that all architectures perform well
on {6, 8} sizes of maps, which indicates that they can interpolate within the training set of
maps. However, our architectures extrapolate to larger maps significantly better than the
two baselines.
Analysis of memory retrieval. Figure 5.7a visualizes FRMQN’s memory retrieval on
a large I-Maze, where FRMQN sharply retrieves the indicator information only when it
reaches the end of the corridor where it then makes a decision of which goal block to visit.
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Table 5.2: Performance on pattern matching. The entries represent the probability of visiting
the correct goal block for each set of maps with standard error. The performance reported is
averages over 10 runs and 10 best-performing parameters for each run.
Train Unseen
DQN 62.9% (±3.4%) 60.1% (±2.8%)
DRQN 49.7% (±0.2%) 49.2% (±0.2%)
MQN 99.0% (±0.2%) 69.3% (±1.5%)
RMQN 82.5% (±2.5%) 62.3% (±1.5%)
FRMQN 100.0% (±0.0%) 91.8% (±1.0%)
This is a reasonable strategy because the indicator information is important only when it
is at the end of the vertical corridor. This qualitative result implies that FRMQN learned a
general strategy that looks for the indicator, goes to the end of the corridor, and retrieves
the indicator information when it decides which goal block to visit. We observed similar
policies learned by MQN and RMQN, but the memory attention for the indicator was not as
sharp as FRMQN’s attention and so they visit wrong goals in larger I-Mazes more often.
The results on I-Maze shown above suggest that solving a task on a set of maps does
not guarantee solving the same task on similar but unseen maps, and such generalization
performance highly depends on the feature representation learned by deep neural networks.
The extrapolation result shows that context-dependent memory retrieval in our architectures
is important for learning a general strategy when the importance of an observational-event
depends highly on the temporal context.
5.4.2 Pattern Matching: Description and Results
Task. As illustrated in Figure 5.5b, this map consists of two 3 × 3 rooms. The visual
patterns of the two rooms are either identical or different with equal probability. If the two
rooms have the exact same color patterns, the agent should visit the blue block. If the rooms
have different color patterns, the agent should visit the red block. The agent receives a +1
reward if it visits the correct block and a -1 reward if it visits the wrong block. This pattern
matching task requires more complex reasoning (comparing two visual patterns given at
different time steps) than the I-Maze task above. We generated 500 training and 500 unseen
maps in such a way that there is little overlap between the two sets of visual patterns. The
last 10 frames were given as input for all architectures, and the size of memory was set to 9.
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Performance on the training set. The results plotted in Figure 5.6c and Table 5.2 show
that MQN and FRMQN successfully learned to go to the correct goal block for all runs
in the training maps. We observed that DRQN always learned a sub-optimal policy that
goes to any goal regardless of the visual patterns of the two rooms. Another observation
is the training performances of DQN and RMQN are a bit unstable; they often learned the
same sub-optimal policy, whereas MQN and FRMQN consistently learned to go to the
correct goal across different runs. We hypothesize that it is not trivial for a neural network to
compare two visual patterns observed in different time-steps unless the network can model
high-order interactions between two specific observations for visual matching, which might
be the reason why DQN and DRQN fail more often. Context-dependent memory retrieval
mechanism in our architectures can alleviate this problem by retrieving two visual patterns
corresponding to the observations of the two rooms before decision making.
Generalization performance. Table 5.2 and Figure 5.6d show that FRMQN achieves the
highest success rate on the unseen set of maps. Interestingly, MQN fails to generalize to
unseen visual patterns. We observed that MQN pays attention to the two visual patterns
before choosing one of the goals through its memory retrieval. However, since the retrieved
memory is just a convex combination of two visual patterns, it is hard for MQN to compare
the similarity between them. Thus, we believe that MQN simply overfits to the training
maps by memorizing the weighted sum of pairs of visual patterns in the training set of maps.
On the other hand, FRMQN can utilize retrieved memory as well as its recurrent connections
to compare visual patterns over time.
Analysis of memory retrieval. An example of FRMQN’s memory retrieval is visualized
in Figure 5.7b. FRMQN pays attention to both rooms, gradually moving weight from one to
the other as time progresses, which means that the context vector is repeatedly refined based
on the encoded features of the room retrieved through its feedback connections. Given this
visualization and its good generalization performance, we hypothesize that FRMQN utilizes
its feedback connection to compare the two visual features over time rather than comparing
them at a single time-step. This result supports our view that feedback connections can
play an important role in tasks where more complex reasoning is required with retrieved
memories.
5.4.3 Random Mazes: Description and Results
Task. A random maze task consists of randomly generated walls and goal locations as
shown in Figure 5.5c and 5.5d. We present 4 classes of tasks using random mazes.
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(a) I-Maze (§5.4.1)
(b) Pattern matching (§5.4.2) (c) Sequential w/ Ind (§5.4.3)
Figure 5.7: Visualization of FRMQN’s memory retrieval. Each figure shows a trajectory of
FRMQN at the top row, and the following rows visualize attention weights over time. (a)
The agent looks at the indicator, goes to the end of the corridor, and retrieves the indicator
frame before visiting the goal block. (b) The agent looks at both rooms at the beginning and
gradually switches attention weights from one room to another room as it approaches the
goal blocks. (c) The agent pays attention to the indicator (yellow) and the first goal block
(blue).
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Table 5.3: Performance on random maze. The ‘Size’ column lists the size of each set of
maps. The entries in the ‘Reward’, ‘Success’, and ‘Fail’ columns are average rewards,
success rates, and failure rates measured from 4 runs. We picked the 10 best parameters
based on performance on unseen maps for each run and evaluated them on 1000 episodes.
‘Success’ represents the number of correctly completed episodes divided by the total number
of episodes, and ‘Fail’ represents the number of incorrectly completed episodes divided by
the total number of episodes (e.g., visiting goals in reverse order in sequential goal tasks).
The standard errors are lower than 0.03, 1.5%, 1.0% for all average rewards, success rates,
and failure rates respectively.
Task Type Size DQN DRQN MQN RMQN FRMQNReward Success Fail Reward Success Fail Reward Success Fail Reward Success Fail Reward Success Fail
Single
Train 4-8 0.31 90.4 0.6 0.45 94.5 0.1 0.01 78.8 0.4 0.49 95.7 0.1 0.46 94.6 0.3
Unseen 4-8 0.22 87.3 0.7 0.23 86.6 0.2 0.02 79.4 0.3 0.30 89.4 0.3 0.26 88.0 0.5
Large 9-14 -0.28 70.0 0.3 −0.40 63.0 0.1 −0.63 54.3 0.4 -0.28 69.3 0.1 -0.28 69.0 0.1
Seq
Train 5-7 −0.60 47.6 0.8 −0.08 66.0 0.6 −0.48 52.1 0.1 0.21 77.0 0.2 0.22 77.6 0.2
Unseen 5-7 −0.66 45.0 1.0 −0.54 48.5 0.9 −0.59 48.4 0.1 -0.13 64.3 0.1 -0.18 63.1 0.3
Large 8-10 −0.82 36.6 1.4 −0.89 32.6 1.0 −0.77 38.9 0.6 -0.43 49.6 1.1 -0.42 50.8 1.0
Single+I
Train 5-7 −0.04 79.3 6.3 0.23 87.9 1.2 0.11 83.9 0.7 0.34 91.7 0.8 0.24 88.0 1.4
Unseen 5-7 −0.41 64.8 16.1 −0.46 61.0 13.4 −0.46 64.2 7.8 -0.27 70.0 10.2 -0.23 71.8 8.2
Large 8-10 −0.74 49.4 31.6 −0.98 38.5 28.3 −0.66 55.5 17.1 -0.39 63.4 20.4 -0.43 63.4 17.2
Seq+I
Train 4-6 −0.13 68.0 7.0 0.25 78.5 1.1 −0.07 67.7 2.3 0.37 83.7 1.0 0.48 87.4 0.9
Unseen 4-6 −0.58 54.5 14.5 −0.65 48.8 9.7 −0.71 47.3 7.2 -0.32 62.4 7.2 -0.28 63.8 7.5
Large 7-9 −0.95 39.1 17.8 −1.14 30.2 13.1 −1.04 34.4 9.9 -0.60 49.5 12.5 -0.54 51.5 12.9
• Single Goal: The task is to visit the blue block which gives +1 reward while avoiding the
red block that gives -1 reward.
• Sequential Goals: The task is to visit the red block first and then the blue block later
which gives +0.5 and +1 reward respectively. If an agent visits the colored blocks in the
reverse order, it receives -0.5 and -1 reward respectively.
• Single Goal with Indicator: If the indicator is yellow, the task is to visit the red block. If
the indicator is green, the task is to visit the blue block. Visiting the correct block results
in +1 reward and visiting the incorrect block results in -1 reward.
• Sequential Goals with Indicator: If the indicator is yellow, the task is to visit the blue
block first and then the red block. If the indicator is green, the task is to visit the red block
first and then the blue block. Visiting the blocks in the correct order results in +0.5 for the
first block and +1 reward for the second block. Visiting the blocks in the reverse order
results in -0.5 and -1 reward respectively.
We randomly generated 1000 maps used for training and two types of unseen evaluation sets
of maps: 1000 maps of the same sizes present in the training maps and 1000 larger maps.
The last 10 frames were given as input for all architectures, and the size of memory was set
to 9.
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Figure 5.8: Precision vs. distance. X-axis represents the distance between indicator and
goal in Single Goal with Indicator task. Y-axis represents the number of correct goal visits
divided by the total number of goal visits.
Performance on the training set. In this task, the agent not only needs to remember
important information while traversing the maps (e.g., an indicator) but it also has to
search for the goals as different maps have different obstacle and goal locations. Table 5.3
shows that RMQN and FRMQN achieve higher asymptotic performances than the other
architectures on the training set of maps.
Generalization performance. For the larger-sized unseen maps, we terminated episodes
after 100 steps rather than 50 steps and used a time penalty of −0.02 considering their size.
During evaluation, we used 10 frames as input for DQN and DRQN and 30 frames for MQN,
RMQN, and FRMQN; these choices gave the best results for each architecture.
The results in Table 5.3 show that, as expected, the performance of all the architectures
worsen in unseen maps. From the learning curves (see Figure 5.6e-g), we observed that
generalization performance on unseen maps does not improve after some epochs, even
though training performance is improving. This implies that improving policies on a fixed set
of maps does not necessarily guarantee better performance on new environments. However,
RMQN and FRMQN generalize better than the other architectures in most of the tasks.
In particular, compared to the other architectures, DRQN’s performance is significantly
degraded on unseen maps. In addition, while DQN shows good generalization performance
on the Single Goal task which primarily requires search, on the other tasks it tends to go
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to any goal regardless of important information (e.g., color of indicator). This can be seen
through the higher failure rate (the number of incorrectly completed episodes divided by the
total number of episodes) of DQN on indicator tasks in Table 5.3.
To investigate how well the architectures handle partial observability, we measured
precision (proportion of correct goal visits to all goal visits) versus the distance between
goal and indicator in Single Goal with Indicator task, which is visualized in Figure 5.8.
Notably, the gap between our architectures (RMQN and FRMQN) and the other architectures
becomes larger as the distance increases. This result implies that our architectures are better
at handling partial observability than the other architectures, because large distance between
indicator and goal is more likely to introduce deeper partial observability (i.e., long-term
dependency).
Compared to MQN, the RMQN and FRMQN architectures achieve better generalization
performance which suggests that the recurrent connections in the latter two architectures
are a crucial component for handling random topologies. In addition, FRMQN and RMQN
achieve similar performances, which implies that the feedback connection may not be always
helpful in these tasks. We note that given a retrieved memory (e.g., indicator), the reasoning
required for these tasks is simpler than the reasoning required for Pattern Matching task.
Analysis of memory retrieval. An example of memory retrieval in FRMQN is visualized
in Figure 5.7c. It retrieves memory that contains important information (e.g., indicator)
before it visits a goal block. The memory retrieval strategy is reasonable and is an evidence
that the proposed architectures make it easier to generalize to large-scale environments by
better handling partial observability.
5.5 Discussion
In this chapter, we introduced three classes of cognition-inspired tasks in Minecraft and
compared the performance of two existing architectures with three architectures that we
proposed here. We emphasize that unlike most evaluations of RL algorithms, we trained and
evaluated architectures on disjoint sets of maps so as to specifically consider the applicability
of learned value functions to unseen (interpolation and extrapolation) maps.
In summary, our main empirical result is that context-dependent memory retrieval,
particularly with a feedback connection from the retrieved memory, can more effectively
solve our set of tasks that require control of active perception and external physical movement
actions. Our architectures, particularly FRQMN, also show superior ability relative to the
baseline architectures when learning value functions whose behavior generalizes better
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from training to unseen environments. In future work, we intend to take advantage of the
flexibility of the Minecraft domain to construct even more challenging cognitive tasks to
further evaluate our architectures.
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CHAPTER VI
Neural Hierarchical Architectures for Zero-Shot
Task Generalization
As a step towards developing zero-shot task generalization capabilities in reinforcement
learning (RL), this chapter introduces a new RL problem where the agent should learn to
execute sequences of instructions after learning useful skills that solve subtasks. In this
problem, we consider two types of generalizations: to previously unseen instructions and to
longer sequences of instructions. For generalization over unseen instructions, we propose
a new objective which encourages learning correspondences between similar subtasks by
making analogies. For generalization over sequential instructions, we present a hierarchical
architecture where a meta controller learns to use the acquired skills for executing the
instructions. To deal with delayed reward, we propose a new neural architecture in the
meta controller that learns when to update the subtask, which makes learning more efficient.
Experimental results on a stochastic 3D domain show that the proposed ideas are crucial for
generalization to longer instructions as well as unseen instructions.
6.1 Introduction
The ability to understand and follow instructions allows us to perform a large number of
new complex sequential tasks even without additional learning. For example, we can make
a new dish following a recipe, and explore a new city following a guidebook. Developing
the ability to execute instructions can potentially allow reinforcement learning (RL) agents
to generalize quickly over tasks for which such instructions are available. For example,
factory-trained household robots could execute novel tasks in a new house following a
human user’s instructions (e.g., tasks involving household chores, going to a new place,
picking up/manipulating new objects, etc.). In addition to generalization over instructions,
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Figure 6.1: Example of 3D world and instructions. The agent is tasked to execute longer
sequences of instructions in the correct order after training on short sequences of instructions;
in addition, previously unseen instructions can be given during evaluation (blue text).
Additional reward is available from randomly appearing boxes regardless of instructions
(green circle).
an intelligent agent should also be able to handle unexpected events (e.g., low battery,
arrivals of reward sources) while executing instructions. Thus, the agent should not blindly
execute instructions sequentially but sometimes deviate from instructions depending on
circumstances, which requires balancing between two different objectives.
Problem. To develop such capabilities, this chapter introduces the instruction execution
problem where the agent’s overall task is to execute a given list of instructions described by
a simple form of natural language while dealing with unexpected events, as illustrated in
Figure 6.1. More specifically, we assume that each instruction can be executed by performing
one or more high-level subtasks in sequence. Even though the agent can pre-learn skills to
perform such subtasks (e.g., [Pick up, Pig] in Figure 6.1), and the instructions can be easily
translated to subtasks, our problem is difficult due to the following challenges.
• Generalization: Pre-training of skills can only be done on a subset of subtasks, but the
agent is required to perform previously unseen subtasks (e.g., going to a new place)
in order to execute unseen instructions during testing. Thus, the agent should learn to
generalize to new subtasks in the skill learning stage. Furthermore, the agent is required
to execute previously unseen and longer sequences of instructions during evaluation.
• Delayed reward: The agent is not told which instruction to execute at any point of time
from the environment but just given the full list of instructions as input. In addition,
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the agent does not receive any signal on completing individual instructions from the
environment, i.e., success-reward is provided only when all instructions are executed
correctly. Therefore, the agent should keep track of which instruction it is executing and
decide when to move on to the next instruction.
• Interruption: As described in Figure 6.1, there can be unexpected events in uncertain
environments, such as opportunities to earn bonuses (e.g., windfalls), or emergencies (e.g.,
low battery). It can be better for the agent to interrupt the ongoing subtask before it is
finished, perform a different subtask to deal with such events, and resume executing the
interrupted subtask in the instructions after that. Thus, the agent should achieve a balance
between executing instructions and dealing with such events.
• Memory: There are loop instructions (e.g., “Pick up 3 pig”) which require the agent to
perform the same subtask ([Pick up, Pig]) multiple times and take into account the history
of observations and subtasks in order to decide when to move on to the next instruction
correctly.
Due to these challenges, the agent should be able to execute a novel subtask, keep track
of what it has done, monitor observations to interrupt ongoing subtasks depending on
circumstances, and switch to the next instruction precisely when the current instruction is
finished.
Our Approach and Technical Contributions. To address the aforementioned challenges,
we divide the learning problem into two stages: 1) learning skills to perform a set of subtasks
and generalizing to unseen subtasks, and 2) learning to execute instructions using the learned
skills. Specifically, we assume that subtasks are defined by several disentangled parameters.
Thus, in the first stage our architecture learns a parameterized skill (da Silva et al., 2012)
to perform different subtasks depending on input parameters. In order to generalize over
unseen parameters, we propose a new objective function that encourages making analogies
between similar subtasks so that the underlying manifold of the entire subtask space can
be learned without experiencing all subtasks. In the second stage, our architecture learns a
meta controller on top of the parameterized skill so that it can read instructions and decide
which subtask to perform. The overall hierarchical RL architecture is shown in Figure 6.3.
To deal with delayed reward as well as interruption, we propose a novel neural network
(see Figure 6.4) that learns when to update the subtask in the meta controller. This not only
allows learning to be more efficient under delayed reward by operating at a larger time-scale
but also allows interruptions of ongoing subtasks when an unexpected event is observed.
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Main Results. We developed a 3D visual environment using Minecraft based on Oh et al.
(2016) where the agent can interact with many objects. Our results on multiple sets of
parameterized subtasks show that our proposed analogy-making objective can generalize
successfully. Our results on multiple instruction execution problems show that our meta
controller’s ability to learn when to update the subtask plays a key role in solving the
overall problem and outperforms several hierarchical baselines. The demo videos are
available at the following website: https://sites.google.com/a/umich.edu/
junhyuk-oh/task-generalization.
The rest of the sections are organized as follows. Section 6.2 presents related work.
Section 6.3 presents our analogy-making objective for generalization to parameterized tasks
and demonstrates its application to different generalization scenarios. Section 6.4 presents
our hierarchical architecture for the instruction execution problem with our new neural
network that learns to operate at a large time-scale. In addition, we demonstrate our agent’s
ability to generalize over sequences of instructions, as well as provide a comparison to
several alternative approaches.
6.2 Related Work
Hierarchical RL. A number of hierarchical RL approaches are designed to deal with
sequential tasks. Typically these have the form of a meta controller and a set of lower-level
controllers for subtasks (Sutton et al., 1999b; Dietterich, 2000; Parr and Russell, 1997;
Ghavamzadeh and Mahadevan, 2003; Konidaris et al., 2012; Konidaris and Barto, 2007).
However, much of the previous work assumes that the overall task is fixed (e.g., Taxi
domain (Dietterich, 2000)). In other words, the optimal sequence of subtasks is fixed during
evaluation (e.g., picking up a passenger followed by navigating to a destination in the Taxi
domain). This makes it hard to evaluate the agent’s ability to compose pre-learned policies to
solve previously unseen sequential tasks in a zero-shot fashion unless we re-train the agent
on the new tasks in a transfer learning setting (Singh, 1991, 1992; McGovern and Barto,
2002). Our work is also closely related to Programmable HAMs (PHAMs) (Andre and
Russell, 2000, 2002) in that a PHAM is designed to execute a given program. However, the
program explicitly specifies the policy in PHAMs which effectively reduces the state-action
search space. In contrast, instructions are a description of the task in our work, which means
that the agent should learn to use the instructions to maximize its reward.
Hierarchical Deep RL. Hierarhical RL has been recently combined with deep learning.
Kulkarni et al. (2016a) proposed hierarchical Deep Q-Learning and demonstrated improved
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Figure 6.2: Architecture of parameterized skill. See text for details.
exploration in a challenging Atari game. Tessler et al. (2017) proposed a similar architecture,
but the high-level controller is allowed to choose primitive actions directly. Bacon et al.
(2017) proposed the option-critic architecture, which learns options without pseudo reward
and demonstrated that it can learn distinct options in Atari games. Heess et al. (2016)
formulated the actions of the meta controller as continuous variables that are used to
modulate the behavior of the low-level controller. Florensa et al. (2017) trained a stochastic
neural network with mutual information regularization to discover skills. Most of these
approaches build an open-loop policy at the high-level controller that waits until the previous
subtask is finished once it is chosen. This approach is not able to interrupt ongoing subtasks
in principle, while our architecture can switch its subtask at any time.
Zero-Shot Task Generalization. There have been a few papers on zero-shot general-
ization to new tasks. For example, da Silva et al. (2012) introduced parameterized skills
that map sets of task descriptions to policies. Isele et al. (2016) achieved zero-shot task
generalization through dictionary learning with sparsity constraints. Schaul et al. (2015)
proposed universal value function approximators (UVFAs) that learn value functions for
state and goal pairs. Devin et al. (2017) proposed composing sub-networks that are shared
across tasks and robots in order to achieve generalization to unseen configurations of them.
Unlike the above prior work, we propose a flexible metric learning method which can be
applied to various generalization scenarios. Andreas et al. (2017) proposed a framework to
learn the underlying subtasks from a policy sketch which specifies a sequence of subtasks,
and the agent can generalize over new sequences of them in principle. In contrast, our work
aims to generalize over unseen subtasks as well as unseen sequences of them. In addition,
the agent should handle unexpected events in our problem that are not described by the
instructions by interrupting subtasks appropriately.
Instruction Execution. There has been a line of work for building agents that can execute
natural language instructions: Tellex et al. (2011, 2014) for robotics and MacMahon et al.
71
(2006); Chen and Mooney (2011); Mei et al. (2016) for a simulated environment. However,
these approaches focus on natural language understanding to map instructions to actions or
groundings in a supervised setting. In contrast, we focus on generalization to sequences of
instructions without any supervision for language understanding or for actions. Although
Branavan et al. (2009) also tackle a similar problem, the agent is given a single instruction
at a time, while our agent needs to learn how to align instructions and state given a full list
of instructions.
6.3 Learning a Parameterized Skill
In this chapter, a parameterized skill is a multi-task policy corresponding to multiple tasks
defined by categorical input task parameters, e.g., [Pick up, X]. More formally, we define a
parameterized skill as a mapping O × G → A× B, where O is a set of observations, G is
a set of task parameters, A is a set of primitive actions, and B = {0, 1} indicates whether
the task is finished or not. A space of tasks is defined using the Cartesian product of task
parameters: G = G(1) × ... × G(n), where G(i) is a set of the i-th parameters (e.g., G =
{Visit, Pick up}×{X, Y, Z}). Given an observation xt ∈ O at time t and task parameters
g =
[
g(1), ..., g(n)
] ∈ G, where g(i) is a one-hot vector, the parameterized skill is the
following functions:
Policy: piφ(at|xt, g)
Termination: βφ(bt|xt, g),
where piφ is the policy optimized for the task g, and βφ is a termination function (Sutton
et al., 1999b) which is the probability that the state is terminal at time t for the given task
g. The parameterized skill is represented by a non-linear function approximator φ(·), a
neural network in this chapter. The neural network architecture of our parameterized skill is
illustrated in Figure 6.2. The network maps input task parameters into a task embedding
space ϕ(g), which is combined with the observation followed by the output layers.
6.3.1 Learning to Generalize by Analogy-Making
Only a subset of tasks (G ′ ⊂ G) are available during training, and so in order to generalize to
unseen tasks during evaluation the network needs to learn knowledge about the relationship
between different task parameters when learning the task embedding ϕ(g).
To this end, we propose an analogy-making objective inspired by Reed et al. (2015).
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The main idea is to learn correspondences between tasks. For example, if target objects and
‘Visit/Pick up’ actions are independent (i.e., each action can be applied to any target object),
we can enforce the analogy [Visit, X] : [Visit, Y] :: [Pick up, X] : [Pick up, Y] for any X and
Y in the embedding space, which means that the difference between ‘Visit’ and ‘Pick up’ is
consistent regardless of target objects and vice versa. This allows the agent to generalize to
unseen combinations of actions and target objects, such as performing [Pick up, Y] after it
has learned to perform [Pick up, X] and [Visit, Y].
More specifically, we define several constraints as follows:
‖∆ (gA, gB)−∆ (gC , gD)‖ ≈ 0 if gA : gB :: gC : gD
‖∆ (gA, gB)−∆ (gC , gD)‖ ≥ τdis if gA : gB 6= gC : gD
‖∆ (gA, gB)‖ ≥ τdiff if gA 6= gB,
where gk =
[
g
(1)
k , g
(2)
k , ..., g
(n)
k
]
∈ G are task parameters, ∆ (gA, gB) = ϕ(gA)−ϕ(gB) is the
difference vector between two tasks in the embedding space, and τdis and τdiff are constant
threshold distances. Intuitively, the first constraint enforces the analogy (i.e., parallelogram
structure in the embedding space; see Mikolov et al. (2013); Reed et al. (2015)), while
the other constraints prevent trivial solutions. We incorporate these constraints into the
following objectives based on contrastive loss (Hadsell et al., 2006):
Lsim = EgA...D∼Gsim
[‖∆ (gA, gB)−∆ (gC , gD) ‖2]
Ldis = EgA...D∼Gdis
[
(τdis − ‖∆ (gA, gB)−∆ (gC , gD) ‖)2+
]
Ldiff = EgA,B∼Gdiff
[
(τdiff − ‖∆ (gA, gB) ‖)2+
]
,
where (·)+ = max(0, ·) and Gsim,Gdis,Gdiff are sets of task parameters that satisfy corre-
sponding conditions in the above three constraints. The final analogy-making objective is
the weighted sum of the above three objectives.
6.3.2 Training
The parameterized skill is trained on a set of tasks (G ′ ⊂ G) through the actor-critic method
with generalized advantage estimation (Schulman et al., 2016). We also found that pre-
training through policy distillation (Rusu et al., 2016; Parisotto et al., 2016) gives slightly
better results as discussed in Tessler et al. (2017). Throughout training, the parameterized
skill is also made to predict whether the current state is terminal or not through a binary
classification objective, and the analogy-making objective is applied to the task embedding
73
Scenario Analogy Train Unseen
Independent
× 0.3 (99.8%) -3.7 (34.8%)
X 0.3 (99.8%) 0.3 (99.5%)
Object-dependent
× 0.3 (99.7%) -5.0 (2.2%)
X 0.3 (99.8%) 0.3 (99.7%)
Inter/Extrapolation
× -0.7 (97.5%) -2.2 (24.9%)
X -0.7 (97.5%) -1.7 (94.5%)
Table 6.1: Performance on parameterized tasks. Each entry shows ‘Average reward (Success
rate)’. We assume an episode is successful only if the agent successfully finishes the task
and its termination predictions are correct throughout the whole episode.
separately.
6.3.3 Experiments
Environment. We developed a 3D visual environment using Minecraft based on Oh et al.
(2016) as shown in Figure 6.1. An observation is represented as a 64× 64 pixel RGB image.
There are 7 different types of objects: Pig, Sheep, Greenbot, Horse, Cat, Box, and Ice. The
topology of the world and the objects are randomly generated for every episode. The agent
has 9 actions: Look (Left/Right/Up/Down), Move (Forward/Backward), Pick up, Transform,
and No operation. Pick up removes the object in front of the agent, and Transform changes
the object in front of the agent to ice (a special object).
Implementation Details. The network architecture of the parameterized skill consists
of 4 convolution layers and one LSTM (Hochreiter and Schmidhuber, 1997) layer. We
conducted curriculum training by changing the size of the world, the density of object
and walls according to the agent’s success rate. We implemented actor-critic method with
16 CPU threads based on Sukhbaatar et al. (2015a). The parameters are updated after 8
episodes for each thread.
Results. To see how useful analogy-making is for generalization to unseen parameterized
tasks, we trained and evaluated the parameterized skill on three different sets of parameter-
ized tasks defined below.
• Independent: The task space is defined as G = T ×X , where T = {Visit,Pick up,Transform}
and X is the set of object types. The agent should move on top of the target object given
‘Visit’ task and perform the corresponding actions in front of the target given ‘Pick up’
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and ‘Transform’ tasks. Only a subset of tasks are encountered during training, so the agent
should generalize over unseen configurations of task parameters.
• Object-dependent: The task space is defined as G = T ′ × X , where T ′ = T ∪
{Interact with}. We divided objects into two groups, each of which should be either
picked up or transformed given ‘Interact with’ task. Only a subset of target object types
are encountered during training, so there is no chance for the agent to generalize without
knowledge of the group of each object. We applied analogy-making so that analogies can
be made only within the same group. This allows the agent to perform object-dependent
actions even for unseen objects.
• Interpolation/Extrapolation: The task space is defined as G = T × X × C, where
C = {1, 2, ..., 7}. The agent should perform a task for a given number of times (c ∈ C).
Only {1, 3, 5} ⊂ C is given during training, and the agent should generalize over unseen
numbers {2, 4, 6, 7}. Note that the optimal policy for a task can be derived from T × X ,
but predicting termination requires generalization to unseen numbers. We applied analogy-
making based on arithmetic (e.g., [Pick up, X, 2] : [Pick up, X, 5] :: [Transform, Y, 3] :
[Transform, Y, 6]).
As summarized in Table 6.1, the parameterized skill with our analogy-making objective
can successfully generalize to unseen tasks in all generalization scenarios. This suggests that
when learning a representation of task parameters, it is possible to inject prior knowledge
in the form of the analogy-making objective so that the agent can learn to generalize
over unseen tasks in various ways depending on semantics or context without needing to
experience them.
6.4 Learning to Execute Instructions using Parameterized
Skill
We now consider the instruction execution problem where the agent is given a sequence
of simple natural language instructions, as illustrated in Figure 6.1. We assume an already
trained parameterized skill, as described in Section 6.3. Thus, the main remaining problem
is how to use the parameterized skill to execute instructions. Although the requirement
that instructions be executed sequentially makes the problem easier (than, e.g., conditional-
instructions), the agent still needs to make complex decisions because it should deviate from
instructions to deal with unexpected events (e.g., low battery) and remember what it has
done to deal with loop instructions, as discussed in Section 6.1.
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Figure 6.3: Overview of our hierarchical architecture.
To address the above challenges, our hierarchical RL architecture (see Figure 6.3)
consists of two modules: meta controller and parameterized skill. Specifically, a meta
controller reads the instructions and passes subtask parameters to a parameterized skill
which executes the given subtask and provides its termination signal back to the meta
controller. Section 6.4.1 describes the overall architecture of the meta controller for dealing
with instructions. Section 6.4.2 describes a novel neural architecture that learns when to
update the subtask in order to better deal with delayed reward signal as well as unexpected
events.
6.4.1 Meta Controller Architecture
As illustrated in Figure 6.4, the meta controller is a mapping O ×M× G × B → G, where
M is a list of instructions. Intuitively, the meta controller decides subtask parameters gt ∈ G
conditioned on the observation xt ∈ O, the list of instructions M ∈ M, the previously
selected subtask gt−1, and its termination signal (b ∼ βφ).
In contrast to recent hierarchical deep RL approaches where the meta controller can
update its subtask (or option) only when the previous one terminates or only after a fixed
number of steps, our meta controller can update the subtask at any time and takes the
termination signal as additional input. This gives more flexibility to the meta controller and
enables interrupting ongoing tasks before termination.
In order to keep track of the agent’s progress on instruction execution, the meta controller
maintains its internal state by computing a context vector (Section 6.4.1.1) and determines
which subtask to execute by focusing on one instruction at a time from the list of instructions
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Figure 6.4: Neural network architecture of meta controller.
(Section 6.4.1.2).
6.4.1.1 Context
Given the sentence embedding rt−1 retrieved at the previous time-step from the instruc-
tions (described in Section 6.4.1.2), the previously selected subtask gt−1, and the subtask
termination bt ∼ βφ
(
bt|st, gt−1
)
, the meta controller computes the context vector (ht) as
follows:
ht = LSTM (st,ht−1)
st = f
(
xt, rt−1, gt−1, bt
)
,
where f is a neural network. Intuitively, gt−1 and bt provide information about which subtask
was being solved by the parameterized skill and whether it has finished or not. Thus, st is a
summary of the current observation and the ongoing subtask. ht takes the history of st into
account through the LSTM, which is used by the subtask updater.
6.4.1.2 Subtask Updater
The subtask updater constructs a memory structure from the list of instructions, retrieves an
instruction by maintaining a pointer into the memory, and computes the subtask parameters.
Instruction Memory. Given instructions as a list of sentences M = (m1,m2, ...,mK),
where each sentence consists of a list of words, mi =
(
w1, ..., w|mi|
)
, the subtask updater
77
constructs memory blocks M ∈ RE×K (i.e., each column is an E-dimensional embedding
of a sentence). The subtask updater maintains an instruction pointer (pt ∈ RK) which is
non-negative and sums up to 1 indicating which instruction the meta controller is executing.
Memory construction and retrieval can be written as:
Memory: M = [ϕw (m1) , ϕw (m2) , ..., ϕw (mK)] (6.1)
Retrieval: rt = Mpt, (6.2)
where ϕw (mi) ∈ RE is the embedding of the i-th sentence (e.g., Bag-of-words), and
rt ∈ RE is the retrieved sentence embedding which is used for computing the subtask
parameters. Intuitively, if pt is a one-hot vector, rt indicates a single instruction from the
whole list of instructions. The meta controller should learn to manage pt so that it can focus
on the correct instruction at each time-step.
Since instructions should be executed sequentially, we use a location-based memory
addressing mechanism (Zaremba and Sutskever, 2016; Graves et al., 2014) to manage the
instruction pointer. Specifically, the subtask updater shifts the instruction pointer by [−1, 1]
as follows:
pt = lt ∗ pt−1 where lt = Softmax
(
ϕshift(ht)
)
, (6.3)
where ∗ is a convolution operator, ϕshift is a neural network, and lt ∈ R3 is a soft-attention
vector over the three shift operations {−1, 0,+1}. The optimal policy should keep the
instruction pointer unchanged while executing an instruction and increase the pointer by +1
precisely when the current instruction is finished.
Subtask Parameters. The subtask updater takes the context (ht), updates the instruction
pointer (pt), retrieves an instruction (rt), and computes subtask parameters as:
piθ (gt|ht, rt) =
∏
i
piθ
(
g
(i)
t |ht, rt
)
, (6.4)
where piθ
(
g
(i)
t |ht, rt
)
∝ exp
(
ϕgoali (ht, rt)
)
, and ϕgoali is a neural network for the i-th
subtask parameter.
6.4.2 Learning to Operate at a Large Time-Scale
Although the meta controller can learn an optimal policy by updating the subtask at each time-
step in principle, making a decision at every time-step can be inefficient because subtasks
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Figure 6.5: Unrolled illustration of the meta controller with a learned time-scale. The
internal states (p, r,h) and the subtask (g) are updated only when c = 1. If c = 0, the meta
controller continues the previous subtask without updating its internal states.
do not change frequently. Instead, having temporally-extended actions can be useful for
dealing with delayed reward by operating at a larger time-scale (Sutton et al., 1999b). While
it is reasonable to use the subtask termination signal to define the temporal scale of the
meta controller as in many recent hierarchical deep RL approaches (see Section 6.2), this
approach would result in a mostly open-loop meta-controller policy that is not able to
interrupt ongoing subtasks before termination, which is necessary to deal with unexpected
events not specified in the instructions.
To address this dilemma, we propose to learn the time-scale of the meta controller
by introducing an internal binary decision which indicates whether to invoke the subtask
updater to update the subtask or not, as illustrated in Figure 6.5. This decision is defined
as: ct ∼ σ
(
ϕupdate (st,ht−1)
)
where σ is a sigmoid function. If ct = 0, the meta controller
continues the current subtask without updating the subtask updater. Otherwise, if ct = 1,
the subtask updater updates its internal states (e.g., instruction pointer) and the subtask
parameters. This allows the subtask updater to operate at a large time-scale because one
decision made by the subtask updater results in multiple actions depending on c values. The
overall meta controller architecture with this update scheme is illustrated in Figure 6.4.
Soft-Update. To ease optimization of the non-differentiable variable (ct), we propose a
soft-update rule by using ct = σ
(
ϕupdate (st,ht−1)
)
instead of sampling it. The key idea
is to take the weighted sum of both ‘update’ and ‘copy’ scenarios using ct as the weight.
This method is described in Algorithm 5. We found that training the meta controller using
soft-update followed by fine-tuning by sampling ct is crucial for training the meta controller.
Note that the soft-update rule reduces to the original formulation if we sample ct and lt from
the Bernoulli and multinomial distributions, which justifies our initialization trick.
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Algorithm 5 Subtask update (Soft)
Input: st,ht−1,pt−1, rt−1, gt−1
Output: ht,pt, rt, gt
ct ← σ
(
ϕupdate (st,ht−1)
)
# Decide update weight
h˜t ← LSTM (st,ht−1) # Update the context
lt ← Softmax
(
ϕshift
(
h˜t
))
# Decide shift operation
p˜t ← lt ∗ pt−1 # Shift the instruction pointer
r˜t ←Mp˜t # Retrieve instruction
# Merge two scenarios (update/copy) using ct as weight
[pt, rt,ht]← ct[p˜t, r˜t, h˜t] + (1− ct) [pt−1, rt−1,ht−1]
g
(i)
t ∼ ctpiθ
(
g
(i)
t |h˜t, r˜t
)
+ (1− ct) g(i)t−1∀i
Integrating with Hierarchical RNN. The idea of learning the time-scale of a recurrent
neural network is closely related to hierarchical RNN approaches (Koutnik et al., 2014;
Chung et al., 2017) where different groups of recurrent hidden units operate at different
time-scales to capture both long-term and short-term temporal information. Our idea can be
naturally integrated with hierarchical RNNs by applying the update decision (c value) only
for a subset of recurrent units instead of all the units. Specifically, we divide the context
vector into two groups: ht =
[
h(l)t ,h
(h)
t
]
. The low-level units (h(l)t ) are updated at every
time-step, while the high-level units (h(h)t ) are updated depending on the value of c. This
simple modification leads to a form of hierarchical RNN where the low-level units focus on
short-term temporal information while the high-level units capture long-term dependencies.
6.4.3 Training
The meta controller is trained on a training set of lists of instructions. Given a pre-trained
and fixed parameterized skill, the actor-critic method is used to update the parameters of the
meta controller. Since the meta controller also learns a subtask embedding ϕ(gt−1) and has
to deal with unseen subtasks during evaluation, analogy-making objective is also applied.
6.4.4 Experiments
The experiments are designed to explore the following questions: (1) Will the proposed
hierarchical architecture outperform a non-hierarchical baseline? (2) How beneficial is the
meta controller’s ability to learn when to update the subtask? We are also interested in
understanding the qualitative properties of our agent’s behavior.
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Train Test (Seen) Test (Unseen)
Length of instructions 4 20 20
Flat -7.1 (1%) -63.6 (0%) -62.0 (0%)
Hierarchical-Long -5.8 (31%) -59.2 (0%) -59.2 (0%)
Hierarchical-Short -3.3 (83%) -53.4 (23%) -53.6 (18%)
Hierarchical-Dynamic -3.1 (95%) -30.3 (75%) -38.0 (56%)
Table 6.2: Performance on instruction execution. Each entry shows average reward and
success rate. ‘Hierarchical-Dynamic’ is our approach that learns when to update the subtask.
An episode is successful only when the agent solves all instructions correctly.
Environment. We used the same Minecraft domain used in Section 6.3.3. The agent
receives a time penalty (−0.1) for each step and receives +1 reward when it finishes the
entire list of instructions in the correct order. Throughout an episode, a box (including
treasures) randomly appears with probability of 0.03 and transforming a box gives +0.9
reward.
The subtask space is defined as G = T × X , and the semantics of each subtask are the
same as the ‘Independent’ case in Section 6.3.3. We used the best-performing parameterized
skill throughout this experiment.
There are 7 types of instructions: {Visit X, Pick up X, Transform X, Pick up 2 X,
Transform 2 X, Pick up 3 X, Transform 3 X} where ‘X’ is the target object type. Note that
the parameterized skill used in this experiment was not trained on loop instructions (e.g.,
Pick up 3 X), so the last four instructions require the meta controller to learn to repeat the
corresponding subtask for the given number of times. To see how the agent generalizes to
previously unseen instructions, only a subset of instructions and subtasks was presented
during training.
Implementation Details. The meta controller consists of 3 convolution layers and one
LSTM layer. We also conducted curriculum training by changing the size of the world, the
density of object and walls, and the number of instructions according to the agent’s success
rate. We used the actor-critic implementation described in Section 6.3.3.
Baselines. To understand the advantage of using the hierarchical structure and the benefit
of our meta controller’s ability to learn when to update the subtask, we trained three baselines
as follows.
• Flat: identical to our meta controller except that it directly chooses primitive actions
without using the parameterized skill. It is also pre-trained on the training set of subtasks.
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Figure 6.6: Performance per number of instructions. From left to right, the plots show
reward, success rate, the number of steps, and the average number of instructions completed
respectively.
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Figure 6.7: Analysis of the learned policy. ‘Update’ shows our agent’s internal update
decision. ‘Shift’ shows our agent’s instruction-shift decision (-1, 0, and +1 from top to
bottom). The bottom text shows the instruction indicated by the instruction pointer, while
the top text shows the subtask chosen by the meta controller. (A) the agent picks up the pig
to finish the instruction and moves to the next instruction. (B) When the agent observes
a box that randomly appeared while executing ‘Pick up 2 pig’ instruction, it immediately
changes its subtask to [Transform, Box]. (C) After dealing with the event (transforming a
box), the agent resumes executing the instruction (‘Pick up 2 pig’). (D) The agent finishes
the final instruction.
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• Hierarchical-Long: identical to our architecture except that the meta controller can
update the subtask only when the current subtask is finished. This approach is similar to
recent hierarchical deep RL methods (Kulkarni et al., 2016a; Tessler et al., 2017).
• Hierarchical-Short: identical to our architecture except that the meta controller updates
the subtask at every time-step.
Overall Performance. The results on the instruction execution are summarized in Ta-
ble 6.2 and Figure 6.6. It shows that our architecture (‘Hierarchical-Dynamic’) can handle
a relatively long list of seen and unseen instructions of length 20 with reasonably high
success rates, even though it is trained on short instructions of length 4. Although the
performance degrades as the number of instructions increases, our architecture finishes 18
out of 20 seen instructions and 14 out of 20 unseen instructions on average. These results
show that our agent is able to generalize to longer compositions of seen/unseen instructions
by just learning to solve short sequences of a subset of instructions.
Flat vs. Hierarchy. Table 6.2 shows that the flat baseline completely fails even on training
instructions. The flat controller tends to struggle with loop instructions (e.g., Pick up 3
pig) so that it learned a sub-optimal policy which moves to the next instruction with a
small probability at each step regardless of its progress. This implies that it is hard for
the flat controller to detect precisely when a subtask is finished, whereas hierarchical
architectures can easily detect when a subtask is done, because the parameterized skill
provides a termination signal to the meta controller.
Effect of Learned Time-Scale. As shown in Table 6.2 and Figure 6.6, ‘Hierarchical-
Long’ baseline performs significantly worse than our architecture. We found that whenever
a subtask is finished, this baseline puts a high probability to switch to [Transform, Box]
regardless of the existence of box because transforming a box gives a bonus reward if a box
exists by chance. However, this leads to wasting too much time finding a box until it appears
and results in a poor success rate due to the time limit. This result implies that an open-loop
policy that has to wait until a subtask finishes can be confused by such an uncertain event
because it cannot interrupt ongoing subtasks before termination.
On the other hand, we observed that ‘Hierarchical-Short’ often fails on loop instructions
by moving on to the next instruction before it finishes such instructions. This baseline
should repeat the same subtask while not changing the instruction pointer for a long time
and the reward is even more delayed given loop instructions. In contrast, the subtask updater
in our architecture makes fewer decisions by operating at a large time-scale so that it can
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get more direct feedback from the long-term future. We conjecture that this is why our
architecture performs better than this baseline. This result shows that learning when to
update the subtask using the neural network is beneficial for dealing with delayed reward
without compromising the ability to interrupt.
Analysis of The Learned Policy. We visualized our agent’s behavior given a long list
of instructions in Figure 6.7. Interestingly, when the agent sees a box, the meta controller
immediately changes its subtask to [Transform, Box] to get a positive reward even though its
instruction pointer is indicating ‘Pick up 2 pig’ and resumes executing the instruction after
dealing with the box. Throughout this event and the loop instruction, the meta controller
keeps the instruction pointer unchanged as illustrated in (B-C) in Figure 6.7. In addition,
the agent learned to update the instruction pointer and the subtask almost only when it is
needed, which provides the subtask updater with temporally-extended actions. This is not
only computationally efficient but also useful for learning a better policy.
6.5 Discussion
In this chapter, we explored a type of zero-shot task generalization in RL with a new problem
where the agent is required to execute and generalize over sequences of instructions. We
proposed an analogy-making objective which enables generalization over unseen parame-
terized tasks in various scenarios. We also proposed a novel way to learn the time-scale of
the meta controller that proved to be more efficient and flexible than alternative approaches
for interrupting subtasks and for dealing with delayed sequential decision problems. Our
empirical results on a stochastic 3D domain showed that our architecture generalizes well to
longer sequences of instructions as well as unseen instructions. Although our hierarchical
RL architecture was demonstrated in the simple setting where the set of instructions should
be executed sequentially, we believe that our key ideas are not limited to this setting but can
be extended to richer forms of instructions.
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CHAPTER VII
Self-Imitation Learning
This chapter proposes Self-Imitation Learning (SIL), a simple off-policy actor-critic algo-
rithm that learns to reproduce the agent’s past good decisions. This algorithm is designed to
verify our hypothesis that exploiting past good experiences can indirectly drive deep explo-
ration. Our empirical results show that SIL significantly improves advantage actor-critic
(A2C) on several hard exploration Atari games and is competitive to the state-of-the-art
count-based exploration methods. We also show that SIL improves proximal policy opti-
mization (PPO) on MuJoCo tasks.
7.1 Introduction
The trade-off between exploration and exploitation is one of the fundamental challenges
in reinforcement learning (RL). The agent needs to exploit what it already knows in order
to maximize reward. But, the agent also needs to explore new behaviors in order to find
a potentially better policy. The resulting performance of an RL agent emerges from this
interaction between exploration and exploitation.
This chapter studies how exploiting the agent’s past experiences improves learning in
RL. More specifically, we hypothesize that learning to reproduce past good experiences can
indirectly lead to deeper exploration depending on the domain. A simple example of how
this can occur can be seen through our results on an example Atari game, Montezuma’s
Revenge (see Figure 7.1). In this domain, the first and more proximal source of reward
is obtained by picking up the key. Obtaining the key is a precondition of the second and
more distal source of reward (i.e., opening the door with the key). Many existing methods
occasionally generate experiences that pick up the key and obtain the first reward, but fail
to exploit these experiences often enough to learn how to open the door by exploring after
picking up the key. Thus, they end up with a poor policy (see A2C in Figure 7.1). On the
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Figure 7.1: Learning curves on Montezuma’s Revenge. (Left) The agent needs to pick
up the key in order to open the door. Picking up the key gives a small reward. (Right)
The baseline (A2C) often picks up the key as shown by the best episode reward in recent
100K steps (A2C (Best)), but it fails to consistently reproduce such a trajectory. In contrast,
self-imitation learning (A2C+SIL) quickly learns to pick up the key as soon as the agent
experiences it, which leads to the next source of reward (door).
other hand, by exploiting the experiences that pick up the key, the agent is able to explore
onwards from the state where it has the key to successfully learn how to open the door (see
A2C+SIL in Figure 7.1). Of course, this sort of exploitation can also hurt performance in
problems where there are proximal distractor rewards and repeated exploitation of such
rewards does not help in learning about more distal and higher rewards; in other words,
these two aspects may both be present. In this chapter we will empirically investigate many
different domains to see how exploiting past experiences can be beneficial for learning
agents.
The main contributions of this chapter are as follows: (1) To study how exploiting past
good experiences affects learning, we propose a Self-Imitation Learning (SIL) algorithm
which learns to imitate the agent’s own past good decisions. In brief, the SIL algorithm stores
experiences in a replay buffer, learns to imitate state-action pairs in the replay buffer only
when the return in the past episode is greater than the agent’s value estimate. (2) We provide
a theoretical justification of the SIL objective by showing that the SIL objective is derived
from the lower bound of the optimal Q-function. (3) The SIL algorithm is very simple to
implement and can be applied to any actor-critic architecture. (4) We demonstrate that SIL
combined with advantage actor-critic (A2C) is competitive to the state-of-the-art count-
based exploration actor-critic methods (e.g., Reactor-PixelCNN (Ostrovski et al., 2017))
on several hard exploration Atari games (Bellemare et al., 2013); SIL also improves the
overall performance of A2C across 49 Atari games. Finally, SIL improves the performance
of proximal policy optimization (PPO) on MuJoCo continuous control tasks (Brockman
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et al., 2016; Todorov et al., 2012), demonstrating that SIL may be generally applicable to
any actor-critic architecture.
7.2 Related Work
Exploration There has been a long history of work on improving exploration in RL,
including recent work that can scale up to large state spaces Stadie et al. (2015); Osband
et al. (2016); Bellemare et al. (2016); Ostrovski et al. (2017). Many existing methods use
some notion of curiosity or uncertainty as a signal for exploration (Schmidhuber, 1991; Strehl
and Littman, 2008). In contrast, this chapter focuses on exploiting past good experiences for
better exploration. Though the role of exploitation for exploration has been discussed (Thrun,
1992), prior work has mostly considered exploiting what the agent has learned, whereas we
consider exploiting what the agent has experienced, but has not yet learned.
Episodic control Episodic control (Lengyel and Dayan, 2008) can be viewed as an ex-
treme way of exploiting past experiences in the sense that the agent repeats the same actions
that gave the best outcome in the past. MFEC (Blundell et al., 2016) and NEC (Pritzel et al.,
2017) scaled up this idea to complex domains. However, these methods are slow during
test-time because the agent needs to retrieve relevant states for each step and may generalize
poorly as the resulting policy is non-parametric.
Experience replay Experience replay (Lin, 1992) is a natural way of exploiting past
experiences for parametric policies. Prioritized experience replay (Moore and Atkeson,
1992; Schaul et al., 2016) proposed an efficient way of learning from past experiences
by prioritizing them based on temporal-difference error. Our self-imitation learning also
prioritizes experiences based on the full episode rewards. Optimality tightening (He et al.,
2017) introduced an objective based on the lower/upper bound of the optimal Q-function,
which is similar to a part of our theoretical result. These recent advances in experience replay
have focused on value-based methods such as Q-learning, and are not easily applicable to
actor-critic architectures.
Experience replay for actor-critic In fact, actor-critic framework (Sutton et al., 1999a;
Konda and Tsitsiklis, 2000) can also utilize experience replay. Many existing methods are
based on off-policy policy evaluation (Precup et al., 2001, 2000), which involves importance
sampling. For example, ACER (Wang et al., 2017) and Reactor (Gruslys et al., 2018)
use Retrace (Munos et al., 2016) to evaluate the learner from the behavior policy. Due to
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importance sampling, this approach may not benefit much from the past experience if the
policy in the past is very different from the current policy. Although DPG (Silver et al., 2014;
Lillicrap et al., 2016) performs experience replay without importance sampling, it is limited
to continuous control. Our self-imitation learning objective does not involve importance
sampling and is applicable to both discrete and continuous control.
Connection between policy gradient and Q-learning The recent studies on the rela-
tionship between policy gradient and Q-learning have shown that entropy-regularized
policy gradient and Q-learning are closely related or even equivalent depending on as-
sumptions (Nachum et al., 2017; O’Donoghue et al., 2017; Schulman et al., 2017a; Haarnoja
et al., 2017). Our application of self-imitation learning to actor-critic (A2C+SIL) can be
viewed as an instance of PGQL (O’Donoghue et al., 2017) in that we perform Q-learning on
top of actor-critic architecture (see Section 7.4). Unlike Q-learning in PGQL, however, we
use the proposed lower bound Q-learning to exploit good experiences.
Learning from imperfect demonstrations A few studies have attempted to learn from
imperfect demonstrations, such as DQfD (Hester et al., 2018), Q-filter (Nair et al., 2017),
and normalized actor-critic (Xu et al., 2018). Our self-imitation learning has a similar flavor
in that the agent learns from imperfect demonstrations. However, we treat the agent’s own
experiences as demonstrations without using expert demonstrations. Although a similar
idea has been discussed for program synthesis (Liang et al., 2016; Abolafia et al., 2018),
this prior work used classification loss without justification. On the other hand, we propose
a new objective, provide a theoretical justification, and systematically investigate how it
drives exploration in RL.
7.3 Self-Imitation Learning
The goal of self-imitation learning (SIL) is to imitate the agent’s past good experiences in
the actor-critic framework. To this end, we propose to store past episodes with cumulative
rewards in a replay buffer: D = {(st, at, Rt)}, where st, at are a state and an action at
time-step t, and Rt =
∑∞
k=t γ
k−trk is the discounted sum of rewards with a discount factor
γ. To exploit only good state-action pairs in the replay buffer, we propose the following
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Algorithm 6 Actor-Critic with Self-Imitation Learning
Initialize parameter θ
Initialize replay buffer D ← ∅
Initialize episode buffer E ← ∅
for each iteration do
# Collect on-policy samples
for each step do
Execute an action st, at, rt, st+1 ∼ piθ(at|st)
Store transition E ← E ∪ {(st, at, rt)}
end for
if st+1 is terminal then
# Update replay buffer
Compute returns Rt =
∑∞
k γ
k−trk for all t in E
D ← D ∪ {(st, at, Rt)} for all t in E
Clear episode buffer E ← ∅
end if
# Perform actor-critic using on-policy samples
θ ← θ − η∇θLa2c (Eq. 7.4)
# Perform self-imitation learning
for m = 1 to M do
Sample a mini-batch {(s, a, R)} from D
θ ← θ − η∇θLsil (Eq. 7.1)
end for
end for
off-policy actor-critic loss:
Lsil = Es,a,R∈D
[Lsilpolicy + βsilLsilvalue] (7.1)
Lsilpolicy = − log piθ(a|s) (R− Vθ(s))+ (7.2)
Lsilvalue =
1
2
‖(R− Vθ(s))+‖2 (7.3)
where (·)+ = max(·, 0), and piθ, Vθ(s) are the policy (i.e., actor) and the value function
parameterized by θ. βsil ∈ R+ is a hyperparameter for the value loss.
Note that Lsilpolicy can be viewed as policy gradient using the value Vθ(s) as the state-
dependent baseline except that we use the off-policy Monte-Carlo return (R) instead of
on-policy return. Lsilpolicy can also be interpreted as cross entropy loss (i.e., classification loss
for discrete action) with sample weights proportional to the gap between the return and the
agent’s value estimate (R − Vθ). If the return in the past is greater than the agent’s value
estimate (R > Vθ), the agent learns to choose the action chosen in the past in the given
state. Otherwise (R ≤ Vθ), and such a state-action pair is not used to update the parameter
89
due to the (·)+ operator. This encourages the agent to imitate its own decisions in the past
only when such decisions resulted in larger returns than expected. Lsilvalue updates the value
estimate towards the off-policy return R.
Prioritized Replay The proposed self-imitation learning objective Lsil is based on our
theoretical result discussed in Section 7.4. In theory, the replay buffer (D) can be any
trajectories from any policies. However, only good state-action pairs that satisfy R > Vθ
can contribute to the gradient during self-imitation learning (Eq. 7.1). Therefore, in order to
get many state-action pairs that satisfy R > Vθ, we propose to use the prioritized experience
replay (Schaul et al., 2016). More specifically, we sample transitions from the replay
buffer using the clipped advantage (R − Vθ(s))+ as priority (i.e., sampling probability is
proportional to (R− Vθ(s))+). This naturally increases the proportion of valid samples that
satisfy the constraint (R− Vθ(s))+ in SIL objective and thus contribute to the gradient.
Advantage Actor-Critic with SIL (A2C+SIL) Our self-imitation learning can be com-
bined with any actor-critic method. In this chapter, we focus on the combination of advantage
actor-critic (A2C) (Mnih et al., 2016) and self-imitation learning (A2C+SIL), as described
in Algorithm 6. The objective of A2C (La2c) is given by (Mnih et al., 2016):
La2c = Es,a∼piθ
[La2cpolicy + βa2cLa2cvalue] (7.4)
La2cpolicy = − log piθ(at|st)(V nt − Vθ(st))− αHpiθt (7.5)
La2cvalue =
1
2
‖Vθ(st)− V nt ‖2 (7.6)
where Hpit = −
∑
a pi(a|st) log pi(a|st) denotes the entropy in simplified notation, and α
is a weight for entropy regularization. V nt =
∑n−1
d=0 γ
drt+d + γ
nVθ(st+n) is the n-step
bootstrapped value.
To sum up, A2C+SIL performs both on-policy A2C update (La2c) and self-imitation
learning from the replay buffer M times (Lsil) to exploit past good experiences. A2C+SIL
is relatively simple to implement as it does not involve importance sampling.
7.4 Theoretical Justification
In this section, we justify the following claim.
Claim VII.1. The self-imitation learning objective (Lsil in Eq. 7.1) can be viewed as an im-
plementation of lower-bound-soft-Q-learning (Section 7.4.2) under the entropy-regularized
RL framework.
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To show the above claim, we first introduce the entropy-regularized RL (Haarnoja
et al., 2017) in Section 7.4.1. Section 7.4.2 introduces lower-bound-soft-Q-learning, an
off-policy Q-learning algorithm, which learns the optimal action-value function from good
state-action pairs. Section 7.4.3 proves the above claim by showing the equivalence between
self-imitation learning and lower-bound-soft-Q-learning. Section 7.4.4 further discusses the
relationship between A2C and self-imitation learning.
7.4.1 Entropy-Regularized Reinforcement Learning
The goal of entropy-regularized RL is to learn a stochastic policy which maximizes the
entropy of the policy as well as the γ-discounted sum of rewards (Haarnoja et al., 2017;
Ziebart et al., 2008):
pi∗ = argmaxpiEpi
[ ∞∑
t=0
γt (rt + αHpit )
]
(7.7)
whereHpit = − log pi(at|st) is the entropy of the policy pi, and α ≥ 0 represents the weight
of entropy bonus. Intuitively, in the entropy-regularized RL, a policy that has a high entropy
is preferred (i.e., diverse actions chosen given the same state).
The optimal soft Q-function and the optimal soft value function are defined as:
Q∗(st, at) = Epi∗
[
rt +
∞∑
k=t+1
γk−t(rk + αHpi∗k )
]
(7.8)
V ∗(st) = α log
∑
a
exp (Q∗(st, a)/α) . (7.9)
It is shown that the optimal policy pi∗ has the following form (see Ziebart (2010); Haarnoja
et al. (2017) for the proof):
pi∗(a|s) = exp((Q∗(s, a)− V ∗(s))/α). (7.10)
This result provides the relationship among the optimal Q-function, the optimal policy, and
the optimal value function, which will be useful in Section 7.4.3.
7.4.2 Lower Bound Soft Q-Learning
Lower bound of optimal soft Q-value Let pi∗ be an optimal policy in entropy-regularized
RL (Eq. 7.7). It is straightforward that the expected return of any behavior policy µ can
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serve as a lower bound of the optimal soft Q-value as follows:
Q∗(st, at) = Epi∗
[
rt +
∞∑
k=t+1
γk−t(rk + αHpi∗k )
]
(7.11)
≥ Eµ
[
rt +
∞∑
k=t+1
γk−t(rk + αHµk)
]
, (7.12)
because the entropy-regularized return of the optimal policy is always greater or equal to
that of any other policies.
Lower bound soft Q-learning Suppose that we have full episode trajectories from a
behavior policy µ, which consists of state-action-return triples: (st, at, Rt) where Rt =
rt +
∑∞
k=t+1 γ
k−t(rk + αHµk) is the entropy-regularized return. We propose lower bound
soft Q-learning which updates Qθ(s, a) parameterized by θ towards the optimal soft Q-value
as follows (t is omitted for brevity):
Llb = Es,a,R∼µ
[
1
2
‖(R−Qθ(s, a))+‖2
]
, (7.13)
where (·)+ = max(·, 0). Intuitively, we update the Q-value only when the return is greater
than the Q-value estimate (R > Qθ(s, a)). This is justified by the fact that the lower
bound (Eq. 7.12) implies that the estimated Q-value is lower than the optimal soft Q-value:
Q∗(s, a) ≥ R > Qθ(s, a) when the environment is deterministic. Otherwise (R ≤ Qθ(s, a)),
such state-action pairs do not provide any useful information about the optimal soft Q-value,
so they are not used for training. We call this lower-bound-soft-Q-learning as it updates
Q-values towards the lower bounds of the optimal Q-values observed from the behavior
policy.
7.4.3 Connection between SIL and Lower Bound Soft Q-Learning
In this section, we derive an equivalent form of lower-bound-soft-Q-learning (Eq. 7.13) for
the actor-critic architecture and show a connection to self-imitation learning objective.
Suppose that we have a parameterized soft Q-function Qθ. According to the form of
optimal soft value function and optimal policy in the entropy-regularized RL (Eq. 7.9-7.10),
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it is natural to consider the following forms of a value function Vθ and a policy piθ:
Vθ(s) = α log
∑
a
exp(Qθ(s, a)/α) (7.14)
piθ(a|s) = exp((Qθ(s, a)− Vθ(s))/α). (7.15)
From these definitions, Qθ can be written as:
Qθ(s, a) = Vθ(s) + α log piθ(a|s). (7.16)
For convenience, let us define the following:
Rˆ = R− α log piθ(a|s) (7.17)
∆ = R−Qθ(s, a) = Rˆ− Vθ(s). (7.18)
By plugging Eq. 7.16 into Eq. 7.13, we can derive the gradient estimator of lower-bound-
soft-Q-learning for the actor-critic architecture as follows:
∇θEs,a,R∼µ
[
1
2
‖(R−Qθ(s, a))+‖2
]
(7.19)
= E [−∇θQθ(s, a)∆+] (7.20)
= E [−∇θ (α log piθ(a|s) + Vθ(s)) ∆+] (7.21)
= E [−α∇θ log piθ(a|s)∆+ −∇θVθ(s)∆+] (7.22)
= E
[
α∇θLlbpolicy −∇θVθ(s)∆+
]
(7.23)
= E
[
α∇θLlbpolicy −∇θVθ(s)(R−Qθ(s, a))+
]
(7.24)
= E
[
α∇θLlbpolicy −∇θVθ(s)(Rˆ− Vθ(s))+
]
(7.25)
= E
[
α∇θLlbpolicy +∇θ
1
2
∥∥∥(Rˆ− Vθ(s))+∥∥∥2] (7.26)
= E
[
α∇θLlbpolicy +∇θLlbvalue
]
. (7.27)
Each loss term in Eq. 7.27 is given by:
Llbpolicy = − log piθ(a|s)
(
Rˆ− Vθ(s)
)
+
(7.28)
Llbvalue =
1
2
∥∥∥(Rˆ− Vθ(s))+∥∥∥2 . (7.29)
Thus, Llbpolicy = Lsilpolicy and Llbvalue = Lsilvalue as α → 0 (see Eq. 7.2-7.3). This shows that
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the proposed self-imitation learning objective Lsil (Eq. 7.1) can be viewed as a form of
lower-bound-soft-Q-learning (Eq. 7.13), but without explicitly optimizing for entropy bonus
reward as α → 0. Since the lower-bound-soft-Q-learning directly updates the Q-value
towards the lower bound of the optimal Q-value, self-imitation learning can be viewed as an
algorithm that updates the policy (piθ) and the value (Vθ) directly towards the optimal policy
and the optimal value respectively.
7.4.4 Relationship between A2C and SIL
Intuitively, A2C updates the policy in the direction of increasing the expected return of the
learner policy and enforces consistency between the value and the policy from on-policy
trajectories. On the other hand, SIL updates each of them directly towards optimal policies
and values respectively from off-policy trajectories. In fact, Nachum et al. (2017); Haarnoja
et al. (2017); Schulman et al. (2017a) have recently shown that entropy-regularized A2C can
be viewed as n-step online soft Q-learning (or path consistency learning). Therefore, both
A2C and SIL objectives are designed to learn the optimal soft Q-function in the entropy-
regularized RL framework. Thus, we claim that both objectives can be complementary to
each other in that they share the same optimal solution as discussed in PGQL (O’Donoghue
et al., 2017).
7.5 Experiments
The experiments are designed to answer the following:
• Is self-imitation learning useful for exploration?
• Is self-imitation learning complementary to count-based exploration methods?
• Does self-imitation learning improve the overall performance across a variety of tasks?
• When does self-imitation learning help and when does it not?
• Can other off-policy actor-critic methods also exploit good experiences (e.g., ACER (Wang
et al., 2017))?
• Is self-imitation learning useful for continuous control and compatible with other learning
algorithms like PPO (Schulman et al., 2017b)?
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Figure 7.2: Key-Door-Treasure domain. The agent should pick up the key (K) in order
to open the door (D) and collect the treasure (T) to maximize the reward. In the Apple-
Key-Door-Treasure domain (bottom), there are two apples (A) that give small rewards (+1).
‘SIL’ and ‘EXP’ represent our self-imitation learning and a count-based exploration method
respectively.
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Figure 7.3: Learning curves on hard exploration Atari games. X-axis and y-axis represent
steps and average reward respectively.
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7.5.1 Implementation Details
For Atari experiments, we used a 3-layer convolutional neural network used in DQN (Mnih
et al., 2015) with last 4 stacked frames as input. We performed 4 self-imitation learning
updates per on-policy actor-critic update (M = 4 in Algorithm 6). Instead of treating
losing a life as episode termination as typically done in the previous work, we terminated
episodes when the game ends, as it is the true definition of episode termination. For MuJoCo
experiments, we used an MLP which consists of 2 hidden layers with 64 units as in Schulman
et al. (2017b). We performed 10 self-imitation learning updates per each iteration (batch).
Our implementation is based on OpenAI’s baseline implementation (Dhariwal et al., 2017).1
7.5.2 Key-Door-Treasure Domain
To investigate how self-imitation learning is useful for exploration and whether it is comple-
mentary to count-based exploration method, we compared different methods on a grid-world
domain, as illustrated in Figure 7.2. More specifically, we implemented a count-based
exploration method (Strehl and Littman, 2008) that gives an exploration bonus reward:
rexp = β/
√
N(s), where N(s) is the visit count of state s and β is a hyperparameter. We
also implemented a combination with self-imitation learning shown as ‘A2C+SIL+EXP’ in
Figure 7.2.
In the first domain (Key-Door-Treasure), the chance of picking up the key followed by
opening the door and obtaining the treasure is low due to the sequential dependency between
them. We found that the baseline A2C tends to get stuck at a sub-optimal policy that only
opens the door for a long time. A2C+EXP learns faster than A2C because exploration
bonus encourages the agent to collect the treasure more often. Interestingly, A2C+SIL and
A2C+SIL+EXP learn most quickly. We observed that once the agent opens the door with
the key by chance, our SIL helps exploit such good experiences and quickly learns to open
the door with the key. This increases the chance of getting the next reward (i.e., treasure)
and helps learn the optimal policy. This is an example showing that self-imitation learning
can drive deep exploration.
In the second domain (Apple-Key-Door-Treasure), collecting apples near the agent’s
initial location makes it even more challenging for the agent to learn the optimal policy,
which collects all of the objects within the time limit (50 steps). In this domain, many agents
learned a sub-optimal policy that only collects two apples as shown in Figure 7.2. On the
other hand, only A2C+SIL+EXP consistently learned the optimal policy because count-based
exploration increases the chance of collecting the treasure, while self-imitation learning can
1The code is available on https://github.com/junhyukoh/self-imitation-learning.
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Table 7.1: Comparison to count-based exploration actor-critic agents on hard exploration
Atari games. A3C+ and Reactor+ correspond to A3C-CTS (Bellemare et al., 2016) and
Reactor-PixelCNN respectively (Ostrovski et al., 2017). SimHash represents TRPO-AE-
SimHash (Tang et al., 2017). †Numbers are taken from plots.
A2C+SIL A3C+ Reactor+† SimHash
Montezuma 2500 273 100 75
Freeway 34 30 32 33
Hero 33069 15210 28000 N/A
PrivateEye 8684 99 200 N/A
Gravitar 2722 239 1600 482
Frostbite 6439 352 4800 5214
Venture 0 0 1400 445
quickly exploit such a good experience as soon as the agent collects it. This result shows
that self-imitation learning and count-based exploration methods can be complementary to
each other. This result also suggests that while exploration is important for increasing the
chance/frequency of getting a reward, it is also important to exploit such rare experiences to
learn a policy to consistently achieve it especially when the reward is sparse.
7.5.3 Hard Exploration Atari Games
We investigated how useful our self-imitation learning is for several hard exploration Atari
games on which recent advanced exploration methods mainly focused. Figure 7.3 shows that
A2C with our self-imitation learning (A2C+SIL) outperforms A2C on six hard exploration
games. A2C failed to learn a better-than-random policy, except for Hero, whereas our method
learned better policies and achieved human-level performances on Hero and Freeway. We
observed that even a random exploration occasionally leads to a positive reward on these
games, and self-imitation learning helps exploit such an experience to learn a good policy
from it. This can drive deep exploration when the improved policy gets closer to the next
source of reward. This result supports our claim that exploiting past experiences can often
help exploration.
We further compared our method against the state-of-the-art count-based exploration
actor-critic agents (A3C-CTS (Bellemare et al., 2016), Reactor-PixelCNN (Ostrovski et al.,
2017), and SimHash (Tang et al., 2017)). These methods learn a density model of the
observation or a hash function and use it to compute pseudo visit count, which is used to
compute an exploration bonus reward. Even though our method does not have an explicit
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Figure 7.4: Relative performance of A2C+SIL over A2C across 49 Atari games.
exploration bonus that encourages exploration, we were curious how well our self-imitation
learning approach performs compared to these exploration approaches.
Interestingly, Table 7.1 shows that A2C with our self-imitation learning (A2C+SIL)
achieves better results on 6 out of 7 hard exploration games without any technique that
explicitly encourages exploration. This result suggests that it is important to exploit past
good experiences as well as efficiently explore the environment to drive deep exploration.
On the other hand, we found that A2C+SIL never receives a positive reward on Venture
during training. This makes it impossible for our method to learn a good policy because
there is no good experience to exploit, whereas one of the count-based exploration methods
(Reactor-PixelCNN) achieves a better performance, because the agent is encouraged to
explore different states even in the absence of reward signal from the environment. This
result suggests that an advanced exploration method is essential in such environments where
a random exploration never generates a good experience within a reasonable amount of time.
Combining self-imitation learning with state-of-the-art exploration methods would be an
interesting future work.
7.5.4 Overall Performance on Atari Games
To see how useful self-imitation learning is across various types of environments, we
evaluated our self-imitation learning method on 49 Atari games. It turns out that our method
(A2C+SIL) significantly outperforms A2C in terms of median human-normalized score as
shown in Table 7.2. Figure 7.4 shows the relative performance of A2C+SIL compared to A2C
using the measure proposed by Wang et al. (2016). It is shown that our method (A2C+SIL)
improves A2C on 35 out of 49 games in total and 11 out of 14 hard exploration games
defined by Bellemare et al. (2016). It is also shown that A2C+SIL performs significantly
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Table 7.2: Performance of agents on 49 Atari games after 50M steps (200M frames) of
training. ‘ACPER’ represents A2C with prioritized replay using ACER objective. ‘Median’
shows median of human-normalized scores. ‘>Human’ shows the number of games where
the agent outperforms human experts.
AGENT MEDIAN >HUMAN
A2C 96.1% 23
ACPER 46.8% 18
A2C+SIL 138.7% 29
better on many easy exploration games such as Time Pilot as well as hard exploration games.
We observed that there is a certain learning stage where the agent suddenly achieves a high
score by chance on such games, and our self-imitation learning exploits such experiences as
soon as the agent experiences them.
On the other hand, we observed that our method often learns faster at the early stage
of learning, but sometimes gets stuck at a sub-optimal policy on a few games, such as
James Bond and Star Gunner. This suggests that excessive exploitation at the early stage
of learning can hurt the performance. We found that reducing the number of SIL updates
per iteration or using a small weight for the SIL objective in a later learning stage indeed
resolves this issue and even improve the performance on such games, though the reported
numbers are based on the single best hyperparameter. Thus, automatically controlling the
degree of self-imitation learning would be an interesting future work.
7.5.5 Effect of Lower Bound Soft Q-Learning
A natural question is whether existing off-policy actor-critic methods can also benefit from
past good experiences by exploiting them. To answer this question, we trained ACPER (A2C
with prioritized experience replay) which performs off-policy actor-critic update proposed
by ACER (Wang et al., 2017) by using the same prioritized experience replay as ours, which
uses (R− Vθ)+ as sampling priority. ACPER can also be viewed as the original ACER with
our proposed prioritized experience replay.
Table 7.2 shows that ACPER performs much worse than our A2C+SIL and is even
worse than A2C. We observed that ACPER also benefits from good episodes on a few hard
exploration games (e.g., Freeway) but was very unstable on many other games.
We conjecture that this is due to the fact that the ACER objective has an importance
weight term (pi(a|s)/µ(a|s)). This approach may not benefit much from the good experi-
ences in the past if the current policy deviates too much from the decisions made in the
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Figure 7.5: Performance on OpenAI Gym MuJoCo tasks. The learning curves are averaged
over 10 random seeds.
past. On the other hand, the proposed self-imitation learning objective (Eq. 7.1) does not
have an importance weight and can learn from any behavior, as long as the behavior policy
performs better than the learner. This is because our gradient estimator can be interpreted
as lower-bound-soft-Q-learning, which updates the parameter directly towards the optimal
Q-value regardless of the similarity between the behavior policy and the learner as discussed
in Section 7.4.2. This result shows that our self-imitation learning objective is suitable for
exploiting past good experiences.
7.5.6 Performance on MuJoCo
This section investigates whether self-imitation learning is beneficial for continuous control
tasks and whether it can be applied to other types of policy optimization algorithms, such as
proximal policy optimization (PPO) (Schulman et al., 2017b). Note that unlike A2C, PPO
does not have a strong theoretical connection to our SIL objective. However, we claim that
they can still be complementary to each other in that both PPO and SIL try to update the
policy and the value towards the optimal policy and value. To empirically verify this, we
implemented PPO+SIL, which updates the parameter using both the PPO algorithm and our
SIL algorithm and evaluated it on 6 MuJoCo tasks in OpenAI Gym (Brockman et al., 2016).
The result in Figure 7.5 shows that our self-imitation learning improves PPO on Swim-
mer, Walker2d, and Ant tasks. Unlike Atari games, the reward structure in this benchmark is
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Figure 7.6: Performance on delayed-reward versions of OpenAI Gym MuJoCo tasks. The
learning curves are averaged over 10 random seeds.
smooth and dense in that the agent always receives a reasonable amount of reward according
to its continuous progress. We conjecture that the agent has a relatively low chance to
occasionally perform well and learn much faster by exploiting such an experience in this
type of domain. Nevertheless, the overall improvement suggests that self-imitation learning
can be generally applicable to actor-critic architectures and a variety of tasks.
To verify our conjecture, we further conducted experiments by delaying reward the
agent gets from the environment. More specifically, the modified tasks give an accumulated
reward after every 20 steps (or when the episode terminates). This makes it more difficult
to learn a good policy because the agent does not receive a reward signal for every step.
The result is shown in the bottom row in Figure 7.5. Not surprisingly, we observed that
both PPO and PPO+SIL perform worse on the delayed-reward tasks than themselves on the
standard OpenAI Gym tasks. However, it is clearly shown that the gap between PPO+SIL
and PPO is larger on delayed-reward tasks compared to standard tasks. Unlike the standard
OpenAI Gym tasks where reward is well-designed and dense, we conjecture that the chance
of achieving high overall rewards is much low in the delayed-reward tasks. Thus, the agent
can benefit more from self-imitation learning because self-imitation learning captures such
rare experiences and learn from them.
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7.6 Discussion
In this chapter, we proposed self-imitation learning, which learns to reproduce the agent’s
past good experiences, and showed that self-imitation learning is very helpful on hard explo-
ration tasks as well as a variety of other tasks including continuous control tasks. We also
showed that a proper level of exploitation of past experiences during learning can drive deep
exploration, and that self-imitation learning and exploration methods can be complementary.
Our results suggest that there can be a certain learning stage where exploitation is more
important than exploration or vice versa. Thus, we believe that developing methods for
balancing between exploration and exploitation in terms of collecting and learning from
experiences is an important future research direction.
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CHAPTER VIII
Conclusion
8.1 Summary of Contributions
The goal of this thesis was to show how to learn a dynamics model of the environment and
how to use it for lookahead planning, to show how deep neural networks can be used to
develop the ability to generalize to unseen partially observable environments and unseen
tasks, and to show how exploiting past good experiences improve sample efficiency by
indirectly driving deep exploration.
In Chapter III, we introduced neural network architectures that can perform action-
conditional predictions given high-dimensional visual observations. We showed that the
proposed architectures can make reliable long-term predictions in Atari games. This chapter
further investigated the usefulness of the learned model by using it for informed exploration.
In Chapter IV, we explored an alternative way to learn a model of the environment, called
value prediction network (VPN), which learns to predict future rewards and values without
predicting observations. VPN has both model-free and model-based RL components in a
single neural network, which allows performing a lookahead tree search while estimating
values at any step. We demonstrated that VPN is much more robust to the stochasticity of
the environment compared to conventional model-based RL approaches.
In Chapter V, we introduced a set of cognitive tasks in a 3D partially observable environ-
ment using Minecraft, each of which requires the ability to remember important information
in the past. We systematically evaluated different DRL architectures including our memory-
based architectures in terms of generalization performance. The result showed that training
performance does not guarantee generalization performance in partially observable envi-
ronments, and memory-based architectures generalize better than existing architectures to
unseen 3D environments.
In Chapter VI, we introduced a new multi-task RL problem where the agent is required to
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perform different tasks depending on given instructions and generalize to unseen instructions
during evaluation. We proposed several objectives and hierarchical architectures that allow
the agent to generalize well to unseen and longer sequential instructions just from a minimal
knowledge about the test set of instructions.
In Chapter VII, we demonstrated our hypothesis that a proper level of exploitation of past
good experiences can indirectly drive deep exploration in complex environments. To show
this, we proposed self-imitation learning which learns from the agent’s past good experiences.
We demonstrated that self-imitation learning significantly improves the performance of an
actor-critic agent across many different RL domains including hard exploration Atari games.
8.2 Future Directions and Open Problems
Model-based RL and Planning Despite recent advances in model-based RL and planning
using DRL (Weber et al., 2017; Oh et al., 2017a), the benefit of lookahead planning is
not significant compared to the state-of-the-art model-free RL agents on challenging RL
benchmarks such as Atari games. However, most of the previous works have focused on
learning and using a one-step forward model, which is not scalable due to the exponentially
large search space and compounding error. On the other hand, humans can make long-term
predictions in an abstract state space rather than raw observation space, which enables
long-term planning. An interesting future direction is to explore ways to make long-term
predictions in an abstract state space using temporal abstractions (i.e., temporally-extended
actions (Precup, 2000)) and build an abstract planning module on top of it. Predictron (Silver
et al., 2017b) showed a promising result in this direction, though it is limited to uncontrolled
setting. This is clearly related to discovering temporal abstractions and hierarchical RL
as discussed further below. In addition to planning, another interesting future direction in
model-based RL is to use a learned model to generate imaginary samples for training the
agent, such as Dyna architecture (Sutton et al., 2008) and Predictron (Silver et al., 2017b),
to improve sample efficiency.
Hierarchy Discovering temporal abstractions (Precup, 2000; Sutton et al., 1999b) is one
of the most important problems in RL. However, there has been no clear understanding
of what objective drives the emergence of temporal abstractions especially in large-scale
environments. Recently, Feudal Network (Vezhnevets et al., 2017) attempted to use the idea
of separating rewards between ‘manager’ and ‘worker’ from Feudal architecture (Dayan
and Hinton, 1993) to discover temporal abstractions. Another recent work by Frans et al.
(2018) claimed that learning ‘reusable’ sub-policies that are useful across a distribution of
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tasks leads to the emergence of temporal abstractions. Though these ideas sound reasonable,
all the previous works used a fixed time-scale for temporal abstractions (e.g., 10-100 steps).
An open question is how to automatically discover both a sub-policy and corresponding
temporal scale, which fully defines an option with its termination function (Sutton et al.,
1999b). Discovering temporal abstractions seems also related to building hierarchical
recurrent neural networks for sequence modeling (Koutnik et al., 2014; Chung et al., 2017)
in the sense that the goal is to find a hierarchical solution for temporal credit assignment
problems, which also remains an open problem. Developing an objective for discovering
temporal hierarchy would be an important step for both RL and deep learning.
Exploration An efficient exploration is crucial for collecting useful and informative ex-
periences in complex environments. The current state-of-the-art exploration approaches
attempted to measure a notion of curisoity (Schmidhuber, 1991; Strehl and Littman, 2008)
by measuring state visitation (Bellemare et al., 2016; Tang et al., 2017), information
gain (Houthooft et al., 2016), and prediction error (Stadie et al., 2015; Pathak et al., 2017). A
fundamental limitation of these approaches is that their exploration strategies are passive in
the sense that the agent receives intrinsic rewards only after the agent discovers interesting
states. On the other hand, humans are proactive in the sense that we become curious about
new states even before we have ever visited them. For example, imagine a simple room
with objects. After only a few steps in the environment, humans tend to become immedi-
ately interested in interaction with objects and try to reach them, even though they have
never interacted with these objects before. This kind of proactive exploration behavior is
not possible with the existing approaches, because there is no motivation for the agent to
interact with such objects in the first place. Buildling such proactive exploration methods
would be an interesting future direction as RL domains become increasingly complex and
open-ended (Vinyals et al., 2017; Johnson et al., 2016).
Unsupervised Learning Unsupervised learning was the key to success in the early era of
deep learning (LeCun et al., 2015; Lee, 2010; Hinton and Salakhutdinov, 2006). However,
it remains an open question what are useful unsupervised learning signals for RL when
there is no task of interest in the environment, or when the reward signal is extremely
delayed and sparse. Using a form of intrinsic motivation (Singh et al., 2004) as an internal
reward function seems necessary to encourage the agent to acquire knowledge about the
environment in an unsupervised fashion. A natural form of intrinsic motivation is to learn
to control many different aspects of the environment or to reach many different states
in the environment (Kaelbling, 1993). There has been a line of recent work along this
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direction (Held et al., 2017; Sukhbaatar et al., 2018; Bengio et al., 2017; Jaderberg et al.,
2017). Most of them use unsupervised learning signals as a way of pre-training the agent by
initializing the weight of the neural networks from unsupervised learning. However, a more
ambitious goal in RL would be to use unsupervised learning for continual learning (Ring,
1994) by continually distilling a set of skills (or temporal abstractions) from unsupervised
learning and use it for further learning (e.g., further unsupervised learning or learning a
main task when it comes), which would be one of the most essential components of AI in
open-ended environments.
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