Abstract. For a real reductive dual pair the Capelli identities define a homomorphism C from the center of the universal enveloping algebra of the larger group to the center of the universal enveloping algebra of the smaller group. In terms of the Harish-Chandra isomorphism, this map involves a ρ-shift. We view a dual pair as a Lie supergroup and offer a construction of the homomorphism C based solely on the Harish-Chandra's radial component maps. Thus we provide a geometric interpretation of the ρ-shift.
The characters are invariant eigendistributions on the group. An invariant eigendistribution on the group is a distribution which is invariant under the conjugation by elements of the group and is an eigendistribution for the commutative algebra of the left and right invariant smooth differential operators.
The dual pair, together with the underlying symplectic space s 1 may be viewed as a classical Lie supergroup (S, s), where
Here g is the Lie algebra of G and g is the Lie algebra of G .
Let Sp be the symplectic group of s 1 and letSp → Sp be the metaplectic cover.
ThenSp acts on the tempered distributions on s 1 via the oscillator representation combined with the left and right twisted convolutions (see section 6). LetS = G ×G , whereG andG are the preimages of G and G inSp via the covering map. An invariant eigendistribution on s 1 is, by definition, a distribution which is invariant under conjugation by elements of S and is an eigendistribution for the algebra of the left and rightS-invariant polynomial differential operators on s 1 .
As shown by Howe, [H 1, Theorem 1], each representation Π ⊗ Π in Howe's correspondence for the pair (G, G ), is determined by a unique (up to a scalar multiple) invariant eigendistribution f Π⊗Π on s 1 , (see [P 1, sec.2] for more details).
Thus the distribution character Θ Π⊗Π = Θ Π ⊗Θ Π together with f Π⊗Π form, what one is tempted to call, an invariant eigendistribution on the Lie supergroup (S, s).
Our goals are to express f Π⊗Π in terms of Θ Π and/or Θ Π , Θ Π and Θ Π in terms of f Π⊗Π , Θ Π in terms of Θ Π , and Θ Π in terms of Θ Π .
In a sense the algebra of the left and rightS-invariant polynomial differential operators on s 1 is very well known, [H 0] , [H 2] . However, in order to understand it from a different angle, we consider the radial component of the differential operators involved along a Cartan subspace h 1 ⊆ s 1 , (see section 1). There are only finitely many S-conjugacy classes of Cartan subspaces of s 1 and every semisimple element of s 1 belongs to an S-orbit passing through one of them. At this point more structure is necessary.
There is a defining module V = V 0 ⊕ V 1 for (S, s), (see section 2). Let h 2 1 be the subspace of s 0 spanned by all the squares x 2 , x ∈ h 1 . (Notice that x 2 is one half times the anticommutator of x with itself.) The "miracle" is that the relation
is an invertible function which extends to a linear bijection (0.0) h 1. Ordinary classical Lie supergroups and dual pairs. In this section we collect some simple facts which link the theory of real reductive pairs to the theory of classical Lie supergroups, (see [K] , [Ko] for the general theory of Lie superalgebras and Lie supergroups). The details and proofs will appear in [P 0].
Let D = R, C or H, and let V 0 , V 1 be two finite dimensional left vector spaces over D. Set (g ∈ GL(V ) 0 , x ∈ End(V )) preserves both End(V ) 0 and End(V ) 1 . Furthermore, the anticommutator (1.4) End(V ) 1 × End(V ) 1 (x, y) → {x, y} = xy + yx ∈ End(V ) 0 is R-bi-linear and GL(V ) 0 -equivariant. Set (1.5) x, y = tr D/R {sx, y} (x, y ∈ End(V )).
It is easy to see that the form (1.5) is preserved under the action of GL(V ) 0 .
Lemma 1.6. If V 0 = 0 and V 1 = 0 then the restriction of the bilinear form , to End(V ) 1 is symplectic and non-degenerate. Moreover, the group homomorphism
maps the groups GL(V ) 0 | V 0 = {g ∈ GL(V ) 0 ; g| V 1 = 1},
injectively onto an irreducible dual pair of type II in the symplectic group Sp(End(V ) 1 , , ).
Let ι be a possibly trivial involution on D. Let φ 0 be a non-degenerate ι-hermitian form on V 0 , and let φ 1 be a non-degenerate ι-skew-hermitian form on V 1 . Set
Clearly, S(V, φ) 0 is a Lie subgroup of GL(V ) 0 , with the Lie algebra s(V, φ) 0 . Moreover, it is easy to check that the anticommutator (
Furthermore, the adjoint action of S(V, φ) 0 preserves both s(V, φ) 0 and s(V, φ) 1 , and the form (1.5).
Lemma 1.9. If V 0 = 0 and V 1 = 0 then the restriction of the bilinear form , to s(V, φ) 1 is symplectic and non-degenerate. Moreover,
injectively onto an irreducible dual pair of type I in the symplectic group Sp(s(V, φ) 1 , , ).
Definition 1.10. An irreducible ordinary classical Lie supergroup is a pair (S, s) with s = s 0 ⊕ s 1 , where either
The pair (S, s) is a supergroup of type I in the case (I) and of type II in the case (II). The space V shall be called the defining module for (S, s). If needed, we shall indicate this by writing S = S(V ) and s = s(V ).
If {(S n , s n ), n = 1, 2, 3, ...N }, is a finite collection of ordinary classical Lie
, with the obvious structure, is called an ordinary classical Lie supergroup.
(Here the term "ordinary" places the Lie supergroups we consider within a larger family of the classical Lie supergroups, which include the special linear Lie supergroups, see [K] or [Ko] .)
In order to simplify the notation we shall write gx instead of Ad(g)x, for g ∈ S and x ∈ s 1 , and similarly for x 2 . For x ∈ s 1 define the anticommutant of x in s 1 by (1.11) x s 1 = {z ∈ s 1 ; {x, z} = 0}. Proposition 1.13. If x ∈ s 1 is semisimple then so is x 2 ∈ s 0 . The map
is injective on the set of semisimple orbits in s 1 . The set of regular semisimple elements is dense in s 1 .
There are finitely many S-conjugacy classes of Cartan subspaces in s 1 . Every semisimple element of s 1 belongs to the Ad(S)-orbit through an element of a Cartan subspace. Any two elements of a Cartan subspace h 1 ⊆ s 1 commute in End(V ).
The complexification (S C , s C ) is a Lie supergroup and all Cartan subspaces in
Let h 1 ⊆ s 1 be a Cartan subspace and let h reg 1 ⊆ h 1 be the subset of regular elements. Denote by h 2 1 = {h 1 , h 1 } the linear span of the elements {x, y}, where x, y ∈ h 1 . (This is the same as the span of all the squares, x 2 = 1 2 {x, x}, x ∈ s 1 .) Proposition 1.14. The relation
is an invertible function, which extends uniquely to a linear bijection
Suppose the rank of S| V i is less than or equal to the rank of S| V j , {i, j} = {0, 1}.
and the sum is orthogonal in the type I case. The centralizer of h
The normalizer of z s 0 (V j ) (h 2 1 | V j ) in S| V j preserves the decomposition (c) and is isomorphic to the direct product
In order to compress the notation we shall write (1.15)
Then for x ∈ s 1 ,
2. The representationsL p .
Recall the Cayley transform
c(x) = (x + 1)(x − 1)
Let g c , G c denote the domain of the Cayley transform c in g, and in G c respectively.
Then the maps
are bijections and the compositions
are the identities on the corresponding sets. Furthermore
and for y ∈ g c with x + y invertible in End(
Then c − (0) = 1 and the maps
are bijections. A straightforward computation using the above formulas shows that derivative of the map
at x = 0 coincides with the following linear map
Recall the left regular representation of g:
Since the derivative of c − at zero is two times the identity, the above formula may be rewritten as
Let S(g C ) denote the symmetric algebra of the vector space
the subspace of all the homogeneous elements of degree d = 0, 1, 2, ..., and let
We shall say that a function
is analytic, polynomial or rational if there is a non-negative integer d such that the range of the function q is contained in S d (g C ), and the function
is analytic, polynomial or rational respectively. For q as in (2.5) let ∂ • q denote the differential operator on g defined by Let B(x, y), (x, y ∈ g), be any non-degenerate symmetric Ad(G)-invariant bilinear form on g. The map g x → B(x, ) ∈ g * extends uniquely to an algebra isomorphism from S(g C ) onto the algebra P(g C ) of complex valued polynomial functions on g C , and thus provides an identification
We identify P(g C ) with P(g) by restriction from g C to g.
where the second x on the right hand side is viewed as the multiplication operator
A straightforward computation shows that
where the commutator on the right hand side is taken in PD(g). We identify PD(g) with PD(g C ) via the restriction of the local expression of the differential operators from g C to g.
We normalize the Lebesgue measure dy on g so that the Fourier transform and the inverse Fourier transform of a Schwartz function ψ are given by (2.8)
Then, for x ∈ g, (2.9)
Since the algebra PD(g) is generated by S(g C ) and ∂(S(g C )), the conjugation by F preserves PD(g). For D ∈ PD(g), letD = FDF −1 . Then, under our identification
(2.9) may be rewritten in a more familiar form as follows:
(2.10)
ThenL p extends to an algebra homomorphism
In particular,L p may be viewed as a representation of g on P(g C ). In order to indicate thatL p is a representation of g, we shall some time denote it byL g,p . As
Theorem 2.13.
In particular,L r g −d /2 defines a representation of g on the quotient space
More precisely,L r g −d /2 induces an algebra homomorphism from U(g C ) to the al- Sm-St] for the definition of a differential operator on a variety).
In particular, the ideal I(0) ⊆ P(g C ) of polynomials vanishing at 0 ∈ g C iŝ L p (g)-invariant if and only if p = r g . Thus there is an algebra homomorphism
such that for any ψ ∈ P(g C ) and any z ∈ U(g C ),
The map ε g coincides with the algebra homomorphism by which U(g C ) acts on the trivial representation.
There is an overlap between the Theorem 2.13 and the formulas [L-S 1, p. 69-70] of Levasseur and Stafford. Our construction relates some of these formulas to the left regular representation of G.
Proof. Suppose the Lie superalgebra s is complex, i.e. D = C and ι = 1. Then there is a real Lie superalgebras, (D = R), such thats C = s, with the defining moduleṼ . In particular, (see (1.16)),
Moreover,
Thus it is clear that in order to prove the theorem we may assume that (D, ι) = (C, 1). The last statement of the theorem shall be verified in the Appendix B.
Let {e α ; α ∈ A} be a basis of g, viewed as a real vector space, and let {ě α ; α ∈ A} be the dual basis with respect to the form B:
In what follows we shall view the x as a fixed element of g and the y, as the variable. (In particular B(y, x) shall be viewed as the multiplication operator ψ(y) → B(y, x)ψ(y).) Since the Fourier transform F, (2.8), commutes with the adjoint action and since ∂( [x, y] ) is the adjoint action we have,
where the e α xe β + e β xe α ∈ g, so that, by (2.10),
which, by the canonical commutation relations, is equal to
Since,
(where the second equality follows from the fact that B is a constant multiple of the trace form on g) the above computations show that
By combining (2.3), (2.10), (2.14) and (2.15) we see that
Hence, by (2.10) and (2.11),
Let U be a vector space over C defined as follows
The complexification g C of g may be realized as a Lie subalgebra of End(U ). Specif-
with the Lie algebra of isometries of an appropriate C-bi-linear form on U (which might be the zero form). If D = C and
where g y → y ∈ g is the complex conjugation with respect to some real form.
Let
B U (x, y) = tr(xy) (x, y ∈ End(U )), and let us select
for the form B we have been using so far. Let u = 1 if ι = 1, and let u = 2 if ι = 1.
Then a straightforward computation shows that
Let f α = e α and letf α = uě α , α ∈ A. Then
Thus {f α ; α ∈ A} is a basis of U and {f α ; α ∈ A} is the dual basis with respect to the form B U . In terms of these basis, (2.16) may be rewritten as
SinceL p (x) is a representation of g C , the expression (2.17) does not depend on the particular choice of the basis {f α ; α ∈ A}.
Let g C,rk≤k = {y ∈ g C ; rank(y) ≤ k}, where rank(y) = dim C (y(U )). As is well known, and easy to check,
Moreover the number r g may be expressed in terms of m = dim C (U ) as follows
and
By inspecting the above formula for τ g (s 1,C ) and for r g , we see that that we'll be done as soon as we verify the following claim.
Claim 2.18. The operators
if and only if
We shall proceed via a case by case analysis.
We choose the set {E a,b ; 1 ≤ a, b ≤ m} to be the basis of g C . Here E a,b is the matrix with 1 in the a th row and b th column and zeros elsewhere. ThenĚ a,b = E b,a .
For y ∈ g C let y a,b = tr(yE b,a ). Then a straightforward computation shows that for x = E c,b the operator (2.18.a) coincides with
For two subsets I, J ⊆ {1, 2, 3, ..., m} of the same cardinality |I| = |J| ≤ m, let 
The co-factor expansion of det I,J (y) with respect to the i th row and the j th column may be written as (2.20)
(Here I \ i = I \ {i}, and similarly for J.) Hence,
Thus for a, c ∈ I, a = c, and
we see that
and consequently, for c ∈ I and b ∈ J,
By combining (2.20), (2.21) and (2.24) we see that for arbitrary 1 ≤ b, c ≤ m,
Thus the operator (2.19) applied to det I,J gives the same result as
In particular, the operator (2.19) annihilates all the minors det I,J with |I| = k + 1 if and only if (2.27) 2m − k − 2up = 0.
We see from (2.20) and (2.21) that for b ∈ J,
and for c ∈ I, Let ψ ∈ P(g C ). The operator (2.19) applied to the product ψ det I,J gives (2.30) 
Here m is even. Let
Let SM m (C) denote the space of symmetric matrices of size m, with complex entries. We shall formulate our problem to this space via the following linear
Then the set {f a,b ; a ≤ b} is a basis of sp m (C) and the set {f a,b ; a ≤ b} is the dual basis. A straightforward calculation shows that 
As in (2.23) we have
Hence, by (2.22),
Notice that
Hence, by (2.22), (2.38)
and similarly 
Hence the operator (2.35) applied to det I,J coincides with
Thus the condition (2.36) is necessary for the preservation of the ideal SI k . It remains to check that this condition is also sufficient. But (2.28) and (2.29) imply
Hence the sufficiency of the condition (2.36) follows as in the case g C = gl m (C).
Let us realize the Lie algebra so m (C) as the space AM m (C) of the alternating matrices of size m.
Then the set {f a,b ; a < b} is a basis of g C and the set {f a,b ; a < b} is the dual basis. A straightforward calculation shows that
Hence, the operator (2.18.a) may be written as
Let y a,b = tr(yE b,a ). Then for x =Š c,d the operator (2.44) is equal to (2.45)
Since the ideal (2.18.b) is generated by some Pfaffians, we recall a few facts.
Let n = 1, 2, 3, ..., and let I = {1, 2, 3, ..., 2n}. For i ∈ I and S ⊆ I let (2.46) i S = |{1, 2, 3, ..., i} \ S|.
For A ∈ AM 2n (C) and for i, j ∈ I, (i = j), let A i,j be the skew symmetric matrix obtained by removing the columns i and j and the rows i and j from A. Lemma 2.47. For any i ∈ I, P f f (A) = i =j A i,j (−1)
Proof. By [J, p.336 ], the formula holds if i = 1. Let 1 < i ≤ 2n. Let t denote the cyclic permutation
Let {e 1 , e 2 , ..., e 2n } be the standard basis of C 2n . Define g ∈ GL 2n (C) by g(e l ) = e t −1 (l) (l ∈ I).
Since the lemma holds for i = 1, we have
we have
where
Corollary 2.49. With the above notation we have
Proof.
A case by case verification shows that (2.50) (−1)
By ( 
Hence (2.51) is equal to
Let I denote an increasing sequence i 1 < i 2 < ...i 2n of elements 1 ≤ i l ≤ 2n. For
This is the Pfaffian of the matrix obtained from A by removing all the columns and rows except those indexed by I. 
Corollary 2.53. The operator (2.45) applied to P f f (A) is equal to
Lemma2.54. With the above notation we have
Since the ideal (2.18.b) is generated by the Pfaffians P f f I , with |I| = k + 2, (see 3. The maps δ g/h , δ g/z .
Let h ⊆ g be a Cartan subalgebra, and let h reg = {x ∈ h; det(ad(x)) g/h = 0}. This is the set of regular elements in h. Let π g/h denote any analytic square root of the polynomial
Recall, [H-C 2, p. 96], the Harish-Chandra radial component map δ g/h from the algebra of analytic differential operators on g to the algebra of analytic differential
is the unique analytic differential operator on h reg such that
(see [V, Lemma 13, p.31] 
is a surjective algebra homomorphism.
Let α : g C → PD(g C ) be the derivative of the adjoint action. Thus for x, y ∈ g,
Furthermore,
Let z ⊆ g be a reductive Lie subalgebra containing the Cartan subalgebra h, and let z reg = {x ∈ z; det(ad(x)) g/z = 0}. This is the set of regular elements in z. Let π g/z denote any analytic square root of the polynomial
Recall, [H-C 3, p. 545] , [H-C 5, sec. 7] , the Harish-Chandra radial component map δ g/z from the algebra of analytic differential operators on g to the algebra of analytic differential operators on z reg . As shown by Harish-Chandra [H-C 3, Lemma 11],
Let Z ⊆ G denote the normalizer z in G. For any analytic Ad(G)-invariant differential operator D on g, the operator δ g/z (D) is Ad(Z)-invariant and the following formula holds:
Let PD(z) ζ be the algebra of differential operators on z reg generated by S(z C ), multiplication by ζ −1 , and ∂(S(z C )). Then
and since ζ is Ad(Z)-invariant,
The structure of the map δ g/z is much less understood than the structure of the 
The kernel of the map
is an algebra homomorphism.
The map δ G/H .
Let U(g C ) d ⊆ U(g C ) be the subspace spanned by the products of at most d
is the standard filtration of the algebra U(g C ). We shall say that a function
is analytic if and only if there is a non-negative integer d such that the range of the function q is contained in U d (g C ) and the function
is analytic. For q as in (4.1) let
where the L stands for the left regular representation (2.2). Then
Let H ⊆ G be the Cartan subgroup with the Lie algebra h considered in the previous section. Let H reg = {h ∈ H; det(Ad(h) − 1) g/h = 0}. This is the set of regular elements in H. Let π G/H denote any analytic square root of the determinant
Recall, [H-C 1, p. 117], the Harish-Chandra radial component map δ G/H from the algebra of analytic differential operators on G to the algebra of analytic differ-
(see [V, Proposition 6, p. 225] ).
Recall the Harish-Chandra isomorphism 5. The homomorphism C. In this section we let B(x, y) = tr D/R (xy), x, y ∈ g.
Proof. By (3.1), it will suffice to show that both sides are equal when applied
where the first equality follows from (3.1) and the forth equality from (4.2).
Replacing g by h in (2.7)-(2.12) yields a representation of h, denotedL h,p . Thuŝ
Then for x ∈ g and y ∈ g
The computation for a general linear group is analogous. A straightforward argument, as in the proof of Lemma 8, page 544 in [H-C 3], shows that for p ∈ C
on the set where a g is not zero. Hence the definition (2.7) may be rewritten as
A straightforward case by case verification shows that
which, in view of (5.3), completes the proof.
Recall the notation (1.15). Notice that any rational differential operator D on z = h ⊕ z , whose local expression is regular on h , has a well defined restriction to a rational differential operator on h , denoted D| h . (In terms of (2.6), if
Fix a Cartan subalgebra h ⊆ z and let h = h ⊕ h . Then h is a Cartan subalgebra of both z and g. Under the usual identifications
we define the following algebra homomorphism
(Here, as in Theorem 2.13, the ε z is the algebra homomorphism by which U(z C ) acts on the trivial representation.) The title of this article refers to the map C, which by (4.3) is surjective.
Theorem 5.6. The homomorphism C is independent of the particular choice of the Cartan subspace h 1 , (see (1.14)), or the Cartan subalgebra h , or the form B used to define the Fourier transform (2.8).
Lemma 5.7. For any t ∈ C and any z ∈ U(g C )
Proof. By Theorem 3.7(b), it will suffice to show that
By (3.4) and (5.2) the left hand side of (5.8) is equal toL h,t (γ g/h (z)).
As an element of
W and z i ∈ U(z C ) Z . In this terms the right hand side of (5.8) is equal to
Proof. There are three cases to consider.
Here t = (d − d + 1)/2 and t = (d − d + 1)/2. We may assume that h C is the diagonal Cartan subalgebra of gl d (C). Then the identification (1.14.b) is given by
Then we see from the definition (2.11) that, with ∂ j = ∂(E jj ), we havê
Let x = x j and let ∂ = ∂ j , for short. Then
and therefore (5.10)
which completes our proof in this case.
Here
With an appropriate choice of the bilinear form defining the groups G C and G C , we may assume that h C is the diagonal Cartan subalgebra of so d (C) consisting of elements of the form
where m is the largest integer less or equal to d /2, and that the identification (1.14.b) is given by
Since, 2(1 − t) = d − d we have
Therefore the computation (5.10) implies the lemma, as in the previous case.
Here Let t ∈ C. The Theorem 2.13 implies that we may compose the map
with the restriction from h ⊕ z to h , and obtain
By restricting to h we get
Let t be such that t + (r g − )/2 = r g − d /2 and let t = r g − d /2 − (r g − )/2.
Then, by Lemma 5.9, the expression (5.11) simplifies to
The following formula is easy to check:
Hence, t + (r z − )/2 = r z . Let z ∈ U(g C ) G . Then, in terms the Lemma 5.7,
6. The oscillator representation. Recall the symplectic space (s 1 , , ), (1.10).
Let Sp and sp ⊆ End(s 1 ) denote the symplectic group and the symplectic Lie algebra respectively. Set
This is a real analytic manifold and a two fold covering of Sp c via the map
Let dim(s 1 ) = 2n and let
where the "sgn" stands for the signature of the symmetric bilinear form x , , which is the difference between the dimension of the maximal subspace on which the form is positive definite, and the dimension of the maximal subspace on which the form is negative definite. 
Let χ x (w) = exp(2πi 1 4 xw, w ) (x ∈ sp, w ∈ s 1 ).
For f, f ∈ S(s 1 ), the Schwartz space of s 1 , we have the twisted convolution, [H 2,
As is easy to check, f f ∈ S(s 1 ). For f ∈ S(s 1 ) and y ∈ sp, with 1 − y invertible, the formula
defines a Schwartz function of w ∈ s 1 . By analogy with (6.5) we denote it by χ y f . Suppose x ∈ sp c . Then, by the same argument, χ x (χ y f ) ∈ S(s 1 ). Suppose x + y is invertible. Let z = (y − 1)(x + y) −1 (x − 1) + 1. Then z ∈ sp c and
Define the following functions (6.7)
(Then Θ is the character of the oscillator representation we are considering here.)
We have to admit at this point that our methods, designed to work for invariant distributions, are not sufficient to show the following equality of differential operators on s 1 :
(The equality (6.12) is more general than the equality of Corollary 6.11, because it can be tested on an arbitrary smooth function defined on s 1 , rather than a function of the form ψ • τ g = ψ • τ g .) However we know from the theory of the oscillator representation, (see [H 0, Theorem 7] , [P 2, (1.7)]), that there is a homomorphism
such that the equation (6.12) holds with the C replaced by C . Let ψ and ψ be as in (6.11). Then, by (6.10),
Thus for all ψ ∈ C ∞ (g ) G , supported on the set of regular semisimple elements,
The image of s 1 under the map τ g has a non-empty interior. Since, by (5.3), the mapsL g ,p : U(g C ) → PD(g ) are injective for all p ∈ C, and since a polynomial differential operator is determined by its restriction to any non-empty open set, we have C (z) = C(z) for all z ∈ U(g C ) G , and therefore the equation (6.12) holds.
Thus the homomorphism C, constructed using the methods of Harish-Chandra, coincides with the homomorphism C , which for a dual pair of general linear groups is determined by the Capelli identities. In order to complete these remarks we mention that for a dual pair of general linear groups the kernel of the map U(g C ) z → T (z) ∈ PD(s 1 ) has been determined recently, in terms of generators, by Victor Protsak [Pr, Theorem 3.7 .1].
Proof of Theorem 6.10. We consider the group G. The proof for G is identical. A straightforward computation shows that one may normalize the Haar measure dg on G and the Lebesgue measure dx on g so that (6.13)
for all suitable test functions Φ. Also, it is easy to check from the definition (6.7)
that for any liftc : sp c :→Sp c of the Cayley transform c :
Hence there is a real analytic liftc such that (6.14) Θ(c(x)) = (2i) −n |a g (x)| d /2 (x ∈ g c ).
As explained in section 1, we may view G as a subgroup of Sp. LetG ⊆Sp be the preimage of G under the covering map (6.4). Set c − (x) =c(x)c(0) −1 (x ∈ g c ).
Then, in particular,c − (0) is the identity of the groupG. Let dg be the Haar measure onG so that the formula (6.13) holds with the G replaced byG and c replaced byc. Let x ∈ g and let Φ ∈ C ∞ c (G). We see from Theorem 6.8 that the following computation is valid:
7. Descent to a neighbourhood of a semisimple point in the symplectic space s 1 . Let x ∈ s 1 and let S x be the stabilizer of x in S.
Definition 7.1. A connected submanifold U ⊆ s 1 is called an admissible slice through x if and only if
(1) x ∈ U , (2) U is S x -stable, (3) the tangent space T x (s 1 ) = T x (U ) ⊕ T x (Sx), (4) if g ∈ S and u, u ∈ U are such that gu = u then g ∈ S x , (5) the map S × U (g, u) → gu ∈ s 1 is a submersion.
The condition (7.1.4) implies that the map Let U(g C ) z →ž ∈ U(g C ) be the anti-involution such thatž = −z for z ∈ g .
Let R be the right regular representation (7.5) R(x)Ψ(g) = d dt Ψ(g exp(tx))| t=0 (x ∈ g , g ∈ G , Ψ ∈ C ∞ (G )).
