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1I N T R O D U C T I O N
The m a t r i x  R i c c a t i  e q u a t i o n  has  a t t r a c t e d  a t t e n t i o n  r e c e n t l y  
b e c a u s e  o f  i t s  o c c u r r e n c e  in  a number o f  d i f f e r e n t  s i t u a t i o n s .  I t s  
s o l u t i o n s  d e te rm in e  s o l u t i o n s  o f  th e  o p t im a l  l i n e a r  r e g u l a t o r  p rob lem  
(Kalman [ 7 ] ,  A thans and F a lb  [ 7 ] ) ;  th e  e x i s t e n c e  o f  s o l u t i o n s  on an 
i n t e r v a l  i s  r e l a t e d  t o  d i s c o n ju g a c y  o f  a l i n e a r  H a m il to n ia n  sy s te m  on 
an i n t e r v a l  (R e id  [ 7 4 ] ,  Coppel [ 3 ] )  and Schum itzky [ 7 ]  has  d e m o n s t ra te d  
an e q u iv a l e n c e  be tw een  s o l u t i o n s  o f  m a t r ix  R i c c a t i  e q u a t i o n s  and 
Fredholm  r e s o l v e n t s .  Most r e c e n t l y ,  F a i r  [ 7 ]  h as  w r i t t e n  ab o u t  
c o n t in u e d  f r a c t i o n  s o l u t i o n s  o f  a R i c c a t i  e q u a t io n  i n  a Banach 
a l g e b r a .
In  t h i s  t h e s i s ,  o n ly  sym m etr ic  m a t r ix  R i c c a t i  e q u a t i o n s ,  o f  th e
form
= W* + A i t )  + B*( t ) W + WBi t )  + WCit )W = 0 , (1 )
a r e  c o n s id e r e d  where A i t ) ,  B i t ) ,  C{ t )  a r e  c o n t in u o u s  n x n m a t r ix  
f u n c t i o n s  o f  t  , and A i t )  and C ( t )  a re  sy m m e tr ic .  Only 
sy m m e tr ic  m a t r ix  s o l u t i o n s  Wi t )  a re  c o n s id e r e d .
One p r o p e r t y  o f  ( 1 ) ,  o f  which f u l l  use has  n o t  a lw ays been  made, 
i s  t h a t  i t  p r e s e r v e s  th e  o r d e r i n g  o f  s o l u t i o n s .  For sy m m etr ic  m a t r i c e s  
A and B , we say  A > B i f  A -  B i s  n o n n e g a t iv e  d e f i n i t e .  A 
more g e n e r a l  and e x a c t  s t a t e m e n t  ab o u t  t h i s  o r d e r - p r e s e r v i n g  p r o p e r t y  
i s  t h a t  i f  W ^ i t ) ,  W^ i t )  a r e  sym m etr ic  m a t r ix  f u n c t i o n s  d i f f e r e n t i a b l e
on an i n t e r v a l  [ a ,  h i  , and W i a )  > W^ia)  , R Qv^( t > 0 and
R[W2 i t ) ]  5  0 , th e n  W± i b )  > W2 i b )  . O r, i f  W ( b)  > ,
R ( t )] 5 0 , R\W2 i t ) \  > 0 , th e n  W^ia)  > W^i a)  .
These s t a t e m e n t s  a r e  l i k e  t h o s e  p ro v ed  in  t h e  t h e o r y  o f  
d i f f e r e n t i a l  i n e q u a l i t i e s  f o r  c e r t a i n  v e c t o r  s y s t e m s , w i th  a 
com ponen t-w ise  v e c t o r  o r d e r i n g ,  and in d e e d  Coppel [ 3 ]  has  shown t h a t  
s i m i l a r  m ethods o f  p r o o f  can be u sed  f o r  sy m m etr ic  m a t r ix  R i c c a t i  
sy s te m s  as f o r  v e c to r  sy s te m s  (Coppel [ 2 ] ) .
In  C h a p te r  1 ,  we g e n e r a l i s e  th e  u s u a l  a rgum en ts  so  t h a t  th e y  
a p p ly  i n  a v e c t o r  sp a ce  where t h e  o r d e r i n g  i s  a b s t r a c t l y  d e f i n e d ,  and 
th e  r e s u l t i n g  d i f f e r e n t i a l  i n e q u a l i t i e s  a re  se en  as  c o n seq u e n c e s  o f
2th e  axioms o f  t h i s  d e f i n i t i o n .  Some exam ples  o f  t h e  use o f  d i f f e r e n t  
o r d e r i n g s  a re  g iv e n ;  in  p a r t i c u l a r  t h e  p o s i t i v e  cone can be th e  s e t  
o f  v e c to r s  w i th  p o s i t i v e  c o e f f i c i e n t s  (com ponen t-w ise  o r d e r i n g ) ,  o r  a 
c i r c u l a r  cone (a  L o r e n tz - ty p e  o r d e r i n g ) ,  o r  th e  cone c o r r e s p o n d in g  t o  
th e  s e t  o f  p o s i t i v e - d e f i n i t e  m a t r i c e s .  The l a t t e r  cone i s  i n v e s t i g a t e d  
in  th e  seco n d  c h a p t e r ,  where a th eo re m  i s  d e r i v e d  abou t  i n e q u a l i t i e s ,  
which i s  e x t e n s i v e l y  a p p l i e d  in  th e  l a s t  t h r e e  c h a p t e r s .
A consequence  o f  t h i s  g e o m e t r ic  ty p e  o f  ap p ro a c h  i s  t h a t  t h e  
R i c c a t i  e q u a t io n  has  a s p e c i a l  s t a t u s  i n  m u l t i - d im e n s io n a l  s y s te m s ,  
b e in g  th e  o n ly  ty p e  o f  sym m etr ic  m a t r ix  e q u a t i o n  which p r e s e r v e s  th e  
o r d e r i n g  o f  s o l u t i o n s  as t  i n c r e a s e s  o r  d e c r e a s e s .
I f  t h e  s e t  o f  s o l u t i o n s  o f  (1 )  e x i s t i n g  on an i n t e r v a l  can be 
o r d e r e d ,  i t  makes s e n se  t o  speak  o f  a maximal and m inim al e le m e n t  o f  
such  a s e t .  I f  C ( t )  > 0 we show t h a t  t h e r e  a r e  two d i f f i c u l t i e s  i n  
th e  way o f  p ro v in g  th e  e x i s t e n c e  o f  such  e le m e n ts  on an i n t e r v a l  I  :
a )  t h e r e  may be no s o l u t i o n s  a t  a l l  e x i s t i n g  on I  ;
b )  th e  maximum, o r  minimum, s o l u t i o n  may be i n f i n i t e - v a l u e d .
S o l u t i o n s  o f  th e  R i c c a t i  e q u a t io n  (1 )  c o r r e s p o n d  t o  s o l u t i o n s  o f  
th e  H a m il to n ia n  sy s tem
Y'  = B { t ) Y  + C( t ) Z  ,
Z' = - A ( t ) Y  -  B * ( t ) Z  , Y,  Z n * n m a t r i c e s ,  (2 )
in  th e  f o l l o w in g  way: i f  Y ( t )  i s  a s o l u t i o n  o f
Y'  = [ B( t ) +C( t ) W{ t ) ) Y
where W( t )  i s  a s o l u t i o n  o f  ( 1 ) ,  th e n  ( J ( £ ) ,  W ( t ) Y ( t ) )  i s  a 
s o l u t i o n  o f  ( 2 ) ,  and i f  ( Y ( t ) ,  Z ( t ) )  i s  a s o l u t i o n  o f  (2 )  w i th  
Y ( t )  i n v e r t i b l e  on some i n t e r v a l ,  th e n  Z ( t ) Y  ^ ( t )  i s  a s o l u t i o n  o f  
( 1 ) .
In t h i s  s e n s e ,  s o l u t i o n s  o f  (2 )  c o r r e s p o n d in g  t o  maximal s o l u t i o n s  
( o r  m inim al s o l u t i o n s )  o f  (1 )  on an i n t e r v a l  a r e  c a l l e d  p r i n c i p a l  
s o l u t i o n s  o f  ( 2 ) .  R e id  [ 7 4 ] ,  Hartman [ 7 ]  and Coppel [ 3 ]  use  a 
d i f f e r e n t  d e f i n i t i o n ,  and i n  t h e s e ,  and o t h e r  d ev e lo p m en ts  o f  
p r i n c i p a l  s o l u t i o n s ,  c o n d i t i o n s  l i k e  c o n t r o l l a b i l i t y  a re  im posed  on 
th e  c o e f f i c i e n t s  t o  e n s u re  t h a t  b )  does n o t  a r i s e .  D i f f i c u l t y  a )  i s  
c i r c u m v e n te d  by th e  a s su m p t io n  o f  d i s c o n j u g a c y .
3In C h a p te r  3 , we a p p ro a c h  th e  R i c c a t i  e q u a t i o n  d i r e c t l y ,  u s in g  
d i f f e r e n t i a l  i n e q u a l i t i e s ,  t o  show t h a t  a maximal e le m en t  o f  t h e  s e t  
o f  s o l u t i o n s  e x i s t i n g  on I  can be fo u n d ,  p r o v id e d  th e  s e t  i s  non­
em pty. The maximal e le m e n t  may be i n f i n i t e - v a l u e d , b u t  most o f  th e  
i m p l i c a t i o n s  f o r  t h e  s t r u c t u r e  o f  th e  s e t  o f  s o l u t i o n s  rem ain  
unchanged . In p a r t i c u l a r  a p r i n c i p a l  s o l u t i o n  f o r  (2 )  can s t i l l  be 
fo u n d ,  and has  most o f  t h e  p r o p e r t i e s  o f  p r i n c i p a l  s o l u t i o n s  under  
th e  more r e s t r i c t i v e  c o n d i t i o n s  o f  p r e v i o u s  w r i t e r s ,  b u t  may be 
s i n g u l a r  i f  th e  maximal s o l u t i o n  i s  i n f i n i t e  v a lu e d .
A l i n e a r  H a m il to n ia n  sy s tem
y ' - B( t ) y  + C( t ) z  ,
z '  = - A{ t ) y  -  B* ( t ) z  , y 9 z  n  x 1 v e c t o r s ,  (3 )
w i th  A,  B,  C c o e f f i c i e n t s  as  f o r  (1 )  and ( 2 ) ,  i s  d i s c o n j u g a t e  on an 
i n t e r v a l  I  i f ,  w henever  [a,  b j  c  J  , and <y , z )  i s  a s o l u t i o n  o f  
( 3 ) ,  t h e n  y ( a )  = y ( b )  -  0 o n ly  i f  y ( t )  = 0 on [ a ,  2?] .
In C h a p te r  3 , we e x te n d  t h i s  d e f i n i t i o n  s l i g h t l y  so t h a t  n e i t h e r  
o f  th e  two p r i n c i p a l  s o l u t i o n s  g e n e r a te  s o l u t i o n s  w i th  z e r o s ;  th e n  
we show t h a t  t h i s  e x te n d e d  d i s c o n ju g a c y  d e f i n i t i o n  i s  n e c e s s a r y  and 
s u f f i c i e n t  f o r  t h e  e x i s t e n c e  o f  a s o l u t i o n  o f  ( 1 ) ,  and so  f o r  t h e  
p r o p e r t i e s  t h a t  f o l l o w .
These a re  t h e  two main r e s u l t s  o f  C h a p te r  3. A n e c e s s a r y  
c o n d i t i o n  f o r  d i s c o n ju g a c y  i s  a l s o  p ro v e d  w hich i n c o r p o r a t e s  some 
p r e v io u s  r e s u l t s  and g i v e s  an uppe r  l i m i t  f o r  t h e  l e n g t h  o f  i n t e r v a l  
w i th  a c e r t a i n  p o i n t  as  e n d - p o i n t  on which (2 )  can be d i s c o n j u g a t e .  
A lso  an example i n v o l v i n g  L o re n tz  o r d e r i n g  o f  a v e c t o r  s p a c e ,  
i n t r o d u c e d  i n  C h a p te r  1 ,  i s  p u r s u e d  t o  show c l o s e l y  a n a lo g o u s  
a rgum en ts  c o n c e r n in g  maximal s o l u t i o n s .
In C h a p te r  4 a c o n t i n u e d  f r a c t i o n  e x p a n s io n  a s s o c i a t e d  w i th  
s o l u t i o n s  o f  a R i c c a t i  e q u a t i o n  i s  g iv e n .  I t  i s  shown t h a t  t h e  
c o n v e rg e n ts  form  good a p p ro x im a t io n s  n e a r  t h e  p o i n t  abou t which th e  
e x p a n s io n  i s  made, b u t  n o t  t h a t  t h e  f r a c t i o n  c o n v e rg e s .  However i t  
i s  shown t h a t  th e  se q u e n c e  o f  c o n v e rg e n ts  i s  an im p ro v in g  sequence  o f  
bounds t o  a s o l u t i o n .  Based on t h i s ,  a s e q u en ce  o f  i n c r e a s i n g l y  
c r i t i c a l  n e c e s s a r y  c o n d i t i o n s  f o r  d i s c o n ju g a c y  ( o r  o s c i l l a t i o n  
c r i t e r i a ) ,  i s  g i v e n ,  and a l s o  a c r i t e r i o n  r e q u i r i n g  an a ssu m p t io n  o f
4p o s i t i v i t y  a b o u t  t h e  s ig n  o f  o n ly  one c o e f f i c i e n t .
C h a p te r  5 i s  c o n c e rn e d  w i th  a s y m p to t i c  b e h a v io u r  o f  t h e  R i c c a t i  
e q u a t io n  and t h e  a s s o c i a t e d  l i n e a r  sy s te m . We show t h a t  th e  
a rgum en ts  u sed  t o  p ro v e  e x p o n e n t i a l  s t a b i l i t y  f o r  c e r t a i n  s o l u t i o n s  
o f  t h e  u n i fo r m ly  o b s e r v a b l e  and c o n t r o l l a b l e  l i n e a r  r e g u l a t o r  p rob lem  
can be used  t o  show s t a b i l i t y  o f  some s p e c i f i a b l e  s o r t  i n  many o t h e r  
c a s e s .  D e d u c t io n s  a r e  made abou t th e  te n d e n c y  o f  s o l u t i o n s  o f  t h e  
R i c c a t i  e q u a t i o n  t o  a g g r e g a te  a t  i n f i n i t y .
5CHAPTER 1
GENERAL DIFFERENTIAL INEQUALITIES
Introduction
The theory of differential inequalities is concerned with the 
question: if two solutions y i t )   ^ y ^ i t )  of the nonlinear system
y' = f i t ,  y) (1)
are in some inequality relationship at a certain point (that is, 
y ^ i b ) > y 2(2?) or y ^ i b )  < y ^ i b )  etc), is this relationship
preserved as t  increases or decreases? In the case where y ,  f  
are scalars, the answer is generally yes, subject to special 
definitions where solutions are not uniquely determined by their 
initial values. Otherwise, f  must fulfil a special condition. In 
this case the theory also allows comparison of the solutions of (1)
dywith solutions of inequalities like ^ f i t 9 y)
Differential inequalities have normally referred only to 
inequalities defined by the usual partial ordering of a vector space, 
where one vector exceeds another if all its respective components are 
greater. This chapter shows that the arguments used in that case 
apply when the partial ordering is abstractly defined, using any non­
degenerate positive cone of vectors.
There is one exception; the proof of a theorem involving 
assertion of existence of solutions- (Theorems 5 and 6) does not carry 
over if solutions are not uniquely determined by t%eir initial 
values.
The exposition below broadly parallels that of Coppel [2,
Chapter 1], Our Theorems 1 to 3 correspond to basic theorems in that 
reference. Other expositions of the usual theory are contained in 
Szarski [7], Walter [7], Lakshmikantham and Leela [7].
As examples of applications, there is a proof of a uniqueness 
result, and a list of some cases where inequalities involving non­
standard orderings are useful.
6Preliminaries and the type K condition
DEFINITIONS. A cone iü in /  is a convex set with the
properties that if a 6 K then ta € K iff t > 0 , unless a - 0 .
Also 0 6 K .
Let C be a closed cone in iP with a non-empty interior. The 
reason for this latter proviso is indicated in the remark following
Theorem 1. An ordering in iP is defined thus: x > y if x-y € C ,
and x > y if x-y € C , where C is the interior of C . C is 
referred to as the positive cone.
A dual cone C* is defined: x € C* iff ix, y) > 0 for all
y in C , where ix, y) is the scalar product of x and y .
LEMMA 1. C** = C .
Proof. If x € C , then (cc, y) > 0 for all y in C* . 
Therefore x € C** so C** 3  C .
The converse inclusion is a consequence of the duality theorem 
for convex sets, which says that a closed convex set is equal to the 
intersection of all half-spaces containing it. For a proof, see 
Luenberger [?, p. 215, Proposition 1].
The special condition that is needed for all the later results 
is given by
DEFINITION. A function fix) with both its domain S and its
range in iP , is of type K {K_} in S if, whenever for two points
x and y in S , x > y and (x9 z) = (y, z) for some z in 
C* , then [fix), z) > [fiy), z){[fix), z) < (fiy), a)} .
For brevity, the function fit, x) and the equation 
x' - fit, x) will also be said to be of type K+ or K_ on some
domain D in R x fP if fit, x) is respectively of type K+ or
K for each t in the domain of points it, x) in D . Also for 
brevity, if for each t in an interval J , there is a non-empty set 
of vectors x : it, x) € D , then we say D contains J .
The most general form of the differential inequalities to come
7involves the use of one-sided upper and lower derivatives. In the 
general case these derivatives will not correspond to specific vectors, 
because pairs or sets of vectors may not have least upper bounds.
However the overall inequalities can be made meaningful, in the
following sense: for a function yit) in i/2 , D+yit) ° *
a € if1 , means that D+[yit), z) ic, z) for all vectors z in
C* , z f 0 , that is
lim [jy(u)-y(t), z] ic, z) Vs € C* , s * 0 .
u>t
ic+t
With this usage both ZP+ and > have artificial meanings.
The expressions D y > c , Z)+y > c , D_y > c are correspond­
ingly defined in terms of their scalar equivalents.
Basic theorems about inequalities
THEOREM 1c Let fit, x) be continuous and of type K i n  some
domain D containing an interval [a, b] . Let y(t)9 zit) be 
continuous functions on [a, b] whose graphs are in D and which 
satisfy on (a, b] the inequalities
D y > fit, y) 3 D_z 5 fit, z) 3 and yia) > zia) .
Then yit) > zit) on [a, b] .
The theorem applies particularly when zit) is a solution of
z1 = fit, z) . (1)
Proof. By continuity yit) > zit) on some interval [a, a+d] 
where d > 0 .
If the inequality yit) > zit) does not hold throughout [a, £>] 
there would exist a point c , a 5 c 5 b , for which yit) > zit) 
on la, c) , yic) > zic) , and {jyic)-zic), as) = 0 for at least one 
vector as in C* , x ? 0 .
Then
8D~{yic), x] > (/(e, yic)} , x)
- ifi^i 2 (2 )) s x) since f is of type K
> D [zic), xj .
Since {yic), x) = [zic), xj it follows that for certain values 
of t less than and arbitrarily close to a , we have 
[yit), a?) < (s(£), a;) contradicting the definition of a . So 
yit) > zit) on [a, fc] .
There are three analogous theorems:
A„ 1/ it is the lower function which satisfies a strict 
inequality > that is D y > fit, y) 3 D_z < fit, z) on ia, b~\ 3 the 
conclusion that yit) > zit) remains true.
B, J/ /(t) is o/ type K 3 and yit), zit) are continuous
functions satisfying D y > fit, y) 3 D^z S fit, z) on [a, b) 3 
and yib) < zib) 3 then yit) < zit) on [a, b~\ .
C0 Again3 in ß the strict inequality may apply to z rather 
than y .
Remarko If C has an empty interior, then there are no vectors 
in a strict inequality relationship to each other, so Theorem 1 is 
vacuously true. But then it is useless for the purpose it serves in 
Theorem 3, where weak inequality relations are derived as the limits 
of strong inequality relations.
DEFINITION. We define a solution of the differential system
x' = fit, x) (1)
on an interval I to be a right maximal solution if for every 
tß € I any solution xit) of (1) such that 5 satisfies
the inequality xit) S xit) for all t > t  in I for which xit) 
is defined.
THEOREM 2. Let fit, x) be continuous and of type K^ in an
open set D . Then the differential equation (1) has a unique right 
maximal solution passing through any point (fc , £ ) of D 3 which
is defined in an interval [t , t) and tends to the boundary of D
as t t .
ProofI If a right maximal solution exists, it must clearly be
9unique. Choose a v e c to r  e in  C and l e t  cp ( t )  be any s o lu t i o n  
o f  the i n i t i a l  va lu e  problem:
x' - f i t , x)  + e /n  ,
*(*„) = 5o + z ,n  ’
n a p o s i t i v e  in t e g e r .
There i s  an i n t e r v a l  [ t Q, t  _] o f  p o s i t i v e  l e n g th  throughout  
which th e  f u n c t io n s  cp^(t) are d e f in e d  and have t h e i r  graphs in  a 
p r e s c r ib e d  neighbourhood o f  ) f o r  a l l  s u f f i c i e n t l y  la r g e
n . By Theorem 1 , cp^(t) < <p (£ )  i f  n > m . S ince  the  sequence  
{cpn ) i s  eq u icon tin u ou s  in  t  and d e c r e a s in g  in  n i t  converges  
uniform ly  on the  i n t e r v a l  [ t  , t J  as n -*■ 00 , and th e  l i m i t  
fu n c t io n  4>(t) i s  a s o l u t i o n  o f  (1 )  p a s s in g  through [ t Q ) .
I f  # ( £ )  i s  a s o l u t i o n  o f  (1 )  such t h a t  x{ t^]  S where
5 -  ^2. "t i^en < ^2^ h°r  -*-a r Se n and h e n c e ,  by
Theorem 1 ,  x i t )  < cp^(t) f o r  t^ < t  < t  . L e t t in g  n -*■ 00 , we g e t  
ic ( t )  5 ip(t) fo r  ^2 < t  'S t  .
By the  un iqueness  o f  th e  r ig h t  maximal s o lu t i o n  th e re  e x i s t s  a 
r ig h t  maximal s o lu t io n  ty(t)  through (t  , which i s  n o t  c o n t in u a b le
as a r ig h t  maximal s o l u t i o n .  Let t  be th e  r ig h t  e n d -p o in t  o f  i t s  
i n t e r v a l  o f  d e f i n i t i o n .  I f  th e  graph o f  i{j(t) had a l i m i t  p o in t  
( t ,  £) i n s id e  D , we would have ipit)  £ f o r  t  ■+ t  [ s e e  f o r
exam ple, Hartman [ 2 ] ,  Chapter I I ,  Theorem 3 . 1 ] .  But th e n ,  by what we 
have proved , i ( t )  cou ld  be con t in u ed  p a s t  t  as a r ig h t  maximal 
s o l u t i o n .
Analogues o f  Theorem 2: An eq u iva len t argument e s ta b l ish e s  the
ex is ten ce  o f  a r ig h t minimal so lu tio n . I f  f  i s  o f  type K j then 
there e x is t  l e f t  maximal and l e f t  minimal so lu tio n s .
THEOREM 3. Let f i t 9 x)  be continuous and o f  t ype K+ in  an
open s e t  D . Let x i t )  be a r ig h t maximal so lu tio n  o f  (1 )  on an 
in te r v a l  [ a ,  b~\ . I f  z i t )  i s  continuous on [ a ,  b~\ , s a t i s f i e s
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the d i f f e r e n t ia l  in eq u a l i ty  D_z 5 f ( t 9 z)  on ( a ,  b ]  and 
z ( a)  5 as(a) j then z ( t )  5 x ( t )  f o r  a 5 t  5 b .
Proof .  Let a be th e  g r e a t e s t  va lue  o f  t  such t h a t
z ( s )  5 x( s )  f o r  a 5 s 5 t  and suppose ,  c o n t r a r y  t o  the  theorem,  t h a t
a < b . Choose a v e c t o r  £ > 0 and l e t  cp ( t )  be a s o l u t i o n  o f  t h en
i n i t i a l  va lue  problem
x ' = f ( t ,  x ) + e /n  
x - x ( c ) + e /n  f o r  t  - c
in  an i n t e r v a l  [2, 2+6] . By t h e  p r o o f  of  Theorem 2,  cp^(t)
converges t o  x ( t )  on t h i s  i n t e r v a l  as  n -* 00 . On th e  o t h e r  hand,  
by Theorem 1 ,  3(b) < cp ( t )  f o r  2 5 t  5 2+6 . L e t t i n g  n -► 00 we
ge t  3( t )  5 as(t) f o r  2 5 t  5 2+6 . This  c o n t r a d i c t s  th e  d e f i n i t i o n  
o f  2 .
Analogous forms: A. I f  as(b) i s  a r i g h t  minimal s o l u t i o n  and
y ( t )  s a t i s f i e s  D y > / ( t ,  y)  on ( a ,  b ]  and y ( a )  > as(a) , then
y ( t )  > as(£) on [ a ,  b ]  .
B. I f  /  i s  o f  ty pe  K , a :( t )  i s  a l e f t  maximal s o l u t i o n ,
and z ( t )  s a t i s f i e s  D+z > / ( t ,  3) on [2, 2?) and 3(b)  5 x(b)  ,
th e n  3 ( f )  < x ( t )  on [ a ,  b ]  .
C. I f  f  i s  o f  type  K_ , x ( t )  i s  a l e f t  minimal s o l u t i o n
and y ( t )  s a t i s f i e s  b+y 5 f ( t , y)  on [ a ,  b )  and y ( b )  -  x(b)
then  y ( t )  5 x ( t )  on [ a ,  b]  .
COROLLARY. A continuous v ec to r  function  z ( t ) i s  non-increasing  
on an in te r v a l  [ a ,  b ]  i / /  i t  s a t i s f i e s  the d i f f e r e n t i a l  in e q u a l i ty  
D_z 5 0  (or D+z 5 0 ]  on ( a ,  b) .
Proof .  The n e c e s s i t y  o f  t h e  c o n d i t i o n  fo l low s  from the  d e f i n i t i o n  
o f  D . For i f  3 [t^) - z € C whenever b > t^ -  -  a , then
f o r  any x € C* , (3 (b2) , as) > (3 ( t  ) , as) so D_[ z ( t ) ,  x) 5 0 and
D [ a ( t ) , as) 5 0 and by d e f i n i t i o n  D_z 5 0 on [ a ,  b]  .
The s u f f i c i e n c y  o f  t h e  c o n d i t i o n  fo l low s  from Theorem 3 w i th  
/  = 0 .
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Remarks. The introduction of maximal solutions in Theorems 2 
and 3 is necessary to make meaningful statements about the relation­
ship of solutions which are not uniquely determined at a given point.
If solutions of (1) are uniquely determined by their initial values, 
then Theorems 1 and 3 assert that if f is of type K , all
inequality relations among solutions of (1) are preserved as t 
increases, whereas if f is of type K , all relations are 
preserved as t decreases. If f is both of type K+ and K_ ,
(again assuming uniqueness) then one can meaningfully talk of solutions 
being ordered over a whole interval, and this ordering is just the 
ordering of their values at a single point arbitrarily chosen.
This is quite a strong statement, and the following theorem shows 
that the respective type K conditions are both necessary and 
sufficient for some of the results deduced from them.
All scalar functions are of type and K , but for functions
of n-vectors, the conditions are quite restrictive. Szarski [7], 
for example, shows that a system (1) both of type K+ and K_ in
the usual vector ordering reduces to a degenerate system of n
separate equations each in one variable. In Chapter 2, we show that 
the corresponding restriction to a system with the positive definite­
ness ordering of symmetric matrices reduces to the much more interest­
ing matrix Riccati equation.
Here is the demonstration of the necessity of type K conditions: 
THEOREM 4. Let fit, x) be defined in an open set D of 
R x . Suppose that, whenever there are two points [t, , [t, y )
in D for which x^  > y^  , then on some non-empty interval It, u] 
there exist in D solutions of
D+y > fis, y) , yit) = yQ
D+x < fis, x) , xit) - xQ
for which xis) > yis) on [t, a] , Then fit, x) is of type
on D .
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Proof. Let , z/q be any two points as above for which there
is a vector z in C* : , z) - (yQ, z) . Then for all s in
[A, u] , [xis)-y is), z) > 0 , so D+ (zit)-yit), a) > 0 . But
Z?+(aKt)s a) 5 (/(t, #(£)), a)
D+[yit), a) > (/(t, y(t)) , 
so
(/(*» ®0) , a) > (/(t, 2/0) , a) .
Since t, s and , yQ are arbitrary, subject to x ^ >  y^ , then 
/ is of type if in D .
COROLLARY 1. If t is replaced by -t in the statement, with 
consequent modifications of the inequalitiess then fit, x) is of 
type K in D .
COROLLARY 2. With the stronger hypothesis that whenever 
[t, a;0) and (t, y ) 6 A and 2?0 > yQ AAen on some interval
(a, b) containing t there exist solutions xiu) and yiu) of (1)
such that xit) = x^ , yit) = yQ and xiu) > y(w) in (a, b) £Ae
result is that fit, x) is AaAA a/ type if and if_ in A .
Existence of solutions
With the usual vector ordering of if1 , the existence of two 
solutions yit), zit) of the inequalities D y > fit, y) ,
D z > fit, s) on (a,A] , with y(a) > 2(a) , ensures that whenever
y(a) > x > 2(a) , there is a solution of (1) with xia) = x existing
and constrained to lie between yit) and zit) on [a, A] .
[Coppel [1], p. 30.]
In the case where solutions of (1) are uniquely determined, the 
proof of the corresponding proposition in our situation is a consequence 
of Theorem 2 - a solution is continuable until it approaches the 
boundary of its domain of definition. This is set out in Theorem 6 
below. But if solutions are not unique, then the more subtle proof 
given by Coppel for the proposition set out above does not carry over
13
directly. However an analogous approach can be made to work provided 
the inequalities are strict inequalities, as in Theorem 5 below.
THEOREM 5 .  Let fit,x) be a continuous function defined on a
domain D in R x iP which includes an interval [a, b~\ . Let 
yit), zit) be continuous functions for which D y > fit, y) ,
D z < fit, z) j a < t < b j zia) < yia) and if 
Kit) = {u : yit) > u > zit)} j then (t, Kit)) c D .
Then for any x : yia) > x^ > zia) , the initial value problem
x' = fit, x) (1)
xia) = £cq
has a solution xit) which is defined and satisfies the inequalities 
zit) < xit) < yit) on [a, b] .
Proof. For each t , Kit) , being the intersection of two
closed cones, is closed. Let S - [it, u) : a < t 5 b , u € Kit)} .
Then S is closed, since Kit) is continuous.
By Theorem 1, yit) > zit) on [a, b~\ , and any solution xit) 
of (1) with xia) - x lies in the interior of S wherever it
exists. By Theorem 2, the right maximal solution sit) passing 
through [a, either exists on [a, b] or tends to the boundary
of D as t -*■ c , where c € ia, b~\ , and then exists on [a, c) .
But then sit) € S on [a, c) , so as t ■+ c , any limit points of
sit) lie in S , a compact subset of D , and so cannot be on the 
boundary of D .
So sit) exists and yit) > sit) > zit) , on [a, b] .
Theorem 5 can be much improved if fit, y) is sufficiently 
smooth on D to ensure uniqueness; that is if, for example, the 
one-sided Lipschitz condition of the following Theorem 7 applies on 
D . In this case the strong inequalities can be replaced by weak 
inequalities:
THEOREM 6 .  Suppose the solution of the initial value problem 
y' - fit, y) j y[t0) = yQ , 2y0) € D is unique whenever it
exists in D when t > t  for all initial values (tQ , yQ) in D
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and suppose yit), zit) are continuous functionsand are solutions 
of the differential inequalities D y > fit, y) , D_z > /(t, z) 
respectively, where [t, yit)) , (t, 3(f)) £ Z) .
Suppose that for some point a , zia) 5 yia) , and is any
vector for which z(a) < xn 5 y(a) . Then the initial value problem
x' - f(t, x ) , 
x(a) =
has a solution xit) which is defined and satisfies the inequalities 
zit) < xit) 5 yit) in D .
Proof. From Theorem 2, xit) exists in some interval la, c)
and tends to the boundary of D as t + c . But if [yio), c),
(zic), c) are in £ then u : yic) > u > zic) is a compact set
contained in an open set; it is therefore distant d from the
boundary of the open set, for some positive scalar d .
But by Theorem 3, yit) > xit) > zit) in la, c) , that is, 
xit) € Kit) if Kit) is the function defined in Theorem 5. But 
Kit) is continuous, so
S = U (x, t)
tila,c),xiKit)
is a compact set, and so contains lim (:c(t), t] . Therefore
t+c
lim xit) € Kic) , and is not on the boundary of D . So xit) 
t-+c
exists everywhere in D .
Application to establishing one-sided uniqueness theorem
As an application of Theorem 3, a demonstration is given of the 
use of a one-sided Lipschitz condition, suggested by W.A. Coppel.
THEOREM 7. Let fit, x), git, x) be continuous functions
from i? x if to , where the domain of f is an open set D in
R x if1 , and the domain of g includes all points it, x-y) , where 
it,x), it,y) € D .
Suppose g is of type on its domain3 and
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fit, x) - fit, y) 5 git, x-y) V(fc, a:), (£, y) Z D .
Let y it), y^ it) be solutions of
y[ - f(t* y ± ) * 
y'2 - fit* y2) »
respectively, with (tQ, zy^t^) (tQ, zy (£Q)) € D . Then
y^ it) - y^ it) < wit) if t > t j where wit) is a right maximal 
solution of w' = git, w) 3 u(*o) = y^  (tQ) - z/1(tQ) .
Proof. Let zy(£) = y2it) - zy,(t) . Then
y1 it) < /(t, z/2) - f{t, y±)
< ^(t, zy) .
Therefore zy(£) < wit) for £ > £Q , by Theorem 3.
COROLLARY. J/ / is o/ £zype £+ 9 and w = 0 a solution of 
w} = git, w) for t > there is at most one solution to the
right of £ o/ £/ze initial value problem y' - fit, y), zy (iQ) ~ yQ • 
Fcr £/ there are two3 z/^ (£) and y^t) 3 then by the theorem gust 
proved zy (£) - y^ it) s 0 and y^ it) - y^ it) > 0  if t > tQ .
Suppose ^(t, x) = Oix for some constant a > 0 . Then git, x)
is of type K everywhere, and x = 0 is a solution of
x' ~ x) • This special case corresponds to the Lipschitz
condition as normally defined. If fit, x) - fit, y) < aix-y) for 
all it, x), it, y) in some domain D then if [t^ , a; ) € D there
is at most one solution yit) of (1) with zy (tQ) = xQ , if t > t .
Examples of various cones and orderings
1) C - C* = {{or.} : x^  > 0, i = 1, . . ., n} in if1 .
This generates the usual partial ordering on a vector space, and
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specialises to the differential inequalities previously dealt with. 
(Coppel [2], Szarski [7], Walter [7].)
2) C - {(x, y, z) x > 0 9 z > 0 , x z > y  }
This generates a partial order equivalent to that of the 2><2 
symmetric matrices ordered by the positive definiteness relation.
Then C* = {(a, y, z) : x > 0, z > 0, 24xz > y } and C* is
2
generated by the set of vectors (x , „ 2^  2xy, y ) .
EXAMPLE 3. Here the cone C is the circular Lorentz cone: a
vector X € C if > 0 and X 2 > X 2 + ... + X2 .1 2  n Put another way,
C is the set of all vectors (a, a) where a > 0 , a is a
(n-1)-vector, and j a | < a . Then C is self-dual. For if (a, a ) ,
(3, b) are two vectors in C , then
(a, a ) . (3, b) = a3 + a.b > a3 -  |a| |b| > 0 .
Conversely, if (3, b) is any vector in C* , then 
3 = (3, b ) . (1, 0) > 0 since (1,  0) € C . And ( | b | ,  -b) £ C , so 
31b I - b.b > 0 ; that is, 3 5 |b| (even if jb [ = 0 ) so 
(3, b) £ C . Therefore C* - C .
Let a, b be arbitrary n-vectors, a any scalar, and the
column vectors of an anti symmetric n x n matrix S . Let { } 
denote the Lorentz type scalar product, that is,
(a, b} = a - a ^ 2 a b n n
and let f(X) be the n-vector valued function whose components are 
/ \ ( x )  = a^ {x, x} - 2at.{a, x} + (s^ ,  x} +otx^  + . (4)
If two vectors X, y in C have the property that X.y = 0 , 
then X must be a multiple of (1, t) and y of (1, -Z.) where 
£ is a unit (n-1)-vector.
With this observation it is easy to verify that f(x) is both 
of type and K_ with respect to C .
So solutions of the equation
x' = fit, X) , (5)
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where the coefficients a, b, a, S are continuous functions of t , 
have the property that any ordering of solutions at a point with 
respect to the Lorentz cone is preserved as t changes, while the 
respective solutions continue to exsit.
In the four-dimensional space-time of relativity theory, if two 
points, or "events" X and y are ordered (x > y) with respect to 
G , then X is "attainable" from y , or y is "observable" from 
X . Any useful transformation of space-time will need to preserve 
these relationships at all points under consideration.
The usual Lorentz transformations can be derived from special 
cases of (5), with a it) = b(t) = ait) = 0 , and using a simpler 
version of Sit) .
Example 3 is of particular interest because it is closely 
related to the symmetric matrix ordering to be developed in the 
following chapters. In fact if n - 3 , and the orientation of the 
co-ordinate axes is changed, the 2 x 2 matrix ordering is obtained. 
More is said about this example in the appendix to Chapter 3.
Notes
There have been many publications recently dealing with 
differential inequalities, both in finite-dimensional and more general 
vector spaces. Szarski [7], Walter [7], Lakshmikantham and Leela [7], 
Coppel [2] give expositions which, for the componentwise vector order­
ing, go much further than is necessary for our purposes.
Some authors (Mlak [7], Cohen and Lees [7], Edmunds [7]) have 
extended some results about differential inequalities to Hilbert or 
Banach spaces. In Mlak’s paper, the ordering used is again component­
wise, and in the other papers the results are obtained by comparison 
with a finite-dimensional system of the usual type.
Our type K condition is more often referred to as monotonicity 
or quasimonotonicity, the latter name being introduced by Walter.
For componentwise ordering, it was mentioned by Muller (1926), and 
used by Kamke (1932). Geometrically, its significance is that if 
uit) , vit) are solutions of y' - fit, y) , xit) = uit) - vit) , 
and xit) comes to the edge of the positive cone, then the derivative
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of x(t) is not in a direction leading out of the cone, that is, it 
is either parallel to the surface or towards the interior. This is 
true of our definition for more general cones, and the consequence is 
that x(t) must remain within the cone, if its initial value is in 
the cone. It is likely that this result could be extended to convex 
sets generally, not just cones; but then to express the corresponding 
type K condition analytically is very difficult.
Coppel [3] has obtained results equivalent to our Theorems 1-3 
and 6 for symmetric solutions of the matrix Riccati equation. In 
this more simple case, direct methods are also available, and 
implicitly or explicitly, the preservation of ordering of solutions 
of the Riccati equation has been known and used for some time. Indeed, 
the property is closely related to Stürm-Liouville comparison theory 
for Hamiltonian systems.
Yorke [7] investigates whether solutions of a differential 
equation can be constrained to lie within certain sets; our approach 
deals with differences of solutions, but some of the ideas are 
similar.
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CHAPTER 2
MATRIX EQUATIONS AND A PROPERTY UNIQUE TO THE RlCCATI EQUATION 
Introduction
This chapter gives details of the application of the general 
inequalities of Chapter 1 to symmetric matrix systems of differential 
equations and specifically to the matrix Riccati equation. Writing 
a system of differential equations in a matrix form, symmetric or 
otherwise, adds nothing new except convenience and an awareness of 
the possibilities of various manipulations that may not have been 
otherwise evident. The real difference is in the choice of ordering 
system; it is convenient to use the positive definiteness-ordering 
of symmetric matrices, where A > B if E>*(A-B)E, > 0 for all vectors
5 .
The first task is to verify that this ordering does fulfil the 
requirements of Chapter 1, so the results of that chapter can be 
applied. It is then shown that the matrix Riccati equation is both 
of type K+ and K_ . In this case any order relation that may
exist between two solutions at some point is preserved as this point 
moves in either direction, so that it is meaningful to speak of one 
solution being greater than another without specifying a point. Put 
another way, the solutions existing on an interval are ordered 
according to their values at any point on the interval. Extensive 
use of this property is made later.
Finally, it is proved that with respect to this latter property 
the matrix Riccati equation is unique among matrix systems. This 
rather surprising result is analogous to the result for vector 
systems ordered by the usual partial ordering, that a function f(x) 
both of type K+ and K must be of the form
[f (an), f {x ) ... f (x )) which leads to a trivial system (Szarski _L 2 2 "Yl*
[/]).
The matrix ordering
The set of n x n symmetric matrices form a vector space M
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o f  dim ension %n(n+1) 
o f  two e lem en ts  A =
In t h i s  s p a c e ,
{V B = {b^ .}
we d e f in e  th e  s c a l a r  p roduct 
t o  be
(A,  B)
n
l
i - 1
n
I
<7=1
a.  . b . . = T rU B ) .
The s e t  o f  
c lo se d  cone C
LEMMA. <2
n o n -n e g a t iv e  d e f i n i t e  symmetric m a tr ic e s  forms
in  M . u
i s  s e l f - d u a l ,  th a t  i s ,  C - C* .
a
Proof, a) I f  A i  C 
B - T*T . Then
B € C th en  f o r  some m a tr ix r  ,
(A, B) = Tr(AB)
= T r (AT*T)
= T r (TAT*) > 0 .
This i s  t r u e  f o r  a r b i t r a r y  A and B so B £ C* and C c  C* .
b) Let >1 be any m a tr ix  in  C* . Let X - { x . x . }  € C f o r  any
^ J
n - t u p l e t  ( on } , so
n n
{a , x)  -  y y a . . x . x .
^  = l  J  = 1  * ^
= a?*j4a: > 0
where a: = (or.} . T h e re fo re ,  A € C and C* cz C . T h e re fo re ,  
C = C* .
In  t h i s  s e c t io n  we w i l l  exc lude  th e  t r i v i a l  case  where n = 1 
and always assume n > 2 .
In  th e  case  o f  th e  p r e s e n t  cone C , and a l s o  in  most o th e r  
a p p l i c a t i o n s  o f  th e  th e o ry  o f  C hap ter  1 ,  th e  ty p e  K c o n d i t io n  can 
be s im p l i f i e d  w ith  th e  a id  o f  s p e c i a l  knowledge about when i t  i s  
p o s s i b l e  to  have v e c to r s  x  in  C and £ in  C* f o r  which 
(x ,  £) = 0 .
The type  K c o n d i t io n  needed f o r  th e  theorems o f  S e c t io n  I i s :
DEFINITION I .  A sym m etric  m a tr ix  fu n c t io n  F(X) o f  the  
sym m etric m a tr ix  v a r ia b le  X , d e f in e d  on a domain D i s  o f  ty p e
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K^{K_) on D i f ,  whenever W € D , Wn € D ,  >  0 and fo r
some m atrix  A € C , lw1~w2 > A) = 0 > then  ( ^ O ^ )  ~F [W2) » -  0
{< 0} .
The s im p le r  v e r s io n  i s :
DEFI NI TI ON I I .  I f  F(X) i s  the fu n c tion  o f  D e f in it io n  I ,  i t  i s  
o f  type K+ { Z _ }  i f ,  whenever  € D ,  € D , - W > 0 and
fo r  some v ec to r  E, £ i f1 , W^E, = W^E, , then
E,*[F(jvijJ - F (f/2) ) E, > 0  (5 0 ) .  (1)
I f  F(X) i s  o f  ty p e  K+ a cc o rd in g  to  I ,  then  i t  i s  a l so
a c c o rd in g  t o  I I ,  s in c e  th e  m a tr ix  { £ .£ .}  i s  in  C .v J
I f  F{X) i s  o f  type  K+ a cc o rd in g  to  I I ,  and th e r e  a re  m a tr ic e s  
W € D , W2 € Z? , / U  C : (j/ -W ) 6 C and [W^W^ A) = 0 then  
t h e r e  i s  a m a tr ix  T : A - T*T , where T - { t . .} and
n
I
i - 1
n
l
J=1
n
I
fc=i
O V ^ o )2‘ i F k v ' k j (WL-W2 , A) = 0 .
n
Let = ( t ,  .} , then  I *£ = 0 *
/ c = l
Since ^  » ^op each k , = 0 , so
= 0 . T h e re fo re  (f7 -F  J -  0 and summing over
k , , a ) > o .
So b o th  d e f i n i t i o n s  o f  ty p e  K (and K_ ) a re  e q u i v a l e n t .
T h e re fo re  th e  theorem s o f  S ec t io n  I can be a p p l ie d  u s in g  e i t h e r  
d e f i n i t i o n .
The m a tr ix  R i c c a t i  o p e r a to r  i s  d e f in e d  by
= W' + A( t )  + B(t )W + WB*(t)  + WC(t)W (2)
where W, A ( t ) , B { t ) , C( t )  a re  n x n m a t r i c e s ,  con t inuous  f u n c t io n s  
o f  t  in  an i n t e r v a l  I  , and A ( t ) , C( t )  a re  symmetric on I  .
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Then th e  R i c c a t i  e q u a t io n  i s
2?[V] = 0 . (3)
Applying D e f i n i t i o n  I I  above,  i t  i s  c l e a r  t h a t  (3)  i s  bo th  o f  
ty pe  K+ and K_ everywhere.  For i f
F i t ,  W) = A i t )  + Bi t )W + WB*it)  + WCit)W , 
and W £ = W^E, = p , th en
fcy)? = + ? * s ( t ) n  + n + n * c ( t ) n
= 2^)5 •
The fo l low ing  theorem c o n v e n i e n t l y  summarises Theorems 3 and 6 
o f  Chapte r  1 in  t h i s  m a t r i x  c o n t e x t :
THEOREM 1. Let  W^, W b e  any n * n Symmetrie m a trices fo r  
which W > . L et f/ ( £ ) ,  W ^it) be s o lu tio n s  o f  th e  in e q u a l i t ie s
sgn /?[V ] *£ 0 , sgn [t-t^]R \w ^  | 5 0 r e s p e c tiv e ly  e x is t in g  on
some in te r v a l  [a , b~\ co n ta in in g  t  , w ith  ,
^ 2  (^ 0 ) = ^ 2  * ^ ien W ^it) > W ^it) 0n • And i f  W(t) i s  a
s o lu tio n  o f  i 3) w ith  > J/(t ) -  Wit) e x i s t s  on [ a ,  b ]
and J/ (£)  > f/(£) > f/ (£)  .
Tn p a r t ic u la r , i f  = R\w^\ = 0 an [ a ,  b ]  and
J/, ( t )  > W ^it) a t some p o in t  t Q , then  &d(t)  > W ^it) on [ a ,  b ]  .
Uniqueness o f  the  R ic ca t i  equa t ion
Theorem 1 i s  a s t r o n g  r e s u l t ,  and a p p l i e s  only  to  the  R i c c a t i  
eq u a t io n  ( i f  n > 2 ) .  The converse r e s u l t  i s :
THEOREM 2, I f  F i t ,  Y) i s  an M -va lu ed  fu n c tio n  d e fin e d  and
continuous in  Y fo r  each t  on some domain D in  R x M ,
n > 2 j and i f  i t  i s  tru e  th a t whenever W , W are two m a tr ice s , 
t  a p o in t fo r  which ( t Q, and ( t ^ ,  W^ ) are in  D , and
W > f/ 2  -> there  are two s o lu tio n s  W^ i t ) , W^i t )  o f  W' = F i t ,  W)
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with  ( t 0) = Jvl ^  (^q) = ^2 f or  W. (^t) -  W^(t) in  some
neighbourhood o f  t Q , then i t  fo llow s th a t  Y1 - F (£ ,  Y) i s  o f  the 
form i? [I]  fo r  some c o e f f i c i e n t  m atrices de fin ed  fo r  t  in  D .
The p ro o f  o f  t h i s  theorem  occup ies  th e  r e s t  o f  th e  c h a p te r .  I t
w i l l  be assumed t h a t  D in c lu d e s  a l l  M f o r  each t  . This av o id sn
having  to  make f r e q u e n t  p ro v is o s  about th e  domain in  an already- 
com plica ted  p ro o f ;  i t  i s  n o t  an im p o r tan t  r e s t r i c t i o n  because  th e  
p ro o f  i s  l o c a l  in  c h a r a c t e r .
The h y p o th e s is  o f  th e  theorem  i s  j u s t  what i s  needed to  app ly  
C o ro l la ry  2 o f  Theorem 4 ,  C hapter 1 , which en su res  t h a t  F( t ,  Y) i s  
b o th  o f  type  and K_ f o r  each t  . This  s a i d ,  no f u r t h e r
i n t e r a c t i o n  between t  and Y o c c u r s ,  so mention o f  t  w i l l  be 
su p p re s se d .
So i f  W± > W2 and W £ = WJ, then  E,*F(j/ ) £ = f (W2)E, . I f  
and a re  any two symmetric m a t r i c e s ,  w ith  W^E, = W^E, , t h e r e
i s  a n o th e r  symmetric m a tr ix  f o r  which W^E, = W^E, , ,
W2 > * Then
= z*f {w3)z = Z*f{w2)z .
T h e re fo re ,  E, F^(W)E, i s  a fu n c t io n  o f  E, and WE, o n ly .  So f o r  some 
fu n c t io n  g on R?n ,
E,*F(W)E, = g(E,9 n) where n = WE, . (4 )
Then e q u a t io n  (4) i s  r e s t r i c t i v e  enough to  en su re  t h a t ,  ex ce p t
in  th e  t r i v i a l  case  where fP = R^~ , W' -  F ( t ,  W) has the  form
R[.W~\ o f  th e  R ic c a t i  e q u a t io n ,  f o r  some a p p r o p r ia te  s e t  o f  c o e f f i c i e n t s ,
and g(E,, q) i s  a q u a d r a t i c  form in  E, and q .
S ince t h i s  i s  n o t  r e a d i l y  a p p a re n t  a t  f i r s t  s i g h t ,  and s in c e  th e
rea so n  f o r  i t  i s  no t much i l lu m in a te d  by the  r a t h e r  complex p r o o f ,
th e  fo l lo w in g  lemma i s  g iven  to  show a s im ple  p ro o f  when g i s
2.nassumed smooth when i t s  domain has been ex tended  to  a l l  o f  R
LEMMA. I f  g( x,  y ) i s  a function  defined  and C in some 
neighbourhood o f  ( 0 , 0 )  then g( x,  y )  = x*Ax + x*By + y*B*x + y*Cy
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f o r  some c o e f f i c i e n t s  A,  B, C i f  (4) holds .
Proof. For any s c a l a r  t  ,
g ( t x , t y )  - t 2x*F(W)x 
- t 2g ( x , y )  .
So g ( 0, 0) = 0 , and g ( - x , - y )  = ^(a;, y) . Then
2g ( x ,  y )  - ~ [ g ( t x ,  t y ) + g ( - t x 9 - t y ) - 2 g ( 0 , 0 ) ]  
t
-+ 2[x*Ax+x*By+y*B*x+y*Cy'] as t  -► 0
where
" 3a;.3a. ^ ( ° s 0) 5 = 3a;.3y .  g ( 0 * 0) 5 C ~ 3y.3y.  9 ( 0 > 0) *
t  J t  J 'Z'  ^J
T h e re fo re ,  y(a;, y) = a;*j4a; + a:*Sy + y*B*x + y*Cy . QED
The n e x t ,  and l o n g e s t ,  s t e p  in  th e  p ro o f  o f  Theorem 2 , i s  to  
show t h a t  each c o e f f i c i e n t  o f  F(W) i s  q u a d r a t i c  in  some o f  the  
c o e f f i c i e n t s  o f  W .
Let e_£ be th e  u n i t  v e c to r  whose i - t h  component i s  1 . Then 
F'a ( W) - e£F(W)e^ = g [ e^ , . So F ^ AJW) i s  a fu n c t io n  on ly  o f
th e  c o e f f i c i e n t s  fvb ^  , J = 1 ,  . . . ,  tt . And
2Fit/a/) = (ei+ e ..) * w >  ( v * , / )  -
=  g { et + ej>  Wei +Wej )  -  g { ei>  Wei )  -  g [ ej ,  Uej )  •
So F^j ( W) i s  a f u n c t io n  o f  and W^ o n ly ,  k = 1 . . .  n .
The problem i s  now a r t i f i c i a l l y  r e s t r i c t e d  to  a 2 x 2 problem , 
as fo l lo w s .  For a r b i t r a r y  i ,  j  , i  ? j  , l e t  fv^  = ,
W = W..  , W = W..  , and assume d u r in g  what fo l lo w s  t h a t  a l l  o th e r  2 1s J  o J J
c o e f f i c i e n t s  o f  J/ remain f ix e d .  Let
F1 {W) = Fi i W  ’ F2 W  = » F3iW) = *
S u p p ress in g  c o n s ta n t  c o e f f i c i e n t s ,  and l e t t i n g  a  be any c o n s ta n t ,  
(4) im p lie s
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a2* ^ ,  W2) + 2aF2{wlt W2, W3) + F3V3) =
= g[oit 1, aW1+W2, aW2+W3) . (5).
Neither side of (5) is affected by the change
f^l -+ t £ ,
W2 w2 ~ aC ’
2
W3 + W + a e ,
+ 2aF2 2 2V,+£, W^-ae. fi^+a £ + W -  a£, 17 +a £1 5 2 * 3 j 3 2 * 3
for any £ . Therefore,
a2Fi^i+6, W2- a
= os2?1 , W2) + 2uF2 {W1 , W2 , W3) t F3 (^ 2> U3) . (6)
This is the basic equation to be manipulated; it is rewritten 
by first replacing a by -a and £ by -£ , then (fv^ 9 by
f/l+£, W 2 ~o e, ^ta £ , so:
a ^ ^ f / ^ a e )  - 2 0 ^ 2 ^ ,  J/2-2o e , ^3) + ^ ( r^ o e , f/3)
a2Fn J/0-o e) - 2aF0 [lV1+£, W0-a,e9 17q+a2£2 1
+ F -o e , W3ta £ . (7)
Adding (5) and (7)
2r W2-20£)F, , V,)J + Fa(w9-2ae, J/J - wj1 ^ 1 9 2 3 v 2 3^2 3'
+ 2a 2 FL 2 t 1
W.+e, f/0-a£, f/ +a £ -F2(f/lS V2-2o e, A/0, 17J3' 2 r l 2 9 3
0 . (8)
lim
a-*0
Dividing by a and letting a -* 0 :
3K ^F3(V2-2ae,^)-F,(Vo,&0
2a£
- |[F2 (vi+£, V2 , W3)-F2{wit W2, )] . (9)
3F3 dFiTherefore, exists for all a, £ . We abbreviate —T— by9f/.J7
26
, i, J = 1, 2, 3 . Then
P2(^+e, W2, W3) = F2((/1, l/2, + %eF32(V2, wj
So F2 is a linear function of ^  for fixed .
(10)
In (8) let a ->■ 00 and e = —  for some constant t . Then
a2
dividing by a : 
tlim
ae+0 2aJFlK> "2^
+ 2[F2(V1, W2, W3+t)-F2{wv  W2, (/3)J = 0 . (11)
Therefore, = *12^1* 2^  ^ exists and
tF12(W) = 2[f2(W1( W2, W3+t)-F2[wv  W2, W3)] , (12)
that is, F2 is also a linear function of W^  for fixed •
Rewriting (6), replacing a by -a , (j^ , W^ ) by
^i+e, W2~ae, f/ +a e , then
r  >2 22 aF2 ^ + 2 0 , W2, W3+2a e 
< * + F3 V0, J/,+2a*e l 2 3 J
= a2f’1 (^ 1+e, ^2-ae) - 2af’2|wi+£, fv^ -ae, W^ +a2e + F, 
and adding (6) to this equation,
a2[F1(vi+2E, V2)] + F3((/2> W3+2a2e) - F ^ ,  w j
W -ae, AL+a eZ O
+ 2a Jv^ +e, A^-ae, f/3+a e -F, , (^3+2a2£ -F2 ( h ’ W2> Ul\
= 0 . (13)
F1 ((/1+2e > W2) - F1(W1, W2)
is also linear in , from (13). Suppressing for the time being,
[q (^+3e) -F1 +2e)] - [>, (^+26) -F1 +e)]1^1 l'* 1 1V 1
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t h a t  i s ,
F1 (^1+3e) -  3F (V +2e) + 3F (tf +e) -  F± (f/ ) = 0 . (14 )
Given any t h r e e  v a lu e s  o f  F , s a y  F ( 1 ) ,  F ^ ( 0 ) ,  F ^ ( - l )  , th e n
(14 )  can be u se d  t o  d e te rm in e  v a lu e s  a t  a l l  i n t e g e r  p o i n t s ,  and t h e  
c o n s e q u e n t  e q u a t i o n ,
8F1 (^1+e) = 3F1 (^1+2e) + 6F ) -  F1 [ w ^ e ]  ,
a l l  (m+%) v a lu e s  o f  F^ 
a t  any a rgum en t o f  t h e  form
(m any i n t e g e r )  and so  o n ,  g i v in g  v a lu e s
—  , p ,  q any i n t e g e r s .  The l a t t e r  
2q
p o i n t s  a r e  d en se  i n  t h e  c o n tin u u m , so  F^ i s  d e te rm in e d  by ( 1 4 ) ,
g iv e n  any t h r e e  o f  i t s  v a l u e s .  But t h e r e  i s  e x a c t l y  one q u a d r a t i c  
s o l u t i o n  o f  (14 )  w i t h  t h o s e  t h r e e  v a l u e s .  So F n m ust be q u a d r a t i c
in  f/ .
S i m i l a r l y  F i s  a q u a d r a t i c  f u n c t i o n  o f  .
We r e t u r n  now t o  n d im e n s io n s ,  and th e  o r i g i n a l  n o t a t i o n  f o r  
c o e f f i c i e n t s  o f  F and W . Whenever a v e c t o r  x  has  no z e ro
Yl
c o m ponen ts ,  th e n  f o r  any y  € R ,
g ( x ,  y )  = x*F(W)x 
Vs
where = —  , i  = 1 . . . n , and = 0 i f  ' t t y .  Then
n n
g t e ,  y)  = ll x - x s . - i w )  . 
u 1 1 3
In  t h i s  sum, i n  t h e  c a s e s  when i  -  j ,  F^ . i s  a q u a d r a t i c  f u n c t i o n
. 2o f  W. . = —  and in d e p e n d e n t  o f  a l l  o t h e r  v a r i a b l e s ,  so x . F . . ( W ) x .  i
t
i s  a homogeneous q u a d r a t i c  form  i n  x^ , y^ .
And i f  i  ± j  , F^ . i s  a f u n c t i o n  o f  . o n l y ,  and i s
l i n e a r  i n  each  t a k e n  in d e p e n d e n t l y .  So a g a in  x . x  . F. . —  —' i  j  i j  \x^ 5 a? . i s  a
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homogeneous quadratic form in x ., x ., y ., y . .^ 3 ^ J
So g ( x y y ) is a homogeneous quadratic function in x and y , 
unless some coefficient of x is zero. But g i x ,  y) is also 
continuous, (except when x  - 0 ) so is a homogeneous quadratic 
form everywhere. Although it is not defined by (4) when x  - 0 , the 
domain of definition can be extended to include such points. So
y ) = (x*, y * ) A 5]i x
[b * c\
where A ,  B, C are n x n matrices, A = A* , C -  C* Therefore
g ( x ,  Wx) = x*Ax + x*BWx + x*WB*x + x*WCWx 
= x*F(W)x .
So F(W) = A + BW + WB* + WCW .
To get this result, a fixed value of t  was used. The 
coefficients A, B, C will generally be functions of t  . They need 
not be continuous, but the order-preserving property, as stated, will 
impose some limitations on their behaviour. If F ( t ,  W) is assumed 
continuous in t  , then A(t), S(t), C ( t ) are continuous also. This 
can be shown by considering special W values (for example,
A ( t ) = F ( t , 0) ).
Notes for Chapter 2
For Theorem 1, derived by a similar method whose application is 
there restricted to matrix Riccati equations, see Coppel [3]. Some 
of the conclusions are used, more or less explicitly, in many other 
papers; see, for example, Reid [9] and [75].
Reid’s paper [75] also contains a general non-linear matrix 
equation which has order-preserving properties. It involves, however, 
a monotone function of a matrix variable, which is rather a strong 
requirement. The order-preserving properties are restricted to non­
negative solutions.
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CHAPTER 3
MAXIMAL SOLUTIONS OF THE MATRIX RICCATI EQUATION AND DISCONJUGACY 
Introduction
In this chapter two basic systems of differential equations are 
considered. The matrix Riccati equation is defined
Ä[J/] = W  + Ait) t WB(t) t B*it)W + WCit)W = 0 (1)
and the corresponding Hamiltonian system is
Y' = Bit)Y + dt)Z ,
Z’ = -Ait)Y - B*(t)Z . (2)
In each case the coefficient n x n matrices Ait), Bit), Cit) 
are defined and continuous in an interval I , Ait) and Cit) are
symmetric in I , and, unless otherwise indicated Cit) > 0 is
assumed on I .
A matrix function Wit) will be called a solution of (1) only 
if it is symmetric. A solution <Y(t), Zit)) of (2) will be a pair 
of n x n matrices, differentiable on I and satisfying (2), with 
the following properties:
a) Isotropy: Y*it)Zit) - Z*it)Yit) on I .
b) Non-degeneracy: If Y(t)£ = Z(t)£ = 0 , then £ = 0 , where
t is any point on I .
There is an associated vector system
y } - Bit)y + Cit)z ,
s' = -Ait)y - B*it)z , (2a)
where y, s are n-dimensional vectors. A solution iyit), zit)) 
of (2a) is always of the form <Y(t)£, Zit)C,) for some solution 
( Y, Z > of (2), and some constant vector £ .
It is easy to verify that the restrictions of symmetry (for (1)) 
and isotropy and non-degeneracy are met wherever the appropriate 
solutions exist, provided the restrictions are met at a single point.
Solutions of (1) and (2) are closely related. If <Y(£), Zit)) 
is a solution of (2) with Yit) invertible at some point t^ , then
Wit) = Zit)Y ^it) exists in some neighbourhood of t^ and is a
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solution of (1). Conversely if W(t) is a solution of (1) on I , 
and Y(t) is a solution of
Y1 = [S(£)+C(W(*)]Y (3)
invertible at some point in I (and so throughout I ), then 
<Y(t), W(t)Y(t)) is a solution of (2) throughout I . Invertibility 
of Y(t) ensures non-degeneracy of <Y(t), W(t)Y(t)) .
The following basic properties of (2) can be verified by direct 
differentiation: if (Y^(t), Z^(t)>, (Y^(t), Z^ (t)) are solutions
of (2) (not necessarily isotropic or non-degenerate) on I , then
(i) Z*(t)Y,(£) - Y*(t)Z^ (t) - N , a constant matrix on I ; (4)
(ii) {Y*(t)Z1(t)]' = Z*1(t)C(t)Z1(t) - Y^(t)A(t)Y1(t) . (5)
The main results of this chapter fall into two classes. In 
Theorem 1, taking the existence of a solution of (1) on an interval 
as the basic condition, called [i?U , a ’’principal" solution of (2) 
is established, corresponding to a "maximal" or "minimal" solution of 
(1). It does not matter whether the interval in question is compact, 
half-open or open, nor whether (1) obeys any controllability or 
normality type conditions.
Later, culminating in Theorem 4, we relate [i?] to disconjugacy, 
giving a necessary and sufficient condition. This approach is 
interesting because it avoids variational arguments and the necessity 
of establishing results firstly for compact intervals, and also because 
controllability conditions appear in a secondary role, merely 
conferring extra properties on the principal solutions, but not 
affecting the fundamental behaviour of the systems.
Most of the proofs are given for left-hand or right-hand end­
points only. The symmetry of the results is usually obvious and some­
times assumed for later proofs. By way of summary, dual versions of 
the main results are given at the end of the chapter.
Regularity conditions and their interrelations
In connection with (1) and (2), consequences of various of the 
following conditions will be of interest:
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[/?]:
IWD]
[ö]
P(«7):
M Co):
+
M ( o ) :
IC1:
The
a)
c)
a  s o lu t io n  o f  (1 )  e x i s t s  on I  , or ,  e q u iv a l e n t l y ,  a so lu t io n  
< Y ( t ) ,  Z ( r ) > (.2) e x i s t s ,  and Y{t )  i s  i n v e r t i b l e ,  on I  .
(weak) discongugacy : i f  < I ( t ) ,  Z(t )> id a so lu t io n  o f  (2)  
i n  7 , a r . i  [a,  o'] i s  any compact i n t e r v a l  in 1 , then
Y(a)E, = YCo)i, - C i f  Y(t)Z,  -  0 in  [ a ,  3 ]  .
(s trong) d iscon jugacy: i f  <Y( r >,  Z(t )> i s  a s o lu t io n  o f  (2)
in  I  j and [ a ,  b] i s  any compact i n t e r v a l  in I  , then
Y(a)E, = Y Co) E, = 0 only i f  £ = 0 .
I f  t i ( t )  i s  a fundamental matr ix  o f  the equation
Z'  = -B*(z)Z on J , then f o r  a vec to r  E, , u ( t ) Q ( t ) £  = 0
on J  i f f  £ - 0 .
p((£>, <?]) holds f o r  a l l  c in some r ig h t  neighbourhood o f
b .
p ( [ c , £>)} holds  f o r  a l l  c in some l e f t  neighbourhood o f
b .
P(J)  holds f o r  a l l  s u b - in t e r v a l s  J o f  I  .
f o l l o w i n g  r e l a t i o n s  h o ld  be tw een  t h e  v a r i o u s  c o n d i t i o n s .
On any i n t e r v a l  [i?] =» [WD] . On compact  i n t e r v a l s  
\_WD] =* [/?] . (Theorem 2 . )  I f  [WD] h o ld s  on a  h a l f - o p e n  
s u b i n t e r v a l ,  [i?] h o l d s  on a h a l f - o p e n  s u b - i n t e r v a l  hav in g  
th e  same open e n d - p o i n t  (Theorem 3 ) .  For  an e x te n d e d  
c o n c e p t  o f  d i s c o n j u g a c y , and c l a r i f i c a t i o n  o f  t h i s  p o s i t i o n ,  
s e e  Theorem 4.
On a h a l f - o p e n  i n t e r v a l  ( a ,  b] , M^(a) and [P]  a r e
e q u i v a l e n t  t o  t h e  e x i s t e n c e  o f  a  maximal s o l u t i o n  o f  (1 )  on 
( a ,  b] . And on [&, a)  , M_(a) and [P ]  a r e  e q u i v a l e n t  
t o  t h e  e x i s t e n c e  o f  a  m in imal  s o l u t i o n  o f  (1 )  on [£>, a) .
[C]  and [ P ]  *=* [ P ]  f o r  open and compact  i n t e r v a l s .  For  
any i n t e r v a l ,  [C]  and [P ]  =* [ P ]  , [ P ]  =*■ [C] and on any
open o r  compact s u b i n t e r v a l  [ P ]  =* [ P ]  .
Remarks on maximal and principal so lut ions
The c o n t e x t  (and r e s u l t s )  o f  t h i s  c h a p t e r  have been  i n d i c a t e d  
w i t h o u t  much e x p l a n a t i o n  o r  m o t i v a t i o n .  The t h r e e  l e v e l s  o f
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conditions a), b), and c) just indicated, form a hierarchy, being 
increasingly restrictive. At level b), a maximal solution is cited 
for (1) on (a, b~\ ; if this is denoted W(t) , then if W(t) is 
any other solution existing on (a, b~\ , W(t^  < W(t) everywhere. 
Conversely if Tv7 5 W(b) , then a solution W(t) of (1) with 
W(b) = W , exists on (a, b] (from Lemma 2 below).
If Y(t) is an invertible solution of Y' = C(t)W(t)Y , then 
<Y(t), W(t)Y(t)) is a solution of (2) on (a, b~\ , and is called the 
principal solution.
In the literature to date, principal solutions have been 
introduced only with \_C~\ and [WD~] , at least, applying [Coppel 
[3], Hartman [2], Reid [4], [14]]. Reid’s paper [10] is an exception, 
but, as is indicated below, is in a direction different from our 
development. A condition equivalent to our b) appears in Reid [15].
However we prefer to go further than that, and define a 
principal solution at level a), that is, given (eventually) only 
\_WD~\ in a neighbourhood of the point in question.
If one solution of (1) with the initial value W(b) = , exists
on (a, b~\ , so do all solutions with initial values W(b) 5 W .
Furthermore if fv7 (t), exist on (a, b~\ , then so does a
solution ^ ( t ) where ^ ( t ) > , ^(t) > W^ (t) (this result
is not proved in the text below, since it is not needed for the 
method of development chosen). So the set of solutions existing on 
(a, b~\ (and, equivalently, their values at b ) form a directed set, 
and even in the absence of other conditions, it is reasonable to look 
for a maximal element, since a directed set bounded above will indeed 
have a maximal element.
Such an element can be characterised in terms of infinite-valued 
symmetric matrices.
Infinite-valued matrices are best defined by a transformation 
from symmetric matrices to unitary matrices, used by Lidskii [7] and
Atkinson [7], namely L - (W-til) (W-il) ^ where W is any symmetric 
matrix. If for some vector x , Wx - 0 , then Lx - -x . If W is
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r e p la c e d  by W ^ th en  L i s  r e p la c e d  by -L . U n ita ry  m a tr ic e s  w ith  
u n i t  e ig e n v a lu e s  a re  n o t  g e n e ra te d  by any f i n i t e  symmetric m a t r i c e s ,  
bu t co rrespond  (o n e - to -o n e )  w ith  th e  s e t  o f  i n f i n i t e - v a l u e d  m a tr ic e s  
which we s h a l l  in t ro d u c e .
The above t r a n s f o r m a t io n  does n o t  p re s e rv e  th e  o rd e r in g  o f  
m a tr ic e s  in  a u s e f u l  way. For u s ,  i n f i n i t e - v a l u e d  m a tr ic e s  se rv e  th e  
same fu n c t io n  as ±°° in  th e  e x te n s io n  o f  the  r e a l  l i n e ,  to  ensure  
t h a t  a l l  s e t s  ( o f  symmetric m a t r ic e s )  have upper and low er bounds.
They a re  in t ro d u c e d  t o  make th e  r e s u l t s  below more e a s i l y  u n d e rs to o d ; 
none o f  th e  p ro o fs  r e l y  on t h e i r  p r o p e r t i e s .
In f a c t ,  th e  ex tended  s e t  could  be d e f in e d  as th e  s e t  o f  
symmetric m a t r ic e s  to g e th e r  w ith  th e  l i m i t s  o f  a l l  a scend ing  and 
descend ing  se q u e n c e s ,  and th e  d i f f e r e n c e s  o f  th e  l i m i t s ,  o r  a l t e r n a t i v e l y ,  
as th e  s e t  o f  homogeneous q u a d r a t i c  fu n c t io n s  from i f 1 t o  the  
extended  r e a l  l i n e .
In g e n e r a l ,  th e  in v e r s e  o f  an i n f i n i t e  va lued  m a tr ix  w i l l  be 
f i n i t e  and s i n g u l a r ;  i t  i s  t h i s  dev ice  which a l low s us t o  avoid  
r e l i a n c e  on any fo rm al d e f i n i t i o n  o f  i n f i n i t e - v a l u e d  m a t r ic e s .  For 
co rresp o n d in g  t o  each ( p o s s ib ly  i n f i n i t e - v a l u e d )  maximal s o lu t i o n  i s  
a q u i t e  o rd in a ry  s o l u t i o n  o f  th e  l i n e a r  system  ( 2 ) ,  once ag a in  c a l l e d
A A A
th e  p r i n c i p a l  s o lu t i o n  and deno ted  ( Y ( t ) ,  Z ( t ) )  . In g e n e ra l  Y ( t )  
i s  i n v e r t i b l e  i f f  th e  co rre sp o n d in g  maximal s o lu t i o n  i s  " f i n i t e ­
v a lu e d " ,  t h a t  i s ,  e x i s t s  a t  t  .
I f  <Y(b) ,  Z( t ) >  i s  a p r i n c i p a l  s o lu t i o n  a t  a , on th e  
i n t e r v a l  ( a ,  b ]  then  i t  has  th e  fo l lo w in g  p r o p e r t i e s :
a) I f  W(t )  i s  a s o lu t i o n  o f  (1) e x i s t i n g  on ( a ,  b ]  , then
Y * ( t ) Z ( t )  - Y >h( t ) W( t ' ) Y( t )  > 0  on ( a ,  b ]  and 0 as  t  + a .
b) Let N = Z H t ) Y ( t )  -  Y * ( t ) Z { t )  , where < Y( t ) ,  Z( t )> i s  a 
s o l u t i o n  o f  ( 2 ) ,  and Y ( t )  i s  i n v e r t i b l e  on ( a ,  b] . Then
NY 1(b)Y(b)  > 0  on ( a ,  b]  , and -*• 0 as t  -*■ a . I f  N
i s  i n v e r t i b l e ,  Y 1 ( b ) I ( b )  + 0  as t  -+ a .
c)  I f  W(t )  i s  any s o lu t i o n  o f  (1) e x i s t i n g  on ( a ,  b ]  , and
< Y ( t ) ,  Z ( t )  ) i s  th e  s o lu t io n  o f  (2) w ith  Y ( a ) = 0 ,
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Z {a) = Z(o) - W(e)Ho) , ö ( (a, 2?] then I (t) + Y(t) , c Ö
Z (t) Z(t) as a ■+ a ,
Q
Our first task will be to show that, given [/?] on (a, 2?] ,
A A
there is indeed a solution < Y, Z) with properties a), b), c), and 
that no other solution (except those obtained by post-multiplication 
with a constant matrix) shares them» Any one of a), b), c) would 
suffice to define principal solutions; we use c) and note that the 
property of being a principal solution at a is a local one, and 
once defined, the solution exists throughout I regardless of whether 
[i?] or any other conditions (even C(t) > 0 ) hold. When we refer 
to a principal solution on some interval, we really mean the solution 
associated with one of the endpoints; since the principal solution 
associated with a closed endpoint is trivial, to call a solution on a 
half-open interval principal will mean that it is a principal solution 
at the open end-point. Of course, this usage is ambiguous for open 
intervals, and where doubt exists, the end-point is specified.
Remarks on diSCOnjugacy. The nature of the problem faced in 
this chapter may be seen more clearly by looking at the scalar version 
of (1) mapped onto the unit circle. Let u(t) = [w(t)-i) 1 ,
v(t) = [z(t)+iy(t)] [z(t)-iy(t)]  ^ , where w{t) is a solution of (1)
and iy9 z) a solution of (2). Then u(t) and v(t) are both 
solutions of
2u} - 1)2 - 2b(t) [u^ -l) - , (la)
and lie on the unit circle in the complex plane, as do all solutions 
of (la), with initial values on the circle.
Under this transformation y(t) = 0 or w(t) = 00 transform to
u(t) = 1 . So a solution w(t) of (1) exists on an interval
provided a solution u(t) of (la) exists which is not equal to 1 
anywhere.
Solutions of (la) distinct for one value of t are distinct 
everywhere. And c(t) > 0 ensures (by the inequalities of Chapter 
2) that if w (^q) = 1 > then u(t) proceeds in an anticlockwise
direction through 1 .
Suppose a solution u(t) of (la) starts at 1 when t - a ,
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travels around the circle, and equals 1 again when t - b . Then 
on [a, b~\ every other solution must pass through 1 , and [i?] 
cannot hold. So a necessary condition for [i?] will forbid this 
behaviour on any compact subinterval, and it will be sufficient to 
ensure that u(a) - u(b) = 1 and u(t) j- 1 for some t in 
[a, b~] , cannot occur. For if it does then u(t) must leave 1 
and approach 1 in an anticlockwise fashion, and so must go around 
the circle.
However it is possible that u(a) = u(b) = 1 and u(t) = 1 on 
[a, b~\ . This is not inconsistent with [f?] but in fact ensures 
that all solutions of (1) exist on [a, b~\ , regardless of initial 
value.
IWD'] is the condition forbidding the first kind of behaviour.
Behaviour of the second kind is always forbidden in the literature,
either by [£] or a lesser condition like M (a) (Reid [15]). If+
this is done, then one shows that [WD] and [C] is sufficient for 
[i?] to hold.
It is a purpose of this chapter to show that behaviour of the 
second kind need not be excluded in the conditions for [i?] to hold 
(Theorem 4).
Solutions of (la) which tend to 1 at either endpoint of an 
interval (of any kind) are given special attention, being called 
principal in the domain of solutions of (2), and maximal or minimal 
as solutions of (1).
Basic operations on the matrix Riccati equation
Most of the work of this and the remaining chapters makes use of 
the fact that the Riccati equation (1) transforms into another Riccati 
equation under the following operations:
a) Translation: If T(t) is a symmetric differentiable n x n 
matrix function, and V(t) - W(t) + T(t) , then
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Ä[tf(£)] = A( t )  + { v ( t ) - T ( t ) } B ( t )  + B * ( t ) [ V ( t ) - T ( t ) ]
+ { V ( t ) - T ( t ) ) C ( t ) { v ( t ) - T ( t ) ]  + W'( t )
= i? [ - T ( t ) ]  + V ( t ) { B ( t ) - C ( t ) T ( t ) ]  + [ B * ( t ) - T ( t ) C ( t ) ] v ( t )
+ V ( t ) C ( t ) V ( t )  + V' { t )  .
b) Inversion: I f  W(t)  i s  i n v e r t i b l e  on an i n t e r v a l  J  ,
V(t )  = W t ) th en
i? [f / ( t ) ]  = V~1 ( t ) l - V '  ( t )  + V( t ) A( t ) V( t ) +B( t ) V( t ) +V( t ) B*( t ) +C( t ) ' ] V~1 ( t )  .
So W(t)  i s  a s o lu t i o n  o f  (1) i f f  V( t )  i s  a s o lu t i o n  o f
7 ' ( t )  - C( t )  -  B ( t ) V ( t )  -  V ( t ) B H t )  - V ( t ) A ( t ) V ( t )  = 0 .
c)  Congruence: I f  K( t )  i s  an i n v e r t i b l e  s o lu t i o n  o f
K' - M(t )K on I  , M(t)  some con t inuous  m a tr ix  f u n c t i o n ,  and 
V(t )  = K* ( t ) W( t ) K( t )  th en
V ' ( t )
= ) W( t ) K( t )  + K* ( t ) W( t ) M( t ) K( t )  + K*(t)W' ( t ) K ( t )
t h a t  i s ,
V' ( t )  + K * ( t ) A ( t ) K ( t )  + K* ( t ) l M* ( t ) - B* ( t ) ] K* ~ 1 ( t ) V ( t )
+ V( t )K~1 ( t ) l M( t ) - B( t ) ' ] K( t )  + V(t )K~1{ t ) C ( t ) K * ~ 1 ( t ) V ( t )  = 0 .
The congruence t r a n s f o r m a t io n  i s  used to  e l im in a te  l i n e a r  te rm s ,  
w ith  M(t)  = B( t )  . I n v e r s io n  i s  used t o  d e a l  w ith  s o lu t i o n s  which 
become unbounded n e a r  a p o i n t ,  and t r a n s l a t i o n  e i t h e r  to  e l im in a te  
c o n s ta n t  term s ( i f  = 0 ) o r  t o  ensu re  t h a t  a c e r t a i n  c l a s s
o f  s o lu t i o n s  i s  p o s i t i v e  (o r  n e g a t iv e )  d e f i n i t e  on some i n t e r v a l .  In 
Theorem 1 ,  f o r  example, a l l  t h r e e  t r a n s f o r m a t io n s  a re  used to  reduce 
th e  R ic c a t i  e q u a t io n  to  a very  s im ple  form w ith  an e x p l i c i t  s o l u t i o n .
T r a n s la t io n  and congruence p re s e rv e  th e  o rd e r in g  o f  s o l u t i o n s ,  
and in v e r s io n  in v e r t s  i t ,  where th e  s o lu t i o n s  a re  p o s i t i v e  d e f i n i t e  
( o r  n e g a t iv e  d e f i n i t e )  a t  l e a s t .
The t r a n s f o r m a t io n  from symmetric to  u n i t a r y  m a tr ic e s
L - (W+i l ) ( W- i l )  ^ m entioned e a r l i e r ,  i s  a com bination  o f  t r a n s l a t i o n s  
and an in v e r s io n .  I t  le a d s  t o  a R ic c a t i  e q u a t io n  (w ith  complex 
c o e f f i c i e n t s )  and s o lu t i o n s  e x i s t  everyw here , s in c e  t h e r e  i s  no
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boundary  t o  t h e  domain o f  d e f i n i t i o n .  As m en tioned  e a r l i e r ,  o r d e r i n g  
o f  s o l u t i o n s  i s  n o t  p r e s e r v e d  in  a u s e f u l  form .
F i n a l l y ,  th e  o p e r a t i o n s  o f  t r a n s l a t i o n  and i n v e r s i o n  can b e ,  and 
o f t e n  a r e ,  c a r r i e d  o u t  on s o l u t i o n s  o f  (2 )  r a t h e r  t h a n  ( 1 ) .  For
exam ple ,  i f  < 7 ,  Z> i s  a s o l u t i o n  o f  ( 2 ) ,  and W(t) = Z( t ) Y  "*"(t ) 
e x i s t s ,  th en
[ w( t ) +T( t ) )  = ( z ( i ) + r ( i ) y ( t ) ) y ' 1 ( t )
and  ^ , i f  i t  e x i s t s ,  i s  Y ( t ) [ z ( t ) + T ( t ) Y ( t ) ]   ^ . The
p o i n t  h e re  i s  t h a t  Y( t )  and Z ( t )  may b o th  be s i n g u l a r ,  and y e t  an
e x p r e s s io n  o f  t h e  form Y ( t ) [ z ( t ) + T ( t ) Y ( t ) ]  1 may e x i s t  ( s e e  Lemma 
3 ) .
M is c e l la n e o u s  lemmas
LEMMA lo Let  A and B Be two symmetric m a tr i ce s  w i th
A > B > 0 . I f  B > 0 j then B 1 > A 1 > 0 . Otherwise i f  r\ = BE, 
f o r  any v e c t o r  Z,  ^ th ere  e x i s t s  a v e c t o r  £ : n = At, 3 and then
n * ( € - c )  > o .
P r o o f 0 The second  s t a t e m e n t  e x te n d s  and i n c l u d e s  t h e  f i r s t .
The p r o o f s  o f  b o th  a r e  a n a lo g o u s ,  b u t  t h a t  o f  t h e  f i r s t  i s  e a s i e r ,  so 
i t  i s  g iv en  s e p a r a t e l y .  I f  A > B > 0 , th e n
B_1 -  A-1  = S _1U - B M _1 = i4_ i (i4-B)B_1 .
S u b s t i t u t i n g  f o r  B ^ ,
b _1 -  4 " 1 = [a ~1+a ~1 (a - b )b~1) ( a - b )a ~1
= A~1(A-B)A~1 + i4_ 1 (i4-B)B_ 1 (i4-B)i4_1 > 0 .
I f  A > B > 0 , l e t  N^, N be t h e  r e s p e c t i v e  n u l l - s p a c e s  o f  
A, B and T t h e i r  o r th o g o n a l  com plem ents. Then 3  and
so .
So i f  r) = BZ, t h e n  r) € ( s i n c e  i f  cp € ,
cp*B£ = cp^ T) = 0 ) .  T h e r e f o r e  r) € . But T i s  t h e  r a n g e  o f  A ,
s i n c e  t h e  r a n g e  o f  A i s  i n c lu d e d  in  T , and
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dim(T^) - n - dim(A^j = rank A - dim(range o f  A) . 
T h ere fo re  : f| = At, . Now
n*(£-C) = + (?-c)*5(£-e)
= C*U-B)C + (£ -C )*B (£-C)
> 0 .
A bound t o  a s o l u t i o n  IY(t) o f  (1)  i s  g iven  by
<Ki) = (« h*)) w(t0) -
f t
tt* (u)A(u)£l(u)du ß  1 ( t ) ( 6 )
where ß ( £ )  i s  t h e  s o l u t i o n  o f  ß '  = B(t)El w i th  ^ ( ^ q) = I  • This  
i s  p roved ,  t o g e t h e r  with  a consequence,  i n  the  fo l l o w in g  lemma.
LEMMA 2 0 i ? [ ^ ( t ) ]  > 0  on I  3 so sgn ( t - £  ) [ f / ( t ) - 4 K t ) ]  < 0
w herever W(t) e x i s t s .
I f  cpi t )  i s  a so lu tio n  o f  i?[cp(t)]  < 0 e x is t in g  in  some 
in te r v a l  (a ,  £ "] ., sa y , and U i s  a symmetric m a tr ix:
< U 5 cp(tQ) then the s o lu tio n  U( t )  o f  (1) w ith  £/(£Q) - U
e x i s t s  in  (a ,  and ip(t) < U(t)  5 cp(t) on (a ,  t  ] .
P r o o f .
ip’ ( t )  = - A( t )  - (ß ^ t ) )  V ' ( t ) i K t )  -  ^ ( £ ) ß ’ (£ )ß  1( t )
= - A( t )  - B *(t ) ip(t ) - \l>(t)B(t) ,
so = i>(t)C(t) ip(t )  > 0  on I  . And, i>(t) e x i s t s  everywhere
on I  . The rem ain ing  s t a t e m e n t s  a re  s imple a p p l i c a t i o n s  o f  Theorem 1 
o f  Chapter  2.
LEMMA 3. L et Y, Z be two n x n m a trices fo r  which 
Z*Y = Y*Z an<Y YE, = ZE, = 0 only i f  E, -  0 . Then Z -  AY Ys 
in v e r t ib le  fo r  a l l  excep t a t  most n values o f  X , and fo r  X large  
or sm all enough r e s p e c t iv e ly , Y*Z - XY*Y and Y(Z-AY) 1 are non­
p o s i t iv e  or non-nega tive  d e f in i te .
Proof .  E i t h e r  det(Z-AY) i s  an n - t h  o r d e r  po lynomia l  in  X , 
w i th  a t  most n z e r o s ,  o r  i t  i s  zero  f o r  a l l  X . We show 
det(Z-AY) £ 0 .
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Let  A(X)  = Y*Z -  XY*Y , so  A(X)  i s  s y m m e tr ic .  Le t  N be  t h e  
n u l l - s p a c e  o f  Y , T i t s  o r t h o g o n a l  complement ,  S t h e  s e t  o f  u n i t  
v e c t o r s  i n  T and Q t h e  mapping Q : 5 -*■ E,*Y*YE, . Then Q i s  
c o n t i n u o u s ,  S i s  a compact s e t ,  so  Q(S)  i s  a compact  s e t  o f  r e a l  
p o s i t i v e  numbers  and so  h a s  a l e a s t  e l e m en t  £ > 0 .
And t h e r e  e x i s t s  a number a  > 0 f o r  which |r)*Y*Zrij < ar]*ri 
f o r  any v e c t o r  r\ .
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Let  C he any v e c t o r  i n  R , w i t h  components r\ and E, i n  N 
and T r e s p e c t i v e l y .  Then,  s i n c e  Y£ = YE, , and Y*Z i s  s y m m e t r i c ,
£*Y*Z£ = 5*Y*Z£ = 5*Z*Y£ -  £*Z*YE, .
And £*Y*Y£ = E,*Y*YE, . T h e r e f o r e
CM(A)5 = 5*(Y*Z-AY*Y)5 
< 5*5(a-Ae)
< 0  i f  E, ± 0 and A > — .£
So (Z-AY)C it 0 i f  U  0 and A > ^  .
I f  ^ = 0 ,  C € , so  (Z-AY)C = ZC ^ 0 i f  Y£ = 0 .
T h e r e f o r e
(Z-AY)C it 0 f o r  any £ it 0 , i f  A > ^  ,
so det(Z-AY) c a n n o t  be  i d e n t i c a l l y  z e ro  f o r  a l l  A .
And A(X)Z = 0 i f  £ € W , w h i l e  i f  £ I ^  , £*j4(A)£ < 0 . 
T h e r e f o r e  £*j4(A)£ 5 0 f o r  a l l  £ . Tha t  i s ,  (Y*Z-AY*Y) and
Y(Z-AY)"1 = (Z^-AY^)_1^(A )(Z-AY )_1
a r e  n o n - p o s i t i v e  d e f i n i t e  i f  A > . S i m i l a r l y  b o t h  m a t r i c e s  a r e
n o n - n e g a t i v e  d e f i n i t e  i f  A i s  s u f f i c i e n t l y  s m a l l  ( t h a t  i s ,  l a r g e  
n e g a t i v e ) .
Existence of principal and maximal so lutions
I f  [i?] h o l d s  i n  an i n t e r v a l  ( a ,  b ]  i n  I  ( r e f e r r i n g  t o
( 1 ) ) ,  and ( Y ( t ) ,  Z ( t )  > i s  any s o l u t i o n  o f  (2 )  w i th  Y ( t )  i n v e r t i b l e
in  ( a ,  b]  , and <Y ( t ) ,  Z ( t )> i s  t h e  s o l u t i o n  o f  (2 )  w i tha a
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Y ( c )  = 0 , Z i c)  = Y* ^ i c )  , a < a < b , t h e n  c c
DEFINITION. < Y ( t ) , Z i t )  ) = l im  < Y ( t ) ,  Z ( t )  > i s  d e fin e d  to  be
c+a
the -principal so lu tio n  o f  (2 )  a t  a .
A s i m i l a r  d e f i n i t i o n  g i v e s  t h e  p r i n c i p a l  s o l u t i o n  a t  a r i g h t
/ \  / \
e n d p o i n t .  The f a c t  t h a t  < Y ( t ) 5 Z ( t )  > does e x i s t  i n  ( a ,  &] and 
i s  a s o l u t i o n  o f  (2 )  i s  e s t a b l i s h e d  i n  t h e  f o l l o w i n g  theo rem .
THEOREM 1 „ Suppose (1 )  has a so lu tio n  W i t )  e x is t in g  on
( a ,  b ]  . Then (2 )  has a pm ,ncvpal so lu tio n  < Y ( t ) ,  Z i t ) )  in  ( a ,  b~\ 
and fo r  any so lu tio n  Wit) o f  (1)  e x is t in g  in  ( a ,  b~\ 3
Y * i t ) Z i t )  > Y H t ) W ( t ) Y i t )  .
I f  ( Y ( t ) ,  Z i t ) )  i s  a  so lu tio n  o f  (2 )  / o r  which Y i t )  is  
in v e r t ib le  3 and i f
N = Z * ( t ) Y ( £ )  - Y * i t ) Z i t )  3
then
WY_1( i ) Y ( t )  + 0  as t  + a .
• • • — 1 /\
1 /  /V i s  i n v e r t ib le 3 then Y ( t ) Y ( t )  -+ 0 a s  t  + a ,
P r o o f e From Lemma 2 ,  i f  ^2 < ^  ’ t h e r e  e x i s t s  a s o l u t i o n
W^it)  o f  (1)  on ( a ,  b ]  , w i t h  W^(b) = V .
I f  Wit)  i s  a  s o l u t i o n  o f  (1)  f o r  which  Wit) - W i t )  e x i s t s
and i s  i n v e r t i b l e  on some i n t e r v a l ,  t h e n  Vi t )  = [Wi t ) -W^i t )]  1 i s  a 
s o l u t i o n  o f
V' = Ci t )  + [Bi t ) +ci t )w2 i t ) ) v  + y( j /2 U ) C U ) + B ( * ) )  . (7)
C o n v e r s e l y ,  i f  7 ( t )  i s  an i n v e r t i b l e  s o l u t i o n  o f  (7 )  on some 
i n t e r v a l ,  t h e n  V ^ i t )  + W^i t )  i s  a s o l u t i o n  o f  ( 1 ) .
Le t  Y i t )  be  an i n v e r t i b l e  s o l u t i o n  o f
Y ’2 = {Bi t )+Cit )W2 i t ) ] Y 2 on ( a ,  b] ( 8 )
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and i f  V{ t )  i s  a s o lu t i o n  o f  ( 7 ) ,  l e t  U( t )  -  Y h i )  .
Then
U ' ( t )  = Y~^( . t ) {C( t )  + {B( t )+C( t )W2 ( t ) ) v M r V ( t ) { B * ( t ) + W 2 ( t ) C ( t ) ) ) Y £ 1 (.t)
- Y21 (t ' ){B(t )+C{t)W2{t )]VU)Y*2 1( t )  - 
-  y ' 1 ( t ) n t ) ( B ' t (t)+(/2( t ) c ( t ) ) y * ' 1 ( t )
= Y ^ m c a n f 1^ ) . ( 9 )
T here fo re
IKo) -  llid) =  S2(d,  a)
where
S2 ( d , a)  =
‘Q
>d
Y21 ( t )C( . t )Y* > 0 .
Now tijCt) = (J7. ( t j  ^ e x i s t s  and i s  a s o lu t i o n  o f  (7) on 
( a ,  b~\ , and 7 ^ ( t )  > 0 on ( a ,  b~\ . T h ere fo re
U ^ t )  = J 2 1 ( t ) 7 1 ( t ) f |  1 ( t )
i s  a s o lu t i o n  o f  (9) on ( a ,  b ]  ; and
a)  = U^(o) -  U^(d)  5 U (a)  i f  a < d  5 a 5 b . (10)
T h e re fo re ,  as d  “► a , S^i d,  a)  i s  n o n -d e c re a s in g  and bounded above. 
So S^i a,  q ) e x i s t s  f o r  each a in  (a,  b~\ .
Let
V{t )  = Y2 ( t ) S 2 ( a 9 . (11)
Then V( t )  i s  a s o lu t i o n  o f  ( 7 ) ,  w ith  V( t )  > 0 .
Let V( t )  be any o th e r  s o lu t i o n  o f  (7) on ( a ,  b]  w ith  
V( t )  > 0 . Then U( t )  = Y ^ ( t ) y ( t ) J *  ^ ( t )  i s  a s o lu t i o n  o f  ( 9 ) ,  and 
U(o) - S^t d ,  a)  + U(d)  i f  a < a < d < b .
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So U(o) > S^(d, a) for all d in (a, c] and so 
U(o) > 5'2(a, c) . Therefore 7(e) > Y2(e)£ (a, e)Y*(e) = 7(c) .
Now let
1(f) = Y2(t)U(t) = 7(t)7*_1(t) (12)
and
Z(t) = . (13)
Then
J'(f) = Y^t)U(t) + Y2(t)U'(t)
B(t)Y(t) + C(t) 
B(t)Y(t) + C(t)Z(t) .
. - 1 ,Z2(t)£/(t)+7* (f)
And
Z'(t) = J2 i^ ) +Z2(t)^(t)
= - [W2(t)CU)+B*(t))Yf1(t) + Z2(t)J21(t)C(t)fj21(t)
- [B*(t)Z2(t)U(t)+AU)Y2(t)U(t))
= - B*(t)Z(t) - A(t)Y(t) .
So (Y(t), Z(t) ) is a solution of (2), and if Y(t)£ = 0 for some 
t , then Z(t)£ = Y* t 0 unless £ = 0 . Therefore ( 7, Z)
is non-degenerate, and it is clearly isotropic; and
Y^(t)Y(t) - U(t) ■+ 0 as t -+ a . (14)
Let J7 (t) be some other solution of (1) existing on (a, b~\
'D
with W^ ib) > W2(b) .
Then P/gCt) > on (a, b~\ , and 7g(t) = (f/3(f )-W2(t)) 1
is a solution of (5) with V^ (t) > 0 on (a, b] . Therefore 
7 (£) > 7(f) . Let J(t) = 7g(t) - 7(t) > 0 . Omitting arguments
for the moment,
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/V / S —  * 1 ^  _  /N / S — "I
V - W 3 V = XV V = vv X
by symmetry. Therefore
Therefore
A  /S _  “I /\
V - W ^ V
^  —  1 /s _  1 /\
773 M 7  7
^  -1 - 1^  - 1 ~  -1 VV^XV^V + XV^W^X
> 0 .
that is,
j;1(7-K(w3-w2) h ^ ' 1 2 o ,
But Y ^(t)Y(t) 0 as t a . Therefore
Y*(t) [w <.t)-W 0 as f + a
and
f21(t) + Y*(t)W2(t) = Z*(t)
SO
Z*(t)Y(t) - Y*(t)W (t)Y(t) > 0  and + 0 as t + a . (15)
If < J , Z > is a solution of (2) for which Y At) is invertible,
O o  o
Z3(t)731(f) = J? (*) , then
(z^(t)y3(t)-y^(t)Z3(t)]j31(t)J(t) > 0  and + 0 as t + a 9 
that is,
NY^(t)Y(t) > 0 and -* 0 as t ■+ a . (16)
/S /NIt remains to show that the solution < Y9 Z > does not depend on 
the choice of solution W^(t) of (1) used to construct it. Then the
requirement that ^ ( f ) > W^(t) in the result just established is
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not a restriction, since a solution W (t) fulfilling this 
requirement can always be found.
Suppose two different such choices fv^ (t), W^ (t) are made, and
A /Nthe resulting matrices V, Y are differentiated from each other in 
our notation by suffices. In particular
Yi d(t) = 5
z. d(t) = n  1(t) + zi(t)si(d,
Then it is simple to verify that < if. ^ )
So if
2 , a < d 5 b . 
is a solution of (2).
N(d) - -  Z*Jt)l d(t)
then N(d) is independent of t and £0 = 0 , since Y^  (^d) = 0 . 
Therefore,
Y*(t)Z At) - ZHt)Y(t) = lim N(d) = 0 .
1 d+a
Also Y*(t)Z^ (t) - Z*(t)Y^ (t) = K independent of t . Therefore
Z±U) = Y^~1(t)Z*U)Y1(t) + Y*~1(t)K 
= f/2(t)J1(t) + Y f 1(t)K
and
N = 0 = Y*(t) r*“1(t)+(/2(t)i2(t) - Z*(t)I2(t)
= Y£(t)Y* 1(t) - JC‘lY21(t)Y2(t) .
But I21(t)y2(t) = S2(a, t) = so qct) = Y2(t)K and
z 1 ( * ) = + i y 1 (t)x
W2(t)Y2(t)+Y* 1(t)
Z (t)X .
So except for post-multiplication by an arbitrary constant matrix
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/\ /s
(Y, Z) is independent of the solution W^ (t) chosen to construct 
it.
DEFINITION. We say a matrix Y(t) has property D(a, c] on an 
interval (a, o] of Y(c)£ = i only when y(t)£ = 0 for all t in 
(a, c] . In other words3 the null space of Y(t) is a non-expanding 
set.
COROLLARY 1. Suppose [2?] holds on (a, b~\ 3 <7(t), Z(t)>
is the principal solution of (2) at a 3 and <Y(t), Z(t)) is 
another (non-de generate) solution of (2). Let W^ (t) be a solution
of (1) existing on (a, h] and A be a scalar large enough that 
W^ (b) > -AI 3 Z(b) + AY(b) and Z(b) + AY(b) are invertible and
Y(b)[z(b)+Ay(b))-1 > 0 , Y(b){z(b)+XY(b)]~1 > 0 . Such A exist3
by Lemma 3.
Then Y(t) has property D(a, c] for all c in (a, 2?] iff 
y(b)(z(b)+Ay(b))_1 > y(b)(z(b)+Ay(b))_1 > o . (17)
In this case3 Y(t)E, = 0 for t € (a, b] implies 
Y(t){Z(b)+\Y(b))~1[Z(b)+\Y(b))L> = 0
and
U b ) Z  =Y(b)Cz(b)+\ i (b) )~1 {z(b)+\Y(b))Z(18)
so [zAb) Y(b)-Y*(b)Z(b)>)i, = 0 . So Y(t) is invertible in 
(a, 2?] if
Y(b){Z(b)^ XY(b))~1 > Y(b)[Z(b)+\Y(b))~1 > 0 (19)
or if Y*(b)Z(b) - Z*(b)y(b) is invertible3 and
YHb)Z(b) - YHb)Z(b)Y~1(b)Y(b) > 0 . (20)
The point of this last pair of conditions is that no particular 
A is used.
Proof. Let WAt) be the solution of (1) with WAb) - -AI ,o o
and yAt) the solution of Y} - [B(t)-JrC(t)W (t))y witho o
d^(b) = J , and Z^ tt) = ^3(t)y (t) . Then V (t) exists on (a, 2?]
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by Lemma 2, and ( Y^(t), Z^(t )> is a solution of (2).
Let
N = Y*(t)Z(t) - Z*(t)Y(t) = Z(b) + A1(b)
and
N = Y*(t)Z(t) - Z*(t)Y(t) = Z(b) + A1(b) .
Let
U(t) = Y~3L(t)Y(t)N~1 , U(t) = J31(f)Y(t)Ü/"1 .
Then
U'(t) = -Y~31(t){BU)+CU)W3(t)]YU)N~1 f Y3l(t){BU)YU)+C(t)Z(t)]N~1 
= Y31(t)C(t)Y*~1(t) .
Similarly U'(t) = Y^(t)C(t)Y* ^(t) ; and
£/(&) = Y(b) (z(b)+AY(b)} 1 > 0 ,
and £/(b) > 0 also. From Theorem 1, £/(£)> 0 , and U(t) -*• 0 as 
t + a . So if U(b) > 0(b) , then U(t) = U(b) + U(t) - 0(b) > 0 in 
(a, b] . And if U(a)E, - 0 then £/(£)£ - 0 for all t < a , since 
£/(t) is a non-decreasing non-negative function.
Conversely, suppose that U(t) is not non-negative in (a, b] . 
Then there is a maximum compact interval [c, b] on which it is non­
negative. At a , there are say, r positive eigenvalues of U{t) , 
and this is true in any small enough neighbourhood of a . So if 
negative eigenvalues of U(t) appear in every left neighbourhood of 
a , the nullspace of £/(t) , and hence of Y(t) , must diminish. So 
(17) is established, since Y(t) has property b(a, o~\ iff U(t) 
has it.
If U(t)E, = 0 , and U(b) > U(b) , then £/(t)£ = 0 , so 
[U(b)-U(b)] £, = (b(t)-£/(£)j £ = 0 ; that is, if 5 = Ml , then
Y(t)n = 0 iff [u(b)-U(b)]Z
= [Y(b)N~1-Y(b)N~1)Nri = 0
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p rov ing  (1 8 ) .  So i f  Y(b)  - Y(b)N i s  i n v e r t i b l e  and n o n -n e g a t iv e  
Y ( t )  must be i n v e r t i b l e  everyw here. And
Y(b)  - Y(b)N N ~ N* ^ [N*Y(b)-Y*(b)N)  s in c e  Y(b)N  ^ i s  symmetric 
 ^ N*~1 [ z * ( b ) Y ( b ) - Y Hb ) Z ( b ) )  .
So Y ( t )  i s  i n v e r t i b l e  i f  Z*(b)Y(b)  -  Y*( b) Z( b)  i s  i n v e r t i b l e  and 
U(b)  > U(b)  .
B ut, u s in g  th e  same k ind  o f  p rocedu re  as  in  th e  p ro o f  o f  Lemma 1,
U(b) - U(b) = (N*)~1 [Y*(b)N-N*Y(b)]Y~1(b)Y{b)N~1
+ (N*)~l [YHb)N-N*Y{b))Y~-L( b) ( N*) ~:L{N*Y(b)-Y*(b)N)N~:L
> 0
i f  bo th  N*Y(b) > 0 , which i s  t r u e  i f  A i s  l a r g e ,  and i f
{Y*(b)N-N*Y(b) )Y(b)~l Y(b)  = Y*(b)Z(b)  - Y*( b) Z( b) Y~L( b)Y(b)  > 0 
p rov ing  (2 0 ) .  (19) i s  th e  s ta te m e n t  t h a t  U(b)  > U(b) .
Digression on extended (infinite-valued) matrices
The r e s u l t  o f  C o ro l la ry  1 i s  most n a t u r a l l y  ex p ressed  in  term s 
o f  ex tended  ( i n f i n i t e - v a l u e d )  m a t r i c e s ,  w ith  t h e  a id  o f  which th e  
e x i s t e n c e  o f  a maximal s o lu t i o n  can be r e - a s s e r t e d .  I f  A i s  a 
symmetric l i n e a r  o p e ra to r  mapping i t s  domain T in  iP in to  i t s e l f ,
i t  i s  s a id  t o  r e p r e s e n t  an ex tended  m a tr ix  on iT' , deno ted  {/O .
The images under {rl} o f  p o in t s  n o t  in  T a re  n o t  d e f in e d ,  bu t could  
be assumed i n f i n i t e ,  hence " i n f i n i t e - v a l u e d " .
For two such ex tended  m a tr ic e s  we say {;4} > {ß} i f  t h e  domain 
o f  {B} in c lu d e s  th e  domain o f  04} and f o r  a i l  v e c to r s  £ in  the  
domain o f  A , (£ ,  BE,) > (£ ,  A%) , o r ,  a l t e r n a t i v e l y ,  i f  th e  domain 
o f  A in c lu d e s  th e  domain o f  B and on th e  domain o f  B th e  same 
i n e q u a l i t y  h o l d s „
In p a r t i c u l a r ,  any symmetric m a tr ix  has an ex tended  m a tr ix  
in v e r s e .  For i f  S i s  a symmetric m a tr ix  w ith  n u l l - s p a c e  N and i f  
T i s  th e  o r th o g o n a l  complement o f  N , then S  maps T b i j e c t i v e l y  
and l i n e a r l y  on to  i t s e l f ,  and N to  z e ro .  So {S  i s  th e  in v e rs e  
mapping from T t o  T .
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Lemma 1 sa y s  t h a t  i f  P and Q a r e  sym m etr ic  m a t r i c e s ,  and 
P > Q > 0 , th e n  {Q_ 1 } > {P_ 1 } > 0 .
So in  t h e  r e s u l t  o f  C o r o l l a r y  1 ,  l e t  V = Y ( b ) [ z ( b ) + \ Y ( b ) )  ^ ,
7 = Y ( b ) { z ( b ) + \ Y ( b ) } ~ 1 .
^  / \
L e t P ,  N be  th e  n u l l - s p a c e s  o f  7 and V r e s p e c t i v e l y ,  and
/ \
T and T t h e  com plem ents o f  N and N .
Then i f  r\ € T , q ± 0 , t h e r e  i s  a un iq u e  v e c t o r  4 in  
T : q -  VE, . Then [ Z*( b )+A y*(p) ) ri = Y*(b)£,  s i n c e  V i s  sy m m e tr ic ,  
o r  Z*( b) r | = Y *(P )(£ -A q)  .
By Lemma 1 ,  t h e r e  e x i s t s  a v e c t o r  C £ T : q = 7£ and C i s  
u n iq u e  in  T . And s i m i l a r l y  Z*(P)q  = Y *(P)(£-A q) . And a g a in  by 
Lemma 1 ,  q * (£ -£ )  > 0 .
A  A  / \
Let W be t h e  m apping W : q -*■ £ -  Aq . Then i f  q £ T ,
( q ,  77n) = ( q ,  5) -  A(q,  q)  = (f/q, q) so W i s  a sym m etric  l i n e a r
/ s  / \
mapping o f  T o n to  i t s e l f ;  i t s  domain i s  T .
/ \
Let W be t h e  mapping W : q -* t, -  Aq , mapping T o n to  a 
su b sp a c e  o f  T . Then f o r  a l l  q in  T , q* (_(£-Aq)- ( £-A q)) > 0 
t h a t  i s ,  ( q ,  J/q) -  ( q ,  f/q) > 0 . T h e r e f o r e  {f/} > {f/} and {f/} i s  
m ax im a l .
A r e a l  sym m etric  m a t r ix  B i s  a s p e c i a l  c a s e  o f  an e x te n d e d  
m a t r i x ,  and i f  {7l} i s  an e x te n d e d  m a t r ix  w i th  domain T , and on T 
( £ ,  AZ,) > s th e n  i t  can be s a i d  t h a t  {A} > B .
I f  in  C o r o l l a r y  1 ,  we n o te  t h a t  T , th e  domain o f  ( f / (b )}  , i s  
t h e  r a n g e  o f  7 , which i s  t h e  r a n g e  o f  Y( b )  , th e n  th e  s u f f i c i e n t  
c o n d i t i o n  t h a t  a s o l u t i o n  W(t )  o f  (1 )  e x i s t s  on ( a ,  P] i s  t h a t
A
{W(b) }  > W(b) . So th e  s e t  o f  e x te n d e d  m a t r i c e s  {W} f o r  which
A
[W(b) }  > {W} i s  i n  a  s e n s e ,  t h e  c l o s u r e  o f  t h e  t r a n s l a t e d  cone o f  
i n i t i a l  v a lu e s  o f  s o l u t i o n s  o f  (1 )  e x i s t i n g  on ( a ,  b~\ .
Reid [ 70 ]  has  u sed  a d i f f e r e n t  ap p ro a c h  t o  t h e  p rob lem  o f  
d e te r m in in g  th e  p r i n c i p a l  s o l u t i o n s  o f  (2 )  in  t h e  a b sen c e  o f  th e  
c o n t r o l l a b i l i t y  c o n d i t i o n  [C] . In  e f f e c t ,  in  o u r  a p p ro a c h  w henever 
t h e  i n v e r s e  o f  a s i n g u l a r  m a t r ix  i s  r e q u i r e d ,  we f i r s t  t r a n s l a t e  i t ,  
and d e a l  w i th  a d i f f e r e n t  b u t  s t i l l  u s e f u l  image a f t e r  i n v e r s i o n .
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Lemma 3 ensures that an appropriate translation can always be found.
Reid, in a somewhat similar situation, used Moore generalised 
inverses. In our extended matrix approach we make no use of the 
inverse of a singular matrix on its null-space; the Moore inverse, 
however, maps the null-space onto zero. This procedure clearly 
introduces a major discontinuity; for example the inverse of the
scalar 0 is 0 , and (o "^+l) 1 = 1 . If in our approach we had
C “  1  *\ ”  1sought a value for (0 +lj we would have let Y = 0 , Z = I , 
so 0 = YZ_1 , and (o_1+lj_1 = Y(Y+Z)_1 = 0 .
There is a real difference in the results; for example, suppose 
in (2), Ait) = Bit) = Cit) = 0  on (0, 1] . According to Reid’s 
results, any solution (K, WK) where W is symmetric and K 
invertible, is a principal solution, and no others. In our approach, 
any solution <0, K) , with K invertible, is a principal solution, 
and no others. In this example the two sets of principal solutions 
are disjoint, and Reid's set is a much larger one, including almost 
all solutions. Ours is unique, except for post-multiplication by an 
invertible n * n matrix, and has the properties indicated in Theorem 
1. It corresponds to the maximal "solution" W - 00 , of (1).
COROLLARY 2. If [f?] holds in (a, b] 3 and < Ya , Z > is the 
principal solution at a 3 then the null space of Y (t) is non­
expanding,• that is3 D(a, c] holds if a < c < b .
Proof. This is a special case of (17) above.
COROLLARY 3. If [a, b~] c  j  3 then the principal solution 
<Y(t), Zit)) of (2) at a exists> and Yia) - 0 3 Zia) is 
invertible. So Via) = Via) - 0 .
Proof. [i?] must hold in some non-empty interval [a, a] , so a 
principal solution does exist.
Let Wit) be any solution of (1) with Wia) = W . Then by 
Theorem 1,
lim (Y*(t)Z(t)-YMtMt)Y(t)] = Y*ia)Zia) - Y*ia)WYia) > 0 
t+a
A
Therefore Yia) = 0 .for all W .
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If Z(a) is not invertible, the solution < Y, Z > is degenerate. 
COROLLARY 4. [i?] =► \_WD~] on any interval.
Proof. Suppose [a, !)]£(/, J any interval on which [i?]
holds, and <Y , Z > is the solution of (2) with Y (a) = 0 ,5 a’ a a
Z^ (a) = J . Then <Y , Z^ > is a principal solution at a , and by
Corollary 2, b(a, b] holds, so Y^(b)C = 0 only if Y (t)£ = 0 on
(a, b] . So a solution of (2a) has yia) = y(b) = 0 only if 
yit) - 0 on [a, b] , so \_WD~\ holds.
COROLLARY 5. If [i?] holds on (a, b]  ^ then Y(b) is
invertible iff P(a, b] holds. Consequently Yit) is invertible
everywhere on (a, b] if/ M i.a) holds. Then Wit) = Zit)Y t)
is a maximal solution of (1) on (a, b] .
Proof. By Corollary 2, if Y(b)£ = 0 , then y(b) = Y(t)£ = 0 
on (a, b] , s(t) = Z(t)£ is a solution of
2 ' = -B*it)z - Ait)yit) - -B*it)z ,
so P(a, b] fails.
Conversely, if P(a, b] fails to hold, then there is a non­
trivial solution <0, zit)) of (2a). Let (Y^(b), Z^ (t)> be a
solution of (2) with Y,(b) invertible on (a, b] and
N = Y*(b)Z(b) - Z*(b)Y(b) invertible. Then
Y*(£);s(t) = Z^ it)yit) t ^  »
where is constant. And Y*it)zit) /\= i , another constant. So
% = Y*it)(y*(t)) 1C1 and the right-hand side tends to zero, as t a
by Theorem 1. So £ = 0 . Therefore Y*it)zit) = 0 and Yit) is
singular everywhere.
That M_^ ia) *=* Yit) invertible on (a, b] is an obvious
consequence. Then if Wit) is any solution existing on (a, b] , by 
Theorem 1,
Y*it)Wit)Yit) > Y*it)Wit)Yit) on (a, b]
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or W(t) > W(t) .
Remark« The usual definition of a principal solution 
(Y(t), Z(t)> (Hartman [2], Reid [4], Coppel [7]) requires that
A
Y(t) be invertible and that
as a -+ a . We have naturally used another definition because Y(t) 
in our approach need not be invertible. But it is of interest to see 
what has become of this property.
Let be a solution of (1) existing on (a, P] , Y^ (t)
an invertible solution of Y' = (ß(t )+P(t )} Y , and
<Y^(t), ZAt) ) a solution of (2) for which
N = Z^(f)I1(t) - Y*(t)W (t)Y (t)
is invertible. Let
Pit) = NY~l1(t)Y2(t) = Z*it)X2(t- Y*(t)WL(t)Y2it) .
Then
P'(t) = -NY~11(t){B(t)+C(t)W1U)]Y2U) + NY~]1(t)[B(t)Y2(t)+C(t)Z2(t))
= NY~11(t)C(t)Y£1(t) l-Y£U)W1(t)Y2U)+Y^t)Z2(t))
= NY~11(t)C(t)Y^ ~1(t)N* .
If in addition Y2(t) is invertible
P'(t) = NY~11U)Y2(t)Y~21U)CU)Y*~1(t)Y*U)Y^~1(t)N* ,
P(t) is symmetric, so
P'it) = Pit)Y~2 it)C{t)Y^1{t)Pit) 
or
(P"1(t))’ = -Y~21it)Cit)Y^1it) .
Let
52
S^t) =
•b 
' t
i = 1, 2 .
Then
Kb) - Pit) =
and
P'1(t) = P_1(i>) f S2(t) .
Now suppose <1^, Z2 ) is a principal solution, with Y^ ib)
invertible. Then S^ it) exists near b , and so do P ^(t), P 1(b) , 
and Pib) > 0, Pit) > 0 .
Then if Y^ it) is invertible for all t in (a, b~\ , from 
Theorem 1, P(t) -► 0 as t “► a , so S^ it) + 00 . If Y^ it) is not 
always invertible, we can still define S^ it) as an extended 
matrix, and it is still then true that {^(f)} “► 00 , that is, for 
any scalar a , there exists a : {S^ it)} - &T on (a, c] .
Remark. M^ ia) is the strongest condition that we need for
desirable properties of solutions of (1) on a single interval. If 
however we want to consider classes of intervals, conditions [C] 
and [P] can be useful. Also they have been used elsewhere, so we 
shall digress a little to consider their implications here.
a) [0] =* [C] .
If zit) is a function such that z'it) - Bit)zit) ,
Cit)zit) = 0 on [a, b~\ , then <0, zit) ) is a solution of
y' = Bit)y + Cit)z , z' = -Ait)y - B*it)z ,
with yia) = yib) = 0 . Consequently if [P] holds, zit) = 0 , so 
[C] holds.
b) [C] and [MD] =* [£>] .
If (yit)> zit)) is a solution of (20) with yia) - yib) = 0 , 
and [C] and IWDl hold, then yit) = 0 on [a, b] . Then
z'it) = -B*it)zit) , £(t)s(fc) = y'it)-Bit)yit) = 0 .
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Therefore z(t) = 0 on [a, b] , so [b] holds.
c) [b] on (a, b] implies [i?] on (a, b) .
Proof. Let <Y(t), Z(£) > be the solution of (2) with 1(b) = 0 ,
Z(b) - I . Then Y(t) is invertible in (a, b) , otherwise if
Y(b)£ = 0 , then Y(u)£ = Z(u)£, = 0 in [t, b] , so £ = 0 .
So W(t) = Z(t)Y (^t) exists in (a, b) .
Theorem 4 below strengthens this result.
d) On an open interval [b] =* [/?] .
Proofo If [b] holds on an open interval (a, b) it holds on 
all subintervals (a, a] . From the previous result c), [i?] holds
A Aon (a, o) , and a principal solution at a , <Y(t), Z(t)> exists 
on (a, c) . And [b] =* [C] =*■ A/+(a) so Y(t) is invertible on
(a, c) , by Corollary 5.
/N.Suppose a is the least point in (a, b) for which Y(d) is 
singular.
Then, from Corollary 2, [/?] does not hold in (a, d~\ . But 
[i?] holds in (a, o) if a < o < b . So there is no such point d , 
and so Y(t) is invertible everywhere in (a, b) . So Z(t)Y ^(b) 
exists and is a solution of (1) everywhere in (a, b) , so [b] 
holds.
e) On a compact interval [0] =* [b] .
This is the last statement about [0] that was foreshadowed 
earlier. It is a special case of the next theorem, which is 
important because it relates weak disconjugacy directly with [b] , 
and hence with the existence of a principal solution. The following 
lemma is necessary for its proof.
Existence of Invertible Solutions inferred from Disconjugacy
LEMMA 4. Let J = (a, c] j or [a, c] . If there is a non­
degenerate solution < Y, Z) of (2)j where Y(t) has a non-expanding null- 
space on J j (so that Y(t)£ = 0 only if Y(u)E, = 0 for u < t ) 
then [i?] holds on J .
Proof. Let
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and
tt(t) be a fundamental matrix of y' = B(t)y (21)
<p(£) = - f tt*(u)A(u)tt(u)du ,h
D(t) = ^(t) ,
I1(t) = ft_1(t)Y(t)
Z1(t) = Q*(t)Z(t) + cp(£)Y (t) .
Then Z*(t)Y^(t) is symmetric and if Y^(£)£ = Z^(t)£ = 0 then
Y(t)£ = Z(t)£ = 0 , so £ = 0 , for any t in J , and so for 
t = a . Therefore by Lemma 3, there is a number A for which
Z (c) + AY^(c) is invertible and Y-^(c)(z^(c)+AY^(c)) 1 > 0 .
(22)
(23)
(24)
(25)
Let
Ya(t) = Y^ (t) = fl'1(t)J(t) ,
Z At) = Z (*) + AY (i) = fi*(t)Z (t) + [()(t)+Aj)n'1(t:)Y(t) ,
9 ( t )  = c p ( t )  +  At  .
Then <Y (£), Z (£)> is a non-degenerate solution of the Hamiltonian 
system
Y^(t) = -Z)(t)0(t)Yc(t) + D(t)Zo(t) , (26)
Z'(t) = 0*(t)Y'(t) . (27)c c
The nullspace of Y (£) is the same as that of Y(t) ; we
denote it /V(t) and its dimension d(t) . Then <i(t) is a non­
increasing integer-valued function, which can change at no more than 
n points a < < ... < < o » h <n . Let T(t) be the
orthogonal complement of N(t) at each point.
Then Z*(c)Y (c) > 0 , and its nullspace is /7(c) . Let
G G
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A(b) = min £*Z*(b)Y (b)£  .
^T(t) 0 °
| 5|=1
Then A(c) > 0 , and A(b) i s  con t inuous  on (c^ ,  c] , s i n c e  T(b)
does n o t  change.  Let d be t h e  g r e a t e s t  p o i n t  in  ( c ^ , c |  f o r
which A{d) -  0 , so A(b) > 0 in (d ,  c ]  . Then t h e r e  i s  some 
E, E T(a)  , |£ |  = 1  , f o r  which,  Z*(d)YQ(d)E, -  0 .
I f  Z (d) i s  n o t  i n v e r t i b l e ,  t h e r e  i s  a p o i n t  b in  [d ,  c)
f o r  which Z (b) i s  s i n g u l a r ,  and Z (b)  i s  n o n s in g u l a r  in  (b ,  c ]  . 
G G
Then 7(b) = Y (b)Z \ b )  i s  a s o l u t i o n  o f  c a
V  = (7 0 * (b ) - I )Z ? (b ) (0 (b )7 - I )  > 0 (28)
and 0 5 7(b) 5 7 (c)  on ( b , c ]  , s in c e  7 (c )  > 0 and t h e  n u l l s p a c e  
o f  7(b)  does n o t  change on (b ,  c ]  . So 7(b) can be con t inued  t o
b .
And Z (b)  i s  a s o l u t i o n  o f  Z' = - 0 * ( b ) [ b ( b ) + b ( b ) 0 ( b ) 7 ( b ) ] Z  c c o
on 1—
1
V» 0) 1 ___
1
V# H» r+ Z (c )  i n v e r t i b l e ,  so Z ( b ) c c i s  i n v e r t i b l e .  So
no such b e x i s t s , and Z (d)  i s  i n v e r t i b l e . But Z*(d)Y (d)£  = 0 , c c
so yydH= o . T h e r e f o re ,  5 € W(d) = #(<?) . But by assumption
E, £ T(c )  and E, ? 0 . This  i s  a c o n t r a d i c t i o n ,  so t h e r e  cannot  be 
any such p o i n t  d  , and so A(b) > 0  on ( c ^ , cj . T here fo re
Y*(b)Z (b) > 0 on (c , cj  so Y*(c ) z  (c ) > 0 . The above
argument can be r e p e a t e d ,  a t  most n t i m e s ,  to  show t h a t  on 
(c0 , a A  , (cq , a A  e t c ,  Z(b) i s  i n v e r t i b l e .  T h e re fo re ,
Z. JL o z.
V (b)  = Y (b)Z ^ (b )  > 0 e x i s t s  and i s  a n o n -n e g a t iv e  s o l u t i o n  o f  a o Q
( 2 8 ) .
Let 7(b)  be a s o l u t i o n  o f  (28) w i th  7 (c )  > 7 (c )  . Thenc
7(b) e x i s t s  on e7 , and 7(c)  > 7(b) > 7 (b) > 0 on J  . Soc
J/(b) = ^ ( b ) [ 7  ^ ( b ) - 0 ( b ) 3 ^  ^(b)  e x i s t s  and i s  d i f f e r e n t i a b l e  on
J  , and can be v e r i f i e d  t o  be a s o l u t i o n  of  ( 1 ) .
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THEOREM 2c On a oompaat in te r v a l  [ a ,  b ]  3 IWD] =* [/?] .
Proof« Let  <Yq , ZQ > be t h e  s o l u t i o n  o f  (2)  w i t h  J Q( a )  = 0 ,
Zq(<z ) = J  . Then has  a n o n - e x p a n d in g  n u l l s p a c e  on [ a ,  b ]  ,
i f  [T/D] a p p l i e s .  By Lemma 4 ,  [i?] h o l d s  on [ a ,  b ]  . QED
In Re id  [74 ]  an e q u i v a l e n t  r e s u l t  i s  o b t a i n e d  by v a r i a t i o n a l  
means ( f o r  e xa m p le ,  C h a p t e r  V I I ,  Theorem 5 . 1 ) .
THEOREM 3. I f  [ WD] holds on ( a ,  b ]  then fo r  some o in 
( a ,  b ]  j [i?] holds in  ( a ,  a] j and [ WD] on [ b ,  a )  =* [ff] on 
[ c ,  a )  fo r  some c in  [ b ,  a )  .
Proof» Le t  < Tq , Zg) be  t h e  s o l u t i o n  o f  (2 )  w i t h  ^ ( b )  = 0 ,
Zq(b)  = J  . Then t h e  n u l l s p a c e  o f  Y (b )  i s  n o n - c o n t r a c t i n g  on
( a ,  b ]  , and so  can on ly  change f i n i t e l y  o f t e n ,  n o t  more t h a n  n 
t i m e s .  T h e r e f o r e  t h e r e  i s  an i n t e r v a l  ( a ,  o ]  on which i t  i s  
c o n s t a n t ,  w i t h  i t s  minimum d im e n s io n .  Being c o n s t a n t ,  i t  i s  n o n ­
e x p a nd ing  a l s o ,  so  Lemma 4 a p p l i e s ,  and [I?] h o l d s  on ( a ,  o ]  . QED
The seco n d  s t a t e m e n t  i n  t h e  t h eo re m  can be deduced  by a  symmetry 
a r g u m e n t .
A A
Theorem 3 i n d i c a t e s  t h a t  a p r i n c i p a l  s o l u t i o n  < 1 ,  Z) a t  a 
can be d e f i n e d  i n  an i n t e r v a l  ( a ,  b ]  s a y ,  p r o v i d e d  o n ly  t h a t  \_WD~] 
h o l d s  i n  some r i g h t  n e ig h b o u r h o o d  o f  a . Th is  o b s e r v a t i o n  a l l o w s  
an e x t e n s i o n  o f  Theorem 3 ( s e e  Theorem 4 ) .
DEFINITION. A r ig h t  c o n j u g a t e  p o i n t  o f  a po in t a i s  defined  
as the f i r s t  p o in t  b > a a t  which the nullspace o f  the
A A
p r in c ip a l  so lu t io n  < Y 9 Z ) a t a expands. A l e f t  conjugate p o in t  
i s  defined  e q u iv a le n t ly .
This  d e f i n i t i o n ,  which d i f f e r s  f rom t h e  u s u a l  o n e ,  a p p l i e s  a l s o  
t o  e n d - p o i n t s  o f  open and h a l f - o p e n  i n t e r v a l s ,  p r o v i d e d  [JVZ?] h o l d s  
i n  an a p p r o p r i a t e  n e ig h b o u r h o o d  o f  t h e  e n d p o i n t  in  q u e s t i o n .
DEFINITION. Ex tended  weak d i s c o n j u g a c y  \_EWD~\ holds f o r  (2 )  on 
an in te'rval J i f  there are two (non-degenerate) so lu tio n s  
(Y  , Z^ > and < , Z2 ) o f  (2 )  fo r  which the nu llspaces  o f  Y ^ it)
and Y ( t )  are non-expanding and non-contracting  s e t s  r e s p e c t iv e ly
as t  increases  on J .
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T his  form o f  d e f i n i t i o n  i s  a d o p te d  b e c a u s e  i t  makes no use  o f  
c o n c e p ts  r e s u l t i n g  from e a r l i e r  t h e o r e m s . However, t h e  f o l l o w in g  
e q u i v a l e n t  v e r s i o n  i s  more i n f o r m a t i v e .
LEMMA 5c \_EWD~\ h o ld s  on J  i f f  \_WD~\ ho ld s  and any open 
en d p o in ts  o f  J  do n o t have co n ju g a te  p o in t s  in  J  .
P r o o f o I f  t h e  se co n d  s t a t e m e n t  h o l d s ,  th e n  t h e  p r i n c i p a l  
s o l u t i o n s  a s s o c i a t e d  w i th  each  e n d p o in t  e x i s t  by Theorem 3 ,  and 
s a t i s f y  t h e  r e q u i r e m e n ts  o f  th e  d e f i n i t i o n  o f  \_EWV~\ .
C o n v e r s e ly ,  i f  [_EWD~\ h o l d s ,  th e n  [i?] h o ld s  on any compact o r  
h a l f - o p e n  sub i n t e r v a l  o f  J  . So \_WD~] h o ld s  on any compact s u b ­
i n t e r v a l ,  and t h e r e f o r e ,  from  i t s  d e f i n i t i o n ,  t h ro u g h o u t  J  .
I f  J  i s  open a t  i t s  l e f t  e n d p o in t  a , th e n  f o r  any c in  
J  , [i?] h o ld s  on ( a ,  c ]  , so  t h e  n u l l s p a c e  o f  t ) , where
, Z ) i s  t h e  p r i n c i p a l  s o l u t i o n  o f  (2 )  a t  a , i s  n o n -e x p a n d in g .
So no p o i n t  c in  J  i s  c o n ju g a t e  t o  a . A s i m i l a r  argum ent 
a p p l i e s  a t  t h e  r i g h t  e n d - p o i n t ,  i f  i t  i s  open.
Remark. The d e f i n i t i o n  o f  c o n ju g a t e  p o i n t  a b o v e ,  s t r i c t l y  
s p e a k in g ,  g e n e r a l i s e s  o n ly  t h e  c o n c e p t  o f  n e a r e s t  c o n ju g a t e  p o i n t .
T h is  i s  enough f o r  o u r  n e e d s .  The e x t e n s i o n  o f  \_WD~\ t o  [EWZ?] makes 
a r e a l  d i f f e r e n c e  even in  f a m i l i a r  c a s e s .  For ex am p le ,  t h e  sy s te m  
y '  = z , z } - -y  obeys [£/£>] ( t h a t  i s ,  i s  d i s c o n j u g a t e )  on ( 0 ,  tt) 
o r  ( 0 ,  tt] b u t  n o t  on [ 0 ,  tt] . I t  obeys \_EWD~\ (and  [i?] ) on 
( 0 ,  tt) b u t  n o t  on ( 0 ,  tt] o r  [ 0 ,  tt] , s i n c e  tt i s  a c o n ju g a t e  
p o i n t  o f  0 .
A c o n ju g a t e  p o i n t  o f  an open e n d - p o i n t  may n o t  j u s t  be t h e  l i m i t  
o f  th e  c o n ju g a t e  p o i n t s  o f  p o i n t s  i n  t h e  i n t e r v a l .  For  e x am p le ,  i f  
t h e  d im en s io n  n -  1 , B( t )  - 0 e v e ry w h e re ,  A( t )  = C( t )  = 0  i f
2
t  > 0 , A( t )  = C( t )  = ----- y  i f  t  < 0 ( t h e  d i s c o n t i n u i t y  a t  0 does
1+t
n o t  m a t t e r ) ,  th e n  no p o i n t  i n  ( - 00 , 00) has  a c o n ju g a t e  p o i n t .  But 
0 i s  a c o n ju g a t e  p o i n t  o f  - 00 . \_WD~\ h o ld s  on ( - 00 , 00) , b u t  
\_EWD~\ and [i?] f a i l  on ( - 00, 0] .
THEOREM 4c On any in t e r v a l  J  3 [i?] <=* \_EWD~\ .
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Proofo I f  [i?] ho lds  on J  , then  by Theorem 1 and i t s  C o ro l la ry  
2 , th e  two p r i n c i p a l  s o lu t i o n s  a t  th e  l e f t  and r i g h t  end p o in t s  e x i s t  
and h ave ,  r e s p e c t i v e l y ,  n o n - in c r e a s in g  and n o n -d e c re a s in g  n u l l - s p a c e s  
on J  , So \_EWD~\ h o ld s  on J .
C onverse ly ,  f o r  compact and h a l f -o p e n  i n t e r v a l s ,  \_EWD~\ =* [i?] 
from Lemma 4.
The case  o f  an open i n t e r v a l  ( a ,  b)  i s  more d i f f i c u l t .  Let 
<Y^ ( t ) ,  Z ( £) >,  <Y^ ( t ) ,  Z ^ ( t ) > be th e  p r i n c i p a l  s o lu t i o n s  o f  (2) a t
a and b r e s p e c t i v e l y .  Then i f  [EW]  h o ld s ,  th e  n u l l s p a c e s  o f  
Y^ ( t ) ,  Y^( t )  a re  r e s p e c t i v e l y  non-expanding  and n o n - c o n t r a c t in g  as
t  i n c r e a s e s .  S ince each n u l l s p a c e  can only  change n t im e s ,  th e r e  
i s  a p o in t  o f o r  which no changes in  e i t h e r  n u l l s p a c e  o ccu r  in  
( a ,  c ]  .
We a b b re v ia te  Y^, Z^ , f o r  Y^( c ) ,  Z ( c)  e t c .  By Lemmas 2 and
3, and knowing t h a t  [i?] h o ld s  on ( a ,  a]  and [ c ,  b)  , a number 
A e x i s t s  l a rg e  enough so t h a t  a l l  th e  fo l lo w in g  a re  t r u e :
Z + AY , Z - AY , Z, + AY, , Z, -  AY, a re  a l l  a a a a b b b b
i n v e r t i b l e ;
-1  _  „ ( r ,  > „  ^ " I  _  „ f „  . y „  ^  " I
- 1
2 <> > 5 0 > W Xyfc) 2 0 •
Yb ^ h ' x jb> -- «» —  ' V " ’ "2'
fc^Co) = Al , W^c)  = -AJ e x i s t  on [a , b)  , ( a ,  c ]
r e s p e c t i v e l y .
Let Y ^(t)  , ii h-* V. ro be th e  s o lu t i o n s o f  Yf =
w ith Yi (c )  = J  . Then Y^ (*) e x i s t s  and i s i n v e r t i b l e  on [ c ,  b)
fo r i  -  1 and on ( a ,  c] i f i  = 2 , and i f  Z ^ ( t)  = W^(t )Y^( t )
then  <Y^. ( t ) ,  Z^( t ) )  a re  s o lu t i o n s  o f  (2) f o r  t  = 1 ,  2
Let = 0 . = ^ ( V ^ a Y 1 2 0 • Th“
from C o ro l la ry  1 to  Theorem 1 , s in c e  Y ^(t)  obeys Z?(a, t ]  f o r  t  
in  ( a ,  c ]  , U^>  U^ >  0 .
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Let x^  , d - 1 ... In be an orthonormal basis for the nullspace
h r\
of ub • and let $ = £ x.tf* .i=l t 1
Then U^ Q = U Q - 0 , and a Q = Q .
If V  = 0 , then Qx = x .
Let S = and £/ = S + rQ for some positive constant
r . Let <1, Z) be the solution of (2) with no) = v ,
Z(a) - I - \U . Then U > 0 , so Y(o) is invertible. We shall 
show that Y(t) is invertible on (a, b) , proving [fl] .
Suppose for d in [c, b) , Y{d)E, - 0 , and E,  ^0 . But 
H h  - Ml-\c)Yb - Ub - UbU - \
and 0 < U < U-^ + Q , and [u +^Q] ~^U^  = I - Q . So
Ub - U^ U - Ufa - Ufa [d-fo+Q) from Lemma 1
< 0
since U-^Q = 0 . Therefore,
1ih - •i'iz(a)r1(C)Yfc s o ,
so, applying a dual version of (18) in Corollary 1,
(Y£2(c)-Z*Y(<j))5 = 0
that is, [Ub~U]^  = 0 . Then from the definition of V ,
U'^E, = UJE, + 2 Multiplying by Q shows QE, = 0 , so U^ E, = U^E, . 
Then
ya(e)S = UY  = V c)5 ■
za(c)C = (l-X£/a)s = zb(c)Z .
So <Y (£)£, Z^(t)£> is the same solution of (2a) as 
<Y^(t)^, Z^(t)^> and so Y^ {d)E3 = 0 . But Y^(t) has a non­
expanding nullspace, so 1^(2)£ = = 0 . Therefore, UE, = 0 .
But £/ is invertible. So Y(t) is invertible on [c, b) . The
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p r o o f  f o r  ( a ,  a]  i s  s i m i l a r ,  and a l i t t l e  e a s i e r .
Tests for the existence and absence of disconjugacy
C o n d i t io n  [P ]  f o r  th e  R i c c a t i  e q u a t io n  (1 )  i s  a s u f f i c i e n t  
c o n d i t i o n  f o r  d i s c o n ju g a c y  o f  (2 )  on any i n t e r v a l ,  and by Theorem 4 
a n e c e s s a r y  c o n d i t i o n  f o r  [EWD] . So t e s t s  f o r  t h e  v a l i d i t y  o f  [P ]  
w i l l  i n d i c a t e  a lm o s t  a l l  t h e r e  i s  t o  know a b o u t  w h e th e r  (2 )  i s  
d i s c o n j u g a t e  on some i n t e r v a l .
C( t )  i s  assumed n o n - n e g a t iv e .  The f u n c t i o n  i p( t )  o f  (6 )  
above can be d e f i n e d  w i th  any i n i t i a l  v a lu e  a t  any p o i n t ,  and 
P [ ^ ( t ) ]  > 0 . So a n e c e s s a r y  and s u f f i c i e n t  c o n d i t i o n  f o r  [P ]  on 
some i n t e r v a l  i s  th e  e x i s t e n c e  o f  a d i f f e r e n t i a b l e  f u n c t i o n  Q( t )  
w i th  P [ $ ( t ) ]  < 0  on t h e  i n t e r v a l ,  from Theorem 1 o f  C h a p te r  2.
C o n v e r s e ly ,  suppose  on some open i n t e r v a l  ( a ,  b)  t h e r e  i s  a 
d i f f e r e n t i a b l e  f u n c t i o n  P ( t )  w i th  P [ P ( t ) ]  > 0 , P { t )  +00 as 
t  + a  , and P ( t )  i s  n o t  bounded below  in  ( a ,  b)  . Then [P ]  c a n ­
n o t  h o ld  i n  [ a ,  b~\ o b v i o u s l y ,  s i n c e  a t  some p o i n t  t  n e a r  a , a 
s o l u t i o n  W(t )  o f  (1 )  e x i s t i n g  on [ a ,  b)  has  W(t )  < P ( t )  , and 
l e s s  o b v i o u s l y ,  n e i t h e r  can [P ]  h o ld  i n  ( a ,  b~\ n o r  [ a ,  b)  . So 
\_WD~\ c e r t a i n l y  does n o t  h o ld  i n  [ a ,  b~\ e i t h e r ,  by Theorem 2. For 
a p p l i c a t i o n s  a r e s t r i c t i o n  t o  compact i n t e r v a l s  i s  u n i m p o r ta n t ,  s in c e  
i f  a sy s tem  i s  n o t  d i s c o n j u g a t e  on an i n t e r v a l ,  th e n  i t  i s  n o t  
d i s c o n j u g a t e  on some compact s u b - i n t e r v a l .
The main t e s t  o f  t h e  f i r s t  k i n d ,  s u f f i c i e n t  f o r  d i s c o n j u g a c y ,  i s  
t h e  com parison  t e s t .  I f  a  s o l u t i o n  o f
P q f t / J  = J/j + A ^ t )  + B*( t ) W1 + W B ^ t )  + W C { t ) W < 0
e x i s t s  on an i n t e r v a l  J  , and
P 2 [> ]  = W + A2 ( t ) + + WB2 ( t )  + WC ( t ) W
and
B A t ) C  A t )
>
B A t ) C  A t )2 2 J
on J  , th e n
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A2 ( t ) B * ( t ) J  “
Ä - C V . C t ) ]  =  + l > j ]Z  J. -L B2 ( t ) C 2 ( t ) f l
I  "
<  w'  + [ ■ w j
h .
= Ä1[^1(t)] s o
on J . So [i?] m ust h o ld  on J .
A s p e c i a l l y  im p o r ta n t  c a s e  o f  an everyw here  d i s c o n j u g a t e  sy s tem  
i s  one w here A{ t )  < 0 . Then i?[0] = A( t )  < 0 , so  [i?] h o ld s  
e v e ry w h e r e .
A number o f  t e s t s  o f  t h e  second  k in d  a r e  i n d i c a t e d  a t  t h e  end o f  
t h e  n e x t  c h a p t e r ,  which c o n s id e r s  a s e r i e s  o f  s o l u t i o n s  o f  R i c c a t i  
i n e q u a l i t i e s .  These s o l u t i o n s  a r e  bounds t o  s o l u t i o n s  o f  th e  R i c c a t i  
e q u a t i o n ,  and a l th o u g h  s u c c e s s i v e  bounds a r e  more c o m p l ic a t e d ,  th e y  
a r e  a l s o  b e t t e r  a p p r o x im a t io n s .  I f  t h e  bounds conve rge  t o  a s o l u t i o n ,  
t h e n  t h e  s e r i e s  o f  t e s t s  f o r  n o n - e x i s t e n c e  o f  s o l u t i o n s  o f  i?[JvG = 0 
b a s e d  on t h e i r  b e h a v io u r  i s  l i k e l y  t o  be e x h a u s t i v e .
Below, t h e  most e le m e n ta ry  o f  t h i s  s e r i e s  o f  t e s t s  i s  g iv e n .  
D e s p i te  i t s  s i m p l i c i t y  i t  seems t o  i n c lu d e  as  c o r o l l a r i e s  m ost e x p l i c i t  
t e s t s  f o r  o s c i l l a t i o n  so  f a r  p ro d u c e d .
THEOREM 5 0 I f  a ,  b , c , d are fo u r  p o in t s  f o r  which 
a < b < q 5 d 3 C( t )  > 0  on [ a ,  d~\ 3 A ( t )  > 0 on [ a ,  b ] ,  [ c ,  d]  
then i f  f?[T/J = W' + A( t )  + WC(t)W = 0 has a s o lu t io n  on [ a ,  d~\ i t  
i s  n ecessa ry  th a t  f o r  some e > 0 ccnd so f o r  a l l  e s u f f i c i e n t l y  
la r g e 3
e~XI  +
fb -1
C(u)du\^ A(u)du  + e l I  +
>d
C(u)du -1 > 0 .
(29)
P r o o f o Suppose W(t)  i s  a s o l u t i o n  o f  i?[f/] = 0 on [ a ,  d]  , 
and e i s  s u f f i c i e n t l y  l a r g e  so  t h a t
e l  > W(a) , - e l  < W(d) .
Let
62
L i t )  = \e + I d(n)du[ 
a
-1
on [ a ,  h]  . Then
i? [ i / ( t ) ]  = - L i t ) C i t ) L i t )  + A i t )  + U(t )C( t )U( t )  
= A ( t )  > 0
on [ a ,  h]  . L i t )  e x i s t s  on [ a ,  h ]  and Lia)  - e l  > f/(a) . So 
t / ( t )  > Wit)  on [ a ,  h ]  , by Theorem 1 o f  Chapte r  2 ,  and in  p a r t i c u l a r ,  
Lib) > W(b) .
S i m i l a r l y
on [a,  d] Let
f •d
W(t) > - e _1J  - Ciu)du
t
•t
u = Lib) - Aiu)du
Jb
on [ b , c ]  . Then i? [[ / ( t ) ]  = L i t ) C i t ) L i t )  > 0  on [h ,  c ]  , 
[/(h) > Wib) so [ / ( t )  > f /( t )  on [ b , c ]  . T h e re fo re ,
e 1I  +
*b
Ciu)du
- 1
l a J
i4(n)du = // (c)  > Wie)
. ■d
> - e _1J  - Ciu)du
t J o
- 1
COROLLARY» Suppose = 0 i s  d e fin e d  and has a so lu tio n  on
[ a ,  g)  , d < g 3 A i t )  > 0 i n  [ c ,   ^ and Zet
Kie , d) l im | e J  +
f-*y
f  y  i
Ciu)du 
d
Let  e '  be another p o s i t iv e  number3 and d '  € [ c ,  g )  . Then
Kie , d) - Kie ’ , d ' ) X( e ,
r
d) ^ ( e ' -e  ) J  +
rd’
■d
C (n )dn j i f (e ' d ' )  ,
and th e re fo re  both K i e , d) and Kie'  9 d'  ) haue the  same nullspaoe  
N . I f  x  £ N j and R{.W~\ = 0 has a s o lu tio n  on [ a ,  g) , then / b r  
some e > 0 j
63
rb
x * \ e l  +
-1
C(u)du\ x  > x* I A(u)dux  , 
J Jb
since  in  the a p p l i c a t io n  o f  Theorem 5, d can be taken a r b i t r a r i l y  
c lose  to g .
i f
In p a r t i c u l a r  i f  N i s  the  whole space,  so C(u)du
J A
-> 00 as
rc
f  ■+ g 3 then A(u)du  5 \ e l  +
rb
C(u)du j f o r  e s u f f i c i e n t l y
small  and p o s i t i v e .
This  i s  a r e s u l t  due t o  A h lb ra n d t  [ 2 ] ,  
A l t e r n a t i v e l y  su p p o se  r  e ig e n v a lu e s  o f
/  g , so  d im (N) = r  , and s e ig e n v a lu e s  o f
■f
C(u)du -*■ 00 as
d
■f
A(u)du  00 as
f  g , and r+s > n . Then c l e a r l y  x : A(u)du x  c a n n o t  be bounded
as c i n c r e a s e s  f o r  a l l  x  i n  N , so  R\_W~\ = 0 c a n n o t  have a 
s o l u t i o n  on [ a ,  g)  . T h is  i s  a r e s u l t  due e s s e n t i a l l y  t o  Tom astik  
[ / ] .
rb
Remark,  i f ,  i n  ( 2 9 ) ,
rd
C(u)du and C(u)du a r e  i n v e r t i b l e ,
th e n  e can  be assum ed a r b i t r a r i l y  l a r g e ,  and so o m i t t e d .  A lso  t h e  
r e q u i r e m e n t  t h a t  C (t)  > 0 on [ a ,  b~] and [ c 9 d~\ can be 
c o n s id e r a b l y  r e l a x e d ,  s i n c e  i t  i s  u sed  h e re  o n ly  t o  e n s u re  th e
e x i s t e n c e  o f - 1 .
-1
e I  + I C(u)du\  on [ a ,  b~\ . 
a
E x a m p l e  o f  t h e  a p p l i c a t i o n  o f  Theorem 5. C o n s id e r  t h e  
H a m il to n ia n  sy s tem
y '  = 3 , a' = - 2/ ,
and t h e  c o r r e s p o n d in g  R i c c a t i  e q u a t io n
, 2 W + 1 + U  -  0 ,
(30)
( 3 1 )
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f o r  t  > 0 . L e t  a -  0 , 2? = 1 , o -  3 . Then
'i - 1
C(u)du
f 3
A(u)du -  -1  .
'1
f °d 'i
So (31 )  h a s  no s o l u t i o n  on [ a ,  d~\ i f C(u)du
l. 3 J
i s , i f  d  > 4 .
t h a t
^  ^  / s
So i f  ( y , s )  i s  t h e  s o l u t i o n  o f  (30) w i th  y ( 0) = 0 , t h e  n e x t  
z e ro  o f  y ( t )  o c c u rs  b e f o r e  t  = 4 .
Remark on a p p l i c a t i o n s  o f  Theorem 5. To u se  th e  th eo re m  to  
e s t a b l i s h  t h e  a b sen c e  o f  d i s c o n ju g a c y  on some i n t e r v a l ,  o r  more 
u s u a l l y ,  t o  p u t  an u p p e r  bound t o  t h e  d i s t a n c e  o f  t h e  n e x t  c o n ju g a te  
p o i n t ,  a t  l e a s t  t h r e e  p o i n t s  b ,  e ,  d have  t o  be chosen  s u c c e s s f u l l y .  
The c r i t e r i o n  f o r  t h e  c h o ic e  i s  t o  e n s u re  a r a p i d  r a t e  o f  d e s c e n t  o f  
t h e  u p p e r  bound f u n c t i o n  U( t )  f o r  t  > a . From an a r b i t r a r y  p o i n t  
h , U( t )  can be d e f i n e d  i n  two ways ( i f  b o th  A( t )  > 0 and 
C( t )  > 0 f o r  t  > h ) as  f o l l o w s :
U( t )  = U(h) -  f A(u)du
h
o r
U( t )  = U( h) [ l  + f C(u)dull(h)
\ )h J
In  t h e  f i r s t  a p p ro a c h  U' (h)  = -A(h)  , and i n  t h e  second
U'(h)  = -U(h)C(h)U(h) .
So i f  U(h)  i s  c lo s e  t o  z e r o ,  t h e  f i r s t  m ethod o f  c o n t i n u a t i o n  
w i l l  p r o b a b ly  be  more s u c c e s s f u l ,  and i f  U(h)  i s  bounded w e l l  away 
from z e r o ,  t h e  second  w i l l  be p r e f e r r e d .
In  t h e  above example t h e  c h o ic e  o f  c o n t i n u a t i o n  i s  o p t im a l .
Summary
A l l  t h e  r e s u l t s  o b t a i n e d  so f a r  have b een  f o r  i n t e r v a l s  open a t  
th e  l e f t - h a n d  e nd . R e s u l t s  f o r  i n t e r v a l s  open a t  t h e  r i g h t - h a n d  end 
can be o b t a i n e d  e i t h e r  by a n a lo g o u s  p r o o f s , o r  deduced  by m apping t
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onto - t  and s o l u t i o n s  W(t)  o f  (1)  onto -W(- t )  . However, t o  
c l a r i f y  what i s  happen ing ,  and a l s o  t o  c o n v e n ie n t ly  summarise the  
r a t h e r  s c a t t e r e d  r e s u l t s  o f  t h i s  c h a p t e r ,  we r e - e x p r e s s  th e  
p r i n c i p a l  r e s u l t s  below f o r  r i g h t - h a n d  open i n t e r v a l s .
LEMMA 2c I f  W ( t )  i s  a so lu t ion  o f  Z?[f/] < 0 e x i s t i n g  in
some i n t e r v a l  [ a ,  b) 3 and W2 > W (a) 3 then the so lu t io n  W^(t)
o f  (1)  with W (a) = W2 e x i s t s  on l a ,  b) and W^(t) > W^(t) on
la ,  b) .
THEOREM 1 c  Suppose ( 1 )  has a so lu t ion  fif ( t )  e x i s t i n g  on
/ \
l a ,  b )  . Then (2)  has a p r in c ip a l  so lu t ion  < Y ( t ) ,  Z ( t )  > in [ a ,  b)  
and f o r  any so lu t ion  W(t) o f  (1) e x i s t i n g  in la ,  b)  3 
Y * ( t ) Z ( t )  -  Y * ( t ) f / ( t ) Y ( t ) < 0 .
I f  < Y ( t ) ,  Z( t )  > i s  a  so lu t io n  o f  (2) f o r  which Y( t )  i s
i n v e r t i b l e  3 and N = Y * ( t ) Z ( t )  - Z * ( t )Y ( t )  3 then NY 1 ( t ) Y ( t )  0
as t  + b .
COROLLARY 1 .  Let  [Z?] /zaZd an [ a ,  b )  and < Y, Z> be a 
so lu t ion  o f  (2 ) .  fZzen Y ( t )  Zzas a non-contract ing nullspace i f f 3 
f o r  a l l  A large enough,
Y(a) ( z ( a ) - A Y ( a ) j_1 ^ Y ( a ) ( z ( a ) - A Y ( a ) ) _1 5 0 .
L/zen / o r  t  € [ a ,  b) 3 Y ( t )£  = 0 implies
[ z * ( a ) Y ( a ) - Y * (a ) Z ( a ) ] £ = 0 and Y ( t )  (z (a) -AY(a))  1 ( z ( a ) -A Y (a ) ]£ = 0 .
La Y( t)  i s  i n v e r t i b l e  in  ( a ,  b ]  i /
Y (a ) ( z ( a ) -A Y (a )} _1 < Y ( a ) ( z ( a ) - A Y ( a ) ) _1 5 0 
/\ /\
or i f  Y*(a)Z(a)  - Z*(a)Y(a)  i s  i n v e r t i b l e  and
YHa) Z( a)  - Y*(a)Z(a)Y_1(a)Y (a)  5 0 .
COROLLARY 2. [Z?] an [ a ,  b)  implies  th a t  the nullspace  o f
/ \
Y(t)  i s  a  non-contract ing s e t  as t  increases  on [ a ,  b) .
COROLLARY 3 .  I f  [ a ,  b ]  6 I  3 the p r in c ip a l  so lu t io n  < Y, Z> 
a /  (2)  a t  b exis ts^ and Y(b) = 0 .
COROLLARY 4 .  [Z?]  =* [ f / D ]  an anz/ in t e r v a l .
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C O R O L L A R Y  5« If [i?] holds on [a, b)  ^ Y(a) is invertible
/s
iff P[a, b) holds. Then a minimal solution W(t) exists iff [i?] 
and M_(b) hold.
T H E O R E M  2. On a oompaot interval \_WD] =* [P] .
T H E O R E M  3. If [WD] holds on [a, 2?) there is a sub-interval 
[c, b) on which [i?] holds.
L E M M A  4. L e t  J - [a, c] o p  [a, c) . If there is a non- 
degenerate solution <y, Z> o/ (2) where Y(t) has a non-contracting
nullspace on then [Ä] holds on J .
T H E O R E M 4. On any interval [i?] *=* [LWL]
T H E O R E M 5 is unchanged.
A p p e n d i x
In Chapter 1, it was shown that differential inequalities can be 
seen as general consequences of the properties of cones in vector 
spaces. In Chapter 2, we showed that, taking this geometric approach, 
the Riccati equation had a unique status with respect to symmetric 
matrix ordering. And in Chapter 3, we have used special properties 
of the Riccati equation to demonstrate the existence of maximal and 
minimal solutions on intervals.
From a geometrical point of view, it would be surprising if 
spaces of dimension %n(n+l) , that is, the spaces of symmetric matrices, 
had some special property or significance. The arguments in Chapter 
3 ought to have analogues in spaces of any finite dimension.
The Lorentz ordering of Example 3, Chapter 1 was shown to imply 
that a function
fix) = a{x, cc} - 2x{a, x) + ax + {£, x} + b (Al)
is of type and K _ , where a, b are n-vectors, a a scalar
and S an n x n skew symmetric matrix, { } the Lorentz product, 
and {S, x] denotes the vector with components a?} , where s ^
are the columns of S .
It is of interest that, just as the Riccati equation is unique 
among matrix equations in being of type K  and K _ , so (Al) is
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unique in being of type K' and K_ in Lorentz ordering, if n > 3 .
The proof uses essentially the same special case as does Theorem 2 of 
Chapter 2, namely the case when n = 3 , and extends to higher 
dimensions in much the same way.
Theorem 1 of this chapter shows that given one solution of the 
Riccati equation, all solutions can be generated in terms of solutions 
of a linear equation involving the known solution, and furthermore 
when generated in this way, one solution, which can be explicitly 
nominated, is maximal. For equations of the type
x1 - fit, x)
derived from (Al) with all coefficients continuous, a similar argument 
to that of Theorem 1 applies, as outlined below:
Let yit) be a solution of (A2) existing on an interval, and so 
transform (A2) by translation:
(x-y)' = a{ix-y)9 ix-y)} - 2ix-y){a9 x-y}
+ 2a{x-y , y] - 2ix-y){a9 y} - 2y{a, x-y} + a(x-y) + {S9 x-y} (A3)
where the argument t has been suppressed, and f has the same
y
form as f , but with no constant term. Denoting the coefficients of
= ait){x9 - 2x{ait)9 x} + a(t)x + {S(t), x] + bit) (A2)
= fyte-y) (A4)
/ , a, S , a , and putting u = x - y , we have
y -L j.
u' - a{u, u} - 2u{a, u} + {5 , u} + cl u .
Now
(A6)
Let V = u{u, u] ^ , and lit) be a fundamental matrix of the
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linear equation
{S it), z} + OL(t)z . (A7)
Then
v(t) = + Yit) Y 1iu)aiu)du . (A8)
And for each u , wit) = Yit)Y 1iu)aiu) is a solution of (A7)
which is a special case of the type (A2) with w(u) - aiu) , and
zit) = 0  is a solution of (A7). So if aiu) € C , then wit) 6 C
_by comparison with the solution zit) - 0 } and if a(w)  ^ C ,
w(t)  ^ &  , where is the interior of C . Then v(t) is
iincreasing if a(u) £ C for all u , and the solution we would like 
to fulfil the role of principal solution on (c, b] say is
f* -iv(t) - Y(t) Y (u)a(u)du . The proof that the indefinite integral
exists is like that of Theorem 1; that is, there are solutions v(t) 
of (A6) with v(t) > 0  on (a, b~\ , and v(t) is non-increasing,
fb
(if a{t) € C ) so Y{b) 
rb
Y 1(u)a(u)du 5 v(b) as t •+ a , and so
Yib) Y 1(u)a(u)du exists.
In this development, the vector s = u { u , w} 1 plays the role of
an inverse, and then s{s, s} 1 = u  . It can be verified that this 
"inversion" inverts ordering in C . So solutions of the first order 
equation (A6) correspond by simple transformations to solutions of
/s(A2); in particular v(t) corresponds to a maximal solution on
(a, b~\ : xit) - yit) t 7(t){7(t), Vit)} 1 , Verification that the 
solution is indeed maximal on (a, b~\ can be achieved by essentially 
the same method as in Theorem 1.
Notes
The concept of conjugate points for systems originated in the 
Jacobi necessary condition in the calculus of variations (Morse [2],
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Bliss [7], Radon [7]). The controllability [C] condition comes from 
the normality condition of the calculus of variations.
In the scalar case, the significance of Riccati equations has 
long been recognised (Bocher [7], [2]). Principal solutions for 
systems are dealt with in Reid [4], [9], [74], Hartman [7], [2], 
and Coppel [3]. Reid and Coppel make extensive use of Riccati equations; 
Hartman used the reduced form that appears in our Theorem 1. All 
these writers assume a condition equivalent to our [C] when defining 
principal solutions although Reid [75] defines, and proves the 
existence of, a distinguished solution (that is, maximal or minimal) of 
(1) under conditions like our M+ and M_ , and under another
condition of intermediate strength, which still gives an invertible 
principal solution.
The essential difference between our approach and previous 
approaches is that we concentrate first on the Riccati equation, for 
which the existence of a maximal or minimal solution, at least in 
some transformed domain, arises naturally without the need for any 
controllability or normality conditions, provided that there is at 
least one solution on the interval. Having regarded [i?] as the 
primary condition, we then relate [i?] to disconjugacy.
For the transformation to unitary matrices or method of polar 
co-ordinates, which completely avoids problems of existence of 
solutions, see Atkinson [7], or Lidskii [7], or Coppel [7], In our 
context, if <Y, Z ) is a solution of (2), and
Lit) = [z{t)+iY{t)) (Z(t)-iY(t))"1
then Lit) is a unitary matrix, existing everywhere, and
2L' + -HL-I)Ait)iL-I) + iL+I)Bit)iL-I) + iL-I)B*it) iL+I)
+ i(L+I)Cit)(L+I) = 0 .
As mentioned earlier,in this approach, order relations between 
solutions are difficult to express; in fact, the simplest way is to 
transform back into a symmetric matrix domain, the nett result being 
equivalent to our translations and inversions.
A clear exposition of the properties of the matrix Riccati 
equation, including the unsymmetric equation, is given in Barnett's
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recent book [7, Chapter 5], which also contains a useful chapter on 
generalized inverses. The paper of Levin [7] is also useful.
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CHAPTER 4
CONTINUED FRACTION EXPANSIONS OF SOLUTIONS OF THE RICCATI EQUATION 
Introduction and summary
In this chapter we consider a solution of the Riccati equation
BlW] = W’ - A(t) + WC{t)W = 0 , (1)
with fv7(t0) = SQ .
A(t) and C(t) are symmetric continuous n x n matrix functions, 
and are usually each considered to be either positive or negative 
definite, and defined for all i .
If a sequence Z (£) is defined recursively by
z1(t) = SQ + A (u) du ,
ZJt) = Z XAt) ... Z~X(.t) n n-1 1 Z An) ... Z Au)B (u )Z 1(.u ) ... 1 n-1 n n-1
where
. .. Zn (u)duZ1 (t) ... Z 1At) 1 1 n-1
Bit) = n
A(t) if n is odd,
jC(t) if n is even,
then we define a continued fraction associated with W(t) by
- 1 \ - A  -1
Z11(*)+ Z21(t)+ Z31(t) + •••
By this is meant, in effect, a sequence of convergents TAt) - ZAt) ,
T2(t) = IZ11(f)tZ2(f)
 ^-1
> T3(t) z11(t)+ Z21(t)+Z3(f)
- A -1
etc.
Each convergent T^(£) satisfies a Riccati equation
Yl
R{T^(t)} = (-1) , where , whose nature and existence is
established in Theorem 1, has a sign depending on B (^t) , that is
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alternatively on the sign of A it) and C(t) , if these are of fixed 
sign on [tQ , t] .
There is a digression in Lemma 4 to show that matrix continued 
fractions share with their scalar counterparts the property that 
their convergents can be expressed as the ratio of two linearly 
independent solutions of a second order linear recurrence relations. 
Otherwise Lemmas 2-6 are concerned with determining local behaviour 
near t of the convergents T (£) in relation to each other and to
the solution W(t) of (1). This is done firstly so the Riccati
inequalities of Theorem 1 can be applied to show that the sequences
{fh (t)} and {T. .(£)} form a sequence of bounds to W(t) ,2n 2n+l
(Theorem 2); whether the bounds are upper or lower depends on the 
sign of A(t) and C(t) respectively, but in any case they improve 
as n increases (Theorem 4). The second reason for looking at local 
behaviour is that it shows that {T (t)} is a sequence of rapidly
improving approximants to W(t) ; in fact
W(t) - T(t) = 0 n t-t0
2n-l' (Theorem 3).
From the inverse equation V' = C(t) - VA(t)V another continued 
fraction can be derived. This is important because in this way 
bounds to the maximal (or minimal) solution of the previous chapter 
can be obtained. If those bounds fail to exist on an interval, then 
so does the principal* solution they approximate (Theorem 5). 
Therefore a pair of conjugate points exists on the interval, and the 
associated Hamiltonian system is not disconjugate. Many existing 
oscillation criteria are derivable as applications of this principle.
Unfortunately any proof that the continued fractions we derive 
in fact converge to a solution of (1) presents formidable difficulties, 
although it is easy enough in many applications. Often the continued 
fraction converges almost everywhere; for example
* In this and the following chapter, the maximal and minimal solutions 
of (1) on an interval are often referred to as principal solutions 
of (1) at the appropriate endpoint.
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t a n  t  -
1 -
3-V. . .  .
converges f o r  a l l  t  ( r e a l  o r  complex) ex ce p t t  - — ± ni\ .
The co n t in u ed  f r a c t i o n  expansion  i s  im p o rtan t  f o r  d isco n ju g acy  
th e o ry  because  i t  o f f e r s  a s e r i e s  o f  n e c e s s a ry  c o n d i t io n s  f o r  
d isco n ju g acy  e x p re s se d  in  term s o f  th e  c o e f f i c i e n t  f u n c t i o n s .  I f  th e  
co n t in u ed  f r a c t i o n  does converge to  th e  d e s i r e d  s o l u t i o n ,  then  
s a t i s f a c t i o n  o f  th e  s e r i e s  o f  n e c e s s a ry  c o n d i t io n s  i s  a s u f f i c i e n t  
c o n d i t i o n .
Because so many te rm s and symbols a re  in t ro d u c e d ,  an index  o f  
d e f i n i t i o n s  i s  appended to  t h i s  c h a p te r .
The bas ic  equation s a t i s f i e d  by the convergents
DEFINITIONS. Let ( 7  ( £ ) } ,  {C (£ )}  and {A (£)} be sequencesn n n
o f  symmetric continuous matrix  functions de fin ed3 fo r  t  ± £ , by
the r e la t io n s
ft
C0(£) = C( t )  , j4q (£) = A{ t )  , V^(t)  = £>0 + A(u)du j
where i s  a symmetric m atrix3 and
C ( t ) = V~1(.t)A A t ) V  1 ( t )  ,  n n n- 1 n n
ii K- S» 2, . . . (2)
ii£ ' J t ) C  A t ) V  A,  n n - 1 n n = 1, 2, . . . (3)
‘t
V A t )=n+1 J A ( u)du ,
4 o n
n = 1 , 2 , . . . (4 )
The sequences  can be assumed to  t e rm in a te  where any d e f i n i t i o n  
f a i l s  due to  ( t ) f a i l i n g  to  be i n v e r t i b l e .  However we s h a l l
u s u a l ly  assume A{ t )  and C( t )  to  each be o f  d e f i n i t e  s ig n  e v e ry ­
w here, and so ,  p ro v id ed  V i t )  i s  i n v e r t i b l e  on some i n t e r v a l
in c lu d in g  t^ th e n  a l l  th e  o th e r  term s o f  a l l  th e  sequences w i l l
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e x i s t  and be e i t h e r  p o s i t i v e  d e f i n i t e  o r  n e g a t i v e  d e f i n i t e  on t h e  
i n t e r v a l .
Whenever in  what f o l l o w s  we a s s e r t  t h a t  a m a t r ix  f u n c t i o n ,  whose
d e f i n i t i o n  i n v o lv e s  V i t )  f o r  some n , e x i s t s ,  i t  w i l l  be u n d e r -n
s to o d  t h a t  f o r  i  - 1 . . .  n - 1 , 7^ . ( t ) e x i s t s  and i s  i n v e r t i b l e .
The s im p l e s t  way t o  s e e  why t h e r e  s h o u ld  be a c o n t in u e d  f r a c t i o n  
s o l u t i o n  o f  (1 )  i s  as  f o l l o w s .  L e t [ S ^ i t ) }  be a n o th e r  se q u e n c e  o f
d i f f e r e n t i a b l e  sym m etr ic  m a t r ix  f u n c t i o n s ,  w i th  £ q (£ )  r‘t h e  s o l u t i o n
Si t ) o f  (1 )  w i th s 4 0) = s 0 ’ and
S X t )  = V A t ) s J - A t ) V ( t )  - VXt )  . n n n- 1 n n
Then S X t ) s a t i s f i e s  S ’ ( t ) = A A t )  -  S X t ) C i t ) S X t )  n n n n n n . And n e a r
*0 ’ +  s o V2i t )  = o { \ t - t 0 \) , and i f  SQ i s i n v e r t i b l e ,
A2(t) = o [ \ t - t Q\2 , e t c .  A i t )  becomes s m a l l  a s  n5 n i n c r e a s e s ,  and
so does S i t )  ,n ’ i t  l e a s t  n e a r  t ^  .
By p u t t i n g  S ^ (£ )  = 0 f o r  some n , and s o l v i n g  th e  n e q u a t i o n s  
d e f i n i n g  S ( t )  t o  r e c o v e r  t h e  a p p ro x im a te d  v a lu e  o f  » we
g e n e r a t e  a  sequence  { T ^ i t ) }  :
T ( t )  = V±i t )  ,
T2 ( t )  = 71 ( t ) ( 7 1 ( t ) t 7 2 ( t ) ) ‘ 171 ( t )  ,
t 3U) V± i t ) V A t ) t V 0 i t ) { V 0 i t ) + V A t ) ] T 2( t )
- 1
v±U)
e t c .  The somewhat n e a t e r  f o r m u la t io n  o f  t h e  {T ( t ) }  g iv e n  in  t h en
i n t r o d u c t i o n  w i l l  be a r r i v e d  a t  l a t e r .
The n e x t  s e t  o f  s e q u e n c e s  a r e  i n t r o d u c e d  f o r  t h e  r a t h e r  e x t e n s i v e  
m a n ip u la t io n s  r e q u i r e d  t o  show t h a t  t h e  a r e  s o l u t i o n s  o f  a
R i c c a t i  i n e q u a l i t y  (and  e q u a t i o n )  as in  (9 )  be lo w . L a t e r  (Lemma 7) 
we w i l l  be a b l e  t o  p ro d u ce  a n e a t e r  and more n a t u r a l  v e r s i o n  o f  ( 9 ) .
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DEFINITIONS. Let {Xn ^(t)} be a double sequence of symmetric 
matrices defined for r < n 3 by
Xn,0W  = 0 '
n 9r+1it) = v (t)(x (t)+7 (t)l V  it)n-r K n,r n-r J n-r 0 < r < n (5)
Then X (t) = T (t) . n 9n n
Let
H (t) = V (t)[x (t)+V (t)) 1 = Xn 9r r K n,n-r r J n 9n-r+l (t)vf(t)r (6)
and let M (t) = M At)H (t) , M At) - I 3 so n 9r n 9r-l n 9r 3 n 9 0 J
M it) = H At) ... H (i) . n 9r n 91 n 9r (7)
Let
K (t) = (-1) M (t)A (t)M* (t) 3n 9r n 9r r n 9r 3
r = 0,
Again we assume that {X (u)}, {Hn 9r n 9
{K^ ^(w )} cease to be defined beyond any 
involves the inverse of a singular matrix.
., n j K (t) = 0 . (8) * n 9n+1
(u)}9 {M (K)} andr n ,r
n where their definition
All sequences are certainly well-defined for all n if A(t) 
and C{t) are both positive definite (or both negative definite) on 
[pQi t\ , and Sq non-negative (or, respectively, non-positive),
since then 7 (t) > 0 if t > t. , and X (t) > 0 for r 0 n 9r
r = 1, ..., n , t > t. , and X (t)+7 (t) is always9 9 9  0 9 n 9r n-r J
invertible.
THEOREM 1 . If the sequences {X (£)}, {H (£)}, {M (t)} 
an<i {K^ (^t)} are well-defined, t/zen
Ä{rn} = -Xn,n(t) - 4 * *o • (9)
Proof. We omit the suffix n , and the argument t , for the 
time being. Now
76
Hn V [X n K n-n
-1 = I
and
So
^r^n+l-(r+l) +7 )rJ
-1 V [H V ,+V ) r ' r+1 r+1 rJ
-1
H H V n r r+1 r+1 (.I-H ) V do)
And
[H -I) A , (H*-l) = H H V ,7 1A 7_17 H* H* K r ' r-1K r 1 r r+1 r+1 r r-1 r r+1 r+1 r
- H H V A V H* H* r r+1 r+1 r r+1 r+1 r
- H H .A ^H* -H* . r r+1 r+1 r+1 r
Then
M Al-H )A A i~H*)m * = M ,H H ,4 ,H* _H*M*r-1 ^ rJ r-1v rJ r-1 ~r-l r r+1 r+1 r+1 r r-1
A/ .A -M* . = (~l)r+1K . if 0 5 r < n .r+1 r+1 r+1 r+1
And M . fl-tf )A„ Al-H*)*** = 0 = (-l)n+1Z . since H - I .n-lK nJ n-lK nJ n-1 n+1 n
Let L = (-1) M X' M* , L = 0 .  Then for 1 5 r 5 « , r r n-r r n
(' = VAX +V ) 1V + V [X +7 1 17'n-r+1 rK n-r rJ r rK n-r rJ r
-1,
- 7 far +7 ) 1fzf +7'1 far +7 1 17 r^ n-r rJ K n-r rJ K n-r rJ r
-1,
= H 7' + 7'#* - ff 7'tf* - H X1 H* r r r r r r r r n-r r
= -[h -I)V' [h *-I) + V - H X} H* .<2° * 2° v p J 2° p ?2"“P P
Therefore, 
r-i(-D m .x ' .a/* . = (-lyM A h -i)a A h *-i)m *r-1 n-r+1 r-1 r-1 ^ r ' r-1 ^ r ' r>-1v ^ 1
,r-l,+ (-1)" A M* , + (-1 )rM X' M*r-l r-1 r-1 r n-r r
since 7^ = A ^  . Therefore, = K^_1 + (-1)P(-l)r+1£r+1 + .
Therefore
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L - y (L -L ) since L = 0 0 r-l nr- 1
y [k -K J  = K + K - K since K = 0 .  ^ v. r-1 r+lJ 0 1 n n+1r=l
But Ln = J' since A/a = J , and X. = .4 ,O n  O ’ O ’
Z, = -H-A-H* = -Z CF F"1*1 1 1 1  n 1 1 1 1 n
= -I CZ . n n
So i?lz 1 = X' - A + X CX = -K .L nJ n n n n
On replacing the omitted suffices, and with T it) = X (t) ,r n n ,n
i?[T ] = -K it) . L ?r n ,n (9)
Note that Z it) has the same sign as Ait) if n is even, n ,n
or -C(t) if n is odd, assuming Ait) or C(t) respectively are 
sign definite.
Behaviour of convergents and associated functions near 
DEFINITIONS. Let
Z it) = -1 n
F1 (i)7"1 (t) ... vf_1<-t)Vn<-t)Vn - A ) VA ) if n is odd>
yi1(t)7„ (t) ... vJ-At)V(t) ... 7.1(t)1 2 n-1 n 1
(11)
if n is even.
Then it is easily verified that
vet) = ZAt) ... Z„ At)ZCt)Z„ At) ... ZAt) . (12)n 1 n-1 n n-1 1
Let
Ait) if n is odd>
B it) - ■ n
Ait) if n is even.
(13)
Until further notice B it) is assumed to be either positive orn
negative definite for all t and each n .
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Let
+1 i f  B ( t )  > 0 j n
v = s n
[ - 1 i f  Bn ( t )  < 0 ,
( 14)
Let  o ( t )  = s g n ( t - t Q) .
Now
A l t )  = V \ t ) v f A t U  A t ) v f - A t ) V ( t )  n n n - 1 n-2 n - 1 n
and A A t )  - A ( t )  , A . ( t )  = 7.  ( t  ) C( t  )7_ ( t ) . So V A ( t )  > 0 and0 i l l  n n
rt
o ( t ) v  V ( t )  n n A ( u)du > 0 , n -  2,  3,  . . .  i f  t  t  t .  . n 0
T h e r e f o r e ,  0 ( t ) v  Z^( t )  > 0 a l s o ,  i f  t  t  t  .
The se q u en c e  (Z ( £) }  i s  i n t r o d u c e d  p a r t l y  t o  g iv e  a s im p l e r
e x p r e s s io n  f o r  t h e  c o n t in u e d  f r a c t i o n  a s s o c i a t e d  w i th  a s o l u t i o n  o f  
( 1 ) ,  and p a r t l y  b e c a u s e  i t s  b e h a v io u r  n e a r  t^ i s  more am enab le  to-
i n v e s t i g a t i o n .
LEMMA 1. I f  A,  B are i n v e r t i b l e , and \A 1 | | s |  < 1  ^ then
- l i
Proof.
T h e r e f o r e ,
I (A+B) -1 \A_
i - M _ 1 l \ B \
(A+B) 1 = A 1 (A+B-B)(A+B) 1 
= A_1 -  A~1B(A+B)~1
I U+B) 1 | 5 X| + IA |ß |  I (A+B)-1 -1 -1
T h e r e f o r e ,
I (A+B) -1 [ a
-1
~i - M I  M l
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The next lemma is needed to deal with the difficult case arising 
when is singular, but not zero.
LEMMA 2. If |t-t | ts sufficiently small, ccnd if on a range 
J including £ in its interior, 0 < clI < A(t) , C(t) 5 31 , 
then
831 - (*-*<>) K + A{u)du
-1
Proof. If SQ > 0 , t > £ , then
f ]-1 f•t< A{u)du
0 h  J l
-1
I 83 I
aO-*0J a al*-*0J ‘
If S' 0 , let X be its maximum negative eigenvalue. Suppose
-X -3X
8(3-%a)J
Then + %a(t-t0}j has no eigenvalues between %a(t-tQ) and
X 3%a(t-t^) + X , and the latter value < X - — = — X < 0 . Let 
e = %a(t-t ) . Then 5_ + el is invertible, and
(s +el) 1 5 Ie 1 , (S+Ie) x > I(X+e) 1 > I .-1 -1 -1  ^ 4X
-1
Further,
•t
A(u)du - el > %a(£-£ )j = eJ > 0 .
t0
Sq + j A(u)du 
t0
-1 fo+exrhfy+ejph rt A{u)du-el -1^ -1
rt \ -1
A(u)du-el 
t ^
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And
-1 rt 'i -1A (u )d u -e l
t„
-1
I  + (M rcO 1j
(3-%a) + ( 3 _%°0 & -*()
> %(3-%a) 1 ( t - t Q) 1r .
T h e r e f o r e ,
{ f t  1
£  + A(u)du
- 1
<
i—
iiU
)
+-c
Jo, ( s  +e l )  1 + f f  4 ( u ) d u - e l
l u  J t  J 0  U  t  J
* 0
• t - 1
X A (u )d u -z l
5 | % a ( t - t Q)I  12 ( ß - % a ) | t - t Q| | % a ( t - t Q) |  1
8(3-%a) , x x i - l
2 ** *0 '  a
T h e r e f o r e ,
-  £ -£ ,
- 1  83
~  I  <  LSI +
-1
< U - t , -1  83 I
LEMMA 3. There e x i s t  sequences  ( a ^ } 9 ( 3 ^ )  o f  hounds so th a t  
on some compact in t e r v a l  J  in c lu d in g  t
Z ( t ) I < 3  I t - t  I n 1 n 1 o 1 ft = 2 . . .  ,
I tv*» -1 < a  \ t - t , -1 , n = 2 . . .  j (15)
and I Z ^ ( t ) I < 3j_ j | [z ( t ) )  1 | 5 a  | t - f c 0 | 1 .
P r o o f .  Let  a ,  3 be bounds  on A( t )  9 C( t )  :
0 < a l  $ V B ( t )  5 31 . Then n n
0
Z (*)  = SQ + A(u)du
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is bounded on J . And Z11(t) Ot, t-t,
so +
-1
-l
5o +
by Lemma 2, and 
t
A(w)dw
I + Z~Mu)
rt
A(w)du .
Therefore,
z11(w)z1(t) < 1 + a,\u-t. -1a | t - w j
1 + a a\u-tJ  1 (|t-tn|+|w-t.|)
\t-t{
\  + Y2 for constants y^, ’ (ICO
Suppose it is true that for m = 2 . . . n-1 , the inequalities 
(15) hold, and n > 1 . Let
E (u) = Z (k ) ... Z-(w)Z-X(t) ... Z 1 (£)£ n-1 n-1 1 1 n-1
for an arbitrary vector £ .
Then
£*Zn(*)S = 5*z*^(t) ... Z'1(t)yn(t)Z‘1(t) ... z'^Ct)? .
And
f* _i (-i)n7(i) = 7 ,(w)7 J\,(w) ... 7, (u)B (m ) ... 7 .(«)dMn ), n-1 n-2 1 n n-1
*0
•t
= Z,(m ) ... Z _ (w)5 (m)Z .(w) ... Z^(u)du ., 1 n-1 n n-1 1
*0
Therefore,
S*Z(i)5 = j* 5*_1(u)Bn(u)5n_1(u)du ;
*0
and
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l5n-l(u)| 5 K - i (u)l •••tt-1 z1(u)z11(t) z 11(t)tt-1 m
5 6n - l V l  •’• ß2a2
u-t tt-1 r 1 1 'l0 Yi ♦ Y2 0 1
*-*o 1*-*o1J
|5| •
So,
I5*z(t)C| s l5n-l(u)l du
5 lßn - l V l  ••• V z l 2^ ! 2
s ... a2|2ß|5|2|t-t
Y-
u-t.
t-t.
tt-1
+ Y,
u-t ^ 
t-t
2 2 Y-, 2Y2yx Y2
2tt-l 2tt 2tt+l
And
5 = Z .(t) ... z.ftjz/lu) ... z 2 (w)E ,(«) ,tt-1 1 1 tt-1 tt-1
|5| < |zn_i(t)l V t)zi1(w)
Hz-l^tt-l •** a2^2^ 1Y1 + Y 2 1
and
1*-*o1
Yi + Y 2 u 1 ^ 
l“ -*0 l '
if \u-tQ\ <  |t-f0 |, for some y 3 > o
t-t.
Z 11(w)tt-1
t-t„
|£ ,(w)|1 tt-1 1
u-t,
tt-1
I W U)I ’
u-t,
-1 -1
l^tt-l(w^  - (°tt-l • * • M  Y1 2' '3
u-t
t-t, 151 •
t'j 2
du
Therefore
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v a(t)£*Z(i)£ > aa(£) f |£ ^{u)\^dun J , ft-i
*0
> a(t)I £ I2cT1It-tQI
where
°rc = H z - A - l  ’ * ' a2 ^  2nTI Y3 *
But £ is arbitrary, so |Z(t)| < 3 | |  and
v o ( t ) Z ( t ) > a > 0 .n n 1 01
Therefore,
0 < v a w z ' h t )  s “n h-tor h
or |z'1(t)| < •
Just as the convergents of ordinary continued fractions can be 
expressed as the ratio of two solutions of a second order linear 
recurrence relation, so can the convergents of a matrix continued 
fraction. Furthermore, the solutions of the recurrence relations 
have a direct role in the approximating Riccati equations (for 
example (9)) of which the convergents are solutions. The results 
in the following lemma are general facts true for symmetric matrix 
continued fractions.
L E M M A  4.
T i t ) = F (t)G"1(t) f o r n > 1 3 (17)n n n J
where F (^t) -  I  3 FQ(£) = 0 3 G_ (^£) = 0 GQ(t) = I  and
Fn ( t )  - Fn _l W Z-n h t )  t Fn _2( t )  ,
Gn {t )  - Gn-l(t)Zn1(t) + Gn - 2 { t )  ’ (18)
and
V*> - V l (t) = (19)
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Proof.
T (t) =|Z,1(t) + Z21(t) + ... + Zn-1(t)+Zn (t)
-1^ -1 -1
Suppose U (t) = T (^t) - Z.^(t) , so T (t) n n I s n Z.1(t)+i/ (t) 1 n
-1
Then £/ (£) is a continued fraction partial approximant also.
Suppose that all approximants of order less than n can be formed by 
a second order recurrence relation, as in the hypothesis. Then
PV, 1(t)$ \ (t) wheren-1 n-1
pm (t) = V i (t)z^ i (t)
em(t) = V i (t)z« i (t)
P_1(t) = (t) -
m-2
m-2
-1
And
Pn-l(t)<4 - l (t) = V «  = ~ Z1 W
g rto-zrhiOF (t)n 1 n n
so we can take
Pn-l(t) = Gn{t) - Z~lW F n(t) >
V l (t) = ■
Then
Fn (t) = V l (t) = Gn-2(tK 1(t) + V  3(t)
= Fn-l(t)Z;1(t) + Fn-2(t) ■
And
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Cn ( t )  = Fn - l W  + Zi 1 ( t ) V l ( t )
= Pn - 2 ( t )Z n 1 ( t )  +  +  Z i 1 ( t ) V 2(t)Z«1 ( t ) + «n-3( t )
Pn_2( t ) +Z-11(tWn . 2( « Z; 1 ( t )  + Pn - 3 ( t )  + Zi 1 ( t ) «n-3 ( t )
G . ( t ) Z A t )  +  G A t )  . n -1  n n-2
But the formula is easily verified when n - 1  ,  so by induction it 
is true for all n .
Then
,-l.F (t)G* A t )  = F ( t ) Z (t)G* A t )  + F A t ) G * A t )  n n-1  n-1 n n-1  n-2 n-1
k  * ) - < ? * , « ) )  +  < * ) « , < * >  •
If fl (t> = - V l (t)Gn ( t )  then
H  < * )  =  A t )  n n-1 <. - l )nH0 ( t) = (-l)n+1J .
Now
G i t )  G* A t )  = G A t ) Z  1 (t)G* A t )  +  G A t ) G *  A t )  . n n-1  n-1  n n-1 n-2 n-1
So G (t)G* A t )  is symmetric if G (t)G* (i) is symmetric. But
= 0 is symmetric, and so G^(i)G*_^(t) is symmetric for
all n . Therefore,
F W G 'F u ) -  1 ( t )ft n n-1 n-1
- 1F (t)G* A t ) - F  A t ) G  (t)G (t)G* A t )  n n-1  n-1  n-1  n n-1
J A t ) G *  . ( * ) - ?  i C * ) C t  ( t )£? .  ( * ) < ? * ( * ) ^n n-1 n-1 n-1 n-1 n
( - l ) ” ' 1 ^ ( * ) < ? *  . ( t ) ) ~x . v n n - l  '
-1
gA w A vn-1  n
G A ( t ) G - h t )n-1  n
LEMMA 5 .  Suppose3 as in  Lemma 3., f o r  each n there  e x i s t s  a 
oompaot i n t e r v a l  J^  with  t  an i n t e r i o r  pointy  and bounds
a  ,  3  f o r  which n * n J
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-1 V  (t)
0 < a  ■Lz  <  - - - - - <  3 I  ,  n >  1 ,  t  U  ,n n n
vi z-|^) ar
and  0 <  a  jT 5 —■- ■  ----- 5 ■[ on J1 t - t  I
( 2 0 )
T f o e n  there  a lso  e x i s t  i n t e r v a l s  J . ,  and bounds  y , 6 , /z ,  kv 9n i n 9 n 9 n r
fo r  which
0 < y I  5 v £_1 n ( t ) 6  ( t ) f t - t j  5 6 1 ,  n = 2 ,  (21)'n  n n -1  n K 0J n
i f  t  £ J .  ,  a n d  J 1 ,n
0 < 7i J  5 v Z_(*)G ( D C *  , ( t ) Z  ( t ) f t - *  ) 2n 3 5 fc I  3 t  € J-  ;  (22)n n 1 n n-1  1 ^ 0 '  n l , n
and
\Gn ( t ) \  -- 0 | t - t 0 -n
| F n ( t ) |  = 0 \ t - t  l l _ n
|F ^ ( t ) |  = 0 [ |* - t in -1
V * * V * > |  = o j l t - t j 1-") .
o  <  k h 2A t )  s  ( - i ) n  n 1
- 1 Vn K ( t ) -Tn - l ( t )  ^ - 1 2  2 - 1J L -J1 ------- --------------5 h LZ ( t )  5 a n  I2n-3 n 1 n
a n  el and 1 ,n
2  n V l ^ ( t ) - T* - 2 ( t ) l  2  20 < a Z f ( t )  2 ( -1 )  ■ ----- ---------------  -  6 ZT<*> s  Dn 1 r, x 'i 2n-5 n 1 n
f a r  s a w e  constan ts  a , b J n 9 n
Proof. Let  P ( t )  be a s o lu t io n  o f  n
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Pn ( t )  -  Fn - A )Zn W  + Pn _2 ( t )
w i th  P A t ) P * ( t )  symmetr ic ,  and Q ( t )  = P \ ( t ) P  ( t )  . Suppose 
2 1  n n - 1 n
on an i n t e r v a l  J  , $ , ( t )  e x i s t s  and i s  symmetr ic ,  and t h e r e
_L Y^X~~ Jl ±
a re  c o n s t a n t s  Y . , 6  0 < y  .P  5 V $ 5 6 I  .n -1  n -1  'n -1  n -1  n -1  * 0'  n -1
Then Q ( t )  = Z_1( t )  + andn n n - i
( t - t j v  $ (£)  > 3_1P -  P f t - t J 2Y ~ \ ^ Cr n n n v 0; n -1
>  Y I  'n
on t/n , = t  : t - t ,I n  1 (
Y
'  y 2 T 1  ’ J l , n  — *Y , n - l  and \  = 2 T  • /  n * * n
And
( t - t j v  ( J ( t ) < a l  + P ( t - t nl 2Y \  v Cr n n n  ^ 0; ' n -1
= 6 P n
on P , where 6 = a + —75—  . Suppose P ( t )  = G ( t )  . Then1 ,n 5 n n 23 n n* n
P2 ( t ) P * ( t )  = Z ^ ( t )  + Z^ ^ ( t ) Z2^ ( t ) Z ^ ( t ) i s  symmetr ic ,  and on J ^ , 
^ 1 ( t )  = Z11 ( t )  , ^ 2 ( t )  = Z^ (7b) + Z21 ( t )  so
0 < y 2i  5 ( t - t 0) v 2^2 ( t )  5 62j
on J 1>2 Where ^ 1>2 = * : I * -* 0 1 = ß j X 1 » Y2 = ß2 '  ßl  '
6^ = a 0 + 3, • Q A t )  e x i s t s  and i s  symmetric :  so Q ( t )  e x i s t s  2 2 1 2  n
and i s  symmetric and 0 < Y I  -  Q ( t )  5 6 I  on J .  , f o r
YX U YX Y l  YX _L }Y X
a l l  n > 2 . Then G^( t)  = Z ^ ( t ) ( ? 2 ( t )  . . .  ^ ( t )  so
G (7b) I = 0 n 1 t - t .
-n and I Z A t ) G  ( t ) \  - 0 \ t - t 1-n
Z1 ( t )Gn ( t )G*_1 ( t ) Z 1 ( t )  = 02 ( t )  . . .  Qn ( t )  . . .  §2 ( t )  .
Z A t ) G A t ) G *  A t ) Z A t )  I 5 fc | t - t .  1 n n -1  1 n 1 (
3-2n
c o n s t a n t s  k 2 26^ . . .  6^ .6 2 n -1  n
on J  A t )  1 ,n
. And 
So
f o r  some
And
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(Z1(*)Cn(t)G*_1(t)Z1(t)}-1 < h 1 It-t, n 1 (
2n-3
On «7. , v Q (t)a(t) > 0 . So1 ,n n n
o £ h I £ V Z . U l C t t K *  (t)Z- (i) £ fel (22)
on <7 . Also G 1(t) = 0 ^(t) ... §„1(t)Z . So1 ,n n n 2 1
Ig'1«)! £ Y'1 ... y~%\t-t,2 *"1
tt-1 on some interval
0\ t-t, \Yl-1
If Qn(t) = Fn1_1(t)Fn(t) , then i^(t) = ^2(t) ... £n (t) » since 
F^Ct) = I and Q^ (t) = Z^tt) , so
0 < y2J = ß"1! 5 v2Q2(t)[t-t0) < a2I = fi2J
on J. _ = e/_ , so 0 5 Y J < V ^ (t) ft-t_) 5 6 I on «/.. . So1,2 2 s 'n n n  ^ 0; n l,n
1-n , |F“1<*)I = o[\t-t{ n-1 . Finally, from|Fn (t)| =
(22),
0 < k~hht) £ v (i-tl3-2n (G (t)G* .(t)]'1 £ h~XZ2At) £ aTT1! . n 1 0J Kn n-1 J n 1 n
And (Gn (t)G*_1(t))'1 = . Thenn-1
Tit) - T At) = (-1)' n n-2
-1 , SO
(-l)nv c(t)[T(t)-T At)) > Yi ' y) n-2 J k 1 -k 1\t-t n-1 n 1
> a Z At) I t-t n 1 1 <
0
2n-3
Z‘(t)|t-t0 2n-3
if t-t, 2 K kn2k -1 * n n
n-1a = — -—  and
(-l)nVM0(t)(^(t)-rn_2(t)) £ |C i +C M J  <(*)!*-*-1 .7-1 2 „2 2n-3n-1 n
2n-3
if t-t, b -h 1  ^n n-1 h , which completes the proof.
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The convergents T^(t) are at present undefined at . To
make use of Riccati inequalities, it is necessary to be sure that
each function T (t) is at least continuous at t. . Defining n 0
T ft.) = S’ for all n > 1 , we haven v 0J 0
LEMMA 6. 2^ (t) is continuous at t for all n > 1 .
2?[r (t)] =0 at £ if n > 2 .
ft
Proof, Z^Ct) = + A(u)du , so ) is continuous at
to
tQ • If n > 1 ,
i = 2
n
Ii=25 I * ;M 0
for some constants k. . Therefore, T(t)-*-Sr. as t -► t .t n o  0
T2(t)
zi1(t )+z2 (t )
-1
Z1(t)(j+Z2(t)Z1(t)) -1
= Z1(t) - Z1(t)Z2(t)Z1(t)(j+Z2(t)Z1(t)} x
= Z (t) - Z (£)Z2(£)Z (*) + Z1(t)Z2(t)Z1(t)Z2(t)Z1(t)(j+Z2(t)Z1(t)] -1
Therefore,
|i'2 (t)-z1 (t)+z1 (t)z2 (t)z1 (t)| = |r2 ( t ) - q ( t ) + 7 2 (t)|
s |z1 (t)|3 |z2 (t)|2 (i-|z2 (t)||z1 (t)|)'1
s k\t-tQ\2
for some constant K . Furtheremore
z1 (t) V^(t) - S q + j4(tg) (^ “^ q)
•t
(/l(w)-i4 (t0))dw
t0
= so + + »
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Z1 ( t ) Z 2 ( t ) Z 1 ( t )  = v2(t) VAu)C(u)V^(u)du
s0c{tQ)s0{t-t0) t  O ( | * - * 0 I) .
T h e r e f o r e ,
T2( t ) - S 0
t~t, - A[t0) + 5 0C ( t 0) 5 0 -* 0
as  t  -*■ t  , t h a t  i s ,
And
r - ( t 0) = 4 ( t 0) -  s0c{t0)s .
\Tn (.t)-T2( t ) \  < I | r i ( t ) - r i _1 ( t ) |  
£ = 3
-  k | t - t j 3
f o r  some c o n s t a n t  k . T h e r e f o r e ,
Tn ( t ) - S0
t - t .  '  W
T2<*>-S0 - T’ {t0) + k ( * - t 0 )
-► 0 as  t  + t Q .
T h e r e f o r e ,  ( t Q) = T'2 ( t Q) > n > 2 , and
^ + r »  = ° •
The convergents as bounds to so lutions
THEOREM 2. I f  S i t )  i s  the solut ion o f  (1) with  ) = S^ , 
and T i t )  9 S i t )  e x i s t  on [ t  , t ]  3 or [t ,  * then
o i t ^ n ^ i - l f  [S(t)-Tn (t)]  > 0 . (25)
Proof. By Lemma 5 ,  i f  n > 1 , ( t  ) ]  = 0 . By Theorem 1 ,
i f  t  > t n , i?[> ( t ) l  = -X ( f )  and ( - l ) n v ( t )  > 0 i f0 L n J n , n  n - 1  w,n
t  i- t^  . T h e r e f o r e ,
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( - l ) \ ^ R [ T n W ]  < 0 , Tn { t 0) -- S(t0),
and by application of Theorem 1 of Chapter 2 on inequalities,
o(t)(-l)\ . (S(t)-T (t)) > 0 . n-1 n J
Finally,
S(t) - T±(t) = - [ T1(w)C,(w)T1(w)dw
SO > o .
The rather cumbersome definitions involved in the expression of 
Theorem (1) can be restated in terms of the elements of the solution 
of the recurrence relations (14) with a gain in simplicity and 
results about the relationships of the approximants {T (t)} to
each other.
LEMMA 7. Where K (t) is definedn ,n J
K (t) = (-1 )n [t (t)G At)-F At))ß At) (G* At)T (t)-F* . (t)) (26) n,n Kn n-1 n-1 J n-1 n-1 n n-1 ;
where B (£) has been defined in (6) as alternatively A(t) and
C{t) .
Proof. By definition (8),
K (t) = (-1 )nM (t)A (t)M* (t) .n ,n n ,n n n ,n
If n is even,
K (t) = M (t)V (t)V \(t) . n,n n ,n n n-1 F.1(t)S ... ( (t)1 n-1 1 n n,n
and if n is odd,
K (t) = -M (t)7 (t) .. n,n n ,n n 7.(t)S At)VAt) ... M* (t) . 1 n-1 1 n,n
Let
«7 (£)n,r (-l)1^ (t)7 (t)7 \  (t) ... F( 1}n 9r r r-1 1
r-1
(t)
Now M (t) n ,r H At) ... H {t) and n,l n,r
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H (t)H (t)V At) = [i-H {t))v (t) . ft,r n ,r+1 r+1 v n,r J r (10)
So
M At) = Qtf n(t)-M (£))7 (t)7 \  (t) n,r+l  ^ft,r-1 ft,r ; r r+1
and
But
and
-1 (-1)J At) = J At) + M (t)V At)V LAt) ... 7: ; (t) .n,r+1 ft,r-1 n 9r r-1 r-2 1
21-1 p — 1
Z (*> = ^ _1) ••• ••• Fi"1) (t)
( - 1YJ {t) = M (t)V At) ... 7; (t)Z (£) w,r n,r r-1 1 r
J At) = J At) + J (t)Z 1(t) . ft,r+1 ft,r-1 ft,r r
So, in the suffix r , J , At) is a solution of the second orderft,r+1
linear difference equation (14).
But F (t), Gp(t) are also linearly independent solutions, and
J At) = -fl At)VAt) = -T At) n ,1 ft ,1 1 n
= + F0(t) '
J„,2(t) = ffn,l(t)Än,2(t)l,2(t)h 1(t)
= I - H .(t) from (10)ft ,1
= i  - y t j q h t )
= F.(i) - T(t)GAt) .1 ft 1
Therefore, J (t) = F (t) - Z7 (£)£ (t) and5 ft,r r-1 ft r-1
J (t) = F At) ~ T (t)G . (t) . Butft,ft ft-1 ft ft-1
Ä (t) = J At)B (t)J* (f)(-l)ft ,ft ft ,ft ft-1 ft ,ft
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so (26) i s  e s t a b l i s h e d .
The convergents as approximants to s o lu t io n s
The s i m p l i f i c a t i o n  in t ro d u c e d  by Lemma 7 a l low s an e s t im a te  f o r  
th e  d i f f e r e n c e  between a s o lu t i o n  Si t )  o f  (1) and i t s  bounds 
( t ) . The bounds a re  a good app rox im ation  n e a r  th e  p o in t  t^
about which th e  expansion  i s  made.
THEOREM 3. Suppose on some oompaot in te r v a l  J oontaining
t .  , th a t  S i t ) e x i s t s  and G i t )  i s  i n v e r t i b l e , so T i t )  e x i s t s .  0 n n
Then there e c d s t  constants  a ,  b fo r  which
2 n ( S ( t ) - T  (* ) )
o < azyt) < (-D V i ---- "— < bZAt )
on J Since Z1 i t ) i s  bounded. S i t )  - Tn ( t ) 2n-l
Proof.
T i t)G A t )  - F A t )  = G* 1i t ) [FAt )G At ) -G*i t )F A t ) )  n n- 1 n- 1 n Kn n - 1 n n- 1 J
= i - l ) n~1G*~1i t )  n
from Lemma 4. So K i t )  = ( - 1 )n £* ^i t )B it)G ^i t ) . From (1) andn,n n n n
( 9 ) ,
[Si t)-Tn i t )]  ' = *{Si t ) -Tn i t ) )Ci t ){Si t )+Tn (t)}
+ *{Sit)+Tn i t ) ) Ci t ) {S i t ) - Tn i t )]  + \ ^ n i t )  •
Let 0 i t )  be a fundam ental m a tr ix  o f  0 ’ = ) [s(t)+T i t ) )  0 .
Then
-1S i t )  - T i t )  = ( - l ) " © *  x ( t )  I Q*iu)G* ■L(w)S ( m)G 1 (w)0(w)du0 ^ ( t )  ., -1 .n n
But 0(w) ,  0 ^ ( t )  and b^iu) a re  bounded on J  , by y J  , say .
Then
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rt
|s(t)-yt)| < y \ a ^ - ( u ) \ 2du Y1 | t - t 0 | 2n' 1
from Lemma 5 ,  s in c e  \G^f(u)\  - 0 \ \ u - t ( \ n - l . But
S ( t )  -  y t )  = S ( t )  -  Tn+2i t )t T ( t )  -  Tn i t )  near  t Q
Tn+ 2 ( t )  -  rn ( t )  + 0 t~t .
2n+3
So by Lemma 5,
0 < aZ2A t )  < v . ( - l ) n i  n - 1
[S( t ) -Tp i t ) )
b Z A t )
s in c e  T^+^ ( t )  - T ^ (t)  obeys a s im i la r  i n e q u a l i t y ,  and
Z 1 1 ( t )  = 0 \ t - t . -1
Other forms for the Riccati equations for the convergents - monotomy 
relations
The r e s u l t  o f  Lemma 7 can be r e -e x p r e s s e d  in  a number o f  w ays,  
each w ith  a d i f f e r e n t  u se .
Let D { t )  = ( - 1  )nB A t )  , so ( - l ) n v D ( t )  > 0 . Then
VI, VI, -L VI, _L Yl
i s  a s o lu t i o n  o f  each o f  th e  fo l lo w in g  R i c c a t i  e q u a t io n s :
i?. IK) = Rim + («J .(iO-f ,(*))c it){G* At)W-F* A t ) )1 ,n v n - 1 n -1  ' n  ^ n - 1 n -1  '
= 0 ; (29)
2 ,n n -2
= 0 ; (30)
- a n  t \G-nh t )  
= 0 .
DAt )Gj - i t )n n
(31)
LEMMA 8. I f  G ( t )  i s  i n v e r t i b l e ^  so T ( t )  e x i s t s  ^ and also  J n n
Tn ±( t )  s 2 ( t )  e x i s t j t/zen £/ze fo l lo w in g  R io c a t i  equations  and
in e q u a l i t i e s  ho ld  i f  t t t  :
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i?i , n ^ 7n(t)]  = 0 J  ^ - 1 ••. . 3 ,
V n ^ n - 2 ^  = 0 > (32)
( - 1 ) \  R FT , (t) 1 > 0 , n 1 , n L n - l  J  9 (33)
,R0 [T A t ) n > 0 . n - 1  2 ,n L n - 2  J (34 )
Proof. R^ ^ \ T ^ ( t )J = 0 was e s t a b l i s h e d  i n  t h e  p r o o f  f o r  Theorem 
3. And ith [r  ( t ) j  = 0  f o l l o w s  from Lemma 7 and Theorem 1. Now
3 *n  Yi
T At ) G„  . ( t )  - F . ( t )  n -2  n - 1 n - 1 [T A t ) G  A t ) - F  A t ) ) Z  1A t )   ^ n - 2  n -2  n - 2  ' n - 1
+ Tn A t )G n A t )  -  Fn - 3 ( t )  f rom (18)
“ W t ) C n - 3 ( i )  * Fn - A  '
so r [t _ ( t ) l  = i? .Hr A t )  1 = o l , n L n - 2  J 1 , n - 2 L n - 2  J
Now
Gn-l(t) - >
Fn - l ( t )  = >
from ( 1 8 ) .  So
- V l ( t )  = [r n (t)Gn( t ) - Tn ( t ) V 2 ( t ) - f n (t)+Fn - 2 ( t ) ] Zn ( t )
= - & n ( t ) ö n - 2 ( t ) - Fn - 2 ( t ) l Zn ( t )  ’
The r e  f o r e  , Rn \T (t )~j = 0 .5 2 , n L n J
Now ff , HZ7 _(£)] =i?rT At)]  s i n c e  21 _(£)£ A t )  - F A t )  = 01 n L n - l  J L n-1 J n-1 n-1 n-1
and
Ä . [ f  , ( £ ) " ]  = 01 , n - l L n-1 J
= i?[T At)]  + (G* At ) )~1D At)G~1A t )  .L n-1 J v n-1 J n-1 n-1
So R. Hr _(*)] = -(G* At)1~1D At)G~1A t )  . T h e r e f o r e ,  l , n L n-1 -1 v n-1 '  n-1 n-1
( ' 1 ) V l , » [ ? n - l ( t ) ]  > 0 ' L ikewise
F2 , A n - l ( t ) ] -  F K - 2 ( t ) J
- Rl,n■
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Therefore, (-l)n R [l > 0 .n-1 2,nu n- 2 J
Lemma 8 is the device by which it can be shown that the sequences 
{ 2^ (i)} of convergents have monotonocity properties, as in the
following theorem.
T HEORE M 4. If Z (t) is invertible3 and S(t) exists3
between tn and t , then T (t), T ,(£) and T At) exist also 0 n n-1 n-2
and
a(t)vM(-i)n_1(rn(t)-rn_1(t)) > o , 05)
a(t)vn_i(-1)n(l’n(*)-2’n_2(t)) > 0 . (36)
Proof. By Lemma 5, in some neighbourhood of ,
(-l)n _ 1 V 0(t)[l (t)-T At)) = [G (t)G* .( t ) l -1V a ( t ) n Kn n-1 J Kn n-1 J n
> 0
if t £ t and
(-l)nVn_1a(t)(l’n (t)-I'n_2(*))
V l C(t)
-1
> 0
for t close to t^  .
If V = V . , so A(t) and C(t) have the same sign, then n n-1
2* (t) exists everywhere, if Z^(£) is invertible. Consequently the
above inequalities can be extended using the Riccati inequalities of 
the previous lemma.
Otherwise S(t) satisfies
Äl,nCS(t)] = (5(t)5tl-l(t)- V l (t)) V t)(S».l(4)S(t)-Fh (‘»
and ( - D \ A i n [ S ( « ] > 0 ,  And
(33), since V = -V . .* n n-1
< 0 from
97
T h e re fo re ,  by Theorem 1 o f  C hap ter  2 , ( t ) e x i s t s  as long  as
S ( t )  and T _(£)  e x i s t  as t  moves away from , p rov idedn - i  o
Z ^ ( t )  rem ains i n v e r t i b l e ,  and
( - l ) % n _10 ( i ) ( S ( t ) - 2 ’n ( i ) )  2  0 ,
( - l ) n v a ( i ) ( r  ( t ) - r  , ( t ) l  > 0 .n - 1 v n n -1  7
Likewise T , ( t )  e x i s t s  as long  as  5 ( t ) ,  T ,.(£) e x i s t ,  and n- 1  n -2
so on. But T^( t )  always e x i s t s .
T h e re fo re  th e  re q u ire m e n t  t h a t  e x i s t  i s  u n n e c e ssa ry ,
and th e  theorem  i s  proved .
Bounds and the inverse equation
I f  th e  c o e f f i c i e n t  m a tr ic e s  a re  in t e r c h a n g e d ,  (1) becomes
U' = C{ t )  -  UA(t )U (37) 
which i s  th e  in v e rs e  e q u a t io n  o f  ( 1 ) :  I f  S ( t )  i s  a s o lu t i o n  o f  (1) 
i n v e r t i b l e  a t  t  , th en  S ^ ( t )  i s  a s o lu t i o n  o f  (37) .
We deno te  by a b a r ,  th e  d e r iv e d  m a tr ic e s  co rre sp o n d in g  to  ( 37) ;
f o r  example q ( t )  = u[t0) +
*t
C(u)du v^C(u)  > 0 e t c .
The p re v io u s  r e s u l t s  a l l  app ly  t o  (37)  and y i e l d  a s e r i e s  o f  
bounds and approxim ants  t o  U( t )  . I f  i s  i n v e r t i b l e ,
= U 1 ( t 0) and S ( t )  i s  a s o lu t i o n  o f  (1) w ith  = £ q , then
th e  d ua l bounds T ( t )  a re  r e l a t e d  a l s o  to  S { t )  ; Theorem 3 a p p l i e s  n
d i r e c t l y  t o  show t h a t
n r n 1( t ) ( r f2( t ) - y ( t ) ) y  1 ( t )
, - i , where S(t) = U h i )
0\ I t - i ,
\Tn(t)-u(t)\ | i /_1 ( t ) |
2 n - l (38)
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So if £(t ) is invertible, S(t) has two alternative continued 
fraction expansions about t^  .
Now, using (28) and (9),
T'(t) = C(t) - T(t)A(t)T (t) - (-if n n n 5_1(*) n *B (t)G~}n-1 n
= A(t) - T 1(t)C(t)T 1( i)  + (-1)” F 1( i)  n n \ n *B (39)n-1 n
since ~G~1(t)T1(t) = .n n n
In the following lemma we show that the bounds U it) = T i^t)0 n n
derived from the inverse equation of (1) also have useful relation­
ships with solutions of (1); these bounds are particularly useful 
because they apply to solutions of (1) which may not exist at t ,
and particularly to maximal and minimal solutions on intervals open- 
ended at t .
LEMMA 9. Let Sit) be a solution of (1) existing in a half­
open interval J - (tQ, a] or [a, . Suppose exists and
is invertible on J , and let U (t) = G (t)F ^(t) . Then theren n n
exist constants a , b for which n* n
0 < a I < (-l)”v .n n-1
[S(t)-V(t))
----------5— r -  S b I
[t-tf*-1 n
(40)
and
0 < (-l)\^a(t){s(t)-Un(t)) .
Proof. The proof is like that of Theorem 3. For t £ t^  , let
Sit) = S(t) - un(t) .
Then
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X(t) = S(t){u(t)-Tn(t)]Un(t)
= X(t){u(t)-Tn(t)]Un(t) + Un(t){u(t)-Tn(t)]Un(t) .
But = 0\t-t^ \ , and V' (t) is bounded near .
So X{t) - 0\t-t^ \ . Therefore can be defined to be zero.
From (1) and (39),
X’(t) = [S(t)-Un(.t)] ’ =
= Un(t)C(t)Un(t) - S(t)C(t)S(t) - (-l)nF*‘1(t)Bn_1(i)?'1(i)
SO
X'(i) = -X(t)C(t)%(t/n (t)+S(t)) - %(t/n (<:)+5(t))C(t)X(t)
- (-l)nF*'1(t)B ,(t)li'1(i) .n n-1 n
Let 9(£) be a fundamental matrix of 0f = %£7(t) ([/^ (t)+S(t)) 0 .
Then
X(t) = -(-i)V 1(t)
-1
■t
0*(w).F*
J t n n-0
(u) and 5 \  (u)n-1
0 * Suppose Y is
IF n
,-l
Then if t ( J ,
|X(t)| s If 1(u)I^ du ' n 1
<  b - It-t n 1 (
2n-l
using Lemma 5, where b^  is a positive constant.
Conversely, for some vector £ , let £(u) = F^ ~(u)Q(u)Q .
Then IC| S |F («)I I0"1(u)||6(t)||C(w)| , so
|£(a)| 2 YJu-tJ2(n-1)
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by Lemma 5. And V _B ,(u) > y ^1 . But J n-1 n-1
-0(t)(-l)nv _£*X(t)£ = cr(t) I 5*(u)v 5 ,iu)E,iu)dun-1 n-1 n-1
> Y ^(t) E,*iu)E,(u)du
> a £-£
where a = YoY  ^ . So -(-l)ncf(t)vn 2 n-1
2m '1|5|2
x(t)
\t-t,
0 > a J > 0 ,2n -1 n
proving the lemma.
LEMMA 10. (On any interval including tQ where b^it) and
U At) both exist n+1
(-l)\.10(t)(ün+1(t)-i/n(t)) > 0 . (42)
Proof. £/ . (t) - U it) = U .(£) - S(£) + Sit) - £/ (£) nearn+1 n n+1 n
£n and U .it) - S(t) - Oft-t )2n+1 . But 0 n+1 v 0'
(-l)nv a(t)(s(t)-£/ (*)) > %a Jlt-t.l2"'1 n-1 v n ' n 1 o1
by Lemma 9.
So in some neighbourhood of , ^ n + 1 ^ >  ^ *
But
L,(t) - vu) = (F* ,(t) - ci(*)r1(t)n+1 n v n+1 ' n+1 n n
=  ( -Dn" 1 (rn( * ) ^ + i( * ) ) " 1  •
But (.F (w)F*+^(u))  ^ is certainly invertible on t] or
[t, t ) so the sign of £/^ +^(t) - b^it) cannot change. Therefore,
(-l)nv a(t) (£/ . it)-U it) 1 > 0 wherever £/ .(£), £/ (t) exist.n-1 v n+1 n ' n+1 n
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/s.
THEOREM 5» Let S{t) be the maximal solution of (1) at t 3 
so U(t) = S (^t) t t 10 j is the solution of (35) with b[t^ ] = 0 .
Yl
Suppose = (-1) VQ so that A(t) and C(t) have opposite 
signs. Then S(t) exists on (tQ, t J  only if £/^ (t) exists on 
[t 9 t ] for each n .
Proof o From Lemma 9, [s( t )-i/ (t)) > 0 , since
V - = V = (-l)nvA provided S(t), U (t) exist for t. < t 5 t. . n-1 ft 0 n 0 1
And from Lemma (10), VQ[ü^(t)-U^ (t)) > 0 , n > 1 , where 
fft >|-1
^ ( t )  = C(u)du exists for all t ± t . So if £/^ (t) does
not exist on an interval, then Vrt£/ (t) must become unbounded in a0 ft
/spositive direction so V £(£) must also become infinitely large.
COROLLARY. 4 test /er oscillation (non-disconjugacy) for the 
Hamiltonian system corresponding to (1) is therefore to enquire 
whether F^  is non-invertible at some point in (t , t j  say. J/ so_,
theft (1) has no solution on (t , t j  .
As an example, if this test is applied to the equation y' = 1 + y , 
with the approximants i/^ (t) determined about t = 0 , then the
upper bound for the first right-hand conjugate point of 0 , 
determined by the first positive zero of F (t) , is for
ft = 3 , 3.87,
ft = 4 , 3.24 ,
ft = 5 , 3.153 ,
ft = 6 , 3.1425 ,
ft = 7 , 3.14165 ,
the actual point being TT = 3.14159 ... .
Convergence
On the matter of convergence, we have not been able to prove
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that under any general circumstances the sequence {T (t)} of
convergents of the continued fraction converge to a solution of (1). 
However, at least in the case where A(t) and C(t) are of opposite 
sign, {T (t)} converges to some limit T(t) wherever S(t) exists,
since it is a monotone sequence. And so
(:T (t)-T At)l(-l)n-1 = (g (t)G* At))'1 -*■ 0 as n -> «> . n n-1 ' n n-l J
If G^1 (t) ■+ 0 uniformly for all n , then
R{T (t)} = (-1 0 n  ^n ' n n
uniformly so R{T(t)} = 0 , and T(t) = S(t) .
So it is the gap between the knowledge that
[G ( t)G*,(t)]_1 + 0 v n n-1 J
and the requirement that (&(£)) 1 + 0 uniformly that needs to be 
filled.
The autonomous equation
If A(t) and C(t) are positive definite and independent of 
t , convergence can readily be proved for continued fraction solutions. 
Expanding the solution which has value zero at t - 0 , we have
Z (t) - B ■ - ^  , (where = C , B. = A , and B - C if n isn n 2n-l 0 1 9 n
even, A if n is odd). And G^(t)G£ ^(£) is a polynomial in t
with positive definite matrices as coefficients, and its leading term 
is
f ACA. . .ACAt271'1 j _1 
H2n-l)(2n-3)2. . .1-
with (2n-l) matrices in the product.
So
10 3
n n - 1 2 n - l
lr n ( i ) - r n - l ( t ) l 5 1  \ 2n -5  i f  Ml = “ > Ml = y  •
0 as  n 00 , f o r  a l l  t  .
U se fu l  r e s u l t s  can a l s o  be o b t a i n e d  i f  (1 )  i s  d e r iv e d  from  an 
autonomous e q u a t io n  w i th  l i n e a r  te rm s  as in  C h a p te r  3. However, th e  
s i t u a t i o n  th e n  i s  more com plex , and a l th o u g h  c o n t in u e d  f r a c t i o n  
s o l u t i o n s  have  p ro m is in g  a p p l i c a t i o n ,  we s h a l l  n o t  p u rsu e  t h e  q u e s t i o n  
h e r e .
Relaxation of the sign requirements for the coefficients
One way o f  a v o id in g  th e  r e q u i r e m e n t  t h a t  A ( t )  , a s  w e l l  a s
C ( t )  , i n  (1 )  s h o u ld  be p o s i t i v e  o r  
t h e  R i c c a t i  e q u a t i o n .  Let
V i t )  = K +
f o r  a c o n s t a n t  sym m etr ic  m a t r ix  K 
Wi t )  i s  a s o l u t i o n  o f  ( 1 ) .
n e g a t i v e  d e f i n i t e ,  i s  t o  t r a n s f o r m
•t
A ( u ) d u  (43)
*0
, and U( t )  = W( t )  -  V A t )  , where
Then
U A t )  = - W( t ) C ( t ) W ( t )
= - U ( t ) C ( t ) U ( t )  -  V ( t ) C U ) U ( t )  -  U ( t ) C ( t ) V  ( t )
-  71 ( t ) C ( t ) 7 1 ( ) . (44)
L e t  M( t )  be an i n v e r t i b l e  s o l u t i o n  o f
M' = C{ t ) V  { t ) M (45)
and S i t )  = M* ( t ) U ( t ) M( t )  . Then
S A t )  = - S ( t ) M~ 1 ( t ) C ( t ) M* ~ 1 ( t ) S ( t )  -  M* ( t ) V  ( t ) C ( t ) V  ( t ) M ( t )  (46)
w hich i s  o f  t h e  same form as  ( 1 ) ,  and t h e  c o e f f i c i e n t s  have o p p o s i t e  
s i g n s .  S ( t )  can th e n  be a p p ro x im a te d  by a c o n t in u e d  f r a c t i o n .
In  r e t u r n  f o r  th e  a s s u r e d  e x i s t e n c e  o f  t h e  c o e f f i c i e n t s  n eed ed  
t o  c o n s t r u c t  a c o n t in u e d  f r a c t i o n ,  a l i n e a r  e q u a t io n  (45 )  has  t o  be 
s o lv e d ,  which s a c r i f i c e s  t h e  e x p l i c i t  c h a r a c t e r  o f  t h e  o r i g i n a l  
s o l u t i o n .
104
However, with more complex definitions we can proceed directly 
even without special properties for A(t) , Because of the greater 
complexity we give only the basic definitions here. A pair of
sequences and ^ 2 can for  ^  ^ :
W * >  = - L2n-AÄ
r rt
+ L2 n A t)V2nW
V2n(u)r2n-2{u)L*2n-3(u)C(u)L2n-l(u)du
L*2n-l( u ) C M L 2n-3M V ~2n-3M V 2nM d u
V2n(t) L* (u)C(u)L Au)du 2n-l 2n-l
and
= I ,
q(i) = q(t) = SQ + I A(u)du .
*0
We can impose some local conditions at £ to ensure that
L2n_i^w ^  is not identically zero in a neighbourhood of for any
vector E, ± 0 , and to ensure that the integrands in the definition 
of L +f(^) are in"teSra^ie near >  ^ wouid be an
adequate condition, but it seems likely that much weaker conditions 
would serve.
If the sequence { ( t)} as defined earlier, exists here, then
L2n+l(t) = •“  72n+l(t) * But otherwise> 72n+l(t) may
not exist for n > 0 .
We define Z2n+1(t) = L2 n A t)V~At)Land 
Z2n(t) = ^ n - A A n ^ H n - l '^ Define S2ntl(t) *
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(_l)n 1 (_i)n _]
- V2 W \  W  ••• V2n(t)
ft
V2 n(t) + . V2niu)Vln--2(u)Lln-3(-u)CWL2n-lM d u
L*2nA")CML2 n A u)V2 n A u)V2nMdu
"I (“l)n ^x V^(t) ... 7^  ±; (*)
and HAt) = 7^(t) .
Then the approximants ^2n+l^^ are §^ven by
W * >  - *!<*> - - ^5
We can define
2n+l
-1^  -1
GA A  - L2 n A t)VA t)V2n-2(t) -
... ^ _1) (i)(i’3(t)-j’1(t))('1) ... (r2n+1(t)-r2n.1(t)]
Then Sp,n+1(t)] = «£,<*>«*><£+,<*> •
The proof of this last result is more difficult than in Theorem
1. However it is very useful, because it is a Riccati equation in
T_ n(t) which involves only terms known to exist, like .,(£)2n+l 2n+l
Yl
and terms like (^(t)-T^{tj) ^ 1') ... iT2n-i^^~T2n-3^^ 1 whose
existence can be established sequentially.
The sequence ^ 2 n + l ^ ^  once agaan monotonic, and bounded
by the solution S(t) of (1) being approximated. Consequently it
can be shown that T_ ,(t) exists between t and t. if S(t)2n+l 0
exists on the same interval.
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A necessary condition for the existence of solutions of the Riccati 
equation
Let
V ( u9 v)  
V2(u, V)
'V _ rV
A(w)dw , V^(u9 v) = C(w)dbJ ,
u ' u
f t)A(t)V^(u, t)dt
' u
where ut V 6 [tQ, .
THEOREM 6. If C(t) > 0 on [t , t "] , and (1) has a solution 
existing on t^ ) 3 then if < u 5 v < t^  3
u) +  +  V “ * y )
> a + h 1(t’ y)F2^ i ’ ) • (46)
If A(t) < 0 in [tQ, m] , [y, tj then ^  (tQ> m) < 0 ,
^2^1* > ® and Theorem 6 reduces to Theorem 5 of Chapter 3.
Proof. If any solution of (1) exists on (t , t ) there is a 
maximal solution S+(t) and a minimal solution S_(t) . Near t^  ,
S+ (^t) is the solution of 7' = C(t) - VA(t)V with 7(t ) = 0 .
Let V^~(u3 v)[v^(u, v)+V2(u, v) = U^ iu, v) .
In some interval [t^, a] , 0 < al 5 C(u) 5 31 .
Then 0 < a(t-£ )l 5 7 (tQ, t) < . Therefore,
V2{t0, t) = 0(|t-t0|3) . Let T2[tQ,t) t) . T2 is well 
defined for t close to t^  , since in some neighbourhood of t^  ,
and so 7^  (tQ» t) + 7^  (^ q ’ ^  inver'tible* Then
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M V  ^  = V V  4)+72^0’ 2^0’ *N
= M V  t) + 0 t - t ,
Therefore, [tQ , tn) = 0 and
if M V  *)*=* = Ct*03 = - M V  ‘oW M V  *0) •
Elsewhere,
Fi(*0* d  = C(t) - Tit t)A(t)T [t t)
■-1T2[tQ, t] 7-j (tQ, t) - J C(t) |71 (t0, t)!T9(t0, t) ~ I--1
and 5+1'(t) = C(t) - M(t)5^(t) . So £'+1(t) > T ^ [t Q, t) > 0- 1 ,
1 ^0
-1
2 ^ 0
near . Now
t) = 4(t) - U2C(t)U2 + [ q 1 ^ ,  t)-£/2 C(*)f^1 (t0 , t)-l/2
and near tQ , 5+(t) 5 t) = U2[tQ, t) . Therefore,
S+(t) 5 6^2 C^o, ^  wherever <S+(t) exists. And
S+(v) - S+(u) = 71(w, y) - S (t)C(t)S (t)dt + +
so 5+(u) $ F^Cm , i>) t 5+(m ) on [w, y] if 5+(t) exists on
[w, y] . By an argument like the earlier one in this proof, 
S_(v) > U2 (t , yj . But S_(v) ^ £+(y) , that is,
d2[t±, v) < 7n(M, y) + £/9(£n, m) .2 ^ 0 QED
Further tests for disconjugacy can be devised on an individual
basis.
Notes for Chapter 4
As this thesis was in the final stages of preparation for 
submission, a paper appeared by W.G. Fair [7] called ''Continued 
fraction solutions to the Riccati equation". It deals with Riccati 
equations in a Banach algebra, and generalises a paper by E.P. Merkes
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and W.T. S c o t t  [ 7 ] .  I t  i s  u n f o r t u n a t e  t h a t  we have n o t  had  s u f f i c i e n t  
t im e  t o  i n v e s t i g a t e  i n  d e t a i l  t h e  r e l a t i o n s h i p  between  t h i s  c h a p t e r ,  
and F a i r ’ s a p p r o a c h ,  which i s  f rom a q u i t e  d i f f e r e n t  d i r e c t i o n .  F a i r  
d e a l s  w i t h  t h e  unsymmetr ic  R i c c a t i  e q u a t i o n  w i t h  a n a l y t i c  c o e f f i c i e n t s ,  
and h i s  e x p a n s i o n s  a r e  d e r i v e d  from t h e  c o e f f i c i e n t s  o f  t h e  power 
s e r i e s  e x p a n s i o n s  o f  t h e  m a t r i x  c o e f f i c i e n t s .  They do n o t  have any 
s i g n i f i c a n c e  as  b o u n d s ,  and a r e  t r e a t e d  f o r m a l l y ,  and may n o t  
n e c e s s a r i l y  a p p ro x im a te  s o l u t i o n s .
F a i r  c o n c lu d e s  w i t h  some rem arks  on s i g n i f i c a n c e  f o r  c o n t r o l  
t h e o r y ,  i n  t h e  autonomous c a s e .
A form o f  t h e  bound T ^ ( t )  a p p e a r s  i n  a p r o o f  o f  a s t a b i l i t y
theo rem  o f  Kalman ( [ 2 ] ,  p .  1 1 4 - 1 1 5 ) .  Th is  p r o o f  c o n t a i n s  some 
e r r o r s ,  t h e  most d i f f i c u l t  t o  r e c t i f y  b e i n g  i n  t h e  second  p a r t ,  
which c o u ld  have been t r e a t e d  as  a d u a l  o f  t h e  f i r s t .  A d i f f e r e n t  
v e r s i o n ,  making more e x p l i c i t  use o f  t h e  bounds T ^ ( t )  and
was g iven  by W.A. Coppel  i n  a s e m i n a r  s e r i e s  a t  t h e  A u s t r a l i a n  
N a t i o n a l  U n i v e r s i t y .  A s i m i l a r  a p p l i c a t i o n  i s  g iven  i n  C o r o l l a r y  2 
t o  Theorem 2 o f  o u r  n e x t  c h a p t e r .
I t  i s  i n t e r e s t i n g  t h a t  i n  t h e  l i n e a r  r e g u l a t o r  p rob lem  posed  i n  
a s im p le  form i n  t h e  n e x t  c h a p t e r ,  T ^ ( t )  and i t s  f u n c t i o n  as  a
bound can be d e r i v e d  by a p p l i c a t i o n  o f  a c o n s t a n t  ( n o n - o p t i m a l ) 
c o n t r o l ,  and com par ison  o f  t h e  v a lu e  o f  t h e  c r i t e r i o n  f u n c t i o n  w i th  
i t s  o p t i m a l  v a l u e .
Bucy [ 7 ]  p r o d u c e s  a bound which i s ,  i n  e f f e c t  o f  t h e  type
V^ 1 (Lemma 4 ) .  His p r o o f  i s  how ever ,  d e f e c t i v e ,  s i n c e  i t
u s e s  t h e  a s s u m p t io n  t h a t  i f  A , B , C a r e  s y m m e t r i c ,  0 < A < B and 
C > 0 , t h e n  AC A 5: BCB . T h i s  i s  f a l s e  even  when C = I  . However ,
a bound o f  t h e  t y p e  T ^ ( t )  can be used  t o  e s t a b l i s h  h i s  l a t e r
t h e o r e m s .
For  some r e c e n t  p a p e r s  u s i n g  a q u a s i l i n e a r i z a t i o n  a pp roach  t o  
f i n d i n g  bounds  f o r  t h e  s o l u t i o n s  o f  t h e  autonomous m a t r i x  R i c c a t i  
e q u a t i o n  see  Bel lman [ 7 ] ,  Aoki [ 7 ] ,  Kleinman [ 7 ]  and McClamroch [ 7 ] .
In c o n n e c t i o n  w i t h  a t e s t  f o r  o s c i l l a t i o n  due t o  Tomast ik  [ 7 ] ,
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Barrett [3, p. 504] raises the question of whether, it was necessary 
to impose sign requirements on both coefficients. Theorem 5 of 
Chapter 3 allows a partial relaxation, and appears to go as far as is 
possible with criteria of that kind. The test in Theorem 6 above only 
uses the sign of one coefficient C(t) .
no
Index of definitions in Chapter 4
Ri  ] ,  A( t ) ,  a t )
s0, t/(t)9 t 0
Z ( t ) ,  B U )  n n
T U )n
Vn W ' An (t)• Cn ( t )
Sn ( t )
X ( t ) ,  H ( t ) ,  M ( t ) ,  K ( t )n 9r  n 9r  n , r  n , r
V a(t)
V 4 ) ’ Cn ( t )
S ( t )
J  ( i )  n 9r
V 4)
Rl 9n u - 1 ,  R2 ^  ^
£/ (£) ,  7  ( t ) ,  v ,  7  ( t )  e t c  n n
Un ( t )
Ln W
Hn ( t )
71
71
7 1 , 77
7 1 , 74
73
74
75 
75 
78 
83
90
91
94
94
97
98 
106
107
Ill
CHAPTER 5
ASYMPTOTIC BEHAVIOUR OF RICCATI EQUATIONS AND THEIR 
ASSOCIATED LINEAR SYSTEMS
Introduction
This chapter investigates the behaviour of symmetric solutions 
of the Riccati equation
W' = A(t) - WC(t)W (1)
where A(t), C(t) are symmetric and non-negative definite on 
(-00, oo) and 0f solutions of the associated linear equation
y' = C(t)W(t)y (2)
where W{t) is a symmetric solution of (1), and is particularly 
concerned with the asymptotic behaviour of solutions of (2).
We assume everywhere
[bcontrollability [C] : C(t)dt > 0  if a > b , and
* a
!bobservability : | A(t)dt > 0  if a > b .
' a
These conditions could be relaxed, particularly by assuming
•b
A(t)dt > 0  if b - a exceeds some minimum value, but this would 
a
be a diversion from our chief purpose.
Any solution W(t) of (1) with ^(^q) - 0 exists in °°)
since
ft
0 < W(t) < + ( A(u)du .
Jto
Since
[V “0
[C] holds, there is a minimal solution W(t) 
, using a dual version of Theorem 1, Chapter
of (1) on
3 .
Although we assume less about A(t) and C(t) than in the 
previous chapter, properties of the bounds T^ (t), T^(t),
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T (t), TAt) and TAt) are unaffected. In particular, if 
J- Z. o
n(t9 is the solution of (1) with II = 0 , then
5 n(tx, t±+e)
where
= £
j4(u)du < 0
if £ > 0 , and
£, +£r 1
v 2 ( t )  =
J £
V^(u)C(u)V^(u)du 5 0 ;
so < 0 .
If f/(£) is a solution of (1) and y(t) a solution of (2), it 
is fairly easy to get information about the behaviour of 
y*(t)W(t)y(t) which acts as a Lyapunov function for (2). This is 
shown in Lemma 1, which is directly applied in Theorems 1 and 2. The 
behaviour of solutions . W(t) of (1) is, in a sense, like that of the 
coefficients A it) and C(t) ; if A(t) and C(t) are constant, 
then W(t) tends to a constant non-zero limit as t 00 , and if 
i4(t), C(t) are polynomial functions, then at worst eigenvalues of 
W(t) tend to zero or infinity asymptotically with a finite pwoer of 
t . Furthermore the behaviour of W(t) is usually influenced mostly 
by the nearby values of A(t) and C(t) . This situation contrasts 
with that of the linear equation (2), whose solutions behave in a way 
most unlike that of the coefficient functions. And if n = 1 ,
so asymptotic behaviour for linear equations is affected as much by 
distant values of the coefficients as by nearby values.
These remarks are not made in a spirit of rigor, but to motivate 
our strategy for determining the asymptotic behaviour of (2). Having
y(t) = y[tQ) e
C(u)W(u)du
*0
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found inequalities for y*(t)W(t)y(t) , it is then necessary to find 
bounds (possibly time-varying) for W(t) . This is done in, for 
example, the corollaries to Theorem 2 below.
Information about the asymptotic behaviour of (2) is often 
important, as in control theory applications, for example. But it 
also has implications for the behaviour of solutions of (1) relative 
to each other; Theorem 3 shows that the set of solutions of (1), 
excluding those which differ from the principal solution by a 
singular matrix, have a tendency to aggregate as t + 00 , and the 
rapidity of this aggregation is determined by the behaviour of 
corresponding solutions of (2).
To summarise the applicable parts of the results of this chapter, 
Theorems 1 and 2 give information about solutions y(t) of (2) near 
infinitely, provided that the corresponding solution of (1), W(t) , 
is bounded in some way. The bounds of the previous chapter give in­
formation about the behaviour of W(t) ; Corollary 2 to Theorem 2 
shows how the bounds can be used in a certain situation with 
particular application to the case of a uniformly controllable and 
observable system. No simple general criteria for the eventual 
asymptotic behaviour of solutions of (1) are given, but an example 
at the end of this chapter illustrates a method of approach using the 
results of the previous chapter.
Th e  l i n e a r  r e g u l a t o r  p r o b l e m
We present a rather simplified version of the linear regulator 
problem; it nevertheless has the important features of the usual, 
more general version, to which our arguments also apply.
Prob lem . Let y(t) be a "state" vector, z(t) a "control" 
vector, with y'(t) = C(t)z(t) . Find a "control law" or function 
k(x9 t) for which z(t) = k[y(t)9 y] minimises the function
h
q(j/0> tQ, q )  = y*(t)Py(t) + I ( .
*0
A(t) and C{t) are assumed symmetric and positive definite on 
ftQ, tJ , y[tq) = z/0 , and is also assumed symmetric.
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Solution, kix, t) - Wit)x , so zit) = Wit)yit) , where Wit) 
is the solution of
W' = Ait) - WCit)W (1)
with w[t^ ) = P1 . Then v{yQ, tQ9 t^ = y* (tQ} w[t^ ]y (tQ) .
A solution certainly exists for t^  < t^  if < 0 , so 
W[t^ 5 0 .
On an infinite interval (with t, - 00 ] , the function to be 
minimised is
r°°
[y *iu)Aiu)yiu)+z*iu)Ciu)ziu))du .
*0
The solution is kix, t) - W(t)x , where
Wit) = lim W[t9 t ) , 
t -*»
where f/(t, t ) is the solution of (1) with W[t^9 = 0 .
Then
y[y0> *
f^ (£) can be shown to exist and be negative definite for each t .
In fact, Wit) is the inverse of the minimal solution (on
(-00, oo) } of the inverse equation V = C(t) - VAit)V . We also show
that under certain conditions, there is only one negative definite
A
solution of (1) on (-00, °°) , so Wit) is also the minimal solution 
of (1) .
For solutions of the infinite interval problem, it is necessary 
to know whether solutions of the equation
y' - Cit)Wit)y (2)
are stable, and also whether Wit) is a stable solution of the 
Riccati equation (1).
We show that solutions of (2) are, under fairly general 
conditions, stable (as a consequence of the negativity of Wit) ),
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but that W(t) is not a stable solution of (1). This conclusion was 
reached by Kalman [2] in the case where the coefficients are uniformly 
controllable and observable, that is, behave like functions bounded 
away from 0 and 00 .
Asymptotic behaviour of the linear equation
The following lemma is basic.
LEMMA 1 . If Pit) is a solution of (1) existing on [b, c] , 
n(t) a function of t differentiable on [2>, c] , yit) a solution 
on [2?, c] of
y' = C(t)P(t)y (2)
and
then
Q(t) = [P(t)-n(t)]c'(t)[P(t)-n(t)] - p[n(t)] (3)
y*(c)P(o)y(c) = y*(b)P(b)y(b) + y*(e)Ii(c)y(a) - y*(b)H(b)y(2?)
y*(t)Q(t)y(t)dt (4)
> y*(,b)P(b)y(b) + y*(c)Tl(c)y(a) - y*(b)H(b)y(.b)
re
y*(t)R[J[(,t)~\y(t)dt . (5)
Proof.
y*(t)
y*(t)
y(t)
y(t)
'p(t)cit) (pU)-iKt)) + (p(t)-nu))c(t)P(t)"
+A(t)-p(t)c(t)P(t)-n'it)
\p(t)-T[{t))c{t){P{t)-l[{t))-n(t)C{tmt)+A(t)
- n '(t)
= y*(t)Q(t)y(t) .
The stated result follows on integration.
COROLLARY. If n(t) is a solution of (1) with 11(b) = 0 , then 
Q(t) >  0 >80
y*(o)P(e)y(e) > y*(b)P(b)y(b) + y*(o)H(o)y(c) . (6)
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The next theorem gives information about the asymptotic behaviour 
of y*it)P{t)y(t) . In investigating stability of (2), this acts as 
a Lyapunov function.
THEOREM 1. If Pit) is a solution of (1)., yit) a correspond­
ing solution of (2) on Lb, c] and if mit) is a continuous function 
throughout L b , c] for which
m(t)P(t) < Ait) + P(t)C(t)P(t) (7)
then
j?miu)du
y*(c)P(c)y(c) > y*(b)P(b)y(b)e . (8)
Remark. If Pib) > 0 , mit) > 0 , then (8) says 
\y*ic)Pic)yic)\ is an increasing function of c . If Pib) < 0 ,
Pic) < 0 , then \y*ic)Pic)yic)| is decreasing as c increases.
Proof. Let II(t) = 0 in Lemma 1, and so
Qit) = A(t) + P(t)C(t)P(t) . (9)
Then
y*ic)Pic)yic) = y*ib)Pib)y ib) + I y*(t)Q(t)y(t)dt . (10)
Let
sit) y >kib)Pib)yib) +
•t
y*(u)Q(u)y(u)du . 
Jb
(11)
Then
s' it) = y*it)Qit)yit)
> mit)y *ib)Pit)yit) 
= mit)s(t)
by (10) and (11). Therefore
d
dt
s(t)e
-J?m(u)du
>  0
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jnviu)du
and so sit) > sib)e and sib) = y*(b)P(b)y(b) . Therefore,
Lm(u)du
y*it)Pit)yit) = sit) > y*(b)P(b)y(b)e 
COROLLARY 1. (7) holds if either mit)Pit) < A(t) or
mit)P ^(t) 5 C(t) . Alternatively if m^ it)Pit) < A(t) , and P(t)
is invertible on [b, ö] , and m^ it)P ^ it) 5 C(t) , then (7) and (8) 
hold with mit) = m^ it) + m^ it) .
COROLLARY 2, If pit) I > P(t) > qit)I , then
j?miu)du
pio)\yic)\ > q(b) 12/(fc) | e
If pit) > 0 and >4(£) > ait)I > 0 we can take w(£) ait)pit)
qit) < 0 we can take w(t) g(t)q(£)
If
So the asymptotic behaviour of y*it)Pit)yit) can be 
expressed in terms of a relation between Pit) and the coefficients 
Ait) and Cit) . However the behaviour of P(t) , as a solution of 
(1), should be more closely related to the integrals of the 
coefficient matrices over some intervals, and the following theorem 
is introduced with this in mind. Its proof is, to some extent, a 
discrete analogue of the proof of Theorem 1.
Let n(w, V) be a function with II(y, v) = 0 ,
7TT
•^2 iu, v) = Aiu) - Jliu, v)Ciu)Iiiu9 v) .
THEOREM 2. Suppose Pit) is a solution of (1) existing on 
[t , °°) and that {£ }, { d a r e  sequences of real numbers for
which
0 < d P[t ) < Tl{t 9 t 1 j n K nJ K n* n-lJ
d < 1 and t > t for all n - 1, 2, .... p . t, - b , n n n-1 * r 1
t - c . ThenP
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y*(o)P(o)y(a) ± y*ib)Pib)yib) f t
1
l-di
(13)
Proof. By Corollary 1 to Lemma 1, 
y*{tn)P{tn)y{tn) > t y*{tn)n{tn, tn_j)y[tn)
Let on - y*{tn)p{tn)y[tn) . Then (l-djo,, 2 o,_l . So
that is,
y*(c)P(c)y(e) 2 y*(.b)P(b)y(b) f Y  i \ •
i-2 l~ai
COROLLARY 1 . If
p(t ) nO ,t .)v nJ < j < v n n-1J
u
for sequences [a }, {b } then we can take d - —  in (13). In  ^ n * n n a
this case, if Pit) is a positive solution,
a> M 2 2 y*[tn)p{tn)y{tn) 2 »*(t1)p(*1)»(t1) f r  77^7 •
If 0 < a 5 a ,  b > b > 0 , we can take n n *
a  - —  ,n a (14)
and then y * [t^ ] -*■ 00 exponentially as i 00 . If
<i > a > 0 then again
r ( 0 ? ( 0 j ( 0  2 »‘ ( t i lP t iJ i /W  — h t i rp p p i i i  (1_a)p j.
-+ 00 exponentially as p 00 .
But if d ^  <  - O L  < 0 , so < 0, n = 1, 2, ... then
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\y*[tp)p[i!p)y[tp)\ -iy * (*1)p(*1)y I
0 exponentially as p •+ 00 .
COROLLARY 2. If there are positive constants a and 3
which
olT 5
'n-1
tr n
Oil <
C(u)du 5 31 ,
A(u)du 5 3-T s
n-1
for all n = 1, 2, and a monotone increasing sequence {t
n ft , t .) > V. [t ) (V. (t ) +7. (t ) J “17. (t )  ^n n-lJ r   ^r  r  2K nJ J nJ
from Theorem 2, Chapter 4, where
rt
^(t) A(u)du , 7^(t) F (M)C(w)F^(tt)du
'n-1 n-1
so
n 1{t , t J  5 7 X(t ) + 7 1(t )VAt )F /(t )' Yl ’ ?2~1' 1 Y!J 1 ' YIJ ) ' Y)J \ K Yl' v n
S of1! + a'17 .
 K n 2 K n 1 n-
2 4 n:
But
h  U  5 1
5 nJ3‘
F (w)I IC(m )Idw
n-1
t
C(u)du 5 n33-T
'n-1
because
jC(n)j = maximum eigenvalue of C(u) 
5 trace C(u) .
(15) 
for
(16)
} then
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\C(u)\du < tr C(u)du = tr C(u)du
'n-1 'n-1 ^ -In-1
tr n
C{u)du
n-1
”1 1 -2 3Therefore, II [t , t . 1 > yJ where y = a + na 3 Let * v n n- 1J
P (t) be a positive solution of I/' - C(t) + M4(t)f/ = 0 on 
[* , . If ip(t, is the solution of this equation with
i\)[t , £ . 1 = 0 ,  then P 1 ft .1 > 0 , so P 1 ft 1 > , t . 1 .n-1 n-lJ v n-lJ  ^nJ K n9 n- 1J
And by the same process as for the original equation,
ip(t , t ) > yJ . .v n n-lJ
Therefore, P 1 [ t ^ ]  > yI  , and P(t^) < y 1P . Therefore, y  ^> y 
and y < 1 .
Using Corollary 1, with a - y 1 , b = y in (14),
L 4 JI  ^
-1
1 _yJ
m-1
12/ ) I-1 li? ^ 1
Y
(iV)2^  m-1
\vM I2 • (17)
thenIf P(t) is a negative definite solution on |t^ , t^+1
H*i) . ,
an analogous argument gives 0 < ---—  - ^  anc^
"Y ^
-y 5 P(t^) 5 -yP < 0 , i  -  1 ... m . Then again from Theorem 2,
m 2
y*{tm)P{tm)y{tm) 2 i/dqM qM q) fT  — j  i=^2 l+y
that is,
y40JI S |j/(q) l
(l+Y )-2im-l/2 -
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These results can be applied in a variety of situations, showing 
that as t 00 , y(t) -*■ 0 if Pit) < 0 , \yit)\ 00 if Pit) > 0 . 
We give a specific application where Ait), Cit) are like constant 
matrices.
If the inequalities of the hypothesis of Corollary 2 hold for 
any pair of equally spaced points separated by a distance 6 , then 
(1) is said to be uniformly controllable and observable. If this 
condition holds for some interval length 6 , it holds for all larger 
interval lengths. In particular,
Oil < C(u)du < 2 3 J 5
aI  < A(u)du 5 23-T »
whenever t^  + 6 5 t^  < t^  + 26 .
So if t and s are two points for which t+n6 < s 5 £+(n+l)6 , 
n > 1 , then from (17), if Pit) > 0 on [t, s] , and [£, s] is 
divided into n equal intervals,
12/(s) I > \yit)\
(l-Y )
Y___2 W 2 where
- \ y i t ) \ e ^ S ^ l - Y 2 where
-1 "I o -2q3 y = a + 8na 3
0 = ±  log (l-Y2)
< n+1 
2(s-t) log (l-Y2) .
Therefore, i/(s) 00 exponentially as s 00 ; yit) 0 as
t . If P(t) < 0  on [t, s] , then
12/(®) I - |p(^ )| ---\— e t')Q where 0 = ^rlog(l+Y2) •
/ Y +1
So j zy (s ) I -* 0 exponentially as t 00 , and in this case 
y1 = Cit)Pit)y is uniformly asymptotically stable at 00 .
Remark. The conditions of uniform controllability and observability, 
used by Kalman [2] and Bucy [7] in generalising the asymptotic 
properties of systems with constant coefficients, have no special status
in our approach. In particular it is the ratio of values of A(t) 
and C(t) rather than their absolute values, which tends to 
influence asymptotic behaviour of the Riccati equation.
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There is an example at the end of this chapter where particular 
application of our theorems is possible although there is no uniform 
controllability or observability.
Aggregation of solutions of the Riccati equation
There is a relationship between solutions of (2) and the 
differences of solutions of (1) which has been exploited in Chapter 
3. If Y(t) is a fundamental matrix of (2), P(t) being a solution 
of (1) existing on [b, 00) , and if Q(t) is another solution of (1) 
existing on [b, 00) then
so if U(t) = Y*(t)[P(t)-Q(t))y(t) then
U’(t) = U(t)Y~1(t)C(t)Y*~1(t)U(t) . (19)
If U(b) is invertible, then, V(t) = U \t) is a solution of 
V'(t) = -Y~1(t)C(t)Y*~1(t)
which exists on [b, 00) , so U(t) is invertible on [b, 00) , and if 
f4 -i -iS(t) = Y (u)C(u)Y* (u)du , then S(t) > 0  if t > b , from [C]
Jb
and
U(t) = (i/'1(i)-S(t))“1
= U(b) . (20)
Now S 1(b) is decreasing, non-negative and so has a limit K as 
t + 00 . If K - U(b) is invertible, then
U(t) -► U(b) [K-U(b))_1 as £-►«>. (21)
Then b(t) is bounded on [b, 00) , so there exist scalars 
h9 k , for which hi < U(t) < kl on [b, 00) . Then
1 s p(t) - Q(t) < /c(y(*)y't(*)] 1 (22)
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Both Theorems 1 and 2 give information about the asymptotic
behaviour of (Y(t)Y*(t)) ^ as t increases. From (22) and Theorem 
1 we deduce:
THEOREM 3. If Pit) is a positive solution of (1) on [i>, 00) 9 
Yit) is an invertible solutions of Y 1 = Cit)P(t)Y 3
f* - x  - 1K = lim Y iu)Ciu)Y* (u)du j (the limit must exist)s and Q(t)
is a solution of (1) existing on [b, 00) for which Pib) - Qib) is
invertible> and Pib) - Qib) - Y* 1(b)KY ^ib) is invertible> and if 
mit) is a continuous function: mit)P(t) < Ait) + Pit)C(t)Pit) then
-jbmiu)du
\Pit)-Qit)\ < g\Pit)\e for some constant g . (23)
Proof. From (8),
jnn(u)du
Y*it)Pit)Yit) > Y*ib)Pib)Yib)e b
and we assume Y*it)Pit)Yit) > pi > 0 for a constant p , since 
Pib) > 0 . Then
-jtm(u)du
P(t)e ° > p{lit)Y*it))
and
-jbm(u)du
\nt)\e D > p| (j(t)J*(t)) I
> \  \P(t)-Q(t)\
from (22) where g = ^-max(|b|, |/c j ) . QED
-j^m(u)du
Remark. If \P(t)\e 0 , as in many important cases
it does, then Theorem 3 asserts that "almost all" solutions approach 
Pit) asymptotically as t -► 00 . The requirement that P(b) - Qib) 
is invertible is inessential, and only made for convenience; if it 
is not obtained, then P and Q can be compared with a third
solution. The requirement that P(b) - Qib) - Y* ^(b)KY ^ib) is
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invertible is, however, essential; if Qib) = Wib) , W being the
principal solution at 00 , then Pib) - Qib) - Y* b)KY ^ (b) = 0 
from the proof of Theorem 1 of Chapter 3.
So Theorem 3 says that in this case all solutions except the 
principal solution and those which differ at b from the principal 
solution by a simgular matrix, converge in a single bundle as 
t -► 00 . The bundle contains positive solutions; the exclusion of 
the principal solution is not surprising, since it is the negative 
solution.
2As an example, y' = 1 - 2 /  has the general solution 
y - tanh(t+a) or coth(fta) , with +1 and -1 as special solutions. 
As t -* 00 ,
(l - tanh(t+a)) = - °
and
1 - coth(fta)
-t-a_e______
sinh(tta)
So all solutions except y - -1 aggregate about +1 as 
t -*■ 00 . This follows from Theorem 3 with Pit) = 1 , mit) = 2 .
Results summarised fo r  a special case, and an example
Finally to show the use of the results of this chapter, we first 
summarise their effect where the Riccati equation is uniformly 
controllable and observable, and then give an example of qualitatively 
similar behaviour of solutions of an equation which is not uniformly 
controllable or observable.
If equations (16) apply whenever t - t . = d for some fixedrtr J n n-1
d , which is the definition of uniform controllability and 
observability, and P(t) is a solution of (1) positive at t - ,
then there is a constant g for which Pit) > gl 9 Pit) < g I^ if 
t > £q + d, from (16).
There is a positive constant h for which |2/(t)| = 0[e^) as
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t -* 00 , where y(t) is a nontrivial solution of y ’ = C(t)P(t)y .
The principal solution W(t) of (1) on , °°j is negative 
definite for all t . If Q{t) is another solution with 
$(£q) > ) , then \P(t)-Q(t)\ = o [ e as t ■+ 00 , where P(t)
is any non-negative definite solution of (1).
If y(t) is a solution of y' = C(t)W(t)y then 
|y(t)| = o[e as t -*■ 00 , for some constant h > 0 .
The aggregation of solution ensures that the Riccati equation 
with constant coefficients has only one constant positive and one 
negative solution at most.
Example of the application of Theorem 1 to the modified Bessel 
equation of order zero:
t2 x" + tx' - t2 x = 0 , t > 1 , (24)
its equivalent Hamiltonian system
and Riccati equation
(25)
w* = A(t) - w2C{t) , A(t) = t , C(t) = . (26)
If w(t) is a solution of (26) with w(t) > 0  in (t-1, t) ,
-1
then W(t) > ^(t) , where T^t) 7l1(t)+7l2(t)72U)
7l(w) 4(s)ds and 7 (t) = [ V2 (u)C(u)du . By elementary t-1 Jt-1
calculation, it can be verified that
t 2 u ) > f  (t-%)
if t > 2 .
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On the other hand v(t) = W (^t) is a solution of 
1 2V1 = — - tv . Operating in the same way with this dual equation,
and omitting the very similar details, v(t) > (2t)  ^ » so
w(t) < 2t , t > 2 . Therefore, %w(t) 5 t = j4(t) ,
% w 1(t) 5 ^ , so %w(t) S w2(t)C(t) . Therefore,
w(t) < A(t) + W2(t)C(t) . Therefore, in Theorem 1, m(t) = 1 , 
and
/ cZw
= y2  ^ ^
where y(t) is a solution of
V* - .
But w(t) 5 2t , so y2(t) > e^K(tg) where 
= 2/2(*nM * J  if > 0 on [tn-l, t] .
(27)
In the same sort of way it can be verified that for t > 2 , if 
w(t) < 0 on [t-1, t] , then - 2 1 < wit) < - -j .
oThen -w(t) 5 A(t) + w (f)C'(t) and from Theorem 1,
-
y (t)w(t) > y )w(t ) or, if w(t) < 0 , zj(tn) < 0
- M J
. Therefore,then y2(t)|w(f)| < y2 [t^ ]\w[t^ ]\e 
y2(t) S e~t K[tQ) where z(tQ) = y2 (tQ) | w (tQ) | .
Using Theorem 3, we conclude that the solutions of (26) aggregate 
about a positive solution, with one exception, and for two of the
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aggregating solutions w (t) and W^(t) ,
_  3 /
<  .Kte 2 a s  t  ->* 00 .
These conclusion can be verified by knowledge of the general 
solution of (26):
atl At)-$tK At)
W(t) = cU0(t)+ßX0(t)
where a, 3 are arbitrary constants, and , Z modified
Bessel functions. The minimal solution has a = 0 , and solutions of 
the corresponding linear equation (27) are multiples of ZQ(t) •
Other solutions of (27) for other solutions w(t) of (26) are 
cd^ it) + 3Kß(t) , a ± 0 , which tend to 00 . As t -► 00 ,
Jo (t) ^  v W  ’
« i ( t )  *
and so the predicted behaviour of solutions can be verified.
Notes
On the role of the Riccati equation in the linear regulator 
problem, the stability of its solutions and the solutions that it 
generates, see Kalman [2]. Our approach to the stability of solutions 
of the Riccati equation differs from that of Kalman, and is like that 
of Bucy [7]- However we have not needed to invoke the Lyapunov 
stability theorem.
The results on uniformly controllable and observable systems that 
are corollaries of our Theorems 2 and 3 are given by Kalman [2, 6.10 
and 7.2] and Bucy [7]. The results in this case, about aggregation 
of solutions are due to Bucy [7, Theorem 4], although his statement 
of the matter is incomplete, and in fact incorrect, since it does not 
observe the distinct behaviour of the principal solution. As Kalman’s 
paper makes clear, solutions of linear equations associated with 
principal solutions are of great importance, being stable. Also, as
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observed in the notes to Chapter 4, the a priori bounds to solutions 
of the Riccati equation are incorrect, as used by Bucy in [7].
With respect to Bucy's final remarks, lim II (t, t } alwaysV-”
exists (if C(t) > 0 and is controllable, A(t) 5 0 ); this follows 
from our proof of the existence of a maximal solution on (-00 , 00) 
which does not use variational arguments. Reid [15] has generalised 
the monotone properties of Bucy [7, Section 3] but has to assume the 
coefficient matrices absolutely continuous.
The properties of stabilizability and detectability, used by 
Wonham [1], [2], and Lukes [1], do not readily generalise to the 
non-autonomous case. Equation (1) of this chapter is derived from 
that of Chapter 3 by a congruence transformation; stabilizability 
exploits the possibility of first making a translation operation to 
give the resulting equation more desirable properties.
We draw attention to some very recent remarks of Fair [1], with 
the promise of a forthcoming paper, on approximating solutions of 
matrix quadratic equations by continued fractions. Our continued 
fraction expansions of Chapter 4 are helpful here. If the value at 
of the negative principal solution at +°° is wanted, and
uniform controllability and observability, say, apply, then because 
of the aggregation of solutions it suffices to approximate the 
solution n(t, t^ rd] at , where d is positive and sufficiently
large. II (t, t^ +d) is the solution of (1) which takes the value zero
at + d , and can be approximated by a continued fraction expansion.
This procedure avoids problems of instability of principal solutions.
If, for example, C(t) - A{t) = 1 , the principal solution as 
+00 is -1 . If one tries to find its value at t - 0 by expanding 
the continued fraction of 11(0, 5) one gets the sequence of 
approximations:
-5, -0.54, -1.21, -0.057, -1.0074, -0.99893, -1.00001, -0.99990 .
Another approach to finding values of the principal solution 
involving Newton-type approximations (quasi linearization), is given 
in the papers of Bellman [7], Aoki [7] and McClamrock [7].
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