Conventionally, linear block codes designed for packet erasure correction are targeted to recover all the lost source packets per block, when the fraction of lost data is smaller than the redundancy overhead. However, these codes fail to recover any lost packets, if the number of erasures just exceeds the limit for full recovery capability, while it can still be beneficial to recover part of the symbols. In addition, common linear block codes are not well suited for unequal error protection, since different block codes with different rates must be allocated for each priority class separately. These two problems motivate the design of more flexible forward error correction (FEC) codes for media streaming applications. We first review the performance of short and long linear block codes. Long block codes generally offer better error correction capabilities, but at the price of higher complexity and larger coding delay. Short block codes can be more appropriate in media streaming applications that require smooth performance degradation when the channel loss rate increases. We study a new class of linear block codes using sparse generator matrices that permit to optimize the performance of short block codes for partial recovery of the lost packets. In addition, the proposed codes are extended to the design of unequal erasure protection solutions. Simulations of practical video streaming scenarios demonstrate that the flexible sparse codes offer a promising solution with interesting error correction capabilities and small variance in the residual loss rate. They typically represent an effective trade-off between short block codes with limited flexibility, and long block codes with delay penalties.
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Introduction
Recovery from packet losses is an important problem in packet-switched networking. Traditionally, it has been solved by retransmitting the lost packets (automatic repeat request (ARQ)) or transmitting redundant data that can be used to regenerate lost data blocks (forward error correction (FEC)). In multimedia communications, such as video telephony or streaming, real-time requirements and limited link capacity often discourage the use of retransmissions. In this case, an error-free transmission cannot be guaranteed, and the application has to mask to effect the potential losses by regenerating the blocks of data that have been lost using different interpolation mechanisms. This approach is often referred as error concealment, since it aims to conceal the impact of errors instead of actually recovering fully the errors [1] . In order to facilitate error concealment, FEC can be used to reduce the effective rate of lost data packets. A typical FEC coder is a block coder that takes a block of k source symbols as input and generates n FEC symbols as output (n4k). The code rate R of the code is defined as R ¼ k/n. A data packet can be typically considered as a source symbol, or advanced techniques can use complex partitioning and packetization of data. According to the conventional wisdom, a good FEC code should be designed so that the redundancy overhead required to recover all the missing source symbols is minimized. Therefore, in an ideal case, FEC decoder can regenerate the original k symbols when any k of them out of n has been received. In other words, a random loss of a fraction p of the transmitted symbols can be recovered if pp1ÀR. This can be achieved with minimum distance separable (MDS) codes, such as Reed-Solomon (RS) codes [2] . Unfortunately, if there are more than nÀk symbols erased, none of the lost source symbols can be recovered. Multimedia applications can however generally tolerate a small number of packet losses. It would be better to recover at least some of the lost data packets, even if it is not possible to recover all of them.
Contents lists available at
FEC schemes can be used to blindly recover lost data packets independently on the content they carry. Alternatively, the FEC protection can be computed in order to prioritize classes of packets with joint source-channel coding (JSCC) [3] , where the protection can be adjusted to the channel conditions and to the content of the packets. Multimedia data for example typically contain components with different perceptual significance and benefit greatly from differential protection or unequal erasure/error protection (UEP). When conventional MDS codes are used for UEP, separate block codes are needed for data symbols belonging to different priority classes. This may cause serious problems with timing and scheduling, especially with strict delay constraints. In this case, long blocks are required to achieve distinctive protection levels. There is often a mismatch between the priority levels defined by the source encoder, and the flexibility of the UEP solutions based on conventional MDS codes.
In order to overcome the limitations of the conventional channel codes, we present FEC codes that are designed for partial recovery of lost source symbols and we study their performance in media streaming applications. In particular, we focus on Reed-Solomon type of codes with modified generator matrices that offer more flexibility in the FEC design. With this approach, some of the lost source symbols may be recovered even in the cases where MDS codes fail to recover any erasure. In addition, the proposed codes can easily be adjusted for efficient UEP with relatively short source blocks. These features are essential to overcome the abovementioned weaknesses of the conventional MDS codes, especially in delay-sensitive applications like media streaming scenarios, where very long block codes cannot be afforded.
The rest of this paper is organized as follows. In Section 2, the background and relevant related work is discussed. In Section 3, different FEC designs are proposed and studied analytically. In Section 4, the practical benefits of the proposed codes are demonstrated by analyzing their performance in realistic video streaming scenarios. Finally, the conclusions are given in Section 5.
Background and related work
There are several different alternatives to implement generic FEC codes that are usually driven by the characteristics of the target application. In this paper, we focus on systematic linear block codes for erasure channels, where each FEC symbol is a linear combination of source symbols. The simplest possible linear block code is generated by applying the binary exclusive OR (XOR) operation across the binary source symbols. If one of the source symbols is lost, it can be recovered by applying XOR operation to the FEC symbol and the remaining source symbols. Therefore, this kind of code is basically an MDS code, where n ¼ k+1. Despite the limited range of code rates, XOR-based FEC is popular in practical applications, since it is easy to implement and the computational complexity is very low. RFC 2733 [4] , for example, lists several ways of using XOR-based FEC in practical applications.
MDS codes, such as RS codes, with more flexible range of code rates can be implemented by using Galois field arithmetic to compute the linear combinations of source symbols. Traditionally, the high computational complexity is considered as a major weakness of MDS codes, making them impractical for long coding blocks. This is why suboptimal long block codes have gained serious attention during the past years. Low density parity check (LDPC) codes are linear block codes where each FEC symbol is generated by summing up different subsets of source symbols. The number of source symbols in a subset is the degree of the FEC symbol [5, 6] . LDPC codes use binary XOR operations for parity checking, especially for erasure correction coding, but LDPC codes using higher order Galois fields have also been studied and reported to improve the bit error correction performance in a noisy channel [7, 8] . Several more advanced variants of LDPC codes have also been proposed in the recent years. These codes have carefully designed degree distributions and generation algorithms. For example, Raptor codes generate the FEC symbols in several phases. The error recovery capability of Raptor codes approaches MDS codes asymptotically, when the source block length increases [9] .
The all-or-nothing error correction capability that is characteristic for MDS codes and most of the other types of erasure correction codes is, however, not always desirable. To overcome this problem, a different approach has been taken recently with growth codes [10, 11] , which use degree distributions that intend to maximize the number of recovered symbols when pX1ÀR. Therefore, the growth codes are capable of recovering some data in cases where traditional MDS or LDPC codes fail. It has been shown that this is a useful feature for applications such as sensor networks in emergency scenarios [10] and unequal error protection in video streaming [11] . Unfortunately, rather long source blocks are required for growth codes to achieve the desired performance (e.g., a source block of 200 packets is used in [11] ). This is one of the reasons that explain why growth codes are not ideal for time-critical multimedia communications. Furthermore, similar average performance can actually be achieved by conventional MDS codes with short blocks.
The Partial Reed-Solomon (PRS) codes proposed in [12] target similar purposes as growth codes for the partial recovery of source symbols even under high loss rates. With PRS codes, only part of the source data is protected by RS codes and the remaining part is left unprotected. The average recovery rate can thus be improved when the loss rate occasionally exceeds 1ÀR. However, PRS codes do not treat the source data equally, and the unprotected source data suffers from higher loss probability than the protected data. Such a binary classification of source data between protected and unprotected information is certainly a limitation in practical streaming situations, where a finer adaptation might be required. It is possible to extend the PRS codes for more flexible protection of source data. For example, PRS can be applied hierarchically in several steps in order to define different protection levels. However, this approach is conceptually equivalent to using separate block codes for source data, with different priority levels. Mismatch between the fixed FEC code rate and the corresponding rate for generated data elements for different priority classes causes serious timing problems easily. This could be fixed by using adaptive FEC code rates for each priority class, but this would lead easily to complicated system design and undesirably long FEC blocks. For example, several UEP mechanisms rely on linear block codes and adapt the code rate to the data sections with different significance. For example, Priority encoding transmission (PET) divides payload of each packet in sections of different priorities and applies conventional MDS FEC coding hierarchically, so that stronger protection (lower code rate) is applied to the higher priority sections [13] . However, neither growth codes nor PRS can solve the problem of partial data recovery satisfactorily with solutions that are generic enough for the most relevant streaming application scenarios.
This paper studies a new class of short block codes based on RS coding that have been proposed recently in order to optimize the performance for UEP [14, 15] . In traditional RS codes, each FEC symbol is a linear combination of all the source symbols in the coding block. However, to achieve UEP, it is possible to define the code such that some or all FEC symbols cover only a subset of source symbols. The idea has been proposed in [14] , where FEC symbols are divided in several types. All FEC symbols cover the highest priority source symbols, but lower priority source symbols are covered only by a fraction of FEC symbols, respectively, to the relative priority. In practice, these codes can be implemented by using sparse RS generator matrices, where some of the coefficients are set to zero. Similar codes with more complicated sparse generator matrix structures have been studied in [15] . This type of codes are of particular interest in this paper.
Sparse FEC codes

Preliminaries
We focus now on a generic FEC code design based on RS codes, with a modified generator matrix structure, in order to overcome the all-or-nothing recovery characteristics of conventional codes and their lack of flexibility in UEP design. We focus on relatively short block codes, as we target media streaming applications with delay constraints. The use of MDS codes is thus reasonable in terms of computational complexity. We model the channel as a packet erasure channel with a uniform i.i.d loss process. The packets are the basic units for the blockbased FEC design. We do not specifically consider the case of bursty loss processes, as short packet loss bursts can be dispersed with simple interleaving in the coding scheme. For example, it is possible to alleviate the potentially harmful effect of adjacent packet losses by concatenating several interleaved short blocks into longer blocks, as shown in Fig. 1 . We do not specifically consider long bursts of lost packets either, as these ones cannot be recovered with the short coding blocks considered in this paper.
We analyze below the impact of the block length in the performance of FEC algorithms, and then we propose a sparse FEC coding scheme for partial data recovery. We eventually extend the sparse FEC scheme to unequal error protection.
Impact of block length
Even if the average packet loss rate remains rather stable when computed over a long sequence of packets, the number of lost packets per short sequence of packets can vary enormously. This is why the residual packet loss rate varies more also when the FEC block gets shorter. As the block length is an important parameter in the FEC scheme proposed in this paper, we illustrate now in more details the effect of the block length on decoding performances. Assuming that the probability of packet loss is p and each packet loss is an independent event (Bernoulli process), the probability of losing exactly l packets in a block of n packets follows a binomial distribution, as expressed in Eq. (1) [16] .
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As an example, Fig. 2 shows the discrete probability density function for different number of packet losses within a block of 16 packets, derived from Eq. (1) with three different values of p. Assuming further that the block consists of k source packets and nÀk MDS FEC packets, the probability that l is smaller or equal to nÀk, and that all lost packets can, therefore, be recovered, can be derived from Eq. (2). In this case, the average residual loss rate PLR RES is given by Eq. (3). It is worth noting that even though the bursty error model is omitted in this work, it would be straightforward to extend our analysis to cover a two-state Markov packet erasure model with the approaches taken in [16, 17] .
Fig . 3 illustrates the impact of block length for the probability of full recovery of the packets. In this example, the code rate R is always 3 4 and the average residual loss rate is derived from Eq. (3). The shortest possible MDS FEC code with this code rate is (4, 3) block code, where three source packets are XOR'ed to generate one redundant FEC packet. The same code rate is achieved with (16, 12) and (64, 48) RS codes. As shown in the illustration, longer blocks provide better error correction probabilities when the packet loss rate is low. In contrast, short MDS codes fail occasionally even if the packet loss rate is much lower than R, and this motivates the use of long source blocks for improved recovery performance. The code length is, however, limited by delay and complexity constraints in practical applications.
Smoother recovery performance can generally be achieved by using short blocks. As explained above, some applications benefit from partial recovery of data instead of losing or recovering everything. The choice of different block lengths becomes essentially a compromise between error correction capabilities at low and high packet loss rates. Note that it is also possible to achieve graceful packet loss performance for long blocks by using LDPCbased codes with appropriate degree distribution, as proposed in [12] . However, the benefit of LDPC codes compared against MDS codes lays particularly in their lower computational complexity, which is a major issue only when long blocks are concerned. This is why there is no real motivation to use LDPC-based codes in situations where the desired performance can be achieved with short MDS codes.
The variance of the loss process after decoding is another important parameter in the design of channel coding solutions. In general, clustered losses result in smaller perceived quality than losses that are uniformly distributed with same average loss rate when the error concealment is efficient. For example, it has been shown that users are particularly sensitive to quality fluctuation in video streams [18] . Interleaving [19] is a manner to break bursts of losses, but long interleaving cycles lead to increased latency, which is not desirable in applications with strict timing constraints. For improved quality, it becomes, therefore, advantageous to design FEC codes that minimize the variance of the residual fraction of lost packets per block. The variance of the fraction of unrecoverable packets per block can be computed using Eq. (4). The equation has been derived straightforwardly from the definition of variance in a discrete case,
, where p i is the probability of the random variable X to take value x i , and m is the mean of X. when l4nÀk, and 0 when lpnÀk.
The variance of the absolute number of residual lost packets is achieved by multiplying VAR RES by n 2 . Since the variance of a sum of random variables is the sum of their variances, the variance for a short blocks of length n considered as a long block of length a Á n can be computed using Eq. (5).
The variances of the residual packet loss rates within a block of 16 packets with one MDS (16, 12) code and four MDS (4, 3) codes together are shown in Fig. 4 . Short block codes generally lead to a lower variance than long blocks, even at low packet loss rate. Together with the possibility to offer a lower residual loss rate and a smaller computational complexity, this provides an additional motivation for the use of short FEC blocks when perfect data recovery is not mandatory and the channel loss rate is variable.
FEC for short blocks
As discussed above, streaming applications may often benefit from an error correcting code whose performance represents a compromise between those of short and long MDS codes. Typically, the FEC algorithm should introduce low decoding delay, offer good recovery performance with small variance in the residual number of lost packets, and at the same time provide the possibility for partial recovery of the data, even if the channel loss rate is high. In the following, we focus on sparse RS codes optimized for partial loss recovery. The benefits of these codes can be achieved with relatively short source blocks, which is especially useful for time-critical streaming applications. We give here a detailed description of the sparse FEC codes first proposed in [14, 15] . Performance analysis is also presented. In the following section, we extend our study further to UEP.
An RS code can be defined as a system of linear equations, computed using Galois field arithmetic. Given source data vector D ¼ {d j , j ¼ 1 y k} and FEC code vector C ¼ {c i , i ¼ 1 y n-k}, each FEC symbol can be computed from Eq. (6), where a i,j is a coding coefficient in generator matrix G. It is easy to see that when a i,j ¼ j iÀ1 , rows in G are orthogonal and missing source symbols can be solved from the system of equations, assuming that there are no more than nÀk source and FEC symbols missing. Readers who are interested in more detailed description about RS codes may refer to relevant literature, such as [2] .
To achieve smoother performance in the region of nÀk packet losses per block, a sparse RS generator matrix structure has been proposed, where some of the coding coefficients in G are dropped and replaced by zeros. Obviously, the modified code is not any more capable of perfect recovery of data in all the cases where conventional RS is successful. However, partial recovery of data becomes possible with high probability even in the situation, where slightly more than n-k packets are missing. The improved recovery capability for loss rates close to (nÀk)/n, however, reduces the loss recovery probability when the loss rate is small. Nevertheless, the average performance may still be improved in media streaming applications. We can note here that the design of the sparse FEC code has some similarities with the design of priority random linear codes used in network coding [20] .
A few conditions have to be satisfied in the design of the sparse Reed-Solomon generator matrices. First of all, non-zero coefficients at each row shall partially overlap with non-zero coefficients at some other rows. Otherwise, the design would actually lead to a system of independent conventional RS codes with shorter source block lengths. Second, every row and column should have the same number of non-zero coefficients in order to achieve equal protection level for each source symbol. These constraints restrict efficiently the number of potential coefficient combinations and generator matrix dimensions. A few generator matrices are illustrated in Fig. 5 . A conventional Reed-Solomon generator matrix for a (16, 12) RS code is shown in Fig. 5a , and a matrix that generates two (8, 6) RS codes in Fig. 5b . A sparse generator matrix that respects the abovementioned design constraints is finally shown in Fig. 5c .
Since the proposed code is intended for relatively short blocks and the number of reasonable generator matrix patterns is limited due to the abovementioned constraints, it is possible to analyze the performance that results from different sparse coefficient patterns for each of the code rates. For example, for a sparse (16, 12) code only two levels of sparseness are reasonable: 25% of zeros (containing 9 zeros per row and 3 zeros per column) and 50% of zeros (6 zeros per row and 2 zeros per column). In the first case, the 9 non-zero coefficients on each row must overlap with exactly 6 non-zero coefficients on every other row. This kind of structure is shown in Fig. 6a . With 50% of zeros, there are five reasonable alternatives: the 6 non-zeros are overlapping with exactly 2 non-zeros on every other row (2-2-2 overlap, Fig. 6b ), 3 non-zeros on two other rows and none on one other row (3-3-0 overlap, Fig. 6c ), or four non-zeros on one row, two on another and none on the last other row (4-2-0 overlap, Fig. 6d) . Overlap pattern 5-1-0 would also be possible, although not shown in Fig. 6 . Overlap of (6-0-0) would equal to two independent RS codes, as shown in Fig. 5b above. Finally, we can observe that the requirement for partially overlapping non-zeros on different rows can, however, not be achieved with 75% of zeros (3 zeros per row and 1 zero per column), unless some columns are left without non-zeros coefficients.
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Non-zero coefficient Zero coefficient A solution to a linear system of equations can be found, if there are as many (or less) unknown variables as there are equations, where the variables are included. Let us define a function C(i, l), that yields the proportional amount of combinations (out of all possible combinations) of l lost symbols (out of n), but for which the decoder can recover exactly i symbols. Then, the average fraction of recovered symbols R(l) can be computed from Eq. (7) RðlÞ ¼ 1 l X minðl;nÀkÞ i¼1 iCði; lÞ
For conventional RS codes, the analysis is simple: C(i, l) ¼ 1 when lpnÀk and i ¼ l, and C(i, l) ¼ 0 otherwise. With sparse RS codes, the function C(i, l) depends on the sparseness level and the distribution of the non-zero coefficients. In most cases, it cannot be given in a short closed form, but rather requires iterative representations. In practice, C(i, l) must be solved by exhausting all combinations. For example, four lost symbols (l ¼ 4) can be selected among 16 symbols (n ¼ 16) in 1820 different ways. When the sparse code with 50% zeros and 3-3-0 overlap is used, there are 1215 combinations that will result recovery of all four lost symbols. Therefore, C(4, 4) ¼ 1215/1820. None of the symbols is recovered in 165 cases (C(0, 4) ¼ 165/1820) and one symbol is recovered in 440 cases (C(1, 4) ¼ 440/1820). In this example, none of the combinations result in recovery of two or three symbols (C(2, 4) ¼ 0 and C(3, 4) ¼ 0). Fig. 7 shows the fraction of recovered symbols as a function of the channel loss rate, for some of the design solutions given in Fig. 6 . The probability that exactly l packets are missing in a block of n packets has been given in Eq. (1) for a uniform and independent loss process. By combining Eq. (1) with Eq. (7), it is, therefore, possible to formulate the average fraction of recovered symbols as a function of the channel loss probability p, as given in Eq. (8) . When the probability distribution of lost symbols per block is known (e.g., from Eq. (1)), the best sparse FEC code can finally be chosen among different candidate design solutions by finding the generator matrix that induces the minimal residual packet loss rate. It is worth noting that Eq. (8) is actually a generic form of Eq. (3). Correspondingly, the variance of the residual loss rate can be computed from Eq. (9), i.e., a generic form of Eq. (4).
PrðN LOST ¼ lÞCði; lÞðPLR RES ðpÞ À ðl À iÞ=nÞ 2
We now illustrate the performance of the sparse FEC code, using the same example as above. The sparse (16, 12) FEC codes have been implemented in Matlab, and a set of experiments have been performed in order to measure the residual packet loss rate when a lossy transport channel is simulated by dropping source and FEC packets randomly with uniform probabilities. We have compared the performance of a sparse RS code with 3-3-0 overlap pattern against a conventional (16, 12) RS code and the shortest possible (4, 3) MDS block code with equal FEC overhead, in terms of average residual packet loss rate per block and variance of the residual loss rate. To make the comparison fair, four short (4, 3) blocks are considered as one long (16, 12) block in our study. Fig. 8 shows the average residual packet loss for the three codes. At low loss rates (i.e., pp0.2), the sparse RS performs only very slightly worse than the conventional RS, whereas at higher loss rates (i.e., 0.25pp) it outperforms the conventional RS codes. The short XOR-based code outperforms both other codes at very high loss rates (i.e., 0.3 p p), but performs clearly worse at lower loss rates.
The corresponding variance of the residual loss rate per block is shown in Fig. 9 . The sparse FEC codes are obviously advantageous when low variance is required by the application. In the range of loss probabilities where 0.1ppp0.4, the proposed code outperforms the conventional (16, 12) RS code with a clear margin. Even lower variance can be achieved by using short (4, 3) blocks, but at the cost of the weaker error correcting capability at low loss rates, as we have seen in Fig. 8 . Overall, the sparse FEC codes permit to improve the performance of common RS codes with a smaller variance in the residual loss probability when the channel loss probability increases.
Unequal error protection
The sparse FEC codes discussed in this paper can easily be extended to unequal error protection. Each column of the generator matrix is actually related to a source symbol. Therefore, the larger the number of non-zero coefficients in each column, the stronger protection for the corresponding source symbol. A flexible UEP scheme can, therefore, be implemented by relaxing the second condition in the design of sparse FEC codes.
Two examples of a generator matrix for UEP are shown in Fig. 10 , where we assume that the source symbols in the columns 1-4 belong to the highest priority class, symbols in columns 5-8 to the intermediate priority class, and symbols in columns 9-12 have the lowest priority. Each row is related to a FEC symbol. Fig. 10a represents the same type of code as proposed in [14] , where FEC symbols have been arranged hierarchically so that the first FEC symbol protects all the source symbols 1-12, the second FEC symbol protect high and intermediate priority symbols 1-8 and the third and fourth FEC symbols protects source symbols 1-4. However, this kind of strict hierarchy is not the only possibility, and more complex matrix structures can also be used, as proposed in [15] and shown in Fig. 10b . The number of zeros on each column is the same in both examples, but in case b, the zeros have been distributed more evenly among rows. This helps to make the relative priorities of FEC symbols more even. Fig. 11 finally illustrates the performance of the proposed code for unequal error protection using a similar generator matrix, as shown in Fig. 10 . It can be seen that the average error correcting performance computed over all priority classes is slightly worse than the performance achieved with conventional RS FEC code that do not implement any unequal error protection. However, the high priority data clearly present a lower residual loss rate. The residual loss rate of intermediate priority packets follows approximately the average residual loss rate, while low priority packets present higher residual loss rates, as expected. By using different distributions of the non-zero coefficients in the generator matrix, the relative residual packet loss rate curves can be adjusted in a rather flexible manner. Such flexibility cannot be achieved with short conventional RS codes: for example, the only possible combination of RS codes with three protection levels for similar configuration would be RS(7, 4) for high priority symbols, RS(5, 4) for intermediate priority symbols and no protection (4, 4) for the low priority symbols. Finally, it should be noted that the LDPC codes require long code blocks for efficient UEP implementations [12] .
Streaming simulation results
Simulation setup
We analyze now the performance of the proposed sparse codes for equal or unequal error protection and typical media streaming scenarios. We have encoded video sequences in the H.264/AVC format using the H.264/AVC JM reference codec version 13.2 [21] . The encoder includes three basic types of frames: Intra frames (I-frames) that are independent on other frames, and inter frames that use either unidirectional (P-frames) or bidirectional (B-frames) temporal prediction from other frames [22] . A set of mutually dependent frames forms a group of pictures (GOP).
In H.264/AVC, the basic elements for transmission and eventually decoding are called network abstraction layer units (NALUs) and they correspond to one compressed frame, or part of it. Typically, the network packets then include one NALU [22, 23] . This is also the basic assumption in our experiments. Relatively small NALUs (packets) have been used (maximum size of the NALU is 500) in order to minimize the probability of losing all the information from one frame. Flexible macroblock ordering (FMO) tool [23, 24] has also been enabled in order to ARTICLE IN PRESS facilitate error concealment. Note that FMO does not change the relative performance of the proposed error correction algorithms, even though the quality degrades more aggressively along the loss rate when FMO is disabled.
We run a set of simulations that reproduce the behavior of a lossy packet network, and the residual loss patterns after FEC decoding are applied to encoded H.264/AVC bitstreams. The ''motion copy'' error concealment feature implemented in the JM reference decoder [25] is used to conceal the impact of residual NALU losses. We measure the peak signal-to-noise ratio (PSNR) quality of the video after decoding, for the different FEC coding algorithms. Our results show that some benefits can be achieved with equal FEC, especially in terms of stability of the decoded video quality. When UEP FEC is applied, the benefits of the proposed sparse FEC codes become even more significant.
Equal error protection (EEP)
First, we consider a streaming scenario where equal error protection is a reasonable coding strategy. We consider video streams with relatively high quality and CIF resolution (376 Â 288 pixels), where all NALUs represent approximately the same proportional priority, despite the temporal prediction in the compressed sequence. In this case, each I-frame is divided in a greater number of NALUs than the P-frames, and error concealment has a similar efficiency in both I-and P-frames when losses do not appear in bursts. EEP is assumed to be a reasonable error resilient streaming solution in this case.
We have used two different bitstreams (''Foreman'' with IPPPPPPPPP GOP structure and ''Soccer'' with IPPPP GOP structure, both encoded with quality parameter QP ¼ 30) and six different packet loss rates (0.1, 0.15, 0.20, 0.25, 0.30 and 0.35). These GOP structures were selected, since we wanted to experiment two different GOP lengths and GOPs in streaming applications cannot be very long. B-frames have not been used, as they are not considered suitable for the EEP scenario. Three different FEC codes have been experimented: conventional RS with long coding blocks (16, 12) , conventional RS with short coding blocks (4, 3) and the proposed sparse RS (16, 12) code with (3-3-0) overlap pattern (similar as in Fig. 6c) . The overall PSNR quality curves as a function of the packet loss rate are shown, respectively, in Figs. 12 and 13 for both sequences.
The performance of the proposed sparse FEC is similar to the RS (16, 12) codes when PLR is between 0.1 and 0.25 and slightly higher when PLR is above 0.25. The performance of the RS(4, 3) code is notably worse than both long codes at low PLR (po0.25), but better at high PLR (p40.25). It confirms the results shown in Fig. 8 that illustrates the evolution of the residual PLR for the same codes. Typically, the use of conventional RS (16, 12 ) is advantageous at low PLR, whereas the use of short RS (4, 3) codes is justified at high PLR. The proposed sparse FEC code represents an effective compromise between these two alternatives.
Since the variation of the video quality is an important parameter for the evaluation of the video quality perceived by the end user [18] , the variance of the PSNR quality is also reported in Figs. 14 and 15 for the three coding schemes. The variance has been computed by using the per-frame PSNR values of the concerned video sequence as a random variable. It can be seen that the sparse FEC codes outperform the two other schemes when both low and high loss rates are considered. Typically, the variance of the quality is significantly smaller than the one observed for the conventional RS (16, 12) code when PLR is larger than 0.25. Therefore, the user experience is clearly improved with the sparse FEC codes, as the quality is more stable. In order to study the impact of coding block length in practice, we have conducted some experiments also with sparse and regular RS (12, 9) and (32, 24) codes, using the ''Soccer'' sequence. The binary representations of the sparse matrices are shown in Fig. 16 . These matrices have been designed according to the principles explained in Section 3.2. For the (12, 9) code, the used number of zeros (9 out of 27) is the only option that fulfills the design constraints given in Section 3.2. For the sparse (32, 24) code there are more possibilities. In this case, we have chosen a rather sparse matrix structure with 5 8 of zero coefficients to make the code clearly distinctive to conventional RS codes. Trial experiments show that the generator matrix structure depicted in Fig. 16 produces results that can be well generalized for sparse RS codes of that block length.
In Figs. 17 and 18 , the example curves for PSNR and PSNR variance are plotted as a function of coding block length n with three different average packet loss rates, 0.15, 0.2 and 0.3. The results confirm the observation that the use of long code block improves the PSNR results when the loss rate is below 0.25, but worsens it at higher loss rates. In most of the cases, the use of sparse codes improves the average performance both in terms of PSNR and PSNR variance. The relative gain is at the largest when n ¼ 16. The lower gain with sparse RS (12, 9) code is expected, since the low number of zero coefficients is not sufficient to make the code very distinctive from the conventional RS code. On the other hand, the slight performance improvement that can be achieved at low loss rates by using long blocks comes at the cost of higher variance, except when PLR is low. This is because the (12, 9) , (16, 12) and (32, 16) codes.
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clusterization of residual losses cannot be efficiently avoided by any other means than interleaving, when long coding blocks are used. The results show that the use of coding blocks longer than 16 can be justified in our application scenario only if it is guaranteed that the PLR remains low (0.15 or below).
Unequal error protection
In the following, we consider scenarios where the use of unequal error protection is beneficial in practice. We have used video sequences with relatively low bandwidth and QCIF resolution (176 Â 144 pixels), coded with reasonable quality (QP ¼ 30) and FMO enabled. Instead of using the data partitioning tool of JM reference codec, we have simply used the frame type as a basis for priority classification. The impact of error propagation is more important than in the scenario considered in the previous section, and UEP is clearly justified in this case. However, we can still provide a fair comparison with a baseline FEC scheme with equal error protection, since even the loss of a NALU in an I-frame can still be concealed quite efficiently due to FMO. The priority distinction is therefore not as strict as in scalable coding with hierarchical layers for example, where the loss of a base layer element renders all the related enhancement layer elements useless.
In the first set of simulations, we have used a GOP structure built on one I-and four P-frames. The I-frames are split into four NALUs, and each P-frame into two NALUs. The highest priority class contains the I-frames, the intermediate priority class represents the first two P-frames, and the lowest priority class corresponds to the last two P-frames. These configuration parameters produced a sequence with four NALUs per I-frame and two NALUs per P-frame, resulting in cycles of 12 NALUs, four in each priority class. Two sequences with different content have been used (''Carphone'' and ''Coastguard''). A sparse UEP FEC code with generator matrix similar to the one shown in Fig. 10 has been used, and the PSNR results for both sequences are compared against equal protection using the non-differentiating conventional RS (16, 12) code. The results have also been compared to the conventional UEP scheme using RS (7, 4) for the high priority class, RS(5, 4) for the intermediate priority class and no protection for the lowest priority class. The conventional UEP scheme uses the only possible combination of conventional MDS codes that allows three different priority levels with the given parameters (three sets of four source packets protected with four FEC packets altogether).
The resulting PSNR curves for both sequences are shown in Figs. 19 and 20 , respectively. The non-differentiating RS performs slightly better at low loss rates, because both UEP schemes suffer from some low-priority packet losses, whereas equal erasure protection provides virtually perfect recovery. However, the benefit of the proposed UEP code becomes obvious at loss rates above 0.1. Even though the average residual packet loss rate is still slightly higher with UEP than with EEP RS codes, the resulting quality is better. In this case, a smaller number of I-frames are affected by the packet loss, and the impact of error propagation is therefore reduced. The same tendency is even clearer when the variances of PSNR are compared, as shown in Figs. 21 and 22 . The conventional UEP scheme using separate codes for each priority class becomes beneficial at high packet loss rates above 0.15, but performs significantly weaker than any of the two other codes at low packet loss rates. Therefore, UEP built on the sparse FEC codes can be considered as a good compromise between highly differentiating conventional UEP and EEP RS code. In a second set of simulations, we have encoded the same two sequences with a GOP structure IBPB, where I-and P-frames are split into four NALUs and B-frames into two NALUs. This results in four high priority I-slice NALUs, four intermediate priority P-slice NALUs and four low priority B-slice NALUs. We have used the same FEC codes as before, and the PSNR quality curves for ''Coastguard'' sequence are plotted in Fig. 23 , and the respective variance curves in Fig. 24 . In this scenario, the advantage of using UEP instead of EEP FEC becomes even more obvious than in the previous scenario, and confirms that the proposed UEP schemes represent an interesting approach for error protection in video streaming applications. The results for ''Carphone'' sequence are roughly similar, and therefore not shown here for the sake of clarity.
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Finally, Fig. 25 shows one example of visual results with ''Coastguard'' sequence (IPPPP structure, packet loss rate 0.15). On the left side, there is the first frame (I-frame) and on the right side the last frame (P-frame) of the GOP. In this particular case, equal RS code fails to recover one lost NALU from the first I-frame, leading to rather serious distortion in the upper part of the frame. Due to the temporal prediction, this distortion is propagated further and can be seen also in the last frame. With uneven codes, the I-frame is fully recovered. In this example, the UEP code based on conventional RS codes cannot recover one of the lower priority NALUs, which can be seen as minor distortion in the upper right corner of the last P-frame. With the sparse UEP code, the P-frame seems intact. However, it should be noted that the packet loss occur randomly and this example represents the optimal situation for the sparse UEP code. Any conclusions cannot be derived by analyzing individual frames, since the performance of the schemes must be studied statistically at the sequence level. Overall, the simulated scenarios demonstrate the capabilities and flexibility of the proposed sparse FEC codes, even though they do not cover all the possible implementations of real systems that use longer GOPs. They show that different sparse generator matrix patterns can lead to different proportional protection levels. This is not possible with conventional UEP and short coding. This is why the sparse RS codes could be easily adapted for a wide variety of different GOP structures and even media types (not limited to H.264 video), with different priorities and dependency relations between media units.
For the sake of clarity, we have restricted our analysis and experiments to a simple packetization scenario, where one NALU is allocated per packet. The most advanced UEP schemes proposed in the literature, such as PET, typically involve more complicated packetization schemes that allocate several source and MDS FEC data units in each transport packet [13, 26] . It is assumed that the proposed codes will be beneficial also for this kind of scenarios, when the conventional RS codes are replaced by the sparse RS codes. It is part of the future work to study the applicability and potential benefits of the proposed codes in different kinds of advanced streaming and packetization frameworks.
Conclusions
In this paper, we have presented sparse FEC codes that are optimized for partial recovery of data in cases where conventional MDS FEC codes fail to recover the lost source packets. They permit to reduce the variations in the residual packet loss rate when the fraction of packet losses per block occasionally exceeds the FEC overhead. We have observed that common short source blocks tend to provide smoother average error correcting performance, at the cost of weaker average performance at low loss rates. In order to further facilitate partial error recovery in short FEC blocks, we have studied codes that use sparse RS generator matrices. These codes can easily be extended to provide unequal error protection where they permit flexible adjustment of different proportional priority levels even when short FEC blocks are used. The performance of the codes has been validated with the simulation of H.264 video streaming in practical scenarios. The simulation results show that the sparse FEC codes achieve smoother quality degradation when the packet loss rate increases, without sacrificing the quality significantly at very low packet loss rates. They represent an efficient trade-off between short block coded with limited flexibility, and long block codes with delay penalties.
