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CHAPTER-1 
INTRODUCTION 
1.1 Bifurcation theory 
Bifurcation means a division in two, a splitting apart, a change. Bifurcation theor\ is the 
mathematical study of changes in the qualitative or topological structure of a given tamilx. 
Examples of such families are the solutions of a family of differential equations. Most commonlx 
applied to the mathematical study of dynamical systems, a bifurcation occurs when a small 
smooth change made to the parameter values (the bifurcation parameters) of a system causes a 
sudden 'qualitative' or topological change in its behavior. Bifurcations occur in both continuous 
systems (described by ordinary differential equations, delay differential equations or partial 
differential equations) and discrete systems (described by maps). 
It is useful to divide bifurcations into two principal classes: 
• Local bifurcations, which can be analyzed entirely through changes in ihc local 
stability properties of equilibria, periodic orbits or other invariant sets as parameters 
cross through critical thresholds; and 
• Global bifurcations, which often occur when larger invariant sets of the ^\stem 
'collide' with each other, or with equilibria of the system. They cannot be detected 
purely by a stability analysis of the equilibria (fixed points). 
1.1.1 Local bifurcation 
A local bifurcation occurs when a parameter change causes the .stabilit> ot .ii; 
equilibrium (or fixed point) to change. In continuous systems, this corresponds to the real pan 
of an eigenvalue passing through zero. In discrete systems, this corresponds to a fixed point 
having a Floquet multiplier with modulus equal to one. In both cases, the equilibrium is non-
hypcrbolic at the bifurcation point. The topological changes in the phase portrait of the N_\steni 
can be confined to arbitrarily small neighborhoods of the bifurcating fixed points bv truning 
the bifurcation parameter close to the bifurcation point. 
More technically, consider the continuous dynamical system described by the ODE 
x = f{x,X) f: -^ R'^xR-^ R'' d l i 
A local bifurcation occurs at (XQ,AQ) if the Jacobian matrix Df(xQ,AQ) has an eigenvalue \\itli 
zero real part. If the eigenvalue is equal to zero, the bifurcation is a steady state bifurcation. 
but if the eigenvalue is non-zero but purely imaginary, this is a Hopf bifurcation. 
For discrete dynamical systems, consider the system 
Then a local bifurcation occurs at (xo,Ao) if the matrix D/(xo,Ao) has an eigenvalue wiih 
modulus equal to one. If the eigenvalue is equal to one, the bifurcation is either a saddle-node 
(often called fold bifurcation in maps), transcritical or pitchfork bifurcation. If the eigcnxalue 
is equal to -1 . it is a period-doubling (or flip) bifurcation, and otherwise, it is a llopt 
bifurcation. 
The five different forms of local bifurcation are given below 
i. Saddle-node (fold) bifurcation 
ii. Transcritical bifurcation 
iii. Pitchfork bifurcation 
iv. Period-doubling (flip) bifurcation 
V. Period halving bifurcation 
vi. Hopf bifurcation 
1.1.1.1 Saddle-node bifurcation 
A sadcile-node bifurcation or tangential bifurcation is a local bifurcation in which t\\o 
fixed points (or equilibria) of a dynamical system collide and annihilate each other. Tlie term 
'saddle-node bifurcation' is most often used in reference to continuous dynamical s\stcnix. hi 
discrete d_\namical systems, tlie same bifurcation is often instead called i\ fo/ci hifurcciiioii 
If the phase space is one-dimensional, one of the equilibrium points is unstable (the saddle). 
while the other is stable (the node). The normal form of a saddle-node bifurcation is 
dx 2 
where x is the state variable and r is the bifurcation parameter. 
• If ?• < 0 there are two equilibrium points, a stable equilibrium point at —v—r and an 
unstable one at+^^^'. 
• At r = 0 (the bifurcation point) tiiere is exactly one equiiibriuiTi point. At tliis point the 
fixed point is no longer hyperbolic. In this case the fixed point is called a saddlc-nodc 
Hxed point. 
• If r > 0 there are no equilibrium points. 
An example of a saddle-node bifurcation occurring in the two-dimensional dynamical system i> 
given below 
dx 2 
— = a - X 
dt 
dy 
— = - y M,4) 
dt ^ 
where a is a parameter. Then there will be following three cases 
• When a is negative, there are no equilibrium points. 
• When a = 0, there is a saddle-node point. 
• When a is positive, there are two equilibrium points: that is, one saddle point and one 
node (either an attractor or a repeller). 
1.1.1.2 Transcritical bifurcation 
A transcritical bifurcation is a particular kind of local bifurcation. It is 
characterized by an equilibrium having an eigenvalue whose real part passes through zero. 
Both before and after the bifurcation, there is one unstable and one stable fixed point. 
However, their stability is exchanged when they collide. So the unstable llxed point bccr.niCN 
stable and vice versa. For an example of transcritical bifurcation, the following sxstcm ma\ ix-
considered 
dx 2 
— - rx — x (1.5) 
dt 
This equation is similar to logistic equation but in this case, r and x are allowed \o be 
positive or negative (while in the logistic equation x and r must be non-negalivc). Ihc Iwi 
fixed points are at x = 0 and x = r. When the parameter r is negative, the fixed point al 
X = 0 is stable and the fixed point x = r is unstable. But for r > 0, the point at x = 0 is 
un.stable and the point at x = r is stable. So the bifurcation occurs at r = 0. 
1.1.1.3 Pitchfork bifurcation 
A pitchfork bifurcation is a particular type of local bifurcation. It can be of two types; 
Supercritical and Subcritical. For supercritical case, the following example may be considered. 
dx 
dt r.v — A' 
For r < 0, there is one stable equilibrium at .r = 0. For r > 0 there is an unstable equilibrium at 
X = 0, and two stable equilibria at x = —^  r. 
@ 
o I 
Fig. 1.1 [44]: Supercritical case: Solid lines repersent stable points, while dotted lines repersent unstable one. 
The subcritical case may be explained by the following example. 
dx 
— = r.x - X dt 
In this case, for r < 0 the equilibrium at x = 0 is stable, and there are two unstable equilibria at 
v = ± A ~ . For r > 0 the equilibrium at x = 0 is unstable. 
© •••-.. O 
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Fig. 1.2 (44]: Subcritical case: Solid lines represent stable points, while dotted lines represents unstable 
one. 
A one dimensional ordinary differential equation of the form 
with parameter r G i? has a pitchfork bifurcation at ix,r) = [OJQ) if the function / satisfies the 
following conditions: 
-f{x,r) = f{-x,r) (i.e. / is an odd function) 
^ ( 0 , . g = 0 , 5 ; ^ ( 0 , , , ) = 0 , 5 ^ ( 0 . 0 ) - 0 . 
The form of the pitchfork is given by the sign of the third derivative 
3 ^ / ^( < 0. super critical 
dx^ ^^^ I > 0, subcrltical 
(1.7) 
(1.8) 
1.1.1.4 Period-doubling bifurcation 
A period doubling bifurcation in a discrete dynamical system is a bifurcation in which 
the system switches to a new behavior with twice the period of the original system. Period 
doubling bifurcations can also occur in continuous dynamical systems, namely when a new 
limit cycle emerges from an existing limit cycle, and the period of the new limit cycle is twice 
that of the old one. An example of the period doubling bifurcation as obtained from the 
wikipedia.org for the logistic map -^ '" + 1 "" ' •^ -"A ^ ~~ ^n) is given below. 
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Fig. 1.3 [45]: Period doubling bifurcations leading to chaos 
1.1.1.5 Period-halving bifurcation 
A period halving bifurcation in a dynamical system is a bifurcation in which the system 
switches to a new behavior with half the period of the original system. A series of period-
halving bifiircations leads the system from chaos to order. 
Fig. 1.4 [46): Period-halving bifurcations (L) leading to order, followed by period doubling bifurcations (R) leading 
to chaos. 
1.1.1.6 Hopf bifurcation 
For a Hopf bifurcation to occur the eigenvalues must form a complex pair so there 
must be a focus. Then, when the real parts of both eigenvalues are equal to zero (while they have 
a complementary imaginary part) i.e. (fi(A) = 0,/(.^) * 0, /(A^) = —/(A-.) ) a Hopf bifurcation 
occurs. A Hopf bifurcation can also be defined as a point where det(J) = 0,tr(J) = 0. At the 
Hopf bifurcation point the involved equilibrium becomes unstable when it was stable 
(supercritical) or stable when it was unstable (subcritical). Also, a periodic solution, a limit cycle, 
is bom that inherits the stability properties that the equilibrium had before the occurrence of the 
bifurcation. In the case when a stable point becomes imstable, while a stable limit cycle is bom, 
we have a supercritical Hopf bifiircation. When an unstable limit cycle is bom, while the 
equilibrium becomes stable, we have a subcritical Hopf bifurcation. 
1.1.2 Global bifurcation 
Global bifurcations occur when 'larger' invariant sets, such as periodic orbits, collide with 
equilibria. This causes changes in the topology of the trajectories in the phase space which 
cannot be confined to a small neighborhood, as in the case with local bifurcations. In fact, the 
changes in topology extend out to an arbitrarily large distance. 
Examples of global bifurcations include: 
• Homoclinic bifurcation in which a limit cycle collides with a saddle point. 
• Heteroclinic bifurcation in which a limit cycle collides with two or more saddle 
points. 
• Infinite-period bifurcation in which a stable node and saddle point simultaneously 
occur on a limit cycle. 
• Global bifurcations can also involve more complicated sets such as chaotic attractors. 
1.1.2.1 Homoclinic bifurcation 
A homoclinic bifurcation is a global bifurcation which often occurs when a periodic 
orbit collides with a saddle point. 
The image below shows a phase portrait before, at, and after a homoclinic bifurcation in 2D. 
Fig. 1.5: Homoclinic bifurcation 
For small parameter values, there is a saddle point at the origin and a limit cycle in the first 
quadrant. As the bifurcation parameter increases, the limit cycle grows until it exactly intersects 
the saddle point, yielding an orbit of infinite duration. When the bifurcation parameter increases 
further, the limit cycle disappears completely. 
1.1.2.2 Heteroclinic bifurcation 
A heteroclinic bifurcation is a global bifurcation involving a heteroclinic cycle. 
Heteroclinic bifurcations can be of two types: 
• Resonance bifurcations: At a resonance bifurcation, the stability of the cycle changes 
when an algebraic condhion on the eigenvalues of the equilibria in the cycle is 
satisfied. This is usually accompanied by the birth or death of a periodic orbit. 
• Transverse bifurcations: A transverse bifurcation of a heteroclinic cycle is caused 
when the real part of a transverse eigenvalue of one of the equilibria in the cycle 
passes through zero. This will also cause a change in stability of the heteroclinic cycle. 
Both types of bifurcation will result in the change of stability of the heteroclinic cycle. 
1.1.2.3 Infinite-period bifurcation 
An infinite-period bifurcation is a global bifurcation that can occur when two fixed 
points emerge on a limit cycle. As the limit of a parameter approaches a certain critical value, 
the speed of the oscillation slows down and the period approaches infinity. The infinite-period 
bifurcation occurs at this critical value. Beyond the critical value, the two fixed points emerge 
continuously from each other on the limit cycle to disrupt the oscillation and form two saddle 
points. 
1.2 Chaos theory 
Chaos theory describes the behavior of certain dynamical systems that is, systems whose 
states evolve with time that may exhibit dynamics that are highly sensitive to initial conditions 
(popularly referred to as the butterfly effect). As a result of this sensitivity, which manifests itself 
as an exponential growth of perturbations in the initial conditions, the behavior of chaotic 
systems appears to be random. This happens even though these systems are deterministic, 
meaning that their fiiture dynamics are fully defined by their initial conditions with no random 
elements involved. This behavior is known as deterministic chaos, or simply chaos. 
Systems that exhibit mathematical chaos are deterministic and thus orderly in some sense; this 
technical use of the word chaos is at odds with common parlance, which suggests complete 
disorder. However, even though they are deterministic, chaotic systems show a strong kind of 
unpredictability not shown by other deterministic systems. 
1.2.1 Attractor 
An attractor is a set to which a dynamical system evolves after a long enough time. That 
is, points that get close enough to the attractor remain close even if slightly disturbed. 
Geometrically, an attractor can be a point, a curve, a manifold, or even a complicated set with a 
fractal structure known as a strange attractor. Describing the attractors of chaotic dynamical 
systems has been one of the achievements of chaos theory. The trajectory of attractor may be 
periodic or chaotic or of any other type. The well known example of a chaotic attractor is the 
Lorentz attractor shown in the figwe below. 
Fig. 1.5 (471: The Lorentz attractor: the best-known chaotic attractor 
1.2.2 Basin of Attraction 
Roughly speaking, an attractor of a dynamical system is a subset of the state space to 
which orbits originating from typical initial conditions tend as time increases. It is very common 
for dynamical systems to have more than one attractor. For each such attractor, its basin of 
attraction is the set of initial conditions leading to long-time behavior that approaches that 
attractor. Thus the qualitative behavior of the long-time motion of a given system can be 
fundamentally different depending on which basin of attraction the initial condition lies in. 
A simple example is that of a point particle moving in a two-well potential with friction, as in 
Fig. (1.6a). Due to the friction, all initial conditions, except those at x = dx/dt = 0 or on its 
stable manifold eventually come to rest at either x = %o or x = —XQ, which are the two attractors 
of the system. A point initially placed on the unstable equilibrium point, x = 0 will stay there 
forever; and this state has a one-dimensional stable manifold. Fig (1.6b) shows the basins of 
attraction of the two stable equilibrium points, x = ±XQ where the crosshatched region is the 
basin for the attractor at x = XQ and the blank region is the basin for the attractor atx = — XQ. The 
boundary separating these two basins is the stable manifold of the unstable equilibriumx = XQ. 
Fig. 1.6 [48]: (a) Double well potential K(x), and (b) the resulting basins of attraction. 
1.2.3 Fractals 
A fractal is "a rough or fragmented geometric shape that can be split into parts, each of 
which is (at least approximately) a reduced-size copy of the whole" a property called self-
similarity. Roots of mathematical interest in fractals can be traced back to the late 19th Century; 
however, the term "fractal" was coined by Benoit Mandelbrot in 1975 and was derived from the 
Latin fractus meaning "broken" or "fractured." A mathematical fractal is based on an equation 
that undergoes iteration, a form of feedback based on recursion. 
A fractal often has the following features: 
• It has a fine structure at arbitrarily small scales. 
• It is too irregular to be easily described in traditional Euclidean geometric language. 
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It is self-similar (at least approximately or stochastically). 
It has a simple and recursive definition. 
Fig. 1.7 [49]: The mandelbrot set is an example of a fractal 
1.2.4 Riddled basins 
Riddled basins of attraction are basins with fractal boundaries in which every point in a 
basin of attraction is arbitrary close to a point in a different basin. Almost every point (initial 
condition) in a basin is on the fractal boundary, with the implication that small perturbations in 
initial conditions can change the final attractor of the dynamics. 
The key requirements for the occurrence of the riddled basins are that 
(i) The dynamical system must possess an invariant subspace containing a chaotic attractor. 
(11) The overall dimensionality of the phase-space must be larger than that of the subspace. 
When multiple attractors with riddled basins are present in a system it is impossible to predict the 
ultimate attractors of the dynamics in such models. 
1.2.5 Crises 
Considering a dynamical system with a chaotic attractor, qualitative changes 
(bifurcations) of such attractors can occur as a system parameter is varied. Very commonly, these 
changes occur due to the collision of the chaotic attractor with an unstable invariant set, typically 
an unstable periodic orbit (equivalently, a collision with the stable manifold of the unstable 
u 
periodic orbit). Such events are called crises. Here by a collision, we mean that for a system 
parameter p below (or above) a critical crisis valuep,,, the attractor does not contain the unstable 
periodic orbit with which it collides, but that, at p = p^ the attractor does contain it (here we 
define an attractor as the closure of an orbit originating from a typical initial condition in its 
basin of attraction). 
In general, crises result in discontinuous changes in the chaotic attractor, and different types of 
crises may be distinguished on the basis of the different types of changes that they induce. 
There are mainly three types of crises 
• Boundary crises, in which a chaotic attractor is suddenly created or destroyed 
• Interior crises, in which a chaotic attractor experiences a sudden change in size and shape 
• Symmetry restoring (or breaking) crises, in which a number of symmetrically disposed 
chaotic attractors merge (or, inversely, split). 
1.3Mathematical Preliminaries 
1.3.1 Equilibrium Points 
In mathematics, the point :t £ M" is an equilibrium point for the differential equation 
dx . -. 
; ^ = / a ^ ) (1.9) 
if fit,x) = 0 for all t. 
1.3.2 Characteristic equation 
The linearization of system (1.9) about its equilibrium points x* gives 
where .4 is a constant n*n matri.x and Uit) is a small deviation of the solution x(t) from tlie 
equilibrium x*, then the equation 
p(A) = detiA - AI) 
is called the characteristic polynomial and 
1.; 
p(A) = 0 (1.11) 
gives the roots of the characteristic polynomial. The root A of the characteristic equation (1.11) 
is called the characteristic root or eigen value of the matrix A. 
Theorem 1.1: An equilibrium point L/ = 0 of the system (1.10) is asymptotically stable if and 
only if all the eigen values of matrix A have negative real parts. 
1.3.3 Routh-Hurwitz Stability Criterion 
Equation (1.11) gives 
±p(A) = /l" + aiA"-^ + \ar,-xX^an = 0 (1.12) 
The presence of negative coefficient Oj implies that there is a positive real root of equation 
(1.12). When the entire coefficients are positive there are various ways of testing whether all real 
parts of the roots are negative. The Routh-Hurwitz stability conditions for n = 2,3,4, and 5 arc 
given below 
n = 2 tti > 0; 02 > 0. 
n = 3 ai > 0; a-^ > 0; 0^02 > a^. 
n = 4 Oi > 0; 03 > 0; a^ > 0; a^a2a^ > ^3 + ^104 
n = 5 tti > 0[i = 1,2,3,4,5]; 010203 > of + 0^04; 
(0104 - a5)(aia203 -aj- 0^04) > 05(0102 - 03)^ + OiO .^ 
1.3.4 Kolmogorov's Theorem [19] 
Kolmogorov [ 19] write one-predator and one-prey system as 
dH 
- = HF(H.P) 
dP 
— ^PG{H,P) 11.13) 
Kolmogorov's Theorem says that predator-prey systems of the fonn (1.13) have either a stable 
equilibrium point or a stable limit cycle, provided that F and G are continuous functions o( H 
and P throughout the domain H > 0,P > 0, and that 
dF 
i. — < 0 
dP 
' "im) ^pQ<o 
13 
dG 
iii. :— < 0 
dP 
IV. 
V. F ( 0 , 0 ) > 0 
It is also required that there exist quantities A, B, C such that 
vi. F(0,A) = 0, with A > 0 
vii. F(5,0) = 0, withB > 0 
viii. G(C,0) = 0, withC > 0 
ix. B > C. 
1.4 N-P-Z Models 
N-P-Z Models (i.e. Nutrient-Phytoplankton-Zooplankton Models) concern aquatic 
populations defined as below 
• Nutrient- Nutrients are in the form of gasses like nitrogen, carbon, oxygen etc. which 
are taken by phytoplanktons. 
• Phytoplankton- Phytoplanktons are the aquatic plants that are mostly unicellular and 
take up nutrients from the water in order to photosynthesise. 
• Zooplankton- The phytoplanktons are grazed upon by the animal zooplanktons, which 
in turn provide sustenance for the higher trophic levels of the food web. 
1.5 Epidemic models [37] 
Mathematical models on infectious diseases are important tools in analyzing the spread and 
control of infectious diseases. The model formulation process clarities assumptions, variables. 
and parameters; moreover, models provide conceptual results such as tliresholds, basic 
reproduction numbers, contact numbers, and replacement numbers. 
For mathematical modeling on infectious diseases compartments with labels such as M. S. E. 1. 
and R are often used to show the epidemiological classes 
inn 11 ^ i !.i';ri 
M f... ^ / • ^ 
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Fig. 1.7: The general transfer diagram for the MSEIR model with the passively immune class M, the susceptible 
class S, the exposed class E, the infective class 1, and the recovered class R. 
• Class M- If a mother has been infected, and then some IgG antibodies are transferred 
across the placenta, so that her newborn infant has temporary passive immunity to an 
infection. The class M contains these infants with passive immunity. 
• Class S- After the maternal antibodies disappear from the body, the infant moves to the 
susceptible class S. Infants who do not have any passive immunity, because their mothers 
were never infected, also enter the class S of susceptible individuals; that is, those who 
can become infected. 
• Class E- When there is an adequate contact of a susceptible with an infective so that 
transmission occurs, then the susceptible enters the exposed class E of those in the latent 
period, who are infected but not yet infectious. 
• Class I- After the latent period ends, the individual enters the class I of infectives, who 
are infectious in the sense that they are capable of transmitting the infection. 
• Class R- When the infectious period ends, the individual enters the recovered class R 
consisting of those with permanent infection-acquired immunity. 
The choice of which compartments to include in a model depends on the characteristics of the 
particular disease being modeled and the purpose of the model. The passively immune chiss M 
and the latent period class E are often omitted, because they are not crucial for the susceptible-
infective interaction. Acronyms for epidemiology models are often based on the flow patterns 
between the compartments such as MSEIR, MSEIRS, SEIR, SEIRS, SIR, SIRS, SEl, SEIS. SI. 
and SIS. 
1.5.1 Basic reproductive number RQ 
The tlireshold for many epidemiology models is the basic reproduction number/v'Q. which 
is defined as the average number of secondary infections produced when one infected individual 
is introduced into a host population where everyone is susceptible. For many deterministic 
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epidemiology models, an infection can get started in a fully susceptible population if and oni> 
ifRo > !• Thus the basic reproduction number RQ is often considered as the threshold quantit\ 
that determines when an infection can invade and persist in a new host population. 
1.6 Ratio dependent models of predation 
In these models the functional response depends on the ratio of prey and predator densities. 
This reflects that predators must share the available prey. Earlier models are suitable in 
homogeneous situations; the ratio dependent models are more suitable in heterogeneous 
situations. The classical simple prey-predator models suffer from two types of problems: paradox 
of enricliment and that of biologically control paradox. While, the ratio dependent prey-predator 
models are free from these types of problems. 
1.6.1 Paradox of enrichment 
Limit cycles occurring in biological systems are often associated with an increased 
extinction probability, and as such the Hopf bifurcation can be called a destabilizing occurrence 
in these models. The basis for this goes back to one much debated issue in the theoretical 
ecological literature: the 'paradox of enrichment' by Rosenzweig [39,1971]. 
Rosenzweig and MacArthur [6] discussed a two dimensional predator-prey model that displayed 
some interesting properties. In the model the prey x has logistic growth, while the predator y 
feeds on the prey following a Rolling type II functional response. 
Axy x = Rx{l-^) 
B+x 
where R is intrinsic growth rate. K is carrying capacity, A and B are constants for attack rate on 
and handling time of prey. C is yield on eaten prey biomass and D is the death rate of the 
predator. The Jacobian of this model is written as 
J = 
R (A ^\ ^^ ^y ^^y y4x -
^^V^ K) K 5+x"^(g+-^)2 fi+x 
CAy CAxy CAy 
B+x (5+^)2 B+x 
(1 .15) 
Rosenzweig and MacArthur [6] showed that an increase in food availability for the prey did not 
lead to more prey biomass. For that look at the expressions for the isoclines, obtained by putting 
Eqn. (1.14) equal to zero 
DB 
^ ~ CA-D 
^ KA 
The expression for the prey biomass does not depend on K. Instead the predator biomass would 
increase. For increased values of A^  a Hopf bifurcation would eventually occur, leading to larger 
and larger limit cycles. In the follow-up paper Rosenzweig [39] argued this to be a paradox 
effect - an increase in food availability leads to the extinction of species. 
1.7 Abstract of the Thesis 
The present thesis comprises five chapters under the titles: 
Chapter-1: Introduction 
Chapter-2: Bifurcation in predator-prey models 
Chapter-3: Bifurcation in phytoplankton and zooplankton population models 
Chapter-4: Bifurcation in epidemic models 
Chapler-5: Complexity in three species ratio dependent predator-prey model 
In chapter- II we present some recent models on the predator-prey interactions. In section 2.2. we 
discuss the Lotka-Volterra model and its various variants (or modifications). In section 2.3. L we 
have given Aziz-Alaoui [2002] model which is based on the modified version of Leslie-Gower 
model. This model explores the behavior of the system using phase portraits of sequences of 
period-halving bifurcation leading to limit cycles and period-doubling bifurcation which leads to 
chaos. In section 2.3.2 we have given Upadhayay [2003] model in which he numericalh 
explores Riddled basin having multiple attractors for the different choice of parameters. In 
section 2.4 we have given A. Maiti, A.K. Pal and G.P. Samanta [2008] model which incorporates 
time delay. They give the stability criteria in the presence of delay. 
In chapter III, we have given some recent work on the phytoplankton and zooplankton 
population models. In section 3.2 we have given Edwards and Bees [2001] model along with the 
numerically computed bifurcation diagrams and illustrating the ''xistence of two transcritica! 
bifurcations and a 'three-way transcritical bifurcation' for different choice of parameters. Section 
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3.3 contains Upadhyay and Chattopadhyay [2005] Model. In this model, qualitative analysis of 
the asymptotic behavior of the system using realistic regions of parameters is given. Their resuks 
indicate that increasing the strength of toxic chemical release by TPP population reduces the 
propensity of chaotic dynamics and changes the state of chaos to limit cycle and tlnalK settles 
down to stable focus or order. In section 3.4 we consider Gakkhar and Negi [2006] Model. The\ 
proposed a toxin producing phytoplankton (TPP) and zooplankton system with the assumption that some 
of the phytoplankton is infected by viral disease. They have shown the supercritical hopf bifurcation and 
limit cycles with respect to infection parameter. They investigated that their parameter can control 
irregular amplitude quasi-periodic behavior, which may be responsible for bloom. In section 3.5 we 
have given the Upadhyay, Naji and Kumari [2007] Model. They compared the dynamical 
complexity of two nonlinear deterministic prey-predator models of aquatic ecosystems. The first model 
has two kinds of predators: specialist as well as generalist. The second one has only one kind of predator 
that is the specialist predator. They investigate the dynamical complexity in these model systems with the 
help of bifurcation study. 
In chapter IV we have given some recent work on the epidemic models. In section 4.2 contains 
some basic epidemic models. In section 4.3, we discuss Gomez-Acevedo and Li [2005] Model. 
Their model is based on the HTLV-I infection of CDA'^T cells. They have shown the existence of 
backward bifurcation for their model and found the conditions for which there is no chronic-
infection equilibrium, unique chronic-infection equilibrium and two chronic-infection 
equilibrium. Chitnis, Gushing and Hymen [2006] Model of Malaria is studied in section 4.4. 
They investigated that there is a disease-free equilibrium. They found the reproductive number 
/?o and stated that the disease-free equilibrium point is locally asymptotically stable if /?o < 1 
and unstable if/?o > !• The bifurcation diagram for their model is given. 
In chapter V we investigate a three-species ratio-dependent predator prey model system. We 
investigated the global dynamical behavior of the model through (local) stability results for its 
equilibriums and large time computer simulations. The chaotic attractors are obtained for the 
suitable choice of parametric values. 
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CHAPTER-2 
BIFURCATION IN PREDATOR-PREY MODELS 
2.1 Introduction 
In the present chapter, we present some recent models on the predator-prey interactions. In 
section 2.2, we discuss the Lotka-Volterra model and its various variants (or modifications). In 
section 2.3.1, we consider the modified version of Leslie-Gower model of Aziz-Alaoui [4] and 
analyze the reported numerically explored behavior of the system using phase portraits ot" 
sequences of period-halving bifurcation leading to limit cycles and period-doubling bifurcation 
which leads to chaos. In section 2.3.2, we concentrate on an interesting feature of this model 
studied by Upadhayay [7] called Riddled basin having multiple attractors. In section 2.4. we 
consider the time-delay model given by A. Maiti, A.K. Pal and G.P. Samanta [38]. In the last 
section 2.5, we present conclusions based on the results of models of this chapter. 
2.2 Classical Lotka-Volterra Model and its variants 
2.2.1 Classical Lotka-Volterra Model [1, 2] 
Populations in nature interact with each other on a regular long term basis. Two types of 
interactions that have been widely studied are predator prey and competitive in nature. Lotka [ 1 ] 
and Volterra [2] were supposedly the first to describe these interactions. Denoting x(t) the 
number of prey (say rabbits) species and y{t) that of predator (say fox) species, the Lotka-
Volterra [1,2] model can be described as 
dx 
— = x(a- by) 
dt 
— yimx — n) (_. 11 
where a, b, m, n are positive constant. 
Volterra mapping technique has been used to see exact orbit for model (2.1). From (2.1) we get 
dy _ y{rax-n) 
dx xia-by) 
Integrating (2.2) yields 
alogy - by = mx - nlogx + C (2.3) 
which may be written as 
Equation (2.4) can be written as 
uv = K 
where 
u = y^e-^y and v = x"^ e""'' 
It can be seen that either graph of (2.6) has the following shape 
(2 .4 ) 
( 2 . 5 , 
ISC'" 
Fig. 2.1 
Volterra mapping technique is based on superimposition of the two graphs of (2.6) in the two 
dimensional plane as shown below 
Fig. 2.2 
Orbits for the model (2.1) obtained from the Volterra mapping technique are shown in Fig. 2.3 
for a = 5, b = 3. m — 2, and n = 6. Critical points are (0,0) and (3,5/3), All orbits move in 
a counterclockwise direction. The constant K is determined by initial conditions (x.. v- i and is 
^'l^alto byo^mxo ^^ (3.5,/3), K = .156. 
y 
K=.0002 
Fig. 2.3 
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2.2.2 Logistic Model 
If the population of prey is large enough then the rabbits may be interfering with each 
other in their quest for food and space. This effect may be incorporated into model (2.1) h> 
modifying it as follows 
dx UX / x\ 
-=ax[l-^)-bxy dt 
dy 
dt = mxy — ny 
(2.7) 
where the prey population grows logistically in the absence of predators with a carrying capacit\ 
(n b\ 
of K. Model (2.7) has three equilibriums namely(0,0), (A'.O) and! — , - I . For the local 
stability of these equilibriums, model (2.7) needs to be linearized about each equilibrium and 
eigen values of corresponding Jacobian matrices are to be studied. An equilibrium is said lo bo 
locally stable if all the eigen values A of the Jacobian matrix are such that/?e/l < 0. Local 
stability results of equilibriums of model (2.7) are summarized in the following Table 2.1. 
Table 2.1 
Equilibrium point Jacobian Eigenvalues 
(0,0) ra 0 1 
Lo -n\ 
a,—n 
unstable 
(/c,0) -a -hK 
0 mK - nJ 
(—a, mK — n) Unstable If K > 
Vm b^ 
-an -bn 
mK 
ma(mK - n) 
mKb 
771 
0 
Complex with 
negative real part if 
n an 
m Am^ 
Asymptotically slabk 
2.2.3 Gary Harrison Model [40] 
Gary Harrison [40] modified model (2.7) and introduced the functional response of the 
predator in this model represented by a function f{x) as follows 
— = a3C ( l - ^ ) - bfix)y 
dy 
— = mf{x)y — ny (2.8) dt 
Many predators exhibit a "saturation" effect in their functional response when prey is abundant. 
One form of the function f{x) to model this is 
c+x 
where c is a positive constant. The particular form (2.9) of the function / ( x ) is called a Holling 
Type -II functional response of the predators. 
2.2.4 Rosenzweig and MacArthur Model [6] 
Rosenzweig and MacArthur used Holling Type -II functional response (2.9) in their 
model and presented the following model 
dx / x\ ^^y 
— = axil — ) dt y yf c-f-x 
dy mxy 
dt c+x ny (2.10) 
2.2.5 Leslie- Grower Model [3]: Ratio dependent effects 
Leslie-Grower [3] modified model (2.1) by considering the predator equation in U)gisiic 
form with prey population as carrying capacity. 
dx _ 
— — x(a - hy) 
dt 
^y ( y \ 
where the parameteis a,b,c,e are again positive constants. Here the ratio term y/x (equation 
editor) affects the growth of the predator. When predators are numerous and prey are scarce, y/x 
is large and the growth of predator population will be small. Conversely, when the supply of pre\ 
2i 
is ample for the predators, yjx is small and there is slight restriction on the increase ol" the 
predators. 
The orbits associated with the Leslie-Gower model are curves that spiral in toward the critical 
point. A typical phase plane trajectory of model (2.8) spiraling into the equilibrium point is 
shown in Fig. 2.4. In this figure, a = 1,6 = .1, c = 1, e = 2.5 with initial point XQ = 80, 
JQ = 20. The critical point is (25, 10). 
Fig. 2.4 
2.3 Some models showing bifurcating behavior of solutions 
2.3.1 Aziz-Alaoui Model [4] 
Aziz-Alaoui [4] has considered the following LesIie-Gower-type tri-trophic population 
model based on a modified version of the Leslie-Gower scheme [3, 5] 
dX ^ VQXY 
— = a.X - h.X^ -
clT 
dY 
dT 
UoX -bo -
= -a,Y + 
do+X' 
v^XY V2YZ 
di+X di+Y' 
dZ 
dT = c,Z^ 
^3Z2 
f7 ]^\ 
ds+Y' 
where X is prey population which serves as the only food for a predator Y. This specialist 
predator Y is, in turn, the prey of a top-predator Z. The interaction between species Y and its pre} 
X has been modeled by the Volterra scheme (predator population dies out exponentially in the 
:4 
absence of its prey). But the interaction between species Z and its prey lias been modeled by the 
Leslie-Gower scheme [3, 5] (the loss in a predator population is proportional to the reciprocal of 
per capita availability of its most favorite food). 
Here X(0) > 0, V(0) > 0; and Z(0) > 0, where X, Y and Z represent the population 
densities at time T; UQ, bo, VQ, CLQ, a-^, v-^, d ,^ V2, d2, c-^, v^ and d^ parameters assuming onl> 
positive values have following interpretations: UQ is the growth rate of prey X, bo measures the 
strength of competition among individuals of species X, VQ is the maximum value which per 
capita reduction rate X can attain, do rneasures the extent to which environment provides 
protection to prey X. a^ represents the rate at which Y will die out when there is no X, v^ and di 
have a similar meaning as VQ and dg, 1^2 o.nd v^ have a similar biological connotation as that of 
VQ and v-i, d2 is the value of Y at which the per capita removal rate of Y becomes 
y2/2, C3 describes the growth rate of Z, assuming that the number of males and females are 
equal, d^ represents the residual loss in species Z due to severe scarcity of its favorite food V; the 
second term on right-hand side in the third equation of (2.12) depicts the loss in the top-predalor 
population. 
It can be noted that the first two equations of system (2.12) are standard. By contrast, the third 
equation is absolutely not standard. Aziz-Alaoui obtains this equation by using the ratio-
dependent effects of the predator equation of Leslie-Gower model (2.11) and assuming that 
mating frequency is directly proportional to the number of males as well as females [17.18J. 
This third equation says that in the absence of the intermediate predator {i.e.Y = 0), the top 
predator Z goes extinct if 
c^d^ < v^, (2.13) 
and grows unboundedly if the opposite, which is, of course, biologically not acceptable, f his 
system can be considered as a rodent-snake-peacock food chain. 
Using the following scaling transformations 
^ = T" ^ , y = 7 — y, z = 7 z, T ^ —, 
bo boVo boVoVz UQ 
and 
a = , b = — ; c = — , a = 2— ' P ~ 
r = 
UQ UQ ao a^ boVoV2 V2 
dsVobo 
al 
with all parameter values positive values and further assuming that environment provides an 
equal protection for species X and Y that is do = di, the system (2.12) reduces to 
dx xy 
-— = x{l - x) , 
dt x+a 
dy cxy yz 
- b y -dt x+a y+d' 
dz ^ qz^ 
— = p 2 2 _ ( 2 . 1 4 ) 
dt y+r 
with initial conditions x(0) = XQ > 0, y(0) = yo > 0 and z(0) = Zg > 0. The state space 
of the system is the non-negative cone 1R+ = { (x, y, z) G M ,^ x > 0, y > 0, z > 0 }. 
Aziz-Alaoui [4] investigated the asymptotic behavior of orbits starting in the positive cone 
Int (E^) ^ {(x,y,z) 6 M^ ,x > 0,y > 0,z > 0}. 
He also noted Mjy the first non-negative quadrant Mjy = ((x, y) G M y^ , x > 0, y > O]. 
Aziz Alaoui has proved the following Lemma in [4] 
Lemma 2.1 [4]: The positive cone Int (M+) is invariant for system (2.14). 
2.3.1.1 Existence and stability of equilibria 
An equilibrium point of system (2.14) is found by solving the three equations 
X = y = z = 0. This system has three trivial equilibria (belonging to the boundary of 
Int (M+). i.e. at which one or more of populations has zero density or is extinct): 
£-0 = (0,0,0), £-1 = (1,0,0) and E2 = (d,Ci~ - 0)(.a +e),0), (2.15) 
where 
ab 
0=—r, (2.16) 
c-b 
( by assuming c ^ b that is a^ ^ v^, the maximum value which per capita reduction rate of Y 
can attain is different from the rate at which Y will die out when there is no X). E2 belongs to the 
xy — plane and is obviously a relevant equilibrium of system (2.14) (i.e.x > 0,y > 0 ) 
ifO < 0 < 1. 
It can be noted that 6^0, since all parameters of the system assume only positive values. 
furthermore if 0 = 1 then Ei = £2- The last trivial solution is the point 
I 0 , - — r, —6 ( - — r + d j I which is not feasible in the non-negative cone M.+ because 
at least of its coordinates is negative. 
The system (2.12) has also positive equilibria as follow: 
E+ = (x+,y,z+'), and £"_ = (x_,y,2_), 
where 
2 x V 2 
_ 1—g 
x+ — ^^— ±{m-y) . 
- f/ 
y = - — r, 
^i = ( - * + S : ) (?+'*>• 
2.3.1.2 Behavior near the xy — plane and Hopf bifurcation 
Since top predator Z may disappear when one of the other population dies out. various 
characteristics of the system (such as persistence) depend only on its behavior near the 
xy — -plane. Therefore, the study of the system near the xy — plane may give some relevant 
information. 
Restricting the system (2.13) in the xy - plane Mjy by substituting z = 0 in it. it becomes 
dx xy 
— = x( l — x) — dt x+a 
dy cxy 
dt x+a -by. (2.17) 
The equilibrium points of this system are: 
(i) £o(0,0), (ii)£i(l,0) and (iii) £2(^2.y2X where 
X2= e and y2 = ( l - 0 ) ( a + 0). (2.18) 
obviously, these points are the restriction of EQ, E-^ and £"2 toIR^y. Note that, in order to 
guarantee the existence of an interior equilibrium of (2.17) to the positive first quadrant 
Int(Rly), it is necessary to assume that 0 < 0 < 1 is satisfied. 
The following results have been proved for the system (2.17) in [4]. 
Theorem 2.1 [4]: If c < fa, then E^  is globally asymptofically stable. 
Theorem 2.2[4]: If E2 exists in Uxy ^nd if it is locally asymptofically stable (i.e. ( / ( I -
a)/2 < G < 1), then it is globally stable. 
Theorem 2.3[4]: E2, interior equilibrium of (2.17), 
(i) is (locally) asymptotically stable if (^(^2) < 0 where (p is defined as 
(Pixz) = (X2)s(x2) ( ^ I n ( ^ ^ ) ) _^ with s(x) = 1 - x,u(x) = x/(a + x). 
(ii) is unstable if ^(^2) > 0 
(iii) is globally stable i f—7 In —7—I ) < 0 for 0 < x < 1. 
dx^ \ \u{x) )J 
Theorem 2.4[4]: Suppose that condifions (0 <Q < 1) and (a < 1) hold. Then, equilibrium 
point £2 undergoes a Hopf bifurcafion at Q — QQ = {\ — a)/2. 
2.3.1.3 Numerical results 
Aziz-Alaoui has integrated system (2.12) very accurately in double precision for 
different initial conditions and for different variations of parameters. He chose step size equal to 
10"'* or less and discarded first 10^ steps to avoid the transient effects. For all his figures, he 
varied a^ or C3 as bifurcation parameters and fixed all other parameters as; 
\ = 0.06, Vo = 1.0. do = d^ = d2 = 10.0, a^ = 1.0, v^ = 2.0, V2 = 0.405, 
1^3 = 1.0, d^  = 20.0. (2.14) 
For all his figures he took 
(JoTo,Zo) = (1.2,1.2,1.2) (2,20) 
as initial point unless mentioned otherwise. 
Period-doubling bifurcation 
Fig 2.5 below shows a sequence of period-doubling of limit cycles. This is also presented b} ihc 
symbolic diagram of Fig (2.6). Fig (2.7) displays a tri-dimension view of the strange attractor. 
IH 
The remarkable fact is that both stable attractors given by Figs. (2.5c) and (2.5d) coexist for the 
same parameters given by (2.19), C3 = 0.038 and fora^ £ [1.780, 1.891], but for different initial 
conditions, see Figs. 2.6, and 2.8. 
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Fig 2.5: Phase portrait in tiie XY-plane, for system (2.12), showing the transition to chaos, via period-doubling from 
a limit cycle to strange attractors, with Cj = 0.038, the set of parameters given by (2.18) and the initial condition 
given by (2.20). Parameter OQ is given in each figure. Figures {a)-{c) correspond to the first (type 1) periodic 
window, and figures (d)- (i) to the second (type II). 
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Fig (2.6): Symbolic diagram specifying the attractors of system (2.12) for c^ - 0.038, the set of parameters given 
by (2.19) with 0 < OQ < oo, and the initial condition given by (2.20). A stable equilibrium point is denoted by "EP". 
a stable limit cycle of period k by 'k-CL', a quasiperiodic trajectory by 'QP', a strange attractor by 'SA'. For a^ £ 
[1.780, 1.891], two coexisting period doubling cascades are observed, they are denoted by type 1 (Tl) and type II 
(T2). 
Fig. 2.7: Tri-dimension view of the phase portrait of the system (2.12) with c^ — 0.038, the set of parameters given 
by (2.19), Qg = 2.1 and the initial condition given by (2.20). 
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Fig 2.8: Projection on the XY - plane of coexistent stable limit cycles of the system (1), for the parameters (2.19), 
C3 = 0.038. and UQ = 1.7925.. The initial conditions are: (a) a stable limit cycle of t)pe I for initial condition 
(1.2,1.2,1.2); (b) a stable limit cycle of type II for initial condition (0.1,0.1,0.1); (c) both cycles plotted together 
it) 
Indeed, when more than one critical points are identified it may appear that two bifurcations 
involving low periodic orbits induce simultaneously a periodic window. In such a case, two co-
existing stable limit cycles may be observed, we qualify theses limit cycles by solutions of type 1. 
Figs. 2.5(a)-(c), or type II, Figs. 2.5(d)- (i). This means that it is possible for the behavior of the 
three species to change completely if the initial amount of one of these species changes, even if 
the parametric values remain unchanged, a natural fact. This may occur when for example an 
epidemic arises. When two attractors co-exist the epidemic may induce a transition from one 
attraction basin to the other, therefore, the dynamical behavior after the disease may be different 
from the one observed before. 
For the same parameters given by (2.19), if we fix c^ = 0.03, the strange attractor given in the 
previous figures change slightly, we obtain another strange attractor Fig. 2.9(a), revealed via a 
period-doubling cascade the diagram of which is given by Fig. 2.9(b). 
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Fig 2.9: (a) Phase portrait in the XY-plane of a strange attractor exhibited by system (2.12) with the set of 
parameters given by (2.19), the initial condition given by (2.20) and with OQ = 1.93, c-^ - 0.03. (b) The (oo.A") 
bifurcation diagram for the same parameters. 
Period-halving bifurcation 
The period-doubling phenomenon leading to chaos is a well-known feature of a range of 
31 
nonlinear differential equations. Nevertheless this phenomenon can suddenly break down and 
reverse, giving rise to period-halving bifurcations leading to stable limit cycles. By using the 
parameters given by (2.19) and with C3 = 0.03, ao varying, Fig. 2.10 shows such a chain of 
period-halving. 
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Fig 2.10: Phase portraits in the XY-plane for system (2.12) showing the transition from chaos to a stable period-1 
limit cycle via period halving with the parameters given by (2.19), C3 = 0.03 and the initial condition given b> 
(2.20); the parameter QQ is given in each figure. 
Numerical observations on the behavior near the XY — plane close to E2 
For small UQ there is no limit cycle in the XY-plane and E2 has a two-dimensional stable 
manifold (the XY-plane) and one-dimensional manifold transverse to the XY-plane. At this 
stage, even in the presence of the top-predator, the population sizes readily moves towards £'2 
(see Fig. (2.11). 
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Fig 2.11: Projection on the XY-plane of the solution exhibited by system (2.12) for the parameters given by (2.19). 
ao=1.5 and c^ = 0.038. The chosen initial condition is A'o = 10.1, VQ = 30.1 and ZQ = 0.1: the equilibrium £2 '^  
globally stable. 
As UQ increases, (when 6 becomes less than (1 — a)/I), and if the initial quantity ZQ of the top-
predator is small, a Hopf bifurcation occurs in the XY-plane (see Theorem 2.4), that is the 
interaction between species X and Y become oscillatory and a planar limit cycle appears (see 
Fig. (2.12) below). If this initial quantity ZQ is not small, even if the parameter a^ remains fixed 
and does not increase, the limit cycle's period doubles through a sequence of period-doubling 
bifurcations. 
. b;, 
Fig 2.12: Projection on the XY - plane of the solution exhibited by system (2.12) for the same parameters, as the 
previous figure, but UQ = 2:\ and for smallZo. The chosen initial condition is A'o = 10.1, VQ = 30.1a?if/Z,, = 
0.001, the equilibrium E2 of the previous figure has lost its stability and a stable limit cycle appears. 
2.3.2 Aziz Alaoui Model revisited by Upadhyay [7]: Multiple attractors and 
crisis route to chaos 
In the previous section (2.3.1), we have reported modified Leslie-Gower model and its 
behavior near the xy — plane and Hopf-bifurcation, period doubling bifurcation, coexistence of 
a 
period-doubling cascade, transition from chaos to a stable period-1 limit cycle via period halving 
bifurcation. 
In this section we report an interesting phenomenon of Aziz Alaoui Model called Riddled Basin 
as studied by Upadhyay [7]. Riddled basins of attraction are basins with fractal boundaries in 
which every point in a basin of attraction is arbitrary close to a point in a different basin [8]. 
Almost every point (initial condition) in a basin is on the fractal boundary, with the implication 
that small perturbations in initial conditions can change the final attractor of the dynamics. 
The key requirements for the occurrence of the riddled basins are 
(i) The dynamical system must possess an invariant subspace containing a chaotic attractor 
(ii) The overall dimensionality of the phase-space must be larger than that of the subspace 
When multiple attractors with riddled basins are present in a system it is impossible to predict the 
ultimate attractors of the dynamics in such models. 
2.3.2.1 Food-chain model 
Consider the following model of a simple prey—specialist predator—generalist predator 
interaction (Fig 2.13). 
Plant k 
w 
Insect pest w Spick* r 
(Prey) (Specialist predator) (Generalist predator) 
Fig 2.13: Typical ecological situation presented by food-chain model (2.21) 
This interaction is represented by the following system of ordinary differential equations: 
dx _ wxy 
— — n,x — h.r — 
dt 
dy 
dt 
dz 
 a^x - h^x^ 
= -a2y + 
x+D 
w-j^xy W2yz 
X+D-, x+Do' 
(2.21: 
— cz"" 
W3Z' 
dt y + D^ 
The model (2.21) can be simply obtained by replacing the terms X, Y,Z, UQ, b^, VQ, do, a^, 
Vi,d-^,V2,d2>C3>^3'd3 to the terms x,y,z,ai,b-^,w,D,a2,w-i,Di,W2.D2,c,W3,Dj\n the model 
(2.12). Therefore all the parameters in model (2.21) have the same meaning as in the model 
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(2.12). Using the similar scaling transformation as for the model (2.12), the system (2.21) 
reduces to 
dX , XY 
— = Xil-X)-
dT ^ X+A 
dY W.XY YZ 
dT ""'^(X+A^) (Y+A^y ' " • " ' 
dZ ., W^Z^ 
2 
dT (Y+A3) 
The above scaling reduces the number of parameters in the model (2.21) from 12 to 8. The 
interesting fact is that in first equation of system (2.22), carrying capacity of the environment 
(K = a-i^/b^) and a^ (the growth rate of preyx) are absent. By fixing other parameters. K or a^  
may be used as a control parameter. 
For finding biologically meaningful parametric values R.K. Upadhyay [7] used the application of 
Kolmogorov theorem (see [May, 19]) and the Pseudoprey method [7, section-3]. 
Therefore the set of parameter values for which the system admits a chaotic solution is found to 
be: 
ai = 1.93, b^ = 0.06, w = 1.0, D = 10.0, a^ = 1.0, w^ = 2.0, 
Di = 10.0, W2 = 0.405, D2 = 10.0, c = 0.03, W3 = 1.0, D3 = 20. 
2.3.2.2 Results 
The local stability analysis yields some constraints on the parameters for the existence 
of asymptotic stability of equilibria of model (2.22). If the parameters are chosen in such a way 
that they violate the conditions of local stability then we obtain stable limit cycles in phase space. 
The geometrical object (phase portrait) with zero phase volume and represented by a point on the 
phase plane is called a stable focus. If the system trajectory evolves strictly on a closed path, then 
the attractor is said to be a limit cycle attractor. On the other hand, if the trajectory meanders in a 
bounded phase space of finite volume and there is only one asymptotic attractor, then the 
corresponding attractor is called a chaotic attractor. The dynamics with multiple attractors ha\ c 
sensitive dependence on initial condition but two or more asymptotic aitractors co-exist. 
J5 
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Fig. 2.14: Bifurcation diagram for food-chain model (2.21) at a^ = 1.93. Rest of the parameters are /5, = 0,06. 
w = 1.0, D = 10.0, a2 = 1.0, Wi = 2.0, Dj = 10.0, W2 = 0.405, D2 = 10.0, c = 0.038, W3 = 1.0, D3 = 20 
Two different attractors are observed in 1,7804 < aj < 1.891. The stable limit cycle followed by a period-doubling 
cascade for Oj = 2.002. 
Fig. 2.14 shows the bifurcation diagram for the model system (2.21) for the parameter c — .038, 
Ui = 1.93, w = 1.0, D = 10. Two different attractors are observed whenl.7804 < a^ < 
1.8915.. Two co-existing period-doubling cascades are observed. The chaotic attractor issued 
from the main one is destroyed by a boundary crisis with the unstable periodic orbit created by 
the saddle-node bifurcation observed for % = 1.7804. The stable limit cycle is destabilized 
through a period-doubling bifurcation followed by a period-doubling cascade for a^ = 2.002. If 
the parameter a^ is varied on the range 1.65 < a^ < 3.65. A period-doubling cascade is 
observed. After the accumulation point, the behavior settles down onto a chaotic attractor. When 
a^ is increased new periodic orbits are created. Two different bifurcations are involved, first 
period-doubling bifurcations that are easily identified in the main period-doubling cascade but 
also within each periodic window. Second, saddle-node bifurcations, creating one stable limit 
cycle and one unstable periodic orbit, both having the same period, may be identified at the 
beginning of each periodic window. Here the most observable periodic windows are the one 
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associated with the nnain period-doubling cascade and the other associated with the saddle-node 
bifiitcation inducing the stable pCTiod-1 limit cycle. Wten c = 0.031, two second pmodic 
windows are observed for different values of the self-growA rate parameter a^ of the prey .v. 
The basin boundary calculations are presoited as color diagrams. In tt» color figures, tl^ 
meaning of various colors is as follows: 
• Daric blue: color of points that diverge fiom the screen area. 
• Greeo: color of first attractor. 
• Sky blue: basin of first attractor. 
• Red: color of second attractor. 
• Maroon: basin of second attractor. 
• Brown: color of third attractor. 
• White: basin of third attractor. 
• Yellow: color of chaotic attractor. 
F ^ 2.15: YZ(-5Q S K < 125. -470 s Z < 70) view of tfie basin boundary structure in food-chain model (221) 
for co-existing attractors ate = 0.029 and Ci = 1.93 (rest ofthe parameter values are the same as in Fig. (2.14)). 
Fig (2.15) gives the YZ(-50 S K ^ 125, -470 S Z ^ 70) view ofthe basin boundary structure 
of chaotic attractor (shown in red color) which co-exists with the limit cycle attracts (bro\ )wn 
color) and the line attractor (green color) in system (2.21) at a^ = 1.93, c = 0.029 and 
H^2 = 0.405. It has been observed that three attractors may co-exist, i.e., there are three 
attraction basins from which the asymptotic behavior settled down onto three different attractors. 
The line attractor has a large basin. A part of the basin of the chaotic attractor has also been seen 
in the right bottom comer of the Fig. (2.15). The limit cycle attractor exists in the basin of the 
line attractor. The basin of the limit cycle attractor divided into two parts, both having sawtooth-
like boundary with the basin of the line attractor. Upadhyay observed riddled basins [10] for a 
line attractor lying in the Y direction which co-exists with the chaotic attractor as well as limit 
cycle attractor. In this case, each basin of attraction is full of holes at arbitrarily small scales and 
the dynamics with riddled basin of attraction have a fractal boundary. In particular, these systems 
have an attractor with a basin such that every point in the basin has pieces of another basin 
arbitrarily nearby. A natural outcome of the system (attractor) cannot be predicted with certainty 
if there is any error in the measurement of the initial condition. Since these errors are 
unavoidable, riddled basins always lead to unpredictable outcomes. The interesting feature to 
note here is that the riddled basin lies in the basin of the repeller which has many rectangular and 
square holes created by stable focus, limit cycle and chaotic attractors. This complicated basin 
boundary structure suggests that the system dynamics may have loss of even qualitative 
predictability in the case of external disturbances. As pointed out earlier, chaotic behavior is 
observed in very narrow parameter regimes. This observation, along with the conclusion drawn 
from the basin boundary diagrams, suggests that the common notion of dynamical stability may 
have a very restricted practical value. In this case, the system's dynamics jumps from one 
attractor to the other when perturbed by external disturbances. 

Fig. 2.16: Basin boundary calculations for food-chain model (2.21) at: (a) c - 0.029 and a^  = 1,93 in the domain 
(-50 < Af < 50, -50 < y < 50); (b) c = 0.031 and Oj = 1.93 in the domain(-50 < A" < 50, -50 < K < 50). 
Rests of the parameter values are same as in Fig. (2.14). 
In (Fig 2.16 a and b) XY ( -50 < A' < 50, - 5 0 < K < 50) view of the basin boundary 
calculations are presented for the chaotic attractors at c = 0.029 and 0.031 respectively. The 
values of other parameters are taken same as in Fig. (2.14). As the value of the parameter c is 
increased, there is an increase in the size of the attractor (see Fig. 2.16(b)). The encroachment 
into the basin of chaotic attractor by the basin of attractor at infinity (shown in green color here) 
can be observed. The increase in size of a strange chaotic attractor as the system parameter is 
varied is considered to be the hallmark of the crisis route to chaotic dynamics. The crisis occurs 
precisely at the point where the unstable periodic-3 orbit created at the original saddle-node 
bifurcation intersects with the narrow chaotic region, and causes termination of attractor and its 
basin. Here, it is observed that the chaotic dynamics with riddled basin have a fractal boundary. 
That is, if p is any point in the first attractor's basin, then if one defines a ball of radius 
£ centered at the point p in the phase-space, this ball has a non-zero fraction of its volume lying 
in another attractor basin than those of the point p and this is regardless of how small £ is. For 
such a system it is impossible to predict, from a given initial condition, what trajectory in phase-
space the system will follow. When the growth-rate of the generalist predator z is increased, it is 
observed that the saddle-node bifurcation is created for smaller values of the self-growth rate of 
prey x, whereas upon decreasing c, this saddle-node bifiircation occurs for larger values of a^. 
The food-chain remains near the equilibrium during a significant interval and large eruption of 
the population can be observed. The occurrence of such phenomenon in iterated maps was 
discussed by Gottlieb [20]. 
2.4 A. Maiti, A.K. Pal and G.P. Samanta model [38J 
2.4.1 Effect of time-delay on a food chain model 
The model analyzed by A. Maiti, A.K. Pal and G.P. Samanta [38] describes a tritrophic 
food chain composed of a prey, whose population density is denoted by X, a predator whose 
population density is denoted by Y and a super-predator (or top-predator), whose population 
density is denoted by Z. The brief sketch for the construction of the model which may indicate 
the biological relevance of it is given below 
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• Behavior of the entire community is assumed to arise from the coupling of these 
interacting species where Z prey on Y and only on Y and Y prey on X (see Fig. 2.17). 
These types of food chains are called domino effect: if one species dies out, all the 
species at higher trophic level die out as well. 
• It is assumed that in the absence of the predators the prey population density grows 
according to a logistic curve with carrying capacity/<• (K > 0), and with an intrinsic 
grovs^ h rate constant (r > 0). 
• Rolling type-II functional response is considered for the speciesCX, K), and also for the 
species(7, Z). 
ypccics X 
i 
species Y 
species Z 
Fig. 2.17: The feeding relationship in the food chain. 
Under the above considerations the tritrophic food chain model formed by A. Maiti, A.K. Pal 
and G.P. Samanta [38] is given by the following non-linear ordinary differential equations 
dZ CnYZ 
-^ = ^ - ^ ^ ' ^ ( 0 ) > 0 (2.23) 
where B^ and B2 are the maximal growth rates of the predator and the super-predator. 
respectively; Ci, C2 are the conversion rates; A^,A2 are the half saturation constants; and Di^,D2 
are the death rates of the predator and super-predator, respectively. 
To reduce the number of parameters and to determine which combinations of parameters control 
the behavior of the system, It is required to nondimensionalize system (2.23). Let 
X Y Z 
X = — . y = — , z = — and t = rT. 
K ^ K K 
Then system (2.23) takes the form 
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^ = :«(l-;<:)-if^ = A:F(x,y), ;t(0) > 0, 
f = T m - ' ' 3 ' - i ^ = yG(.,y,z), y(0)>0. 
- = l ^ - M 2 = ^W(y) z ( 0 ) > 0 (2.24) 
where 
B^K K Di C^K BzK K D2 C^K 
c=-—, a = — , d = — , m=-—, p=-—, b = — , n= — , 9 = X T • 
Theorem 2.5[38]: All solutions of system (2.24) that start in E+ are uniformly bounded. 
Lemma 2.2[38]: System (2.24) always has two boundary equilibrium points £"0(0,0,0) and 
£"1(1,0,0). The third boundary equilibrium point £'2(x,y, 0) exists if and only if m > (a + l)d. 
When this condition is satisfied, x, y are given by 
d m(rn-ad-d) 
m-ad c{m-adY 
2.4.2 Persistence 
From biological point of view, persistence of a system means the survival of ail 
populations of the system in future time. 
Definition: If a population N{t) is such that N{t) > 0, we say that N{t) persists if 
lim inft:_,ooN(t) > 0. Further, if N(t) G I, where / is a certain class of function, and there exists 
5 > 0 such that lim inft^ooN(t) > S for all N(t) E I, then N(t) is said to be uniformly 
persistent (also known as permanence). A system is said to (uniformly) persist if each component 
(uniformly) persists. 
Theorem 2.6|38J: Let m > (a + l)d. If there exists a finite number (say, n) of periodic 
solutions X = 0,( t ) , y = xpi(t),i = 1,2, ....,n in the xy — plane, then system (2.24) is 
uniformly persistent, provided for each periodic solution of period T 
-^' + f^Ol^^)dt>0' ^ = 1-2 n. 
•bxpt(t) 
2.4.3 The interior equilibrium point: its existence and stability 
Lemma 2.3(38]: The unique interior equilibrium point E*{x*,y*,z*) of system (2.24) exists if 
and only if the following two conditions are satisfied: 
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(i) q > (b + c)iu and (ii) m > ad(A+a+l') {A+a-1) ' 
where A = -^(1 — ay + Aa{q — (b + c)ii\/{q — b/i). If these conditions are satisfied, then x*, 
y*,z* are given by 
A-va-l 
X ' = y = 
M 
and z* = 
q{(i4+a)(m-ad)+d-m} 
2a ' " q-bn' " ap(q-biJ,)(A+a+l) 
2.4.3.1 Local and Global stability analysis of E* 
The variational matrix of (2.24) at E* is given by 
^21 ^22 ^23 
L 0 V32 0 
where 
Vii = X*\-l + 
py* 
1723 = ^^^^~ 
acy 
il+ax*f'. ^ ^ ^ - - 1 + ^ ' ^ ^ ^ - ( i + a x f ""'"'JM^ 
, 1^32 
_ qz 
2 • 1+by* -- (i+^y*) 
The characteristic equation is 
A^ + AiA^ + A2A + As = 0, 
where 
Ai = - V i i - V22, 
-^2 ~ ^11^22 ~ ^12''^21 ~ "1^23^32' 
A3 = - d e t F ( £ * ) = Vi iV23^32-
Now, 
4 = A^A2 - /I3 = - ( t ^ l l + T^22)(^^n^'22 - •^121^21 " ^^231^32) + ViiV23^32-
Theorem 2.7[38]: E* is locally asymptotically stable if and only if A^ > O.A^ > 0, and A > 0. 
Corollary 2.1 [38]: If t^n < 0 and V22 < 0, then E* is locally asymptotically stable. 
Theorem 2.8[38]: Assume that E* is locally asymptotically stable. If y* < y < (y*z/z*) <y < 
y* for all y, then E* is globally asymptotically stable. 
2.4.4 Model with discrete delay 
The generalization of the model (2.24) involving discrete time-delay is given below: 
dx cxy 
^ = x(l - x) — 
dt ^ 1+ax 
x(0) > 0, 
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dy mxy yyz 
dt l l + b y ( t - T ) /^ J ^ ^ 
The delay T ^  0 in (2.25) can be regarded as a gestation period or reaction time of the top-
predator. 
The equilibria of system (2.25) are same as for the system (2.24). A. Maiti, A.K. Pal and G.P. 
Samanta [38] investigated the stability behavior of E*{x*,y*,z*) in the presence of discrete 
delay (j ^ 0). Using the following transformations: 
x = x* + Xi, y = y*+yi, z-z*-^z^. 
then linear system is given by 
dU , ^ 
— = Au{t) + Bu{t - T), (2.26) 
where u[t) = [x^ y^ z^f, A = {p-i^ B = (bij) and a ^ = x* | - 1 + /^"^ , N 
•^  -^  ^^ I (l+ax ) ) 
ex* my* pby*z* py* , u u A 
"12 = -1+^ ' "21 = ^^:^^ ' «22 = -^^^^^^^ , a23 = -j:^^ , and all other a,, = 0: 
QZ* 
3^2 = — 7 , and other fo;,- = 0. 
The solution of model (2.26) is of the form uit) = pe^'^. This leads to the following 
characteristic equation: 
A^ + a^A^ + a2l + {a-^X + 04)6-^'^ = 0, (2.27) 
where a^ = -a^^ - 022,02 = 011022 - a^zazi, 0.3 = -023^32. ^ ^^d a^ = 011023/532. 
Since the signs of the real parts of the solutions of (2.27) characterize the stability behavior of 
E*. Therefore, substituting 2 = ^ + tr; in (2.27) the real and imaginary parts will be respecti\el\. 
^^ -3^r]^ + 0i(^2 - r^2) + a2^ + {(a^^ + a^) cosr]T + ajT]sinrjT]e~^^ = 0 (2.28) 
and 
77(3^2 _ ^2^ ^ 2ai^?7 + 021; -f- {03!^  cos 77T - (a^^ + 04) sin rjT +}e"^^ = 0. (2.29) 
The necessary condition for the stability change of £"* is that the characteristic equation (2.27) 
should have purely imaginary solutions. By setting f = 0 in (2.28) and (2.29) one can get 
OiT/^  = a4 cos T/T-l-0377 sin77T (2.30) 
and 
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-77"* + a2r] = -a^T] cos rjz + a^ sin rjr. (2.31) 
Equation for determining r] can be obtained by squaring and adding equation (2.30) and (2.31) 
T]^ + diTj^  + £^ 2^ 7^  + d3 = 0 (2.32) 
where d^ = af — 2a2, d2 = a | — a^, ^3 = —al. 
Substituting rf- = a m (2.32) 
(T^  + did^ + d2cr + d3 = 0. (2.33) 
By Descartes rule, cubic (2.33) always has at least one positive root. Consequently, the stability 
criteria of the system for T = 0 (i.e. of system (2.24)) will not necessarily ensure the stability of 
the system for T 9^= 0. The criterion for switching the stability behavior of E* is given in the 
following theorem: 
Theorem 2.9[38]: Let E* exist with /4i > O./lj > 0 and 4 > 0. Also let OQ = ?7O be a positive 
root of (2.33). Then there exists a T = T* such that E* is locally asymptotically stable for 
0 < T < T* and unstable for T > T*, provided 
/(^o) = noii-'^a-^Vil + 02^4 + 2010377 )^ sinr7oT + riQ{2a^a^ + 'ia^vil - ^2^2) COSTJQT 
-a|?7o} > 0, T* = mmg{r]Q) (2.34) 
where g{r]Q) = —arcsin <-^ ^ 2 1 — 2 ^1 ^™ ^"^ mmimum is taken over all positive ?]o 
is a solution of equation (2.33) . Or, in other words, system (2.25) exhibits a Hopf bifurcation 
near £•* forr = T*. 
2.4.5 Numerical simulation 
Parameters for model systems (2.24) and (2.25) are chosen as = 1.5, a = 3.0, m = 
2.5,d = 0.4,p = 0.05, b = 0.4,q = 0.3,yU = 0.075,and (x(0),y(0),z(0)) = (1,0.5,4). Then 
the condhions of Theorem (2.7) are satisfied as ^1 = 0.7828 > 0,/43 = 0.0111 > 0,4 = 
0.0015 > 0 and consequently, £*(x*,y*,z*) = (0.8861,0.2778,4.5676) is locally 
asymptotically stable. The phase portrait is shown in Fig. (2.18a), xz — plane and yz — plane 
projections of the solution are shown in Fig (2.18a) and (2.18b) respectively. Clearly the solution 
is a stable spiral converging to E*. Fig. (2.18c) shows that x,y and z populations approach their 
steady-state valuesx*, y*,z*, respectively, in finite time. 
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Fig. 2.18: Herex(O) = 0.5, ^(0) = 0.5, z(0) = 4.0, and c = 1.5, a = 3.0, m = 2.5, d = 0.4, p = 0.05, fo = 0.4, 
q - 0.3, ju = 0.075. (a) Phase portrait of the solution, (b) xz - flane projection of the solution, (c) yz - ^lane 
projection of the solution, (d) Top curve depicts z{t)^ middle one depicts x{t) and the bottom one depicts y(f). 
Clearly the x,y, z populations approach their equilibrium values in finite time. 
It is well known that the stability criteria in the absence of delay (T = 0) will not necessarily 
guarantee the stability of the system in the presence of delay (T ^  0). For the above choices of 
parameters, it is seen from Theorem (2.9) that there is a unique positive root of (2.33) given by 
aQ = r]l = 0.0143 for which /(TJQ) = 0.00030748 and T = T* = 0.1733. Therefore, by 
Theorem (2.9), E*(x*,y*,z*) loses its stability as T passes through the critical value T*. It is 
verified that for T = 0.1 < T*, E* is locally asymptotically stable, the phase portrait of the 
solution (presented in Fig. (2.19a)) being a stable spiral. Fig. (2.19b) shows that for the above 
choices of parameters, x,y,z populations converge to their equilibrium values x*,y'',z* 
respectively. Keeping other parameters fixed, if T = 0.25 > T* is taken then it is seen that E* is 
unstable and there is a bifurcating periodic solution near E* (see Fig. (2.20a)). Fig. (2.20b) 
depicts the oscillations of the populations in finite time. 
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Fig. 2.19: Here x(0) = l,y(0) = 0.2,z(0) = 4.0 and c = 1.5,a = 3.0, m = 2.5, d = 0.4,p = 0.05, i? = 0.4, 
q = 0.3,/i = 0.075 and r = 0.1 < r*. (a) Phase portrait of the system, (b) Stable behavior of x,y,z in time. 
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Fig. 2.20: Here all other parameter values are same as in Fig. 2.19 except T = 0.25 > T*. (a) Phase portrait of the 
system (2.25) showing a limit cycle which grows out of F*. (b) Oscillations of x,y, z in time. 
2.5 Discussion and Conclusions 
In this chapter we have considered some developments in Lotka-Volterra models and a 
three-dimensional continuous time dynamical system, modeling a tritrophic food chain, based 
especially on a modified Leslie-Gower scheme [3]. The existence of an attracting set and the 
existence of the equilibria which represent the extinction of top-predator or intermediate-
predator, their local or global stability have been reported (see [4]). It can be seen that in the very 
narrow parameter range, very rich and complex dynamics can appear presenting various 
sequences of period doubling leading to chaos or sequences of period-halving leading to limit 
cycles. Important changes in chaotic set include interior crises in which a chaotic attractor 
undergoes a sudden increase or decrease in size along with the appearance or sudden 
enlargement of a fractal structure in the basin boundary. The basin boundary calculations for the 
model discussed here suggest that there are three attraction basins (see Fig. 2.15) from which the 
asymptotic behavior settles down onto three different attractors (line, chaotic as well as limit 
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cycle attractors). This feature can be important if an epidemic arises, and may affect drastically 
the equilibrium of different species. When only a single attractor is observed, the sudden, 
widespread occurrence of an infectious disease in a community at a particular time induces a fast 
decrease of the population but, once the epidemic is finished, the population grows again up to 
the previous value and reverts to the same dynamics as the one observed before. When two 
attractors co-exist, the epidemic may induce a transition from one attractor basin to the other and 
consequently, the dynamical behavior of the next population after recovery from the disease 
outbreak may be very different from what it was previously. For c = 0.038 we have seen that 
the two different attractor and their basins may coexist (see Fig. 2.14). In such case, an epidemic 
or significant climate change may provoke a transition from one dynamical behavior to another. 
When multiple attractors with riddled basins are present in population models, it is impossible to 
predict the ultimate attractors of the dynamics. In section (2.4) a time-delay model (2.25) have 
been presented where the delay may be looked upon as the gestation period or reaction time of 
the top-predator. Then a rigorous analysis leads to the Theorem (2.9) which mentions that the 
stability criteria in absence of delay are no longer enough to guarantee the stability in the 
presence of delay, rather there is a value T* of the delay T such that the system is stable for 
T < T* and become, unstable for T > T*. 
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CHAPTER-3 
BIFURCATION IN PHYTOPLANKTON AND ZOOPLANKTON 
POPULATION MODELS 
3.1 INTRODUCTION 
Ever since Robert May's [11, 1974] discovery of irregular behavior in the simple 
logistic equation, ecologists have been fascinated by the possibility that similar chaotic 
dynamics may be exhibited by natural systems, and thus could be responsible for the 
commonly observed fluctuations in population numbers. Besides the logistic equation, 
many or more ecological models allow for chaotic solutions because of several generic 
mechanisms such as nonlinear internal regulations, time delayed feedback or periodic 
external forcing. Despite this ubiquity of chaotic regimes in the standard ecological 
models, there are few examples where the theoretical concepts could successfully be 
translated into real case studies and hard data [12]. One promising approach to deal with 
such problems is to bring nature into the laboratory. Recently, the continuous chemostats, 
as an experimental system for the growth micro organisms such as phytoplankton. has 
been proven to be a powerful experimental set-up that allows a successful combination of 
theoretical concepts with ecological reality. 
In this chapter we have taken some models on phytoplankton and zooplankton 
populations from the literature which shows that these populations can show quite a 
complex dynamical behavior. To be specific, we consider Edwards and Bees model [13]. 
Upadhyay and chattopadhyay model [22], Gakkhar and Negi model [24] and Upadhyay. 
Naji, and Kumari model [26]. 
3.2 Edwards and Bees IVIodel [13] 
3.2.1 Generic dynamics of a simple plankton population model 
Simple models of plankton populations often consist of three coupled ordinary 
differential equations, describing the time-dependence of nutrients, phytoplankton and 
zooplankton in the upper layer of the ocean. The zooplankton is eaten by higher predators 
whose population size is not being explicitly simulated. This predation is therefore 
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represented by a so-called 'closure term', which expresses the rate of zooplankton 
mortality as a function of the zooplankton concentration. The functional form and 
associated parameter values chosen for this closure term have been found to exert a 
strong influence upon the dynamics of the entire simulated system. The most common 
choices of closure term used by modelers are the linear form dZ, where Z is the 
concentration of zooplankton and d its mortality rate, and the quadratic form dZ^. 
Recently there has been much interest in the effect of turbulence on predation [32, 33], 
and the consequent selection of feeding strategies employed by the predators. In 
particular, the predator's effective reaction distance (the distance for which it is able to 
sense and feed on prey) has been found to decrease with the turbulent energy dissipation 
rate. Also, the predator's tactics may change from ambush feeding (active predation) to 
filter feeding (passive predation) depending on the environmental and physical 
conditions. This can be explained by noting that the higher the local shear rates the 
greater the chance that prey will be advected through the predator's effective reaction 
region. This scenario is likely to be as relevant to higher predators as it is to the lowest 
predatory trophic level. At its simplest, a filter-feeding strategy may be viewed as a 
constant response to zooplankton numbers (i.e., linear closure), because the fraction of 
the available zooplankton population that the higher predator consumes will be 
proportional to its effective reactive volume, or even the size of its mouth. However, for 
the ambush-feeding strategy the predators are attracted to large concentrations of 
zooplankton and are less inclined to feed on low concentrations. Typically, this is 
represented in population models by the quadratic closure term. It is clear that the 
proportion of predators adopting each of these strategies will vary in a continuous fashion 
with respect to the turbulent conditions. 
3.2.2 Model structure 
Edwards and Bees [13] have used a three component model based on that of Steele 
and Henderson [14], to represent concentrations of nutrient (Af), phytoplankton (P) and 
zooplankton (Z) in a physically homogeneous oceanic mixed layer. Phytoplankton, 
aquatic plants that are mostly unicellular, take up nutrients from the water in order to 
53 
photosynthesise. The phytplankton are grazed upon by the animal zooplanktons, which in 
turn provide sustenance for the higher trophic levels of the food web. Fig. 3.1 illustrates 
the structure of the model, whereby arrows indicate flows of matter through the system. 
and arrows not starting or not ending at a compartment represent the input to and the 
losses from the modeled system. 
According to [13], the changes in N.PandZ are given by three coupled ordinary 
differential equations: 
dN _ 
dt uptake + respiration + Z excretion + Z predation excretion + 
dt 
dZ_ 
dt 
mixing, 
— uptake — respiration — grazing by Z — sinking — mixing, 
growth — higher predation. 
u-y 
dZ"" 
z 
1 
p 
' \ - ' 
N 
'J.} 
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Fig 3.1: Interactions between nutrients (N), phytoplankton (P) and zooplankton (Z). Arrows indicate 
flows of matter through the system, and are labelled with the functions used to model the pToc^99esrpJ^&-^o, • 
ended arrows indicate the input to and the losses from the system. / J^ 
dN 
dt 
dP^ 
dt 
d£ 
dt 
N a /?Ap2 
P+ rP + -~-r: Z + ydZ"^ + k{No- N) 
e+N b+cP 
N a 
e+N b+cP 
aXP^ 
-P- rP -
IX^+P^ 
Ap2 
H^+P- Z - (s + k)P. 
Z-dZ' 
(3.1b) 
(3.1c) 
The parameter definitions are given in Table 3.1, together with the value of each 
parameter originally used by Steele and Henderson [14]. 
Table 3.1 
Parameter definitions and default values. Form = 1, Edwards and Bees [13] take 
d — 0.075 and form = 2 they take d = 1.0 as used by Steele and Henderson [14] 
Parameter 
a/b gives maximum P growth rate 
Light attenuation by water 
P self-shading coefficient 
Higher predation on Z 
Half-saturation constant for N uptake 
Cross-thermocline exchange rate 
Exponent for predation on Z 
P respiration rate 
P sinking loss rate 
N concentration below mixed layer 
Z growth efficiency 
Z excretion fraction 
Symbol 
a 
b 
c 
d 
e 
k 
m 
r 
s 
^ 0 
a 
^ 
Default value 
0.2 m~^ day~^ 
0.2 m-^ 
OAm^igC)-^ 
0.075 - 1.0 
(g C m-3)i-"J day~^ 
0.03 g Cm-^ 
0.05 day-^ 
1 < m < 2 
0.15 day~^ 
0.04 day-^ 
0.6g C m'^ 
0.25 
0.33 
5S 
Regeneration of Z predation excretion 
Maximum Z grazing rate 
Z grazing half-saturation coefficient 
y 
X 
^ 
0.5 
0.6 day~^ 
0.035 gCm~^ 
A physically homogeneous mixed layer is assumed, within which volumetric 
concentrations of N, P and Z are uniform. Units of N, P and Z are g C m~^, with time 
t measured in days, and all parameters are positive. The ratios to convert back into units 
of nitrogen or chlorophyll, as used by [14], are 1 g carbon = 20 mg chlorophyll = 
10 vrtmol nitrogen. The mixed-layer depth is kept fixed at 12.5 m, and there is no 
explicit time-dependence on the right-hand sides of equation (3.1) to (3.3), i.e., it is an 
autonomous dynamical system. The water below the mixed layer is assumed to have zero 
phjioplankton and zooplankton (and any phytoplankton lost from the mixed layer cannot 
return to the mixed layer), but a constant nutrient concentration of/\/o-
In Fig. 3.1 the k{NQ — N) arrow represents the input of nutrients to the system, where k 
is the exchange rate of water between the mixed layer and the deep water, due to 
processes such as diffusion and internal-wave breaking. The nutrients decrease due to 
uptake by phytoplankton. The specific ph>'toplankton growth rate is limited by nutrient 
availability as given by the Michaelis-Menten functionA^/ (e -f A/) where e is the half-
saturation constant and by available light, the a/ {b + cP) term. The maximum daily 
growth rate averaged over the depth of the mixed layer is given hya/b, where a can be 
related to the canonical form for primary production and b represents the attenuation of 
irradiance by the water; c is the attenuation by the phytoplanktoii. 
The phytoplankton concentration decreases due to a combined respiration and natural 
mortality term (r), which is recycled into nutrient, and due to sinking (s) and exchange 
with the phytoplankton-devoid deep water (/c). Phytoplankton are grazed upon by 
zooplankton as modelled by the Holling type III function XP^l{\)} -f P^), with 
maximum grazing rate X and half-saturation constant [i. The fraction a of this grazing 
represents the growth efficiency of the zooplankton, and a fraction ^ represents 
excretion, which gets regenerated into utilizable nutrient. The remaining fraction 
1 — a — P consists of zooplankton faecal pellets, which are assumed to sink out of the 
mixed layer immediately. 
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The zooplankton gets eaten by higher predators, whose population is not being expHcitly 
modeled. This process is represented by the closure term, the function dZ^ where 
1 <m < 2. The range on m is imposed because for m < 1 the per capita mortality rate 
dZ'""^ is unbounded as Z gets small, and m > 2 represents an accelerating per-capita 
rate, which is generally considered biologically unreaUstic. A proportion y of the higher 
predation is recycled back into N as excretion by the predators, and the remaining 1 -y 
fuels the growth of the predators. Equations (3.1) to (3.3) are simply obtained from Fig. 
3.1 by summing the inputs and losses for each compartment. 
3.2.3 Analysis of steady states with m = 1 and m = 2 
The steady states are solutions(yV, P, Z) to dN/dt = dP/dt = dZ/dt = 0. The 
steady states and their stability is established in [15, 16] for the two separate cases 
m = 1 and 
m = 2. These results are briefly explained and summarized in Table 3.2 below. For the 
stability results under the easel < m < 2, Edwards and Bees [13] use bifurcation 
diagrams which will be reproduced in the following. 
The steady state (No, 0,0) of model (3.1) exists for all parameters for both cases, and its 
stability (see Table 3.2 below) depends on the sign of O, where 
aNo 
<P = — - r - s - k. 
b(e+No) 
System (3.1) also has a steady state (N^, P^, 0) where N^ is the positive root of 
c ^ ^ ' + [ f ^ q S - bis + k') + ck{e- No)] N - {b{s + /c) + ckNo)e = 0 (3.2) 
and Pj* is given by 
Pi has the same sign as O, and as ^ ^ 0 we have P^ -> 0, and N^ -^ NQ, 
i.e., (N^,PI,0) ~> (NQ,0,0). Stability calculations show that there is a transcritical 
bifurcation for m = 1 closure. 
For steady states with Z ^ 0, which we write as (N*, P*,Z*), setting dZ/dt = 0 for 
m = 1 yields an explicit expression for P*: 
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p* = 
d 
i" 
aX-d' 
However, setting dZ/dt = 0 for m = 2 gives Z as a function ofP, 
aXP^ 
Z = 
(3.4) 
(3.5) 
which then has to be substituted into dN/dt = 0 and dP/dt = 0. Elimination of N from 
the two equations leaves P* as the intractable solution to a tenth-order polynomial. 
Form = l,iN*,P*,Z*) exchanges stability with (N^.P^.O) at a transcritical 
bifurcation at fl = 0, where 
a= ( A / , _ i £ + M p * ) [ _ ^ _ ( r + 5 + / f ) ] - ( r + 5 + /c)e. (3.6) 
For m = 2, (NQ,0.0),(NI, PI 0) and (N*, P\ Z*) all coincide at a three-way 
transcritical bifurcation at O = 0. Close to this bifurcation, for O < 0 (No, 0,0) is stable, 
wheares for (t> > 0 {N\ P*, Z*) is stable; (Nl, P{, 0) is always unstable. These results 
are summarized in Table 3.2. 
Table 3.2 
Steady state 
(/Vo,0,0) 
(N^PuO) 
{N\P\Z*) 
m = 1 
O < 0: stable 
O > 0: unstable 
0 < 0: unrealistic {PI < 0) 
O > 0: realistic 
stable forO. < 0 
unstable for (1 > 0 
n < 0: unrealistic [Z* < 0) 
n > 0: realistic 
stable close to fi = 0 
unique steady state in 
positive octant 
=» no fold bifurcation 
m — 2 
(p <0: stable 
O > 0: unstable 
O < 0: unrealistic (P^ < 0) 
(t> > 0: realistic 
always unstable 
O < 0: unrealistic (P* < 0) 
O > 0: realistic 
stable close to 0 = 0 
multiple steady states 
possible in positive octant 
=* fold bifurcation possible 
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In Figs. 3.2 and 3.3, Edwards and Bees [13], illustrate the nature of these transcritical 
bifurcations, by numerically computing the steady states and their stabilities as one of the 
parameters is varied. The three steady states are color-coded: (JY^^O, 0) is green, 
{Nl,P{,0) is purple and {N'.P",!*) is red. Solid, dotted and dashed lines are used to 
indicate the stability of the steady states and the signs of the real pmts of the eigenvalues 
(of the Jacobian at the steady states), as indicated by the key in each figure. Note that the 
green and purple horizontal lines in Figs. 3.2(c) and 3.3(c) are slightly offset from Z = 0 
for clarity. Figs. 3.2(d) and 3.3(d) show how the steady states move about in three-
dimensional N -P - Z phase space as r varies; the green pc it indicates that {NQ,0, 0 ) 
remains in the same location. 
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(m = 1 and d = 0,07S ). The k ^ indicates the signs of the real parts of the eigenvalues and 
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r = 0.80 Cn = 0) and r - 0.86 (* = 0). Units of A'.P andZtatgC rrr'.and Qfrday~'\ 
c 0) 
•c 
Z 
1.U 
0.8 
0.6 
0.4 
0.2 
on 
:(a) 
i.tN:,0..0). 
: (N-, P', vi^^-^""^ 
• y ^ 
• (Ni*, P.', q i . . - ' 
„# , * 
»* 
-
0.0 0.2 0.4 0.6 0.8 1.0 1.2 
Respiration rate, r 
c o 
c iS 
a 
o 
0.0 0.2 0.4 0.6 0.8 1.0 1.2 
Respiration rate, r 
0.0 0.2 0.4 0.6 0.8 1.0 1.2 
Respiration rate, r 
6J 
^ 
15 
10 
stability of steady states: 
(Nn, 0, 0) 
stable; eigenvalues 0,-,-
saddle; eigenvalues 0,-,+ 
(N / , Pi*. 0) and fN*. P*. Z*) 
— . stable; eigenvalues -,-,-
saddle; eigenvalues-,-,+ 
. . . saddle; eigenvalues -,+,+ 
Fig 3J: Here quadratic closure im = 2 cnc" c = 1). .-ir r = 0.86 (* = 0) there is a three-way transcriticai 
bifurcation, whereby alt three steady states pass through each other. The two transcriticai bifurcations fix>m 
Fig. 3.2 occur here at the same point. Units are as in Fig. 3.2. 
All of the parameters are set to the values given in Table 3.1 and the values and stabilities 
of the steady states are calculated and portrayed in the figures. Edwards auid Bees [13] 
choose respiration rate, r, as the parameter to vary, because it appears in the definitions of 
<J> and fi, and at particular values it gives the bifurcations at <J) = o and n = 0. The 
default value of r is 0.15, for which <3> > 0 and D.> 0. 
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In Fig. 3.2 for linear closure, at low values of r {N*,P*,Z*) is in the positive octant 
{N,P,Z > 0} and is stable (solid red line) because H > 0. As r increases, N* increases. 
P* remains constant and Z* decreases, passing through zero when r = 0.80, which is the 
transcritical bifurcation at H = 0. Thus stability is transferred to (N^,PI,0), the solid 
purple line, which remains stable until r = 0.86, corresponding to O = 0. At this point 
the second transcritical bifurcation occurs, and stability is transferred to (NQ, 0,0), the 
solid green line, which remains stable for r > 0.86. 
For m = 2, Fig. 3.3 shows that iN*,P*,Z*) is stable for values of r up until r = 0.86 
(O = 0). The diagrams show how all three steady states pass through (No, 0, 0) = 
(0.6,0,0) at this point, which is the three-way transcritical bifurcation. As r increases 
further, {Nl,PlO) and {N*,P*,Z*) both leave the positive octant 
(P^ and P* both become negative), and (A/Q, 0,0) is the only ecologically realistic 
steady state, and is stable. 
It appears that the three-way transcritical bifurcation for m = 2 may have split into two 
transcritical bifurcations when m = 1, allowing (N^ *, P^, 0) having a region of stability. 
In both cases (N*, P*, Z*) loses stability as it leaves the positive octant [N, P,Z > 0}, but 
this occurs in different ways. For the quadratic case {N*, P*, Z*) passes tlirough the 
N — axis {for which P — 0 and Z = 0), whereas for the linear case it passes through 
the Z = 0 plane with P ^ 0, as is most clearly seen in the three-dimensional Figs. 3.3(d) 
and 3.2(d), respectively. Fig. 3.2(b) shows how the phytoplankton steady-state value P* 
remains constant as r varies for m = 1, even though r is a direct phytoplankton loss rate. 
Established in (3.4), this shows that P* is independent of all of the parameters which do 
not appear in the dZ/dt equation, including r and the phytoplankton growth terms. Ihis 
is a consequence of the linear zooplankton mortality term, and does not occur toi' llie 
quadratic case. 
3.3 Upadhyay and Chattopadhyay Model [22] 
3.3.1 Role of Toxin Producing Phytoplankton in Aquatic Systems 
There are some evidences [34, 35] that the real time evolution of species involved in two 
or three food chains conld be characterized by chaotic attractors as observed in many natural food 
chains. Now the more challenging issue is the observation that natural systems seem to have no 
difficulty switching from one state into the other, from chaos to order and from order to chaos. 
In aquatic ecosystem, toxin producing phytoplankton (TPP) may act as controlling factor 
for such dynamics. The role of TPP for reduction of grazing pressure of zooplankton is 
well known [21]. Areas rich in some phytoplankton organisms, e.g. Phacocyslis, 
Coscinodisem, Rhizosopenia are unaccepted or avoided by zooplankton due to dense 
concentration of phytoplankton or the production of toxic substances released by 
phytoplankton. 
In the following model Upadhyay and Chattopadhyay [22] have shown the qualitative 
analysis of the asymptotic behavior of the system using realistic regions of parameters. 
Their results indicate that increasing the strength of toxic chemical release by TPP 
population reduce the propensity of chaotic dynamics and changing the state of chaos to 
limit cycle and finally settled down to stable focus or order. 
3.3.2 Three species model system 
Consider a situation where a prey population x is predated by individuals of 
population y. The population y, in turn serves as a favourite food for individuals of 
population z. This interaction is represented by the following system of a simple 
prey - specialist predator - generalist predator interaction. 
dx wxy 
-—= UiX - b.x^ ~, (3.7 a) 
dt ^ ^ x+D 
dy Wixy W2y^z 
—— Uoy H T.— 
dt ^ x+Dj y^+D 
= -«2y + —;r - rrr^Ti -efMy. o.i b) 
dz w-^z"^ 
— -C2 , {3.7 c) 
dt y 
where a.^,a-2_,hy,\y,w^,\V2'^-i<^>^i'^2>^?, and c are positive constants. In this model. 
TPP population (prey) of size x serve as the only food for the specialist predator 
zooplankton population of size y. This zooplankton population, in turn, serves as a 
favorite food for the generalist vertebrate predator fish population of size z. The 
equations for rate of change of population size for prey and specialist predator have been 
written following the Volterra scheme i.e., predator population dies out exponentially in 
the absence of its prey. The interaction between this predator y and the generalist 
predator z is modeled by the Leslie-Gower scheme where the loss in a predator 
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population is proportional to the reciprocal of per capita availability of its most favorite 
food, a-i is the intrinsic growth rate of the prey population x, a2 is the intrinsic death rale 
of the predator population y in the absence of the only food x, c measures the rate ol~ self-
reproduction of generalist predator z. The parameters w, Wi,W2,W3 are the maximum 
values which per capita growth rate can attain, bx measures the strength of intra-specitlc 
competition among the individuals of the prey species x. D and D^ quantify the extent to 
which environment provides protection to the prey x and can be thought of as a refuge or 
a measure of the effectiveness of the prey in evading a predator's attack. D2 is the value 
of y at which per capita removal rate of y becomes W2/2. The coefficient w/{x + D), of 
the third term on the right hand side of (3.7 a) is obtained by considering the probable 
effect of the density of the prey's population on predators attack rate. If this coefficient is 
multiplied by x (the prey population at any instant of time), it gives the attack rate on the 
prey per predator. Denote p(x) = wx/(x + D), when x -^ co, p(x) -^ w, which is the 
W2y^z 
maximum that it can reach. The third term —; 7 on the right hand side of (3.7 b) 
y2+£)2 
represents the per capita functional response of the vertebrate predator z. Some insect 
top-predators very often switch to alternative prey in situations when their favorite food 
is in short supply. This fact can be accommodated by replacing y^ with y in this term of 
equation (3.7 b) as their functional response is of Rolling type II. Here f{x) represents 
the toxin liberation process of TPP population for which the mortality of zooplankton 
increases and as a result the grazing pressure of zooplankton on TPP population decrease. 
The parameter 6 is the rate of toxin release by TPP population. Since the generalist 
predators z (in (3.7 c)) are assumed to be sexually reproducing species, their growth has 
two phases: a linear phase and a quadratic phase. For almost all the predator densities the 
linear phase prevails. Since a single mathematical formulation cannot be given to 
describe these two phases. Upadhyay and Chattopadhyay [22] vwite separate model for 
them. In this case, the last equation (3.7 c) is modified to 
dz _ w-^z^ 
— = cz^ (3 7 d) 
dt y->rD^ ^ ' 
This third equation also says that in the absence of the middle predator (y = 0, but the 
Leslie-Gower formulation breaks down in such a case), the top-predator goes extinct if 
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c D-i <W2 and grows unboundedly if the inequality reverses, which is, of course. 
biologically not acceptable [4]. In conducive medium, aquatic organisms stimulate their 
growth by releasing allelopathic substances which have similar genetic make-up. Sparse 
populations rarely provide sufficient opportunities for social interaction necessar>' for 
reproduction. Equations (3.7 a) - (3.7 c) define the linear phase of the model. The non-
linear phase is described by equations (3.7 a), (3.7 b) and (3.7 d) which represent model 
system (3.10) (Upadhyay et al. [23]). The typical situation represented by the model is 
presented in Fig. 3.4. 
II'P 
^ 
/ i iup!«l ik1<:f, I'lvt, 
(prey) (specialist predaior) (generalisl predaujr) 
Fig 3.4: Typical ecological situation presented by food-chain model and system (3.10) 
Consider now the case when the predator z is invertebrate predator. Then (3.7 b) is 
modified as 
dy w-iyx W2yz 
-— = -a2y -1 9 f{x)y 
dt ^^ x-l-Di x^D^ ' 
(3.8) 
Equations (3.7 a), (3.8) and (3.7 d) represent model system (3.9) (Upadhyay et al. [23J). 
The real world example for this model is presented in Fig. 3.5. 
I l ' l ' / . i i i . 'p | j . : ik l ' : i : \lv:i-,l--L-: 
ipix'v) i>;ici.:i:ill,>l nrctliiu:)!'; (^ciicHihsi |>.ii-vi,iu:!r) 
Fig 3.5: Typical ecological situation presented by food-chain model system (3.9) 
To be specific, the models to be studied by Upadhyay and Chattopadhyay [22] to 
characterize interface between phytoplankton and zooplankton populations in the 
presence of toxic chemicals, are as follows; 
dx wxy 
—- — a-,x — h^x^— , 
dt ^ ^ X+D' 
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dy w^yx W2yz 
— — - ^ o V T 0 f{x)y 
dz , WoZ^ 
— =:cz^ ^— (3.9) 
dt y-^^3 
dx wxy 
— — a^x — b^x'^ — , 
dt ^ ^ x+D 
^ z z _ a 2 y + - ^ - ^ ^^-df{x)y. (3.10) 
dz w^z^ 
— — cz , 
dt y 
Since the functional forms for releasing toxic substances are not known (Chattopadhyay 
et al. [36]), Upadhyay and Chattopadhyay [22] use Helling type I, II, III functional 
responses to study the behavior of the system for models (3.9) and (3.10) given above. 
3.3.2 Results 
Upadhyay and Chattopadhyay [22] observe the stability, limit cycle and chaotic 
dynamics of systems (3.9) and (3.10) by changing the intrinsic growth rate coefficient a^ 
of the TPP population. They first fixed 6 and then observe the exchange of states 
(stability - limit cycle - period doubling - chaos) in the model systems for different value 
of a-L G [0.5,3]. They observed that, i f / (x) is HoUing type II functional response, then 
for 9 = 0.05 and a^ E [0.5,1.5], the model system (3.9) settles down to a steady stale 
solution, depicting a stable focus. Limit cycle oscillations of the system occur at 
a-i e [2.4, 3.0]. The period-doubling oscillations of the system occur at a^  6 [2.1, 2.3] 
and at a^ = 1.95. Chaotic dynamics of the system occurs only at a^ = 2.0. The similar 
behavior is observed for other form of the functional response functions and for model 
system (3.10). Now, by changing the value of W2, the per capita reduction rate, from 
0.55 to 1.45, Upadhyay et al. [23] obtained SCA (strange chaotic attractor) for both the 
model systems. In the present model they observe how these dynamics are changing for 
different values of 9 and also for different functional forms. In real life situations, it has 
been observed that increasing the strength of toxic substances has a stabilizing effect. 
Model system (3.9) and (3.10) have been integrated considering different functional 
forms of TPP and varying value of 6. The effect of 9 for both models is presented in 
Table 3.3 below. 
Table 3.3 
Reiutti of tlie proposed 
model for Holling type I: 
Results CI the proposed 
aiodel for Holinig t^ -pe II 
J{x) = .r/(.f + IXi) 
Results of the pi'opo'reci 
•uoclel for Holhiig type III; 
//' 
0.001-0.0065 SCA 
0.007 ?5 
0.001-0.003 SCA 
O.004 P3 
O.001-0.0O75 -SCA 
O.OOS P5 
< 
i ~ 
ii 
71 
. 
jl 
: t 
< 
— 
• ^ 
^ 
— .^ 
\'^ V. 
•™4 ( -H 
^, ^ 
A "' 
0.005 
0.006 
0006:' 
0.0095 
0.01 
0.015 
0.00 i -
0.004 
0.0045 
0.0 i 
n 01 '"< 
-0.009 
.'LOO 3 
-0.009 
P5 
P4 
SCA 
P6 
P5 
SF 
SCA 
LC 
P2 
P3 
.SF 
0.0085-0.015 
0.02 
0.025 
0.03 
0.035-0.04 
0.045 
0.05 
0.055-0.07 
0.075 
0.0S-0.0S5 
0.09-0.1 
0.15 
0 ? 
0.25 
0.3-0.4 
0.45-0.75 
w.\.;vl-0.00/: 
O.OS 
0.0 S 5 
0.09-0.1 
0.15-0.35 s? 
0.4-0.75 
SCA 
P3 
P5 
P6 
Long 
order 
P6 
P5 
P3 
P7 
P3 
SCA 
P: 
SCA 
P2 
LC 
SF 
5CA 
P7 
P4 
P2 
LC 
SF 
0.0075-0.O15 
0.02 
0.025 
0.03-0.035 
0.04 
0.045-0.06 
0.065 
0.07 
0.075-0.15 
0.2 
0 25-0.35 
0.4-0.6 
0.001-0.0062 
0.063 
0.065-0.07 
0.075^).! 
0.11-0.32 
0.33-0.64 
SCA 
?3 
?6 
?S 
?6 
p ; 
?5 
- j \ 
SCA 
D-> 
LC 
SF 
SCA 
P7 
?4 
?2 
LC 
SF 
Simulation experiments of model systems (3.9) and (3.10). The values of the common parameters used m 
the model are: Oj = 2.0,/j^ = 0.05, w = 1.0, D = 10,02 = 1.0, Wj = 2.0, Dj = 10,^2 = 10, c == 
0.0257, M'3 = 1.0 and D^ = 20. P3 - limit cycle of period 3, P4 - limit cycle of period 4, P5 - Limit c\cle 
of period 5, P6 - limit cycle of period 6, P7 - limit cycle of period 7, SF - Stable focus, LC - Limit cycle. 
SCA " strange chaotic attractor. 
From this table, they observe that the increase of value of toxic substances released b\ 
TPP has a stabilizing effect. This observation is true for different forms of toxic 
substance liberation process(t.e.,/(x)). They have demonstrated the effect of Q for 
model (3.9) with Rolling type II functional response. They obtain strange chaotic 
attractor (SCA) (see Fig. 3.6) for Q 6 [0.001,0.0075], [0.0085,0.015], [0.09,0.1] and 
at 0 = 0.2. By increasing the value of toxic substances in the range Q G [0.02,0.085], 
[0.25,0.4] and for Q — 0.008,0.15, they obtain the oscillatory behavior in different order 
limh cycles P3, P4, P5, P6 and P7 (see Fig. 3.7). For Q G [0.45,0.75], they obtain stable 
focus (SF) or order (see Fig. 3.8). 
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Fig 3.6: Phase plane diagram for model system (3.9) depicting chaotic attractor for 
(other parameters are same as given in Table 3.3). 
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Fig 3.7: Phase plane diagram for model system (3.9) depicting limit cycle attractor for d = 0.35 
(other parameters are same as given in Table 3.3). 
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Fig 3.8: Phase plane diagram for model system (3.9) depicting stable focus tor 9 = 0.5 
(Other parameters are same as given in Table 3.3). 
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3.4 Gakkhar and Negi Model [24] 
3.4.1 Viral infection in toxin producing phytoplankton and zooplankton 
system 
Phytoplankton are normally present in water (lakes, rivers, estuaries, and oceans) in 
low concentrations but may proliferate to form dense concentrations of cells on water 
surfaces referred to as "blooms". The high concentrations of pigment-containing 
phytoplankton may impart color to the water resulting in their description as "red tides'", 
"brown tides", etc. Blooms can occur over wide geographic areas and may involve long 
distance transport to affected resources. 
In the following model Gakkhar and Negi [24] propose a toxin producing phytoplankton 
(TPP) and zooplankton system with the assumption that some of the phytoplankton is 
infected by viral disease and infected phytoplankton is more vulnerable to predation as is 
seen in nature. 
3.4.2 The model 
Let P{t) and Z{t) be the population of toxin producing phytoplankton (TPP) and 
zooplankton respectively at time t. In the presence of viruses the total population of 
phytoplankton P is divided into two classes, namely susceptible phytoplankton, denoted 
by S and infected phytoplankton, denoted by /, such that 
P(t) = S(t) + I(t) (3.11) 
Using these assumptions the dynamics of the system can be governed by the following 
set of differential equations: 
dS ( s+i\ 
— = r S i l - ^ ) - cSI - bSZ, 
dt y K J 
dl 
— = cSl -elZ-Sl, (3.12) dt ' ' 
^^=gSZ^hlZ-dZ-e-^_^^_^^. 
Various constants in the equations are described as 
K carrying capacity of phytoplankton population. 
r growth rate of phytoplankton, 
c rate of infection, 
b rate in which zooplankton predates susceptible phytoplankton, 
e rate in which zooplankton predates infected phytoplankton, 
S natural death rate of infected phytoplankton population, 
g growth rates of zooplankton due to predation of susceptible phytoplankton. 
h growth rates of zooplankton due to predation of infected phytoplankton, 
d mortality rate of zooplankton due to natural death, 
e the rate of toxin liberation by the toxin producing plankton (TPP) population. 
y half-saturation constants for the toxin producing phytoplankton. 
The following initial conditions are associated with system (3.12): 
5(0) > 0, 1(0) > 0, Z(0) > 0 
Lemma 3.1124]: All the solutions of Eq. (3.12) which initiate in /?+ are uniformly 
bounded for suitably chosen positive 77 < min(5, d) and eg > bh 
3.4.3 Equilibrium points 
The following equilibrium points exist for the system (3.12): 
(1) Trivial equilibrium point E^ = (0,0,0). 
(2) Equilibrium point on the boundary of the first octant E-^ — (K, 0,0). 
(3) £2 = (S, 1,0) is the planer equilibrium point on S-I plane 
_ S _ r(_Kc-5) 
5 = - , / = — 
c c(r+Kc) 
(4) Another equilibrium point £3 = (5', 0, Z'), on the S- Z plane is obtained as 
-igY-d-e)+/(gy-d-9y+4gdy 
2g 
Z' = - ( 1 - — ) 
For the existence of equilibrium point £3 = (S', Q, Z'), S' > 0, Z' > 0, the necessary and 
sufficient condition is 
dy 
B<igK + gy-d)- — 
K 
In case phytoplankton is not releasing any toxin, the corresponding equilibrium point 
So, 0, ZQ is obtained by substituting y = 0 = 0. It is observed that S' > SQ and Z' > ZQ. 
Thus, the effect of toxicant is to lower the equilibrium value of zooplankton and higher 
equilibrium value for the phytoplankton. 
(5) The nontrivial equilibrium E* = iS*,}*,Z*) corresponds to a positive root S* of the 
quadratic equation 
f(S*) = S*2 +AS*+B = 0, where A, B as defmed as 
A =[(e- b){recdK + c'^deK^ + rceKO + c^eK^e - rcehK^ - bchK^S) 
+{h - g)(r^e^K + rce^Ky + rbeKS - r^e^y) + {eg - bh)(rceK^ - rceKy 
-c'^eK^y - bcK^5)}/(e - b){rceKih - g) - c^eK^ieg - bh)\ 
B = r^de^K + rcde^K^ - r^e^hK^ + r^de^y + Ircde^Ky - r^e^hKy 
+c^de^K^y - rce^hK^y + rbdekS + bcdeK^S - IrbehK^S - rbehKyS 
+bcehK^ye + b^hK^S^ + r^e^Kd + rce^K^O + rbeKSB - bceK^50/{ie - b) 
* {rceK(h - g) - c^eK^(eg - bh)]]. 
Roots of/(5*) = 0 takes the form S* =^ {-A ± ^A^ - 4B). 
The equation in S* admits at least one positive root: in following cases: 
(0 A < OandB < 0. 
(U) A < 0, B > 0 and A^ - AB > 0, 
{Hi) A > Q, B < Q 
8 , K{er+bS) 
The positive S* must lie between — < S < 
c {re+bcK) 
There will not exist positive S* in the following cases: 
(0 A^- 4B < 0, 
7J 
{ii) A > 0, B > OandA'^- AB > 0 
In case no toxin substances are released by phytoplankton, the corresponding equilibrium 
point E = (S, /, Z) is obtained by substituting y = 9 = 0. 
Since 
7(5*+/*) 
•d + gS* + hr — 
-d + gS^ hi = 0, 
e+s*+r 
= 0 
Y(s*+n ^ ^ 
-d + gS* + hr-'j;^^p^ = -d + gS + hI 
So, gS* + hi* > gS + hi, therefore S* > S whenever / > /* whenever S > S*; further 
if 5* >S =>Z*>Z, also if 5* < S => Z* < Z 
On the basis of above, the following observations are made for equilibrium level 
population: 
When toxin producing infected phytoplankton is less than non-toxin producing 
infected phytoplankton then toxin producing susceptible phytoplankton is more 
than non-toxin producing susceptible phytoplankton at equilibrium level. 
When toxin producing susceptible phytoplankton is less than non-toxin producing 
then toxin producing infected phytoplankton is more than non-toxin producing 
infected phytoplankton. 
We also observe that whenever toxin producing susceptible phytoplankton is 
more producing susceptible phytoplankton then there is an increase (decrease) in 
zooplankton. 
The variational matrix for E* = (S*, r,Z*) is 
v*(s*.r,z*) 
K 
cI* 
-cS* rS* 
cS' -eZ' -S 
The characteristic equation of the variational matrix V* is 
A^ + A^A^ + A2A + As = 0 
Here, the coefficients Ai,= i = 1,2,3 are 
-bS* 
-el* 
0 
(3.13) 
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^ 1 = 
r£ 
K • 
r 
Ay = e- h By rz* + b< Oy f {Y+s*+rf •s*z* + c^s*r + ^ ^^j^ 
^]-'{3—^hr2n'*^*'*^'-''^ A^ = 'A!pls*rz* + c\bih--
^ [ \ {y+s*+iyj \ {y+s'+ij 
3.4.4 Hopf bifurcation 
Let d, the rate of toxin liberation by the toxin producing plankton (TPP) 
population, be the bifurcation parameter. The necessary and sufficient conditions for 
Hopf Bifurcation to occur at 0 = 9cr are given by 
(Al) Ai(0cr)>O, i = 1,2,3 (3.15) 
(A2) fie,r) = Adecr)Mdcr) ' M^cr) = 0 and (3.16) 
(A3) Re dX de 
^ 0 . ;• = 1,2,3 
9—dcr 
Using (3.14), A1A2 - i43 = 0 is obtained as 
(3.17) 
(f)' elh- Oy [ (y+5*+/*) 2\rr + b<g Oy {y+S*+li} s*z* + c^s*r + ^ -^Y^ 
re(^ 9)s*rz*-cib[ h By 
(K+5*+/*)^ e\ 9 
Oy \S*l*Z* = 0 
(y+s+i*) 
(3.18) 
Theorem 3.1: Under the conditions (3.15) — (3.17), there is a simple Hopf Bifurcation at 
equilibrium point E* at some critical value of the parameter 9 given by Eq. (3.18) 
Let c, rate of infection, be the bifurcation parameter. For simple Hopf bifurcation at 
c = Ccr, Gakkhar and Negi [24] use Liu [25] approach. Liu [25 proved that if 
^i(Ccr)'^3('^cr). OTid fi^c^r) = ^i(Ccr)'^2(Qr) ~ MiCcr), are smooth functions of c in 
an open interval of c^ e M such that 
(Bl) A^ic^) > 0, A^ic,r) = ^i(CcrM2(Ccr) " MCcr) = 0 and A^{c,r) > 0, (3.19) 
dA2(c) (B2) dc ^0, C=Cr (3.20) 
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then (Bl) and (B2) are equivalent to conditions (Al) - (A3) for the occurrence of a 
simple Hopf bifurcation at c = Ccr • 
3.4.5 Numerical study of the system behavior 
Gakkhar and Negi [24] have Considered the following parametric values 
r = 5/^-^ /C = 8 3 0 r ^ b = 0.011 Ih'^ e = 0.1 lh-\ c = O.Alh-\ 
S^O.Slh'^, d = O.Slh-\ g = 0.0092 lh-\ h = 0.09 lh~^ 6 = O.OS h~\ 
y = 1.58l-\ (3.21) 
The system (3.12) has equilibrium point (59.64,0,421.88), which is locally 
asymptotically stable. Fig. 3.9(a) shows the stability of £"* and Fig. 3.9(b) - (d) show the 
corresponding time series for three species. 
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Fig 3.9: (a) Stable system in S- Z plane for 6 = 0.05; (b) time series for susceptible phytoplankton, 
0 - 0.05; (c) time series for infected phytoplankton, 6 = 0.05; and (d) time series for zooplankton, 
9 = 0.05. 
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However, taking 6 = 9.5 the equilibrium, point £"3 in S- Z plane is unstable and the 
trajectory converges to the equilibrium point (1.25,12.296,0) in S-1 plane (see Fig. 
3.10(a)). Fig. 3.10(b) - (d) show the time series corresponding to S, Z and I. 
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Fig 3.10: (a) Stable system in S- Z plane for 6 • 
9 
-05 
iO 2 J G 8 
<'*) Time t 
9.5; (b) time series for susceptible phytoplankton 
9.5; (c) time series for infected phytoplankton, 0 = 9.5; and (d) time series for zooplankto/i 
= 9.5. 
^ 
Consider the following parametric values: (.; >^3^'^ 
r = 5/i->, K = 830r\ b = OMllh-'^, e = 0.2Slh~^, c = O.Ulittr,^ ,. 
' --v. I 1 „ . , . ' 
d = O.Slh-^, S = O.Slh-^, g = 0.0066 Ih'^, h = 0.23 Ih'^, 
y = l.S8r\ (3.22) 
These values of parameters suggest the coexistence of three species for 9 6 (2.13,6.72). 
For 9 = 2.2, the nontrivial equilibrium point is £'*(371.06,1.051,235.48). From the 
conditions (3.15) - (3.16) of simple Hopf bifurcation, it is observed that the coefficients 
of characteristic equation (3.13), Ai(9) i = 1,2,3 are positive in 0 £ (2.13,6.72). 
Further ai 9 = 2.14 the value of /(^^r) = >li(^cr)^2(^cr) - ^sC^cr) > 0 and at 9 = 
6.7, f(9cr) = Ai(dcr)A2(dcr) ~ ^3(^cr) < ^- It is also observed that f(9) is monotonic 
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decreasing in (2.13,6.72). Hence, the value dcr is unique at which f{6cr) = 0. For this 
choice of parametric values, any value of 9 E {ficr, 6.72) gives rise to a periodic solution. 
Fig. 3.11(a) shows the stability of equilibrium point E* for 6 = 2.2. 
Fig. 3.11(b) shows the existence of limit cycle in phase plane for the given choice of 
parameters and 9 = 6.5. The time series corresponding to Fig. 3.11(c) - (e) show the 
periodic behavior of all the three species. 
.TJQ, 
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(*^ ) Time t 
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(^) Time t 
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Fig 3.11: (a) Stable system in S-1-Z plane for 6 = 2.2; (b) limit cycle in S-1-Z plane for 9 = 6.6; 
(c) time series for susceptible phytoplankton, 9 = 6.6; and (d) time series for zooplankton, 9 = 6.6; and (e) 
time series for infected phytoplankton, 6 = 6.6. 
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Gakkhar and Negi [24] also discuss the bifurcation behavior with respect to c 
Considering 6 = 2.S and taking other parameters same as before: 
r = Sh~\ K = S30r^, b = 0.011//l-^ e = 0.2S lh-\ d = 0.5 Ih'^ 
S = O.Slh-^, g = 0.0066 Ih-^. /i = 0.23// i- \ y = 1.58 r ^ (3.23) 
For these values, the coexistence of all species is possible if c G (0.124,0.413). The 
characteristic equation for E* is cubic whose coefficient Ai(c), i = 1,2,3 are positive in 
ce (0.124,0.413). The value of A2=i4i(c)>l2(c)-/13(c) > 0 is positive at c = 0.13, 
while it is negative at c = 0.41. Furthermore, A^(c) is monotonic decreasing in 
(0.124,0.413). Hence, the value Ccr is unique at which A^(Ccr) = 0 and 
dc ^0. 
The positive equilibrium E* is asymptotically stable for the parameter c in the interval 
c G (0.124, Ccr) ^^^ l™it cycle is observed in the neighborhood (c^r — £, Ccr + s) of 
Qr for £ > 0. For this set of parametric values, Gakkhar and Negi [24] get 
Ccr = 0.37 lh~'^. Fig. 3.12(a) shows the stability of equilibrium point (302.81, 4.30, 
216.02) for c = 0.18 lh~^. Fig. 3.12(b) shows the existence of limit cycle in phase 
plane at c = 0.37 / h~^ . The time series corresponding to Fig. 3.12(b) in Fig. 3.12(c) -
(e) show the periodic behavior of all the three species. 
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Fig 3.12: (a) Stable system in S-1-Z plane for c = 0.12; (b) limit cycle in S-1-Z plane fore = 
0.37; (c) time series for susceptible phytoplankton, c = 0.37; (d) time series for infected phytoplankton, 
c == 0.37; and (e) time series for zooplankton, c = 0.37. 
In case of parameters given by (3.23), the threshold value for infection to persist obtained 
by Gakkhar and Negi [24] is c = 0.124, below which infective will die out. However if 
9 is set to zero then the threshold value will shift to c = 0.37. Hence comparing these 
two situations they found that in presence of toxin substance the threshold value of 
infection rate, at which disease does not spread, is reduced. 
Further increase in the value of c = 0.95 lh~^, the solution shows quasi-periodic 
behavior in Fig. 3.13(a). The clusters of irregular amplitude oscillations are clearly 
visible in the corresponding time series in Fig. 3.13(b) - (d).The quasi-periodic behavior 
(discuss quasi periodic nature in the introduction) may be responsible for bloom. Further, 
this quasi-periodic behavior was not observed for 6. 
It is expected that the toxicants can control the quasi-periodic behavior. It is achieved by 
decreasing 9 to 0.48, when the solution converges to limit cycle. However fuither 
decrease in 6 gives a stable solution in 5 - Z plane, eliminating infectives. This is shown 
in Fig. 3.14. 
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Fig 3.14: (a) Limit cycle in S-1-Z plane for 9 = 0.48; (b) time series for susceptible phytoplankton. 
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3.5 Upadhyay, Naji and Kumari Model [26] 
3.5.1 Comparison between the dynamical complexities of two nonlinear 
deterministic prey-predator models of aquatic ecosystems 
Upadhyay, Naji and Kumari [26] studied and compared the dynamical complexity of 
two nonlinear deterministic prey-predator models of aquatic ecosystems. The first model 
has two kinds of predators: specialist as well as generalist. The second one has only one 
kind of predator that is the specialist predator. To observe the role of TPP, they 
considered HoUing type I, II and III functional response forms for the description of 
consumption of prey by its predator. They investigate the dynamical complexity in these 
model systems with the help of bifurcation study. 
3.5.1 Model systems 
Consider a situation where TPP population (prey) of size x is predated by 
individuals of specialist predator zooplankton population y. This zooplankton population, 
in turn, serves as a favorite food for the generalist predator molluscs population of size z. 
This interaction is represented by the following system of a simple prey - specialist 
predator -generalist predator interaction 
dx wxy 
— = a^x-b^x^--—, (3.24 a) 
at x+D 
dy w-iXy W2yz 
- T = -a^y + - ^ - ^ ^ ^ -Of(x)y, (3.24 b) 
dt ^^ x+D^ y+D2 J^ '^' ^ ^ 
dz W-DZ^ 
— = cz (3.24 c) 
dt y ^ ^ 
where a^, a2, b^, w, Wi, W2, W3, D, D^, D2, c and 9 are positive constants. This model may 
be compared with the model system (3.7 a) - (3.7 c) of Upadhyay and Chattopadhyay 
[22]. The third term ——j on the right hand side of (3.7 b) represents the per capita 
functional response of the vertebrate predator z. Some insect top-predators very often 
switch to alternative prey in situations when their favorite food is in short supply. This 
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fact has been accommodated by replacing y^ in the third term of equation (3.7 b) with y 
as their functional response is of Rolling type II this results in model system (3.24 a) -
(3.24 c). Since the generalist predator z in (3.24 c) are assumed to be sexually 
reproducing species, their growth has two phases: a linear phase and a quadratic phase. 
So in this case, the last equation (3.24 c) is modified to 
dz ^ vvsz^ 
— = cz^ — (3.24 d) 
dt y+Ds 
where D^ represents the residual loss in z population due to severe scarcity of its favorite 
food y. The typical situation represented by this model is presented in Fig. 3.5. 
The two models studied by Upadhyay, Naji and Kumari [26] depending on whether 
growth of the generalist predator has linear phase or quadratic phase may be represented 
as 
dx wxy 
— — ai X — b-,x — , 
dt ^ ^ x+D 
dy _ w^xy Wzyz 
— o.2y + -dfixjy, 
dt ^^ x+D-y y+D2 ^ 
dz ^ WoZ^ 
— = cz^ ^— (3 25) 
dt y+D-i ^ ' 
and 
dx vjxy 
dt ^ X+D' 
dy _ Wixy W2yz 
— a^y + dfyx)y, 
dz , w^yz 
— =-cz-\ — (3.26) 
dt y+Ds 
where W2 measures the maximum value attainable by the per-capita functional response 
of the specialist predator z which feeds only on y. The parameter c is the decay rate of 
the predator z in absence of its prey y and W3 is a measure of its assimilation efficiency. 
The real world example for this model is presented in Fig. 3.4 
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3.5.2 Numerical results 
Upadhyay, Naji and Kumari [26] have considered HoUing types I, II, and III 
functional forms to describe the liberation of toxin production process. The Rolling type 
I, II, and III functional are: 
(Holling type I) 
{HoUing type 11) 
1. 
2. 
fix) = X 
nx) = 
X+D4 
^ 2 
fix) = — T (Holling type III). 
They observe that model system (3.25) has a chaotic solution at the following set of 
parameter values (see Fig. 3.15). 
ai = 1.93, &i = 0.06, w = 1, D = 10, 03 = 1, w^ = 2, D^ = 10, W2 = 0.405, 
D2 = 10, c = 0.003, W3 = 1, D3 = 20. (3.27) 
_3 
Zooplankton 0 5 TPP 
Fig 3.15: Phase plane diagram for modei system (3.25) depicting chaotic attractor for 9 = 0, other 
parameters are same as given in equation (3.27) 
Also for the following set of parameter values, model system (3.26) exhibits a chaotic 
dynamics (see Fig. 3.16). 
ai = 1.75, b^ = 0.05, w = 1, D = 10, 03 = 1, w^ = 2. D^ = 10, W2 = 1.45, 
D2 = 10, c = 0.1, W3 = 1, D3 = 20. (3.28) 
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Zoop lank ton 0 0 TPP 
Fig 3.16: Phase plane diagram for model system (3,26) depicting chaotic attractor for 9-0, other 
parameters are same as given in equation (3.28). 
For different types of functional response forms, they have plotted the successive maxima 
of top predator z as a function of the parameter 6 (rate of toxin substances released by 
TPP population) keeping other parameters fixed as given in equation (3.27) for model 
system (3.25) and equation (3.28) for model system (3.26). 
The figures, Fig. 3.17, Fig. 3.18, and Fig. 3.19, are representing the bifurcation 
diagrams of model system (3.25) with functional response of Holling type I, II, and III 
respectively. For model system (3.26), the bifurcation diagrams are also drawn for 
functional response given by Holling type I, II, and III, and are presented in Fig. 3.20, 
Fig. 3.21, and Fig. 3.22 respectively. All these figures show clearly the transition from 
chaos to order through sequence of period halving bifurcation. Therefore, for both the 
models and for different forms of toxic substance liberation process ( i .e . / (x)) , it is 
observed that, increase of value of toxic substances released by TPP population (L e. 9) 
has a stabilizing effect. The blow-up bifurcation diagrams show that the model system 
possesses rich variety of dynamical behavior for bifurcation parameter 9 in the ranges 
[0,0.0029] for Holling type I (see Fig. 3.17(b)), [0,0.07] for Holling type II (see Fig. 
3.18(b)) and [0,0.06] for Holling type III (see Fig. 3.19(b)) functional responses. In all 
the three cases, a period-doubling cascade is observed. 
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Fig 3.17: (a) Bifurcation diagram as a function of 9 for model system (3.25) with f(x) of Holling 
type I. (b) Blown up bifurcation diagram of (a) in the range 0 < 9 < 0.008. 
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Fig 3.18: (a) Bifurcation diagram as a function of 9 for model system (3.25) with f(x) of Holling 
type II. (b) Blown up bifurcation diagram of (a) in the range 0 < 9 < 0.2. 
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Fig 3.19: (a) Biflircation diagram as a function of 9 for model system (3.25) with / ( x ) of Helling 
type in. (b) Blown up bifurcation diagram of (a) in the range 0 < 6 < 0.15. 
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Fig 3.20: Bifurcation diagram as a function of 9 for model system (3.26) with/(x) of Holling type 
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Fig 3.21: (a) Bifurcation diagram as a function of 9 for model system (3.26) with f{x) of Holling 
type II. (b) Blown up bifurcation diagram of (a) in the range 0 < G < 0.3. 
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Fig 3.22: (a) Bifurcation diagram as a function of 6 for model system (3.26) with / (x ) of Holling 
type III. (b) Blown up bifurcation diagram of (a) in the range 0 < ^ < 0.3. 
Further, Table 3.4 and Table 3.5 describe the dynamical behavior of model system (3.25) 
and model system (3.26) respectively according to the above mentioned bifurcation 
diagrams. From Table 3.4, Upadhyay, Naji and Kumari [26] found that chaos was 
observed in the ranges [0.001 - 0.0026], [0.0038 - 0.0047] for Holling type I, in the 
ranges [0.001 - 0.0111], [0.0124 - 0.059] for Holling type II and in the ranges 
[0.001 - 0.0094], [0.011 - 0.049] for Holling type III functional responses. They 
have obtained similar results for model system (3.26) but for the different ranges of 9 
values. 
From Tables 3.4 and 3.5, they conclude that the gradual increase of toxin values of 
phytoplankton in the model systems which turn the system dynamics from chaos to 
doubling state to different order limit cycles and the system finally settles down to an 
equilibrium state. 
Table 3.4: Dynamical behavior (DB) of model system (3.25) depending on the results of 
biflircation diagrams given in Fig. 3.17, Fig. 3.18 and Fig. 3.19. 
Pi - limit cycle of period j (i = 2,3,4,5,6), SF - stable focus, LC - limit 
cycle, LP - long period, SCA - strange chaotic attractor, EX - extinction. 
Results of model (3.25) for 
Holling type I: fix) 
d 
0.001-0.0026 
0.0027 
0.0028-0.0037 
0.0038-0.0047 
0.0048-0.005 
0.0051-0.0055 
0.0056-0.0057 
0.0058-0.0162 
0.0163-0.0164 
0.017 
= X 
DB 
SCA 
P6 
P3 
SCA 
P4 
P2 
LP 
P2 
SF 
EX 
Results of model (3.25) for 
Holling type II: 
fix) = -, ;:^ ^ 
1 -^^ ^ {x^D^) 
D4 = 10 
B 
0.001-0.0111 
0.0112 
0.0113-0.0115 
0.0116-0.0123 
0.0124-0.059 
0.06 
0.061 
0. 0.062-0.068 
0.07-0.16 
0.17 
0.18-0.39 
0.4-0.6 
0.7 
DB 
SCA 
P6 
P5 
P4 
SCA 
LP 
P6 
P4 
P2 
LP 
LC 
SF 
EX 
Results of model (3.25) for 
Holling type III: 
D^ = 10 
9 
0.001-0.0094 
0.0095 
0.0066-0.0097 
0.0098-0.0099 
0.01 
0.011-0.049 
0.05-0.054 
0.055-0.135 
0.14 
0.15-0.32 
0.33-0.5 
0.55 
DB 
SCA 
LP 
P4 
LP 
P4 
SCA 
P4 
P2 
LP 
LC 
SF 
EX 
Table 3.5 Dynamical behavior of model system (3.26) depending on the results of 
bifurcation diagrams given in Fig. 3.20, Fig. 3.21 and Fig. 322. 
Results of model (3.26) for 
Hoi ling type I: fix) -
9 
0.0010-0.0019 
0.0020-0.0022 
0.0023-0.0057 
0.00571 
0.00572-0.00574 
0.00575-0.00576 
0.00577-0.00578 
0.00579-0.007 
0.0071 
0.0072-0.0073 
0.0074-0.0084 
0.0085-0.0098 
0.0099-0.011 
0.012 
0.0125-0.014 
0.015 
0.016 
= X 
DB 
SCA 
P6 
SCA 
LP 
P5 
P3 
P5 
P3 
P6 
P4 
P2 
LC 
P3 
LP 
P2 
LC 
EX 
Results of model 
Holling type II: 
fix) = r \ . 
£)4 = 10 
e 
0.001-0.04 
0.041 
0.042—0.043 
0.044 
0.045-0.075 
0.076-0.077 
0.078-0.087 
0.088-0.114 
0.115-0.17 
0.18-0.19 
0.2-0.26 
0.27-0.66 
0.67-0.7 
0.71 
(3.26) for 
DB 
SCA 
LP 
P4 
LP 
SCA 
LP 
P6 
P3 
SCA 
P4 
P2 
LC 
SF 
EX 
Results of model 
Holling type III: 
^4 = 10 
6 
0.001-0.048 
0.049 
0.05-0.051 
0.052 
0.053-0.056 
0.057 
0.058-0.092 
0.093-0.1412 
0.1413-0.1415 
0.1416-0.1417 
0.1418-0.152 
0.153-0.155 
0.156-0.171 
0.172-0.23 
0.24-0.54 
0.55-0.59 
0.6 
(3.25) for 
DB 
SCA 
LP 
P3 
P5 
P3 
LP 
P3 
SCA 
P6 
LP 
SCA 
LP 
P4 
P2 
LC-
SI-
EX 
3.6 Discussion and conclusion 
Edwards arad Bees [13] investigated the bifurcation structure of a simple plankton 
model with a non-integer exponent of closure. Which explores the dynamics of system 
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(3.1) as the closure term is gradually varied from linear to quadratic. They have 
numerically computed bifurcation diagrams, illustrating the existence of two transcritical 
bifurcations for m = 1 and a 'three-way transcritical bifurcation' for m = 2. Gakkhar 
and Negi [24] have shown that system (3.12) has a supercritical hopf bifurcation around 
the non-zero equilibrium with respect to infection parameter and exhibits the cyclic 
nature. They also found the supercritical hopf bifurcation for another parameter rate of 
toxin liberation. They observe that their parameter can control irregular amplitude quasi-
periodic behavior, which may be responsible for bloom. Thus, they finally conclude that 
the viral infection and toxin substance in such phytoplankton-zooplankton system has an 
important role for controlling planktonic bloom. Upadhyay and chattopadhyay [22] and 
Upadhyay, Naji, Kumari [26] have shown the chaotic behavior in phytoplankton and 
zooplankton population and they found that the rate of toxic substance released by TPP is 
high for type I functional form than those of type II and type III functional form. 
Therefore they concluded that to maintain the order of an ecosystem functioning, type II 
or type III functional form for toxin liberation process is more appropriate. They found 
that increasing the strength of toxic chemical released by TPP population reduces the 
prevalence of chaos. The conclusion of their observation is that toxic substances released by 
TPP population may act as bio-control by changing the state of chaos to order. 
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CHAPTER-4 
BIFURACTIONS IN EPIDEMIC MODELS 
4.1 Introduction 
In this chapter we present basics of epidemic modeUng and discuss some models like 
Gomez-Acevedo and Li Model [28] and Chitnis, Gushing and Hymen Model [30] which show 
that epidemic models can have bifurcating behavior. 
4.2 Basic epidemic modeling 
Gompartments with labels such as M, S, E, I, and R are often used for the epidemiological 
classes as shown in Figure 4.1. 
birthd ivtth birihs u'ithcnit 
,e immuruty pas,Hve immunity 
Fig. 4.1 [37]: The general transfer diagram for the MSEIR model with the passively immune class M, the 
susceptible class 5, the exposed class E, the infective class /, and the recovered class R. 
If a mother has been infected, then some antibodies are transferred across the placenta, so that 
her newborn infant has temporary passive immunity to an infection. The class M contains these 
infants with passive immunity. After the maternal antibodies disappear from the body, the infant 
moves to the susceptible class 5. Infants who do not have any passive immunity, because their 
mothers were never infected, also enter the class 5 of susceptible individuals; that is, those who 
can become infected. When there is an adequate contact of a susceptible with an infective so that 
transmission occurs, then the susceptible enters the exposed class E of those in the latent period, 
who are infected but not yet infectious. After the latent period ends, the individual enters the 
class I of infectives, who are infectious in the sense that they are capable of transmitting the 
infection. When the infectious period ends, the individual enters the recovered class R consisting 
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of those with permanent infection-acquired immunity. Passively immune class M and the laiem 
period class E are often omitted, because they are not The crucial for the susceptible-infective 
interaction. Acronyms for epidemiology models are often based on the flow patterns between the 
compartments such as MSEIR, MSEIRS, SEIR, SEIRS, SIR, SIRS, SEI, SEIS, SI, and SIS. 
The threshold for many epidemiology models is the basic reproduction number RQ, which is 
defined as the average number of secondary infections produced when one infected individual is 
introduced into a host population where everyone is susceptible. For many deterministic 
epidemiology models, an infection can get started in a fully susceptible population if and only if 
RQ> 1. Thus the basic reproduction number RQ is often considered as the threshold quantity that 
determines when an infection can invade and persist in a new host population. 
There are two classic SIR models 
• Epidemic models that are used to describe rapid outbreaks that occur in less than one year 
• Endemic models that are used for studying diseases over longer periods, during which 
there is a renewal of susceptibles by births or recovery from temporary immunity 
The two classic SIR models provide an intuitive basis for understanding more complex 
epidemiology modeling results. 
4.2.1 Formulating Epidemiology Models [37] 
The horizontal incidence shown in Figure 4.1 is the infection rate of susceptible 
individuals through their contacts with infectives. If S(t) is the number of susceptibles at time t 
/( t) is the number of infectives, and N is the total population size, then s(t) = S(t)/N and 
i(t) = l{t)/N are the susceptible and infectious fractions, respectively. If P is the average 
number of adequate contacts (i.e., contacts sufficient for transmission) of a person per unit time, 
then pi/N = pi is the average number of contacts with infectives per unit time of one 
susceptible, and (pi/N)S = pis is the number of new cases per unit time due to the S = Ns 
susceptibles. The basic reproduction number RQ is as the average number of secondary infections 
that occur when one infective is introduced into a completely susceptible host population. The 
contact number a is defined as the average number of adequate contacts of a typical infective 
during the infectious period. An adequate contact is one that is sufficient for transmission, il~ the 
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individual contacted by the susceptible is an infective. The replacement number R is defined to 
be the average number of secondary infections produced by a typical infective during the entire 
period of infectiousness. 
Following table contains definitions of different groups of individuals of epidemiological 
modeling and various parameters involved. 
Table 4.1 
M 
S 
E 
I 
R 
m,s,e,i,r 
P 
US 
l A 
l/K 
^0 
a 
R 
Passively immune infants 
Susceptible 
Exposed people in the latent period 
Infectives 
Recovered people with immunity 
Fractions of the population in the classes above 
Contact rate 
Average period of passive immunity 
Average latent period 
Average infectious period 
Basic reproduction number 
Contact number 
Replacement number 
4.2.2 The Classic Epidemic Model [37] 
The classic epidemic model is the SIR model given by the initial value problem 
dS filS 
dt 
dl 
dt 
N 
pis 
N -Yl, 
5(0) = 5o > 0, 
/(O) = /o > 0, 
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dR 
— = -Yl RiO) = Ro>0 (4. 
at 
where 5(t) , / ( t) and R(t) are such that 5(t) + /(t) + R(t) = N. This SIR model is a special 
case of the MSEIR model (see Figure 4.1), in which the passively immune class M and the 
exposed class E are omitted. This model uses the standard incidence and has recovery at rate y/ 
corresponding to an exponential waiting timee"''^ Since the time period is short, this model has 
no vital dynamics (births and deaths). Dividing the equations in (4.1) by the constant total 
population size N yields 
ds 
— = -pis, s(0) = So > 0, dt 
di 
— = pis- yi i(0) = io ^ 0 (4-2) 
with r{t) = 1 — s{t) — i{t), where s(t),i{t), and r(t) are the fractions in the classes. The 
triangle T in the si phase plane given by 
T = {(s.i)\s>0.i>0,s + i<l} (4.3) 
is positively invariant and unique solutions exist in T for all positive time, so that the model is 
mathematically and epidemiologically well posed. Here the contact number a = jS/y is the 
contact rate ^ per unit time multiplied by the average infectious period l / y , so it has the proper 
interpretation as the average number of adequate contacts of a typical infective during the 
infectious period. Here the replacement number at time zero is CTSQ, which is the product of the 
contact number a and the initial susceptible fractionso-
Theorem 4.1 [37]: Let (s(t), i (0 ) be a solution of (4.2) in T. If crsg < 1, then i(t) decreases to 
zero as t -> oo. If asQ > 1, then i(t) first increases up to a maximum value ij^ax = o^ + o^ ~ 
l/o" — [\n(aSo)]/a and then decreases to zero as t -> co. The susceptible fraction s(t) is a 
decreasing function and the limiting value Soo is the unique root in (0, l/a) of the equation 
io + So - Soo + ln(Soo/so)/o- = 0. (4.4) 
Typical paths in T are shown in Figure 4.2, and solutions as a function of time are shown in 
Figure 4.3. 
95 
o.s -
4-1 
n 
0 .6 
!r> 0 . 4 
u .2 
(T 
K 
-.r^-. \ 
X 
^v. X 
\ 
mill / ^ 
Z _ x ^ 
V 
J i ^ 
0 , 2 M 0,4 0 . 6 
s u s c e p t i b l e f i -ac t ion, G 
O.ft 
Fig. 4.2: Phase plane portrait for the classic SIR epideinic model with contact number a = 3. 
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Fig. 4.3: Solutions of the classic SIR epidemic model with contact number a = 3 and average infectious period 
1/y - 3 days. 
Note that the hallmark of a typical epidemic outbreak is an infective curve that first increases 
from an initial /Q near zero, reaches a peak, and then decreases toward zero as a function of time. 
The susceptible fraction s(t) always decreases, but the final susceptible fraction Soo is positive. 
The epidemic dies out because, when the susceptible fraction s{t) goes below 1/cr, the 
replacement number as(t) goes below 1. The results in the theorem are epidemiologically 
reasonable, since the infectives decrease and there is no epidemic, if enough people are already 
immune so that a typical infective initially replaces itself with no more than one new 
infective(<7So < 1). But if a typical infective initially replaces itself with more than one new 
infective (crSo > 1), then infectives initially increase so that an epidemic occurs. 
4.2.3 The Classic Endemic Model [37] 
The classic endemic model is the SIR model with vital dynamics (births and deaths) 
given by 
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dS 
dt ' 
dl 
dt ' 
dR 
-- fiN -
pis 
N 
= Yl-
 ^ S -
-yl-
-liR 
pis 
N 
-^u 
5(0) = So > 0, 
/(O) = /o > 0, 
i?(0) = i?o^O (4.5) 
dt 
with S{t') + /(t) + /?(t) = N. This SIR model is almost the same as the SIR epidemic model 
(4.1) above, except that it has an inflow of newborns into the susceptible class at rate ^LN and 
deaths in the classes at rates ^iS.pLl, and nR. The deaths balance the births, so that the population 
size N is constant. Dividing the equations in (4.5) by the constant total population size N yields 
ds ^ _ 
— = -pis + H-HS, s(0) = So > 0, 
dt 
di , , 
— = pis-(Y + M)i i(0) = io>0 (4.6) dt 
with r(t) = 1 - s(^t) - i(t). The triangle 7 in the si phase plane given by (4.3) is positivel) 
invariant, and the model is well posed. Here the contact number a remains equal to the basic 
reproduction number RQ for all time, because no new classes of susceptibles or infectives occur 
after the invasion. For this model (4.6) the threshold quantity is given by/?o = (J = P/(y + fi). 
which is the contact rate p times the average death-adjusted infectious periodl/(y + ju). 
Theorem 4.2[37]: Let (s{t),i(t)) be a solution of (4.6) in T. If u < 1 or IQ = 0, then solution 
paths starting in T approach the disease-free equilibrium given by s = 1 and i = 0. If cr > 1. 
then all solution paths with LQ > 0 approach the endemic equilibrium given by Sg = l/ff and 
ie = K(J - 1)/P. 
Figures 4.4 and 4.5 illustrate the two possibilities given in the theorem (4.2). If RQ = a < 1, then 
the replacement number as is less than 1 when IQ > 0, so that the infectives decrease to zero. 
The recovered people slowly die off and the birth process slowly increases the susceptibles, until 
eventually everyone is susceptible at the disease-free equilibrium with s = 1 and i - 0. If 
RQ = a > 1, io is small, and SQ is large with CTSQ > 1, then s{t) decreases and i{t) increases up 
to a peak and then decreases, just as it would for an epidemic. After the infective fraction has 
decreased to a low level, the slow processes of the deaths of recovered people and the births of 
new susceptibles gradually increase the susceptible fraction until (Ts(t) is large enough that 
another smaller epidemic occurs. This process of alternating rapid epidemics and slow 
regeneration of susceptibles continues as the paths approach the endemic equilibrium given in 
the theorem. At this endemic equilibrium the replacement number aSg is 1, which is plausible 
since if the replacement number were greater than or less than 1, the infective fraction i(t) would 
be increasing or decreasing, respectively. 
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Fig. 4.4: Phase plane portrait for the classic SIR endemic model with contact number a = 0.5. 
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Fig. 4.5: Phase plane portrait for the classic SIR endemic model with contact number cr = 3, average infectious 
period l/y = 3 days, and average lifetime 1/^ = 60 days. 
For this SIR model there is a transcritical (stability exchange) bifurcation ata = 1, as shown in 
Figure 4.6. The i^ coordinate of the endemic equilibrium is negative for a < 1, coincides with 
the disease-free equilibrium value of zero at (T = 1, and becomes positive for a > 1. This 
equilibrium given by s^ — 1/cr and tg = [i{a — V)/P is unstable for a <1 and is localh 
asymptotically stable for o > \, while the disease-free equilibrium given by s = 1 and i = 0 is 
locally stable for a < 1 and unstable for cr > 1. Thus these two equilibria exchange stabilities as 
the endemic equilibrium moves through the disease-free equilibrium when o" = 1 and becomes a 
distinct, epidemiologically feasible, locally asymptotically stable equilibrium when a > 1. 
BIFURCATION DIAGRAM FOR THE SIR ENDEMIC MODEL 
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Fig. 4.6: The bifurcation diagram for the SIR endemic model, which shows that the disease-free and endemic 
equilibria exchange stability when the contact number CT is 1. 
4.3 Gomez-Acevedo and Li Model [2005, 28] 
4.3.1 Backward bifurcation in a model for HTLV-I infection oiCD^^T cells 
Human T-cell Lymphotropic Virus Type I (HTLV-I) infection is responsible for several 
diseases such as Adult T-cell Leukemia/Lymphoma (ATL) and HTLV-I Associated Myelopathy 
/Tropical Spastic Paraparesis (HAM/TSP) [27]. As a retrovirus HTLV-I uses reverse 
transcriptase to synthesize DNA segments (provirus) that integrate into the host DNA. The mam 
target for the viral infection is the CDA'^T -lymphocyte population. Unlike the HIV, which can 
break free from host cells and infect other T cells, cell-free HTLV-I does not trigger infection. 
Cell-to-cell contact is normally required to transmit the infection among CD4'^ T cells [27]. Like 
other retroviruses, HTLV-I provirus can also be vertically transmitted to the daughter cells of an 
infected cell during mitosis. 
To mod^ the HTLV-I infection of CD4'*"r cells, Gomez-Acevedo and Li [28] partitioned the T-
cell population into uninfected and infected classes. Let x(t),y(t) denote the number of 
uninfected and infected cells at time t respectively. They assume that the proliferation of T cells 
due to mitotic division obeys a logistic growth. The mitotic proliferation of uninfected cells is 
described by Vix(t)[l — (x(t) + y(,t))/K], where v^ is the proliferation constant and K is the 
level at which mitotic division of CD4'''T cells stops. Infected cells retain most of the cellular 
functionalities, their division is assumed to be similar to that of the uninfected cells, and is 
described by V2yit)[l — (x(t) + y{t))/K], with proliferation constant ^3. The horizontal 
transmission of HTLV-I is through cell-to-cell contact between infected and uninfected cells, is 
assumed to have a bilinear incidence form ^x(£)y(t), where /? is the transmission coefficient. 
Newly infected CDA-'^T cells face a strong humoral immune response. We assume that only a 
fraction <7 of cells newly infected by direct contact escape the immune system attack, and are 
able to infect other r cells. Here 0 < a < 1. We assume that the body generates CD4"T cells 
at a constant rate A and newly generated cells are uninfected. The removal rate of uninfected 
CDA'^T cells is a constant jXi, and may include the loss due to natural death and activation by a 
non HTLV-I antigen. The removal rate for infected cells fi2> ^^Y include the loss due to natural 
causes and cell-mediated immune response. 
The model is described by the following system of nonlinear differential equations 
x' = A + v-^x(l r ^ j - fi^x - pxy. 
y' = afixy + v-,y ( l - ^ ) - n^y. (4.7) 
The basic reproductive number for the infection of HTLV-I is the average number of secondar\ 
infections caused by a single infected CDA'^T cell introduced in an entirely susceptible CD4^T 
cell population, over its entire infectious periodl//Z2. For our model (4.7), the basic reproduction 
number RQ = /?o(< )^ is given as follows 
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The first term in the brackets describes the per-unit-time secondary infections through the cell-
to-cell contact, and the second temi those through mitotic division. From its definition, one can 
see that /?o(c) is an increasing function of (7. 
4.3.2 Equilibria and backward bifurcation 
Equihbrium (x, y) satisfies 
0 = A + ViX (l TT j^ - yUiX - Pxy, 
0 = apxy + v-^y ( l - ^ ) - lizy. (4.8) 
The infection-free equilibrium PQ = (XQ, 0) exists for all parameter values, where XQ > 0 
is the positive root of the polynomial 
A(x) = A + ( v i - M a ) x - ^ x 2 . (4.9) 
A chronic-infection equilibrium P = (x, y) satisfies (4.8) with y > 0 From the second equation 
of(4.8) they obtain 
y = ^ [ ( ^ / ^ - T ) ^ + <^^2-^2)]. (4.10) 
Substituting this into the first equation of (4.8), they conclude that an chronic-infection 
equilibrium satisfies 
where / i is defined in (4.9) and 
! _ / ' V i 
The number of chronic-infection equilibria can be analyzed geometrically through intersections 
of the graphs of/ i and /2- System (4.7) can have more than one chronic infection equilibria only 
if /2 is concave down and has a positive root. This happens if and only if the following 
conditions hold: 
aKp < V2 and H2 < ^2- (4.12) 
It has been reported [29] that a strong humoral immune response to HTLV-I is established within 
months after the infection. Moreover, the HTLV-I proviral load consists of relatively few clones 
It is reasonable to expect that the fraction of cells that are infected by direct contact and survive 
the immune system attack is small, namely a « 1. On the other hand, the high proviral load of 
HTLV-I infection suggests that replication via mitosis contributes significantly. 
/2 W = ^ ( Y + ^ ) t ( ^ ^ ^ - ^2)X + K(V2 - ^2)]X. (4.1 1) 
To ensure that the graphs of / i and [2 intersect for some range of a, we require the following 
technical condition 
,2 
'2' 
which is derived from the condition f-^iy^o) > fi(xo), see Fig. 4.7. 
Defining 
iv,+(3Ky (1 - ^ ) ' > (1^ 1 - / ^ i ) ' + 4 A ^ , (4.13) 
and 
V2 ( ^ 2 - ^ 2 ) ,. , . 
Or=—-: . 4.1 .^  1 
It is assumed that 
Q<aQ<Oc<l. (4.16) 
For all figures they have chosen the rate of production of CDA^'T cells as A = 25 cells mm''', 
and the natural death rate of CDA'^T cells aS|U2 = /^i = 0.03 day~^. In the absence of HTLV-1 
infection, the number of CDA^T cells is expected to be constant and has a normal count around 
1000 cells mrtV^, and a carrying capacity constant K = 1150 mm"^. This gives 
XQ = 1000 mm• ,^ or/^(1000) = 0. Using (4.9) they have obtained the proliferation constant 
for the CDA'^T cells as 172 = ^1 = 0.038 day~^. They choose /? = 1.03 * 10"^ mm^/cells/ 
day. One can verify that, with these parameter values, condition (4.13) holds, and condition 
(4.12) gives a range (0, 0.038) of cr for backward bifurcation to occur. Furthermore, 
(Tc = 0.024,ao = 0.00007,and /?o(<^o) = 0.169. Therefore, infection is able to persist at an 
equilibrium level if i?o > 0.169 equivalently total infection control is achieved only if 
RQ < 0.169. 
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Fig. 4.7: As ff varies from 0 to 1, the graph of/2 varies and the number of intersections of/i and /2 changes from 0 
to 1, then to 2 and bacic to 1. The five graphs of /2 shown correspond tocr = 0.007, 
0.0125,0.018,0.023, and 0.0243. 
As parameter a varies, the number of chronic equiUbria is shown in the following four cases 
(See Fig 4.7): 
(i) If 0 < cr < CTQ, graphs of/^ and /2 do not intersect, and there is no chronic-infection 
equilibrium. 
(ii) If a = CTQ, the graphs of f-^ and /2 are tangent, and there is a unique chronic-infection 
equilibrium, 
(iii) If CTQ < a < (Jc, there are two chronic-infection equilibria, P» = (x^.y^) and P* = (x*,y'), 
X* < x*,y» > y*.These are the two intersections of graphs of/^ and fj in the first quadrant, 
(iv) If 0" > (Tc there is a unique chronic-infection equilibriumP» = (x^.y*)- In this case, graphs 
of/i and /2 have only one intersection in the first quadrant. The value a^ is such that 
X* = XQ. Also the condition (4.13) implies that |/i'(Xo)| < |/2'(^o)l whencr = CTC, so that 
the graph of /2 is above that of / i to the left of and close to XQ. 
The corresponding bifurcation diagram is shown in Fig. 4.8. 
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Fig. 4.8: Bifurcation diagram of (4.7) showing a backward bifurcation, as a varies from 0 to 0.04. 
Bifurcation diagram in Fig 4.8 shows the standard features of a 'backward bifurcation". 
4.4 Chitnis, Gushing and Hymen Model [2006, 30] 
4.4.1 Bifurcation analysis for malaria transmission 
Malaria is an infectious disease caused by the Plasmodium parasite and transmitted 
between humans through the bite of the female Anopheles mosquito. The incidence of malaria 
has been growing recently due to increasing parasite drug-resistance and mosquito insecticide-
resistance. Therefore, it is important to understand the important parameters in the transmission 
of the disease and develop effective solution strategies for its prevention and control. Chitnis. 
Gushing and Hymen [30] divided the human population into four classes in their model (see 
Figure 4.9 below): susceptible, Sj^; exposed, Ef^; infectious, If^; and recovered (immune), R^. 
Fig. 4.9: Susceptible humans, S/, can be infected when they are bitten by infectious mosquitoes. They then progress 
through the exposed, F/j, infectious, 4 , and recovered, /?,,, classes, before reentering the susceptible class 
Susceptible mosquitoes, 5^, can become infected when they bite infectious or recovered humans. The infected 
mosquitoes then move through the exposed, £•„, and infectious, l^, classes. Both species follow a logistic population 
model, with humans having additional immigration and disease-induced death. 
People enter the susceptible class either through birth (at a constant per capita rate) or through 
immigration (at a constant rate). When an infectious mosquito bites a susceptible human, there is 
some finite probability that the parasite (in the form of sporozoites) will be passed on to the 
human and that the person will move to the exposed class. The parasite then travels to the liver 
where it develops into its next life stage. After a certain period of time, the parasite (in the form 
of merozoites) enters the blood stream, usually signaling the clinical onset of malaria. In this 
model, people froin the exposed class enter the infectious class at a rate that is the reciprocal of 
the duration of the latent period. After some time, the infectious humans recover and move to the 
recovered class. The recovered humans have some immunity to the disease and do not get 
clinically ill, but they still harbor low levels of parasite in their blood streams and can pass the 
infection to mosquitoes. After some period of time, they lose their immunity and return to the 
susceptible class. Humans leave the population through a density-dependent per capita 
emigration and natural death rate, and through a per capita disease-induced death rate. 
The mosquito population is divided into three classes; susceptible, S^; exposed, E^; and 
infectious, l^- Female mosquitoes enter the susceptible class through birth. The parasite (in the 
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form of gametocytes) enters the mosquito with some probability when the mosquito bites an 
infectious human or a recovered human (the probabihty of transmission of infection from a 
recovered human is much lower than that from an infectious human), and the mosquito moves 
from the susceptible to the exposed class. After some period of time, dependent on the ambient 
temperature and humidity, the parasite develops into sporozoites and enters the mosquito's 
salivary glands, and the mosquito moves from the exposed class to the infectious class. The 
mosquito remains infectious for life. Mosquitoes leave the population through a per capita 
density-dependent natural death rate. 
Table 4.2 
5/j: Number of susceptible humans 
Ef^: Number of exposed humans 
//I: Number of infectious humans 
R)^: Number of recovered (immune and asymptomatic, but slightly infectious) humans 
5^: Number of susceptible mosquitoes 
E^: Number of exposed mosquitoes 
/y: Number of infectious mosquitoes 
Nn: Total human population 
Ny-. Total mosquito population 
Table 4.3 
Afi'. Immigration rate of humans. Humans * Time~^. 
\pi^: Per capita birth rate of humans. Time~^. 
ij)^: Per capita birth rate of mosquitoes. Time~-^. 
Oy-. Number of times one mosquito would want to bite humans per unit time, if humans were 
freely available. This is a function of the mosquito's gonotrophic cycle (the amount of 
time a mosquito requires to produce eggs) and its anthropophilic rate (its preference for 
human blood). Time~'^. 
a^^\ The maximum number of mosquito bites a human can have per unit time. This is a 
function of the human's exposed surface area. Time~^. 
Pfiy,: Probability of transmission of infection from an infectious mosquito to a susceptible 
human, given that a contact between the two occurs. Dimensionless. 
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Pyf^: Probability of transmission of infection from an infectious human to a susceptible 
mosquito, given that a contact between the two occurs. Dimensionless. 
y^fi-' Probability of transmission of infection from a recovered (asymptomatic carrier) human 
to a susceptible mosquito, given that a contact between the two occurs. Dimensionless. 
Vf^: Per capita rate of progression of humans from the exposed si.ate to the infectious state. 
l/v^^ is the average duration of the latent period. Time'^. 
Vy\ Per capita rate of progression of mosquitoes from the exposed state to the infectious 
state. 1/Vy is the average duration of the latent period. Time'^. 
y/j-. Per capita recovery rate for humans from the infectious state to the recovered state, l/y^, 
is the average duration of the infectious period. Time~^. 
5j^\ Per capita disease-induced death rate for humans. Time~^. 
p^: Per capita rate of loss of immunity for humans. 1/p/i is the average duration of the 
immune period. Time~^. 
^i/j: Density-independent part of the death (and emigration) rate for humans. Time'^. 
^2h- Density-dependent part of the death (and emigration) rate for humans. Humans * 
Time~^. 
Hiy,: Density-independent part of the death rate for mosquitoes. Time~^. 
IJ.2V- Density-dependent part of the death rate for mosquitoes. Mosquitoes ~-^  * Time~^. 
4.4.2 Malaria model 
The state variables (Table 4.2) and parameters (Table 4.3) for the malaria model (Figure 
4.9) satisfy the equations in (4.17). 
dSh 
dEfi 
dt 
dlh 
dt 
dRh 
dt 
= A^it)S^-Vf,Ef,-UNf,)E^, 
= Yhlh-phRh-fh(Nh)Rh, 
dSv 
— = xp^N^ - AM)S, - UN^)S^ , 
dE-0 
dt 
= v^E^-UK)l^, (4. d/v 
dt 
dNn 
dt 
In (4.17), all the parameters are strictly positive with the exception of the disease-induced death 
rate 5^ which is nonnegative. The mosquito birth rate is greater than the density-independent 
mosquito death rate ip^ > ^^^ ensuring that we have a stable positive mosquito population. 
Her fhi^h) — l^ih + l^ih^h is the per capita density-dependent death and emigration rate for 
humans and fv(N^) = ix^y + Hjv^v is the per capita density-dependent death rate for mosquitoes 
The total population sizes are Ni^ = Sfi + Efi + 1^, + R^. and N^ = S^ + E^ + I^ , with 
dNh 
= ip^N, - UN,)Ny , (4.18) 
dt 
and the infection rates are 
A, = ij,(iV„iV,)/?^,^ and A, = &,(%iV,) ( / ? , , ^ + ^ , r t ^ ) . (4.19) 
They defined the force of infection from mosquitoes to humans as A^  the product of the 
number of mosquito bites that one human has per unit time, bf^, the probability of disease 
transmission from the mosquito to the human, /?/ji; , and the probability that the mosquito is 
infectious, I^/N^. They defined the force of infection from humans to mosquitoes. Ay , as the 
sum of the force of infection from infectious humans and from recovered humans. Furthermore, 
they defined the number of human bites one mosquito has per unit time as, by ; the probability of 
disease transmission from the infected and recovered humans to the mosquito as Py/^ and ^^ /^  
respectively; and the probability that the human is infectious or recovered, /^/A/^ and Rh/^n-
They modeled the total number of mosquito bites on humans as 
b = b(Nn,Ny) — = —; •— Ny, (4.20) 
no 
so that the total number of mosquito-human contacts depends on the populations of both species. 
They defined bfi = b^C^/i' ^ P ) = ^(^h; Nv)/^h ^s the number of bites per human per unit time, 
and bj; — hy{N^, N^) = b(Nfi, N.i;)/Nv as the number of bites per mosquito per unit time. 
Table 4.4 
Number of mosquito bites on humans in the malaria transmission model (4.17) and its limitins^ 
cases with population changes. 
General model 
As iV/i -> 00 
or N^ , -* 0 
As N^ -^ 0 
or iVj, -^ 00 
Number of bites per 
human, 6^ 
^ v ^ / i ^ i ; 
a^N^+OfiNh 
cTvNp 
(^h 
Number of bites per 
mosquito, bp 
CTvCThNh 
avNv+aiiNh 
ffv 
Total number bites. 
NyCTyahNh 
OyNy+ahN}^ 
Ov^v 
(^hNh 
Let 
Ch = 
Eh 
and iy = 
U. (4.: -liL --H. -h. 
Sh = ShNf, = {l-en-ih- ^h)^^ and S^ = s^N^ = (1 - e^ - i^)Np . (4.22) 
Differentiating the scaling equations (4.21) and solving for the derivatives of the scaled 
variables, they obtain 
deft 
dt 
1 dEn d/Vh] , de„ 1 SdE^ dNp\ 
Bh and — = — e„ 
dt " dt J dt Nyldt ^ dt J 
(4.23] 
and so on for the other variables. 
This creates a new seven-dimensional system of equations with two dimensions for the two total 
population variables, Af/j and N^, and five dimensions for the fractional population variables with 
disease, e^^, i^.^h,e^ and t^: 
dih I Au\ 
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dt = Yhih - [Ph +^h+-^jrh + SnihTh 
dNh 
V _ _ . . 
dt 
dey 
dt 
di 
dt 
dN^ 
dt ANv - (/^iv + ^2vNv)Nv 
(4.24) 
The model (4.24) is epidemiologically and mathematically well-posed in the domain 
D = < 
en > 0, 
rh>0. 
eh + ih + rh< 1, 
e v ^ O , 
e^ + ip < 1, 
iV„>0 
>. (4.25) 
This domain, D, is valid epidemiologically as the fractional populations e^, i,^, r^ i, e^, and t^ 
are all nonnegative and have sums over their species type that are less than or equal to 1. The 
human and mosquito populations, Nf^ and N^, are positive. Denoting / ' for df /dt and x — 
(e^, t^, r^, e^, Nf^, ip, iVp) for points in D the following result has been proved in [30]. 
Theorem 4.3[30J: Assuming that the initial conditions lie in D, the system of equations for the 
malaria model (4.24) has a unique solution that exists and remains in D for all time t > 0. 
4.4.3 Existence of the disease-free equilibrium point 
Disease-free equilibrium points are steady-state solutions where there is no disease. 
Defining the ^'diseased' classes as the human or mosquito populations that are either exposed, 
infectious, or recovered, that is, e^ i, tfi, r^ i, e•^,, and i^; denoting the positive orthant in E'' by M+. 
and the boundary of W by 5K+, it has been shown in [30] that the positive equilibrium human 
and mosquito population values, in the absence of disease, for (4.24) are 
112 
N^ = and N^ = 
2Af2h A 2^U 
Theorem 4.4[30]: The malaria model (4.24) has exactly one equilibrium point, Xa/e = 
(0,0,0, N^, 0, 0, N*) with no disease in the population (onD n dRl). 
4.4.4 Reproductive number 
The reproductive number, RQ is the number of secondary infections that one infectious 
individual would create over the duration of the infectious period, provided that everyone else is 
susceptible. They define the next generation operatorjK", which provides the number of 
secondary infections in humans and mosquitoes caused by one generation of infectious humans 
and mosquitoes, as 
where following definitions are used: 
Kfiy-. The number of humans that one mosquito infects through its infectious lifetime, 
assuming all humans are susceptible. 
Kyii: The number of mosquitoes that one human infects through the duration of the infectious 
period, assuming all mosquitoes are susceptible. 
They defined Kf^^ and K^i^ as products of the probability of surviving till the infectious state, the 
number of contacts per unit time, the probability of transmission per contact, and the duration of 
the infectious period: 
+ (- "-^ . . — T - ^ 7] . bl k . { ^ -)\ . (4.28) 
In (4.27), Vy/(v^ + l^iv'^^iv^v) is the probability that a mosquito will survive the exposed state 
to become infectious; b^ = b^^N^, N^) is the number of contacts that one mosquito has with 
humans per unit time; and l/(Hip+l^2v^v) is the average duration of the infectious lifetime of 
the mosquito; Vn/(vf^ + }Xxh + ^zh^D is the probability that a human will survive the exposed 
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state to become infectious; Yh/iYh + '^ /i + f^ih + t^ih^h) s^ the probability that the human will 
then survive the infectious state to move to the recovered state; b'^ = bi^iNj^.N^) is the number 
of contacts that one human has with mosquitoes per unit time; l/{Yh + <^ /i + f^ih + l^zh^h) is 
the average duration of the infectious period of a human; and l/(Ph+l^ih +/"2h^/;) is the 
average duration of the recovered period of a human. 
Reproductive number RQ is defined as the spectral radius of the next generation operator. K. 
i.e., RQ = K^fiKf^^. Then, RQ is the number of humans that one infectious human will infect. 
through a generation of infections in mosquitoes, assuming that previously all other humans and 
mosquitoes were susceptible. Therefore 
Ro = ^l%Av, (4.29. 
Theorem 4.5[30]: The disease-free equilibrium point, x^f^ , is locally asymptotically stable if 
RQ <1 and unstable if/?o > 1-
4.4.5 Endemic equilibrium points 
Endemic equilibrium points are steady-state solutions where the disease persists in the 
population (all state variables are positive). The equilibrium equation for u = (e^ ,^ e^) in (4.24) is 
written as a nonlinear eigenvalue problem in a Banach space: 
u = G(Cu) = (Z-it + /i(C,u) (4.30) 
where u G Y c M^  with Euclidean norm ||. ||; ^ G Z c M is the bifurcation parameter; L i s a 
compact linear map on Y ; and h{^,u) is 0( | |u |p) uniformly on bounded {" intervals. It is 
required that both Y and Z be open and bounded sets, and that Y contains the point 0. Defining Z 
as the open and bounded set Z = {( £ E| — M^ < ( < M^} so that it includes the characteristic 
values of L, there is minimum value that M^ can have, but M^ may be arbitrarily large. 
DefiningH = Z x Y so that the pair (J,,u) E Q. and denoting the boundary of £i by^H. the 
bifurcation parameter is taken as 
( = . . (4.31) 
Corollary 1.12 in Rabinowitz [31] states that if (o ^ ^ is a characterisfic value of L of odd 
multiplicity, then there exists a continuum of nontrivial solufion-pairs (<",«) of (4.30) that 
intersects the trivial solution (that is, ((, 0) for any () at (J^Q, 0) and either meets dQ. or meets 
(fo; O), where <fo is also a characteristic value of L of odd multiplicity. This corollary has been 
used to show that there exists a continuum of solution-pairs ((, u) £ H for the eigenvalue 
equation (4.30). To each of these solution pairs there corresponds an equilibrium pairC^,^*). 
where ((,x*) e Z * E^, as the collection of a parameter value, (, and the corresponding 
equilibrium point, x*, for that parameter value, of the malaria model (4.24). 
Theorem 4.6[30]: The model (4.33) has a continuum of equilibrium-pairs ((.x*) E Z * R^ that 
connects the point {^i,Xafe) to the hyper plane ( = M^ in E * M'' on the boundary of Z * E'' for 
any M^ > ^i, where x* is in the positive orthant of E'''. Here (i = 1 / V A B , where A and B are 
defined as 
A = 
M^vy-zvi ^^h+^((^/i+Mi/i)+V(V'/i-/^i/i)^+4M2/i^h 
D _ Q I yhPyh 
t> - Pvh+ 7 \ 
I Ph+ii^'l'h+^'lh)+^i'Ph-^'lhf+'^^'2h^hj| 
VhU^h-^ih)+y/(^h-fiih)^+'^l^zh^h 
* 1^  
Theorem 4.7[30]: The transcritical bifurcation point at ^ = {^  corresponds IORQ = 1. For the set 
of ( for which there exists an equilibrium pair({,x*), the corresponding set of values for RQ 
includes, but is not necessarily identical to the intervall < RQ < co. Thus, there exists at least 
one endemic equilibrium point of the malaria model (4.24) for all/?o > 1-
Table 4.5 
The parameter values for which there exist positive endemic equilibrium points when RQ < 1: RQ = 0.9898. The 
unit of time is days. 
Ah = 3.285 * 10-2 y^ ^ 3 7Q4 ^ ^Q-3 
\pn = 7.666 * 10"^ 5^ = 3.454 * 10"^ 
P^h = 0.8333 Prt = 1.460 * 10 - 2 
/? , , = 8 . 3 3 3 ^ 1 O'-
er,, = 0,6000 
v^_ - 8.3 33 - 10~-
$-,_,_, = 2 . 0 0 0 - 1 0 ' -
r„ = O.iOOO 
j[4'... = 2 .279- 10" -
/ ( , , = 4 . 2 1 2 * 10-
/t,;^ = L.OOO* 10' 
ip,^. = 0.4000 
a:^ = 18.00 
/<!,, = 0 1 4 2 9 
Bifurcation diagram showing endemic equilibrium 
points for two valuers of ?>^ 
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Fig. 4.10: Bifurcation diagrams for (4.24) showing the endemic equilibrium values for the fraction of exposed 
humans, e,, plotted for the parameters in Table 4.5 (except for c.- and c7>, which vary with 0 and two values of the 
disease-induced death rate u^ . = 3.454 - 10 ' ' and J.. = 3.419 -10"- . For the parameter values in Table 4.5. there 
are three equilibrium points in D: a locally asymptotically stable disease-free equilibrium point, v,... on the 
boundary of the positive orthant of 3i , and two endemic equilibrium points inside the positive orthant. Linear 
stability analysis shows that the -'larger" endemic equilibrium point is locally asymptotically stable, while the 
"smaller" point is unstable. Further linear analysis with an increased value of c-. =0,7000. c> = 21,OC. and all 
other parameters as in Table 4.5 (with R^ = 1.155) shows that x^.-^ is unstable, and there is one locailv 
asymptotically stable endemic equilibrium point. 
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4.5 Discussion and Conclusions 
In this chapter we have seen that epidemic models can also have bifurcation behavior. In 
section 4.2 the epidemic model (4.1) shows transcritical (stability exchange) bifurcation. While 
in section (4.3) model (4.7) shows backward bifurcation and in section (4.4) the malaria model 
(4.24) shows the subcritical transcritical bifurcation. 
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CHAPTER-5 
COMPLEXITY IN THREE SPECIES RATIO DEPENDENT 
PREDATOR-PREY MODEL 
Abstract 
In this work we study the three species ratio dependent predator-prey model. We investigated the 
global dynamical behavior of the model through (local) stability results for its equilibriums and 
large time computer simulations. The chaotic attractors are obtained for the suitable choice of 
parametric values. 
5.1 Introduction 
The classical Lotka-Volterra model for prey-predator species was developed on the basis of 
chemical principle of mass action, where their responses were assumed to be proportional to the 
product of their densities. These models, though used extensively, suffer from two problems: the 
paradox of enrichment and that of biological control. The ratio dependent predator prey models 
are free of these problems [41]. 
Ariditi and Ginzburg [42] were the first to introduce the "ratio-dependent predation" in which the 
feeding rate of predators (the functional response) depends on the ratio of prey to predator rather 
than on prey density alone (prey-dependent), as is the case in most conventional models. 
Interestingly, consideration of ratio-dependent models helps understand the paradox of 
enrichment and biological control related problems [41]. In these models the fimctional response 
depends on the ratio of prey and predator densities emphasizing the fact that the predators must 
share the available prey. It has been observed that while earlier models are more suitable in 
homogeneous situations, the ratio dependent models are more suitable in heterogeneous 
situations. 
Recently, Gakkhar and Naji [43] have given the following three species food chain model: 
1 dXi diX2 
= a^ - b^X^ -X^ dT ' ' ' Yi+^i 
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1 
^ 2 
1 
dX2 
dT 
dXs 
X2 ^2-^3 
= a2 - i52^2 ' 
= ao - ibnXo (5.1) 
where Xj is the biomass density of the species in the trophic chain at ith level, the parameter /?, 
defines the effect of intra-species competition for food. The ratio Ui/bi = K^ represents the 
carrying capacity in the logistic growth model. The parameter c^ represents the effect of 
individual in the lower trophic level while d^ is the impact of individual in upper trophic level on 
the per capita growth of the ith species. In the model (5.1) the feeding relationship among X^,X2 
and X-^ is such that the prey X^ is eaten by middle predator X2 and middle predator X2 is eaten by 
top predator X^ and there is no explicit relationship between the prey X^ and top predator X3. 
5.2 Our model 
We form our model by modifying the model of [43]. It is assumed in this model that the 
middle predator X2 feeds on X]^ whereas the top predator feeds on both XiandX2. Under these 
assumptions, our model becomes 
1 dXi di^z dgXg 
' ' ' 71+^2 73+^1 
Xz d^X'^ 
= Qj — &2^2 ~ ' 
CzXx 72+-^2 
X-i A-3 
= a^- b^X^ - -^ — (5.2) 
X3 dT ^3-^2 ^ 4 ^ 1 
The system of equations (5.2) has 15 parameters in all. Too many parameters in a model make 
mathematical analysis complex. The model is simplified by considering the interspecies 
competitions for the topmost prey only i.e. bi = 0 for i = 2,3. To reduce the number of 
parameters in system (5.2) the following non-dimensional variables are introduced: 
X^ d.Xj _, didoXo 
The non-dimensionalized equations are: 
Xi 
1 
Xz 
1 
dT 
dX2 
dT 
dXs 
du-i 
dt 
uz u, 
1 - u^ W^-\-U-i W2+U1 Wi, 
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dU2 r U2 U3 
'3 "^4 ;]H2. 
r ^ 3 ^3^ 
= k e - VV7 — - W g — U3. (5.4) 
L U2 " i J 
d t L U i W5+U2. 
d u g 
d t 
Here the non-dimensional parameters are defined as: 
Y\ Yi an 1 d i 7 2 "3 1 
^ 1 = ^ ' ^ ^ = ^ ^3=HI' ^ ^ = ^ ' ^ ^ = H ^ ' ^^ = ^ ' ^ ^ ^ ^ 
-B = d ^ - (5.5) 
Hence in the non-dimensional form the numbers of parameters are reduced from 15 to 8. 
5.3 Analysis 
For the analysis and to study the long-term dynamic behavior of the interacting system 
(5.4), we follow the approach adopted in [43] and divide the system (5.4) into three subsystems. 
The first subsystem is obtained by assuming the absence of third species i.e. U3 = 0. 
du-i 
dt 
dU2 
dt 
1 [1 "2 1 
- = 1 - Wi u. 
L ^ Wi-l-UiJ ^ 
The second subsystem is obtained when the first species is at non-trivial equilibrium {u^ = u[): 
duz _ r U2, ^3 1 f ^2 
dt L u. Wc+uoi y-2. 
dus 
dt 
= [(w,-w,^-W8^)]u3, (5.7) 
The third subsystem is obtained when the second species is at non-trivial equilibrium (U2 = "2)-
dUj^ 
dt 
du-i 
1 [i ^2 ^3 1 
- = 1 - u. u, 
L W i + U i W2+U1J 
r ^^ 3 Wa] 
= [ W 6 - W , - - W 3 - J U 3 , (5.8) dt 
It may be noted that while the subsystem (5.6) qualifies as Kolmogorov system the subsystems 
(5.7) and (5.8) are not Kolmogrov systems. 
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For studying the behavior of the subsystem (5.6), a substitution Vi = U2/U1 is made into it and 
this gives 
dt 
dv-i 
dt 
U i 
V i Wq VV^Pj — 1 + Uj + V^ 
U i (5.9) 
The equilibrium points for subsystem (5.9) are given as: 
1. First equilibrium point for subsystem (5.9) is EQI = (0,0). 
2. Second equilibrium point for subsystem (5.9) is E-^^-^^ = (1,0). 
3. Third equilibrium point for subsystem (5.9) is E21 = (0, (wg - l)/w^) such that W3 > 1. 
4. Fourth nontrivial equilibrium point for subsystem (5.9) is £"31 = {u\, vl), where 
U = 7 T ^ ^ - ^ + ^^  
with 
R^ = (S+^ -^0'+^ ^^  
t;i = 
1 / 2 
W3 (5.10) 
It may be noted that £'3ialways exists and is unique. The necessary and sufficient condition for 
the equilibrium point £"31 of subsystem (5.9) to be locally stable is 
^ 2((W3/W4)-/?i) 
3 l+{w-^/W/{]-\-Wi+Ri ' 
Further the subsystem (5.9) will have a limit cycle if 
^ 2((u/3/W4)-Ri) 
(5.11) 
(5.12) 
System (5.7) can be analyzed on similar lines. The substitution V2 = W3/U2 transforms the 
subsystem (5.7) to 
W2 
— =V, [W, - u.,.2 - — - W3 [^--Jfj+^Z — (5.13) 
where H = (w3/w4)ui and H^ = (MI/WQ). 
The equilibrium points for subsystem (5.13) are given as: 
1. First equilibrium point for subsystem (5.13) is £"02 = (0,0). 
2. Secondequilibriumpoint for subsystem (5.13) is E^2 — W-^)-
3. Third equilibrium point for subsystem (5.13) is £"22 = (0 . ( ^3 - vug)/^?) such that 
W3 > We. 
4. Nontrivial equilibrium points E32 = (U2*, V2*) for subsystem (5.13) are such that U2* is a 
root of 
HHi 1- WyHHi + W5W7//1 - VV5//1W2 - W7W5////1 = 0 
W Q / u/3 
satisfying Q <U2* < H 
and 172* is given by 
V = ( W s + U 2 * ) ^ ( l - | ^ ) 
The discriminant for the cubic equation (5.14) is given as 
(5.14) 
(5.15) 
D = l 
4 
2j (ws + WjH^ - HY - (wg + U/7//1 - H) IHH^ ^ + M/7//H1 + W5W7//1 - w^H 
WjWsHHi + 27 (HHi ^ + W7HH1 + W5W7H1 - W5H j -
(W5+M/7W1-H)' (5.16) 
• All roots of equation (5.14) are real and distinct if D < 0. 
• Exactly one root of equation (5.14) is real if D > 0. 
Biologically, we will be only interested in positive real roots of (5.14). We focus more on this 
aspect in the following section. 
Lastly we turn to finding the equilibrium solutions of the system (5.8). For this purpose, we 
substitute v^ = W1/W3 and transform subsystem (5.8) into 
dus 
dt 
dt 
M3 WQ 
= u^ w . - — -
= v , [ l -
Ho 
W3V3 -
V3 
H. W3 W3_ Wg j 
^ 6 H2 V3 J 
(5.17) (VI/1+U3V3) (Wz+Ugyg) 
where H2 = ul/w^ and H3 = u^ . 
The equilibrium points for subsystem (5.17) are given as: 
1. First equilibrium point for subsystem (5.17) is £03 = (0;0)-
2. Second equilibrium point for subsystem (5.17) is £"13 = {0,WIWQ/(H^ + w^w^ — w^)) 
such that f/3 + WiW(, — Wi> 0. 
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3. Nontrivial equilibrium points £33 = (U3*, V3*) for subsystem (5.17) are such that v^* is a 
root of 
1 1 
V| + („^,^, -^ [W2 + Wj - 3/^ 2Wg - 1]Vf + 77;— 2 [^2^6 + VI/1W2 - 2W2IV8W1 (//^w^)^-^ ' '-' ^ " ^ ' ' " ^ -^^ ^ (H2W6)^ 
,2 . 1 
-2H2WQW2 + 3(^2^8)^ - VVi - W2 + 2H2W8 + Hjlvl + 3 [f/zWgWi -
(W2W6) 
+ W2W8H2 - (wgHa)^ + W2//3 - H^H2WQ\V^ + — 3( (wg/ /2 )^ - w^Ws^i) = 0 
(^2^6) 
(5.18) 
such t h a t — < v.*. 
We 
and U3* is given by 
U 3 * = / / 2 ( w , - ^ ) (5.19) 
It is obvious that the quartic equation (5.18) can only be analyzed numerically for its roots. For 
specific choices of parameters, existence of equilibrium solutions of (5.17) and their stability 
results are given in the following section. 
5.4 Discussion 
The stability of the subsystem (5.9) is shown in Table 5.1 when parameters w^ = 0.2, w^ = 
0.1 are kept constant and w^ is varied. 
Table 5.1 
Behavior of nonlinear subsystem (5.9) for different choices of parameters 
Parameters kept constant Parameter varied Analytical behavior of 
linearized system 
Wi ==0.2 0 < u'4 < 0.014 Stable 
W3 ^ 0.1 0.015 < W4 < 0.09 Unstable 
W4 > 0.091 Stable 
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Similarly, the stability of the subsystem (5.13) is shown in Table 5.2 when parameters w^ = 
0.2, W3 = 0.1, W4 = 0.05, W5 = 0.0344531, Wg = 0.01 and Wy = 0.04 are kept constant 
and Wg is varied. 
Table 5.2 
Behavior of nonlinear subsystem (5.13) for different choices of parameters 
Parameters kept constant Parameter varied Analytical behavior of 
linearized system 
Wi = 0.2,W3 = 0.1, u/4 = 0.05 
W5 = 0.0344531, W6 = 0.01 
Wy = 0.04H = 0.296662 
0 < Wg < 0.027 
0.027 < Wg < 0.27 
Ws > 0.28 
Stable 
Unstable 
Stable 
Table 5.3 
Behavior of nonlinear subsystem (5.17) for different choices of parameters 
Parameters kept constant Parameter varied Analytical behavior of 
linearized system 
Wi = 0.2,W3 = 0.1, W4 = 0.05 
Ws = 0.0344531, Wg = 0.01 
W7 = 0.04, Wg = 0.03, H2 - 6.33 
H. = 0.190 
0 < W2 < 0.2 
0.3 < ^2 < 00 
Unstable 
Stable 
Numerical integration is used to investigate the global dynamic behavior of the model system 
(5.4). The objective is to explore the possibility of chaotic behavior. Extensive numerical 
simulations were carried out for various values of parameters and for different sets of initial 
conditions. 
The parameters Wg and W2have been taken as controlling parameters in the following cases with 
other parameters kept fixed at: 
Wi = 0.2, W3 = 0.1, u/4 = 0.05, M/5 = 0.0344531, and Wg = 0.01 and Wj = 0.04 
124 
Case 1: w; = 0.02 and u-e = 0.1 
In this case Fig 5.1(a) shows the presence of chaotic attracter. 
Phase plane plot 
0.02-
0.015 
c 0.01 Q. 
W 0.005 
0 
0.8 
06 
0.4 
Predator Q 0 Prey 
Fig 5.1(a) 
Case 2: w. = 0.02 and WQ = 0.12 
In this case Fig 5.1(b) shows the presence of chaotic attracter. 
Phase plane plot 
0 .02 , 
0.015 
I 
« 0.005 
0 . 
0.8 
06 
0.4 
Predator 0 0 Prey 
Fig 5.1(b) 
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Case 3: Wn = 0.02 and v,\ = 0.2 
In this case Fig 5.1(c) shows the presence of limit cycle. 
Phase plane plot 
X 10 
7.5 
Q. 
I 
« 65 
6 
0.5 
0.4 
Predator 0.1 0 
0.8 
Prey 
Fig 5.1(c) 
Case 4: w- = 0.02 and Wg = 0.2S 
In this case Fig 5.1(d) shows the presence of limit cycle. 
Phase plane plot 
X 10 
6 
5.8 
5.6 
54 
5 2 
5 
0.5 
0.4 
Predator 0.1 0 Prey 
Fig 5.1(d) 
Now we will take w- = 0.2 and vary the value of "w, 
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Case 5: w; = 0.2 and Wg = 0.05 
In this case Fig 5.1(e) shows the presence of chaotic attracter. 
Phase plane plot 
0.03 
0.025 
S 0.02 
I 0.015 
OT 
0.01 
0005 
0 
0.8 
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Predator 0 0 Prey 
Case 6: w- = 0.2 and Ug = 0.08 
Fig 5.1(e) 
In this case Fig 5.1(f) shows the presence of chaotic attracter. 
Phase plane plot 
0.03 
0.025 
S 0.02 
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I 0.015 
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0.005 ; 
0 I 
0.8 
0.6 
0.4 
Predator 0 0 Prey 
Fig 5.1(f) 
Case 7: w- = 0.2 and w^ = 0.12 
In this case Fig 5.1 (g) shows the presence of chaotic attracter. 
Phase plane plot 
0.03 
0,025 
te 0.02 
£ 0.015 
Q. 
I 0.01 
0.005 
0. 
08 
0.6 
0.4 
Pnedator 0 0 Prey 
Fig 5.1(g) 
Case 8: u-- = 0.2 and wg = 0.8 
In this case Fig 5.1(h) shows the presence of limit cycle. 
Phase plane plot 
X10'' 
1.85. 
18 
S 1,75 
£ 17 
1.65 
OT 
1.6 
1.55 
0 5 
0.4 
Predator 0-1 0 
Fig 5.1(h) 
Prey 
0,8 
5.5 Conclusions 
Gakkhar and Naji [43] have shown the existence of chaotic dynamics in three species ratio 
dependent food chain model. They have taken the food chain in such a way that their prey exists 
at the topmost level, a predator at the next level and then a super predator at the lowest level. 
There is no explicit relationship between the prey and the topmost predator and by choosing one 
parameter as the control parameter they have shown chaotic dynamics in their food chain. In a 
modified version of their model we have taken a feeding relationship between the prey and 
topmost predator and by choosing two parameters as the control parameter we have shown that 
complex dynamics in terms of chaotic behavior is also possible in our model. 
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