The effect of misspecification of correct sampling probability distribution of Generalized Autoregressive Conditionally Heteroscedastic (GARCH) processes is considered. The three assumed distributions are the normal, Student t, and generalized error distributions. The GARCH process is sampled using one of the distributions and the model is estimated based on the three distributions in each sample. Parameter estimates and forecast performance are used to judge the estimated model for performance. The AR-GARCH-GED performed better on the three assumed distributions; even, when Student t distribution is assumed, AR-GARCH-Student t does not perform as the best model.
Introduction
Since the introduction of Generalized Autoregressive Conditional Heteroscedastic (GARCH) model of Bollerslev (1986) , thousands of articles have been published applying the model on financial series. The model captures volatility in the market, and its distributional specification makes it special among other nonlinear time series models. The GARCH process exists on the assumption of Normal, Student t, and Generalized Error Distributions (GED). The Normal distribution is the usual assumption in any time series estimation, but due to the fact that the distribution of GARCH process is leptokurtic, Normal distribution was found to be in appropriate in capturing the tail behavior of the series. Bollerslev (1987) therefore proposed Student t distribution to capture the long tail behavior of the process. Nelson (1991) proposed the GED distribution.
Apart from the real applications of GARCH models on financial series, there is need to study the effect of misspecifying the GARCH distributional assumptions during estimation. Articles are very scarce along this line of thought. Wang (2002) affirms that spurious and inefficient inference is expected when pure GARCH models are misspecified. This as well may affect the Quasi Maximum Likelihood Estimates (QMLEs) of the misspecified model. The QMLE of pure GARCH(1,1) models indicates that the ARCH parameter is small, GARCH parameter is close to unity and the sum of both parameters approaches unity as the sampling frequency increases (Engle and Bollerslev, 1986; Bollerslev and Engle, 1993; Baillie, Bollerslev and Mikkelsen, 1996; Ding and Granger, 1996; Andersen and Bollerslev, 1997, and Patton, 2001 .) This fact is reflected in the Integrated GARCH (IGARCH) of Engle and Bollerslev (1986) . A more recent paper by Jensen and Lange (2010) shows that in a GARCH (1,1) model, the estimates of 1  and 1  tend to zero and unity respectively as the sampling frequency increased, which is an IGARCH effect. This IGARCH effect is known for pure-GARCH processes. In a linear AR-GARCH or nonlinear AR-GARCH processes, IGARCH effect is not plausible. The present work considers AR-GARCH process, and therefore IGARCH effect may not be expected.
As tail distribution of the GARCH model is captured using the three distributions, and parameters estimated adjust accordingly, forecasts performances of the model are affected. Extensive Monte Carlo simulation was performed on the GARCH model using the three distributions.
The GARCH (1,1) model
The GARCH (1,1) model proposed in Bollerslev (1986) is
where εt are the returns series of the financial asset; σt is the volatility at time t and zt gives the assumed distribution. The parameters, α1 and β1 are conditioned as w > 0, α1 ≥ 0, β1 ≥ 0, and α1 + β1 < 1 in order to ensure stationarity of the whole process (Bollerslev, 1986) . This condition is establish by defining
where zt ≈ N(0,1). Using this in (1) results in the Autoregressive Moving Average (ARMA) representation
where kt is serially uncorrelated with mean zero. Stationarity of the process is then ensured when the roots of 1 -α(1) -β(1) = 1 -(α1 + β1) = 0 lie outside the unit circle and this is not conditioned on time t as it is measured directly from the parameters of the model. Hence it is expected that
for existence of covariance stationary process. For the stationary process, the finite unconditional variance of εt is given by gives the measure of skewness. Because the emphasis is on tail behaviour of GARCH residuals, the expression for the unconditional kurtosis is next derived.
Assuming that   
Taking expectation of the resulting expansion, as well as applying the properties outlined above 
with normally distributed innovations zt, kz = 0 and
with non-normally distributed innovations zt, as in Student t and GED,
In these two cases, it is observed that 2
kk   for the non-normally distributed case and it implies the similarity of the tail behaviors of both t  and t z
Distributional Assumptions and Estimation
For GARCH models, the unconditional distributions are always non normal, and this gives fatter tails than the normal distribution. In practice, zt is assumed to follow the normal distribution or non-normal distributions. These non-normal distributions have been proved to perform well in modeling the fatter tails (leptokurticity) observed in GARCH residuals. The non-normal distributions are the Student t distribution proposed in Bollerslev (1987) and Generalized Error Distribution (GED) by Nelson (1991) The standardized Normal distribution is
where N is the sample size. The standardized Student t distribution proposed in Bollerslev (1987) is given as
This distribution is symmetric around zero as it is observed in its specification with v > 2. At v = 1, the Student t reduces to Cauchy distribution. At 2 < v ≤ 4, its conditional kurtosis is less than 3, which means that the resulting tail effect is normal. For v > 4, the kurtosis becomes 3(v -1)(v -4) −1 , which is greater than 3, hence the tail effect becomes non-normal distribution. As v → ∞, the distribution converges to normal distribution. The log likelihood function of Student t distribution is then simplified as
The standardized GED proposed in Nelson (1991) is given as
where −∞ < zt < ∞ and v > 0. The GED reduces to the standard normal distribution at v = 4. At 0 < v < 2, the distribution has thicker tail than the normal distribution, for example, at v = 1 the distribution becomes a double exponential (Laplace) distribution. At v > 2, the distribution of zt has thinner tails than the normal distribution, for example, as v tends to infinity, zt reduces to a uniform distribution
. The log likelihood of this distribution is then expanded as  
These likelihood functions are then estimated using the numerical derivatives based on the fact that GARCH models lack closed form estimation. Berndt, Hall, Hall and Hausman (BHHH) algorithm of Berndt, et al (1974) is then used. This algorithm is termed Gauss-Newton in general Nonlinear Least Squares (NLS) and BHHH in MLE estimation. Unlike some other derivatives, it uses only first derivatives of the likelihood function and computes a set of parameter values as
,. ,. .
where L(zt,.) is the likelihood function. The initial parameter set is given as ψ (0) and the parameter set which maximize the likelihood function is denoted as ψ (i+1) . The estimation of GARCH (1, 1) model with Student t distribution and GED follow the usual Quasi Maximum Likelihood Estimation (QMLE) because normality assumption is violated in these cases.
Misspecification of distribution of GARCH model could lead to stationarity and explosion of the series in some points. Though standard errors will be consistent; the QML estimators   
Forecasts Evaluation
Forecast evaluation criteria considered are the Root Mean Squares Forecast Error (RMSFE), Mean Absolute Error (MAE), Mean Absolute Percentage Forecast Error (MAPFE) and Theil Inequality of Theil (1961; 1966) . The MSFE is defined as   The inequality coefficient is time invariant and always lies between 0 and unity. The smaller these forecast evaluation criteria, the better the candidate model represent well the data.
Monte Carlo Simulations
The Monte Carlo experiment is set up using the AR(1)−GARCH(1,1) DGP 
with the error distribution εt = σtzt where zt is assumed to follow Normal, Student t and GED distributions. The parameters of the AR(1) and GARCH(1,1) models are set within the stationary region in order to avoid problems data explosion. The sample sizes N are varied as 2000, 4000 and 6000 with in-sample forecasts generated as 25% of the data length. The results are then presented as Scenarios 1 to 3 in Tables 1−6 below. Each Scenario gives results for parameter estimation, volatility, excess kurtosis and forecasts evaluations criteria.
Scenario 1: When the true Distribution is Normal
Tables 1 and 2 present the results when the GARCH processes are simulated based on Normal distribution assumption, and these processes are used to estimate the GARCH process based on Student t, GED and the same Normal distribution. The results in Table 1 show that the AR-GARCH parameter estimates, measures of volatility and kurtosis are not consistent with sample sizes. Both the AR and GARCH parameter estimates computed for Student t distribution have larger biases in compared with that of Normal and GED distributions, even though excess kurtosis of the AR-GARCH-Student t model is the smallest. Volatility of the AR-GARCH-Student t model is also observed to be higher than that of the Normal and GED distributions. The excess kurtosis of the AR-GARCH-Normal model was expected to be the smallest because the series is sampled from Normal distribution but this was not the case.
Looking at the results of the in-sample forecasts realized from the AR-GARCH models as given in Table 2 , the AR-GARCH-Normal and AR-GARCH-GED model perform better than AR-GARCH-Student t model on forecasts as given by the minimum values of the RMSPE and Theil inequality coefficients. The AR-GARCH-GED is expected to realize better forecasts than AR-GARCH-Normal model. 
Scenario 2: When the true Distribution is Student t
Tables 3 and 4 present the results when the true GARCH distribution follows Student t. Here, the distinctions in the GARCH estimates can only be made using the persistence and unconditional volatility measures. The AR-GARCH-Student t model still presents smallest persistence and highest volatility. The excess kurtosis of the AR-GARCH-Student t model is the smallest followed by that of AR-GARCH-Normal model. In terms of forecasts, the AR-GARCH-Student t model is the worst, even though the DGP is realized from the same probability distribution. The forecast performances of AR-GARCH-Normal and AR-GARCH-GED seem not different from each other as indicated by the forecast evaluation estimates. Table 5 and 6 present the results when the true GARCH distribution is GED. In Table 5 , in the AR(1) estimates, the estimates for the constant 0  are all consistent with sample sizes when the three probability distributions are assumed. The autoregressive parameters 1  are not consistent with sample sizes. The GARCH parameter estimates computed for Student t distribution are the same to that of Table 1 and 3 while the AR(1) parameter are different in the two results. The Student t distribution assumption of GARCH model still presents model estimates with highest volatility but with lowest persistence of this volatility. Misspecifying GED for Student t distribution here also caused the excess kurtosis to be negative in AR-GARCH-Student t model and this is a very spurious case.
Scenario 3: When the true Distribution is GED
The forecast evaluation results of the model estimates follow in In Table 6 . Starting with the AR(1)−GARCH(1,1)−Student t model, the model is the worst in terms of forecasts because it presents the highest RMSPE, MAPE, MAPFE and Theil inequality coefficient. The best model is AR(1)−GARCH(1,1)−GED model, and this is expected because the DGP assumed GED initially. The performance of 
Conclusion
The misspecification of GARCH probability distribution functions were considered. These are the Normal, Student t and Generalized Error Distributions (GED). The estimation convergence time varied based on the distribution and the set sample sizes. When a Normal distribution was assumed, the AR−GARCH−GED seemed to perform marginally better than AR−GARCH−Normal model in terms of forecasts as revealed in the estimates of the Theil inequality. Though, the AR−GARCH−Normal was the best model here in terms of parameter estimates, and this was expected because the DGP assumed Normal distribution initially. With the assumption of Student t distribution in the DGP, the forecast performance of the models computed with Normal distribution and GED reduced and these still presented better models than the corresponding AR−GARCH−Student t model. Similar results were obtained when the DGP assumed GED. It was also observed that all the results obtained, particularly the parameter estimates were not consistent with sample sizes. These are expected because volatility came into play. In empirical modeling research like this, interest should either lie in the behavior of the volatility-assuming a probability distribution which will give us the best volatility measurement-or in the forecasts. The best GARCH model may not actually produce the best forecast estimates and probability distributions have effect on the tail distribution of the innovations. This work can be replicated using higher order of the model, and in that case, more sophisticated software is recommended for the simulation in order to avoid convergence problems.
