The classical entropy-maximising model (EM) (Wilson, 1967; 1970) 
where T i j is the estimated size (volume) of a flow (for example, people, goods, money, or information) from zone i to zone j, O i is the size of outflows from zone i to zones j (the total outflow of zone i ), D j is the size of inflows to zone j from zones i (the total inflow of zone j ), c i j is the unit flow cost from zone i to zone j, c is the upperbound of the total cost, Remark 1. It should be noted that an inequality instead of the conventional equality is used for the cost constraint in problem (1). The main reason is that, if we use the inequality, the feasible region of problem (1) becomes larger and a better value for the objective function is more likely to be obtained. Furthermore, on practical grounds, it is generally more difficult to select the right-hand side c if the equality is employed. As pointed out in remark 2 (see section 3), the equality cost constraint becomes a special case of the inequality dual neural network and the structure is even simpler. Thus, using inequality for the cost constraint is more general and practical. Moreover, it is easy to see that EM without a cost constraint or with the conventional equality cost constraint (Wilson and Senior, 1974; Wilson, et al, 1981) are special cases of problem (1).
As is well known, the computation of the objective function W is difficult, particularly when the T i j are large. Using Stirling's formula (Erlander, 1977) , however, gives
where K is a constant. 
H Among various solution methods proposed (Batty, 1976; Beyer, 1987; Erlander, 1977; Evans, 1973; Snickars and Weibull, 1977; Spiess, 1987; Wilson, 1967; 1970; 2000; Wong and Tong, 1998; Wu, 1977) , there are four main ones in the literature. The first is the Lagrange method in which a Lagrangian function is first constructed, and the solution is then obtained by setting the gradient of the Lagrangian function to zero, and solving the corresponding system of equations. In general, it is very difficult to solve the system of equations, and we can obtain only the qualitative relations between T i j and the Lagrange multipliers. This is called the structure solution (Wilson, 1970) . Although these relations are very helpful in making better qualitative analyses, they are only implicit relations among the variables. Thus, the optimal solution could not be straightforwardly obtained. Moreover, the condition under which the gradient of the Lagrangian function equals zero is necessary, but not sufficient, for obtaining the optimal solution. Hence, the point at which the gradient of the Lagrangian function equals zero may not be an optimal solution in general. The second method is the linear constrained least squares approach in which the OD matrices are estimated by conventional optimisation methods such as the Newtonian method or the conjugate gradient method (Bell, 1991a; 1991b; Cascetta, 1984; Cascetta and Nguyen, 1988; Cesario, 1975; Kuwahara and Sullivan, 1987; Robillard, 1975; Sherali and Park, 2001; Sherali et al, 1997; Wu, 1997) . Nevertheless, these optimisation methods are iterative. In particular, for practical spatial interaction problems with high dimensions and dense structures, these methods might not be efficient for digital computers because the computing time required for a solution is highly dependent on the dimension and the structure of the problem, and the complexity of the algorithm used. So they cannot be implemented in real time. The third method is parameter estimation in which a least squares solution is obtained from observed data via a feedforward neural network (Fischer, 1997; Fischer and Leung, 1998; Fischer et al, 1999) . The fourth is the statistical approach in which a mean solution is obtained from large-scale (that is high dimensional) statistical data (Cascetta and Nguyen, 1988; Maher, 1983; Smith and Hutchinson, 1981) . It should be noted that only when there are sufficient statistical data may the average solution be brought close to the actual state. However, in the last two classes of studies, some of the models, particularly the third class, in which the methods applied are not formulated as an entropy-maximising construct, and their solutions are certainly not an optimal solution of (EM) H . Therefore, how to obtain the optimal solution of the large-scale (EM) H in real time is a very important and difficult but as yet unresolved problem. Up to this moment, there does not appear to be a desirable answer in the literature. One promising approach to handling these optimisation problems with high dimensions and dense structures is to employ , , an artificial neural network based on circuit implementation. Because of the dynamic nature of optimisation and the potential for electronic implementation, neural networks can be implemented physically by designated hardware such as application-specific integrated circuits where the optimisation procedure is truly parallel and distributed. Thus the neural network approach can solve optimisation problems in running times orders of magnitude faster than conventional optimisation algorithms executed on general-purpose digital computers.
The purpose of this paper is to solve the large-scale (EM) H problem by a dual neural network in real time. Throughout the paper we assume that (EM) H has at least one optimal solution. The main idea of the paper is to formulate the Wolfe dual problem of (EM) H , first by means of the duality theory, and then by constructing a neural network to solve the dual problem in real time. Before we embark on the theoretical analysis, we first give the reasons for solving the dual problem directly. (a) The number of variables in (EM) H is mn. Thus, the larger m and n, the much larger mn becomes. Although problems of such a scale can be solved by a neural network, the dimension of the network is so large that its structure is too complicated to be implemented. It is thus inefficient to solve large (EM) H directly. (b) In general, for a convex programming problem (see Mangasarian, 1994; Wolfe, 1961) , the number of dual variables is more than the number of primal variables. Thus, it seems unwise to solve a convex programming problem by solving its dual problem because of the increase in its dimension. Because of the special structure of (EM) H , however, all the T i j disappear in its dual problem, resulting in only m n 1 dual variables, a much smaller number than mn [the number of primal variables in (EM) H ]. It is thus advantageous to solve the dual problem of (EM)
H is also a convex programming problem with amazingly only one nonnegative constraint, a much simpler problem to solve than (EM) H . (d) A broad class of entropy-maximising models can be solved by the proposed dual neural network (see section 4 for details). Moreover, the approach gives a tight and novel integration of neural network and entropy-maximising models within which optimality in convex programming is embedded.
Moreover, the following two important results are obtained from our analysis:
is an important formula (structural solution) that appears frequently in the literature. From our derivation, the same expression can be deduced from one part of the Kuhn^Tucker conditions of (EM)
H (see section 2). Thus, this formula is strictly proved by optimisation theory without having to introduce factors A i and B j , which need to be solved iteratively by careful and often complicated conditioning of the variables involved. It should also be noted that this formula holds only at the optimal solution, but not for any other points. This implies that, if convergence to the optimal solution cannot be guaranteed in the iterative method, such an expression for T i j cannot be assured.
(2) The nonnegativity constraints, T i j 5 0, are not contained in the majority of the models in the literature without any valid theoretical justification. From problem (1), however, T i j b 0 is obtained by the necessary and sufficient conditions for an optimal solution (see section 2). From this, one can rest assured that the nonnegativity constraints T i j 5 0 can be eliminated from the constraints of (EM) H . That is, the common practice is fortunately legitimate. It should further be noted that the nonnegativity constraints T i j 5 0 are redundant without requiring y in the dual problem of (EM) H to be finite.
In brief, according to duality theory, in this paper we first formulate the dual problem of (EM) H . A simpler convex programming problem is then obtained by eliminating T i j , a total of mn variables from the dual variables. The corresponding neural network for solving it is in turn constructed by the necessary and sufficient conditions for an optimal solution. Finally, by Lyapunov stability theory and the LaSalle invariance principle, we strictly prove the stability and convergence of the proposed neural network, that is, for any initial point in the feasible region (the set consisting of all points which satisfy all constraints of the problem), the trajectory of the network converges to an exact optimal solution of the dual problem. From the relation between T i j and the dual variables, the optimal solution of (EM)
H can be obtained immediately. In section 2 the dual problem of (EM) H is first described. A neural network model for the dual problem of (EM)
H is then proposed, and the stability and convergence of the proposed network are strictly analysed in section 3. In section 4 we demonstrate with a number of formulations that the dual neural network provides a general framework for the solution to a broad class of entropy-maximising models. For substantiation, numerical examples are given in section 5 to show the validity of the proposed network. The paper then concludes with a summary and an outlook for further research.
2 The dual problem for the entropy-maximising model Because
we define x ln x 0 when x 0. Thus
Therefore f(x) x ln x is continuous on [0, I) and the following lemma (see also Wilson et al, 1981 , page 28) holds:
, then by lemma 1, the following theorem (see also Wilson et al, 1981 , page 28) is obtained immediately:
H is a strictly convex programming problem.
We now give the dual problem of (EM) H . It should be noted that the results given below generalise the similar results for EM with and without the equality cost constraint in Evans (1976) , Wilson and Senior (1974) , and Wilson et al (1981) .
Let the Lagrangian function of (EM) (Mangasarian, 1994; Wolfe, 1961 ) is given by
Thus for i 1, 2, XXX , m and j 1, 2, XXX , n ,
It follows that all T i j b 0. That is to say, the constraint T i j 5 0 (i 1, 2, XXX , m, and j 1, 2, XXX , n) in (EM) H can be taken out. This justifies the nonexistence of the constraints T i j 5 0 in many of the nonlinear EM models in the literature.
By excluding the above nonnegativity constraints in (EM)
where
It should be noted that we can express T i j in equation (3) in the conventional entropy-maximisation form involving A i , B j , O i , and D j through some straightforward substitutions. If we let
This representation of T i j is identical to the classical formula in the literature. From the computational point of view, however, instead of calibrating A i and B j by the iterative procedure, we show in the following discussion that, by constructing a neural network for the dual problem, T i j can be directly obtained via equation (3) with nice theoretical and practical properties.
Substituting T i j into the objective function " v(T, k, l , y), we obtain
Therefore the dual problem is effectively reduced to
It is easy to verify that (DEM) is a convex programming problem and satisfies Slater's constraint qualification (Mangasarian, 1994) . By the Kuhn^Tucker theorem, we have
is an optimal solution of (DEM) if and only if
The last three conditions are equivalent to (Kinderlehrer and Stampcchia, 1980) y y À c i j
where y maximizef0, yg. Thus we have the following corollary:
Neural network model and stability analysis The results in corollary 1 suggest the following dynamic system for a neural network model for solving the dual problem (DEM):
For convenience in the subsequent analysis, we let z (k T , l T , y) T P IR m n 1 , and
Thus neural network (4) can be rewritten in the following vector form:
( 4 H ) Figure 1 shows the block diagram of neural network (4), where the vectors k and l , and y are the network outputs, and the vectors O and D, and c are the external inputs. Addition or subtraction can be implemented by an adder, and multiplication or division can be implemented by an amplifier: for example, yc i j can be implemented by an amplifier by which y is amplified c i j times, and y can be implemented by a limiter. Thus we can see in figure 1 that neural network (4) can be implemented by one limiter, mn 1 integrators denoted by the block including , several adders denoted by the block including and 2mn amplifiers. Thus the network can easily be implemented in digital hardware and can greatly facilitate real-time computation. Obviously the right-hand side of network (4) is locally Lipschitz continuous, and thus the initial value problem of network (4) has a unique continuous solution.
From theorem 2 and corollary 1, it follows that z Ã P IR m n 1 is an optimal solution of (DEM) if and only if z Ã is the equilibrium point of network (4). Thus the solution to problem (EM) is equivalent to finding an equilibrium point of network (4), and neural network (4) is well defined.
Theorem 3. The neural network (4) is Lyapunov stable, and for each z 0
P X IR m n 6fy P IR 1 jy 5 0g, its trajectory converges to an exact optimal solution of (DEM). Specifically, if (DEM) has a unique solution z Ã P X, then network (4) is globally stable, that is, z Ã is uniformly and asymptotically stable in the large.
continuous solution of network (4) defined for 0 4 t`b, with z(0 z 0 , and let 0, b) be its maximal interval of existence, then by network (4), Vt (0 4 t`b), we have
It follows that y (t) 5 0 (0 4 t`b) by y 0 5 0 and
Thus z(t) P X for any t P 0, b). Let z Ã P X be an optimal solution of (DEM), and let
Then V(z) is a positive-definite and convex function on X, and Vt (0 4 t`b ), along the trajectory z z (t) there is
From the convexity of the Lagrangian function v(z), we have
That is,
, , By the following property of a projection mapping on a closed set (Kindrlehrer and Stampcchia, 1980)
Putting u y À qv(z)aqy and v y Ã into the formula above, we have
It follows that
That is to say, z(t) is bounded on 0, b). Thus b I, and there exists a limit point " z and a strictly increasing sequence ft n g(t n 3 I), such that lim n 3 I zt n " z .
Hence " z is an o-limit point of g (z 0 ) fz(t) j t 5 0g and Vd b 0, W N b 0, when n 5 N, we have
By equation (8), Vz(t) 4 0 for all t 5 0. Thus V(z) defined in equation (5) is a global Lyapunov function on X for system (4), and thus network (4) is Lyapunov stable.
Since V(z) 5 (Ortega and Rheinboldt, 1970) , and g (z 0 ) S(z 0 ). From the LaSalle invariance principle (Hale, 1969; LaSalle and Lefschetz, 1961) it is well known that any trajectory of network (4) starting from S(z 0 ) will converge to the largest invariant set M of the following set
By equation (8) and corollary 1, E fz P S(z 0 )jdzadt 0g. So " z P M is an optimal solution of (DEM).
Let
Similar to the proof of V(z), one can then prove that " Vz(t) is monotone decreasing on 0, I). By the continuity of the function "
Hence by equations (9) and (10), when t 5 t N , there is
Specifically, if (DEM) has a unique solution z Ã P X, then Vz 0 P X, the trajectory of network (4) will converge to z Ã . Thus z Ã is uniformly and asymptotically stable in the large. This proves the theorem completely. 
On the general applicability of the dual neural network
To show that the proposed model is a general neural network for solving directly a broad class of entropy-maximising models, we formulate in this section some typical entropy-based spatial interaction models as illustrative examples. t i j denotes the estimated number of trips per unit time which begin in zone i and end in zone j; c i j is the generalised cost of travelling from zone i to zone j; and a is a positive constant.
, , , Similar to the analysis in section 2, we can obtain
The dual problem of this model is
and the corresponding neural network is
This network is much simpler than network (4) because the EM model does not contain the inequality constraint.
Model 2. An extended entropy model for probabilistic underpinning in Snickars and Weibull (1977) is
and
N denotes the number of distinct objects; p k is the probability density of object i; q is the a priori most probable macrodistribution; " t l is the l th component of the statistics value " t; and (t lk ) is an (L6K ) matrix. Similarly, we obtain
Model 3. The generalised EM model in Wu (1997) is 
The corresponding neural network is
Model 4. The entropy-maximising model in Wu (1997) is Model 5. A schedule-based transit network model in Wong and Tong (1998) is
where d l is the l th element of unknown vector d, which is the collection of all OD passenger demands in all intervals; g kl is the kth row and l th column element of the coefficient matrix for the set of linear equality constraints; f k is the kth element of the constraint vector for the linear constraints; and " d l is the l th element of the prior time-dependent OD vector, which may be obtained from the outdated matrices in the system, a sample survey of OD matrices, or may be obtained by means of direct or indirect observation.
Model 6. Senior's entropy-maximising interaction model in Senior (1979) and Paulov (1995) is where W denotes the number of microstates; T i j is the size of interaction between zone i and zone j; O i and D j are the number of, say, trip origins and trip destinations, respectively; c i j denotes unit transport cost from zone i to zone j ; and c is the total transport cost. , , , By Stirling's formula (2), this model can be approximately described as follows: 
The dual problem of problem (11) is
Model 7. A new gravity-opportunity model in GoncË alves and Ulysse¨a-Neto (1993) is 
By formula (2), this model can be approximately described as follows: 
where P(T ) is the probability of a trip matrix T (T i j I6J occurring; T i j is the number of trips which will be assigned to cell (i, j ) of the trip matrix T; O i is the number of trips originating in zone i ; D j is the number of trips attracted by zone j ;
is the total number of trips in the study area; c i j is the generalized unit cost of travel from zone i to zone j; V j is the number of opportunities in destination zone j; c is total travel cost in the system; and l is the probability of a destination opportunity being accepted if it is considered. The dual problem of problem (12) is
and the corresponding neural network is where i 1, 2, XXX , m, and j 1, 2, XXX , n, and
Though all of the above models are formulated on the basis of varying conceptual and practical backgrounds, they are, nevertheless, all convex programming problems that can be effectively and efficiently solved by the method proposed in this paper.
Numerical simulation
In this section, we use Euler's method to simulate the proposed network by four examples. The data vectors O and D, and the optimal solution (k Ã , l Ã ) are given in the appendix. It should be noted that other methods with perhaps better performance can also be employed for simulation purposes. Example 1. This application is based on the gross regional product data used to estimate interregional telecommunication flows, in terms of erlang, among thirty-two telecommunication districts in Austria in 1991 (Gopal and Fischer, 1996) . We use neural network (4) to solve this problem on IR 116 6 È y P IR 1 j y 5 0 É . All simulation results show that network (4) converges to its theoretically optimal solution (k Ã , l Ã , 0), and the optimal function value is 5777 195.743780. As an example, figure 3 shows the transient behaviour of the objective function with four initial points (denoted by 1, 2, 3, 4) , where the objective function value is divided by 10 5 . Again, rapid convergence to the optimal solution is apparent. , c and c i j are divided by 10 9 and 10 5 , respectively. It should be noted that the dual problem of this example has infinite optimal solutions. Neural network (4) is used to solve this problem on IR 46 6 È y P IR 1 j y 5 0 É . All simulation results show that the network converges to its optimal solution (k Ã , l Ã , 28.071085), and the optimal function value is 7374 641.106215. Figure 4 shows the transient behaviour of the objective function with four initial points (denoted by 1, 2, 3, 4), where the objective function value is divided by 10
5
. Rapid convergence to the optimal solution is again obvious. . This example does not involve the cost constraint. We use neural network (4) to solve this problem on IR 283 6 È y P IR 1 j y 5 0 É . All simulation results show that the network converges to the optimal solution (k Ã , l Ã ), and the optimal function value is 19 491.8983337. Figure 5 shows the transient behaviour of the objective function with three initial points (denoted by 1, 2, 3) , where the objective function value is divided by 10 3 . Again, rapid convergence to the optimal solution can be observed.
Conclusion
In this paper we have proposed a neural network to solve the entropy-maximising model (1) in real time by solving its dual problem. Through the duality arguments, the scale of the proposed neural network is made very small and its structure is so simple that it can even be implemented in hardware. Although the issue of convergence to an optimal solution is seldom investigated and theoretically analysed in the literature, we have strictly proved that the proposed dual neural network is Lyapunov stable and its every trajectory can be guaranteed to converge asymptotically to an exact solution of the dual problem. This ensures that the solution obtained is optimal. Unlike the conventional EM methods whose calibrations are greatly affected by the scale of a problem (in particular, the complexity and computational cost of the iterative method increase tremendously for large-scale problems), the computation of the proposed neural network is not affected by the variation of scale. This enhances the practical value of the entropy-maximising model. We have shown that the neural network, because of its generality, can solve a large variety of entropy-maximising models. Given that the derived expression for T i j is identical to that of the literature, the above conceptual and computational advantages of the proposed neural network model make it a profitable approach for spatial interaction analysis within the classical entropy-maximising framework. Because of the successful integration of a neural network and an entropy-maximising model, various outstanding EM issues such as the minimisation of the sum of squares between the observed and estimated values of OD flows can be rigorously investigated in further research. 6.096696, 9.692047, 6.078164, 7.348316, 7.241679, 6.136120, 5.892960, 8.107790, 6.467113, 6.166631, 6.285276, 5.986822, 6.972397, 7.687024, 5.585207, 5.952010, 5.593911, 7.739338, 6.643164, 5.733874, 7.658422, 5.247688, 5.391105, 7.735126, 6.224721, 6.043067, 8.591374, 6.725585, 5.426598, 6.850483, 6.764839, 4.876298) T P IR 32 , l Ã (6.096696, 9.692047, 6.078164, 7.348316, 7.241679, 6.136120, 5.892960, 8.107790, 6.467113, 6.166631, 6.285276, 5.986822, 6.972397, 7.687024, 5.585207, 5.952010, 5.593911, 7.739338, 6.643164, 5.733874, 7.658422, 5.247688, 5.391105, 7.735126, 6.224721, 6.043067, 8.591374, 6.725585, 5.426598, 6.850483, 6.764839, 4.876298) T P IR
32
.
Data and solution of example 2
The data are O (56 334, 50 770, 41115, 33755, 27 079, 36 235, 38 464, 25 982, 19 664, 17297, 19 265, 19 328, 19 310, 14 867, 20 629, 16 489, 18 544, 19 036, 13 569, 16 885, 18 592, 16 245, 14 499, 19 387, 13 977, 14 421, 16 529, 14 143, 14 423, 17 081, 13 707, 14 610, 9769, 10 633, 12 458, 10 872, 12 714, 13 530, 11191, 15 919, 8881, 11 268, 11 028, 10 575, 10 318, 9474, 9966, 8262, 9605, 7691, 8987, 9207, 8449, 7711, 9086, 6184, 4022, 8955) T P IR 58 , D (56 046, 49520, 39 870, 33 686, 26 483, 36 431, 36 885, 26116, 20 248, 17 798, 19 033, 19 262, 19 687, 15 668, 20 575, 16 353, 18 412, 18 933, 13 930, 16 771, 18 575, 16 626, 14 457, 19 295, 13 870, 14 988, 15 925, 14 334, 14 582, 17 060, 14 010, 14 659, 10142, 10 635, 12 512, 11 414, 12 940, 13 463, 11 098, 15 679, 8888, 11 407, 11180, 10 788, 10 315, 9971, 9785, 8162, 9699, 7766, 8959, 9297, 8438, 7589, 8988, 6411, 4136, 9236) T P IR
58
, and c 1009 481545.
The solution is k Ã (2.049550, 1.945557, 1.734624, 1.537380, 1.317010, 1.608277, 1.667974, 1.275655, 0.997041, 0.868784, 0.976541, 0.979806, 0.978874, 0.717395, 1.044949, 0.820945, 0.938398, 0.964583, 0.626039, 0.844677, 0.940983, 0.806037, 0.692331, 0.982854, 0.655664, 0.686937, 0.823368, 0.667471, 0.687076, 0.856218, 0.636158, 0.699958, 0.297465, 0.382214, 0.540614, 0.404442, 0.560955, 0.623161, 0.433361, 0.785765, 0.202166, 0.440218, 0.418689, 0.376744, 0.352141, 0.266803, 0.317431, 0.129918, 0.280535, 0.058302, 0.214030, 0.238215, 0.152299, 0.060899, 0.224986, À0.159783, À0.589969, 0.210463) T P IR 58 , l Ã (7. 039427, 6.915630, 6.698878, 6.530336, 6.289757, 6.608674, 6.621059, 6.275802, 6.021310, 5.892340, 5.959428, 5.971388, 5.993212, 5.764874, 6.037330, 5.807665, 5.926256, 5.954160, 5.647299, 5.832905, 5.935070, 5.824221, 5.684432, 5.973100, 5.642982, 5.720504, 5.781144, 5.675888, 5.693042, 5.849990, 5.653025, 5.698308, 5.329939, 5.377404, 5.539942, 5.448094, 5.573577, 5.613199, 5.420019, 5.765576, 5.197956, 5.447481, 5.427380, 5.391688, 5.346853, 5.312935, 5.294104, 5.112743, 5.285277, 5.063009, 5.205912, 5.242946, 5.145999, 5.039954, 5.209144, 4.871269, 4.432983, 5.236363) T P IR
Data and solution of example 3
The data are O (34 945, 42 231, 61639, 29788, 30 741, 27641, 26 494, 4783, 51758, 30 876, 53 691, 61946, 53150, 32035, 41919, 8524, 15578, 4391, 59507, 61276, 49324, 33769, 84 
