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Theoretical/computational methods have been utilized to investigate a diverse array of
questions currently at the forefront of modern chemistry research. The focus of this work is
Local Vibrational Mode (LVM) Theory, originally formulated by Konkoli and Cremer, and
under continuous development by the CaTcO research group. Derived from LVM theory,
local stretching force constants (k a ) represent physically meaningful measurements of chemical bond strength. Decomposition of normal vibrational modes into LVM contributions,
also called characterization of normal modes (CNM), is another powerful manifestation of
LVM theory; most notably when applied to the analysis of theoretical/experimental IR/Raman spectra. Recent developments in LVM theory aim to reveal new insights on the nature
of noncovalent interactions (NCIs) and weak chemical bonds, including but not limited to:
hypervalent iodine, halogen–metal bonds, halogen bonds in periodic systems, influence of
intramolecular hydrogen bonds (IMHBs) on structure–stability relationships, ⇡–hole interactions involving aromatic centers, and breaking/forming bonds at transition states. The finer
points of this work include important new chemical insights, such as: a better understanding of substituent and solvent eﬀects, locating weak/strong points in molecular complexes
to identify so–called ’trigger’ bonds in energetic materials, and assessing the performance
of various HB donor/acceptor pairs. Much of this information can be further applied to
the design of materials with specific properties, lowering/raising of reaction barriers, and
catalytic control of chemical reactions.
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Chapter 1
Introduction

1.1. Atomic Theory
To understand the chemical bond, the properties of the interacting atoms must be well
understood; particularly the nature and structure of the electrons. Democritus may have
been the first to hypothesize about the atom nearly 2,500 years ago. His early semblance of
an atomic theory can perhaps be summarized with his famous quote: "Nothing exists except
atoms and empty space; everything else is opinion." This is quite profound considering that
we still cannot physically observe a chemical bond. Democritus did not have the benefits of
microscopy, spectroscopy, electricity, or any means of carrying out experiments to support
his ideas, yet some of his hypotheses were not far from the picture of the atom that we understand today. Aristotle followed not long after Democritus, and faced similar technological
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1856 – 1940
Great Britain

Figure 1.1. Democritus, Aristotle, Dalton, and Thomson

challenges. Although he made many contributions to physics and the scientific method,
Aristotle’s ideas on the nature of matter were a step in the wrong direction. He believed all
1

matter was made of four ’elements:’ earth, fire, water, and air. This demonstrably false idea
stuck for many centuries, as it could not be disproven due to a lack of any means for testing
such assertions. It was not until nearly 2,000 years later when John Dalton demonstrated
that matter is made of atoms by accurately measuring atomic masses and calculating the
atomic compositions of diﬀerent elements [1]. After this monumental work, another century
passed and humanity was forever altered by the industrial revolution before J. J. Thomson
discovered the electron in 1897 [2]. Thomson also pushed the concept of positively charged
particles into the atomic picture. At approximately the same time, Ernest Rutherford discovered ↵ and

particles, and deduced that the mass of the atom is contained within its

nucleus [3]. Shortly after came Niels Bohr, who introduced quantum theory into the atomic

1871 – 1937
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Austria
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Figure 1.2. Rutherford, Bohr, Schrödinger, and Heisenberg

model. The Bohr model of the hydrogen atom incorporated atomic orbitals, where electrons
orbit the positively charged atomic nucleus at discreet distances and energy levels [4]. Erwin
Schrödinger expanded upon this idea by introducing a probabilistic approach to the atomic
model, where the exact path of an electron is unknown. Instead electrons were modeled
diﬀerentially as electronic clouds surrounding the nucleus, with the most densely clouded
regions representing the highest probability of finding electrons occupying that space [5].
Werner Heisenberg’s uncertainty principle parallels Schrödinger’s contributions and helped
further resolve some of the deficiencies of Bohr’s model. Heisenberg’s uncertainty principle
2

basically states that the more precisely the position of a particle can be determined, the
less precisely its momentum can be predicted from initial conditions; the same holds for
the converse of this statement [6]. In addition to being developed around the same time,
from the monumental contributions of Schrödinger and Heisenberg one may deduce a similar
outcome; the wave–particle dual nature of matter.
1.2. Theory of the Chemical Bond
Valence shell electron pair repulsion (VSEPR) and valence bond (VB) theory rest on the
concepts that the furthest atomic orbitals (AOs) from the nuclei overlap between atoms and
each pair of overlapping AOs contains two valence electrons which are responsible for the
chemical bond (covalent bonds). In the case of electron–rich atoms, lone pairs of nonbonding
electrons may also occupy the valence shell. To describe chemical bonding in systems larger
and more complex than diatomic molecules, hybrid orbitals are introduced. Hybrid orbitals
can be considered mixtures of s, p, and d AOs; where there is a 1:1 ratio between AOs and
hybrid orbitals. Hybridization has given rise to the concepts of –bonds, ⇡–bonds, and helps
describe the three–dimensional geometry of nonlinear molecules. Molecular Orbital (MO)
Theory further expanded the concept of the chemical bond to explain even more complex
interactions by introducing delocalization and antibonding orbitals. Although they are some
of the most profound and important work in the history of chemistry, the aforementioned
models and concepts are just that; models and concepts. Chemists are no closer to ’observing’
the chemical bond than Democritus or Aristotle.
Each of the aforementioned models contribute unique insights as to what a chemical
bond is, but they are mathematical constructs; a physical basis is missing. At this junction,
we incorporate vibrational spectroscopy. Radiation emitted by molecular vibrational and
rotational motion can be precisely measured and provides the missing link between the
’concepts’ of the chemical bond and something physically meaningful.
1.3. Vibrational Spectroscopy

3

Measuring the electromagnetic radiation emitted by the vibrational and rotational motions of a molecule involves shining a beam of light (infrared (IR) light for example) onto
the molecule. This changes the vibrational energy of the molecule and leads to a change in
the dipole moment. A spectrograph measures the resultant absorption, reflection, and/or
emission. Diﬀerent types of chemical bonds have diﬀerent polarities and absorb light at
diﬀerent frequencies, where the former changes the intensity of the absorption. This leads
to specific types of bonds and even functional groups having particular IR signatures.

!"

!#

!$

Figure 1.3. Normal vibrational modes of SH2

Theoretically, fundamental vibrational frequencies (normal modes) can be calculated
which allows a chemist to understand the vibrational motion of each mode. A molecule
composed of three atoms for example will have 3N 6 = 3 normal modes, each with diﬀerent
vibrational motions (see Figure 1.3). Each normal mode involves the stretching, compressing, and bending of the chemical bonds and it is important to note that in most cases, this
will involve several atoms and several bonds [7]. In the case of SH2 , all three atoms and
both bonds are aﬀected by each of the normal modes. This problem is not very complicated
thanks to the symmetry of SH2 , but for larger and more complex molecules, each normal
mode can involve a larger number of atoms and more complex vibrational motions. This has
direct consequences for the analysis of an IR spectrum. If most frequencies involve several
atoms and several motions, than most peaks in an IR spectrum must be a composite of
several vibrational motions rather than a single C C or C N stretch for example. Further
more, if vibrational spectroscopy is to be used to measure specific properties of a chemical
bond, which is the foundation of the current work, the so–called delocalization of normal
4

vibrational modes must be accounted for.
1.4. Local Vibrational Mode Theory
Delocalization of normal vibrational modes is a result of electronic (potential energy
content) coupling and mass (kinetic energy content) coupling [7–10]. Electronic mode–mode
coupling is eliminated through the Wilson GF-matrix formalism [7–9]. In other words, start
by solving the vibrational secular equation:

(1.1)

Fx L = ML⇤

where Fx is the force constant matrix in Cartesian coordinates x. A molecule with N atoms
has 3N Cartesian coordinates, giving Fx dimensions [3N x3N ]. A molecule has Nvib =
(3N

⌃) internal coordinates q (⌃: 6 translations and rotations for nonlinear and 5 for linear

molecules) [8]. Diagonal matrix ⇤ has eigenvalues

µ

= 4⇡ 2 c2 !µ2 , leading to Nvib harmonic

vibrational frequencies !µ . L collects the vibrational eigenvectors lµ in its columns:

L † Fx L = F Q = K

(1.2)

FQ = K is a diagonal matrix and vector Q collects the Nvib normal coordinates [11, 12].
Diagonalization of the force constant matrix Fx and transforming to normal coordinates
Q [11–14] eliminates the oﬀ-diagonal coupling force constant matrix elements (electronic
coupling) [8]. The vibrational secular equation expressed in internal coordinates q is given
by [8]:

5

(1.3)

Fq D = G 1 D⇤

where G is the Wilson G matrix [8], and D contains the normal mode column vectors dµ
(µ = 1, · · · , Nvib ) in internal coordinates. The mass coupling is contained in the oﬀ–diagonal
elements of G. Konkoli and Cremer [15–19] introduced a mass-decoupled equivalent to the
Wilson equation to derive mass–decoupled local vibrational modes ai from normal vibrational
modes di and the matrix K using the following equation:
ai

K 1 d†i

=

di K

1

d†i

(1.4)

For every Nvib local mode i corresponds local model frequency !ia , a local mode force constant
kia , and a local mode mass Gai,i [15], with the local mode frequency !ia defined as:
(!ia )2

=

Gai,i kia
4⇡ 2 c2

(1.5)

The corresponding local mode force constant kia is defined as:
kia

a†i K ai

=

(1.6)

Note that for the remainder of the discussion, the subscript in kia is dropped and k a is used
to indicate a local mode stretching force constant. Since chemists are more familiar with
bond orders, k a can be converted to bond strength order (BSO n) [20–22]. The strength of a
chemical bond should be related to k a via a power relationship according to the generalized
Badger rule [23, 24]:
BSO n = a(k a )b

6

(1.7)

To determine constants a and b, k a values must be calculated for two reference molecules
with know (or logically defined) bond orders and which should be chosen based on the
types of chemical bonds the chemist is investigating. A major advantage of k a is that it is
independent of choice of coordinates utilized to describe a target molecule, which is not the
case for normal mode force constants. The k a is also highly sensitive to electronic structure
diﬀerences and as has been demonstrated by Zou and Cremer, directly reflects the intrinsic
strength of a chemical bond or weak chemical interaction [25]. Numerous publications exist
demonstrating the vast abilities of LVM theory to describe the intrinsic strength of weak
chemical bonds and noncovalent interactions (NCIs), including: halogen bonds (XB) [26–29],
chalcogen bonds (ChB) [30–32], pnictogen bonds (PnB) [33–35], tetrel bonds [36], and various
forms of intra/intermolecular hydrogen bonds (HB) [20, 37–41].
1.5. Research Overview
This work is founded on vibrational spectroscopy and utilizes computational/theoretical
based approaches to gain new insights on the intrinsic nature of NCIs and weak chemical
bonds utilizing Local Vibrational Mode (LVM) Theory, Density Functional Theory (DFT),
Quantum Theory of Atoms in Molecules (QTAIM), and Natural Bond Orbital (NBO) analysis. Following an overview of the main computational/theoretical methods used, the chapters
are organized by type of chemical bond. The majority of this research focuses on the LVM
analysis of

3

–iodanes, benziodazolotetrazoles, XBs in molecular crystals and pincer com-

plexes, HBs at transition states and in histidine, and ⇡–hole interactions.
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Chapter 2
Methods: Special Local Modes

2.1. Decomposition of Normal Modes
In addition to LVM force constants and frequencies, the LVM analysis aﬀords a new
way of analyzing vibrational spectra. Any normal vibrational mode lµ can be decomposed
into LVM contributions [17, 19], leading to detailed analysis of vibrational spectra and a
wealth of information about structure and bonding [38,42]. CNM calculates for each normal
mode lµ the overlap Snµ of each local mode vector axn , with both vectors given in Cartesian
coordinates x, according to: [17, 19]
Snµ =

(axn , lµ )2
; with axn = Lan
(axn , axn )(lµ , lµ )

(2.1)

(a, b) in Eq.(2.1) is the short notation for the scalar product of two vectors of a and b
(a, b) =

X

ai Oij bj

(2.2)

i,j

Oij is an element of the metric matrix O. We generally use the force constant matrix f x as
metric, namely O = f x to account for the influence of the electronic structure [17, 19]. This
leads to the contribution Cnµ of local mode an to the normal mode lµ given by:
Snµ
Cnµ = PNvib
Smµ
m

(2.3)

i.e. a localized normal mode lµ has a Cnµ value of 1 (corresponding to 100 % if Cnµ is
given as percentage). The CNM procedure has been applied to assess the usefulness of
Vibrational Stark Eﬀect probes [43], to analyze ⇡–hole interactions between aryl (Ar) donors
8

and small molecule acceptors (see Appendix E), and to interpret exp and theor spectra of
benziodazolotetrazoles (see Appendix B).
2.2. LVM Theory of Transition States
Local vibrational modes an are defined as [15]:
an =

K 1 d†n
dn K 1 d†n

(2.4)

,

where dn is related to Nvib normal vibrational modes collected in the L matrix and Wilson’s
B-matrix of the nth internal coordinate bn (where n = 1, 2, . . ., Npar ) by the equation:
(2.5)

dn = bn L
and K is the diagonal force constant matrix of the form [20]:

(2.6)

K = L† FL,

where F is the force constant matrix expressed in 3N Cartesian coordinates (N being number
of atoms). The local mode force constant is given by:
kna = a†n Kan = (dn K 1 d†n )

1

(2.7)

Taking the inverse of kna provides a useful simplification:
(kna )

1

= dn K 1 d†n

(2.8)

At a minimum Eq. (2.8) becomes:
(kna ) 1

=

X d2n,µ
µ

9

Kµ

(2.9)

At the TS, the imaginary normal modes should be projected out, and Eq. (2.9) is replaced
by:
(kna )

1

=

P 2 !
dn,µ X d2n,µ̃
Pµ 2
=
K
µ̃
µ̃ dn,µ̃
µ̃

d d†
P n 2n
µ̃ dn,µ̃

!

X d2n,µ̃
µ̃

Kµ̃

,

(2.10)

where µ = 1, ..., Nvib and µ̃ means that the imaginary normal modes have been eliminated in
summation. Projection means that k a values are calculated in (Nvib

1) dimensional space

spanned by normal modes with real frequencies only.
2.3. CNM for Transition States
Decomposition of the imaginary normal vibrational mode into local mode contributions
provides a way to quantitatively measure the degree of dissociation/formation of bonds at
the TS. The internal mode amplitude (An,µ ) is defined as [17]:
An,µ =

(Lµ , vn )2
,
(vn , vn )(Lµ , Lµ )

(2.11)

where Lµ is the normal vibrational mode vector and vn is the related internal mode vector.
Using the suggested AvAF amplitudes [17] and setting vn = Lan , Eq.

(2.11) can be

rewritten as:
)
A(AvAF
=
n,µ

kna 2
D ,
Kµ n,µ

(2.12)

where Dn,µ is an element of dn = bn L (Eq. (2.5)). Then for the µ-th normal mode, the
(AvAF )

column vector Aµ

is normalized according to [17]:
A%
n,µ =

An,µ
100
⌃m Am,µ

(2.13)

The same can be done using the n-th row vector of A(AvAF ) for the n-th local mode. However, at the minimum on a flat energy surface or at a transition state, Eq. (2.12) is not
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numerically stable and should be replaced by:
)
A(AvAF
=
n,µ

where

= 10

6

max(kna , ) 2
D
max(|kµ |, ) n,µ

(kµ < )

(2.14)

a.u. is taken in our calculations. To demonstrate the imaginary normal

modes being projected out in summation, two TS test cases are given: cis H2 O2 , and
planar NH3 (see Table 2.1). For cis H2 O2 , the local vibrational mode of the dihedral
corresponds 100% to the A1 imaginary normal mode. The k a value at the TS (k‡a ) = 0
for the H O O H dihedral. In the case of planar NH3 , the H N H H pyramidalization
local mode contributes 100% to the A002 imaginary normal mode. Likewise, k‡a = 0 for the
H N H H pyramidalization mode. In both cases the local mode frequency (!‡a ) is also zero,
thereby indicating that the imaginary normal modes have been projected out in summations.
NVM

Irrep !µ

LVM

Parameter

1

O1 O2

a
kd‡

!‡a

% LM

1.463 3.983

-

919

0

r, ✓,

k‡a

Cis H2 O2
1

C2v

2

A1

917

2

O1 H3

0.967 7.991

-

3782

0

3

A1

1343

3

O2 H4

0.967 7.991

-

3782

0

4

B2

1434

4

H2 O1 H3

104

0.907 0.641 1364

0

5

B2

3771

5

H4 O2 O1

104

0.907 0.641 1364

0

6

A1

3807

6

H3 O1 O2 H4

0

Planar NH3
1

D3h
A2

00

-843

1

N1 H2

0.996 7.987

E

0

1583

2

N1 H3

E

0

1583

3

N1 H4

0

2
3

A2

-593

0.000 0.000

0

100

-

3797

0

0.996 7.987

-

3797

0

0.996 7.987

-

3797

0

4

A1

3650

4

H2 N1 H3

120

0.670 0.675 1587

0

5

E

0

3872

5

H4 N1 H3

120

0.670 0.675 1587

0

E

0

3872

6

H2 N1 H4 H3

180

0.000 0.000

6

0

100

Table 2.1. Summary of normal and local mode vibrational analysis for model TS molecules
cis H2 O2 and planar NH3

2.4. Interactions with Ring Centers
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Figure 2.1. Schematic
of H2 O z’interacting with the ⇡–hole of benzene (left), and the 3D
z’
vector spaces involved
in calculating LVMs
for an interaction between a molecule/atom and
x’’
x’’
x’’
X
2
X2 (right)y’
cyclic
6–membered
ring center
y’
y’
x’

x’

b

Figure 2.1 illustrates how the special force constant k a is defined in the case of a ⇡–hole
interaction involving a six–membered ring as ⇡–hole donor.
The k a is defined from the interaction between the central or interacting atom of the
⇡–hole acceptor (position X1 in Figure 2.1) and the geometric center of the six atoms
composing the ring of the ⇡–hole donor (X2 in Figure 2.1). A highly important feature
of the LVM methodology is the ⇡–hole need not be at the X2 geometric center of the ring.
If such a case is encountered, and the acceptor atom at X1 is collinear with X2 and the
⇡–hole, the value of k a will not change because the local modes of X1 ···X2 and X1 ···⇡–hole
are normalized in the LVM theory formalism.
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Chapter 3
Hypervalent Iodine and Halogen Bonds

3.1.

3

3

–Iodanes

–iodanes and hypervalent iodine (HVI)–based reagents in general are important ’green’

alternatives to the often highly toxic traditional transition metal reagents, given the abundance and non–toxic nature iodine. The vast synthetic utility of

3

–iodanes [44–49] stems

from the relative ease at which the axial bonds can be cleaved and manipulated, resulting in
a large number of reaction capabilities without requiring a large input of energy [50]. Some
specific examples of the diverse capabilities and roles which

3

– and

5

–iodanes (HVI(V)

compounds) can play include radical sources, oxidants, and electrophiles [51–57]. HVI compounds are also frequently utilized in organometallic chemistry [58] and the materials and
polymer sciences [59].

A
E

! = 83.77°

I
''A

(B97X-D/aug-cc-pVTZ-PP

Figure 3.1. Electronic and molecular geometries of

3

3

–iodanes

–iodanes are defined as HVI–containing compounds of oxidation state III. The structure

of the

3

–iodane can be described by trigonal bipyramidal electron (e ) geometry with a

distorted T–shaped molecular geometry. Two lone–pairs (lp) of electrons and one ligand
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occupy equatorial positions, while the other two ligands are in the axial positions (see Figure
3.1). The reason this seemingly unusual T–shaped molecular geometry is favored over a
geometry with higher symmetry is explained in Figure 3.2. The HOMO of a T–shaped
C2v configuration is lower in energy compared to that of trigonal planar D3h . Add one more
nonbonding e , and the trigonal planar molecular geometry may very well be favored.
2b2
3a1

2e'
2a1'
a2''

2a1
b1
T-Shaped

planar
F

F
F

I

F

F

C2v

I

F

D3h

Figure 3.2. Walsh diagram for the planar IF3 molecule

Thanks to decades of theoretical studies [60–63], the concept of hypervalency is ever
changing. Hypervalency has been commonly described by the concept of ’expanded octets
[64],’ but Musher devised a more useful definition: main group elements of elevated oxidation
states [65]. In addition, the description of hypervalent bonding by the three–center four–
electron (3c–4e) model has been successful [66–69]. In terms of

3

–iodanes, the 3c–4e bond

consists of the three atoms composing the semi–linear A···I···A (A is an axial ligand) portion
of the molecule, yielding three MOs from the three AOs. As is illustrated in Figure 3.3,
the 3c–4e model indicates only p–orbitals of the central atom are involved in the formation
of such bonds.

The anti–bonding orbital is unoccupied, while four electrons occupy the

bonding and nonbonding orbitals. The consequence is that three atoms A···I···A must share
two bonding electrons, resulting in bond orders of 0.5. Therefore, the 3c–4e bond should
14

anti-bonding
non-bonding

bonding

Figure 3.3. Valence orbital occupancy diagram of iodine

be substantially weaker than the 2c–2e equatorial bond [70]. However, recent work utilizing
LVM theory has shown this is often not the case (see Appendix A for more information).
Since LVM theory does not require use of the concept of the 3c–4e bond, the chemist

Bond Strength Order n

1.0
0.8

IF3
F

PhIF

Covalent
Bond

F

F

I

-

I

[F I F] -

3c-4e

I

F

0.4

F

I-F

HVI

I

HVI
0.6

F

I

PhIF2

F

F

0.2

F

XB
1

2

3

I

F

4

Local-Mode Force Constant

Figure 3.4. The continuum spanning XBs, 3c–4e bonds (in trihalides), HVI interactions in
3
–iodanes, and covalent I F bonds

is allowed to treat the two axial bonds and the equatorial bond as three separate entities,
rather than two. It turns out that the role of the equatorial bond should not be neglected
or treated as a standard covalent bond, and A···I bonds are often not as weak as the 3c–4e
model predicts (see Figures 3.4–3.5). The axial I···F bonds in IF3 and PhIF2 are closer to
bond strength orders of 0.85 and 0.70, respectively. In addition, the equatorial I F bond in
IF3 is stronger than the bond of the FI molecule. Furthermore, this work identified examples
15

2c-2e eq

IF3 (eq)

1.5

2c-2e
covalent

BSO n

PhIF2
(eq)
1.0

F-I
3c-4e HVI

IF3
(axial)
0.5

PhIF2 (axial)
3c-4e
Tri-halide

[F I F] -

XB

PhIF 0
−0.6

−0.4

−0.2
H(rb) [Hartree/Å3]

0

0.2

Figure 3.5. Bond strength order BSO n plotted with respect to the energy density at the
bond critical point (H(rb )) of I F bonds in several 3 –iodanes

of axial bonds being stronger than the equatorial bonds in molecules with an axial F–atom
and an equatorial benzene ligand. In summary, our work established the following continuum
for the first time: XB ! 3c–4e bond in tri–halides ! axial/equatorial bonds in

3

–Iodanes

! covalent bond.
3.2. Benziodazolotetrazoles
Novel materials called benziodazolotetrazoles (BIATs) have recently been synthesized and
were found to be explosive when heated [71,72]. BIATs consist of an iodine(III) atom with T–
shaped molecular framework, a benzene ring bound at the equatorial position, and a tetrazole
(TZ) group bound axially. The other axial ligand is variable, but electronegative ligands or
atoms increase stability of these compounds. A key feature of the BIAT framework is that
the TZ–carbon atom is also bound to the equatorial benzene ring (see Figure 3.6).

TZs

are known as potent propellants, explosives, and energetic materials; which is due in part to
their high positive enthalpies of formation [73–76]. Tetrazolylates (RCN4 – ) are similar to
carboxylates (RCO2 – ) in many respects (basicity, nucleophilicity, and complexation ability
[79]), and given that there are several known 3 –iodanes with RCO2 – ligands, it was posited
16

Figure 3.6. !B97X–D/Def2–TZVP optimized geometries of I–hydroxy, I–methoxy, I–ethoxy
and I–isopropoxybenziodazolotetrazoles

that RCN4 – should also have the propensity to bind iodine(III) atoms. Several examples
of TZ–containing HVI(III) compounds were synthesized, including acyclic [71], pseudocyclic
(with iodonium-like structure) [80], and heterocyclic BIAT derivatives [72]). Each of the
compounds, like their carboxylate analogues (BIOs), are strong oxidants. However, unlike
the BIOs, BIATs decompose vigorously and explosively.
Tsarevsky et al. determined the enthalpies of thermal decomposition ( Hd ) for BIAT
derivatives with Cl, OH, OMe, and OAc ligands but did not find correlation between

Hd and

structural parameters (lengths of the HV bonds or L I N valence angles), nucleophilicity,
or field electronic parameters of the ligand [72]. It was proposed that the packing in the
solid state is subject to shearing forces between packing layers and this can account for the
(in)stability of TZs [81–83]. Another factor is the so-called trigger bond, which is the first
bond to break during rapid decomposition, and can be utilized to assess the sensitivity of a
material [86].
To better understand the stability BIAT–based materials and why they are explosive, this
work investigated electronic structures and bonding properties of two monovalent iodine precursors 2–Iodobenzoic acid (IBA) and 5–(2–Iodophenyl)tetrazole (IPT), in addition to four
BIAT–derivatives: I–hydroxy, I–methoxy, I–ethoxy and I–isopropoxybenziodazolotetrazoles
and four benziodoxole (BIO) counterparts with the goal of determining what makes BIATs so
explosive. NBO analysis was utilized to explore the suggestion that a strongly positive molec-

17

ular center (i.e. an iodine) may serve as a typical indicator for sensitive materials [92–94], and
LVM analysis was utilized to identify trigger bonds. Based on the hypothesis that stronger
bonds correspond to increased stability, we predicted that for BIATs, stability increases as
follows: i-isopropoxy < i-ethoxy < i-methoxy < i-hydroxy. Importantly, the I–N bonds
were identified as the so-called trigger bonds being responsible for the initiation of explosive
decomposition in BIATs. The new insight gained by this work will allow for the design of
new BIAT materials with controlled performance or stability based on the modulation of the
iodine bonds with its three ligands. In addition, we comprehensively analyzed the experimental (exp) and theoretical (theor) IR spectra [17, 19]. There are fundamental diﬀerences
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Figure 3.7. The exp (left) and theor IR spectra
5
IPT
HO

I

514

of I–hydroxybenziodazolotetrazole

I

between exp and theor IR spectroscopy whichOare mostly attributable to the phase diﬀerence
OH

in this case, but it is evident that the two canObe mapped to one another with relative ease if
O

1 are considered (see Figure 3.7). LVM analysis
corrections to the harmonic
IBA approximation

not only confirms the accurate mapping of exp to theor vibrational frequencies, but opens
the door to the analysis of vibrational spectra at a level of detail and accuracy not previously
known by decomposing normal vibrational modes into fundamental LVM contributions in
terms of R, 6 , and '.
The key insights from this work are summarized as folllows:
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• The I N bonds in BIATs are weaker than the comparable I OCO bonds in BIOs
• strength of the I N bond decreases with increasing size of the hydroxyl/alkoxy group:
OH > MeO > EtO > iPrO.

• I N as the likely trigger bond responsible for initiation of explosive decomposition in
BIATs

• Based on strength of the I C, I N, and I O bonds, where stronger bonds will correlate
with increase in stability, we predict stability of BIATs 5–8 as follows: BIAT–8 <
BIAT–7 < BIAT–6 < BIAT–5.
• COOH groups in BIOs have net positive charges, while TZ groups in BIATs 5–8 have
negative charges; though all are close to zero.

• Compared to BIATs, the benzene rings of the BIOs are nearly two times more negative
in charge, the BIO iodine atoms have more positive charges, and stronger I C and
I O
• The L I L angles in BIATs are up to 2.5 larger compared to the BIOs.
See Appendix B for further details.
3.3. Interactions of I2 with Pincer Complexes
Pincer (Pn) complexes were discovered in 1976 by Moulton and Shaw [97]. Nearly a
decade later, it was discovered they display extraordinary thermal stability (high melting
point); indicating such systems could be used in homogeneous catalysis. This increased the
range of applications for Pn complexes from nanomaterials to chemical sensor and switch
development [98–101]. Studies on increasing rates of oxidative addition [102, 103] and migratory insertion of CO to methanol [104] revealed that Pn complexes are indeed excellent
catalysts.
A Pn complex consists of a metal (M) center bound to an aromatic 6–membered ring
with ligands at both positions ortho to the metal–ring bond. These ligands arrange such
19

CF3

I

I

I

NH2
M CH3
NH2

NMe2
Pt I
NMe2

M = Ni, Pd, Pt
1-3

Figure 3.8. van Koten’s complex, a classic example of a pincer complex

that they both bind the metal, forming separate 5–membered rings (see Figure 3.8); where
the ligands typically act as e donors to the metal. Increasing the e density (⇢) around the
metal increases the nucleophilicity of said metal, which tends to further indicate catalytic
abilities [105–123]. A highly acidic metal center can retain positive charge, which can increase
the ability of the metal as an e acceptor. The N–atoms of the two amine ligands increase
⇢ around the metal, which increases the stability of the M I2 interaction. This is due to
–donation from the amine ligands and steric constrains [124, 125]. Modifying the nitrogen
donor substituent is one way to increase/decrease the nucleophilicity of the metal, in addition
to allowing for the possibility of assessing from which angles or directions reagents can attack
the metal [126].
The recent work investigated the XB between I2 and d8 transition metal centers of the
van Koten pincer complex and 25 derivatives (Figure 3.8) with the main goal of revealing
which major electronic eﬀects lead to the weakening of the I M bond as the first step in
the oxidative addition of iodine. In working toward this main goal, the following secondary
questions were assessed: how strong are the XBs between I2 and the transition metal Pn
complexes, how does a strong M I XB aﬀect the I I bond of the I2 XB donor, what are the
solvent eﬀects and how does polarity of the solvent influence the strength the M I and I I
bonds, what are the substituent eﬀects on the aforementioned bonds, and which electronic
eﬀects are most impactful on weakening/strengthening the M I bond?
A major electronic factor found to aﬀect the catalytic activity of M I I is charge transfer
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Figure 3.9. Schematic of the complexes investigated in Appendix C

𝜎 ∗ (𝐼 − 𝐼)

𝑙𝑝(𝐼)

𝜎(𝑃𝑡 − 𝐼)

𝑙𝑝(𝑃𝑡)

Figure 3.10. Charge transfer mechanism of van Koten’s pincer complex.
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(CT) from the metal to the

⇤

antibonding orbital of the I I bond which leads to weakening

of the I I and strengthening of the M I bond (see Figure 3.10); therefore facilitating the
oxidative addition reaction. CT can be modified by ligand substitution at various places
on the Pn complex, as well as by substituting the metal center. The two nitrogen atoms
increase ⇢ around the metal center which helps stabilize the M I interaction because the
amine ligands can donate

electrons and induce steric constraints depending on bulkiness.

The M I bond is weakest in complex 19 and strongest in complex 17; whereas the I I
bond is strongest in complex 19 and weakest 15 (slightly stronger than the second weakest
I I bond in 17). Complex 15 is the van Koten complex with a Co center instead of Pt,
17 is the complex with an Ir center instead of Pt, and 19 is a tetra–coordinated structure
with a +2 charge and Pt bound to four PMe2 ligands instead of two NMe2 ligands. In
addition, complexes 15 and 17 have pyridine ligands bound to the metal by their nitrogen
atoms instead of benzene, a key factor for their strong/weak M I/I I bonds. Clearly,
strengthening M I correlates with weakening of I I and visa versa, a factor which can be
used to fine–tune the I I bond and modify the catalytic activity. The largest factors for
changing CT are as follows: change the metal and change the benzene ligand to pyridine;
both of which strengthen M I which weakens I I.
To assess solvent eﬀects, gas phase calculations were compared to non polar benzene and
polar acetone for complex 1. Trends for Pt I bond strength, positive charge on the metal,
and negative charge of I2 are as follows: gas phase < benzene < acetone. The solvents
have the reverse eﬀect on I I. The trend in CT follows the same pattern as for Pt I bond
strength. For more information, see Appendix C.
3.4. Halogen Bonding in Molecular Crystals
Periodic LVM (pLVM) theory was utilized to quantify the intrinsic strength of the
X I···OA XB, where X = I or Cl, and OA = a carbonyl, ether, or N –oxide group. 32 model
systems were investigated, originating from 20 molecular crystals. Figure 3.11 shows the
16 XB acceptor molecules utilized in this work.
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XB between the donor dihalogen X I and a number of acceptor molecules OA turns out
to be quite variable (0.1–0.8 mdyn/Å). For both the donor X I bonds and I···O XBs, strong
correlations between bond length and local stretching force constant were revealed; extending
Badger’s rule to crystals. The halogen atom X strongly influences the intrinsic strength and
controls the electrostatic attraction of the I···O halogen bond between the –hole on iodine
and the acceptor oxygen atom. A second important factor determining I···O bond strength
is n !

⇤

(X I) charge transfer which can be modified by changing substituents on the

diﬀerent oxygen–containing acceptor molecules OA. In addition, the presence of the second
halogen bond with atom X of the donor X I bond in crystals can substantially weaken the
target I···O halogen bond. This study generally demonstrates the great potential of periodic
local vibrational mode theory for providing new information on NCIs in materials. Refer to
Appendix D for more information.
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Chapter 4
⇡–Hole Interactions

4.1. Definition and Modern Applications
The ⇡–hole interaction was first described by Murray and Politzer as a NCI involving an
electron donor and a region of positive electrostatic potential located on a ⇡–bond (the ⇡–
hole); where the directionality of this interaction is perpendicular to the molecular framework
containing the ⇡–bond [127–132]. In donor/acceptor terms, the source of the ⇡–hole is the
donor and the source of electrons is the acceptor; where electrons are donated to an empty
⇡ ⇤ –orbital of the donor [133–138]. Figure 4.1 shows the ESP mapped onto the EDD of the
cyclic N6 molecule where the central blue region represents positive ESP, illustrating a prime
example of a rather large ⇡–hole. Some of the many examples of relevant modern chemical
research involving ⇡–hole interactions include biological systems [139,140], molecular crystals
[141–146], and potential drug targets [147, 148].
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and binding energy (BE) [149–162]. Published studies have demonstrated examples of longer
bonds being stronger than related shorter bonds [163]. Concerns with BDE/BE arise from
the fact that these are cumulative properties; i.e., the energy terms include long–range electrostatic interactions involving remote atoms of the monomer in addition to all other possible
interactions between monomers. Such scenarios quickly become too complex to isolate specific interactions between atoms or monomers. Energy decomposition schemes aim to solve
this issue but they are strongly model–dependent, cannot yield quantitative results, and
often do not even produce a useful qualitative picture [164–168]. However, LVM theory is
well equipped to accurately describe interactions between two monomers of a complex while
also producing tangible quantitative data.
4.2. ⇡–Hole Interactions involving Aromatic Donors
In this section, a brief discussion of the published work related to ⇡–hole interactions
involving aromatic donors is presented. For more information, see Appendix E. The goals
of this work were to explain, demonstrate, and utilize a special inter–monomer formulation
of the LVM analysis to quantify the interaction strength and determine the electronic nature
of a series ⇡–hole interactions involving six–membered aromatic ⇡–hole donors and small
molecule acceptors (see Figure 4.2).
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Figure 4.2. Schematic of the 14 ⇡–hole systems investigated from Appendix E, with the
⇡–hole interactions represented as dashed bonds.
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factors which will lead to a better understanding of ⇡–hole interactions: (1) substitution of
the hydrogen atoms on the aromatic rings for fluorine atoms directly polarizes the carbon
atoms which alters the shape, position, and ESP of the ⇡–hole and indirectly influences the
⇡–hole interaction, (2) substitution of aryl–carbon atoms for nitrogen atoms substantially
increases strength of the ⇡–hole interaction, as the nitrogen atoms cause increased negative
ESP around the exterior of the six–membered ring which in turn induces higher positive ESP
in the ring center where the interacting ⇡–hole is located; as is illustrated in Figure 4.1, and
(3) secondary bonding interactions (SBIs) between donor/acceptor which do not involve the
⇡–hole. If the SBI is not a HB, said interaction stabilizes the system and increases strength
of the ⇡–hole interaction. On the other hand, if the SBI is a HB, this can increase or decrease
strength of the ⇡–hole interaction depending on the directionality of the HB. Strength of
the ⇡–hole interaction increases when the ⇡–hole donor is the HB acceptor. Conversely,
when the ⇡–hole donor is also the HB donor, strength of the ⇡–hole interaction is drastically
reduced. Controlling the interplay between these three factors can lead to novel design of
materials with specified properties.
4.3. Novel ⇡–Hole Systems
Following up on the key insights gained from a previous publication (see Appendix E),
the goals of the current work are to design novel ⇡–hole donors (Figure 4.3) and novel
⇡–hole systems (Figure 4.4), in addition to applying the LVM analysis to a larger set of
⇡–hole interactions for the purpose of learning more about the nature of these interactions
and how to better modulate bond strength. The novel ⇡–hole donors were developed to
maximize H/F–substitution, N/C–substitution, and HB acceptor capabilites. Another goal
of the current work is to experiment with a larger set of ⇡–hole acceptors, such as halide
ions, PH3 , and C N H.

Figure 4.4 depicts the unpublished ⇡–hole systems which

have been optimized for molecular geometry and normal mode vibrational frequencies, in
addition to LVM analysis based on !B97X–D/aug–cc–pVTZ and MP2/aug–cc–pVTZ levels
of theory. For systems containing I and Br, the aug–cc–pVTZ-PP basis set was incorporated
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Figure 4.3. Schematic of known ⇡–hole donors and proposed donors

to account for relativistic eﬀects. Preliminary results promise some interesting possibilities.
It is necessary to note that cyclic N6 is unstable and is diﬃcult to synthesize, but theoretical
calculations indicate that this molecule is capable of forming strong ⇡–hole complexes, which
we hypothesize will have a net stabilizing eﬀect on the systems. In addition, adding a second
⇡–hole acceptor opposite the first acceptor can induce conformational changes in cyclic N6
and maximize length of the ⇡–hole interaction, as is illustrated in Figure 4.5. In the
Br···N6 complex, N6 has a boat conformation. Adding a second ⇡–hole acceptor causes the
conformation of N6 to change from boat to semi–chair or near–planar. The Br···N6 ⇡–hole
interaction is 3.047 Å in length; 0.500 Å longer than the ⇡–hole interaction in the Cl···N6
complex and 0.298 Å shorter than the ⇡–hole interaction in Cl···N6 ···Cl. The k a values of
the ⇡–hole interactions in Br···N6 and Cl···N6 are 24 times (0.209 mDyn/Å) and 63 times
(0.560 mDyn/Å) larger than the k a value of each ⇡–hole interaction in Cl···N6 ···Cl (0.009
mDyn/Å), respectively. The Cl···N6 ···Cl system is the first known example a of molecular
complex containing two ⇡–hole interactions sharing the same ⇡–hole source. The Cl···N6 ···Cl
In addition to what has been completed thus far, a major goal of this work is to design a
molecular compound containing an aromatic ⇡–hole donor complexed with a ⇡–hole acceptor
which contains a XB halogen bond. A natural choice for such an acceptor is a XB complex
involving iodine or any polarizable atoms or molecules.
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Chapter 5
Hydrogen Bonding

5.1. Intramolecular HBs in Histidine
L-histidine (HIS) is one of the essential building blocks of all biological known life forms
[169] and plays a role in many innate growth processes [170–172]. The structure of neutral
HIS consists of an imidazole ring and a three–carbon branch which contains NH2 and COOH
groups. As shown in Figure 5.1, the NH2 and COOH groups also exist as a zwitterion pair

(NH3+ and CO2 – ). In fact, the zwitterionic form of HIS predominates over a wide pH and
temperature range [173], in liquid and solid phases [174], and under physiological conditions
[175]. On the other hand, neutral HIS is favored in the gas phase. In addition to neutral
and zwitterion forms, the imidazole ring tautomerizes between two protonation states: N"
and N (top left and bottom left side of Figure 5.1, respectively). Consideration of these
two protonation states is important because they determine which types of interactions are
possible and whether intra or intermolecular interactions are favored. In the N" protonation
state, the lp occupies the ⇡–orbital of imidazole where it can delocalize; whereas the lp of
the deprotonated N is planar with the imidazole ring. This allows for the N lp to interact
with the branched NH2 group. In the N protonation state, the orbital occupancies are
reversed and the N" lp is more available to interact with other molecules or proteins because
it is facing opposite the carbon branch; as is shown on the bottom left hand side of Figure
5.1. The functionality of HIS is dependent on its unique three–dimensional shape [176],
which in turn, as experimental and theoretical studies suggest, depends on stabilization
from intramolecular hydrogen bonds (IMHBs) [177–179]. However, the latter has not been
fully realized because of significant diﬃculties in isolating and characterizing HIS in the
gas phase which is attributable to its low vapor pressure and high melting point [180, 181].
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This problem was solved for the first time utilizing modern laser ablation techniques [182],
paving the way for novel research on the role of IMHBs and other factors in stabilizing HIS.
This work has also raised the following questions: which types of IMHBs are possible in
HIS and how strong are its IMHBs? Are there diﬀerences the IMHBs between neutral and
zwitterionic HIS and can we confirm whether the HIS zwitterion is favored in solution? To
answer these questions, LVM theory was utilized to investigate the HIS zwitterion and the
four most stable neutral conformers: "IIa , "IIb , IIa , and Ia , shown in Figure 5.2.
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30

This work revealed that each of the four HIS conformers possess unique intramolecular bonding networks composed of eight diﬀerent IMHB types: ↵N H···N , N H···N↵ ,
↵N H···O, C H···O C, C H···OH, O H···N↵ , N H···O, and ↵N H···C ; where ↵, ,
and

correspond with the atom labels shown in Figure 5.2. There is a positive correlation

between IMHB strength and structural stability, while the presence of the O H···N↵ IMHB
type is the main stabilizing factor and is a significantly stronger bond compared to all other
IMHB types in HIS. Additionally, IMHB type was determined to be a more significant factor
in stabilizing HIS rather than the number of bonds in the network. We also found that the
zwitterion is favored in water, and its O H···N↵ (type-6) IMHB is much stronger than the
equivalent interaction in neutral gaseous HIS. Some more general and interesting outcomes
of this work are as follows: in terms of HB donor–acceptor roles, CH2 is a surprisingly
good donor, OH is a superior donor, NH2 and the imidazole group are surprisingly poor
donors, and the combination of NH2 and imidazole (regardless of which group assumes the
donor/acceptor role) results in the weakest IMHBS. For more details, see Appendix F.
5.2. Transition States of Hydrogen Migration/Addition Reactions
A main goal of chemistry is to understand chemical reactions and chemical reactivity.
One way to build toward these goals is through transition state chemistry, where important
information about a chemical reaction is encoded within reaction barrier heights (Ea ) and
reaction energies ( Erxn ). Ea is practically defined as the energy at the stationary point
on the electronic potential energy surface along the reaction coordinate corresponding to a
potential maximum (i.e., the TS) [183]. Catalysis is highly complex, whether enzymatic or
metallic, but is one of the most powerful ways to understand and control Ea . Other factors
can also influence or modify TSs and Ea , including steric and electronic eﬀects, the trans
eﬀect, and the interplay between the three. The first two factors can lead to shifting and
disappearance/re-appearance of reaction barriers [184–187]. Steric hinderance promotes a
central barrier, whereas lack thereof can result in disappearing or lowering of a barrier [188].
The trans eﬀect, along with steric eﬀects can alter both kinetic and thermodynamic stability
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which can strongly impact both Ea and

Erxn .

Through recent sophisticated studies utilizing advanced spectroscopic and analytical
tools, TSs can now be experimentally verified and observed. In 2015, femtosecond x-ray
scattering [189] and laser pulse probes [190] were utilized to isolate reaction intermediates
and species at or near the TS region. Two years later, low temperature time-resolved laser
flash photolysis spectroscopy was used for the imaging of molecular motions [191]. However,
each aforementioned study required computational chemistry to verify whether the isolates
were in fact TSs. Naturally, this outcome has invigorated the need for computational/theoretical research on TS chemistry [192]. Furthermore, there are no known studies on how to
quantitatively measure strength of the breaking/forming bonds at the TS. This information
is very desirable, as it could lead to future protocols for reaction modification and design.
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The first goals of the current work were to demonstrate the special formulation of LMV
theory on the breaking/forming bonds of TSs, and to answer the question of whether strength
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of the breaking/forming bonds at the TS correlates with Ea . Numerous reactions were
investigated, which fit into four broad categories: hydrogen abstraction, SN 2, cycloaddition,
and intramolecular hydrogen migration (see Figure 5.3). There does not seem to be any
such correlation. This is likely a result of the fact that in many cases, major electronic and
structural changes do not occur at the TS [193–197]. URVA analysis was later incorporated
to further verify the problem of shifting TSs and to show examples of reactions in which
major electronic and structural changes do and do not occur at the TS. Another layer was
then added to this study when CNM analysis was utilized for the same reactions which
URVA analysis was carried out on. The purpose of CNM analysis in this case was to try
and reveal levels or stages of dissociation/formation of the bonds unique to the TSs.
One favorable outcome of this study thus far is the quantitative assessment of the breaking/forming bonds at TSs. The breaking H···H bonds of the 19 hydrogen abstraction reactions are in the highly variable k a range of 0.116 to 3.423 mDyn/Å, with bond distances
spanning 0.774 to 1.613 Å. The forming X···H bonds (X = H, F, Cl, Br, I, O, S, Se, Te, N, P,
As, Sb, Bi, C, Si, Ge, Sn, and Pb) are in the k a range of 0.709 to 3.649 mDyn/Å, with bond
distances spanning 0.919 to 1.776 Å. For comparison, the IMHBs in histidine previously discussed have k a values ranging from 0.056 to 0.277 mDyn/Å, with bond distances spanning
1.861 to 2.861 Å and the majority of these interactions (with the exception of the O H···N↵
type-6 interactions) are dominated by electrostatic forces; whereas all of the breaking/forming TS bonds for the hydrogen abstraction reactions are generally covalent dominant. One
of the SN 2 reactions involves HB at the TS (S1), and the k a values for the F···H and H···H
interactions are 1.923 and 0.281 mDyn/Å, respectively; whereas bond distances are 1.677
and 1.894 Å, respectively. For the six hydrogen migration reactions, one may expect the
TS bonds to be similar to the IMHBs in HIS, considering that these are all intramolecular
interactions. However, the breaking/forming bonds at the TS of the migration reactions are
more similar to the SN 2 and hydrogen abstraction reactions; with k a and bond distance values in the ranges of 1.312 to 2.957 mDyn/Å and 1.312 to 1.695 Å, respectively and all of the
interactions are in the covalent region in terms of energy density at the bond critical points.
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This work is tentatively titled "On the Special Role of the Transition State: A Combined
Local Mode and Reaction Valley Approach,” and has not yet been submitted for publication.
To see supporting figures, plots, or for more information, please refer to Appendix G.
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Chapter 6
Concluding Remarks
The foundations of this work include LVM theory, its special applications, an novel
insights into NCIs and weak chemical bonds. The fundamental basis of LVM theory is
vibrational spectroscopy; one of the most important analytical chemistry tools for nearly
a century, particularly with respect to Raman and IR spectra. Fundamental diﬀerences
are observed between exp and theor IR spectroscopy, but are resolved by consideration of
the harmonic approximation and spectroscopic characteristics of diﬀerent chemical phases.
However, exp and theor molecular vibrational frequencies can be mapped to one another as
has been confirmed by LVM theory and CNM analysis. The aforementioned can be applied
directly to exp vibrational spectra with a level of detail not previously seen. LVM theory
resolves the commonly overlooked fact that normal vibrational modes are delocalized, and
reveals new insights through decomposition of normal vibrational modes into fundamental
LVM contributions in terms of R, ✓, and . LVM stretching force constants are highly sensitive to electronic structure and reveal subtle but important diﬀerences in the intrinsic nature
of weak chemical bonds and NCIs. LVM analysis was successfully applied to identify trigger bonds responsible for initiating rapid explosive decomposition of high–energy materials.
Further exploration of high–energy materials via LVMs will lead to new structure–property
relationships in the future, particularly by investigating substituent eﬀects on physical and
chemical properties.
LVM theory can also be used for modeling a large range of electronic eﬀects in iodine–
metal, iodine–iodine, halogen, and hydrogen bonds, in addition to ⇡–hole interactions. Catalytic activity of I2 –pincer complexes was found to be connected to 3c–4e character of the
non-classical M I I bond; which is involved in the first step of the oxidative addition of I2
to a metal center. Charge transfer from the metal to the
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⇤

antibonding orbital of I I can

modify the 3c–4e character of the M I I bond, leading to weaker I I bonds and stronger
M I bonds. Large 3c–4e character is attributable to the relativistic expansion of metal d
orbitals, leading to increased charge transfer to the

⇤

antibonding orbital of I I.

A special aspect of the LVM analysis has demonstrated quantification of strength of ⇡–
hole interactions, providing the first example of such a measurement without use of distance
parameter r and binding/dissociation energy. Additionally, three key factors and interplay
thereof influence bond strength and lead to design of materials with specific properties. said
factors consist of: (1) aryl-substituent eﬀects; where F–H–substitution results in polarization of aryl C–atoms, encouraging/discouraging interactions between acceptors and aryl ring
centers; (2) identity of the atoms forming the aryl ring, with increasing number of nitrogen
atoms increasing ⇡–hole interaction strength; and (3) HBs and SBIs between the acceptor/donor, where stronger HB/SBI increase strength of the ⇡–hole interaction. Depending on
directionality, HBs substantially alter strength ⇡–hole interactions, where strength increases
if the ⇡–hole donor is the HB acceptor. Conversely, if the HB donor is also the ⇡–hole donor,
the ⇡–hole interaction will weaken. This work was expanded to aryl ⇡–hole interactions in
several systems involving halogen anions, CO, and OCH3 – as ⇡–hole acceptors.
LVM theory was also applied to a set of HVI molecules to demonstration a continuum
between XBs, 3c–4e bonds, and covalent bonds. The 3c–4e bonds in HVI complexes are
similar to XB, but are more closely related to 3c–4e bonds, particularly in trihalides, but
also with covalent bonds. Equatorial 2c–2e HVI bonds are stronger than comparable 3c–4e
bonds (bonds involving the same ligands such as in IF3 ) and are closely related to covalent
bonds as follows: XB < 3c–4e bond in trihalides < 3c–4e bond in HVI < 2c–2e bond in
PhIF2 < covalent bond. HVIBs are strengthened by the equatorial ligand in the series of
molecules IF2 – , PhIF2 , and IF3 . Equatorial ligands pull electron density from the central
I–atom, increasing polarization of the axial 3c–4e bonds, indicating more electronegative
ligands will strengthen all three bonds. However, axial ligands in HVIs have minimal eﬀect
on each other, but can alter charge on the central I–atom.
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