Abstract. We consider Dirichlet boundary value problems for second order elliptic equations over polygonal domains. The coefficients of the equations under consideration degenerate at an inner point of the domain, or behave singularly in the neighborhood of that point. This behavior may cause singularities in the solution. The solvability of the problems is proved in weighted Sobolev spaces, and their approximation by finite elements is studied. This study includes regularity results, graded meshes, and inverse estimates. Applications of the theory to some problems appearing in quantum mechanics are given. Numerical results are provided which illustrate the theory and confirm the predicted rates of convergence of the finite element approximations for quasi-uniform meshes.
Introduction
Let Ω ⊂ R 2 = x = (x 1 , x 2 ) x i ∈ R, i = 1, 2 be a convex polygonal domain, and let Ω = Ω ∪ ∂Ω. Assume that the origin O = (0, 0) is an interior point of Ω, and denote by r = r(x) = x Observe that the coefficients of the equation in (1.1) degenerate at the origin or have singular behavior in the neighborhood of this point (unless α = β = 0). Later we shall also study problems of this type in the nondivergence form. Such problems with degenerate or singular coefficients appear, e.g., in quantum mechanics when modeling the motion of particles in potential fields.
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Depending on the coefficients a, b and the parameters α and β, the solution of (1.1) can be infinite at the origin (the case of a strong singularity, u / ∈ H 1 (Ω)). Regular or weakly singular solutions (u ∈ H 1 (Ω) but u / ∈ H 2 (Ω)) may also appear. Due to the nonregular coefficients and in the presence of strong singularities the standard formulation of problem (1.1) in the Sobolev space H 1 (Ω) is not appropriate. In this paper we present a framework which deals with all these cases.
At present there exist several approaches to treat boundary value problems with degenerate (singular) data. These approaches usually depend on the character of the arising singularities. In the one-dimensional case, such problems and their finite element approximations were investigated in [13, 9] . The finite element approximation for the special case of a right-hand side with the Dirac δ-distribution was analyzed in [1, 19, 8, 7] . A class of problems where the coefficients and the right-hand side function have singularities on the boundary is treated in [15, 16] . The problem similar to (1.1) with degenerate (singular) coefficients and a strongly singular solution at a boundary point was considered in [17, 18, 5, 4] . In these papers the case α = β − 1 was studied. For that case, using a special variational formulation in weighted Sobolev-Kondrat ev spaces, the unique solvability of the problem was proved and various finite element approximations (the h-, p-, and the h-p versions) were investigated.
The aim of this paper is to present a weak formulation of problem (1.1) which ensures unique solvability, to construct a finite element scheme, and to analyze its convergence. Depending on the specific problem (behavior of the coefficients) the solution of (1.1) behaves singularly. For such cases we prove that the use of graded meshes ensures an optimal rate of convergence. We also present regularity results and prove for some cases the optimality or quasi-optimality of the a priori error estimates. For model problems we report on several numerical experiments which confirm our theoretical results for quasi-uniform meshes.
The paper is organized as follows. In §2 we introduce the basic notation and formulate the main results. In §2.1 we present a variational formulation of problem (1.1), establish its unique solvability (Theorem 2.1), construct the finite element scheme, and state a priori error estimates for this approximation on quasi-uniform and graded meshes (Theorem 2.2). In this subsection we also study the regularity of the solution to problem (1.1) (Theorem 2.3) and prove the quasi-optimality of the a priori error estimate on quasi-uniform meshes (Theorem 2.4). Theorem 2.5 proves an inverse estimate in weighted Besov spaces which also serves to prove optimality of a priori error estimates. In §2.2 we demonstrate how the theory applies to two kinds of problems in nondivergence form appearing in quantum mechanics. In order to prove the main results, in §3 we first collect some technical lemmas regarding the properties of weighted Sobolev spaces and give the proofs of the theorems. Finally, §4 presents some numerical results illustrating and confirming the theory.
Main results
Before stating the main results let us introduce the spaces and norms which will be used.
Throughout the paper, we shall assume that Ω ⊂ B, where B is the unit disk with center at the origin. For any real η we shall denote by L 2,η (Ω) the space of functions which are square integrable with the weight r 2η on Ω, furnished with the
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following inner product and norm:
For η = 0, we have the classical Lebesgue space of index 2 on Ω:
(Ω) with real η l > −1 (l = 0, 1, . . . , k) as the completion of the set of all infinitely differentiable functions on Ω under the norm defined by
Here, 
, then according to [11] we shall use the notation
where C 0 (Ω) is the space of continuous functions on Ω, furnished with the norm
we denote the completion of the set of all infinitely differentiable functions with compact support in Ω, under the norm · H 1 η 0 ,η 1 (Ω) . We shall also use the Besov spaces defined by interpolation between the above weighted spaces. We use the theory of interpolation spaces developed, e.g., in [3] .
Here, v and w must satisfy the homogeneous boundary conditions, i.e., v ∈
2.1. The model problem in divergence form. We begin by investigating the model problem (1.1) in divergence form. In §2.2 below, we demonstrate how the theory applies to some problems which are not given in divergence form. We shall assume that the right-hand side function f in (1.1) is in the space L 2,µ (Ω), µ ∈ R. We define a bilinear form associated with the elliptic operator in ( 
Then problem (1.1) can be posed in the following weak form:
, and there holds (for a constant C independent of f )
. For the approximate solution of problem (1.1) we apply the finite element method (FEM), with quasi-uniform or graded meshes. The scheme of the FEM is constructed on the basis of the weak formulation (2.2). Let ∆ = Ω i i = 1, . . . , m (m ≥ 3) be a triangulation of Ω. We require that the singularity point O is an interior node of the mesh. The intersection of any triangles Ω i , Ω k ∈ ∆ (i = k) is a common vertex, an entire side, or empty. For each triangle Ω i ∈ ∆ we shall denote by h i (respectively, h i ) the maximal (respectively, the minimal) length of the sides of Ω i , and by d i the distance between the origin O and Ω i .
Let T be the standard triangle T = (ξ 1 , ξ 2 ) 0 < ξ 1 < 1, 0 < ξ 2 < ξ 1 in the plane O ξ 1 ξ 2 . Then, for each Ω i ∈ ∆ there exists a linear transformation M i mapping T onto Ω i , and the Jacobian J i of the transformation M i satisfies
, where θ i denotes the minimal angle of Ω i ; therefore the constant σ in (2.4) controls the shape regularity of the triangulation ∆, and 0 < σ < 1).
Following [2] we introduce graded meshes. For a mesh parameter h ∈ (0, 1) and a grading parameter κ ∈ [0, 1) the triangulation ∆(h, κ, σ) = Ω i i = 1, . . . , m is called a graded mesh if:
Of course, selecting κ = 0 one obtains quasi-uniform meshes. It has been proved in [2, Lemma 4.1] that the number N of vertices in ∆(h, κ, σ) is bounded as N ≤ Ch −2 with C > 0 independent of h but depending in general on Ω, κ, and σ. Therefore one can estimate the error of approximation on the graded mesh in terms of h.
For the mesh ∆ = ∆(h, κ, σ) (or sequence of meshes for a sequence of mesh parameters h → 0, fixed κ, and σ bounded from below by a positive number) we define the finite element space S h = S h (κ, σ) in the usual way as
and consider the following discrete problem:
It is obvious that
for any α > −1 and β > −1. Therefore the existence and uniqueness of the approximate solution u h ∈ S h follow by the Lax-Milgram lemma from the properties of A(u, v) and F (v) (see the proof of Theorem 2.1). In addition, using the same arguments as in the proof of Cea's lemma (see [6] ), we obtain
In the following, if not specified otherwise, C denotes a generic positive constant which is independent of the mesh parameter h but may depend on σ in (2.4) and the mesh grading parameter κ.
The following result states the convergence of the finite element scheme. In particular, under the assumed regularity, the optimal rate of linear convergence is always achievable by appropriate mesh grading. 
Interpolating between
we obtain the following a priori error estimate for less regular functions. 
Under the condition α ≥ β − 1 we prove the regularity of the solution to (1.1) as assumed in Theorem 2.2.
A remaining question is the optimality of the error estimates (2.7), (2.8). Here, we give a partial answer. For sufficiently graded meshes (κ ≥ ε) the linear convergence is optimal since piecewise linear polynomials are used in the finite element scheme. For quasi-uniform meshes we show the quasi-optimality of (2.7) by studying an example (see Theorem 2.4). For θ ≤ 1/2 and for graded meshes with grading parameter κ = ε, and under additional assumptions on the mesh construction, the optimality of (2.8) can be proved by an inverse estimate; see [2, Theorem 6.1] . Such an estimate is given by Theorem 2.5 below.
Let us consider problem (1.1) with right-hand side function f given such that
.
and ρ > 0 is sufficiently small. To ensure
In the following theorem we give the lower bound for the error of the finite element approximation of this model solution. For simplicity we shall consider only the case α + 1 ≥ β. 
By Theorem 2.4 we conclude that for any ε ∈ [0, 1) there exists a function
Here, u h ∈ S h (κ, σ) with κ = 0 is the finite element approximation of u model . The constant C in the above estimate may depend onε. This proves that for quasiuniform meshes the error estimate (2.7) is quasi-optimal. Now we state an inverse estimate which proves the optimality of (2.8) (in the case κ = ε, θ ≤ 1/2) and for special mesh sequences, see [2, Section 6] .
Applications to some other problems with degenerate and singular coefficients. In this section we study problems where the differential operator is not given in divergence form. Let us consider
where f ∈ L 2,µ (Ω), α, β, and µ are real, and a, b are measurable functions satisfying the inequalities
Problems of this kind appear, e.g., in quantum mechanics when describing the motion of particles in a centrally symmetric potential field U (r) ≈ r s . In particular, our results below are applicable to the equations describing the motion of particles in the Coulomb field (β = 0, α = − 1 2 ) and in the field with potential energy
. In the classical physical literature such problems are usually studied by an asymptotic analysis; see, e.g., [14, Chapter V and §49] .
In the following we consider two cases for which one can apply the results of §2.1 without additional restrictions on the coefficients of the equation in (2.13).
1) Let α > β − 1. In this case we denote
Introducing the bilinear form
and the linear functional
we give a weak formulation to problem (2.13):
there exists a unique weak solution to problem (2.13).
The finite element scheme for problem (2.13) is the same as in §2.1, except that A and F in (2.5) are replaced by A 1 and F 1 , respectively. One has the following analogues of Theorems 2.2 and 2.3.
Theorem 2.7. Let α > β−1, and ε
∈ [0, 1). Let u h ∈ S h (κ, σ) be the finite element approximation of the solution u to problem (2.13). If u ∈ • H 1 α−β,0 (Ω) ∩ H 2 α−β,0,ε (Ω), then there holds u − u h H 1 α−β,0 (Ω) ≤ C h u H 2 α−β,0,ε (Ω) if ε ≤ κ < 1, h 1−ε 1−κ u H 2 α−β,0,ε (Ω) if 0 ≤ κ < ε.
Theorem 2.8. Let α > β−1, and let
For the sake of simplicity, in this case we restrict ourselves to the model problem
where f ∈ L 2,µ (Ω), µ ∈ R, and b is a measurable function such that 0
Observe that the general case of problem (2.13) with α = β −1 can be reduced to (2.15) by multiplying the differential equation by a −1 r −2β . This situation, where α = −1 and β = 0 in (2.15), however, is not directly covered by our analysis.
Instead, we multiply the differential equation in (2.15) by r 2ε (ε > 0 is fixed). Then, integration by parts gives the bilinear form
We then formulate problem (2.15) in the following weak form:
). Now we use the finite element scheme of §2.1 and define the approximate solution u h ∈ S h as in (2.5) with A and F replaced by A ε and F ε , respectively. Then we have the following result on the error of the finite element approximation.
Remark 2.1. The case α = −1, β = 0 considered here is not covered by Theorem 2.3. For the regularity results in this case we refer to [17] .
Remark 2.2. If α < β−1, then problem (2.13) could also be treated in a similar way. But in this case additional restrictions must be imposed on the elliptic operator (in particular, on the coefficient b) to prove the solvability of the corresponding variational problem.
Technical results and proofs of the main theorems
Before giving the proofs of the main results we collect some auxiliary results regarding the weighted spaces H 1 α,β and H 2 α,β,γ . We shall also use the definitions from §2 for the standard triangle T with vertices
When it is not ambiguous we write · for the norm · L 2 (T ) . Denoting by Γ a side of the triangle T , we shall also deal with the space L 2 (Γ), which is defined in an obvious way. 
, then there exists a positive constant C depending on α and β such that Proof. The first statement is proved in [2] (see Lemma 4.3) .
In order to prove (3.1) we divide T into the triangle Figure 1 ). Let us also introduce the finite sector
where C > 0 is independent of u. Defining u(x) = u(x) on T 0 , we get a smooth extension of the function u ∈ H 1 α,β (T ) to the sector S 2R . Using inequality (3.2) and the boundedness of r and r −1 on S 2R \T 0 , we obtain
Since u(x) = 0 on the arc of the sector S 2R , and β > 0, we use the following inequality:
which stems from Hardy's inequality [12, Theorem 255] after changing variables and integrating with respect to θ (cf. [2, Lemma 4.3] ). Because u(x) = u(x) on T = T 0 ∪ P , we get by (3.4) and (3.3)
In the case of a function u vanishing on the boundary ∂Ω we shall need the following result. 
If u vanishes on the boundary ∂Ω, then
Proof. Let us consider the unit disk B with center at O. We have Ω ⊂ B. Extending the function u by zero on B and applying inequality (3.4) to the extension u on B, we get the result.
, then u is continuous on T , and
, and assume first that γ ∈ [0, 1). Applying statement 2) of Lemma 3.1 to the functions u and
γ (T ) , we conclude that u ∈ C 0 (T ), and inequality (3.5) holds. If γ ∈ (−1, 0), then the statement of the lemma is also true, because in this case
. The proof is similar to that of Lemma 3.3. 
with a constant C > 0 which is independent of u.
Proof. Differentiating the function v = r γ−ε u with respect to polar coordinates (r, θ) ∈ T , we find
Then for any ε ∈ [0, 1)
Let γ ∈ (0, 1). Since in this case u(0, 0) = 0 by assumption, and u is continuous on T by Lemma 3.3, we successively apply statements 1) and 2) of Lemma 3.1 to obtain
The analogous inequalities are also valid for γ > 1. To prove them in that case it is enough to use statement 2) of Lemma 3.1 twice. Now, by inequality (3.7), we conclude that v ∈ H 2,2 ε (T ), and (3.6) holds. In order to prove that v(0, 0) = 0 for any ε ∈ [0, 1) we take ε 1 , ε 2 ∈ (0, 1) such that ε = ε 1 − ε 2 . It has been established above that , which converges to a functionṽ ∈ H 1 (T ). This conclusion is also true when γ = 0 and γ = 1. In fact, v j ∞ j=1 is bounded in H 2,2 ε+ε 0 (T ) for 0 < ε + ε 0 < 1 (see Remark 3.1), and 
Since α > −1, β > −1, and 0 ≤ γ < min {α + 1, β} + 1, there exists ε ∈ [0, 1) such that 0 ≤ γ < min {α + 1, β} + ε, and thereby, α + 1 − γ + ε > 0 and β − γ + ε > 0.
Taking such an ε in the above arguments and using statement 2) of Lemma 3.1 we deduce from (3.8) that
It remains to consider the case when γ ∈ [0, 1) and u j (0, 0) = const = 0. Let us define u j (x) = u j (x) − u j (0, 0). Using Lemma 3.3 we obtain 
Proof. This statement is proved by making use of standard arguments relying on the compactness property in Lemma 3.6 (see, e.g., [6] ).
In the following let Γ be the side {(x 1 , x 2 ) | 0 < x 1 < 1, x 2 = 0} of the standard triangle T . 
Proof. Considering a sufficiently smooth function u defined on T , we have
Hence, by the Schwarz inequality,
Multiplying (3.11) by x 2(β−1) 1
for β > 0 and integrating first with respect to x 2 ∈ (0, x 1 ), and then with respect to x 1 ∈ (0, 1), we obtain
√ 2 on T . It remains to apply inequality (3.1) and standard density arguments to get (3.10).
Proof of Theorem 2.1. Using assumptions (1.2) and the Schwarz inequality, we obtain the continuity and
β (Ω)-ellipticity of the bilinear form A(u, v).
If β > −1 and µ = −α, then we get the continuity of the linear functional by applying the Schwarz inequality:
If β > 0 and µ = 1 − β, we additionally use Lemma 3.2 and obtain
. If β = 0 and µ < 1, then there exists ε > 0 such that µ ≤ 1 − ε, and similarly as above we estimate In order to prove Theorem 2.2 we shall obtain estimate (2.7) separately for the finite elements having the origin as a vertex, and for the elements separated from the singularity point O.
Let α > −1, β > −1, and assume that the weak solution u to problem (1.1) belongs to the space
α,β,γ (Ω) with γ = min {α + 1, β} + ε for some ε ∈ [0, 1). We shall denote by Ω 0 the patch of the elements which have the origin O as a vertex. Obviously Ω 0 is a polygon, and O is an interior point. 
Proof. Assume first that γ ≥ 0. Let us consider two standard triangles T 1 = OAB 1 and T 2 = OAB 2 , and let D i (i = 1, 2) be an interior point of T i (see Figure 2) .
, and for i = 1, 2 there exists a linear function V i interpolating U at the points A, B i , D i . Applying Lemma 3.7 to the function (U − V i ), we obtain for i = 1, 2
and (3.14)
be the common side of T 1 and T 2 . We shall modify the functions V i (i = 1, 2) in order to obtain a continuous piecewise linear function V approximating U on T 1 ∪ T 2 .
Denote
Observing that w(1) = 0, we find a linear polynomial W (ξ) defined on T 2 such that
, with C > 0 depending only on α and β. Applying Lemma 3.8 to each function
, and, because γ = min {α + 1, β} + ε < β + 1,
Hence by (3.15) we have
Then we deduce from (3.13), (3.14), and (3.16)
Using the above arguments and linear transformations M i :
we construct a continuous function v defined on Ω 0 such that v = u at the vertices of Ω 0 , and the restrictions v i = v| Ω i are linear polynomials. Furthermore, applying standard scaling arguments and recalling that γ = min {α + 1, β} + ε, we get from (3.17)
Then estimate (3.12) follows for γ ≥ 0. In particular, for β ∈ (−1, 0) and ε = −β ∈ (0, 1) we have γ = min {α + 1, β} + ε = 0, and the previous estimate yields 
This finishes the proof.
Proof of Theorem 2.2. By Cea's lemma (see (2.6)) we only need to construct a piecewise polynomial v ∈ S h (κ, σ) that satisfies (2.7). We divide this construction into three parts: the approximation close to the singularity and the approximation away from the singularity for quasi-uniform meshes (i) and graded meshes (ii).
Approximation on Ω 0 (close to the singularity). By Lemma 3.9 we find a piecewise polynomial v 0 that interpolates u at all vertices of Ω 0 except O such that there holds
Using the definition of the graded mesh for elements Ω j ⊂ Ω 0 one has
Estimates (3.18) and (3.19) imply for any κ ∈ [0, 1)
Approximation on elements separated from the singularity. For elements Ω i separated from the singularity point we use standard interpolation results to find a linear polynomial v i that interpolates u at the vertices of Ω i such that
For elements Ω i with O ∈ Ω i one finds that there holds (3.24)
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Similarly from (3.23) we get (3.26)
Observe that there exists a constant C > 1 independent of i but depending on the regularity of ∆ such that 1 <
Therefore estimates (3.25) and (3.26) yield
(ii) Case κ > 0 (graded meshes). Recalling that γ ≤ α + 1 + ε we deduce from (3.22) and (3.24) that
Using (3.23) and similar calculations we obtain Now we analyze the regularity of problem (1.1), and prove Theorem 2.3. For simplicity we consider problem (1.1) with constant coefficients a ≡ 1 and b ≡ 1. The extension of our arguments and results to the general case is standard. We also note that the weak solution u to problem (1.1) belongs to H 2 (Ω\B δ ) for any disk B δ ⊂ Ω, because Ω is a convex polygon. Thus we conclude that in order to prove Theorem 2.3 one needs to study the regularity of the weak solution to the following problem:
Eventually we define v ∈ S
(here, B δ ⊂ Ω denotes the disk of radius δ with center at the origin). First, let us prove several auxiliary results. To simplify notation we shall write · for the norm · L 2 (B δ ) . 
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Proof. For any η 1 , η 2 one has
Using this identity and simple calculations we find
Applying the regularity of the Laplacian we have
On the other hand, (3.32) yields (3.34)
(here we also used the assumption α ≥ β − 1). Then the statement of the lemma follows from inequalities (3.33) and (3.34). 
Thus by Lemma 3.10 we conclude that u ∈ H 
Proof. We shall consider the cases β > 0 and β = 0 separately. 1) Let α + 1 ≥ β > 0. Instead of (3.30) we shall consider the problem
Observe that problem (3.30) is reduced to (3.36) by multiplying the differential equation in (3.30) by r −2λ and performing elementary calculations. Let us consider the bilinear form corresponding to (3.36):
Its continuity is proved by using the Schwarz inequality and Lemma 3.2, provided that α − λ > −1 and β − λ > 0. To prove the
Applying Lemma 3.2 one has
Then we obtain the desired property from (3.37):
In fact, for these values of µ and for any 
. Since α − λ > −1 and β − λ > 0, it remains to apply Lemma 3.2 once again, and inequality (3.35) follows for β > 0.
2) Let α > −1 and β = 0 (note that α > β − 1). Then problem (3.30) reads
For some ρ ∈ (0, δ/2) we introduce a cut-off function χ(r) satisfying
Let us consider the function v such that
This function can be defined by solving
Proof of Theorem 2.4. Let Ω 1 be an element touching the singularity point O, let Rh = {(r, θ) | 0 < r <h, 0 < θ < θ 0 } ⊂ Ω 1 ,h = h/2, and let u h (x) = ax 1 + bx 2 + c for x ∈ Ω 1 . Then for h sufficiently small (such that diam(Ω 1 ) < ρ; note that ρ was used to define the cut-off function χ in (2.10)) one has
where
Considering C 1 (θ 0 ) as a quadratic function of (β+λ) it is easy to show that C 1 (θ 0 ) > 0 for any θ 0 > 0. This finishes the proof.
Proof of Theorem 2.5. We shall follow the guidelines of the proof of Lemma 4.6 in [2] . Let u ∈ S h (ε, σ). We need to show that for any t > 0 and θ
Setting v := u, w := 0 we have for t ≥ h/4
1 (Ω) which was explicitly constructed in the proof of Lemma 4.6 in [2] . One has w ∈ C 2 (Ω), and for any Ω i ∈ ∆(h, ε, σ) there holds
Using these properties we obtain
On the other hand, for any element Ω i ∈ ∆(h, ε, σ) and η ≥ 0 there holds
for any linear function v, and
the interpolation theory relying on the compactness property (see Lemma 3.6) and the estimate in Lemma 3.8. Lemma 3.6 and its corollary Lemma 3.7 are valid in R 3 for α > −3/2, β > −1, and −1/2 ≤ γ < min {α + 1, β} + 1/2. However, the proof of Lemma 3.8 is not immediate in three dimensions. To overcome discontinuities in the approximations in the neighborhood of the singularity point (this is the central point in the proof of Lemma 3.9) one should use a different technique. For example, Clément's interpolation may work, but to our knowledge this is an open problem in weighted spaces.
Numerical results
In this section we present numerical results which confirm the a priori error estimates formulated in §2.2. For simplicity we use only uniform meshes. We consider two types of model problems (cf. (2.13), (2.15)):
The weak formulations of problems (4.1) and (4.2) are given by (2.14) with α = − 
where V = Observe that the lower coefficients in (4.1), (4.2) become infinite at the origin, and singularities may also appear in the right-hand side functions f, g as well as in solution (4.3). Therefore, we pay special attention to accurate numerical integration over the elements in the neighborhood of the origin. The contributions of these elements to the stiffness matrix and to the right-hand side vector of the linear system are computed using the nonlinear Duffy transformation:
M :
where and for the weight function r(x 1 , x 2 ) we derive
Thus transformation (4.4) allows us to separate variables in the integrands having singularities. Then the integration of the singular part with respect to ξ 1 is [20] ).
In the numerical examples below we choose different values of the parameter η in (4.3) to show how the method can treat various types of singularities. In each case the approximate solutions u h are computed on a sequence of triangulations and the corresponding relative errors E h = u−u h V u V are calculated. Using a double logarithmic scale we plot E h as a function of the dimension N of the finite element space and compare the rate of convergence with the rate predicted by Theorems 2.7 and 2.10.
For Problem A we consider η = 0.5 (Example A1) and η = 1.2 (Example A2). In the first case the solution has a weak singularity at the origin, because u ∈ H 1 (Ω), but u / ∈ H 2 (Ω). Observing that u ∈ H 2 − 1 2 ,0,ε (Ω) for anyε > 0.5, we conclude by Theorem 2.7 that the rate of convergence should be close to O(h 0.5 ). The results of the numerical computations for this case are given in Table 1 , and Figure 3 shows the decay of the error E h (N ) in comparison with the theoretically predicted rate of convergence.
In Example A2 the solution to problem (4.1) is sufficiently smooth, u ∈ H 2 (Ω). Therefore by Theorem 2.7 we expect the rate of convergence O(h), which is confirmed by the computations (see Table 1 and Figure 4) .
The following three examples correspond to Problem B. Example B1: η = −0.2. In this case we have a strongly singular solution. Indeed, u is infinite at the origin and u / ∈ H 1 (Ω). Taking ε = 0.65 in (2.16), we see that u ∈ H Table 2 and Figure 5 . As in Example A1 we observe that the error of approximation E h decays with the growth of N , and the rate of convergence approaches the rate predicted by our theory.
Example B2: η = 0.5. As in Example A1, here we consider the case of a weakly singular solution. Taking ε = 0.6 in (2.16), one has u ∈ H Figure 5 . The errors of approximation E h for the problem in Example B1.
Example B3: η = 2. In this example one has a smooth solution. We take ε = 0.05 in (2.16), and obtain u ∈ H 2 ε−1,ε,ε (Ω). Thus by Theorem 2.10 we expect the rate of convergence to be O(h) in this case.
The results of computations for the problems in Examples B2, B3 are given in Table 2 , and are also shown in Figure 4 . We see that in both these examples the errors E h decay like O(h).
Thus our numerical experiments confirm the theoretical error bounds given in §2.2. The results of Example B3 also show the robustness of the method for sufficiently small ε. On the other hand, the lack of the regularity of the solutions in 536 DANIEL ARROYO, ALEXEI BESPALOV, AND NORBERT HEUER Examples A1 and B1 does not allow us to achieve the rate of convergence O(h) (this fact is also predicted by Theorems 2.7 and 2.10).
