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Abstract
We consider box spline quasi-interpolants based on local linear functionals of point evaluator and integral type. The
approximations are easy to compute, and reproduce the whole spline space in question.
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1. Introduction
Box splines are multivariate generalizations of univariate cardinal splines, i.e., splines with uniform knots. For an
introduction see [2,10], or the book [5] for a full-length treatment. We consider here local quasi-interpolation methods
for box splines, where locality means that the value of the approximation at a point only depends on the given data in a
neighborhood of that point, [1,3,17–19]. To ensure good approximation properties of such methods it is important that
the methods reproduce polynomials, and maybe even are projectors into the given spline space, i.e., they reproduce
all functions in this space.
For univariate and tensor product splines a general class of local quasi-interpolants was studied in [13]. In order to
reproduce the spline space, the local information of the methods in [13] was restricted to lie in one knot interval. For
univariate splines and tensor product splines this restriction was removed in [12].
Local box spline quasi-interpolants which reproduce polynomials up to a certain degree have been studied in
[6,7,9] using a Marsden identity for box splines and a technique based on Neumann series. The purpose of this paper
is to study local quasi-interpolants which reproduce not only polynomials, but also the whole spline space. We show
that the technique described in [12] can also be used for box splines provided they are linearly independent, and we
discuss such methods for box splines.
Box splines are not always linearly independent. However, local and global linear independence are equivalent.
Thus, for any region Ω , if we have linear independence, then the translates which are nonzero on Ω form a linearly
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independent set. A well-known example where linear independence does not hold is the C1-quadratic Zwart-Powell
element defined on a four-directional (criss-cross) partition of the plane, [20]. We show that no local quasi-interpolant
projector exists for a box spline space defined by taking translates of this box spline.
Our notation will basically follow the one used in the book [5]. After introducing our notation we recall the main
properties of box splines in Section 2. In Section 3 we extend the technique in [12] to box splines.
We construct local quasi-interpolant projectors based on integrals in Section 4. These projectors always exist if the
box splines are linearly independent. We give several examples on a 3-directional mesh in R2.
In Section 5 we introduce local quasi-interpolant projectors based on point evaluation. We consider translates of
s + 1-directional box splines in Rs with arbitrary multiplicities of the directions. Spaces constructed by taking spans
of such functions are linearly independent and we propose a general formula for the number of translates which are
nonzero on a convenient set Ω . Using point evaluators at the half-integers leads to a class of local quasi-interpolation
methods based on point functionals. To study the nonsingularity of the corresponding collocation matrix we are faced
with a cardinal spline interpolation problem. For this problem we use box splines with integer knots, but interpolate at
half-integers. This interpolation problem poses a challenging problem for further study. We consider several examples
of box splines on a three-directional mesh in R2, computing their corresponding L∞-norm.
We end the paper with some concluding remarks in Section 6.
2. Box splines
2.1. Notation
We use standard multi-index notation. In particular, if x ∈ Rs and i, j ∈ Zs then |i| := i1 + · · · + is .
We use boldface letters for matrices and vectors, while calligraphic letters R,S are often used for sets. For a
function space we use symbols like S.
The symbol Zs,n denotes the class of matrices A,4, . . . with s rows, n columns and integer entries. Note that 4
can also be a row vector (s = 1) or a column vector (n = 1). We denote by e1, . . . , es , the unit vectors in Rs , I the
identity matrix, and e := [1, 1, . . . , 1]T ∈ Rs . We write n = #4 for the number of columns of the matrix 4 and #S
for the cardinality of the set S. For 4 ∈ Zs,n and S ⊂ Rn we will use sets of the form 4S := {4s : s ∈ S}. We say
that Z ⊂ 4 = [ξ1, . . . , ξn] if Z = [ξ i1 , . . . , ξ ik ] for some 1 ≤ i1 < i2 < · · · < ik ≤ #4 and 4 \ Z ∈ Rs,n−k is the
matrix where the columns of Z have been removed from 4 up to the multiplicity in which they occur in Z.
Moreover, we use the special symbols
:= [0, 1]n, := [0, 1)n,  := (0, 1)n
for the closed, half-open and open unit cube with the dimension n understood from the context.
We will to a large extend use the notation in [5]. In particular, associated with a matrix 4 = [ξ1, . . . , ξn] ∈ Zs,n
we have the following sets and numbers
• span(4) := {x ∈ Rs : x = 4t for some t ∈ Rn}, the column span,
• A(4) := {Z ⊂ 4 : span(4 \ Z) 6= Rs},
• H(4) := {H = span(Z) : Z ⊂ 4 and rank(Z) = s − 1}, hyperplanes,
• Γ = Γ (4) := H(4)+ Zs , the grid generated by 4,
• r = r(4) := min{#Z : Z ∈ A(4)} − 2, the continuity integer
• [4]i := i+4 , [4)i := i+4 , (4)i := i+4, for i ∈ Zs ,
• Srd(Γ ), the space of piecewise polynomials of degree d := #4−s and smoothnessCr(4) on the partition Γ = Γ (4)
of Rs ,
If4 contains p distinct columns d1, . . . , dp and each di is repeated a total ofmi ≥ 1 times in4, then we often write
4 = Zm, where Z = [d1 . . . , dp] ∈ Zs,p and m = [m1, . . . ,m p]. For example
[
1 0 1 1 0
0 1 1 0 1
]
and
[
1 1 0 0 1
0 0 1 1 1
]
can both be denoted by
[
1 0 1
0 1 1
][2,2,1]
.
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Fig. 1. The C1-cubic box spline using 4 =
[
1 1 0 0 1
0 0 1 1 1
]
.
2.2. Basic properties of box splines
Let positive integers n, s with n ≥ s and the matrix 4 ∈ Zs,n be given. The box spline M4 = M(·|4) is a
distribution given by the rule
M4 : C(Rs) → R : φ → 〈M4, φ〉 :=
∫
f (4t)dt, for all φ ∈ C(Rs), (1)
where
∫
f (4t)dt := ∫ 10 · · · ∫ 10 f (t1ξ1 + · · · + tnξn)dt1 · · · dtn . If span(4) = Rs (i.e., rank(4) = s), then we can
identify M4 with an L∞(Rs) function which we denote by the same symbol M4 and∫
Rs
M4(x)φ(x)dx =
∫
φ(4t)dt, for all φ ∈ C(Rs). (2)
This formula, or the more general one from (1), is convenient for deriving properties of box splines. Indeed, having
for two functions f, g ∈ L∞(Rs) that
∫
f φ = ∫ gφ for all φ ∈ C(Rs), we can conclude that f = g. This holds
pointwise if f and g are continuous functions. As an example, since
∫
f (4t)dt = ∫ f (4Pt)dt for any permutation
matrix P ∈ Rn,n , we have the symmetry property M4P = M4 for any permutation 4P = [ξ i1 , . . . , ξ in ] of 4.
Suppose rank(4) = s. Then M4 ∈ Srd(Γ ), i.e., M4 is a piecewise polynomial of degree d := #4 − s and
smoothness r := r(4) on the partition Γ := Γ (4). The closed support of M4 is 4 and M4(x) > 0 for x ∈ 4.
It is normalized to have unit integral,
∫
Rs M4(x)dx = 1. For the box spline shown in Fig. 1 we have n = 5, s = 2,
d = 3, and r = 1.
2.3. Examples
(1) We obtain the tensor product cardinal B-spline in Rs by choosing
4 := Im := [e1, . . . es][m1,...,ms ].
Thus
M4(x1, . . . , xs) =
s∏
j=1
B(x j |0, 1, . . . ,m j ),
where B(x |0, 1, . . . , n) is the univariate cardinal, or uniform B-spline, of degree n − 1 with knots 0, 1, . . . , n.
(2) We consider for s > 1 the box splines which are defined by using the (s + 1) directions di = ei for i = 1, . . . , s
and ds+1 = e. Each direction is repeated mi times in 4, where mi > 0 for i = 1, . . . , s + 1 and hence
n = #4 = |m| = m1 + · · · + ms+1. The number of columns of a shortest element in A(4) is mi + m j ,
where mi = mink mk and m j = mink 6=i mk are two smallest numbers among m1, . . . ,ms+1. Indeed, if we
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Fig. 2. Support of M[1 1 0 0 1
0 0 1 1 1
] (left) and M[1 1 0 0 1 1
0 0 1 1 1 1
] (right).
Fig. 3. The support of the trivariate box spline M1 0 0 10 1 0 1
0 0 1 1
.
remove all the mi copies of di and all the m j copies of d j from 4, then the remaining directions do not span
Rs and the corresponding #Z with Z = [di , d j ][mi ,m j ] is clearly the smallest with this property. It follows
that M4 ∈ Srd(Γ ), where d = n − s, r = mi + m j − 2 and Γ = Γ (4) = H(4) + Zs , with H(4)
being the
( s
2
)
hyperplanes obtained by removing two of the s + 1 directions from {d1, . . . , ds+1}. In symbols
H = {span({d1, . . . , ds+1} \ {di , d j } : 1 ≤ i < j ≤ s + 1)}. For s = 2 the support 4 is hexagonal and is shown
for the cases m1 = m2 = 2,m3 = 1 (C1-cubic) and m1 = m2 = m3 = 2 (C2-quartic) in Fig. 2. The nonzero
box spline values at integer and half-integer points, [8,16], will be needed later and are therefore also shown. The
values need to be divided by the number displayed in the lower-right corner of the support.
The support for the trivariate linear box spline with m1 = · · · = m4 = 1 can be seen in Fig. 3.
2.4. The cardinal spline space
For a given4 ∈ Zs,n with span(4) = Rs , and a corresponding box spline M := M4 we consider the spline space
SM :=
{∑
i∈Zs
ciMi : ci ∈ R
}
. (3)
This is the linear space spanned by the shifts Mi(x) := M4(x − i) of the box spline M4. The support of Mi is given
by [4]i and it is positive on the open set (4)i. Moreover, since4 is integer valued, the shifts form a partition of unity,
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see pp. 35 of [5]∑
i∈Zs
Mi(x) = 1 for all x ∈ Rs . (4)
For a region Ω ∈ Rs we define
SM (Ω) :=
{∑
i∈J
ciMi : ci ∈ R
}
, with J = J4(Ω) := {j : Ω ∩ (4)j 6= ∅}, (5)
the span of the shifted box splines which are nonzero on some part of Ω .
These box splines are linearly independent on any nonempty open subset R ⊂ Rs if det(Z) ∈ {−1, 0, 1} for all
Z ⊂ 4 with #Z = s. In particular, the box splines in Section 2.3 using s or s + 1 directions are linearly independent,
while we generally loose linear independence if we use more than s + 1 directions.
2.5. Quasi-interpolants projections for box splines
We are given a box spline space SM corresponding to some4 ∈ Zs,n , a region Ω ⊂ Rs and a space F of functions
Ω → R. Typically, F is a subspace of C(Ω) or L2(Ω). We say that λ : F → R is a linear functional with support
Ω ⊂ R if λ f = 0 for all f ∈ F which vanishes on Ω .
We define the quasi-interpolation operator Q : F→ SM by
Q f :=
∑
i∈Zs
λi f Mi, where λi f :=
∑
j∈Ji
αi,jλi,j f, αi,j ∈ R
λi,j : F→ R are the given linear functionals, and the index set Ji ⊂ Zs is finite and satisfies Ji ∩ (4)i 6= ∅.
A similar formulation has been used to construct quasi-interpolants for spaces of univariate B-splines and tensor
product splines, see [13]. To obtain operators with good approximation properties we need to choose the αi,j, λi,j so
that Q f = f for a class of polynomials.
There are several ways of choosing the αi,j, λi,j which can be used for box splines: we recall those based on
Marsden’s identity, [5,9], or on the Neumann series approach of [6]. In this paper we are interested in quasi-interpolant
projectors and we construct projectors from local projectors as shown in [12].
3. Projectors from local projectors
The technique presented in [12] can also be used for box splines. For each i ∈ Zs we proceed as follows:
(1) We choose a domainΩi intersecting the open support (4)i of Mi and define the index set Ji := {j : Ωi∩(4)j 6= ∅}.
(2) Choose a local projector Pi into SM (Ωi ) of the form
Pi f :=
∑
j∈Ji
λij f Mj,
where the linear functionals λij have support in Ωi .
(3) Define
Q f :=
∑
i∈Zs
λi f Mi, with λi f := λii f. (6)
Theorem 1. Suppose 4 ∈ Zs,n satisfies the linear independence condition, i.e., det(Z) ∈ {−1, 0, 1} for all Z ⊂ 4
with #Z = s. Then Q given by (6) is a projector into the box spline space SM .
Proof. Suppose g ∈ SM , say g =∑j∈Zs cjMj. Fix i and let gi be the restriction of g to SM (Ωi). Then
gi =
∑
j∈Ji
cjMj = Pigi =
∑
j∈Ji
λij(gi)Mj =
∑
j∈Ji
λij(g)Mj,
and by linear independence cj = λij(g) for all j ∈ Ji. In particular ci = λii(g) = λi(g) since i ∈ Ji. 
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In many cases the Ωi will be translates of a fixed region Ω and the λi “translates” of a fixed linear functional.
Corollary 2. Suppose 4 ∈ Zs,n satisfies the linear independence condition. Let Ω = Ω0 ⊂ Rs with Ω ∩ (4)0 6= ∅
be a given region with a corresponding index set J = J0 given by
J := {j ∈ Zs : Ω ∩ (4)j 6= ∅}. (7)
Suppose (λ0j )j∈J are linear functionals with support in Ω so that the operator P given by
P f :=
∑
j∈J
λ0j f Mj (8)
is a local linear projector into SM (Ω). Then Q given by
Q f :=
∑
i∈Zs
λ00 f (· + i)Mi, (9)
is a projector into the box spline space SM .
Proof. For i ∈ Zs and x ∈ Ωi := i+ Ω we define
Pi f (x) := (P f (· + i)) (x− i) =
∑
j∈J
λ0j f (· + i)M(x− i− j).
Then Pi f (x) =∑k∈Ji λ0k−i f (· + i)Mk(x), where Ji := {j : Ωi ∩ (4)j} = i+ J . So Pi is a local projector into Ωi and
the result follows from Theorem 1. 
3.1. A negative result
Before presenting in the next sections two possibilities to construct local quasi-interpolant projectors for suitable
cardinal spline spaces, we give an example showing that in general we need the linear independence of the box splines
in order to construct local quasi-interpolants projections.
Consider the C1-quadratic box spline M := M4 with 4 =
[
1 0 1 1
0 1 1 −1
]
. In this case Γ (4) is the usual four-
directional partition obtained by considering the four families of straight lines
x = i, y = j, x − y = i − j, x + y = i + j, i, j ∈ Z.
Let Ψ be the square [2, n + 1] × [1, n]. The space SM (Ψ) is spanned by the (n + 1)2 translated box splines
Mi, j (x, y) := M(x − i, y − j), for i, j = 0, . . . , n and x, y ∈ R. (10)
It is well-known that dim SM (Ψ) = (n+ 1)2 − 1, and that the elements of the set (10) generate the space SM (Ψ) but
they are linearly dependent, [20]. More precisely the following relation holds:
n∑
i, j=0
(−1)i+ jMi, j = 0. (11)
Finally, in the space SM (Ψ) we consider linear quasi-interpolants of the form
Q f :=
n∑
i, j=0
λi, j ( f )Mi, j , (12)
where every λi, j ( f )1is a linear functional from a suitable space of functions in R. The next proposition shows that it
is not possible to construct a “local” quasi-interpolant in SM (Ψ) which is a projector.
1 For the sake of clearness, here and in the next proposition we use the notation λi, j ( f ) instead of λi, j f .
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Proposition 3. Let Q be defined according to (12). Define for every pair (p, q), p, q = 0, . . . , n, the set of indices
J p,q := {(i, j) : 0 ≤ i, j ≤ n, (i, j) 6= (p, q), λi, j (Mp,q) = 0}. (13)
If
J p,q 6= ∅, ∀p, q = 0, . . . , n,
then there exists a pair (k, l), 0 ≤ k ≤ n, 0 ≤ l ≤ n such that
QMk,l 6= Mk,l .
Proof. As a first step assume that
λi, j (Mp,q) = δi,pδ j,qbp,q , ∀i, j, p, q = 0, . . . , n, (14)
where bp,q are real numbers. Then, from (11) and from the linearity of λi, j
0 = λi, j
(
n∑
k,l=0
(−1)k+lMk,l
)
=
n∑
k,l=0
(−1)k+lλi, j (Mk,l) = (−1)i+ jbi, j ,∀i, j.
Thus, bi, j = 0, i, j = 0, . . . , n, so that λi, j (Mk,l) = 0 and QMk,l = 0 6= Mk,l for any pair (k, l).
Now, assume that (14) does not hold. Thus, there exists at least a pair (k, l) and a corresponding pair (ik, jl) such
that
λik , jl (Mk,l) 6= 0, with (k, l) 6= (ik, jl). (15)
From (13) it follows that (ik, jl) 6∈ J k,l . From (12)
QMk,l =
n∑
i, j=0
λi, j (Mk,l)Mi j =
n∑
i, j=0
(i, j)6=(k,l)
λi, j (Mk,l)Mi, j + λk,l(Mk,l)Mk,l ,
and from (11)
Mk,l = −
n∑
i, j=0
(i, j)6=(k,l)
(−1)i+ j+k+lMi, j , (16)
so that
QMk,l =
n∑
i, j=0
(i, j)6=(k,l)
[
λi, j (Mk,l)− (−1)i+ j+k+lλk,l(Mk,l)
]
Mi, j .
Since the set {Mi, j , i, j = 0, . . . , n, (i, j) 6= (k, l)} is a basis of the space SM (Ψ), if QMk,l = Mk,l from (16) we
have
λi, j (Mk,l)− (−1)i+ j+k+lλk,l(Mk,l) = −(−1)i+ j+k+l , ∀(i, j) 6= (k, l). (17)
Since J k,l 6= ∅ there exists (i, j) ∈ J k,l , with λi, j (Mk,l) = 0 and (i, j) 6= (k, l), so from (17) λk,l(Mk,l) = 1. On the
other hand, from (15) and (17)
λk,l(Mk,l) = 1+ (−1)ik+ jl+k+lλik , jl (Mk,l) 6= 1. 
4. Projectors based on inner products
We assume that 4, Ω , and J are as in Corollary 2. Let the local projector P be the orthogonal projector for
the Hilbert space structure given by L2 into SM (Ω) with respect to the usual inner product 〈 f, g〉 :=
∫
Ω f g for
f, g ∈ L2(Ω). Thus
P f =
∑
j∈ J
(λ0j f )Mj, where 〈P f,Mi〉 = 〈 f,Mi〉 for i ∈ J. (18)
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Fig. 4. Possible ordering of the index set J . From left to right: the index set J and the corresponding lex, t-lex, and spiral ordering.
The coefficient vector λ f := (λ0j f )j∈J is the solution of the linear system Gλ f = f˜ , where G is the |J | × |J | Gram
matrix with entries gi,j = 〈Mi,Mj〉 and f˜ := ( f˜i)i∈J = (〈 f,Mi〉)i∈J . Since {Mj}j∈J is linearly independent in Ω the
matrix G is nonsingular and P exists. Let λ00 f =
∑
j∈J αj f˜j be the component corresponding to j = 0 of λ f := G−1 f˜
and define λi f := λ00 f (· + i). Then
λi f =
∑
j∈J
αj
∫
Ω
f (x+ i)M(x− j)dx =
∑
j∈J
αj
∫
i+Ω
f (x)Mi+j(x)dx (19)
and by Corollary 2 the operator Q f :=∑i∈Zs λi f Mi is a projector.
We will give several examples where we compare the norms of these projectors. We restrict our discussion to
L∞-norms in the bivariate case. SupposeR is a subset of R2 and assume that
I := {i ∈ Z2 : Mi(x) 6= 0 for some x ∈ R}, S = ∪i∈I (i+ Ω). (20)
Lemma 4. Suppose f is bounded onR. Then
‖Q f ‖L∞(R) ≤ K‖ f ‖L∞(S), where K :=
∑
j∈J
|αj|
∫
Ω
Mj(x)dx. (21)
If f is bounded on all of R2 then
‖Q‖ ≤ K , where ‖Q‖ := sup
f ∈C(R2)∩L∞(R2)
‖Q f ‖L∞(R2)
‖ f ‖L∞(R2)
. (22)
Proof. Choose x ∈ R. Since ∑i∈Z2 Mi(x) = 1 and Mi(x) ≥ 0 for all i we find |Q f (x)| ≤ ∑i∈I |λi f |Mi(x) ≤
maxi∈I |λi f |, and by (19), for i ∈ I
|λi f | ≤
∑
j∈J
|αj|
∫
i+Ω
| f (x)|Mi+j(x)dx ≤ K‖ f ‖L∞(S)
and (21) follows. Since S ⊂ R2 (22) also follows. 
In the next subsections we explicitly compute some local quasi-interpolants projections. To display the related
computations, we need to order the elements of J somehow. Of the many possible orderings we show the
lexicographical (lex), transpose lexicographical (t-lex), and spiral ordering corresponding to J = {(i, j) : −2 ≤
i, j ≤ 2} in Fig. 4.
4.1. C1-Cubic box spline examples
Consider the box spline M := M[1 1 0 0 1
0 0 1 1 1
] whose support is shown in Fig. 2 (left).
(1) Let Ω = [1, 2]2 be the center square of the support of M . There are 9 translated box splines whose interior support
overlap Ω . Indeed,
J = {(i, j) : i, j ∈ {−1, 0, 1}}.
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Using, say the lex ordering we obtain the following Gram matrix
G = 1
20 160

10 47 3 47 56 1 3 1 0
47 468 149 346 948 122 47 56 1
3 149 132 47 468 149 10 47 3
47 346 47 468 948 56 149 122 1
56 948 468 948 4232 948 468 948 56
1 122 149 56 948 468 47 346 47
3 47 10 149 468 47 132 149 3
1 56 47 122 948 346 149 468 47
0 1 3 1 56 47 3 47 10

.
We find λi f given by (19), where the coefficients of λ00 f are in the 5th row of G
−1. More precisely, by using a
“matrix form” to represent the coefficients in order to stress the correspondence with the elements of the index set
J , we have α−1,1 α0,1 α1,1α−1,0 α0,0 α1,0
α−1,−1 α0,−1 α1,−1
 =
 970.8 −190.8 −32.4−190.8 157.2 −190.8
−32.4 −190.8 970.8
 , (23)
To compute the constant K in (21) we need the integrals of the box splines on Ω . For −1 ≤ i, j ≤ 1, let
ιi, j :=
∫
T
Mi, j (x)dx,
where T is the triangle with vertices (1, 1), (2, 2), (1, 2). We have ι−1,1 ι0,1 ι1,1ι−1,0 ι0,0 ι1,0
ι−1,−1 ι0,−1 ι1,−1
 = 1
120
 1 11 311 27 2
3 2 0
 .
Thus, ‖Q‖ ≤ K = 1120
∑
(i, j)∈J κi, j = 172.8, where, using elementwise matrix multiplication κ−1,1 κ0,1 κ1,1κ−1,0 κ0,0 κ1,0
κ−1,−1 κ0,−1 κ1,−1
 =
 970.8 −190.8 − 32.4−190.8 157.2 −190.8
−32.4 −190.8 970.8
 . ∗
 1 13 613 54 13
6 13 1
 .
(2) Let Ω = Ω2 := 4 with 4 =
[
1 1 0 0 1
0 0 1 1 1
]
the support of M . There are now 23 translated box splines whose
interior support overlap Ω . Indeed,
J = {(i, j) ∈ Z2 : −2 ≤ i, j ≤ 2} \ {{−2, 2}, {2,−2}}.
We find λi f given by (19), where the coefficients of λ00 f are given by
α−1,2 α0,2 α1,2 α2,2
α−2,1 α−1,1 α0,1 α1,1 α2,1
α−2,0 α−1,0 , α0,0 α1,0 α2,0
α−2,−1 α−1,−1 α0,−1 α1,−1 α2,−1
α−2,−2 α−2,−1 α−2,0 α−2,1
 =

a7 a6 a5 a4
a7 a3 a2 a1 a5
a6 a2 a0 a2 a6
a5 a1 a2 a3 a7
a4 a5 a6 a7
 , (24)
where
a0 ≈ 11.47, a1 ≈ −1.28, a2 ≈ −6.55, a3 ≈ 9.39,
a4 ≈ −10.91, a5 ≈ 8.39, a6 ≈ 6.88, a7 ≈ −38.04.
For this projector we obtain the bound ‖Q‖ ≤ 57.4. It appears that a larger Ω leads to a smaller norm.
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5. Projectors based on point evaluators
We continue to assume that 4, Ω , and J are as in Corollary 2. The local projector P is now defined by Lagrange
interpolation using
n = n(Ω ,4) := dim SM (Ω)
points {xi : i ∈ J } in Ω . Thus
P f =
∑
j∈ J
(λ0j f )Mj, where P f (xi) = f (xi) for i ∈ J. (25)
The sequence of coefficients λ f := (λ0j f )j∈J is the solution of the linear system Aλ f = f , where A is the n × n
collocation matrix with entries ai,j = Mj(xi), and f := ( f (xi))i∈J . We assume that A is nonsingular so that P exists.
Since the interpolation points are given in the input, this is not at all obvious and we will return to this question later.
As before let λ00 f =
∑
j∈J αj f (xj) be the component corresponding to j = 0 of λ f := A−1f . Then
λi f =
∑
j∈J
αj f (i+ xj) (26)
and by Corollary 2 the operator Q f :=∑i∈Zs λi f Mi is a projector into SM .
5.1. A class of point evaluation projectors on an s + 1-directional mesh
We consider the following situation. Let d j = e j , j = 1, . . . , s be the unit vectors in Rs and ds+1 := e, with
e = [1, . . . , 1]T . With Z := [d1, . . . , ds+1] ∈ Zs,s+1 and m ∈ Zs+1 with m ≥ 0, we consider the s + 1-directional
box spline M = M4 given by 4 = Zm+e := Z[m1+1,...,ms+1+1].
We consider the interpolation points
X := Ω ∩ 1
2
Zs, where Ω := e+ Zm . (27)
Thus the interpolation points are at all the half-integer points in the largest inner ring of the support of M . The setup
is illustrated in Fig. 5.
The following lemma shows that with this choice, at least for s = 2, the number #X of interpolation points and the
number #J of overlapping box splines are the same.
Lemma 5. If s = 2, then
N := #J = #X =
s+1∏
j=1
(2m j + 1)− 2s+1
s+1∏
j=1
m j . (28)
Proof. Let us compute #X. The set Ω can be seen as a rectangle with edges consisting of m j + m3 segments along
the direction d j , j = 1, 2, from which two triangles have been removed, with edges consisting of m3 segments, at
the top left and at the bottom-right corner, see Fig. 5. Thus
#X = (2m1 + 2m3 + 1)(2m2 + 2m3 + 1)− 2
2m3∑
k=1
k =
3∏
j=1
(2m j + 1)−
3∏
j=1
2m j .
Moreover, Ω ∩ (4)j 6= ∅ if and only if j ∈ c+ ((2Zm ) ∩ Z2), for a suitable c ∈ 12Z2. Thus, from (7), #X = #J.
Actually, (28) holds true for any s ≥ 2. This can be intuitively motivated by the following argument. The set Ω
can be seen as the image onto Rs of an s + 1-dimensional hyper-rectangle having edges consisting of m j segments
(of unitary length) along the direction e j , j = 1, . . . , s + 1, by the (not orthogonal) projection Z : Rs+1 → Rs . The
elements of X are the points of this hyper-rectangle, belonging to 12Z
s+1, which remain visible in the image: that is
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Fig. 5. Support, interpolation points (circles) and overlapping supports (+’s) for the C1-cubic and C2-quartic box splines on a 3-directional mesh.
Fig. 6. C1-cubic point evaluator example: interpolation points.
we have to subtract from the total number of half-integer points of the hyper-rectangle,
∏s+1
j=1(2m j + 1), the number
of the hidden points,
∏s+1
j=1 2m j , (see Fig. 5).
A rigorous proof due to Claudio Procesi can be found in the Appendix.
5.2. C1-cubic point evaluator example
Consider again the box spline M = M[1 1 0 0 1
0 0 1 1 1
] in Fig. 2 (left).
(1) Let Ω = [1, 2]2 be the center square of the support of M and let X be as in (27). As seen in the first Example
in Section 4.1, and according to Lemma 5, there are 9 translated box splines whose interior support overlap Ω
and 9 interpolation points (see Fig. 6 (left)). Using the spiral ordering both for the interpolation points and for the
interested box splines (see Figs. 4 and 6 (left)) we obtain the following collocation matrix
A = 1
48

28 4 2 4 0 4 2 4 0
18 18 5 1 0 0 0 5 1
16 8 16 8 0 0 0 0 0
18 1 5 18 1 5 0 0 0
8 0 0 16 8 16 0 0 0
18 0 0 5 1 18 5 1 0
16 0 0 0 0 8 16 8 0
18 5 0 0 0 1 5 18 1
8 16 0 0 0 0 0 16 8

.
We find λi f given by (26), where the coefficients, α, of λ00 f are the elements of the first row of A
−1, thus we
obtain
λ00 f =
10
3
f1 − 23 ( f2 + f4 + f6 + f8)+
1
6
( f5 + f9),
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Fig. 7. C1-cubic point evaluator example: the 19× 19 matrix on the right contains the 9× 9 matrix on the left in the upper-left corner.
so that
‖Q‖∞ ≤ 19/3.
(2) Extending Ω to a hexagonal region containing 19 points located at half-integers as depicted in Fig. 6 (right), we
have 19 translated box splines whose interior support overlap these points. Adopting again the spiral ordering
we obtain that the collocation matrix has a lower block triangular structure (see Fig. 7, (right)) and contains the
9×9 matrix corresponding to the previous case in the upper-left corner. Thus, from elementary linear algebra, the
construction results in the same projector. Of course the same happens for all Ω containing the center square of
the support of M.
5.3. C2-quartic point evaluator example
Consider the box spline M = M[1 1 0 0 1 1
0 0 1 1 1 1
] in Fig. 2 (right). Let Ω be the central hexagonal region
depicted in Fig. 2 (right), and let X be as in (27). According to Lemma 5, since m j = 1, j = 1, 2, 3, there are 19
translated box splines whose interior support overlap Ω and 19 interpolation points (see Fig. 2 (right)). Using, the
t-lex ordering both for the interpolation points and for the interested box splines (see Fig. 4, center) we obtain the
following collocation matrix
A = 1
192

16 3 0 3 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
16 26 16 1 3 3 1 0 0 0 0 0 0 0 0 0 0 0 0
0 3 16 0 0 1 3 0 0 0 0 0 0 0 0 0 0 0 0
16 1 0 26 3 0 0 16 3 0 0 0 1 0 0 0 0 0 0
96 63 16 63 63 26 3 16 26 16 3 0 3 3 1 0 0 0 0
16 63 96 3 26 63 63 0 3 16 26 16 0 1 3 3 0 0 0
0 1 16 0 0 3 26 0 0 0 3 16 0 0 0 1 0 0 0
0 0 0 3 0 0 0 16 1 0 0 0 3 0 0 0 0 0 0
16 3 0 63 26 3 0 96 63 16 1 0 63 26 3 0 1 63 0
16 26 16 26 63 63 26 16 63 96 63 16 26 63 63 26 16 26 16
0 3 16 0 3 26 63 0 1 16 63 96 0 3 26 63 0 3 16
0 0 0 0 0 0 3 0 0 0 1 16 0 0 0 3 0 0 0
0 0 0 1 0 0 0 16 3 0 0 0 26 3 0 0 16 1 0
0 0 0 3 3 1 0 16 26 16 3 0 63 63 26 3 96 63 16
0 0 0 0 1 3 3 0 3 16 26 16 3 26 63 63 16 63 96
0 0 0 0 0 0 1 0 0 0 3 16 0 0 3 26 0 1 16
0 0 0 0 0 0 0 0 0 0 0 0 3 1 0 0 16 3 0
0 0 0 0 0 0 0 0 0 0 0 0 1 3 3 1 16 26 16
0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 3 0 3 16

.
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We find λi f given by (19), where the coefficients, α, of λ00 f are the elements of the 10th row of A
−1, that is
λ00 f =
1
36
{186 f10 − 32( f5 + f6 + f9 + f11 + f14 + f15)
+ 8( f2 + f4 + f7 + f13 + f16 + f18)− ( f1 + f3 + f8 + f12 + f17 + f19)}
so that ‖Q‖∞ ≤ 12.
6. Conclusion
We have discussed the construction of local quasi-interpolants projections for box splines. Our technique extends
to box splines the results of [12]: the quasi-interpolants projections are obtained by local projectors and the local
information of the method is not required to belong to one subpatch. The approach requires linear independence of
the considered box splines.
We have detailed the construction of projectors based on inner products and on point evaluators providing explicit
examples for box splines on an s + 1-directional mesh in Rs with arbitrary multiplicity of the directions. In this
concern, it turns out that (local) linear independence of the considered box splines ensures the existence of local
quasi-interpolants projections based on inner products. In this case it appears that a larger support of the local projector
leads to a smaller norm of the quasi-interpolant. This is not the case if quasi-interpolants projections based on point
evaluators are considered: indeed, enlarging the set of interpolation points proposed in Section 5.1 does not produce
different quasi-interpolants.
On the other hand, existence of quasi-interpolants projectors based on point evaluators has not been proved in
general, although in all the numerous numerical tests we performed we obtained a unique solution. The unisolvency
of the local interpolation problem in Section 5.1 poses a challenging problem for further study. This problem is
related to the existence of fundamental functions with compact support for cardinal interpolation in cardinal spline
spaces, [14,15], see also [1]. Multivariate Euler–Frobenius polynomials [4,11] seem to be promising tools to face it.
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Appendix
We present a complete proof of (28) for any s ≥ 2 due to Claudio Procesi.2
Proof. Let us put
ui := miei , i = 1, . . . , s, u0 := ms+1e. (29)
Thus, {u1, . . . ,us} is a basis of Rs , and u0 = ∑si=1 uiui , ui > 0, i = 1, . . . , s. Setting B := [u0, . . . ,us] (the
zonotope associated with u0, · · · ,us), we have Ω − e = B, so that #X = B ∩ 12Zs .
B can be paved by the s + 1 parallelepipeds P0, . . . , Ps , that is B = ∪si=0 Pi and two distinct parallelepipeds
Pi , Pj intersect in the closure of a common face (possibly empty), where
• P0 : parallelepiped given by u1, · · · ,us
• Pi := Fi + I, I := tu0, t ∈ [0, 1], where Fi is the face of P0 consisting of the points∑sj=1 t ju j , t j ∈ [0, 1], ti = 1.
Now in order to determine the number, #X, of half-integers belonging to B we can use the inclusion–exclusion
principle. For any nonempty subset A ⊂ {0, . . . , s} let us put
PA := ∩i∈A Pi , nA := #
(
PA ∩ 12Z
s
)
,
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Thus,
#X =
∑
A⊂{0,1,...,s}, A 6=∅
(−1)|A|+1nA.
Now, in order to compute nA let us determine PA.
If 0 6∈ A then PA = ∩i∈A Pi = (∩i∈A Fi ) + I. If 0 ∈ A, then either A = {0} and PA = P0, or PA = ∩i∈A\{0} Fi .
Therefore, the sets PA are special parallelepipeds and, since we are interested in half-integers, from (29), in all cases
nA =
∏
i 6∈A
(2mi + 1)
so that
#X = −
∑
A⊂{0,1,...,s}, A 6=∅
(−1)|A|
∏
i 6∈A
(2mi + 1).
Finally, let us consider the identity∏
i∈{0,...,s}
(1− xi ) = (−1)s+1
∑
A⊂{0,1,...,s}
(−1)|A|
∏
i 6∈A
xi .
Setting xi = 2mi + 1 we obtain∏
i∈{0,...,s}
2mi =
∏
i∈{0,...,s}
(2mi + 1)+
∑
A⊂{0,1,...,s}, A 6=∅
(−1)|A|
∏
i 6∈A
(2mi + 1)
=
∏
i∈{0,...,s}
(2mi + 1)− #X
which gives #X as in (28). Concerning #J we apply the same arguments as in the proof of Lemma 5. 
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