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Introduction:
Passive acoustic monitoring (PAM) relies on the use of autonomous recorders to record acoustic signals from vocal animals. The increase in availability of low-cost recording units (Koch et al., 2016; Hill et al., 2018; Sethi et al., 2018) , along with advances in data storage capabilities makes the use of PAM an attractive option for monitoring vocal species in areas where the animals are hard to monitor visually (such as dense forest) or when the animals exhibit cryptic behavior (Deichmann et al., 2018) . Even in cases where other methods such as visual surveys or trapping are feasible, PAM may be superior as it may be able to detect animals at a greater range than visual methods, can operate under any light conditions, and is more amenable to automated data collection than visual or trapping techniques (Marques et al., 2013) . Despite the rapidly expanding advances in PAM technology, the use of PAM is limited by a lack of widely applicable analytical methods and limited availability of open-source audio processing tools, particularly for the tropics (Gibb et al., 2018) .
One of the most pressing issues facing the wide-scale adoption of PAM is the need for reliable recognition of the signal(s) of interest from long-term recordings (Blumstein et al., 2011; Wrege et al., 2017) . Particularly with the advances in data storage capabilities and deployment of multiple recorders recording continuously, the amount of time necessary for hand-browsing or listening to recordings for signals of interest is prohibitive, and is not consistent with conservation goals that require rapid assessment. The development of different automated detection approaches for terrestrial animals is an active area of research (Bardeli et al., 2009; Kalan et al., 2015; Zeppelzauer et al., 2015; Katz et al., 2016; Keen et al., 2017) . Given the diversity of signal types and acoustic environments there is unlikely to be a detection single algorithm that performs well across all signal types and recording environments.
Overview of the package
Machine learning, the fastest growing field in computer science, is a form of artificial intelligence that "learns" from training data to perform particular tasks, such as classification of new data into categories, as opposed to being specifically programmed to solve a particular problem (Wäldchen and Mäder, 2018) . Artificial neural networks (Mielke and Zuberbühler, 2013) , Gaussian mixture models (Heinicke et al., 2015) and Support Vector Machines (Heinicke et al., 2015; Keen et al., 2017) --some of the more common algorithms used for human speech recognition (Muda et al., 2010; Dahake and Shaw, 2016 ) --have been used for the automated detection of terrestrial animal signals from long-term recordings. Our goal with GIBBONR is to provide an open-source, annotated, step-by-step approach to the automated detection and classification of acoustic signals using machine learning. This package is aimed towards ecologists who are interested in incorporating acoustic approaches into their research program. This package complements existing R packages for acoustic analysis such as TUNER (Ligges et al., 2016) , SEEWAVE (Sueur et al., 2008) , WARBLER (Araya-Salas and Smith-Vidaurre, 2017) and MONITOR (Katz et al., 2016) , and contributes functionalities for automated feature extraction using Melfrequency cepstral coefficients, detection using machine learning algorithms, and visualization of detections.
Data preparation
Training machine learning algorithms requires user pre-processing in the sense that users must isolate signals of interest, and then label them as separate classes. Pre-processing can be achieved in one of two ways. First, the user can manually browse the spectrograms and isolate signals of interest using programs with a GUI interface such as Praat (Boersma, 2006) or Raven Pro (Charif et al., 2008) . Alternatively, the user can use audio segmentation on longer sound files to isolate potential sound events (see audio segmentation section below), and provide class labels for each of the sound events. We provide two datasets that consist of labelled sound files of distinct gibbon females ("gibbon.females") that were obtained via handbrowsing of spectrograms of high-quality focal recordings, and sound files of gibbon females, gibbon males, leaf monkeys and noise ("multi.class.list") that were obtained using audio segmentation (via the "audioSegmentGMM" function) of a long-term recording in Danum Valley Conservation Area, Sabah, Malaysia and classified by a human observer (DJC). We also provide five 15-minute recordings taken in February 2018 using SWIFT autonomous recorders (Koch et al., 2016) set at a ~750 m spacing. All datasets are available on GitHub (https://github.com/DenaJGibbon/ gibbonR-package).
Visualization and processing of training data
In GIBBONR we provide functions for the veature extraction and visualization of multiple labeled sound events. The function "calcMFCC" calls on the package TUNER (Ligges et al., 2016) to calculate Mel-frequency cepstral coefficients of each sound file in the input directory. Melfrequency cepstral coefficients (MFCCs) are a commonly used automated method of data reduction and feature extraction in human speech processing (Muda et al., 2010; Dahake and Shaw, 2016) , and are being used increasingly in the study of primate acoustic signals (Spillmann et al., 2015; Fedurek et al., 2016; Clink et al., 2018) . A benefit of the use of MFCCs over feature extraction from the spectrogram--the most commonly used method of feature extraction in the study of nonhuman primate vocalizations (Terleph et al., 2015; Clink et al., 2017; Lau et al., 2018) --is that processing time is substantially reduced. In addition, the use of MFCCs is standardized and reproducible (Mielke and Zuberbühler, 2013) . The "calcMFCC" function will calculate the MFCCs for each sound event in two different ways. First, the function will calculate MFCCs for each time window, which will result in a variable number of MFCCs for each sound event (assuming that sound events are of different duration). Second, the function will divide each sound event into a user-specified number of time windows, and calculate MFCCs for each time window, resulting in a standardized number of MFCCs for each sound event (Mielke and Zuberbühler, 2013; Clink et al., 2018) . The function "plotSoundevents", which relies on the package SIGNAL (Short and Ligges, 2015) will read in files from a specified input directory and print them to a plot for visual inspection (see Figure 2 for a representative output). 
Training and testing machine learning algorithms
The R programming environment has many readily available machine learning algorithms, and we provide functions that call on these packages to train and test different machine learning algorithms using user-labeled training data (see Table 1 for list and description of functions). The machine learning functions rely on the packages E1071 (Meyer et al., 2017) , CARET (Kuhn, 2008) and MCLUST (Fraley et al., 2012) to train support vector machines (SVM), neutral networks (NN) and gaussian mixture models (GMM), respectively. These functions use the default settings of the package developers, which means they are not optimized, and we urge users to modify the settings so that classification is optimized for their particular research problem. The user can define the percentage of data that is used for testing and training, and each function returns a confusion matrix and a percent correct classification. We also provide a function that relies on GGPLOT2 (Wickham, 2016) to plot a biplot of the results of either principal component analysis or linear discriminant function analysis (see Figure 3 for a representative biplot). 
Audio segmentation
Audio segmentation is commonly used to isolate potential sound events of interest from background noise (Delacourt and Wellekens, 2000; Davy and Godsill, 2002; Lu et al., 2003) . In GIBBONR we provide functions to identify potential sound events using Bi-gaussian mixture models (Bimbot et al., 2004) and support vector machines (Davy and Godsill, 2002; Lu et al., 2003) . Bi-gaussian mixture models divide the acoustic signal into two distributions, signal and noise based on the energy in the spectrogram (Figure 4) . The threshold for signal versus noise can be calculated on either the intersection of the two distributions, or a user defined quantile of the noise distribution. Audio segmentation using SVM requires the user to input labelled training data, and then the SVM classifies each time window into different classes. The user can then dictate the minimum duration for a sound event to be considered. percentile of the noise distribution, which we found works well for segmenting sound events from our long-term recordings.
Classification of unlabeled sound events
The function "classifyGibbonR" allows the user to specify an input directory with .wav files of potential sound events and classify the events using either SVM, NN or GMMs. This function requires the user to input training data.
Putting it all together: automated detection
Automated detection of signals generally follows four main steps: 1) identification of potential sound events using audio segmentation; 2) data reduction and feature extraction of sound events; 3) classification of sound events using trained machine learning algorithms; and 4) validation of the system (Figure 1) . When training the system it is important to use data that will not be used in the subsequent testing phase, as this may artificially inflate accuracy estimates (Heinicke et al., 2015) . Training the system generally relies on the use of observer annotated data along with subsequent training of the classification algorithm based on signal classes defined by the observer in the training data. There are no clear-cut guidelines in terms of the choice of algorithm, and it is common for authors to test the effectiveness of multiple algorithms for classification of signals of interest. GIBBONR provides two functions for the automated detection of acoustic signals, one for detection of a single sound file ("detectGibbonR") and another for detection over multiple sound files ("batchdetectGibbonR"). These functions require the user to input training data, and to specify a target class or signal type (e.g. female gibbon) and it allows the user to specify whether they want to use SVM, NN or GMM algorithms for classification. The function follows the following steps. First, it trains the specified machine learning algorithm with user input training data. Then, it segments the sound file into potential sound events using a bi-Gaussian mixture model. The function then calculates MFCCs for each sound event and classifies the sound events using the trained machine learning algorithm. The function can output either cut .wav files into a specified directory, or a table with MFCC features and a class label, and it also returns a table with the times of the sound events. The user can visualize individual sound events using the "plotSoundevents" function or create a spectrogram with the sound events outlined using the "soundEventSpec" function ( Figure 5 ). 
Call density plot
PAM can provide spatial information about the presence or absence of vocal animals, if autonomous recorders are set on an array that encompasses sufficient area that calls are detected on some recorders but not others . We provide a function that calculates a call density surface using inverse distance weighted interpolation from the package GSTAT (Pebesma, 2004) and returns a plot of the call density surface (Figure 6 ). Call detections can be input from the automated detector provided in this package, or a table with call detections based on user annotations. This allows for users to investigate spatial patterns in detections of their target signal or species over an array of autonomous recorders. 
Conclusions
Our goal in the creation of this package was to highlight how the open-source Rprogramming environment can be used for the processing and visualization of acoustic data collected using autonomous recorders that are often programmed to record continuously for long periods of time. Even the most sophisticated machine learning algorithms are never 100% accurate or precise, and will return false positives or negatives (Bardeli et al., 2009; Heinicke et al., 2015; Keen et al., 2017) , which is also the case with human-observers but is rarely quantified statistically (Heinicke et al., 2015) . Modifying the parameters of the machine learning algorithms-in particular programming the algorithms to return probabilities of class membership-can help the user determine the acceptable amount of false positives or negatives for their particular research question. The algorithms included in this R package are far from optimized; they are implemented using the default values set by the algorithm developers. We have thoroughly annotated the source code and invite more advanced R users to refer to the vignettes of the relevant packages and modify as they see fit for their particular research problem.
