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Abstract
We consider the reducibility problem of cocycles (α,A) on Td × U(n) in Gevrey classes,
where α is a Diophantine vector. We prove that, if a Gevrey cocycle is conjugated to a
constant cocycle (α,C) by a suitable measurable conjugacy (0, B), then for almost all C it
can be conjugated to (α,C) in the same Gevrey class, provided that A is sufficiently close to
a constant. If B is continuous we obtain it is Gevrey smooth. We consider as well the global
problem of reducibility in Gevrey classes when d = 1.
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1 Introduction
This article is concerned with the reducibility of cocycles in Gevrey classes on the unitary group
U(n). A cocycle on U(n) is a diffeommorphisms of Td × U(n), Td being the torus Td = Rd/Zd,
given by the skew-product
(α,A) : Td × Cn → Td × Cn
(θ, v) 7→ (θ + α,A(θ)v),
where α ∈ Td and A : Td → U(n) is a map. The corresponding dynamics is defined by
the iterates of the cocycle by composition (α,A)n, n ∈ Z. We denote by Cr(Td, U(n)) (r =
0, 1, · · · ,∞, ω) the set of all Cr functions A. For any ρ ≥ 1 and L > 0 we denote by
GρL(Td, U(n)) the class of Gevrey-Gρ functions with an exponent ρ and Gevrey constant L.
A map A ∈ C∞(Td, U(n)) belongs to that class if it satisfies (2.10) (see Section 2.2). Denote
by SW Gρ (T
d, U(n)) (SW r(Td, U(n))), the set of all Gevrey-Gρ (Cr) quasi-periodic cocycles on
U(n).
The dynamics is particularly simple if (α,A) is a constant cocycle. The cocycle (α,A) is said
to be constant if A is a constant matrix. Two cocycles (α,A), (α, A˜) ∈ SW r(Td, U(n)) are said
to be conjugated if there exists B : Td → U(n) such that
Ad(B).(α,A) := (α,B(·+ α)−1AB) = (α, A˜),
which means that B(θ + α)−1A(θ)B(θ) = A˜(θ) for any θ ∈ Td. The cocycle (α,A) is said
to be reducible if it is conjugated to a constant one. We say also that the conjugation or the
reducibility is Gevrey-Gρ, Cr, or measurable, if B belongs to the corresponding class of functions.
Reducibility problem of cocycles has been investigated for a long time. The local reducibility
problem (the cocycle is close to a constant one) is usually studied using KAM-type iterations.
In particular, Eliasson’s KAM method developed in [3] has been fruitfully used to obtain full-
measure reducibility for generic one-parameter families of cocycles [2, 4, 9, 10, 5, 7]. The global
reducibility problem (cocycles are no longer close to a constant one) has been studied by Avila,
Krikorian and others. By means of a renormalization scheme Krikorian obtained a global density
result for C∞ cocycles on SU(2) [11] and also results for cocycles on SL(2,R) [1, 12]. Almost
reducibility for Gevrey cocycles has been studied by Chavaudret in [2].
The rigidity problem we are interested in, can be formulated as follows. Suppose that a
Gevrey-Gρ cocycle is measurably reducible. Is it also Gevrey-Gρ reducible? In the case of C∞
or Cω cocycles the rigidity problem has been investigated in [1, 12, 6, 7].
In this paper, we will focus our attention on the Gevrey case. We will prove a local rigidity
result of reducibility in Gevrey classes which can be viewed as a Gevrey analogue of the main
result in [6]. To this end we use techniques developed in [17]. When d = 1, the local result
together with Krikorian’s renormalization scheme imply as in [11, 1] a global rigidity result for
Gevrey quasi-periodic cocycles on T1 × U(n).
Why are we interested in Gevrey classes? Gevrey classes appear naturally in the KAM
theory when dealing with Diophantine frequencies [16, 17]. They provide a natural framework
for studying KAM systems, Birkhoff normal forms with an exponentially small reminder terms
and the Nekhoroshev theory, and give an inside relation between these theories [14, 15, 16, 17].
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One can consider as well the more general Roumieu classes of non-quasi-analytic functions.
In the case of Bruno-Ru¨ssmann arithmetic conditions we suggest that similar results hold in
appropriate Roumieu spaces.
To formulate the main results we recall certain arithmetic conditions. Given γ > 0 and
τ > d− 1, we say that α ∈ Rd is (γ, τ)-Diophantine if
|e2πi〈k,α〉 − 1| > γ
−1
|k|τ , 0 6= k ∈ Z
d, (1.1)
and we denote by DC (γ, τ) the set of all such Diophantine vectors. Hereafter, i :=
√−1 stands
for the imaginary unit. It is well known that DC (τ) :=
⋃
γ>0DC (γ, τ) is a set of full Lebesgue
measure. For any given α ∈ Rd, we denote by Υ(α;χ, ν) the set of all vectors (φ1, · · · , φn) ∈ Rn,
satisfying
|〈k, α〉 + φp − φq − j| ≥ χ
(1 + |k|)ν (1.2)
for any p 6= q ∈ {1, 2, · · · , n}, k ∈ Zd and j ∈ Z. The set
Υ(α) :=
⋃
χ,ν>0
Υ(α;χ, ν)
has full Lebesgue measure in Rn. Recall that the Lie group U(n) consists of all A ∈ GL(n,C)
satisfying A∗A = I. Hereafter, I stands for the identity matrix and A∗ is the adjoint matrix to
A in Mn = Mn(C). The corresponding Lie algebra u(n) is the set of X ∈ gl(n,C) satisfying
X∗ + X = 0. Any A ∈ U(n) is diagonalizable, and the set of eigenvalues of A, denoted by
Spec (A), is a subset of {z ∈ C : |z| = 1}. Denote by Σ(α;χ, ν) the set of A ∈ U(n) with
spectrum Spec (A) := {λ1, λ2, · · · , λn} satisfying
|λp − λqe2πi〈k,α〉| ≥ χ
(1 + |k|)ν (1.3)
for any p 6= q ∈ {1, 2, · · · , n} and k ∈ Zd. Let Σ(α) = ⋃χ,ν>0Σ(α;χ, ν). It is obvious that
A ∈ Σ(α) if and only if
Spec (A) = {e2πi̺1 , e2πi̺2 , · · · , e2πi̺n}
with (̺1, ̺2, · · · , ̺n) ∈ Υ(α).
In Section 2.3 we assign to any measurable map B : Td →Mn a number ⌈B⌋ which evaluates
the distance from B to the set of “totally degenerate maps”. A measurable maps C : Td →Mn
will be called totally degenerate if there exist constant matrices S, T ∈ U(n) such that the first
row of the matrix SC(θ)T is zero for a.e. θ ∈ Td. We say that B : Td →Mn is ǫ-non-degenerate
if ⌈B⌋ ≥ ǫ.
We are going to state the main results of the article.
Theorem 1.1 Let ρ > 1 and (α,AeG) ∈ SW Gρ (Td, U(n)), where α ∈ DC(γ, τ), A ∈ U(n)
is a constant matrix and G ∈ GρL(Td, u(n)). Then for any ℓ > 1 there is a positive constant
δ = δ(d, n, ρ, L, γ, τ, ℓ) such that for any ǫ ∈ (0, 1] the following holds. If the cocycle (α,AeG)
is conjugated to a constant cocycle (α,C) with C ∈ Σ(α) by a measurable map B : Td → U(n)
where
⌈B∗⌋ ≥ ǫ > 0 and ‖G‖L < δǫℓ, (1.4)
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then (α,AeG) can be conjugated to (α,C) by a Gevrey map B˜ ∈ Gρ(Td, U(n)) in the same
Gevrey class. Moreover, B˜(θ) = B(θ) for a.e. θ ∈ Td, which implies that B is a Gρ map if it is
continuous.
Making use of the above local result and of the renormalization we obtain a global rigidity
result. The renormalization scheme we apply in this paper has been developed by Krikorian
and it is often used when studying the global properties of 1-dimensional quasi-periodic cocycles
[1, 7, 11, 12]. To formulate the the global result in the case d = 1 we need the following arithmetic
condition on α involving the Gauss map G : (0, 1)→ (0, 1), where G(x) = {x}−1 and {x} stands
for the fractional part of x. We denote by RDC (γ, τ) the set of all irrational α ∈ (0, 1) such
that Gm(α) belongs to DC (γ, τ) for infinitely many m ∈ N. It can be shown that RDC (γ, τ) is
of full Lebesgue measure in (0, 1) as long as DC (γ, τ) is of positive measure [1]. We set as well
RDC =
⋃
γ,τ>0RDC (γ, τ).
The global result is stated as follows.
Theorem 1.2 For any α ∈ RDC , if (α,A) ∈ SW Gρ (T1, U(n)) is conjugated to a constant
cocycle (α,C) with C ∈ Σ(α) by a measurable B : T1 → U(n), then it can be conjugated to
(α,C) by a Gevrey map B˜ ∈ Gρ(Td, U(n)) of the same class. Moreover, B˜(θ) = B(θ) for a.e.
θ ∈ T1, which implies that B is Gevrey-Gρ if it is continuous.
Remark 1.1 We remark that the proofs in this paper can also be generalized to obtain similar
local and global results for Gevrey cocycles on compact semisimle Lie groups.
The article is organized as follows. In Sect. 2 we give certain facts about analytic, Gevrey and
measurable functions which are needed in the sequel. In particular we prove the Approximation
Lemma and the Inverse Approximation Lemma for Gevrey functions P : Td → u(n) of Gevrey
index ρ > 1 which gives the optimal approximation of P with analytic functions Pj in the
complex strips Tdhj , where hj = h0δ
j , j ∈ N, and 0 < δ < 1. By optimal we mean that Pj −Pj−1
is O(exp(−Ch−1/(ρ−1)m ) in Tdhj , where C > 0 is a constant. We point out that the approximation
with the truncated Fourier series is not optimal. In Sect. 2.3 we introduce the important
quantity ⌈B⌋ giving a sort of a “distance” between a measurable map B : Td →Mn and the set
of “totally degenerate maps”. The definition of ⌈B⌋ is invariant with respect to the choice of
the unitary bases in Cn. We introduce the sets Γ(N, ǫ) and Π(N˜ , ξ, ε) in order to keep track on
the evolution of the quantity ⌈·⌋ when performing certain operations on B such as truncation of
the Fourier series of B up to order N and multiplication. The set Π obeys a simple rule under
multiplication which allows one to use it successfully in the Iterative Lemma.
In Sect. 3 we prove the local rigidity result. First we establish the KAM Step - Proposition
3.1. It provides a conjugation of an analytic cocycle (α,AeF ) in Tdh with sup-norm |F |h ≤ ǫ≪ 1
to another one (α,A+e
F+) with sup-norm |F+|(1−κ)h ≤ ǫ1+σ, where 0 < κ < 1 and 0 < σ ≪ 1 are
constants and A,A+ ∈ U(n) are constant matrices. The sup-norm of the conjugating operator
R, however, can be estimated only by ǫ−K∗, where the constant K∗ ≥ 1 may be large due
to the presence of resonances. On the other hand, it belongs to a certain Π(N, 1/n, ǫ1−4σ),
N being the order of the truncated Fourier series of F , which gives control on ⌈R⌋. To solve
the corresponding homological equations for the non-resonant terms we use a variant of the
inverse function theorem - Lemma 3.1. Iterating the KAM step we obtain almost reducibility
with optimal estimates in Lemma 3.5. By optimal we mean again that the small constants
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εm in Lemma 3.5 are of the size of exp(−Ch
− 1
ρ−1
m ), C > 0. In Sect. 3.3 we prove reducibility
in the Gevrey class SW Gρ (T
d, U(n)) provided that the cocycle is reducible by a measurable
conjugation B satisfying (1.4) (see Lemma 3.9 ). The idea (see Lemma 3.6) is first to consider
the conjugation with B∗Rm for m ≫ 1, where Rm gives the the conjugation to the cocycle
(α,Ame
Fm) in the Iterative Lemma. Using the ǫ-non-degeneracy of B∗ given by (1.4) and the
relation R(m) ∈ Π(Lm, n−m, ǫ/4nm) in (3.84) with some Lm ∈ N, we obtain that the eigenvalues
of Am satisfy a suitable non-resonant condition. This allows us to estimate Rm by ε
1/2
m using the
KAM Step (Proposition 3.1, (ii)). Then the Inverse Approximation Lemma gives a conjugation
in the class Gρ(Td, U(n)). We point out that there is no loss of Gevrey regularity.
In Sect. 4 we prove Theorem 1.2 adapting the renormalization scheme to the case of Gevrey
classes.
2 Preliminaries
In this section we introduce the necessary tools to prove the KAM Step and the Iterative Lemma.
In Sect. 2.1 we recall well-known facts on the Fourier series of analytic functions P : Tdhj → u(n).
In Sect. 2.2 we prove the Approximation Lemma and the Inverse Approximation Lemma for
Gevrey functions P : Td → u(n) of Gevrey index ρ > 1 which gives the best approximation of P
with analytic functions Pj in the complex strips T
d
hj
, where hj = h0δ
j , j ∈ N, and 0 < δ < 1. By
“best approximation” we mean that the sup-norm of Pj − Pj+1 is of the size of exp(−Ch
− 1
ρ−1
j )
in Tdhj+1 , where C > 0. We point out the the usual approximation with the truncated Fourier
series is not optimal, it gives an estimate with exp(−Ch−
1
ρ
j ). The usual approximation with
entire functions due to Moser is not optimal either. In Sect. 2.3 we introduce the important
invariant ⌈B⌋ for measurable functions B : Td → Mn and the sets Γ and Π, which we need in
the KAM Step and in the Iterative Lemma.
2.1 Analytic functions
Denote by the Mn =Mn(C) the linear space of all n× n matrices with norm |A| = sup{‖Au‖ :
‖u‖ = 1}, where ‖ · ‖ is the norm on Cn associated with the Hermitian inner product on it.
Given h > 0 we set
R
d
h := {θ ∈ Cd : |Im θj | < h, 1 ≤ j ≤ d},
T
d
h := R
d
h/Z
d = {θ ∈ Cd/Zd : |Im θj | < h, 1 ≤ j ≤ d},
and for any analytic function F : Rdh →Mn (F : Tdh →Mn) we define
|F |h = sup
|Im θ|<h
|F (θ)|.
Denote by Cωh (T
d,Mn) the Banach space of all analytic functions F : T
d
h →Mn, equipped with
the sup-norm | · |h. The Fourier expansion of F is given by
F (θ) =
∑
k∈Zd
F̂ (k)e2πi〈k,θ〉,
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and the Fourier coefficients satisfy the estimate
|F̂ (k)| ≤ |F |he−2π|k|h. (2.5)
We introduce as well the Wiener norm
|F |1,h :=
∑
k∈Zn
|F̂ (k)|e2π|k|h (2.6)
and we denote by Bh space of all F ∈ Cωh (Td,Mn) with bonded norm |F |1,h < ∞. One can
easily see that Bh is a Banach space and even a Banach algebra - for any F,G ∈ Bh one has
|FG|1,h ≤ |F |1,h|G|1,h. (2.7)
Taking into account (2.5) we get the following relation between the two norms
|F |h ≤ |F |1,h, |F |1,h+ ≤ |F |h
∑
k∈Zd
e−2π|k|(h−h+) ≤ c∗
(h− h+)d |F |h (2.8)
for any 0 < h+ < h, where c∗ = c∗(d) is a positive constant.
We denote by TNF and RNF (N ∈ N) the truncated trigonometric polynomial of F of order
N and the corresponding remainder term respectively, i.e.
TNF =
∑
|k|≤N
F̂ (k)e2πi〈k,θ〉 and RNF =
∑
|k|>N
F̂ (k)e2πi〈k,θ〉.
One obtains as in (2.8) the well-known estimate
|RNF |h+ ≤ |RNF |1,h+ ≤
c∗N
d
(h− h+)d e
−N(h−h+)|F |h (2.9)
where 0 < h+ < h.
For any subset Ω ⊆ Mn, we denote by Cωh (Td,Ω) the set of all F ∈ Cωh (Td,Mn) satisfying
F (Td) ⊆ Ω. In particular the space Cωh (Td, u(n)) consists of all analytic functions F : Tdh →Mn
such that F (θ)∗ = −F (θ) for each θ ∈ Td. This is a Banach subspace of Cωh (Td,Mn) and
F ∈ Cωh (Td,Mn) is in Cωh (Td, u(n)) if and only if
F̂ (k)∗ = −F̂ (−k).
2.2 Approximation and inverse approximation lemma for Gevrey functions
Given ρ ≥ 1, L > 0, and a subset Ω ⊆Mn, we denote by GρL(Td,Ω) the set of all C∞ functions
P : Td → Ω such that
‖P‖L := sup
k∈Nd
sup
θ∈Td
(|∂kP (θ)|L−|k|k!−ρ) <∞ (2.10)
where |k| = k1 + · · · + kd and k! = k1! · · · kd! for k = (k1, · · · , kd) ∈ Nd. Hereafter we suppose
that Ω is closed in Mn. Then GρL(Td,Ω) is complete. For ρ = 1 this space consists of analytic
functions. When ρ > 1 the space GρL(Td,Ω) is not quasi-analytic, i.e. the unique continuation
rule does not hold any more and there exist functions with compact support. On the other
hand, functions of that class can be nicely approximated by analytic functions as follows as we
shall see below.
6
Proposition 2.1 (Approximation Lemma) Fix ρ > 1, L ≥ 1, 0 < δ < 1 and set hj = h0δj ,
j ∈ N, where 0 < h0 ≤ 1/(2L). Then for any P ∈ GρL(Td, u(n)) there is a sequence Pj ∈
Cωhj(T
d, u(n)), j ≥ 0, such that
sup
θ∈Td
|Pj(θ)− P (θ)| ≤ C0 Ld exp
(
−(cLhj)−
1
ρ−1
)
‖P‖L
and
|Pj+1 − Pj |hj+1 ≤ C0Lde−(cLhj)
−1/(ρ−1))‖P‖L,
|P0|h0 ≤ C0(1 + Lde−(cLh0)
−1/(ρ−1)))‖P‖L,
where c = c(ρ) and C0 = C0(d, ρ) are positive constants depending only on ρ and on d and ρ
respectively.
Proof: Proposition 2.1 is a variant of Proposition 3.1 [17]. The proof given bellow is adapted
to the case when P takes its values in u(n) simplifying as well some arguments of [17].
1. Almost analytic extension of P. We recall the following estimates from [17].
Lemma 2.1 There is a constant C(ρ) ≥ 1, depending only on ρ, such that for any t ∈ (0, 1]
and m ∈ N satisfying
1 ≤ m ≤ t− 1ρ−1 + 1 , (2.11)
the following inequality holds
tmm! ρ−1 ≤ C(ρ)m(ρ−1)/2e−(ρ−1)m. (2.12)
Proof: Stirling’s formula implies
tmm! ρ−1 ≤ C1(ρ)m(ρ−1)/2e−(ρ−1)m exp ((ρ− 1)m lnm+m ln t)
= C1(ρ)m
(ρ−1)/2e−(ρ−1)m exp
{
(ρ− 1)m ln
(
mt
1
ρ−1
)}
.
Moreover, (2.11) yields
m ln
(
mt
1
ρ−1
)
≤ m ln
(
1 + t
1
ρ−1
)
≤ mt 1ρ−1 ≤ 1 + t 1ρ−1 ≤ 2 ,
which proves (2.12).
We define an almost analytic extensions Fj of P in T
d
2hj
, j ≥ 0, as follows
Fj(θ + iθ˜) =
∑
α∈Mj
∂kθP (θ)
(iθ˜)k
k!
, θ ∈ Td, θ˜ ∈ Rd. (2.13)
The index setMj consists of all multi-indices k = (k1, . . . , kd) ∈ Nd such that k1 ≤ Nj, · · · , kd ≤
Nj, where
Nj =
[
(2Lhj)
− 1
ρ−1
]
(2.14)
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and [x] = inf{k ∈ Z : x ≥ k} is the integer part of x ∈ R. Estimating (2.13) term by term and
using (2.10) one obtains
|Fj |2hj ≤ ‖P‖L
∑
k∈Mj
(2Lhj)
|k|k! ρ−1 .
Let k = (k1, . . . , ks, . . . kd) ∈ Mj and ks > 0. Then 0 < αk ≤ Nj =
[
(2Lhj)
− 1
ρ−1
]
and setting
t = 2Lhj ≤ 2Lh0 < 1 and m = ks in Lemma 2.1 one obtains
(2Lhj)
ksks!
ρ−1 ≤ C(ρ)m(ρ−1)/2e−(ρ−1)m
which implies
|Fj |2hj ≤
(
1 + C(ρ)
∞∑
m=1
m(1−ρ)/2e−(ρ−1)m
)d
‖P‖L = C1(ρ, d)‖P‖L.
On the other hand, applying ∂¯s :=
1
2
(
∂
∂θs
+ i
∂
∂θ˜s
)
, 1 ≤ s ≤ d, to Fj one gets
2∂¯kFj(θ + iθ˜) =
∑
k∈Msj
∂kθ ∂θsP (θ)
(iθ˜)k
k!
(2.15)
where Msj consists of all multi-indices k = (k1, . . . , ks, . . . kd) ∈ Mj such that ks = Nj. Each
term in the sum can be estimated in Td2hj by
L(2Lhj)
|k|k! ρ−1(ks + 1)
ρ‖P‖L.
Since
(2Lhj)
− 1
ρ−1 ≤ ks = Nj < (2Lhj)−
1
ρ−1 + 1,
one obtains from (2.12) (with t = 2L1hj and m = ks = Nj) the estimate
(2Lhj)
ks ks!
ρ−1(ks + 1)
ρ ≤ C(2Lhj)−
ρ
ρ−1
− 1
2 exp
(
−(ρ− 1)(2Lhj)−
1
ρ−1
)
.
This implies as above
|∂¯kFj |2hj
≤ C1 L(Lhj)−
ρ
ρ−1
− 1
2 exp
(
−(ρ− 1)(2Lhj)−
1
ρ−1
)
‖P‖L
≤ C L exp
(
−(cLhj)−
1
ρ−1
)
‖P‖L ,
(2.16)
where C1 and C = C(ρ, d) > 0 are positive constants depending only on d and ρ and c =
2(12 (ρ− 1))1−ρ. In the same way, differentiating (2.15) one obtains the estimate
|∂¯lFj |2hj ≤ C(ρ, d)L|l| exp
(
−(cLhj)−
1
ρ−1
)
‖P‖L (2.17)
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for any l = (l1, . . . , ld) ∈ Nd of length |l| ≥ 1 and with components 0 ≤ ls ≤ 1, s ∈ {1, . . . , d}.
Moreover, Fj(θ) = P (θ) for any θ ∈ Td and (2.13) yields
∀ z ∈ Td2hj , Fj(z)∗ = −Fj(z¯). (2.18)
From now on we consider Fj as Z
d-periodic functions on Rd2hj with values in Mn which means
that Fj(z + p) = Fj(z) for any p ∈ Zd.
2. Construction of Pj . We are going to approximate Fj by 1-periodic analytic in R
d
hj
functions
using Green’s formula
1
2πi
∫
∂D
f(η)
η − ζ dη +
1
2πi
∫∫
D
∂¯f(η)
η − ζ dη ∧ dη¯ =
{
f(ζ) if ζ ∈ D
0 if ζ /∈ D¯ (2.19)
where D ⊂ C is a bounded domain symmetric with respect to the real axis and with a piecewise
smooth boundary ∂D which is positively oriented with respect to D, D¯ = D ∪ ∂D, and f ∈
C1(D¯,Mn). Notice that
F (ζ) =
1
2πi
∫
∂D
f(η)
η − ζ dη
is analytic in D with values in Mn.
Lemma 2.2 Suppose that f(z)∗ = −f(z¯) for any z ∈ ∂D. Then F (z)∗ = −F (z¯) for any z ∈ D.
The proof is immediate using the symmetry of ∂D with respect to the involution z → z¯.
Denote by Dj ⊂ C the open rectangle {z ∈ C : |Re z| < 1/2, |Im z| < 2hj}, by ∂Dj its
boundary which is positively oriented with respect to Dj , and by Γj the union of the oriented
segments
Γj := [−1/2 − 2ihj , 1/2 − 2ihj ] ∪ [1/2 + 2ihj ,−1/2 + 2ihj ].
Given η ∈ C, we consider the 1-periodic meromorphic function
ζ 7→ K(η, ζ) := 1
η − ζ +
∞∑
k=1
(
1
η − ζ + k +
1
η − ζ − k
)
.
Obviously, K(η, ζ) = −K(ζ, η) and the meromorphic function η → K(η, ζ) is 1-periodic for any
ζ fixed. Set D := {z ∈ C, |Re z| < 1/2, |Im z| < 1/2}. Writing K = K0 +K1, where
K0(η, ζ) :=
2∑
k=−2
1
η − ζ + k and K1(η, ζ) := 2
∞∑
k=3
η − ζ
(η − ζ)2 − k2
one can find C > 0 such that
∀ z ∈ D, i
∫
D
|K(η, z)| dη ∧ dη¯ ≤ C. (2.20)
Consider the function
Fj,1(z) :=
1
2πi
∫
Γj
Fj(η1, z2, . . . , zd)K(η1, z1) dη1 , z ∈ Rd2hj .
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It is smooth and Zd-periodic in the strip Rd2hj and analytic with respect to z1. Moreover, for
any z ∈ Rd2hj such that z1 ∈ Dj we have
Fj,1(z) =
1
2πi
∫
∂Dj
Fj(η1, z2, . . . , zd)K(η1, z1) dη1
since the function under the integral is 1-periodic with respect to η1. Lemma 2.2 implies that
Fj,1(z)
∗ = −Fj,1(z) for any z ∈ Rd2hj such that z1 ∈ Dj and by continuity and periodicity we get
it for any z ∈ Rd2hj . Moreover, (2.19) yields
Fj,1(z) = Fj(z)− 1
2πi
∫
Dj
∂¯η1Fj(η1, z2, . . . , zd)K(η1, z1) dη1 ∧ dη¯1.
Set Fj,0(z) := Fj(z) and denote by Uj,1 the set of all (z1, . . . , zd) ∈ Rd2hj such that |Im z1| ≤ hj .
Using (2.16), (2.17) and (2.20) we obtain for any multi-index l = (0, l2, . . . , ld) ∈ Nd with
0 ≤ ls ≤ 1 for 2 ≤ s ≤ d the following estimate∣∣∣∂¯l(Fj,1 − Fj,0)∣∣∣
Uj,1
≤ C Ld exp
(
−(cLhj)−
1
ρ−1
)
‖P‖L, (2.21)
where C = C(ρ, d) > 0. For 2 ≤ s ≤ d we define by recurrence Uj,s as the set of all
(z1, . . . zs, . . . zd) in Uj,s−1 such that |Im zs| ≤ hj and set
Fj,s(z) :=
1
2πi
∫
Γj
Fj,s−1(z1, . . . , zs−1, ηs, zs+1, . . . , zd)K(ηs, zs) dηs
for z ∈ Uj,s−1. By construction Fj,s is a smooth Zd-periodic function with values in Mn and
also analytic with respect to the variables (z1, . . . , zs). It follows by induction that Fj,s −Fj,s−1
satisfies (2.21) in Uj,s for any l = (0, . . . , 0, ls+1, . . . , ld) with 0 ≤ ls ≤ 1 and that Fj,s(z)∗ =
−Fj,s(z) in Uj,s.
Finally, the function Pj := Fj,d is analytic and Z
d-periodic in Rdhj . Moreover, Pj(z)
∗ =
−Pj(z) in Rdhj , hence, Pj ∈ Cωhj(Td, u(n)). Moreover,
|Pj − Fj |hj ≤ C Ld exp
(
−(cLhj)−
1
ρ−1
)
‖P‖L.
In particular,
|Pj+1 − Pj |hj+1 ≤ |Pj+1 − Fj+1|hj+1 + |Pj − Fj |hj+1 + |Fj+1 − Fj |hj+1
≤ C Ld exp
(
−(cLhj)−
1
ρ−1
)
‖P‖L.
Moreover,
|Pj(θ)− P (θ)| ≤ C Ld exp
(
−(cLhj)−
1
ρ−1
)
‖P‖L
in Rd, since Fj(θ) = P (θ) for θ real. Finally,
|P0|h0 ≤ |F0|h0 + |P0 − F0|h0 ≤ C
(
1 + Ld exp
(
−(cLh0)−
1
ρ−1
))
‖P‖L.
This completes the proof of the proposition.
Conversely, there is also the following.
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Proposition 2.2 (Inverse Approximation Lemma) Let 0 < δ < 1, 0 < h0 ≤ 1 and hj = h0δj ,
j ∈ N. Let Ω be a closed subset of Mn and Pj ∈ Cωhj(Td,Ω), j ≥ 0, satisfy
|Pj+1 − Pj |hj ≤ C0e−(Lhj)
−1/(ρ−1)
for any j ≥ 0, where C0, L > 0. Then there is C = C(ρ, d) ≥ 1 and c0 = c0(ρ, d) ≥ 1 and
P ∈ Gρc0L(Td,Ω) such that limPj = P in G
ρ
c0L
(Td,Ω) and
‖P − Pj‖c0L ≤
CC0
1− δL
2e−
1
2
(Lhj)−1/(ρ−1)
for any j ∈ N.
Proof: For any k ∈ Nd and j ≥ 0 one obtains by Cauchy
sup
θ∈Td
∣∣∣∂k(Pj+1(θ)− Pj(θ))∣∣∣ ≤ C0k!h−|k|−1j e−(Lhj)−1/(ρ−1) .
Using the inequality xme−x ≤ m! for
x =
1
2
(Lhj)
−1/(ρ−1) and m = [(ρ− 1)(|α| + 2)] + 1),
where [x] = inf{m ∈ Z : x ≥ m} stands for the integer part of x ∈ R, one gets the following
estimate
sup
θ∈Td
∣∣∣∂k(Pj+1(θ)− Pj(θ))∣∣∣
≤ C0(2ρ−1L)|k|+2k! ([(ρ − 1)(|k| + 2)] + 1)!hj e−
1
2
(Lhj)
−1/(ρ−1)
for j ≫ 1. On the other hand, using the properties of the Gamma function, one obtains
([(ρ− 1)(|k| + 2)] + 1)! = Γ([(ρ− 1)(|k| + 2)] + 2) ≤ Γ((ρ− 1)(|k| + 2) + 2)
≤ c|k|+11 Γ(|k|+ 1)ρ−1 = c|k|+11 |k|! ρ−1 ≤ c|k|+12 k! ρ−1
where c1 = c1(ρ) ≥ 1 and c2 = c2(ρ, d) ≥ 1. Setting c0 := 2ρ−1c2 this implies
‖Pj+1 − Pj‖c0L ≤ C0(c0L)2hje−
1
2
(Lhj)
−1/(ρ−1)
,
and we get
‖Pm − Pj‖c0L ≤ C0(c0L)2e−
1
2
(Lhj)
−1/(ρ−1) δj
1− δ
for m > j ≫ 1, hence, the sequence Pm = P0+
∑m
j=1(Pj−Pj−1) is Cauchy in Gρc0L(Td,Ω), which
is a complete space since S is closed. Taking the limit as m → ∞ we get P ∈ Gρc0L(Td,Ω) and
the estimate of P − Pj .
Corollary 2.1 The sequence Pj in Proposition 2.1 satisfies the estimate
‖P − Pj‖c0L ≤
cc0
1− δL
d+2e−
1
2
(cLhj)−1/(ρ−1)‖P‖L.
for some c = c(ρ, d) > 0, c = c(ρ) > 0 and c0 = c0(ρ, d) > 0.
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2.3 Measurable functions with values in U(n).
In this section we introduce the important invariant ⌈B⌋ for measurable functions B : Td →Mn
and the sets Γ and Π, which we need in the KAM step and in the Iterative Lemma. This
sets give information on the quantity ⌈·⌋ under truncation of the Fourier series of B and under
multiplication.
Consider the Fourier expansion
B(θ) ∼
∑
k∈Zd
B̂(k)e2πi〈k,θ〉
of a measurable function B : Td →Mn and denote by b̂p,q(k) the (p, q) entry of B̂(k). Note that
any measurable function B : Td → U(n) is always in L2(Td,Mn) since |B(θ)| = 1 for any θ ∈ Td
(the norm | · | on Mn = Mn(C) is fixed in Sect. 2.1). To measure the minimal size of the rows
of the n× n matrix B˜ with entries
b˜p,q := sup
k∈Zd
|̂bp,q(k)| (2.22)
we define
⌈B⌋0 := min
1≤p≤n
max
1≤q≤n
|˜bp,q| = min
1≤p≤n
sup {|̂bp,q(k)| : k ∈ Zd, 1 ≤ q ≤ n}.
The equality ⌈B⌋0 = 0 means that there is a row of the matrix B˜ equal to 0, or equivalently
that there is a row of B which is zero for a.e. θ ∈ Td, which implies that detB(θ) = 0 for a.e.
θ ∈ Td. In particular,
B : Td → U(n) measurable =⇒ ⌈B⌋0 > 0 (2.23)
since |detB(θ)| = 1. On the other hand, ⌈B⌋0 ≥ ǫ if and only if for any p ∈ {1, · · · , n} there is
q ∈ {1, · · · , n} and k ∈ Zd such that
|̂bp,q(k)| ≥ ǫ. (2.24)
The quantity ⌈ ⌋0 has the following properties.
Lemma 2.3 1. For any measurable B : Td →Mn and T ∈ U(n),
⌈BT ⌋0 ≥ 1
n
⌈B⌋0.
2. Let W (θ) = exp
(
2πidiag (〈k(1), θ〉, . . . , 〈k(n), θ〉)), where k(1), . . . , k(n) ∈ Zd. Then
∀S, T ∈ U(n), ⌈SWT ⌋0 ≥ n−3/2,
3. For any constant function B ∈ U(n), ⌈B⌋0 ≥ 1/
√
n.
Proof: Set Q = BT and denote by Qˆp,q(k), 1 ≤ p, q ≤ n, and Qˆp(k), 1 ≤ p ≤ n, the
corresponding entries and rows of Qˆ(k), k ∈ Zd. The rows T ∗q of T ∗, 1 ≤ q ≤ n, form an
orthonormal basis of Cn and we get
max
1≤q≤n
∣∣∣Qˆp,q(k)∣∣∣ = max
1≤q≤n
∣∣∣〈Bˆp(k), T ∗q 〉∣∣∣ ≥ 1n‖Bˆp(k)‖ ≥ 1n max1≤q≤n ∣∣∣Bˆp,q(k)∣∣∣
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which proves the first part of the Lemma. To prove the second one, it will be enough to show
that for any S = (Sp,q)1≤p,q≤n ∈ U(n)
⌈SW ⌋0 ≥ n−1/2.
The (p, q) entry of SW (θ) is Sp,qe
2πi〈k(q),θ〉. For any given p,
∑n
q=1 |Sp,q|2 = 1, so there exists q
such that |Sp,q| ≥ n−1/2. Hence, for any given p there exists q such that |Sp,qe2πi〈k(q),θ〉| ≥ n−1/2,
which implies that ⌈SW ⌋0 ≥ n−1/2. We have also shown in particular that ⌈B⌋0 ≥ n−1/2 for
any constant B ≡ S ∈ U(n), which is the third conclusion.
In general, the quantity ⌈B⌋0 can not be controlled when multiplying B by a matrix S ∈ U(n)
from the left. To make it invariant with respect to the choice of the unitary bases in Cn or under
multiplication with S, T ∈ U(n) from both left and right, we define
⌈B⌋ : = inf
S,T∈U(n)
⌈SB(·)T ⌋0.
Thus ⌈B⌋ = 0 if and only if there are constant matrices S, T ∈ U(n) such that the first row of
the matrix SB˜T (the definition of B˜ is given in (2.22)) is zero, or equivalently, the first row of
SB(θ)T is zero for a.e. θ ∈ Td. Such maps B will be called totally degenerate. We say that
B : Td →Mn is ǫ-non-degenerate if ⌈B⌋ ≥ ǫ.
Lemma 2.4 1. For any constant function B ∈ U(n) we have ⌈B⌋ = 1/√n.
2. ⌈B⌋ > 0 for any measurable B : Td → U(n).
3. Set W (θ) = exp
(
2πidiag (〈k(1), θ〉, . . . , 〈k(n), θ〉)) where k(1), . . . , k(n) belong to Zd. Then
⌈W ⌋ ≥ n−3/2.
Proof: We are going to prove 2. Suppose that there are sequences {Sj}j∈N, {Tj}j∈N ⊂ U(n)
such that
lim⌈SjBTj⌋0 = 0.
Let S, T ∈ U(n) be accumulation points of the sequences {Sj}j∈N and {Tj}j∈N. Then SBT :
Td → U(n) is again measurable and one can easily show that ⌈SBT ⌋0 = 0 which leads to a
contradiction to (2.23). The first and the third parts of the lemma follow from Lemma 2.3.
Given N ∈ N and ǫ > 0, we say that B ∈ L2(Td,Mn) is (N, ǫ)-non-degenerate if the truncated
Fourier series of B up order N is ǫ-non-degenerate, i.e.
⌈TNB⌋ ≥ ǫ,
where TNB is defined in Sect. 2.1. We denote by Γ(N, ǫ) the set of (N, ǫ)-non-degenerate maps
B ∈ L2(Td,Mn). We point out that the definition of Γ(N, ǫ) here is different from that in [6] -
in contrast to [6], the set Γ(N, ǫ) is invariant under the action of U(n) from both left and right
on the target space Mn. This set has the following properties which can be easily checked as in
[6], Lemma 3.1.
Lemma 2.5 1. SΓ(N, ǫ)T = Γ(N, ǫ) for any S, T ∈ U(n)
2. B ∈ Γ(N, ⌈B⌋/2) for N large enough since limN→∞⌈TNB⌋ = ⌈B⌋
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3. Γ(N, ǫ)W ⊆ Γ(N + N˜ , ǫ/n), where
W (θ) := exp
(
2πidiag (〈k(1), θ〉, . . . , 〈k(n), θ〉)
)
,
k(1), · · · , k(n) ∈ Zd and max{|k(1)|, · · · , |k(n)|} ≤ N˜
4. Γ(N, ǫ)P ⊆ Γ(N, ǫ− ε) for any measurable P : Td → U(n) with
ε = sup
θ∈Td
|P (θ)− I|.
Proof: We shall sketch the proof of 3, the other items follow immediately from the proof of
Lemma 3.1 [6]. Take B ∈ Γ(N, ǫ), S ∈ U(n) and set E := SB. The Fourier coefficients of EW
and E are related by the identity
ÊW p,q(k) = Êp,q(k + k
(q)), 1 ≤ p, q ≤ n, k ∈ Zn.
In particular, for any p ∈ {1, . . . , n} fixed and k ∈ Zn with |k| ≤ N there is q ∈ {1, . . . , n} and
l ∈ Zn with |l| ≤ N + N˜ such that Êp,q(k) = ÊW p,q(l − k(q)), hence, ⌈TN+N˜EW ⌋0 ≥ ⌈TNE⌋0.
Now Lemma 2.3 implies that ∀S, T ∈ U(n)
⌈STN+N˜BWT ⌋0 ≥
1
n
⌈STN+N˜BW ⌋0
≥ 1
n
⌈TNSB⌋0 = 1
n
⌈STNB⌋0 ≥ ⌈TNB⌋ ≥ ǫ
n
and we get ⌈TN+N˜BW ⌋ ≥ ǫ/n.
The set Γ(N, ǫ) provides information of the quantity ⌈·⌋ after truncating the Fourier series of
a function up to order N , which is needed in KAM step. In order to evaluate ⌈·⌋ for the product
of two functions PB where P is L2 and B in Γ(N, δ) (this occurs in the Iterative Lemma below),
it is convenient to introduce the following notation. For any N˜ ∈ N and ξ, ε ∈ R we denote by
Π(N˜ , ξ, ε) the set of all P ∈ L2(Td,Mn) such that the operator of multiplication from the left
by P maps Γ(N, δ) into Γ(N + N˜ , ξδ − ε), i.e.
B ∈ Γ(N, δ) ⇒ BP ∈ Γ(N + N˜ , ξδ − ε). (2.25)
The above relation means that PB is (N + N˜ , ξδ − ε)-non-degenerate if B is (N, δ)-non-
degenerate. The definition of the sets Γ(N, ǫ) and Π(N˜ , ξ, ε) seems technical but it turns out to
be quite helpful in Sections 3.2 and 3.3. Using the definition of Π and Lemma 2.5 we obtain
Lemma 2.6 1. S ∈ Π(0, 1, 0) for any S ∈ U(n),
2. SΠ(N˜ , ξ, ε)T = Π(N˜ , ξ, ε) for any S, T ∈ U(n),
3. The map θ → exp (2πidiag (〈k(1), θ〉, . . . , 〈k(n), θ〉)) belongs to Π(N˜ , 1/n, 0) provided that
k(1), · · · , k(n) ∈ Zd and max{|k(1)|, · · · , |k(n)|} ≤ N˜ ,
4. P ∈ Π(0, 1, ε) for any measurable P : Td → U(n) with ε = supθ∈Td |P (θ)− I|,
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5. Π(N˜ , ξ, ε1) ⊆ Π(N˜ , ξ, ε2) if ε1 ≥ ε2.
The set Π behaves nicely under multiplication. It obeys the following simple rule which allows
us to keep control on the quantity ⌈·⌋ in the Iterative Lemma.
Lemma 2.7 If P1 ∈ Π(N˜1, ξ1, ε1) and P2 ∈ Π(N˜2, ξ2, ε2), then
P1P2 ∈ Π(N˜1 + N˜2, ξ1ξ2, ξ2ε1 + ε2).
Proof: For any B ∈ Γ(N, δ), we have
BP1 ∈ Γ(N + N˜1, ξ1δ − ε1).
Now for P1P2, we have
B(P1P2) = (BP1)P2 ∈ Γ(N + N˜1 + N˜2, ξ2(ξ1δ − ε1)− ε2)
= Γ(N + (N˜1 + N˜2), ξ1ξ2δ − (ξ2ε1 + ε2)),
which implies that
P1P2 ∈ Π(N˜1 + N˜2, ξ1ξ2, ξ2ε1 + ε2).
The following assertion gives information on the quantity ⌈·⌋ for sequences of measurable
functions with values in U(n) when passing to a limit.
Lemma 2.8 Let Bm : T
d → U(n) and Dm : Td → U(n), m ∈ N, be two sequences of measurable
functions such that ⌈Dm⌋ ≥ δ > 0 and
lim
m→∞
∫
Td
|Bm(θ)−Dm(θ)|dθ = 0,
Then
limm→∞⌈Bm⌋ ≥ δ.
Proof: Fix S, T ∈ U(n) and ǫ > 0. There exists m0 > 0 such that∫
Td
|S(Bm(θ)−Dm(θ))T |dθ < ǫ
as m ≥ m0. Now for any k ∈ Zd
| ̂S(Bm −Dm)T (k)| ≤
∫
T
|{S(Bm(θ)−Dm(θ))T}e−2πi〈k,θ〉|dθ < ǫ,
hence, by the definition of ⌈ ⌋0,
⌈SBmT ⌋0 = ⌈SDm + S(Bm −Dm)T ⌋0 > ⌈SDmT ⌋0 − ǫ.
By the definition of ⌈ ⌋ we obtain
⌈Bm⌋ > ⌈Dm⌋ − ǫ.
We then get the desired conclusion.
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3 Local Setting
In this section we prove Theorem 1.1 which provides a local rigidity result of the reducibility
problem in Gevrey classes. Firstly, we describe the KAM step in the case of analytic cocycles.
Next we approximate a Gevrey cocycle by a sequence of analytic cocycles and apply the KAM
step. In this way we get a sequence of analytic cocycles tending to a constant. Then we use a
convergence argument to obtain Gevrey reducibility under a suitable smallness assumption.
3.1 The KAM step
The KAM scheme we are using here is close to that in [8]. We want to conjugate a cocycle
(α,AeF ) with small F to a constant one. In other words, we are looking for a constant matrix
A˜ ∈ U(n) and a u(n)−valued function Y with a small norm, such that
Ad(eY ).(α,AeF ) = (α, A˜)
which means that
e−Y (·+α)AeF eY = A˜. (3.26)
The corresponding (affine) linearized equation reads
Y −A−1Y (·+ α)A = −A−1F +A−1A˜− I. (3.27)
If the inverse of the operator
A : Cωh (Td, u(n)) −→ Cωh (Td, u(n))
Y 7−→ Y −A−1Y (·+ α)A (3.28)
was bounded then the equation (3.26) could have been solved by means of the implicit function
theorem. The presence of small divisors, however, does not allow doing this. Indeed, expanding
Y in Fourier series one immediately observes that there is a lot of resonant terms which makes
it impossible to find bounded solutions of (3.27) in general. To overcome this obstruction, we
follow the standard approach to normal forms - keep resonant terms and remove non-resonant
ones at each step of the iteration. To this end we divide the initial space into two spaces,
one of resonant modes and another one containing only non-resonant terms where a suitable
lower bound of the operator (3.28) can be obtained. On the other hand, the space Cωh (T
d, u(n))
equipped with the sup-norm is not adapted for estimating the operator (3.28) below. For this
reason we fix 0 < h˜ < h and consider the operator (3.28) in the Banach space
Bh˜ :=
{
X ∈ Cω
h˜
(Td, u(n)) : |X|1,h˜ <∞
}
equipped with the norm | · |1,h˜ (see Sect. 2.1). The advantage of this norm is that it gives a
lower bound of (3.28) if there is a lower bound of each of the Fourier coefficients. More precisely,
given η ∈ (0, 1) and A ∈ U(n) we suppose that there is a decomposition
Bh˜ = B
(nre)
h˜
⊕B(re)
h˜
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on a direct sum of two closed sub-spaces B
(nre)
h˜
and B
(re)
h˜
(the decomposition depends on A and
η) in such a way that for any Y ∈ B(nre)
h˜
the following relations hold
A(Y )(·) = Y −A−1Y (·+ α)A ∈ B(nre)
h˜
and |A(Y )|1,h˜ ≥ η|Y |1,h˜ . (3.29)
Let Πnre (Πre) be the standard projection from Bh˜ onto B
(nre)
h˜
(B
(re)
h˜
). We call B
(nre)
h˜
(B
(nre)
h˜
)
the η-nonresonant (η-resonant) subspace. With all these assumptions, one can solve (3.26)
partially, which is summarized in the following Lemma.
Lemma 3.1 There is a universal constant δ∗ ∈ (0, 1), such that for any F ∈ Bh˜ satisfying
|F |1,h˜ ≤ δ∗η2, there exist Y ∈ B
(nre)
h˜
and F (re) ∈B(re)
h˜
such that
e−Y (·+α)AeF eY = AeF
(re)
,
i.e.,
Ad(eY ).(α,AeF ) = (α,AeF
(re)
), (3.30)
with the estimates
|Y |1,h˜ ≤
2
η
|F |1,h˜, |F (re)|1,h˜ ≤ cst.|F |1,h˜.
Proof: Lemma 3.1 is a counterpart of Lemma 3.1 [8] in the discrete case. The Lemma
follows from the implicit function theorem. Given F with |F |1,h˜ ≪ 1 we are looking for a
solution Y ∈ B(nre)
h˜
of the equation
H(F, Y ) := Πnre log{A−1e−Y (·+α)AeF eY } = 0 (3.31)
where
log(X) =
∑
r≥1
1
r
(I −X)r, for X ∈Mn, |I −X| < 1.
We are going to solve (3.31) by means of a fixed point argument for contraction maps. To this
end, we firstly compute the partial derivative of H with respect to Y . Taking the power series
expansions of eY and eF at Y = F = 0 we get
A−1e−Y (·+α)AeF eY = I −A−1Y (·+ α)A + Y
+ A−1
∑
r≥2
(−1)r
r!
Y (·+ α)r
AeF eY
+ A−1e−Y (·+α)AeF
∑
r≥2
1
r!
Y r

+ A−1Y (·+ α)A
∑
r≥1
1
r!
F r
+
∑
r≥1
1
r!
F r
Y. (3.32)
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Using the above formula we obtain
L(F,Y )Z := lim
t→0
1
t
{H(F, Y + tZ)−H(F, Y )}
= Πnre{Z −A−1Z(·+ α)A+ E(F, Y )Z}, (3.33)
for any Z ∈B(nre)
h˜
, where E = E(F, Y ) is a linear operator in Bh˜ depending on F, Y . Moreover,
applying (2.7) one gets a positive constant cst. such that
|E(F, Y )Z|1,h˜ ≤ cst.(|F |1,h˜ + |Y |1,h˜) |Z|1,h˜ (3.34)
for any F, Y ∈ Bh˜ with |Y |1,h˜ ≤ 1 and |F |1,h˜ ≤ 1. In particular, using the definition of the space
B
(nre)
h˜
we obtain
L(0,0)Z = Πnre{Z −A−1Z(·+ α)A} = Z −A−1Z(·+ α)A (3.35)
as well as the estimate
|L(0,0)Z|1,h˜ = |Z −A−1Z(·+ α)A|1,h˜ ≥ η|Z|1,h˜. (3.36)
Using (3.33)-(3.36) we prove that there exists a constant δ∗ ∈ (0, 1) such that
|(L(F,Y ) − L(0,0))Z|1,h˜ ≤
η
2
|Y |1,h˜ (3.37)
provided that |F |1,h˜ < δ∗η2 and |Y |1,h˜ < 2δ∗η. Hence,
‖L−1(0,0)‖1,h˜ ≤
1
η
and ‖L(F,Y ) − L(0,0)‖1,h˜ ≤
η
2
(3.38)
for |F |1,h˜ < δ∗η2 and |Y |1,h˜ < 2δ∗η, where ‖ · ‖1,h˜ is the operator norm corresponding to the
norm | · |1,h˜.
Denote by Wh˜ the ball
Wh˜ := {Y ∈ B
(nre)
h˜
: |Y |1,h˜ ≤ 2δ∗η}
which is complete with respect to the norm | · |1,h˜. For any fixed F ∈ Bh˜ satisfying |F |1,h˜ ≤ δ∗η2,
we consider the map
F(Y ) := Y − L−1(0,0)Πnre log{A−1e−Y (·+α)AeF eY }
from B
(nre)
h˜
to itself. It follows from (3.38) that
‖Id− L−1(0,0)L(F,Y )‖1,h˜ ≤ ‖L−1(0,0)‖1,h˜‖L(0,0) − L(F,Y )‖1,h˜ ≤
1
η
· η
2
=
1
2
as long as Y ∈ Wh˜. On the other hand, for any Y1, Y2 ∈ Wh˜ there is ξ ∈ [0, 1] such that
F(Y2)−F(Y1) =
(
Id− L−1(0,0)L(F,Y1+ξ(Y2−Y1)
)
(Y2 − Y1).
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Then for any Y1, Y2 ∈ Wh˜ we obtain
|F(Y2)−F(Y1)|1,h˜ ≤
1
2
|Y2 − Y1|1,h˜. (3.39)
Set Y0 = 0 and define Yj inductively by Yj = F(Yj−1) for j ≥ 1. Note that
Y1 = F(0) = −L−1(0,0)ΠnreF
which implies
|Y1 − Y0|1,h˜ = |F(0)|1,h˜ ≤
1
η
|F |1,h˜ ≤ δ∗η (3.40)
in view of (3.38). This means that Y1 ∈ Wh˜. One can prove inductively that Yj belongs to Wh˜
for each j ≥ 1, and that
|Yj − Yj−1|1,h˜ ≤
1
2j−1
|Y1 − Y0|1,h˜. (3.41)
In fact, if Y1, · · · , Yj−1 are all in Wh˜ and for all s ∈ {1, · · · , j − 1}
|Ys − Ys−1|1,h˜ ≤
1
2s−1
|Y1 − Y0|1,h˜,
then (3.39) implies
|Yj − Yj−1|1,h˜ = |F(Yj−1)−F(Yj−1)| ≤
1
2
|Yj−1 − Yj−2|1,h˜ ≤
1
2j−1
|Y1 − Y0|1,h˜,
and using (3.40) one obtains
|Yj|1,h˜ = |(Yj − Yj−1) + (Yj−1 − Yj−2) + · · ·+ (Y1 − Y0)|1,h˜
≤ 2|Y1 − Y0|1,h˜ ≤
2
η
|F |1,h˜ ≤ 2δ∗η.
Since B
(nre)
h˜
is closed, the limit Y = limj→∞ Yj exists in B
(nre)
h˜
. Moreover,
|Y |1,h˜ ≤
2
η
|F |1,h˜ ≤ 2δ∗η, (3.42)
which means that Y ∈ Wh˜. In particular, Y satisfies the equation F(Y ) = Y and in fact Y is
unique in Wh˜ in view of (3.39). Hence,
Πnre log{A−1e−Y (·+α)AeF eY } = 0
and setting
F (re) := Πre log{A−1e−Y (·+α)AeF eY } (3.43)
we obtain (3.30). It remains to estimate F (re). It follows from (3.32), (3.42) , and from the
implication
Y ∈ B(nre)
h˜
⇒ A(Y ) = Y −A−1Y (·+ α)A ∈ B(nre)
h˜
,
19
that
|F (re)|1,h˜ ≤ cst.(|Y |21,h˜ + |F |1,h˜) (3.44)
Then using (3.42) and the assumption |F |1,h˜ ≤ δ∗η2, we obtain
|F (re)|1,h˜ ≤ cst.
(
4
η2
|F |2
1,h˜
+ |F |1,h˜
)
(3.45)
≤ cst.
(
4
η2
(δ∗η
2)|F |1,h˜ + |F |1,h˜
)
≤ cst.|F |1,h˜.
This completes the proof of the Lemma.
The previous Lemma will be used in the K.A.M. step. Before formulating it we recall the
notion of resonant (non-resonant) pairs. A pair (λ, λ˜) of complex numbers is said to be (N, δ)-
non-resonant (with respect to α) if
∀ k ∈ Zd, 0 6= |k| ≤ N : |ei〈k,α〉λ˜− λ| ≥ δ, (3.46)
otherwise it is said to be (N, δ)-resonant. Given A ∈ U(n), we write A ∈ NR(N, δ) if any pair
of eigenvalues of A is (N, δ) non-resonant, otherwise we write A ∈ RS (N, δ). We fix a small
constant 0 < σ = σ(ℓ) < 1 by
σ = min(1/100, (ℓ − 1)(5ℓ)−1) (3.47)
where ℓ > 1 appears in (1.4).
Proposition 3.1 Let α ∈ DC(γ, τ). For any given κ ∈ (0, 1), there exist
δ0 = δ0(κ, γ, τ, d) ∈ (0, 1), χ = χ(κ, γ, τ, d) ≥ 1 and K∗ = K∗(κ) ≥ 1
such that the following holds.
(i) For any h, ε ∈ (0, 1), A ∈ U(n), N ≥ 1 and F ∈ Cωh (Td, U(n)) satisfying
0 < ε < δ0h
χ, N =
(
2n+ 1
κ
)n (2
h
log
1
ε
+ 1
)
, and |F |h ≤ ε
there is R ∈ Cω(1−κ)h(Td, U(n)), A+ ∈ U(n) and F+ ∈ Cω(1−κ)h(Td, U(n)) such that
Ad (R).(α,AeF ) = (α,A+e
F+)
where
|F+|(1−κ)h ≤ ε+ := ε1+σ , |R|(1−κ)h ≤ ε−K∗ , and R ∈ Π(N, 1/n, ε1−4σ).
(ii) If A ∈ NR(N, εσ), then R = eY with Y ∈ Cωh (Td, U(n)) and
|Y |h < ε1−2σ , |A+ −A| ≤ ε1/2.
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Proof: The proof of the proposition is long and we divide it in several steps.
Step 1. Choosing the constants.
There exists S ∈ U(n) such that SAS∗ = diag (λ1, · · · , λn). Hence, without loss of generality,
we may assume that A is diagonal, A = diag (λ1, · · · , λn). Set
Nj =
(
κ
2n+ 1
)n−j
N, j = 0, 1, . . . , n. (3.48)
Choosing properly the constants δ0 = δ0(κ) > 0 and χ > 1 and taking ε ∈ (0, δ0hχ) we can
assume that εσ/2 is smaller than any of the finitely many universal constants arising below, and
that the following estimates hold
e−Nnh ≤ · · · ≤ e−N1h ≤ e−N0h (3.49)
= exp
{
−h
(
2
h
log
1
ε
+ 1
)}
≤ ε2,
Nd
(κh)d
=
1
(κh)d
(
2n+ 1
κ
)nd(2
h
log
1
ε
+ 1
)d
(3.50)
≤ 3
d(2n + 1)nd
κ(n+1)dh2d
(
log
1
ε
)d
≤
(
1
ε
)σ
,
2γ(4n)τ+1N τ (3.51)
= 2γ(4n)τ+1
(
2n+ 1
κ
)τn( 2
h
log
1
ε
+ 1
)τ
<
(
1
ε
)σ
.
For technical reasons we assume as well that the inequality
|X|, |Y | ≤ ε1/2, X, Y ∈Mn
implies ∣∣e−XeX+Y − I∣∣ < 1, | log{e−XeX+Y }| ≤ 2(|X|2 + |Y |). (3.52)
Step 2. The operator A.
Expanding Y in Fourier series we write the operator A in (3.28) as follows∑
k∈Zd
Ŷ (k)e2πi〈k,θ〉
A7−→
∑
k∈Zd
{Ŷ (k)−A−1e2πi〈k,α〉Ŷ (k)A}e2πi〈k,θ〉. (3.53)
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Denote by E(p, q) the elementary matrix with entries E(p, q)s,t = 1 if (s, t) = (p, q) and 0
otherwise. Then (3.53) becomes
∑
k∈Zd
e2πi〈k,θ〉
 ∑
1≤p,q≤n
ŷp,q(k)E(p, q)

A7−→
∑
k∈Zd
e2πi〈k,θ〉
 ∑
1≤p,q≤n
λp(λp − λqe2πi〈k,α〉)ŷp,q(k)E(p, q)
 (3.54)
where ŷp,q(k) denotes the (p, q) entry of Ŷ (k). In this way the corresponding homological
equation (3.27) splits into a system of equations
λp(λp − λqe2πi〈k,α〉)ŷp,q(k) = fp,q, |k| ≤ N, 1 ≤ p, q ≤ n.
We would like to solve it and to get “good” estimates for the solutions, or equivalently to invert
the operator A in a suitable space. To do this we have to deal with the divisor |λp− e2πi〈k,α〉λq|
which could be arbitrary small if the pair (λp, λq) is (N, ε
σ)-resonant and only εσ-small if it is
(N, εσ)-non-resonant (note that all λ1, · · · , λn are on the unit circle of C). When p = q, the
divisor takes the form |1 − e2πi〈k,α〉| since |λp| = 1, which is only εσ-small for |k| ≤ N . Indeed
(1.1) and (3.51 ) imply that it is larger than 2(4n)τ+1εσ. To deal with the case p 6= q, we recall
a simple fact known as ” the uniqueness of the (2nN, 2nεσ)−resonance” which says that for any
λp and λq the following relation holds
|λp − e2πi〈k,α〉λq| < 2nεσ
|λp − e2πi〈l,α〉λq| < 2nεσ
|k|, |l| ≤ 2nN
 ⇒ k = l. (3.55)
In fact, taking into account (1.1), the violation of (3.55) would imply
4nεσ ≥ |e2πi〈k,α〉 − e2πi〈l,α〉| ≥ γ
−1
|k − l|τ ≥
1
γ(4nN)τ
,
which contradicts (3.51).
Step 3. Structure of the resonances.
We are going to describe the structure of the spectrum of A dividing it into blocks of resonant
pairs of eigenvalues.
Lemma 3.2 There exist 0 ≤ j ≤ n− 1 and 1 ≤ m ≤ n, such that Spec (A) = {λ1, · · · , λn} can
be divided into m subsets Λ1, · · · ,Λm, with the properties
a) If λp and λq belong to one and the same Λr then they are (nNj , nε
σ)−resonant;
b) If λp, λq belong to different subsets then they are (Nj+1, ε
σ)−nonresonant.
Proof: We will say that λp, λq are (L, a)−connected if there exists a (L, a)-resonant path of
length r
λp0 , λp1 , · · · , λpr−1 , λpr ∈ {λ1, λ2, · · · , λn}, with p0 = p, pr = q,
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such that (λp0 , λp1) , (λp1 , λp2) ,· · · , (λpr−1 , λpr) are all (L, a)−resonant. One can easily check
that such a (L, a)−connected pair (λp, λq) is (rL, ra)−resonant.
Note that any λp, λq in a (Nj , ε
σ)−connected component are (nNj , nεσ)−re-sonant. Indeed,
suppose that the pair λp, λq can be connected by a (Nj, ε
σ)−resonant path of length r. Without
loss of generality, eliminating the ”closed loops”, we can assume that r ≤ n, hence, the pair is
(nNj, nε
σ)−resonant as well.
To prove the assertion, let us firstly divide {λ1, · · · , λn} into (N0, εσ)−connected com-
ponents. If any λp and λq belonging to two different (N0, ε
σ)−connected components are
(N1, ε
σ)−nonresonant, we finish the proof choosing Λ1, · · · ,Λm to be the (N0, εσ)−connected
components. Otherwise, we consider the (N1, ε
σ)−connected components and repeat the pro-
cedure. More precisely, if there is j such that any λp and λq belonging to different (Nj , ε
σ)-
connected components are (Nj+1, ε
σ)-nonresonant, we denote by Λ1, · · · ,Λm the corresponding
(Nj , ε
σ)−connected components and finish the proof. Otherwise, we consider the (Nj+1, εσ)-
connected components. Thus there are two possibilities: a) either we stop at the jth step and
set m = j; b) or the number of the (Nj+1, ε
σ)-connected components is strictly less than the
number of the (Nj, ε
σ)-connected components. In the latter case, there is j ≤ n−1 such that at
jth−step there is only one (Nj , εσ)-connected component {λ1, · · · , λn} and we take m = 1 and
Λ1 = {λ1, · · · , λn}.
From now on we fix j ≤ n − 1 as in Lemma 3.2. Taking account of the structure of the
resonances we are going to define the spaces B
(nre)
h and B
(re)
h and verify the hypothesis of
Lemma 3.1. To this end we assign to any p ∈ {1, · · · , n} an integer vector k(p) ∈ Zd as follows.
First for any 1 ≤ t ≤ m we choose a representative λpt ∈ Λt and set k(pt) = 0. Let p ∈ {1, · · · , n}
and p /∈ {p1, · · · , pm}. There exits t ∈ {1, · · · ,m} such that λp ∈ Λt and by Lemma 3.2, a), and
(3.55) there is a unique k(p) ∈ Zd such that
|k(p)| ≤ nNj and |λp − λpte2πi〈k
(p),α〉| < nεσ.
Let λp and λq belong to one and the same component Λt. Then
max
{
|λp − λpte2πi〈k
(p),α〉|, |λq − λpte2πi〈k
(q),α〉|
}
< nεσ
which implies
|λp − λqe2πi〈k(p)−k(q),ω〉| < 2nεσ.
By the uniqueness (3.55) of the (2nN, 2nεσ)−resonance, the integer vector k(p) − k(q) can be
characterized as the unique k ∈ Zd satisfying the inequalities
|k| ≤ 2nN and |λp − λqe2πi〈k,α〉| < 2nεσ. (3.56)
This implies the relation
λp, λq ∈ Λt, k 6= k(p) − k(q), |k| ≤ 2nN =⇒ |λp − λqe2πi〈k,α〉| ≥ 2nεσ. (3.57)
The existence of k ∈ Zd satisfying (3.56) follows from Lemma 3.2, a). Indeed, the eigenvalues
λp, λq ∈ Λt are (nNj, nεσ)-resonant, which means there is k(p,q) ∈ Zd satisfying
|k(p,q)| ≤ nNj ≤ nN and |λp − λqe2πi〈k,α〉| < nεσ
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and by (3.57) we get k(p,q) = k(p) − k(q). In particular, |k(p) − k(q)| = |k(p,q)| ≤ nNj , and we
obtain the relation
λp, λq ∈ Λt, Nj < |k| ≤ 2nN =⇒ |λp − λqe2πi〈k,α〉| ≥ 2nεσ. (3.58)
Moreover, (3.58) and Lemma 3.2, b) imply
λp, λq ∈ Spec (A), nNj < |k| ≤ Nj+1 =⇒ |λp − λqe2πi〈k,α〉| ≥ εσ. (3.59)
Step 4. The spaces B
(nre)
h˜
and B
(re)
h˜
.
Let us go back to the expansion (3.54). Denote by Zk, k ∈ Zd, the following subset of
{1, · · · , n}2
Zk := {(p, q) : λp, λq ∈ Λt for some 1 ≤ t ≤ m and k = k(p) − k(q)} (3.60)
and by Zck := {1, · · · , n}2 −Zk the complement of Zk. Note that
(p, q) ∈ Zk ⇔ (q, p) ∈ Z−k and (p, q) ∈ Z0 ⇒ p = q.
Recall that for any (p, q) there is at most one k such that (p, q) ∈ Zk, which implies that there
is no more than n2 non-empty Zk.
Set h˜ = (1 − κ/2)h and consider the space Bh˜ consisting of all X ∈ Cωh˜ (Td, u(n)) of finite
norm |X|1,h˜ <∞. We define B
(re)
h˜
as the space of all X ∈ Bh˜ such that
(
TNj+1X
)
(θ) =
∑
|k|≤nNj
e2πi〈k,θ〉
 ∑
(p,q)∈Zk
x̂p,q(k)E(p, q)
 (3.61)
and denote by B
(nre)
h˜
the space of all X ∈ Bh˜ of the form
X(θ) =
∑
|k|≤Nj+1
e2πi〈k,θ〉{
∑
(p,q)∈Zck
x̂p,q(k)E(p, q)} (3.62)
=
∑
|k|≤nNj
e2πi〈k,θ〉
∑
(p,q)∈Zck
x̂p,q(k)E(p, q) +
∑
nNj<|k|≤Nj+1
X̂(k)e2πi〈k,θ〉
(recall that the truncation TNF of the Fourier series of F is defined in Sect. 2.1 and that f̂p,q(k)
is the (p, q) entry of F̂ (k)). Both spaces are closed in Bh˜ and obviously
B
(re)
h˜
= B
(nre)
h˜
⊕B(re)
h˜
.
Moreover, the following assertion holds true.
Lemma 3.3 Let X ∈ B(nre)
h˜
. Then
X −A−1X(· + α)A ∈ B(nre)
1,h˜
and |X −A−1X(·+ α)A|1,h˜ ≥ εσ|X|1,h˜.
24
Proof: The first relation is evident. To estimate below the first sum in (3.62) we use (3.57)
and for the second sum in (3.62) we make use of (3.59).
Step 5. Applying Lemma 3.1.
The previous lemma says that (3.29) holds with η = εσ. By assumption and by (2.8) and
(3.50) we get as well
|F |1,h˜ ≤ c∗(κh)−d|F |h ≤ c∗(κh)−dε < ε1−3σ/2
and applying Lemma 3.1 we find Y ∈ B(nre)
h˜
and F˜ ∈ B(re)
h˜
such that |Y |h˜ ≤ |Y |1,h˜ ≤ 2ε
−σ|F |1,h˜ ≤ 2c∗(κh)−dε1−σ ≤ ε1−2σ ,
|F˜ |h˜ ≤ |F˜ |1,h˜ ≤ cst.|F |1,h˜ ≤ ε1−2σ
(3.63)
and
Ad (eY ).(α,AeF ) = (α,AeF˜ ).
Setting Q(θ) = diag (e2πi〈k
(1),θ〉, · · · , e2πi〈k(n) ,θ〉) we consider
Ad(Q).(α,AeF˜ ) = (α,Q(· + α)−1AQ exp{Q−1F˜Q}).
Since F˜ ∈B(re)
h˜
is of the form (3.61) with f replaced by f˜ we get
Q(θ)−1F˜ (θ)Q(θ) =
∑
|k|≤nNj
∑
(p,q)∈Zk
e2πi〈k+k
(q)−k(p),θ〉̂˜fp,q(k)E(p, q)
+ Q(θ)−1(RNj+1F˜ )(θ)Q(θ) = (I) + (II).
It follows from the definition of Zk that (I) is a constant and by (2.8) and (3.50) one gets
|(I)| ≤
∑
|k|≤nNj
|
∑
(p,q)∈Zk
̂˜
fp,q(k)E(p, q)|
≤ n2|F˜ |1,h˜ ≤ ε1−3σ .
On the other hand,
|Q|h ≤ enNjh ≤ eκNh ≤ 1
2
ε−K∗ , (3.64)
where K∗ = K∗(κ) > 0 is a constant depending only on κ. In view of (2.9) and (3.48)-(3.50)
this implies
|(II)|(1−κ)h ≤ e2nNjh|RNj+1F˜ |(1−κ)h
≤ e2nNjh
{
c∗
Ndj+1
(κh)d
e−κNj+1hε1−2σ
}
= e−Njh
{
c∗
Ndj+1
(κh)d
ε1−2σ
}
≤ ε2
{
c∗
Ndj+1
(κh)d
ε1−2σ
}
≤ ε1+2σ .
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Finally, we obtain the conjugation
Ad(QeY ).(α,AeF ) = (α, A˜e(I)+(II)), (3.65)
where A˜ := Q(· + α)−1AQ is a constant. Moreover, there exists F+ ∈ Cω(1−κ)h(Td, U(n)) (one
can take F+ = log{e−(I)e(I)+(II)}) such that
A˜e(I)+(II) = A˜e(I)eF+
and using (3.52) we get
|F+|(1−κ)h ≤ 2
(|(I)|2 + |(II)|(1−κ)h) ≤ 4ε1+2σ ≤ ε1+σ.
Recall that (I) is a constant. Then A+ = A˜e
(I) ∈ U(n) is a constant matrix which satisfies
|A+ − A˜| ≤ 2|(I)| ≤ 2ε1−3σ ≤ ε1/2 (3.66)
in view of (3.52). Setting R = eYQ, one obtains from (3.65) the equality
Ad(R).(α,AeF ) = (α,A+e
F+). (3.67)
One can check easily the desired estimates.
The relation R = eYQ ∈ Π(N, 1/n, ε1−4σ) follows from Lemma 2.7, since eY ∈ Π(0, 1, ε1−4σ)
by Lemma 2.6, 4), and Q ∈ Π(N, 1/n, 0) by Lemma 2.6, 3).
If A ∈ NR (N, εσ) using (3.63) and (3.66) ) we get Q = I, R = eY and A = A˜ with
|Y |h < ε1−2σ and |A+ −A| ≤ ε1/2. This completes the proof of the proposition.
Remark 3.1 This proof can extended for cocycles on other groups, for example, GL(n,C),
GL(n,R), SO(n,R), as well as for general compact semi-simple Lie groups.
For any κ > 0, repeating the KAM step infinitely many times and choosing hm = (1− κ2m )h and
εm = ε
(1+σ)m and the corresponding Nm as above, we are going to obtain almost reducibility
with analytic radius of conjugations decreasing to (1 − 2κ)h in the next section. The sequence
εm will be well-adapted to the corresponding Gevrey class choosing ε = ε0 as in (3.70). Almost
reducibility for Gevrey cocycles has been proved by Chavaudret in [2]. We point out that the
KAM Step and the KAM iteration scheme below are somewhat different from that in [2].
3.2 The iterative Lemma
We assume that A ∈ U(n) and G ∈ GρL(Td, u(n)), where ρ > 1. Let σ , χ, δ0 and K∗ be the
same as in the assumptions of Proposition 3.1. Let 0 < h0 ≤ 1/2L (h0 will be specified later)
and set
κ = 1−
(
1 +
σ
2
)1−ρ
, and
hm := (1− κ)hm−1 = (1− κ)mh0 = h0
(
1 +
σ
2
)(1−ρ)m
, m ∈ N. (3.68)
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By Proposition 2.1 one can find a sequence of Gm ∈ Cωhm(Td, u(n)) satisfying
|G0|h0 ≤ c0Ld(1 + e−(cLh0)
−1/(ρ−1)))‖G‖L
|Gm −Gm−1|hm ≤ c0Lde−(cLhm−1)
−1/(ρ−1))‖G‖L, m ≥ 1
sup
θ∈Td
|G(θ)−Gm−1(θ)| ≤ c0Lde−(cLhm)−1/(ρ−1))‖G‖L, m ≥ 1,
(3.69)
where c = c(ρ) > 0 and c0 = c0(ρ, d) ≥ 1. We set
ε0 := exp
(
− 116(1+K∗/σ)(cLh0)
− 1
ρ−1
)
, and
εm := ε
(1+σ
2
)m
0 = exp
(
− 116(1+K∗/σ)(cLhm)
− 1
ρ−1
)
, m ∈ N.
(3.70)
Choose 0 < h0 ≪ 1 small enough depending only on σ, χ, L, ρ, and δ0 such that
cLh0 ≤ 1, εσ/20 ≤
1
8
, (3.71)
and
εm = ε
(1+σ
2
)m
0 = exp
(
− 1
16(1 +K∗/σ)
(cLhm)
− 1
ρ−1
)
≤ δ0hχm (3.72)
for any , m ∈ N. We suppose as well that for any matrix P satisfying |P − I| ≤ εm ≤ ε0 the
following inequality holds true
| log P | ≤ 2|P − I| ≤ 2εm. (3.73)
It is enough to get the above inequality form = 0 then they follow automatically for each m ∈ N.
We are going to impose a smallness condition on G.
Lemma 3.4 Assume that
‖G‖L ≤ ε0
2c0Ld
. (3.74)
Then 
|G0|h0 ≤ ε0
|Gm −Gm−1|hm ≤ ε4(1+K∗/σ)m+1 , m ≥ 1,
supθ∈Td |G(θ)−Gm−1(θ)|hm ≤ ε4(1+K∗/σ)m+1 .
(3.75)
Proof: The claim follows directly from (3.69), (3.70) and (3.74) since
e−(cLhm−1)
−1/(ρ−1)
= e−(1+
σ
2
)−2(cLhm+1)
− 1ρ−1
< e−
1
4
(cLhm+1)
− 1ρ−1
= ε
4(1+K∗/σ)
m+1
(3.76)
for m ≥ 1.
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From now on we denote by (Nm)m∈N the increasing sequence
Nm :=
(
2n+ 1
κ
)n( 2
hm
log
1
εm
+ 1
)
=
(
2n+ 1
1− (1 + σ2 )1−ρ
)n( 2
hm
log
1
εm
+ 1
)
.
(3.77)
In view of (3.72), one can apply Proposition 3.1 for ε = εm, h = hm and N = Nm, m ∈ N. Set
Lm = N0 + · · ·+Nm−1. (3.78)
We can state now the iterative Lemma.
Lemma 3.5 For eachm ≥ 0 there is Am ∈ U(n), Fm ∈ Cωhm(Td, u(n)), and R(m) ∈ Cωhm(Td, U(n)),
such that 
Ad (R(m)).(α,AeGm−1 ) = (α,Ame
Fm)
|Fm|hm ≤ εm
|R(m)|hm ≤ ε−2K∗/σm
R(m) ∈ Π(Lm, 1nm , 1nm−1 ε1−4σ0 + · · ·+ 1nε1−4σm−2 + ε1−4σm−1 )
(3.79)
(recall that the definition and property of Π has been given in section 2.3).
Proof: Applying Proposition 3.1 one can find R(1) such that
Ad (R(1)).(α,AeG0) = (α,A1e
F1)
|F1|h1 ≤ ε1+σ0 < 18ε1
|R(1)|h1 ≤ ε−K∗0 = ε
−K∗/(1+
σ
2
)
1 < ε
−2K∗/σ
1
R(1) ∈ Π(N0, 1/n, ε1−4σ0 ).
Arguing by induction assume that for given m ≥ 2 we have
Ad (R(m)).(α,AeGm−1) = (α,Ame
Fm)
|Fm|hm ≤ εm
|R(m)|hm ≤ ε−2K∗/σm
R(m) ∈ Π(Lm, 1nm , 1nm−1 ε1−4σ0 + · · ·+ 1nε1−4σm−2 + ε1−4σm−1 ).
Using Proposition 3.1 and (3.71) one can find Rm and F
(0)
m+1 ∈ Cωhm+1(Td, u(n)) such that
Ad (Rm).(α,Ame
Fm) = (α,Am+1e
F
(0)
m+1)
|F (0)m+1|hm+1 ≤ ε1+σm = εσ/2m ε1+σ/2m ≤ 18εm+1
|Rm|hm+1 ≤ ε−K∗m
Rm ∈ Π(Nm, 1n , ε1−4σm ).
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Setting R(m+1) = R(m)Rm we obtain
R(m+1)(·+ α)−1AeGmR(m+1)
= Rm(·+ α)−1AmeFmRm +R(m+1)(·+ α)−1A(eGm − eGm−1)R(m+1)
= Am+1e
F
(0)
m+1 +R(m+1)(·+ α)−1A(eGm − eGm−1)R(m+1).
Moreover,
|R(m+1)|hm+1 ≤ |R(m)|hm|Rm|hm+1 ≤ ε−K∗(1+2/σ)m = ε
−
2(1+σ/2)K∗
σ
m = ε
−2K∗/σ
m+1
while Lemma 2.7 implies
R(m+1) ∈ Π(Lm +Nm, 1
nm+1
,
1
n
(
1
nm−1
ε1−4σ0 + · · · + ε1−4σm−1 ) + ε1−4σm )
= Π(Lm+1,
1
nm+1
,
1
nm
ε1−4σ0 + · · ·+
1
n
ε1−4σm−1 + ε
1−4σ
m ).
Taking into account (3.75) one obtains
|R(m+1)(·+ α)−1A(eGm − eGm−1)R(m+1)|hm+1
≤ 2ε−4K∗/σm+1 ε4(1+K∗/σ)m+1 = 2ε4m+1 ≤
1
4
εm+1,
Moreover,
|Am+1eF
(0)
m+1 −Am+1|hm+1 ≤ 2×
1
8
εm+1 =
1
4
εm+1
which implies
|R(m+1)(·+ α)−1AeGmR(m+1) −Am+1|hm+1 ≤
1
4
εm+1 +
1
4
εm+1 ≤ 1
2
εm+1.
Setting
Fm+1 := log
(
A−1m+1R
(m+1)(·+ α)−1AeGmR(m+1) − I
)
and using (3.73) one obtains
Ad (R(m+1)).(α,AeGm) = (α,Am+1e
Fm+1)
|Fm+1|hm+1 ≤ εm+1
|R(m+1)|hm+1 ≤ ε−2K∗/σm+1
R(m+1) ∈ Π(Lm+1, 1nm+1 , 1nm ε1−4σ0 + · · ·+ 1nε1−4σm−1 + ε1−4σm ).
This completes the induction argument and proves the iterative Lemma.
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3.3 Gevrey reducibility
In the previous section we have established almost reducibility of the Gevrey-Gρ cocycle (α,AeG).
More precisely, for each m ∈ N we have obtained in Lemma 3.5 a map R(m) which conjugates
(α,AeGm−1) to (α,Ame
Fm), where Fm is of the size of εm. In general, the sequence R
(m) diverges.
Our aim in this section is to prove that the sequence R(m) is convergent in Gρ, provided that
there exits a measurable function B : Td → U(n) with ⌈B−1⌋ = ⌈B∗⌋ ≥ ǫ and C ∈ Σ(α) such
that
Ad (B).(α,AeG) = (α,C) (3.80)
where 0 < ǫ ≤ 1. To do this we impose condition (1.4). More precisely, choosing 0 < h0 < 1
sufficiently small we assume as well that
ε0 := exp
(
− 1
16(1 +K∗/σ)
(cLh0)
− 1
ρ−1
)
= ε˜0ǫ
ℓ (3.81)
where ε˜0 := ε˜0(n, σ, κ, ρ, L) ≪ 1 is sufficiently small so that all previous assumptions on ε0
hold when ǫ = 1. To do this we choose appropriately h0 in a function of ǫ as well. Setting
δ := 2c0L
dε˜0 and using (3.74) we obtain the small constant in (1.4). We assume that
ε˜
σ(1−4σ)/2
0 ≤
1
8n
. (3.82)
We have 1− 5σ ≥ 1/ℓ by (3.47) which implies
ε1−4σ0 < ε˜
σ
0 ε
1/ℓ
0 ≤
1
8n
ǫℓ (3.83)
and we obtain
1
nm−1
ε1−4σ0 + · · · +
1
n
ε1−4σm−2 + ε
1−4σ
m−1 <
1
nm−1
ε1−4σ0
(
1 +
1
2
+ · · · + 1
2m−1
)
<
2
nm−1
ε1−4σ0 ≤
ǫ
4nm
.
This inequality combined with Lemma 2.6, 5) and Lemma 3.5, implies
R(m) ∈ Π(Lm, 1
nm
,
1
nm−1
ε1−4σ0 + · · · +
1
n
ε1−4σm−2 + ε
1−4σ
m−1 )
⊆ Π(Lm, 1
nm
,
ǫ
4nm
). (3.84)
Now we can get a good control on the size of Rm.
Lemma 3.6 For any m sufficiently large there is Ym ∈ Cωhm(Td, u(n)) such that
Rm = e
Ym
|Ym|hm ≤ ε1−2σm
|Am −Am+1| ≤ ε1/2m .
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Proof: The idea is to prove that Am ∈ NR (Nm, εσm) for large m which allows us to use
Proposition 3.1, (ii). In the following we will need only the L∞ norm ‖ · ‖∞ on Tn.
By Lemma 3.5 and (3.80) ) we have the equalities{
Ad (R(m)).(α,AeGm−1) = (α,Ame
Fm),
Ad (B).(α,AeG) = (α,C).
Setting Bm = B
−1R(m) and using (3.75) we obtain
Ad (Bm).(α,C) =
(
α,Ame
Fm +O(ε
4(1+K∗/σ)
m+1 )
)
.
Hereafter, the symbol O(εαm), α ∈ R, stands for a mapW : Td →Mn(R) such that ‖W‖∞ ≤ cεαm,
where c > 0 does not depend on m and θ. Since the L∞-norm of any measurable unitary matrix
function is 1 this yields
Bm(·+ α)Am(I +O(εm)) = CBm,
which implies
Bm(·+ α)Am = CBm +O(εm). (3.85)
By Lemma 2.5 there exists N∗, such that B
−1 = B∗ ∈ Γ(N∗, ǫ/2), and using (3.84) and (2.25)
applied to B∗ we arrive at
Bm = B
∗R(m) ∈ Γ(N∗ + Lm, ǫ
2nm
− ǫ
4nm
)
= Γ(N∗ + Lm,
ǫ
4nm
). (3.86)
Recall that C ∈ Σ(α), which means that there exist χ, ν > 0, such that
|µpe2πi〈k,α〉 − µq| ≥ χ
(1 + |k|)ν , for any p 6= q, k ∈ Z
d, (3.87)
where {µ1, · · · , µn} = Spec (C) . Let T ∈ U(n) be such that
TCT ∗ = diag (µ1, · · · , µn).
Choose Sm ∈ U(n) such that
S∗mAmSm = diag (λ
(m)
1 , · · · , λ(m)n )
and set Dm = T
∗BmSm. By Lemma 2.5
Dm ∈ Γ
(
N∗ + Lm,
ǫ
4nm
)
(3.88)
and using (3.85) we obtain
Dm(·+ α)diag (λ(m)1 , · · · , λ(m)n ) = diag (µ1, · · · , µn)Dm +O(εm).
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which means that
Dm(·+ α)diag (λ(m)1 , · · · , λ(m)n ) +Wm = diag (µ1, · · · , µn)Dm
with ‖Wm‖∞ ≤ cst. εm. Thus for any 1 ≤ p, q ≤ n we have
e2πi〈k,α〉λ(m)q d̂
(m)
p,q (k) + ŵ
(m)
p,q (k) = µpd̂
(m)
p,q (k)
where d̂
(m)
p,q (k) and ŵ
(m)
p,q (k) stand fot the (p, q) entries of the matrices D̂m(k) and of Ŵm(k)
respectively. We have
|ŵ(m)p,q (k)| ≤ ‖Wm‖∞ ≤ cst.εm
which implies
|d̂(m)p,q (k)‖λ(m)q e2πi〈k,α〉 − µp| ≤ cst.εm (3.89)
for all p, q ∈ {1, · · · , n} and k ∈ Zd. It follows from (3.88) and the definition of Γ in Section 2.3
that for any p there exist q ∈ {1, · · · , n} and k ∈ Zd with |k| ≤ N∗ + Lm such that
|d̂(m)p,q (k)| ≥
ǫ
4nm
(q and k depend on m as well). Then using (3.89) and choosing m1 = m1(ǫ)≫ 1 we obtain
|λ(m)q e2πi〈k,α〉 − µp| ≤ cst. ǫ−1nmεm
≤ cst. ε1/2m (3.90)
for any m ≥ m1. Consider the map
fm : {1, · · · , n} → {1, · · · , n}
assigning to each p ∈ {1, · · · , n} an integer q ∈ {1, · · · , n} such that (3.90) holds with some
k ∈ Zd of length |k| ≤ N∗ + Lm.
Lemma 3.7 There is m0 ∈ N such that the map fm is bijective for any m ≥ m0.
Proof: It suffices to prove that fm is injective. Suppose that there are p1 6= p2 such that
fm(p1) = fm(p2) = q. Then there exist k1, k2 such that |λ
(m)
q e2πi〈k1,α〉 − µp1 | ≤ cst.ε1/2m ,
|λ(m)q e2πi〈k2,α〉 − µp2 | ≤ cst.ε1/2m .
This implies
0 = |λ(m)q − λ(m)q |
≥ |µp1e2πi〈−k1+k2,α〉 − µp2 | − cst.ε1/2m
≥ χ
(2Lm + 2N∗ + 1)ν
− cst.ε1/2m
which can not be true for m≫ 1 in view of (3.77), (3.78) and (3.51).
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Lemma 3.8 There is m0 ∈ N such that Am ∈ NR(Nm, εσm) for m ≥ m0.
Proof: Suppose that Am is (Nm, ε
σ
m)−resonant. Then there exist k ∈ Zd with 0 < |k| ≤ Nm
and p, q ∈ {1, · · · n} such that
|λpe2πi〈k,α〉 − λq| ≤ εσm.
If p = q, we get
εσm ≥ |e2πi〈k,α〉 − 1| ≥
2πγ−1
N τm
which can not be true for m ≫ 1. If p 6= q and m is large enough, it follows from Lemma 3.7
that there exist k(p), k(q) ∈ Zd satisfying |k(p)|, |k(q)| ≤ Lm +N∗, such that
max{|λpe2πi〈k(p),α〉 − µ˜p|, |λqe2πi〈k(q),α〉 − µ˜q|} ≤ cst. ε1/2m ,
where
µ˜p = µf−1m (p) 6= µf−1m (q) = µ˜q.
Then setting l = k − k(p) + k(q) we get
|µ˜pe2πi〈l,α〉 − µ˜q| = |µ˜pe2πi〈k−k(p),α〉 − µ˜qe2πi〈−k(q),α〉|
≤ |λpe2πi〈k,α〉 − λq|+ cst. ε1/2m
≤ εσm + cst.ε1/2m .
On the other hand, the assumption (3.87) yields
|µ˜pe2πi〈l,α〉 − µ˜q| ≥ χ
(|l|+ 1)ν
≥ χ
(Nm + 2Lm + 2N∗ + 1)ν
,
hence,
χ
(Nm + 2Lm +N∗ + 1)ν
≤ εσm + cst. ε1/2m
which is not true for m≫ 1.
Lemma 3.8 allows one to apply Proposition 3.1(ii), which completes the proof of Lemma
3.6.
Now we can prove reducibility in Gevrey classes.
Lemma 3.9 (Gevrey−Gρ Reducibility) There exist R ∈ Gρ and A˜ ∈ U(n) such that
Ad (R).(α,AeG) = (α, A˜). (3.91)
Proof: Recall from Lemma 3.74 and Lemma 3.5 that
Ad (R(m)).(α,AeGm−1) = (α,Ame
Fm),
|Gm −Gm−1|hm ≤ ε4(1+K∗/σ)m+1 and |Fm − Fm+1|hm+1 ≤ 2εm.
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Moreover, by Lemma 3.6, there exists m∗, such that for any m ≥ m∗ the following estimate
holds true
|R(m+1) −R(m)|hm+1 = |R(m)Rm −R(m)|hm+1
= |R(m)(Rm − I)|hm+1
= |R(m)(eYm − I)|hm+1
≤ 2ε1−2σm |R(m)|hm+1 .
This implies
|R(m)|hm+1 ≤ 2|R(m∗)|hm∗+1 ,
and
|R(m+1) −R(m)|hm+1 ≤ 4ε1−2σm |R(m∗)|hm∗+1 .
Taking m∗ ≫ 1 we get for any m ≥ m∗ the estimate
|R(m+1) −R(m)|hm+1 ≤ ε1/2m .
hence, for any m ≥ m∗ we have
ζm := max{|Gm −Gm−1|hm+1 , |Fm − Fm+1|hm+1 , |R(m+1) −R(m)|hm+1} ≤ ε1/2m .
Recall that
hm = h0
(
1 +
σ
2
)−m(ρ−1)
and εm = exp
{
− 1
16(K∗/σ + 1)
(cLhm)
− 1
ρ−1
}
.
Then for any m sufficiently large we get
exp
{
− ((32(K∗/σ + 1))ρ−1cLhm)− 1ρ−1} (3.92)
= exp
{
− 1
32(K∗/σ + 1)
(cLhm)
− 1
ρ−1
}
= ε1/2m ≥ ζm. (3.93)
By the inverse approximation lemma (Proposition 2.2) and (3.92) choosing
L˜ ≥ c0(ρ, d)(32(K∗/σ + 1))ρ−1cL
we obtain that
• R(m) converges in Gρ
L˜
to some R ∈ Gρ
L˜
(Td, U(n)),
• Gm converges in GL˜ and it converges to G in C0, so Gm converges to G in G
ρ
L˜
,
• Fm converges in Gρ
L˜
, and Fm converges to 0 in C
0, hence, Fm converges to 0 in Gρ
L˜
.
To finish the proof, one has just to let m→∞ in
Ad (R(m)).(α,AeGm−1) = (α,Ame
Fm)
with Am converging to some A˜ ∈ U(n) by Lemma 3.6.
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3.4 Proof of Theorem 1.1
We are going to complete the proof of Theorem 1.1. By Lemma 3.9, there exist R ∈ Gρ
L˜
and
A˜ ∈ U(n) such that
Ad (R).(α,AeG) = (α, A˜).
Moreover, there exist by assumption a measurable B : Td → U(n), A ∈ U(n) and C ∈ Σ(α)
such that
Ad (B).(α,AeG) = (α,C).
Setting V = RB−1, then B = V −1R. R is analytic, to prove that B is almost surely Gevrey−Gρ,
we just need to prove that V is so. In fact, we can prove that there exist U1, U2, U3 ∈ U(n) and
k(1), · · · , k(n) ∈ Zd such that
V (θ) = U1U
∗
3 exp{2πidiag (〈k(1), θ〉, · · · , 〈k(n), θ〉)}U2 (3.94)
for a.e. θ ∈ Td. Then for a.e. θ ∈ Td we have
B˜(θ) : = V (θ)−1R(θ)
= U1U
∗
3 exp{2πidiag (〈k(1), θ〉, · · · , 〈k(n), θ〉)}U∗2R(θ) = B(θ).
Obviously B˜ is in Gρ
L˜
and we obtain the desired result.
To prove (3.94), let us consider the conjugation
Ad (V ).(α,C) = (α, A˜).
We write
C = U1diag (µ1, · · · , µn)U∗1 and A˜ = U2diag (µ˜1 · · · , µ˜n)U∗2
where U1, U2 ∈ U(n) and we get
V˜ (·+ α)diag (µ1, · · · , µn) = diag (µ˜1, · · · , µ˜n)V˜ ,
where V˜ := U∗2V
−1U1 : T
d → U(n) is measurable. Then for any p, q ∈ {1, · · · , n} and k ∈ Zd
we obtain
(e2πi〈k,α〉µq − µ˜p)̂˜vp,q(k) = 0.
where ̂˜vp,q(k) denotes the (p, q) entry of ̂˜V (k). Since ⌈V˜ ⌋ > 0 there exist k(1), · · · , k(n) ∈ Zd,
such that
µ˜j = µje
2πi〈k(j),α〉, j = 1, . . . , n.
Setting W (θ) = diag (e2πi〈k
(1),θ〉, · · · , e2πi〈k(n),θ〉)V˜ (θ) we get
W (·+ α)diag (µ1, · · · , µn) = diag (µ1, · · · , µn)W.
Then for all p, q ∈ {1, · · · , n} and k ∈ Zd we have
(e2πi〈k,α〉µq − µp)ŵp,q(k) = 0.
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where ŵp,q(k) denotes the (p, q) entry of Ŵ (k). The relation C ∈ Σ(α) implies that
∀ k 6= 0, e2πi〈k,α〉µq − µp 6= 0
and we obtain that Ŵ (k) = 0 for all 0 6= k ∈ Zd. Thus there exists U3 ∈ U(n), such that
W (θ) = U3
for a.e. θ ∈ Td, which implies (3.94).
4 Global Setting
In this section we will prove the global rigidity result (Theorem 1.2) using Theorem 1.1 and
adapting the renormalization scheme of a Z2−action developed by Krikorian [1, 11, 7] to the
case of Gevrey classes.
4.1 Z2−Action in Gevrey classes
Given ρ > 1 and K > 0 we denote by GρL([−K,K], U(n)) the Banach space of all C∞ functions
A : [−K,K]→ U(n) with finite norm
‖A‖GL,K := sup
r∈N
sup
|θ|≤K
(|∂rA(θ)|L−|r|r!−ρ) <∞.
Denote by GρL(R, U(n)) the functional space
⋂
K>0 GρL([−K,K], U(n)) equipped by the projective
limit topology (a sequence Am ∈ GρL(R, U(n)) converges to A ∈ GρL(R, U(n)) if it converges
in GρL([−K,K], U(n)) for any K > 0) and set Gρ(R, U(n)) := ∪L>0GρL(R, U(n)) equipped by
the corresponding inductive limit topology (a sequence Am ∈ Gρ(R, U(n)) converges to A ∈
Gρ(R, U(n)) if there is L > 0 such that the the sequence Am converges to in GρL(R, U(n))).
Denote by SW GL,ρ(R, U(n)) the composition group of all (γ,A) ∈ R× GρL(R, U(n)) acting on
R× U(n) by
(γ,A) : R× U(n)→ R× U(n)
(θ, v) 7→ (θ + γ,A(θ)v).
Denote as well by ΛL,ρ the set of all Gevrey-Gρ fibered Z2-actions. By definition Φ ∈ ΛL,ρ if it
is a homomorphism from the additive group Z2 to the composition group SW GL,ρ(R, U(n)),
Φ : Z2 → SW GL,ρ(R, U(n))
(k1, k2) 7→ Φ(k1, k2) = (γΦk1,k2 , AΦk1,k2).
Any Z2-action Φ is completely determined by its values on (1, 0) and (0, 1) and we write it as
follows
Φ = {Φ(1, 0),Φ(0, 1)} = {(γΦ1,0, AΦ1,0), (γΦ0,1, AΦ0,1)}.
We denote by Λρ the union ∪L>0ΛL,ρ. To shorten the notations we sometimes skip the index ρ
which is fixed.
A Z2-action Φ is said to be normalized if Φ(1, 0) = (1, I). If Φ is normalized then Φ(0, 1) =
(α,A) can be viewed as a cocycle in SW G(T1, U(n)), since A is automatically Z−periodic.
36
Conversely, to any (α,A) ∈ SW G(T1, U(n)) one can associate a normalized Z2-action Φ =
{(1, I), (α,A)}.
A Z2-action Φ ∈ ΛL,ρ is said to be conjugated to a Z2-action Φ˜ by B ∈ GρL(R, U(n)) if for
any (k1, k2) ∈ Z2
Ad (B).Φ(k1, k2) := (0, B)
−1 ◦Φ(k1, k2) ◦ (0, B)
= (0, B−1) ◦Φ(k1, k2) ◦ (0, B)
= Φ˜(k1, k2).
The following lemma states that any Gevrey Z2-actions can be conjugated to a normalized one
in the same Gevrey class.
Lemma 4.1 (Normalization). Any Z2-action of the form Φ = {(1, C), (γ,D)} ∈ ΛL,ρ can be
conjugated to a normalized one by some P ∈ GρcL(R, U(n)), where c ≥ 1. Moreover, if
sup
|θ|≤3
‖C(θ)− I‖ < 1/3 (4.95)
then one can choose P so that
‖P − I‖GcL,2 ≤ cst.‖C − I‖GL,3. (4.96)
Proof: Choose X0 ∈ u(n) such that C(0) = eX0 , fix 0 < δ < 3/5 so that
‖e−X0C(θ − 1)− I‖ < 2/3 for θ ∈ [1− δ, 1 + δ] (4.97)
and define Y ∈ GρL([1− δ, 1 + δ], u(n)) by
Y (θ) := log
{
e−X0C(θ − 1)} for θ ∈ [1− δ, 1 + δ]. (4.98)
We have
eX0eY (θ) = C(θ − 1) for θ ∈ [1− δ, 1 + δ]. (4.99)
Since log t = (1 − t)h(t), where h is analytic in the unit ball {|t| < 1}, we get the following
inequality by estimating the composition of Gevrey functions (see [17], Proposition A.3)
sup
r∈N
sup
|θ−1|≤δ
(|∂rY (θ)|L−|r|r!−ρ) ≤ cst. ‖C(0)−1C(·)− I‖GcL,δ
≤ cst. ‖C − I‖GcL,δ (4.100)
where c ≥ 1 is a constant independent of the constant L ≥ 1.
Choosing c ≫ 1 there is b in Gρc ⊂ GρcL such that 0 ≤ b ≤ 1, b(θ) = 0 for θ ∈ (−∞, 1/3],
b(θ) = 1 for θ ∈ [2/3,+∞] and b is strictly increasing on [1/3, 2/3]. Set
bδ(θ) = b
(
θ − (1− δ)
δ
)
and fδ(θ) = (1− δ) + (θ − (1− δ))bδ(θ)
and define
P (θ) = ebδ(θ)X0ebδ(θ)Y (fδ(θ)), θ ∈ [−δ, 1 + δ]. (4.101)
The functions bδ and fδ have the following properties
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• bδ(θ) = 1 and fδ(θ) = θ for θ ∈ [1− δ/3, 1 + δ],
• 1− δ ≤ fδ(θ) ≤ θ and fδ is increasing on [1− 2δ/3, 1 − δ/3],
• bδ(θ) = 0 and fδ(θ) = 1− δ for θ ∈ [−δ, 1 − 2δ/3].
The theorem about the composition of Gevrey functions implies that P ∈ GρcL([1−δ, 1+δ], U(n)),
where c ≥ 1. Moreover, P (θ) = eX0eY (θ) = C(θ − 1) for θ ∈ [1 − δ/3, 1 + δ] and P (θ) = I for
θ ∈ [−δ, δ] ⊂ [−δ, 1− 2δ/3] since 0 < δ < 3/5, and we obtain
P (θ + 1)−1C(θ)P (θ) = I for |θ| < δ. (4.102)
Now we extend P in R by
P (θ) =
{
C(θ − 1)P (θ − 1), θ ∈ [1,+∞),
C(θ)−1P (θ + 1), θ ∈ (−∞, 1]. (4.103)
By (4.102) the function P is well defined. Moreover, P ∈ GρcL(R, U(n)) with some c ≥ 1
independent of L ≥ 1 and it satisfies the relation
∀ θ ∈ R, P (θ + 1)−1C(θ)P (θ) = I.
It remains to prove (4.96) if (4.95) holds. We can choose now X0 = logC(0). Moreover, the
inequality (4.97) holds for θ ∈ [−2, 2], Y is well defined by (4.99) in [−2, 2] and as in (4.100) we
get
‖X0‖+ ‖Y ‖GdL,2 ≤ cst.‖C − I‖GL,3
where d ≥ 1. Choose δ = 1/2 in (4.101). Writing eX = I+Xg(X), where g is an entire function
and using (4.101) and the theorems about the multiplication and the composition of Gevrey
functions ([17], Proposition A.3) we obtain the following estimate in GρcL([−1/2, 3/2],Mn)
‖P − I‖GcL,2 = ‖e−bδX0 − ebδY ◦fδ‖GcL,2
≤ ‖bδX0g(bδX0)‖GcL,2 + ‖(bδY ◦ fδ)g(bδY ◦ fδ)‖GcL,2
≤ cst.(‖X0‖+ ‖Y ‖GdL,2) ≤ cst.‖C − I‖GL,3
with δ = 1/2 and a suitable c > d. Using (4.103) we obtain the estimate (4.96) in GρcL([−2, 2],Mn).
When AΦk1,k2((k1, k2) ∈ Z2) are all constants, we say that Φ is constant. The following simple
lemma provides a normalization of constants.
Lemma 4.2 Any constant {(1, C), (α,D)} can be conjugated to a normalized constant.
Proof: As C and D commute, they generate an abelian Lie subgroup T of U(n), hence,
one can choose X0 in the Lie algebra of T satisfying C = eX0 and X0D = DX0. Now
{(1, eX0), (α,D)} can be conjugated to {(1, I), (α,De−αX0 )} by B(θ) = eθX0 .
A Z2-action Φ ∈ Λ is said to be reducible if it can be conjugated to a constant by some
B ∈ Gρ(R, U(n)). From Lemma 4.2 one obtains the following
Lemma 4.3 Let (α,A) be a cocycle. Then the Z2-action {(1, I), (α,A)} is reducible if and only
if (α,A) is reducible as a cocycle.
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4.2 Renormalization
We recall from [1, 11] the following operations on Λ.
a) For any θ ∈ R a translation Tθ is defined by
Tθ(Φ)(k1, k2) = (γ
Φ
k1,k2 , A
Φ
k1,k2(·+ θ)).
b) For any λ 6= 0 denote by Mλ the rescaling
Mλ(Φ)(k1, k2) = (λ
−1γΦk1,k2 , A
Φ
k1,k2(λ·)).
c) For any U ∈ GL(2,Z) we denote by NU the base change
NU (Φ)(k1, k2) = Φ((k1, k2)(U
T )−1).
Reducibility is invariant under conjugation, translation, rescaling and base change.
Given an irrational α ∈ (0, 1) we consider the continued fractional expansion
α =
1
a1 +
1
a2 + · · ·
,
We set α0 = α, and
αm =
1
am+1 +
1
am+2 + · · ·
.
In fact, αm = G
m(α) where G is the Gauss map x 7→ {1/x} assigning to each x 6= 0 its fractional
part {1/x}. The integers am are given by am = [α−1m−1], where [·] denotes the integer part. We
also set a0 = 0 for convenience.
Let βm =
∏m
j=0 αj. Define
Q0 =
[
q0 p0
q−1 p−1
]
=
[
1 0
0 1
]
,
Qm =
[
qm pm
qm−1 pm−1
]
=
[
am 1
1 0
] [
qm−1 pm−1
qm−2 pm−2
]
.
It is easy to see that Qm = U(αm) · · ·U(α1) where
U(x) =
[
[x−1] 1
1 0
]
.
Thus det(Qm) = qmpm−1 − pmqm−1 = (−1)m. Note that
βm = (−1)m(qmα− pm) = 1
qm+1 + αm+1qm
,
1
qm + qm+1
< βm <
1
qm+1
.
The renormalization operator R is defined by R(Φ) = MαΦNU(α)(Φ). Notice that if Φ ∈ Λ
satisfies γΦ1,0 = 1, then α
R(Φ) = G(αΦ) (recall that G is Gauss map) and
Rm(Φ) =Mαm−1 ◦NU(αm−1) ◦ · · · ◦Mα0 ◦NU(α0)(Φ) =Mβm−1(NQm(Φ)).
It is obvious that the reducibility is invariant under renormalization.
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4.3 Proof of Theorem 1.2
Let Φ = {(1, I), (α,A)} be a normalized Z2−action such that α ∈ RDC (γ, τ) for some γ, τ > 0.
Suppose that there is a measurable function B : T→ U(n) satisfying
Ad (B).(α,A) = (α,C) (4.104)
where C is constant. Denote the spectrum of C by
spec (C) = {e2πiφ1 , · · · , e2πiφn}.
By assumption C ∈ Σ(α) which means that φ := (φ1, · · · , φn) ∈ Υ(α) (for the definition Υ(α)
we refer to (1.2)).
The following fact of B will be needed in the proof of Theorem 1.2.
Lemma 4.4 For a.e. θ0 ∈ T, we have
lim
t→0+
∫ 1
0
|B(θ0 + tθ)B(θ0)∗ − I|dθ = 0.
Proof: Denote by X the set of measurable continuity points of B and B∗. By the Lebesgue
density theorem, X has full Lebesgue measure.
Fix θ0 ∈ X. For any ǫ > 0, let
It(ǫ) = {θ ∈ [θ0, θ0 + t] : |B(θ)B(θ0)∗ − I| < ǫ}
and Jt(ǫ) = [0, t] − It(ǫ). Note that
lim
t→0+
Leb.(Jt(ǫ))
t
= 0,
where Leb. denotes Lebesgue measure. Now we have∫
[0,1]
|B(θ0 + tθ)B(θ0)∗ − I|dθ
=
1
t
∫
[θ0,θ0+t]
|B(θ)B(θ0)∗ − I|dθ
=
1
t
(∫
It(ǫ)
+
∫
Jt(ǫ)
)
|B(θ)B(θ0)∗ − I|dθ
≤ ǫ+ Leb.(Jt(ǫ))
t
→ ǫ
as t → 0+, where Leb. stands for the Lebesgue measure. Since the inequality holds for any
ǫ > 0, the lemma is proved.
Without loss of generality, we assume that the conclusion of Lemma 4.4 holds for θ0 = 0 (if
not we make a translation). Consider
Rm(Φ) = {(1, Asm(βm−1·)), (αm, As˜m(βm−1·))} , m = 1, 2, · · ·
where
sm := (−1)m−1qm−1 and s˜m := (−1)mqm.
We need the following Lemma.
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Lemma 4.5 There exists a constant c > 0 such that for any α irrational and that A ∈
GρL(T, U(n)) the sequences Asm(βm−1·) and As˜m(βm−1·), m ≥ 1, are uniformly bounded in
Gρ
L˜
(R, U(n)), where L˜ = L/c.
Proof: Recall from [1, 7] the following estimate
∀m, r ∈ {1, 2, · · · }, ∀ θ ∈ T : ‖∂rAm(θ)‖ ≤ mrcr||∂rA‖0,
where ‖ · ‖0 is the C0 norm and c > 0 is a constant. Applying it to both (α,A) and (α,A)−1 we
obtain
||∂rAk||0 ≤ |k|rcr||∂rA||0
for all 0 6= k ∈ Z. It follows that for all θ ∈ R and m ≥ 1
||∂rA(−1)m−1qm−1(βm−1θ)|| ≤ |βm−1qm−1|rcr||∂rA||0 ≤ cr||∂rA||0;
||∂rA(−1)mqm(βm−1θ)|| ≤ |βm−1qm|rcr||∂rA||0 ≤ cr||∂rA||0
By assumption A ∈ GρL(T, U(n)), thus there exists M > 0 such that
sup
r∈N
sup
θ∈R
(‖∂rA(θ)‖Lrr!−ρ) ≤M.
This implies
sup
r∈N
sup
θ∈R
(‖∂rA(−1)m−1qm−1(βm−1θ)‖
(
L
c
)r
r!−ρ) ≤M,
sup
r∈N
sup
θ∈R
(‖∂rA(−1)mqm(βm−1θ)‖
(
L
c
)r
r!−ρ) ≤M
which completes the proof.
Set H(·) := eh(·), where h(ϕ1, · · · , ϕn) := 2πidiag (ϕ1, · · · , ϕn). Choose S ∈ U(n) so that
C = S∗H(φ)S. (4.105)
The following Lemma give us information about the limit points of the set of Z2−actions
{Rm(Φ) : m = 1, 2, · · · }.
Lemma 4.6 There exist sequences (mj) ⊂ N and (lj), (l˜j) ⊂ Zn and ψ, ψ˜ ∈ [0, 1]n such that
αmj ∈ DC(γ, τ) and
α∞ := lim
j→∞
αmj ∈ DC (γ, τ);
lim
j→∞
(sjφ+ lj) = ψ;
lim
j→∞
(s˜jφ+ l˜j) = ψ˜,
where sj = (−1)mj−1qmj−1 and s˜j = (−1)mj qmj , and the sequences of functions Asj (βmj−1·) and
As˜j(βmj ·) converge in GρN (R, U(n)) to B(0)∗S∗H(ψ)SB(0) and B(0)∗S∗H(ψ˜)SB(0) respectively,
for some fixed N > L˜.
41
Proof: By Lemma 4.5, there exist L˜ > 0, such that Um and Vm are uniformly bounded in
Gρ
L˜
(R, U(n)). Fix N > L˜. Then for any K > 0 the inclusion
Gρ
L˜
([−K,K], U(n)) →֒ GρN ([−K,K], U(n))
is compact (see [13], Ch. 7) and by the diagonal procedure one can find a subsequence of mj
such that the sequences
Uj := Asj (βmj−1·)
and
U˜j := As˜j (βmj ·)
converge in GρN (R, U(n)) to some U∞ and U˜∞, respectively. Without loss of generality we assume
that
H(sjφ)→ H(ψ), H(s˜jφ)→ H(ψ˜)
for some ψ, ψ˜ ∈ [0, 1]n and αmj → α∞ for some α∞ ∈ DC (γ, τ) (otherwise we choose subse-
quences).
Recall that 0 is a measurable continuity point of both B and B∗. Thus for any ε > 0 and
d > 1 fixed
lim
j→∞
1
2dβmj
Leb.
(
I(0, ε) ∩ [−βmjd, βmjd]
)
= 1,
where Leb. is the Lebesgue measure and
I(0, ε) := {ϑ ∈ R : ‖B(ϑ)−B(0)‖ < ε, ‖B(ϑ)∗ −B(0)∗‖ < ε}.
By Lemma 4.5 the functions Uj are C
1-uniformly bounded on R, hence, they are equicontinuous
and there exists a positive δ̂ such that
‖Uj(θ)− Uj(ϑ)‖ < ε
for all j as long as |θ − ϑ| < δ̂. Then for any j ≫ 1 and θ ∈ [−d + 1, d − 1] there exists
ϑ ∈ [−d+ 1, d− 1] ∩ (θ − δ̂, θ + δ̂) such that
βmjϑ, βmj (ϑ+ 1) ∈ I(0, ε)
and we obtain
max{‖Uj(θ)− Uj(ϑ)‖, ‖B(βmjϑ)−B(0)‖, ‖B(βmj (ϑ+ 1))−B(0)‖} < ε. (4.106)
Using the conjugations (4.104) and (4.105) we get
B(βmj (ϑ + 1))
−1Uj(ϑ)B(βmjϑ) = S
∗H(sjφ)S, (4.107)
then by (4.106) and (4.107) we obtain that
‖B(0)∗U˜j(θ)B(0)− S∗H(sjφ)S‖ < 3ε.
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Recall that Uj converge in GρN (R, U(n)) to U∞ and H(sjφ) → H(ψ). Then for any ε > 0 and
d > 0 fixed and θ ∈ [−d+ 1, d − 1] we have
‖B(0)∗U∞(θ)B(0)− S∗H(ψ)S‖ < 3ε,
hence,
B(0)∗U∞B(0) ≡ S∗H(ψ)S.
In the same way we get
B(0)∗U˜∞B(0) ≡ S∗H(ψ˜)S
which completes the proof.
We have proved that Rm(Φ) has a subsequence
Φj := R
mj (Φ) = {(1, Asj (βmj−1·)), (αmj , As˜j (βmj−1·))}
=: {(1, Uj), (αmj , U˜j)}
with sj = (−1)mj−1qmj−1 and s˜j = (−1)mj qmj , converging to the constant Z2−action
Φ∞ := {(1, B(0)S∗H(ψ)SB(0)∗), (α∞, B(0)S∗H(ψ˜)SB(0)∗)}.
We want to show that after a conjugation this subsequence will become a sequence of normal-
ized Z2−actions converging in Gρ
L˜
(R, U(n)) to a constant normalized Z2−action. Set Q(θ) :=
S∗H(θψ)S.
Lemma 4.7 There is a sequence Pj in GρN (R, U(n)) converging to I in GρN ([−2, 2], U(n)), such
that
Ψj := Ad (B(0)QPj) .Φj =
{
(1, I), (αmj ,Wj)
}
. (4.108)
Moreover, Wj ∈ GρN (T, U(n)) converges to S∗H(ψ˜ − α∞ψ)S.
Proof: Set Φ˜j := Ad (B(0)Q).Φj = Ad(B(0)Q).R
mj (Φ). It follows from the definition of
Φ∞ and Q that
Ad (B(0)Q).Φ∞ = {(1, I), (α∞, S∗H(ψ˜ − α∞ψ)S)}.
Thus Φ˜j(1, 0) and Φ˜j(0, 1) converge uniformly in GρN (R, U(n)) to (1, I) and (α∞, S∗H(ψ −
α∞ψ)S) respectively. By Lemma 4.1, there exist a sequence of Pj ∈ GρN (R, U(n)), satisfying
lim
j→∞
‖Pj − I‖GN,2 = 0,
such that Ad (Pj).Φ˜j is a sequence of normalized Z
2-action {(1, I), (αmj ,Wj)}. Thus Wj ∈
GρN (T, U(n)) (Wj is automatically Z−periodic thanks to the commutation) and it converges to
S∗H(ψ˜ − α∞ψ)S, i.e.,
lim
j→∞
‖Wj − S∗H(ψ˜ − α∞ψ)S‖GN = 0.
On the other hand, (αmj ,Wj) can be conjugated to the constant
(αmj , S
∗H((−1)mjβ−1mj−1φ)S)
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by a measurable conjugation. To put it more precisely, let us consider the following sequences
Ej(θ) = S
∗H((−1)mj−1qmj−1φθ)S,
Tj(θ) = Pj(θ)
−1Q(θ)−1B(0)∗,
and
Gj(θ) = Tj(θ)B(βmj−1θ)Ej(θ),
where Q = S∗H(ψθ)S is introduced in Lemma 4.7).
Lemma 4.8 The measurable functions Gj are all Z−periodic and satisfy
lim inf
j→+∞
[Gj ] >
1
2
n−3/2,
Ad (Gj).(αmj ,Wj) = (αmj , S
∗H((−1)mj−1β−1mj−1φ)S).
Proof: One can easily check that
Ad (Gj).Ψj = Ad (B(βmj−1θ)Ej(θ)).R
mj (Φ)
= {(1, I), (αmj , S∗H((−1)mjβ−1mj−1φ)S)}.
In particular, any Gj is Z−periodic.
Let
G˜j(θ) = Gj(θ)S
∗H(ljθ)S
= Pj(θ)
−1S∗H(−ψθ)SB(0)∗B(βmj−1θ)S∗H((sjφ+ lj)θ)S
(lj was given in Lemma 4.6). Then for any θ ∈ T we have the estimates
||G˜j(θ)− I|| ≤ ||Pj(θ)−1 − I||
+ ||B(0)∗B(βmj−1θ)− I||
+ ||H((−ψ + sjφ+ lj)θ)− I||
where sj = (−1)mj qmj−1. By Lemma 4.6 and 4.7, we have sjφ+lj → ψ and Pj(θ)→ I uniformly
on [−2, 2]. Moreover, by Lemma 4.4
lim
j→∞
∫ 1
0
||B(0)∗B(βmjθ)− I||dθ = 0.
Thus we have
lim
j→∞
∫ 1
0
||Gj(θ)∗ − S∗H(−ljθ)S||dθ = lim
j→∞
∫ 1
0
||G˜j(θ)∗ − I||dθ
= lim
j→∞
∫ 1
0
||G˜j(θ)− I||dθ = 0.
By Lemma 2.4, ⌈H(−ljθ)⌋ = ⌈S∗H(−ljθ)S⌋ ≥ n−3/2. Then by Lemma 2.8, ⌈G∗j⌋ > 12n−3/2 as j
is large enough.
We are ready to complete the proof of Theorem 1.2. We would like to apply the local result
Theorem 1.1. To this end, we need the following fact.
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Lemma 4.9 Let φ = (φ1, · · · , φn) ∈ Υ(α), where Υ(α) is defined in (1.2). Then for all m ∈ N
one has (−1)mβ−1m−1φ ∈ Υ(αm).
Proof: Without loss of generality, we assume
|φt − φt˜| ≤ 2, t 6= t˜ ∈ {1, · · · , n}.
We consider two cases. If |l| > 2|k|+ 3 and t 6= t˜ ∈ {1, · · · , n} we have
|kα − (−1)mβ−1m−1(φt − φt˜)− l| ≥ |l| − |k| − 2 ≥ 2|k|+ 3− |k| − 2 = |k|+ 1.
Let |l| ≤ 2|k| + 3 and t 6= t˜ ∈ {1, · · · , n}. There exist σ, ν > 0, such that for any k, l ∈ Z and
t 6= t˜ ∈ {1, · · · , n}
|kα− (φt − φt˜)− l| ≥
σ
(1 + |k|)ν
and then
|kαm − (−1)mβ−1m−1(φt − φt˜)− l|
= β−1m−1|(−1)mkβm − (φt − φt˜)− (−1)mlβm−1|
= β−1m−1|(qmα− pm)k − (φt − φt˜) + (qm−1α− pm−1)l|
= β−1m−1|(qmk + qm−1l)α− (φt − φt˜)− (pm + pm−1)|
≥ β
−1
m−1σ
(1 + qm|k|+ qm−1|l|)ν .
Since |l| ≤ 2|k|+ 3 and t 6= t˜ ∈ {1, · · · , n} we have
|kαm − (−1)mβ−1m−1(φt − φt˜)− l|
≥ β
−1
m−1σ
(1 + qm|k|+ qm−1|l|)ν
≥ β
−1
m−1σ
(1 + qm|k|+ 2qm|k|+ 3qm)ν
≥ β
−1
m−1σ
(4qm)ν(|k| + 1)ν .
So there exists σm > 0, such that for any k, l ∈ Z and t 6= t˜ ∈ {1, · · · , n}
|kα− (−1)mβ−1m−1(φt − φt˜)− l| ≥
σm
(1 + |k|)ν .
Now we go back to the proof of Theorem 1.2. Lemma 4.8 , 4.9 allows us to apply Theorem
1.1. For j is sufficiently large, there exists Bj in Gρ(T, U(n)) satisfying
Bj(θ) = Gj(θ)
for a.e. θ ∈ T . Since Ej and Tj are analytic,
B˜j(θ) := Tj(β
−1
mj−1
θ)−1Bj(β
−1
mj−1
θ)Ej(β
−1
mj−1
θ)−1
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is in Gρ(R, U(n)). Moreover,
B˜j(θ) = Tj(β
−1
mj−1
θ)−1Gj(β
−1
mj−1
θ)Ej(β
−1
mj−1
θ)−1 = B(θ)
for a.e. θ ∈ R. Recall that B is Z−periodic for a.e. θ ∈ R, so B˜j is also Z−periodic for a.e.
θ ∈ R and it is then Z−periodic for all θ ∈ R (thanks to the continuity of B˜j).
By assumption, for a.e. θ ∈ T,
B(θ + α)−1A(θ)B(θ) = C,
hence, for a.e. θ ∈ T,
B˜j(θ + α)
−1A(θ)B˜j(θ) = C,
which implies that for all θ ∈ T
B˜j(θ + α)
−1A(θ)B˜j(θ) = C
(thanks to the continuity of B˜j). This completes the proof of Theorem 1.2. ✷
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