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Resumen y Abstract IX 
 
Resumen 
En este trabajo se propone una metodología para la calibración de modelos dinámicos de 
calidad del agua, la cual se aplica utilizando datos de tres tramos del río Bogotá. Para este 
propósito, se hace una revisión detallada de la estructura del modelo unidimensional, 
agregado e integrado ADZ-MDLC-QUASAR (AMQQ, Camacho et al., 2012), que permite 
extender los resultados encontrados a marcos de modelación basados en la ecuación de 
advección–dispersión y viceversa. A partir de ejercicios sintéticos y utilizando datos reales 
en el río Bogotá con el modelo AMQQ, se describen y aplican diferentes algoritmos para la 
estimación de los parámetros de dicho modelo. Los resultados indican que se debe hacer una 
aplicación conjunta de diferentes formas de agregación de funciones objetivo y de técnicas 
de calibración que sirvan como marco de referencia, que sean efectivas y eficientes en la 
identificación de combinaciones óptimas de parámetros y que hagan una descripción 
apropiada de la incertidumbre paramétrica. En este sentido, se encuentra que el uso de 
GLUE, SCE-UA y SCEM-UA, en conjunto con un análisis multiobjetivo sencillo, permiten 
obtener un conocimiento amplio de la capacidad predictiva y obtener conjuntos de 
soluciones que expliquen consistentemente el comportamiento observado del sistema 
modelado y el orden de magnitud de los determinantes medidos. 
 
Palabras clave: Modelación dinámica de la calidad del agua, modelo QUASAR extendido, 
GLUE, Shuffled Complex Evolution Metropolis, optimización multiobjetivo. 
 
Abstract 
A dynamic water quality model calibration procedure is proposed and is applied using data 
obtained at three reaches of the Bogota River. For this purpose, a detailed revision of the 
one-dimensional, lumped and integrated ADZ-MDLC-QUASAR (AMQQ, Camacho et al., 2012) 
model structure is performed, which allows the extension of the calibration results to 
modeling frameworks based on the advection–dispersion equation and vice versa. Using the 
AMQQ model with synthetic and real data from the Bogota river, different parameter 
estimation algorithms are described and executed. The results indicate that it is necessary to 
perform a joint application of different objective function aggregation approaches and 
calibration techniques that can be considered as a reference framework. Also, effective and 
efficient tools for optimal parameter identification and good parameter uncertainty 
descriptors are needed. In this order of ideas, it is found that GLUE, SCE-UA and SCEM-UA, 
together with a simple multi-objective analysis, allows the gain of a wide model predictive 
capacity knowledge and the realization of solution sets that properly explain the observed 
system behavior and the order of magnitude of measured water quality determinants. 
 
Keywords: Dynamic water quality modeling, ADZ model, extended QUASAR model, GLUE, 
Shuffled Complex Evolution Metropolis, multi-objective optimization 
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1 Introducción 
En las últimas décadas se han estudiado con más frecuencia métodos y enfoques de 
calibración y análisis de la capacidad predictiva de modelos matemáticos en el campo de la 
ingeniería de los recursos hídricos. Uno de los objetivos primordiales de estos estudios es 
conformar herramientas confiables para la toma de decisiones (Reckhow, 1994) que sean 
aplicables en distintos niveles de la gestión integral del agua. Los avances en este tema se han 
logrado principalmente a partir del análisis de modelos hidrológicos y se ha extendido la 
bondad de sus resultados a modelos hidráulicos, hidrodinámicos, hidrogeológicos y de 
calidad del agua.  
 
Los modelos de calidad del agua consisten de estructuras más complejas debido a la cantidad 
de procesos que representan. En esta medida, se requiere de un estudio exhaustivo de la 
utilidad, aplicabilidad y alcance de las metodologías de calibración que se han desarrollado y, 
en particular, se debe constituir un protocolo más ajustado a la naturaleza de un modelo 
dinámico e integrado de calidad del agua en corrientes superficiales. Así mismo, se debe 
evaluar la incertidumbre asociada en el respectivo proceso de modelación.  
 
La literatura de métodos de calibración de modelos dinámicos de calidad del agua en 
corrientes superficiales es limitada en cuanto a la comparación de diferentes esquemas para 
abordar el problema inverso (e.g. McIntyre, 2004; Sincock et al., 2003; Camacho, 2000). En 
modelación de la calidad del agua, este tipo de estudios se ha enfocado principalmente en 
modelos de estado estable (e.g. Tao, 2008; Goktas y Aksoy, 2007), de cuenca (e.g. van 
Griensven et al., 2002) y de hidrología urbana (e.g. Dotto et al., 2012; Freni y Mannina, 
2010a). Los modelos dinámicos de calidad del agua se aplican en donde la variabilidad 
temporal de la carga contaminante en las aguas residuales que llegan al cuerpo receptor 
influye drásticamente sobre el comportamiento del mismo. En Colombia, por ejemplo, se han 
hecho estudios de investigación (e.g. Pérez, 2010; Santos, 2010; Camacho, 2009) que han 
mostrado que las tasas de reacción estimadas a partir de modelos de estado estable (e.g. 
QUAL2Kw, Pelletier et al., 2006) implementadas en modelos dinámicos, presentan una 
capacidad predictiva aceptable. 
1.1 Generalidades 
La calibración es un proceso en el cual se hace un ajuste de los parámetros de un modelo 
para hacer coincidir, lo más cerca posible, la respuesta de dicho modelo con el 
comportamiento observado (Gupta, et al., 2005). En la actualidad es común implementar 
métodos objetivos o automáticos para la estimación de parámetros en lugar de la forma 
manual y subjetiva o de ensayo-error. Tales métodos automáticos consisten en definir una 
medida matemática llamada función objetivo que es evaluada en un proceso de búsqueda 
iterativa (algoritmo de optimización), de tal forma que se localice el valor óptimo de dicha 
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función, encontrando el mejor ajuste entre los datos medidos y los simulados (Gupta, et al., 
2005).  
 
Con la llegada de los computadores digitales se empezaron a implementar técnicas de 
búsqueda global, sustituyendo a aquellas basadas en búsquedas de extremos locales 
(directos y tipo gradiente como Simplex, Mínimos Cuadrados No lineales, Newton 
modificado, entre otros). Dentro de los algoritmos más relevantes se encuentra una 
disciplina que conforma la computación evolutiva, de la cual se destacan las llamadas 
“estrategias de búsqueda basadas en población-evolución” (Madsen y Jacobsen, 2001) tales 
como los Algoritmos Genéticos (Wang, 1991, 1997) y el SCE-UA Shuffled Complex Evolution 
(Duan et al., 1992, 1993, 1994). El SCE-UA ha sido extensamente probado en muchos 
problemas de optimización y calibración de modelos hidrológicos, encontrando resultados 
satisfactorios (Dakhlaoui et al., 2012). No obstante, dicha técnica presenta algunas 
limitaciones en cuanto a la definición a priori de algunos parámetros propios del algoritmo 
de búsqueda. Es importante mencionar que han surgido propuestas alternativas e 
interesantes como el algoritmo Adaptative Cluster Covering ACCO (Solomatine, 1999) y se 
han desarrollado herramientas como GLOBE (Solomatine, 1999) que aplican varios 
algoritmos de computación evolutiva a problemas de optimización. 
 
A pesar del avance en el desarrollo de las técnicas mencionadas, es común encontrar varias 
combinaciones de parámetros calibrados que generan prácticamente la misma respuesta en 
el modelo y que conforman la solución óptima, lo cual se denomina como equifinalidad 
(Beven, 1993, 2006), fenómeno que afecta sustancialmente la representatividad física y la 
certidumbre de los parámetros óptimos sobre el sistema modelado. Esto es aún más 
apreciable en modelos que presentan gran cantidad de parámetros, ya que es muy probable 
su interdependencia. Ante este problema, se han buscado varias soluciones, como 
implementar estructuras de modelos más sencillas y se han desarrollado técnicas para el 
análisis de la sensibilidad e incertidumbre paramétrica, surgiendo aproximaciones teóricas 
como el Análisis de Sensibilidad Regional RSA (Spear y Hornberger, 1980), el cual evalúa la 
sensibilidad de la salida del modelo a cambios en los parámetros sin referirse a un punto 
específico del espacio paramétrico. Ejemplos de técnicas basadas en RSA son la metodología 
GLUE Generalized Likelihood Uncertainty Estimation (Beven y Binley, 1992), el Análisis 
Dinámico de Indentificabilidad DYNIA (Wagener et al. 2003), PIMLI (Vrugt et al. 2002), el 
método Bayesiano explícito (Kuczera y Mroczkowski, 1998), la Estimación Recursiva 
Bayesiana BaRE (Thiemann et al., 2001), el método Shuffled Complex Evolution Metropolis 
SCEM-UA (Vrugt et al., 2003), entre otros; y extensiones y combinaciones de las anteriores 
(e.g. Martin y Ayesa, 2010; Jin et al., 2010; Blasone et al., 2008), resaltando el método 
Differential Evolution Adaptive Metropolis (DREAM, Vrugt et al., 2008; Vrugt et al., 2009a) y 
sus extensiones (Vrugt et al., 2013), el cual es considerado como una versión mejorada del 
SCEM-UA, ya que mantiene un balance y ergodicidad detallados que provee una estimación 
Bayesiana exacta de la incertidumbre (Vrugt et al., 2009b).  
 
Finalmente, otra forma es analizar y aprovechar mejor la información para el proceso de 
modelación, aplicando principalmente aproximaciones multiobjetivo, o mediante el 
procesamiento recursivo de datos, con técnicas como Filtro Kalman y sus extensiones (e.g. 
Kitanidis y Bras, 1980a,b; Beck, 1987), PIMLI, DYNIA, BaRE2 (Misirli, 2003 citado por Gupta 
et al., 2005), GLUE, aplicación de Funciones de Transferencia con parámetros variables en el 
tiempo identificados con técnicas tipo Variable Instrumental (Young, 2011), entre otros.  
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Las técnicas anteriores constituyen aproximaciones para determinar la incertidumbre en el 
modelo proveniente de sus parámetros, estructura o datos. Igualmente se han desarrollado 
otras técnicas, como las no basadas en simulaciones de Monte Carlo, para el análisis de 
incertidumbre y sensibilidad paramétrica (e.g. Mishra, 2009). Para aplicar algunas de las 
anteriores técnicas, se han desarrollado herramientas tales como MCAT (Wagener et al., 
2004), la cual incluye las metodologías GLUE y DYNIA. Aparte de estas, existen otras opciones 
muy útiles y que tienen precedentes inclusive en modelos de calidad del agua en estado 
estable (e.g. Rode y Suhr, 2005) como PEST Parameter Estimation Program (Doherty y 
Johnston, 2003) y NLFIT (Kuczera, 1994).  
 
En cuanto a la aplicación en modelos de calidad del agua, se sabe que estos presentan un 
mayor grado de complejidad con respecto a los modelos hidrológicos, ya que deben utilizar 
múltiples señales, en donde estrictos análisis multicriterio, tales como la optimización de 
Pareto, no son aplicables de forma práctica en determinados casos. Una agregación de 
funciones objetivo que representen los errores de las distintas señales de salida es, por lo 
tanto, necesaria (van Griensven y Bauwens, 2003; McIntyre et al., 2003). La implementación 
de este enfoque particular en problemas de modelación de la calidad del agua (e.g. van 
Griensven y Bauwens, 2003), junto a sus resultados y discusiones, han ayudado a orientar los 
esfuerzos de investigación en el tema, haciendo especial énfasis en la definición apropiada de 
esquemas de monitoreo y recolección de datos (LoBuglio et al, 2007; Rode et al., 2007; 
McIntyre et al., 2004), considerando de antemano la limitada disponibilidad de información y 
que se debe propender por su máximo aprovechamiento. 
1.2 Justificación 
En Colombia, cerca del 90% de los vertimientos domésticos e industriales llegan sin ningún 
tipo de tratamiento a los cuerpos de agua superficiales (Camacho, 2006). Este hecho ha 
generado una problemática ambiental asociada a la calidad del agua que ha tenido 
implicaciones negativas sobre la salud pública, la disponibilidad y manejo del recurso hídrico, 
entre otros; motivando la formulación de proyectos de infraestructura, de medidas no 
estructurales que ayuden a lograr estándares admisibles y de políticas para la gestión del 
agua que regulen su disponibilidad, uso, demanda y aprovechamiento. Como parte de esos 
mecanismos, el gobierno colombiano ha formulado la Política Nacional para la Gestión 
Integral del Recurso Hídrico (MAVDT, 2010); bajo este marco se está desarrollando la 
normatividad que regula la calidad ambiental de los cursos de agua y de las aguas residuales 
que se vierten a estos cuerpos. Para implementar o gestionar diversos mecanismos de 
intervención, se requieren sistemas de soporte a decisiones (DSS, por sus siglas en inglés) 
que ayuden a la planeación, diseño, operación y evaluación de distintos escenarios de 
saneamiento, control y regulación. Como elementos de núcleo para los DSS, se necesitan 
modelos que sean capaces de analizar la variabilidad espacial y temporal del fenómeno, que 
representen procesos físicos integrados y que a su vez permitan analizar problemáticas 
desde una perspectiva ecológica y socioeconómica (Jonoski, 2005). Actualmente se cuenta 
con modelos integrados de calidad del agua cuyo marco jerárquico se ajusta a las 
características anteriores. No obstante, es necesario que la capacidad predictiva de dichos 
modelos sea analizada y mejorada bajo un estricto marco de modelación, aprovechando, 
entre otros, los avances alcanzados en optimización global y análisis de incertidumbre, lo 
cual es el objeto final de esta investigación. 
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Dentro de los avances más importantes con relación al marco de modelación en modelos 
hidrológicos, en primer lugar se tiene el desarrollo de nuevos métodos y herramientas de 
optimización global para la obtención de parámetros efectivos de calibración basados, entre 
otros, en computación evolutiva (con aplicaciones de redes neuronales artificiales, lógica 
difusa, algoritmos genéticos) y análisis multiobjetivo. En segundo lugar, se tiene el desarrollo 
de técnicas para el análisis de incertidumbre, ya sea asociada a los parámetros, al modelo o a 
los datos. No obstante, es pertinente y necesario hacer mayores búsquedas alrededor del 
análisis preliminar de la información disponible que permita formular estrategias más 
convenientes para el manejo de los datos y que considere criterios adicionales que influyen 
drásticamente en la naturaleza de estos como los usos de suelo, similitud geomorfológica, 
tipo de vertimientos, etc.; que, junto a los dos primeros puntos, orienten hacia un 
mejoramiento de la capacidad predictiva de los modelos disponibles. 
 
El inconveniente más frecuente en la modelación de la calidad del agua es la cantidad 
limitada de información disponible y la imposibilidad de adquirir información abundante en 
campo por los altos costos asociados a ello (LoBuglio et al, 2007). Pese a esta dificultad, es 
ineludible la obligación de dar respuestas técnicamente confiables orientadas al apropiado 
manejo del recurso hídrico, que implican un costo social y económico importante. La 
cantidad de datos no debe ser un obstáculo para la obtención de modelos confiables para la 
toma de decisiones, sabiendo de primera mano que la escasez de información es fuente 
probable de incertidumbre. Afrontar este problema exige inicialmente aunar esfuerzos de 
investigación en dos sentidos: en la correcta recolección de datos suficientes maximizando la 
calidad de los mismos (que no implica que sean abundantes) para la calibración y validación 
del modelo seleccionado, y en el máximo aprovechamiento de la información disponible y 
recolectada. El éxito de los resultados de modelación obtenidos será evaluado según la 
capacidad predictiva que se logre dentro del marco de modelación empleado, es decir, en el 
grado de confiabilidad que se llegue a obtener en los parámetros estimados para el modelo y, 
eventualmente, en los datos obtenidos y en el modelo utilizado. 
 
Para el caso específico del río Bogotá, del cual ya se dispone de información base para 
emplear un modelo dinámico de calidad del agua (UNAL-EAAB, 2011; Camacho et al., 2012), 
el problema consiste en determinar cómo se puede mejorar su capacidad predictiva al aplicar 
algunas de las técnicas existentes de calibración y de análisis de incertidumbre mencionadas 
anteriormente, reconociendo las limitaciones que implican los datos disponibles, el modelo 
seleccionado y las técnicas y metodologías aplicadas. 
1.3 Pregunta de investigación 
¿Con qué nivel de certidumbre se puede predecir la dinámica de la calidad del agua en el río 
Bogotá, utilizando técnicas de computación evolutiva, optimización multiobjetivo y 
procesamiento recursivo de datos aplicando el modelo ADZ-MDLC-QUASAR (Lees et al., 
1998; Camacho y Lees, 1999; Camacho 2000; Camacho et al., 2003; Camacho et al., 2012)? 
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1.4 Objetivos 
1.4.1 Objetivo general 
Evaluar el cambio en la capacidad predictiva de un modelo dinámico de calidad del agua, 
implementando varias metodologías de calibración objetiva basadas en computación 
evolutiva y técnicas de análisis de incertidumbre, con énfasis en aproximaciones 
multicriterio y procesamiento recursivo de datos. 
1.4.2 Objetivos específicos 
1. Analizar detalladamente la estructura del modelo ADZ-MDLC-QUASAR (AMQQ, Ídem) y 
su relación con otras aproximaciones de modelación. 
2. Formular una función objetivo para optimización global que permita aprovechar 
convenientemente la información y obtener resultados de calibración satisfactorios. 
3. Aplicar y comparar varios métodos de calibración objetiva para el modelo dinámico de 
calidad del agua ADZ-MDLC-QUASAR (AMQQ, Ídem) utilizando técnicas de optimización 
global basadas en computación evolutiva, simulaciones de Monte Carlo y otras; a partir 
de herramientas existentes para ese propósito. 
4. Implementar una técnica de optimización global multiobjetivo basada en simulaciones de 
Monte Carlo para la calibración del modelo AMQQ. 
5. Estudiar y comparar el fenómeno de identificabilidad, sensibilidad e incertidumbre 
paramétrica en el modelo dinámico AMQQ, aplicando varias técnicas y metodologías 
existentes basadas en aproximaciones teóricas y procesamiento recursivo de datos. 
6. Proponer una metodología para la calibración de modelos dinámicos de calidad del agua 
y aplicarla con datos reales medidos sobre el río Bogotá. 
1.5 Protocolo de modelación 
El desarrollo del presente trabajo de investigación se ajustó al protocolo de modelación 
propuesto por el proyecto HarmoniQua (Refsgaard et al., 2005a; Scholten et al., 2007, http:// 
www.harmoniqua.org citados por Refsgaard et al., 2007) y se centró en los pasos 3 y 4. Dicho 
protocolo se ilustra de forma resumida en la Figura 1-1.  
 
En la etapa correspondiente a la preparación del modelo, y tal como lo sugiere Janssen y 
Heuberger (1995), se hizo énfasis en la selección del enfoque de modelación de la calidad del 
agua y en la descripción del modelo, estudiando su propósito, principios, procesos, 
componentes (i.e. parámetros, condiciones iniciales y de frontera, variables de estado, 
entradas y salidas), ecuaciones gobernantes, información técnica, estatus y documentación, 
así como su relación con otras aproximaciones. 
 
Por otra parte, mediante el uso de series generadas sintéticamente, se evaluó el desempeño 
de los códigos programados y de las técnicas de calibración empleadas. Lo anterior permitió 
analizar simultáneamente aspectos como la identificabilidad, sensibilidad e incertidumbre 
paramétricas, previo a la calibración con datos reales del río Bogotá. Este proceso se 
identifica en esta investigación como revisión exploratoria. 
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Figura 1-1: Protocolo de modelación. Modificado de Refsgaard et al. (2007) 
 
Para la calibración del modelo utilizando datos del río Bogotá se hizo la parametrización del 
modelo, esto es, la selección de los parámetros de calibración, basado en la revisión 
exploratoria hecha preliminarmente con datos sintéticos. La definición de los intervalos de 
variación de los parámetros de calibración se hizo a partir de la literatura (Bowie et al., 1985) 
y otros estudios realizados sobre la misma corriente (UNAL-EAAB, 2011; UNIANDES-EAAB, 
2002). También se estudiaron las medidas de ajuste (funciones objetivo) de acuerdo con la 
naturaleza del modelo dinámico, enfoque de calibración (i.e. objetivo simple, multiobjetivo) y 
uso de múltiples señales simuladas y observadas en uno o varios tramos sobre el río Bogotá 
con características similares de calidad del agua, usos de suelo, tipo de vertimientos y 
geomorfología.  
 
A partir de la población generada mediante la exploración del espacio paramétrico realizada 
por cada técnica y enfoque de calibración estudiados (GLUE, Algoritmo Genético, Simulated 
Annealing, SCE-UA y SCEM-UA), se analizaron las distribuciones a posteriori obtenidas y las 
bandas de incertidumbre paramétrica, así como la comparación entre los resultados 
respectivos. También se aplicó la técnica de procesamiento recursivo de datos DYNIA en el 
modelo MDLC (Camacho y Lees, 1999). Con los productos generados, tanto en la revisión 
exploratoria como en el caso de estudio, se propuso una metodología de calibración ajustada 
a la modelación dinámica de calidad del agua. 
 
El modelo AMQQ, desarrollado originalmente en la plataforma Simulink, fue reprogramado 
en el código de MATLAB® (The MathWorks, 2009) para la construcción de una herramienta 
dirigida al usuario para la modelación dinámica de la calidad del agua y su articulación con 
las herramientas y algoritmos de calibración MCAT, SCE-UA, SCEM-UA, CAPTAIN Toolbox 
(Young et al., 2013) y Global Optimization Toolbox (The MathWorks, 2009) disponibles en el 
mismo lenguaje de programación. 
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1.6 Resumen del contenido 
En el capítulo 2 se hace un análisis comparativo entre el modelo ADZ con los modelos ADE y 
TS considerando transporte reactivo. El propósito de esto es demostrar la capacidad que 
tiene el modelo ADZ y la integración con la forma más sencilla del modelo QUASAR (Lees et 
al., 1998), de representar de manera casi idéntica el mismo fenómeno que los modelos ADE y 
TS para solutos no conservativos, siendo un modelo más parsimonioso, con parámetros 
medibles y observables y más sencillo en su formulación conceptual y solución numérica.  
 
En el capítulo 3 se presenta la descripción general del modelo integrado y dinámico de 
calidad del agua ADZ-MDLC-QUASAR (AMQQ). Este capítulo responde al análisis preliminar 
del modelo seleccionado (paso 3 del protocolo de modelación), con el fin de identificar las 
limitaciones que pueden afectar la capacidad predictiva del mismo. 
 
En los capítulos 4 y 5 se hace la descripción y aplicación de las técnicas de calibración –
basadas en computación evolutiva y optimización multiobjetivo– utilizadas en este trabajo de 
investigación empleando el modelo AMQQ con datos sintéticos. Se compara el desempeño de 
cada técnica con un marco de referencia basado en simulaciones de Monte Carlo. Así mismo, 
se presenta el análisis preliminar de identificabilidad, sensibilidad e incertidumbre 
paramétricas y se muestran los resultados de la aplicación del Análisis Dinámico de 
Identificabilidad (DYNIA) en el modelo MDLC (Camacho y Lees, 1999). 
 
En el capítulo 6 se hace una propuesta metodológica para la calibración de modelos 
dinámicos de calidad del agua utilizando las técnicas de calibración que mejores resultados 
presentaron, en términos de eficiencia y efectividad, en la revisión exploratoria de los 
capítulos 4 y 5, con el fin de aplicarla para el caso de estudio sobre el río Bogotá. Para su 
formulación se tuvieron en cuenta diferentes estrategias de calibración multiobjetivo con el 
fin de compararlas con la calibración simple utilizando funciones objetivo agregadas. En este 
mismo capítulo se hace la descripción de la zona de estudio, los tramos de modelación 
seleccionados y la información utilizada para la calibración utilizando datos reales en el río 
Bogotá. 
 
En el capítulo 7 se aplica la propuesta metodológica presentada en el capítulo 6. Allí se 
evalúan los resultados de calibración con relación al análisis de incertidumbre derivado de la 
exploración del espacio paramétrico y de la identificación de distribuciones de probabilidad 
marginales a posteriori. 
 
Finalmente, en el capítulo 8 se presentan las conclusiones y recomendaciones obtenidas a lo 
largo de este trabajo de investigación. 

  
 
2 Comparación entre modelos de transporte de 
solutos no conservativos 
La mayoría de los modelos de dominio público para la modelación unidimensional de la 
calidad del agua en corrientes y en conductos a presión, sean para estado estable o dinámico 
(e.g. WASP, HEC-RAS, QUAL2Kw, MIKE 11, EPANET) están todavía basados en la ecuación de 
advección-dispersión (ADE, Taylor, 1954). Esto ocurre a pesar de que varios investigadores 
en la mitad de la década de los 60’s (e.g. Thackston y Schnelle, 1970; Day, 1975) demostraron 
claramente que el modelo ADE no es el más adecuado para la representación del transporte 
unidimensional de solutos, particularmente en ríos, y que en las últimas 3 décadas se han 
investigado y presentado modelos alternativos unidimensionales de transporte que 
contemplan el efecto de zonas muertas, de almacenamiento o de mezcla activa, las cuales 
desempeñan un papel importante en el proceso de dispersión longitudinal (e.g. Transient 
Storage Model, TS, Bencala y Walters, 1983, Runkel y Chapra, 1993; Aggregated Dead Zone 
Model, ADZ, Beer y Young, 1983, Young y Wallis, 1993). 
 
El modelo TS, a pesar de representar de manera más adecuada los perfiles de tiempo 
medidos en corrientes naturales, es computacionalmente más exigente y depende de más 
parámetros que el ADE, algunos de los cuales son difícilmente medibles u observables. Para 
su estimación es habitual acudir a un proceso de calibración con datos medidos en campo a 
partir de ensayos con trazadores. Generalmente los parámetros son poco sensibles e 
identificables (i.e. interactúan entre sí), lo que limita la capacidad predictiva del modelo 
matemático (González, 2008; Camacho y Cantor, 2006). 
 
Beer y Young (1983), sin considerar la Ley de Fick en su formulación, propusieron un modelo 
capaz de describir adecuadamente los perfiles temporales medidos en términos de 
únicamente los efectos agregados de las zonas muertas. La estructura del modelo de zona 
muerta agregada ADZ fue obtenida a partir de análisis recursivos de series de tiempo 
utilizando datos de pruebas con trazadores y está definida por dos parámetros: el tiempo 
medio de viaje y el tiempo de retraso advectivo. Este último representa el fenómeno de 
advección, y la diferencia entre el primero y el segundo corresponde al tiempo de residencia 
del soluto en la zona muerta agregada, el cual incorpora el efecto dispersivo de dicha zona 
sobre el soluto. La zona muerta agregada está representada por una celda de mezcla 
completa; para considerar mecanismos de transporte de orden superior, se pueden 
considerar n celdas en serie. Una comparación de los dos modelos TS y ADZ utilizando datos 
de trazadores fue realizada por Lees et al. (2000) y una extensión a la modelación del 
transporte reactivo de solutos del modelo ADZ fue desarrollada por Young y Wallis (1993) y 
extendida por Lees et al. (1998) para ser acoplada con el modelo QUASAR (Whitehead, 
1997). 
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Se realizaron pruebas computacionales para 75 casos sintéticos diferentes con condiciones 
variadas de geometría, caudal y dispersión longitudinal para comparar la respuesta dinámica 
del modelo agregado ADZ con la de los modelos físicamente basados ADE y TS bajo flujo 
permanente. Se trató el caso particular de una sustancia no conservativa con reacción de 
primer orden. Para la aplicación de los tres modelos se consideraron condiciones de frontera 
similares. Los parámetros de transporte utilizados para la comparación de los modelos son 
equivalentes, garantizando la misma respuesta a la salida sin contemplar el decaimiento del 
soluto. Para este propósito se siguió un proceso de calibración utilizando el algoritmo SCE-
UA Shuffled Complex Evolution (Duan et al., 1992, 1993, 1994), y se utilizaron relaciones 
teóricas entre los modelos estudiados obtenidas por Lees et al. (2000) utilizando las 
expresiones encontradas por Schmid (2003). Finalmente, se realizó un análisis sencillo para 
comparar la respuesta de los modelos ADZ, TS y ADE con reacción en estado estable, para los 
casos particulares de mezcla completa, flujo a pistón y flujo mixto. La importancia de los 
resultados obtenidos radica en que se evidencia la capacidad que tiene un modelo agregado 
(basado en datos) de representar el mismo fenómeno simulado con un modelo físicamente 
basado partiendo de la equivalencia en el transporte conservativo. Las soluciones numéricas 
del modelo ADE y TS se realizaron con el modelo OTIS (One-dimensional transport with inflow 
and storage, Runkel, 1998). 
2.1 Ecuación de Advección-Dispersión-Reacción (ADE-R) 
La ecuación diferencial parcial de balance de masa, en forma unidimensional y en 
condiciones de flujo permanente, área transversal constante y reacción de primer orden, es la 
siguiente (Thomann y Mueller, 1987; Young y Wallis, 1993; Rutherford, 1994; Martin y 
McCutheon, 1998; Chin, 2013). 
 
2
2
c c c
u E kc
t x x
  
   
  
        [1]  
 
En la expresión [1], c es la concentración del soluto, t es el tiempo, u es la velocidad media en 
la sección transversal, x es la distancia, E es el coeficiente de dispersión longitudinal y k es la 
tasa de reacción de primer orden. La solución de la ecuación requiere especificar el valor de 
la concentración en la condición de frontera a la entrada y salida del tramo a modelar y la 
condición inicial de la concentración en las celdas o nodos de cálculo. 
 
La aplicación práctica de la ecuación [1] es válida cuando se alcanza una distribución 
homogénea de la concentración del soluto en la sección transversal, es decir, una vez ocurre 
mezcla completa. Aguas abajo de la longitud de mezcla, el modelo ADE describe una curva de 
concentración que desarrolla la forma de una distribución Gaussiana simétrica en la 
dirección de flujo y una ligeramente asimétrica a medida que pasa por una sección 
transversal particular del río (Blazkova et al., 2012). 
 
De acuerdo con la ecuación [1], la simulación unidimensional del transporte advectivo está 
basada en la velocidad media de la corriente. No obstante, existen gradientes de velocidad 
que ocurren a través de la sección transversal debido al efecto de los esfuerzos cortantes en 
las fronteras; claramente las distribuciones de velocidad en la vertical y en la horizontal no 
son uniformes. Si un trazador fuera inyectado en el río, su centroide se transportaría por 
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advección a una tasa de cambio igual a la velocidad media de la corriente; sin embargo, como 
resultado de la distribución no uniforme de velocidades, porciones del trazador se mueven 
más rápida o lentamente, dispersándose longitudinalmente. El coeficiente de dispersión 
longitudinal E considera este efecto. La dispersión debida al corte no es un mecanismo de 
mezcla por difusión, pero resulta de la reducción de un problema tridimensional a uno 
unidimensional; en un modelo tridimensional, el término de mezcla incluiría principalmente 
el efecto de la difusión turbulenta y molecular. En este sentido, la mezcla dispersiva resulta 
de dicho promediado y depende del grado de uniformidad de las distribuciones de velocidad. 
 
Para utilizar la ecuación [1] con el fin de predecir perfiles de concentración, se requiere la 
estimación del coeficiente de dispersión E, la velocidad media u y la tasa de reacción k. En la 
mayoría de los casos, u puede ser fácilmente medida o estimada de manera relativamente 
precisa a partir de aforos de caudal o por medio de la aplicación de modelos hidrodinámicos 
(ecuaciones de resistencia de flujo). Por el contrario, la determinación de E es relativamente 
difícil y no es posible medirlo de forma directa. Existen prácticamente cuatro formas de 
estimar dicho coeficiente: 1) tomando valores de la literatura para ríos o corrientes similares, 
2) utilizando una serie de ecuaciones empíricas y semiempíricas que relacionan de manera 
general el coeficiente de dispersión con esfuerzos de corte, 3) a través de ensayos con 
trazadores utilizando los momentos estadísticos de las curvas medidas y 4) calibrando 
directamente los parámetros de la ecuación [1] para solutos conservativos con mediciones 
hechas en campo.  
 
Análisis hechos por Taylor (1921) muestran que, una vez la nube de concentración de un 
soluto ha sido suficientemente difundida a lo largo de un campo de flujo turbulento, la 
varianza de la distribución espacial de concentración aumenta de manera directamente 
proporcional con el tiempo. La tasa de cambio de la varianza σx2 está relacionada con el 
coeficiente de dispersión así (Fischer et al., 1979): 
 
2
2x
d
E
dt

           [2] 
 
La ecuación [2] proporciona una base experimental para estimar el coeficiente de dispersión, 
aunque no es usual aplicarla; generalmente las mediciones de concentración son hechas con 
respecto al tiempo en sitios específicos y no en relación al espacio. No obstante, se han 
encontrado formas similares a dicha ecuación utilizando la varianza de los perfiles de 
concentración fijos en el espacio, que permiten obtener el coeficiente E a partir de ensayos 
con trazadores (Chatwin, 1971; Valentine y Wood, 1979; Nordin y Troutman, 1980): 
 
3
2( )
2 t
u d
E
dx
          [3] 
 
 2 22 2 1
2 12
u
E
t t
 


         [4] 
 
En las anteriores expresiones σ22, σ12,   ̅ y   ̅ son las varianzas centrales y centroides de los 
perfiles temporales de concentración en dos sitios de medición. Uno de los principales 
problemas de utilizar las ecuaciones [3] o [4] (método de momentos) para calcular E es que 
los perfiles medidos de concentración tienden a tener largas colas de bajas concentraciones, 
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lo cual significa que las varianzas calculadas son muy sensibles a los errores de medición en 
estas. 
 
Dadas las dificultades en obtener coeficientes de dispersión a partir de perfiles medidos de 
concentración, se han desarrollado expresiones teóricas y empíricas simples. De esta línea de 
investigación, se derivan los métodos de estimación basados en esfuerzos de corte y 
experimentos en campo y laboratorio (e.g. Elder, 1959; Fischer, 1967, 1968, 1973; Fischer et 
al., 1979; Jain, 1976; Liu, 1977; Kashefipour y Falconer, 2002). Una recopilación de las 
principales expresiones se puede encontrar en Wallis y Manson (2004). Las relaciones 
experimentales encontradas son de limitada aplicabilidad dada la sensibilidad del coeficiente 
de dispersión frente a la no uniformidad de las secciones transversales, el alineamiento del 
canal (e.g. meandros), la influencia de estructuras hidráulicas (e.g. remansos) y la existencia 
de corrientes secundarias de flujo. 
 
2 2
0.011
*
u B
E
Hu

         [5] 
 
En la ecuación [5], la cual fue propuesta por Fischer (1975) y Fischer et al. (1979), B es el 
ancho superficial de la sección transversal, H es la profundidad media (H=A/B, siendo A el 
área de la sección transversal) y u* es la velocidad de corte expresada como √   ⁄ , siendo    
el esfuerzo de corte en el fondo y   es la densidad del fluido, y que de manera aproximada se 
puede calcular como √     (suponiendo que el valor del radio hidráulico R es similar al de 
H), siendo g la aceleración gravitacional y So la pendiente longitudinal del tramo de canal. En 
dicha expresión, el valor de E es concordante en un factor de 4 con resultados obtenidos 
utilizando la expresión [4] para canales rectos y uniformes (Young y Wallis, 1993). 
 
A las dificultades de obtener el coeficiente de dispersión longitudinal del modelo ADE, se 
suma el hecho de que las condiciones de aplicación de la teoría Fickeana son difícilmente 
alcanzables (Chatwin, 1980; Day, 1975) y a que los perfiles temporales de concentración 
medidos, en los cuales hay un rápido ascenso del valor base al valor pico y un lento regreso a 
la concentración de fondo, son difícilmente representados por la solución numérica o 
analítica de la ecuación [1] para sustancias conservativas (k=0). 
 
Para la estimación de k se pueden utilizar métodos derivados de la teoría de la cinética de 
reacciones utilizando mediciones en diferentes tiempos obtenidas de un reactor individual 
(e.g. métodos integral, diferencial, de tasas iniciales, numéricos; ver Chapra, 1997) o 
utilizando mediciones longitudinales de concentración en una corriente superficial (Metcalf y 
Eddy, 2002; Bowie et al., 1985). Otra alternativa es el uso de expresiones empíricas obtenidas 
para sustancias específicas, la calibración directa de la ecuación [1] una vez conocidos los 
valores para los otros dos parámetros u y E, tomar valores de la literatura para ríos o 
corrientes similares, o utilizar la siguiente expresión a partir de datos de trazadores no 
conservativos, 
 
1
22 1
1
ln
M
k
Mt t
 
  
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         [6] 
 
Comparación entre modelos de transporte de solutos no conservativos 13 
 
0
T
M Q c dt            [7] 
 
siendo M1, M2,   ̅ y   ̅ las masas de trazador y centroides de los perfiles temporales de 
concentración en dos sitios de medición. La masa M se puede calcular para flujo permanente 
como el producto entre el caudal en la sección transversal y el área bajo la curva en el tiempo 
T del perfil temporal de concentración correspondiente (ver expresión [7]). 
2.2 Modelo de Almacenamiento Temporal con Reacción 
(TS-R) 
El modelo de Almacenamiento Temporal (Transient Storage, TS) fue introducido por Bencala 
y Walters (1983) para describir físicamente las largas colas de los perfiles de concentración 
observados en ensayos con trazadores en corrientes superficiales que el modelo ADE 
difícilmente puede simular. El modelo TS se conforma al formular ecuaciones de balance de 
masa para el canal principal y para la llamada “zona de almacenamiento”. El agua en la zona 
de almacenamiento se considera inmóvil en relación al agua que fluye por el canal principal. 
El intercambio del soluto entre el canal principal y la zona de almacenamiento se modela 
como un proceso de transferencia de masa de primer orden. Bajo condiciones de flujo 
permanente y área transversal constante en el canal principal, la ecuación de conservación 
de la masa para el canal principal y la zona de almacenamiento es: 
 
 
2
12 s
c c c
u E c c k c
t x x

  
 

  
 
       [8] 
 
  2
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s
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c c k c
dt A
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donde c es la concentración del soluto en la corriente, t es el tiempo, x es la distancia aguas 
abajo, u es la velocidad media en el canal principal, A es el área transversal promedio en el 
canal principal, E es el coeficiente de dispersión longitudinal, cs es la concentración en la zona 
de almacenamiento, α es el coeficiente de intercambio, k1 y k2 son las tasas de reacción de 
primer orden en el canal principal y en la zona de almacenamiento respectivamente, y As es el 
área transversal de la zona muerta. Las variables en las ecuaciones [8] y [9] son promedio en 
la sección transversal y las expresiones son válidas cuando el soluto está bien mezclado. La 
estimación de los parámetros del modelo para una sustancia conservativa (i.e. u, E, α y As) 
generalmente se hace a partir de la calibración directa de las ecuaciones [8] y [9] con datos 
de ensayos con trazadores, dada la imposibilidad de obtenerlos de forma directa. Una vez 
estimados dichos parámetros, se pueden obtener k1 y k2 utilizando las técnicas indicadas para 
k en la sección 2.1. 
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2.3 Modelo de Zona Muerta Agregada con Reacción (ADZ-
R) 
Siguiendo a Young y Wallis (1993) y Lees et al. (1998), la ecuación del modelo ADZ-R en 
forma continua es: 
 
 
1 k
in
r
dc
c t e c kc
dt T
              [10] 
 
donde c es la concentración del soluto, t es el tiempo, cin es la concentración en la condición 
de frontera a la entrada del tramo en el tiempo, τ es el tiempo de retraso advectivo, Tr es el 
tiempo de residencia del soluto en la zona muerta agregada y k es la tasa de reacción de 
primer orden. El tiempo de residencia    es la razón entre el volumen de la zona de mezcla 
activa (o de la zona muerta agregada)   y el caudal  que pasa por el canal.  
 
r
V
T
Q
           [11] 
    
El tiempo medio de viaje se define como el tiempo que tarda el soluto en ser conducido por 
advección y ser dispersado. También es la razón entre el volumen total del tramo    y el 
caudal  que conduce el canal. 
 
a
r
V
T
Q
t              [12] 
    
El parámetro más representativo del modelo ADZ es conocido como Fracción Dispersiva DF y 
corresponde a la razón entre el volumen de mezcla activa y el volumen total del tramo, o la 
razón entre el tiempo de residencia    y el tiempo medio de viaje. En otras palabras, DF 
representa la fracción del volumen total del tramo que se considera completamente 
mezclada, o la fracción del tiempo total en el cual el soluto es dispersado.  
 
1r
a
TV
DF
V t t

             [13] 
 
Conceptualmente, el modelo ADZ para una sustancia conservativa se puede representar 
como un canal lineal, asociado al fenómeno de advección, seguido de una celda de mezcla 
completa, que corresponde al efecto dispersivo de la zona muerta agregada (Figura 2-1).  
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Figura 2-1: Conceptualización del modelo ADZ para una sustancia conservativa 
 
Para representar de mejor manera los perfiles de concentración medidos en campo, se 
pueden utilizar n celdas idénticas en serie, lo cual es similar a considerar n elementos 
similares en serie en un mismo tramo de canal (Young y Wallis, 1993). En este caso, el tiempo 
medio de viaje es n veces la suma entre el tiempo de retraso advectivo   y el tiempo de 
residencia Tr de cada tramo; el tiempo de retraso advectivo total es n veces el   del tramo 
individual.  
 
 rt n T            [14] 
 
y por lo tanto la fracción dispersiva con n celdas en series es: 
 
1 r
n Tn
DF
t t
 
            [15] 
 
El tiempo medio de viaje entre dos puntos se representa gráficamente como la diferencia 
entre los centroides respecto al origen de la distribución temporal de un trazador en cada 
sitio de medición. El tiempo de retraso advectivo es la diferencia entre los tiempos en que 
inicia el aumento de concentración debido al paso del trazador en cada punto; para n celdas 
en serie, este último es     (ver Figura 2-1). La fracción dispersiva DF es un parámetro que 
describe adecuadamente los procesos de transporte en una corriente, ya que permite 
representar condiciones de advección pura (DF=0), dispersión pura (DF=1) y estados 
intermedios (ver Figura 2-2). 
 
Camacho y Lees (2000) proponen que DF se estime aproximadamente reemplazando el 
tiempo de retraso advectivo por el cociente entre la longitud y la velocidad máxima 
representativa del tramo (        ) y el tiempo medio de viaje por la relación entre la 
longitud y la velocidad media del flujo en el tramo ( ̅      , obteniendo la siguiente 
expresión a partir de la ecuación [13]: 
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1
max
u
DF
u
            [16] 
 
Resultados y análisis reportados por Young y Wallis (1986), Wallis et al. (1989), Young y 
Wallis (1993) y Camacho (2000) sugieren que, en ríos de planicie, la fracción dispersiva es 
constante para un amplio rango de caudales. Para ríos de montaña, a partir del análisis de 
resultados de 58 ensayos con trazadores, González (2008) indica que la fracción dispersiva 
presenta variaciones con el caudal de hasta un 22% (10% en promedio) en un mismo tramo; 
no obstante, propone un valor de DF = 0.272 ± 0.015 que puede ser tomado como opción 
preliminar para corrientes sin información. Así mismo, González (2008) demuestra que DF 
sólo es constante con el caudal en un canal o tubería uniforme, y que su magnitud depende 
del régimen de flujo (grado de turbulencia y entropía debidos al caudal y la rugosidad del 
contorno del conducto). 
 
 
 
Figura 2-2: Representación de los mecanismos de transporte de acuerdo con DF 
 
Para la estimación de los parámetros del modelo ADZ, concretamente para una sustancia 
conservativa, existen diversas alternativas. La más sencilla consiste en la identificación 
gráfica (o subjetiva) del tiempo de retraso advectivo   y el tiempo medio de viaje  ̅ a partir de 
las series de tiempo medidas de concentración (Figura 2-1; González, 2008; Lees y Camacho, 
1998; Wallis et al., 1989) lo cual supone por defecto un sólo elemento ADZ de primer orden 
(i.e. n=1). Otra opción consiste en identificar estadísticamente el orden y el tiempo de retraso 
a partir del análisis de las series de tiempo medidas, lo cual se hace aplicando el método de 
estimación e identificación iterativo-recursivo SRIV (Simplified Refined Instrumental Variable, 
Young, 1984; Young y Wallis, 1985) que implica la formulación discreta del modelo ADZ 
(Young y Wallis, 1993; Camacho, 1997, 2000; González, 2008); este método tiene la ventaja 
de seleccionar el modelo más parsimonioso (mínimo número de parámetros) que mejor 
representa los datos observados y simultáneamente da resultados sobre la incertidumbre 
asociada a la estimación de los parámetros del modelo al ser una aproximación estocástica. 
Finalmente, se puede hacer la calibración directa o determinística de los parámetros  ,  ̅ y n 
explorando el espacio paramétrico con la implementación de algoritmos de optimización y/o 
técnicas basadas en simulaciones de Monte Carlo. En la mayoría de los casos, los parámetros 
  y  ̅ son perfectamente sensibles e identificables.  
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Una descripción más completa y detallada del modelo ADZ para una sustancia conservativa, 
incluyendo su formulación en forma discreta y aplicación en sistemas de canales (e.g. 
configuraciones en serie y en paralelo), se puede encontrar en los trabajos realizados por 
Camacho (2000) y Young y Wallis (1993). 
2.4 Relación entre los modelos TS, ADE y ADZ 
Utilizando el método de igualación de momentos temporales de la respuesta de los modelos 
de transporte conservativo de solutos, Lees et al. (2000) establecieron relaciones 
matemáticas entre los parámetros de los modelos ADZ y TS. Para el modelo TS, estos autores 
utilizaron las relaciones explícitas de Czernuszenco y Rowinski (1997), quienes consideraron 
la condición de frontera definida por C(0,t)=A0(t), donde A0(t) es una distribución de tiempo-
concentración medida en la sección transversal en x=0. Más adelante Schmid (2003), 
utilizando la misma condición de frontera, llegó a expresiones diferentes que fueron 
confirmadas, por lo menos para los tres primeros momentos, por Veling (2005).  
 
Para comparar el desempeño entre los momentos temporales para el modelo TS presentados 
por Czernuszenco y Rowinski (1997) y los de Schmid (2003), se reprodujeron los resultados 
presentados por Lees et al. (2000) en donde se hace la comparación de los momentos 
temporales simulados por el modelo TS y ADZ contra las relaciones teóricas allí estudiadas. 
En dicha comparación se utilizaron los siguientes parámetros: E=0.1654 m2 s-1, As=0.4158 m2, 
α=0.0046 s-1 y A=1.015 m2 para el modelo TS y los equivalentes τ=160 s, n= 5 y Tr=128.45 s 
para el modelo ADZ en una longitud de 250 m. Los resultados gráficos se pueden observar en 
la Figura 2-3.  
 
 
 
Figura 2-3: Comparación entre las relaciones teóricas para los momentos temporales de 
los modelos TS y ADZ 
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Nótese que, gráficamente, los resultados utilizando las relaciones de Schmid (2003) se 
ajustan mejor que las de Czernuszenco y Rowinski (1997) al comportamiento longitudinal de 
los tres momentos temporales, particularmente para el tercer momento central (i.e. 
asimetría) y el coeficiente de asimetría. Aunque no se presentan en dicha figura los 
momentos obtenidos directamente de la simulación cada 50 m, de acuerdo con los resultados 
de Lees et al. (2000), dichos puntos se ajustan de forma casi perfecta a la curva teórica del 
modelo ADZ. 
 
De acuerdo con lo anterior, por lo tanto, se demuestra que las relaciones presentadas por 
Schmid (2003) son más apropiadas que las de Czernuszenco y Rowinski (1997) para la 
técnica de igualación de momentos presentada por Lees et al. (2000). Las relaciones 
indicadas por el primero son las siguientes: 
 
   0 (1 )
x
t x t
u
           [17] 
 
     
22 2
2
0 2 1t t
x E
x T
u u
   
 
     
 
      [18] 
 
       
2
32
2 4
0 6 2 1 2 1
x E E
g x g T T
u u u
   
 
        
 
    [19] 
 
El primer momento, i.e. el centroide, es con respecto al origen (ecuación [17]), mientras que 
el segundo, i.e. la varianza y el tercero, i.e. la asimetría, (ecuaciones [18] y [19], 
respectivamente) son centrales. En las ecuaciones anteriores las variables ε y T están dadas 
por las siguientes expresiones: 
 
sA
A
            [20] 
 
sAT
A


          [21] 
 
Anulando los términos que contienen los parámetros del modelo TS que consideran los 
efectos de las zonas muertas (i.e. ε=T=0), las ecuaciones para el modelo ADE derivadas de las 
expresiones[17] a la [19], dependen únicamente de los parámetros u y E y de la distancia x a 
la que se presenta la respuesta (Nordan y Troutman, 1980): 
 
   0
x
t x t
u
           [22] 
 
   2 2 20 2t t
x E
x
u u
            [23] 
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   
2
4
0 12
x E
g x g
u u
           [24] 
 
Siguiendo a Lees et al. (2000), los parámetros del modelo ADZ se pueden estimar de acuerdo 
con las siguientes ecuaciones: 
 
   
   2 2
01
 
2 0r t t
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 
  
 
        [25] 
 
   2 2
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x
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T
 
          [26] 
 
r
t
T
n
             [27] 
 
Utilizando las expresiones [17] a la [27] también es posible estimar los parámetros de los 
modelos ADE y TS conocidos  ̅, τ y n. Para el caso del modelo TS se tendría un sistema 
indeterminado de 3 ecuaciones con 4 incógnitas. La formulación de una ecuación adicional de 
momentos es de poca ayuda porque se parte del conocimiento de tres valores (Lees et al., 
2000), por lo que es necesario fijar uno de los parámetros del modelo TS, siendo el de la 
velocidad – o el área transversal promedio A dado un valor de caudal Q – el más conveniente 
dada la relativa facilidad de estimarla con mediciones directas.  
 
Más allá de que las relaciones permiten estimar los parámetros del modelo ADZ a partir de 
los modelos distribuidos ADE o TS o viceversa, estas dan pie a profundizar sobre el 
significado físico de los parámetros del modelo agregado a partir de los conceptos bajo los 
cuales fueron desarrollados los otros dos modelos de transporte de solutos. A partir de la 
ecuación [15] y de las expresiones [17] a la [27], se puede encontrar la siguiente relación 
para la fracción dispersiva: 
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    [28] 
 
Analizando la anterior ecuación, se puede demostrar que cuando el coeficiente de 
intercambio entre el canal principal y la zona muerta α adquiere un valor muy cercano a cero 
(i.e. T→∞), lo cual equivale a decir que el soluto atrapado en la zona muerta tarda mucho 
tiempo en salir de la misma y por lo tanto la cola de la curva tiempo-concentración medida 
aguas abajo se hace más larga, la fracción dispersiva adquiere un valor dado por la siguiente 
expresión: 
 
4
3 1
DF


 
  
 
         [29] 
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Esta relación indica que, bajo las condiciones mencionadas, la fracción dispersiva es función 
exclusivamente de la razón entre el área de la zona muerta agregada y el área transversal del 
canal principal. Como se mostrará más adelante, si bien la DF varía muy levemente con el 
caudal, a medida que α es más pequeño, dicha variación se hace menos evidente, hasta 
alcanzar el valor límite dado por la ecuación [29]. Este resultado puede explicar en parte lo 
reportado experimentalmente por algunos autores acerca de que en ríos de planicie la 
fracción dispersiva es constante para un amplio rango de caudales. 
 
Por otra parte, también es posible demostrar que cuando el área de la zona de 
almacenamiento es despreciable (i.e. As→0) o el coeficiente α es muy grande (i.e. α→∞) – lo 
que significa que el soluto que entra a la zona muerta regresa rápidamente al canal principal 
–, la fracción dispersiva adquiere un valor constante igual a 2/3, independientemente de las 
características geométricas del canal. Cualquiera de las dos condiciones anteriores equivalen 
a utilizar directamente el modelo ADE.  
 
De acuerdo con el resultado para DF constante e igual a 2/3 al relacionar los momentos 
temporales del modelo ADE con los del modelo ADZ, se puede hacer la calibración remota del 
modelo ADE a partir del modelo ADZ. Para ello, basta con definir para este último dos 
parámetros de calibración ( ̅ y n) y fijar el valor de DF en 2/3. Para obtener los valores de los 
parámetros del modelo ADE, se puede demostrar que: 
 
ADZu x t           [30] 
 
2
 
9 ADZ
u x
E
n

           [31] 
2.5 Metodología de comparación 
Se realizaron pruebas computacionales con señales de entrada generadas sintéticamente 
para comparar la respuesta dinámica de los modelos considerados bajo flujo permanente, de 
acuerdo con los siguientes pasos: 
 
1) En primer lugar se obtuvieron las soluciones con los modelos ADE y TS para transporte 
conservativo.  
2) Dado que los parámetros de transporte utilizados deben ser equivalentes para garantizar 
la misma respuesta a la salida, se estimaron los parámetros del modelo ADZ por medio de 
un proceso de calibración implementando el algoritmo SCE-UA el cual se explica en 
detalle en el siguiente capítulo. Se tomó como señal observada la respuesta de cada 
modelo distribuido. La función objetivo utilizada fue f (θ)=1-R2, siendo R2 el coeficiente de 
determinación de Nash-Sutcliffe y θ el set correspondiente de parámetros del modelo 
ADZ. Para implementar los modelos ADE y TS se utilizó el software OTIS (One-
dimensional Transport with Inflow and Storage, Runkel, 1998). El modelo ADZ se 
programó para la solución por convolución de su forma discreta para n celdas en serie 
(ver Anexo B) y se ejecutó en la plataforma MATLAB® (TheMathWorks, 2009).  
3) Una vez obtenidos los parámetros equivalentes de transporte conservativo  ̅, τ y n, se 
aplicaron los modelos considerando reacción de primer orden, utilizando el mismo valor 
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de k en cada uno. Para el modelo TS se tomaron valores iguales en el canal principal y en 
la zona muerta (i.e. k1=k2=k).  
4) Para evaluar el nivel de correspondencia entre los modelos de transporte reactivo, se 
calculó el    con las respuestas de los modelos. La comparación se hizo entre cada 
modelo físicamente basado y el modelo ADZ. 
 
Este procedimiento se realizó para cinco canales distintos (ver Tabla 2-1), manteniendo en 
todos los casos la misma señal de entrada y variando el caudal en una rango entre 10 y 400 
m3/s. 
 
Se obtuvieron señales de salida en tres puntos distintos (10, 50 y 90 km). A partir de las 
características hidráulicas de las secciones analizadas y considerando flujo uniforme, se 
calcularon los parámetros del modelo ADE (u y E). En cuanto a los parámetros adicionales del 
modelo TS, se asignó un valor constante para   igual a 0.001 s-1 y se tomó una relación 
ε=As/A =0.30. 
 
Tabla 2-1: Canales analizados para la comparación de los modelos ADE, TS y ADZ 
 
Canal L= 100 km       
Rectangular Ancho (m) Pendiente n-Manning   
1 25 0.0002 0.04   
2 25 0.0002 0.02   
3 25 0.002 0.02   
4 25 0.001 0.04   
Trapezoidal Ancho (m) Pend. Lat. Pendiente n-Manning 
5 25 1:1 0.0001 0.04 
 
Para el cálculo de la velocidad u y del coeficiente de dispersión longitudinal E para cada uno 
de los canales analizados, se supuso flujo uniforme. A partir de la ecuación de Manning se 
obtuvo la profundidad normal H correspondiente a cada caudal Q, y a partir de esta se 
determinó el valor de u como la velocidad media. Para el cálculo de la dispersión longitudinal 
E, se utilizó la expresión propuesta por Kashefipour y Falconer (2002): 
 
10.612
*
u
E Hu
u
 
  
 
        [32] 
 
Para garantizar la precisión y estabilidad numérica de la solución para los modelos ADE y TS 
con OTIS, se determinó el tamaño máximo de la malla computacional (i.e.    y   ) 
considerando los criterios de Peclet (Pe) y Courant (Cr): 
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           [33] 
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 
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         [34] 
 
Los resultados obtenidos con los parámetros calibrados se compararon con los 
correspondientes utilizando las relaciones propuestas por Lees et al. (2000) y Schmid 
(2003). Con estos últimos, también se hizo el análisis de la dependencia de la fracción 
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dispersiva con el caudal bajo diferentes condiciones hidráulicas y de transporte. Por otra 
parte, se efectuó un análisis teórico sencillo para comparar la respuesta de los modelos ADE, 
TS y ADZ en estado estable, para los casos particulares de mezcla completa, flujo a pistón y 
flujo mixto. 
2.6 Resultados de la comparación entre modelos 
2.6.1 Definición de las condiciones iniciales y de frontera, 
parámetros de los modelos y rangos de calibración 
El perfil de concentración a la entrada fue generado sintéticamente obedeciendo a una 
distribución tipo gamma (expresión [35]) con las siguientes características: tiempo al pico tp 
de 5 horas, concentración base co de 100 mg/l, concentración máxima cp de 1000 mg/l y 
coeficiente de asimetría γ de 1.15. Este perfil se generó para un intervalo de tiempo entre 0 y 
300 horas con un paso de tiempo de 0.5 horas. 
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En todos los casos, para la simulación de los modelos ADE y TS, la condición de frontera 
aguas abajo se definió como        . En la Tabla 2-2, Tabla 2-3 y Tabla 2-4 se presentan 
las profundidades normales, áreas, velocidades, coeficientes de dispersión, coeficientes   y 
áreas de la zona de almacenamiento asignados para cada tipo de canal bajo diferentes 
condiciones de caudal. 
 
Tabla 2-2: Profundidad normal y área transversal por tipo de canal (1 a 5) y caudal 
 
Caudal (m3/s) 
Profundidad normal (m) 
 
Área (m2) 
1 2 3 4 5 
 
1 2 3 4 5 
10 1.11 0.73 0.36 0.68 1.33 
 
27.86 18.17 9.00 16.97 35.06 
50 3.09 1.98 0.96 1.84 3.49 
 
77.24 49.48 24.09 46.10 99.45 
100 4.89 3.09 1.48 2.87 5.26 
 
122.32 77.24 37.06 71.84 159.03 
200 7.91 4.89 2.30 4.54 7.85 
 
197.63 122.32 57.47 113.46 257.90 
400 13.13 7.91 3.60 7.31 11.58 
 
328.13 197.63 90.10 182.64 423.77 
 
Tabla 2-3: Velocidad y coeficiente de dispersión por tipo de canal y caudal 
 
Caudal (m3/s) 
Velocidad (m/s) 
 
Coeficiente de dispersión (m2/s) 
1 2 3 4 5 
 
1 2 3 4 5 
10 0.36 0.55 1.11 0.59 0.29 
 
32.59 61.88 56.09 30.66 31.81 
50 0.65 1.01 2.08 1.08 0.50 
 
176.45 344.21 1013.37 382.71 160.00 
100 0.82 1.29 2.70 1.39 0.63 
 
354.20 705.82 2123.46 786.94 307.14 
200 1.01 1.64 3.48 1.76 0.78 
 
689.85 1416.80 4399.41 1585.92 570.92 
400 1.22 2.02 4.44 2.19 0.94 
 
1289.84 2759.42 8963.99 3105.98 1027.40 
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Tabla 2-4: Coeficiente   y área de la zona de almacenamiento por tipo de canal y caudal 
 
Caudal (m3/s) 
α (s-1) 
 
Área de la zona de almacenamiento (m2) 
1 2 3 4 5 
 
1 2 3 4 5 
10 0.001 0.001 0.001 0.001 0.001 
 
8.36 5.45 2.70 5.09 10.52 
50 0.001 0.001 0.001 0.001 0.001 
 
23.17 14.84 7.23 13.83 29.84 
100 0.001 0.001 0.001 0.001 0.001 
 
36.69 23.17 11.12 21.55 47.71 
200 0.001 0.001 0.001 0.001 0.001 
 
59.29 36.69 17.24 34.04 77.37 
400 0.001 0.001 0.001 0.001 0.001 
 
98.44 59.29 27.03 54.79 127.13 
 
Para la calibración del modelo ADZ utilizando las señales de entrada y salida de los modelos 
ADE y TS implementados con OTIS, se definieron como parámetros de calibración  ̅, DF y n. 
Para delimitar el rango de búsqueda del tiempo medio de viaje, primero se calculó el 
centroide temporal respecto al origen de la señal de concentración a la salida, y los límites 
inferior y superior se definieron como 0.1 y 1.3 veces dicho valor para cada modelo. El rango 
factible de DF se limitó entre 0 y 1, y el número de celdas en serie se seleccionó entre 1 y 
1000. En total se calibraron 75 respuestas diferentes de cada modelo distribuido. 
2.6.2 Parámetros del modelo ADZ obtenidos a partir de los modelos 
ADE y TS 
En la Figura 2-4 y en la Figura 2-5 se presentan ejemplos de los excelentes resultados de 
calibración para el canal 2 y 3 con un caudal de 10 m3/s y 100 m3/s, a partir de los modelos 
ADE y TS, respectivamente. En la Tabla 2-5 y en la Tabla 2-6 se muestran los parámetros 
calibrados de los resultados de ambos modelos, para los canales mencionados bajo las 
condiciones de caudal respectivas, donde claramente se evidencia que el modelo ADZ 
reproduce prácticamente las mismas respuestas de los modelos ADE y TS considerando 
transporte conservativo siguiendo la metodología de calibración descrita. 
 
  
 
Figura 2-4: Resultados de calibración entre modelos ADZ y ADE a 10, 50 y 90 km para los 
canales 2 (izquierda) y 3 (derecha) a 10 y 100 m3/s 
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Figura 2-5: Resultados de calibración entre modelos ADZ y TS a 10, 50 y 90 km para los 
canales 2 (izquierda) y 3 (derecha) a 10 y 100 m3/s 
 
Tabla 2-5: Resultados de calibración con los modelos ADZ y ADE para los canales 2 y 3 
 
Canal Caudal (m3s-1) Longitud (km)  ̅ (hr) DF n   (hr) Tr (hr) R2 
2 10 
10.0 4.767 0.22 12.68 0.294 0.082 0.99991 
50.0 24.958 0.23 637.18 0.030 0.009 0.99981 
89.8 45.291 0.22 367.25 0.096 0.027 0.99976 
3 100 
8.6 0.916 0.00 1.91 0.480 0.000 0.99514 
49.2 4.577 0.34 494.55 0.006 0.003 0.99977 
89.8 8.885 0.37 609.05 0.009 0.005 0.99976 
 
Tabla 2-6: Resultados de calibración con los modelos ADZ y TS para los canales 2 y 3 
 
Canal Caudal (m3s-1) Longitud (km)  ̅ (hr) DF n   (hr) Tr (hr) R2 
2 10 
10.0 6.073 0.42 999.99 0.004 0.003 0.99997 
50.0 32.523 0.36 422.48 0.049 0.028 0.99990 
89.8 58.874 0.33 323.17 0.122 0.060 0.99984 
3 100 
8.6 1.017 0.17 1.00 0.845 0.172 0.99844 
49.2 6.148 0.50 464.52 0.007 0.007 0.99979 
89.8 11.601 0.52 1000.00 0.006 0.006 0.99997 
2.6.3 Comparación entre los modelos de transporte reactivo 
utilizando los parámetros ADZ calibrados 
Una vez obtenidos los parámetros equivalentes por calibración de transporte conservativo, 
se aplicaron los modelos considerando reacción de primer orden con una constante de 0.5 d -1 
en los mismos canales antes definidos. Para los modelos ADE y TS se utilizó el modelo OTIS, y 
para el modelo ADZ se empleó el código elaborado en MATLAB®. Las condiciones iniciales se 
tomaron como los valores en estado estable para un pulso con el valor base de la serie de 
tiempo de entrada, calculados a partir de la formulación de cada modelo; esto se presenta en 
detalle más adelante en el análisis teórico de los modelos en estado estable. En la Figura 2-6 y 
la Figura 2-7 se muestra la comparación de la respuesta para los modelos ADE-R y ADZ-R y 
TS-R y ADZ-R, respectivamente, bajo las condiciones indicadas y en la Tabla 2-7 y en la Tabla 
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2-8 se indica el coeficiente de Nash-Sutcliffe, R2, obtenido en dicha comparación, en relación 
con los valores logrados durante la etapa de calibración. 
 
Figura 2-6: Resultados de comparación entre los modelos ADZ-R y ADE-R a 10, 50 y 90 
km para los canales 2 (izquierda) y 3 (derecha) a 10 y 100 m3/s 
 
 
Figura 2-7: Resultados de comparación entre los modelos ADZ-R y TS-R a 10, 50 y 90 km 
para los canales 2 (izquierda) y 3 (derecha) a 10 y 100 m3/s 
 
Tabla 2-7: Resultados de comparación para los canales 2 y 3 utilizando el modelo ADE-R 
Canal Caudal (m3s-1) Longitud (km) R2Calibración R2Comparación Diferencia relativa entre R2 
2 10 
10.0 0.99991 0.99981 -0.0101% 
50.0 0.99981 0.99945 -0.0364% 
89.8 0.99976 0.99887 -0.0891% 
3 100 
8.6 0.99514 0.99501 -0.0128% 
49.2 0.99977 0.99930 -0.0469% 
89.8 0.99976 0.99957 -0.0198% 
 
Tabla 2-8: Resultados de comparación para los canales 2 y 3 utilizando el modelo TS-R 
Canal Caudal (m3s-1) Longitud (km) R2Calibración R2Comparación Diferencia relativa entre R2 
2 10 
10.0 0.99997 0.99965 -0.0322% 
50.0 0.99990 0.99858 -0.1320% 
89.8 0.99984 0.99672 -0.3117% 
3 100 
8.6 0.99844 0.99822 -0.0219% 
49.2 0.99979 0.99917 -0.0614% 
89.8 0.99997 0.99938 -0.0595% 
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2.6.4 Comparación entre los modelos de transporte reactivo 
utilizando los parámetros ADZ estimados a partir de los 
modelos ADE y TS 
En la Tabla 2-9 y en la Tabla 2-10 se muestran los valores de los parámetros de transporte 
equivalentes implementando la técnica de igualación de momentos temporales indicada por 
Lees et al. (2000) y utilizando las ecuaciones obtenidas por Schmid (2003) para el modelo TS. 
En la Figura 2-8 y en la Figura 2-9 se presenta la comparación gráfica entre los resultados del 
modelo ADE y el ADZ con los parámetros calibrados y con los estimados utilizando las 
expresiones [17] a la [27] para cada modelo distribuido. 
 
Figura 2-8: Comparación entre las respuestas del modelo ADZ-R con parámetros 
calibrados y estimados con las relaciones dadas por Lees et al. (2000) y el modelo ADE 
 
 
Figura 2-9: Comparación entre las respuestas del modelo ADZ-R con parámetros 
calibrados y estimados con las relaciones dadas por Lees et al. (2000) y el modelo TS 
 
Tabla 2-9: Resultados de estimación de parámetros del ADZ a partir de las relaciones de 
Lees et al. (2000) y el modelo ADE 
Canal Caudal (m3 s-1) E (m2/s) A (m2) Longitud (km)  ̅ (hr) DF n   (hr) Tr (hr) R2 
2 10 
61.88 18.17 9.96 5.025 0.67 19.68 0.085 0.170 0.99984 
61.88 18.17 50.00 25.236 0.67 98.82 0.085 0.170 0.99983 
61.88 18.17 89.82 45.335 0.67 177.53 0.085 0.170 0.99984 
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Canal Caudal (m3 s-1) E (m2/s) A (m2) Longitud (km)  ̅ (hr) DF n   (hr) Tr (hr) R2 
3 100 
2123.46 37.06 8.59 0.885 0.67 2.43 0.122 0.243 0.99983 
2123.46 37.06 49.22 5.067 0.67 13.90 0.122 0.243 0.99983 
2123.46 37.06 89.84 9.249 0.67 25.37 0.122 0.243 0.99983 
 
Tabla 2-10: Resultados de estimación de parámetros del ADZ a partir de las relaciones de 
Lees et al. (2000) y el modelo TS 
 
Canal Caudal (m3 s-1) E (m2/s) A (m2) Longitud (km)  ̅ (hr) DF n   (hr) Tr (hr) R2 
2 10 
61.88 18.17 9.96 6.532 0.75 19.89 0.081 0.247 0.99983 
61.88 18.17 50.00 32.807 0.75 99.89 0.081 0.247 0.99984 
61.88 18.17 89.82 58.935 0.75 179.44 0.081 0.247 0.99993 
3 100 
2123.46 37.06 8.59 1.150 0.74 2.55 0.116 0.335 0.99982 
2123.46 37.06 49.22 6.587 0.74 14.60 0.116 0.335 0.99975 
2123.46 37.06 89.84 12.024 0.74 26.65 0.116 0.335 0.99974 
(*) En todos los casos α=0.001 y As=0.3A 
2.6.5 Soluciones para estado estable de los modelos ADE-R, TS-R y 
ADZ-R 
Mezcla completa 
 
Este modelo, que se aplica principalmente para modelar lagos y embalses suponiendo mezcla 
completa, se obtiene a partir del principio de conservación de la masa que para una sola 
celda es: 
 
in
dc
V Qc kVc Qc
dt
           [36] 
 
siendo   el volumen de la celda. Los términos, de izquierda a derecha, representan la tasa de 
cambio de la masa en la celda, la masa por unidad de tiempo que entra, la masa pérdida por 
reacción por unidad de tiempo y la masa por unidad de tiempo que sale, respectivamente. 
Para estado estable,      =0, y sabiendo que       , se obtiene: 
 
1
in
r
c
c
kT


          [37] 
 
Aunque no se trata propiamente de un sistema completamente mezclado, también se puede 
hacer un análisis equivalente al anterior para el modelo TS, el cual básicamente consiste de 
dos celdas acopladas, una de las cuales corresponde a la zona de almacenamiento transitorio. 
Manteniendo los supuestos del modelo TS sin considerar advección ni dispersión en la celda 
principal, se obtiene el siguiente par de ecuaciones para dos celdas completamente 
mezcladas y acopladas mediante una transferencia de masa de primer orden: 
 
  1in s
dc
V Qc Qc c c V k Vc
dt
           [38] 
 
28 Análisis de la capacidad predictiva de un modelo dinámico de calidad del agua 
aplicando técnicas de computación evolutiva, optimización multiobjetivo y 
procesamiento recursivo de datos 
 
  2
s
s s s s s
dc A
V c c V k V c
dt As
          [39] 
 
Las variables en las ecuaciones [38] y [39] corresponden a las de las ecuaciones [8] y [9]. 
Resolviendo para estado estable, se obtiene para la concentración de la celda principal: 
1 1
in
ts
r
c
c
k T


          [40] 
 
Nótese que la ecuación [40] tiene la misma estructura que la ecuación [37], con la diferencia 
de que el tiempo de residencia ahora considera el efecto adicional dado por la reacción en la 
zona de almacenamiento y que está dado por: 
 
 
 
2 1
2
1
1
ts
r r
k k
T T
k T
 
  
 
        [41] 
 
siendo ε y T definidos por las expresiones [20] y [21]. Nótese que si la reacción es cero en la 
zona de almacenamiento, la ecuación [40] sería la misma expresión [37]. 
 
Por otro lado, el modelo ADZ-R para estado estable quedaría de la siguiente forma 
despejando c de la ecuación [10]: 
 
1
k
in
r
e
c c
kT
 
  
 
         [42] 
 
Para mezcla completa, DF=1, lo cual significa que  =0 (ver ecuación [13]), por lo tanto la 
expresión [42] queda idéntica a la expresión [37]. 
 
Flujo a pistón 
 
En este modelo el mecanismo de transporte dominante es la advección, considerando un 
efecto nulo de la dispersión. En este orden de ideas, a partir de la expresión [1], considerando 
estado estable y resolviendo para la condición de contorno       para  =0, sabiendo que 
 ̅      para flujo a pistón, se logra: 
 
kt
inc c e
           [43] 
 
Resolviendo de manera similar para el modelo TS-R a partir de las expresiones [8] y [9] 
anulando el término que contiene a E, se obtiene la siguiente expresión para c: 
 
1 ts
in
k t
c c e
           [44] 
 
Nótese que la ecuación [44] tiene la misma estructura que la ecuación [43], con la diferencia 
de que el tiempo medio de viaje ahora considera el efecto adicional dado por la reacción en la 
zona de almacenamiento y que está dado por: 
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 
 
2 1
2
1
1
ts
k k
t t
k T
 
  
 
         [45] 
 
Nótese que si la reacción es cero en la zona de almacenamiento, la ecuación [44] sería la 
misma expresión [43]. 
 
Para el caso del modelo ADZ-R en estado estable, cuando se trata de flujo a pistón,   =0, por 
lo que     , que es lo mismo que  ̅   . En este orden de ideas, la expresión [42] queda: 
 
k
inc c e
           [46] 
 
Que es la misma expresión [43] si se considera que  ̅   . 
 
Flujo mixto 
 
En este tipo de flujo se consideran los efectos de los mecanismos de advección y dispersión. 
Para estado estable, la ecuación (derivada del modelo ADE-R) es: 
 
2
2
0
c c
u E kc
x x
 
   
 
         
 
Asumiendo una solución de la forma: 
 
xc e  
 
Se obtiene la ecuación característica: 
 
2 0E u k     
 
Cuya solución es: 
 
1
2
2
4
1 1  
2
u E k
E u


  
    
        [47] 
 
Por lo tanto, la solución general es de la forma: 
 
1 2x xc Ae Be
            [48] 
 
Siendo A y B constantes de integración definidas según las condiciones de frontera. Para la 
condición de frontera       para  =0, se tiene: 
 
inA B c            [49] 
 
Para la condición de frontera      =0 para    , se obtiene: 
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   1 21 2 0x xe A e B            [50] 
 
Resolviendo el sistema de ecuaciones [49] y [50], se obtienen los valores de las constantes de 
integración: 
 
2
2 1
2
2 1
L
in
L L
c e
A
e e

 

 


         [51]  
 
1
1 2
1
1
2
L
in
L L
c e
B
e e

 

 


         [52] 
   
En cuanto al modelo TS, la ecuación de balance de masa para el canal principal se puede 
expresar de la siguiente forma: 
 
2
'
2
0
c c
u E k c
x x
 
   
 
 
 
siendo 
 
 
 
2 1'
1
2
1
1
k k
k k
k T
 
  
 
         [53] 
 
Por lo tanto la solución de flujo mixto en estado estable para el modelo TS se puede obtener 
aplicando las mismas expresiones [47] a la [52] utilizadas para el modelo ADE, simplemente 
teniendo en cuenta el cambio de k por el k’ dado en la ecuación [53]. 
 
En cuanto a la respuesta para flujo mixto del modelo ADZ-R, la expresión [42] se puede 
generalizar con n celdas de mezcla completa en serie como: 
 
 1
k n
inn
r
e
c c
kT
  


         [54] 
 
Teniendo en cuenta que  rt n T  de acuerdo con Lees et al. (2000). 
2.6.6 Calibración del modelo ADZ con datos reales 
Se utilizaron los datos de trazadores bajo un caudal de 0.270 m3/s, medidos en un tramo de 
106 m de longitud del río Subachoque que se encuentra aproximadamente a 1.5 km aguas 
arriba del corregimiento de La Pradera, y que presenta una pendiente longitudinal 
pronunciada y formas del lecho caracterizadas por la presencia continua de cantos y bolos de 
hasta 1200 mm de diámetro (González, 2008). 
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Se consideraron tres casos de calibración del modelo ADZ utilizando la metodología GLUE, la 
cual es explicada con detalle en la sección 4.4.1. En todos ellos se utilizó como función 
objetivo el valor de 1 – R2, siendo este último el coeficiente de eficiencia de Nash-Sutcliffe. Los 
dos primeros casos consistieron en calibrar el modelo con n celdas en serie y con n=1, 
respectivamente. Lo anterior con el fin de evaluar el efecto sobre la identificabilidad e 
incertidumbre paramétricas del modelo ADZ al introducir explícitamente como parámetro de 
calibración el número de celdas en serie. El tercer caso consistió en la calibración remota del 
modelo ADE para evaluar el desempeño de los parámetros estimados utilizando las 
relaciones [30] y [31] con aquellos calibrados directamente solucionando numéricamente la 
ecuación [1] para transporte conservativo tomados de González (2008). En todos los casos se 
ejecutaron 10000 simulaciones. El rango de calibración para el tiempo medio de viaje se 
tomó entre 0.8 y 1.2 veces la diferencia entre los centroides de la señal medida a la salida y 
aquella medida a la entrada. El número de celdas se definió entre 1 y 10, y la DF entre 0.1 y 
0.5. Para el tercer caso, se fijó el valor de DF en 2/3 y se calibraron solo los otros dos 
parámetros; para n se definió un rango entre 0 y 30. En la Figura 2-10 se presentan los 
resultados considerando más de una celda en el modelo ADZ y en la Figura 2-11 se presentan 
los correspondientes para n=1.  
 
 
a) Gráfica de dispersión 
 
b) Bandas de incertidumbre con nivel de confianza del 90% 
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Figura 2-10: Identificabilidad e incertidumbre paramétricas del modelo ADZ considerando 
a n como parámetro de calibración 
 
a) Gráfica de dispersión 
 
c) Bandas de incertidumbre con nivel de confianza del 90% 
 
Figura 2-11: Identificabilidad e incertidumbre paramétricas del modelo ADZ considerando 
n =1 
 
De acuerdo con los resultados anteriores, al introducir a n como parámetro de calibración se 
pierde la identificabilidad de DF aunque la banda de confianza se hace más angosta 
comparado con el caso para n=1. Así mismo, se encuentra que el parámetro n no es 
identificable. Esto implicaría que existe interdependencia paramétrica entre DF y n. En la 
Tabla 2-11 se presentan los mejores resultados de calibración para los tres casos estudiados 
y en la Tabla 2-12 se indican los parámetros estimados del modelo ADE a partir del modelo 
ADZ, en comparación con los calibrados directamente en el caso 3.  
 
Tabla 2-11: Resultados de calibración del modelo ADZ para el río Subachoque 
 
Caso t (s) DF n R2 
1 517.03 0.23 1.00 0.9995 
2 511.11 0.29 1.42 0.9995 
3 509.57 0.67 10.29 0.9988 
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Tabla 2-12: Comparación de parámetros calibrados y estimados utilizando el modelo ADE 
para el río Subachoque 
 
Parámetros estimados ADE 
Q (m3 s-1) L (m) u (m s-1) A (m2) E (m2 s-1) R2 
0.270 106 0.208 1.30 0.48 0.9988 
Calibrados ADE (González, 2008) --> 1.34 0.55 0.9974 
 
El ajuste de la respuesta simulada por el modelo ADE utilizando los parámetros estimados a 
partir del modelo ADZ es igual que el encontrado para la mejor respuesta calibrada 
utilizando DF=2/3 (ver Figura 2-12) y mejor que la encontrada mediante la calibración 
directa del modelo ADE. No obstante lo anterior, los valores obtenidos de los parámetros son 
muy similares. 
 
 
 
Figura 2-12: Comparación mejor respuesta calibrada ADZ (caso 3) y simulación ADE 
2.7 Análisis de la comparación de modelos 
2.7.1 Calibración y comparación de modelos de transporte reactivo 
Para los 75 casos analizados se encontró un ajuste aceptable entre los modelos de transporte 
conservativo luego del proceso de calibración (R2 promedio de 0.9989 con el modelo ADE y 
de 0.9996 con el modelo TS). Dicho ajuste se modificó muy poco al implementar los modelos 
de transporte reactivo con la misma tasa de reacción de primer orden (disminución 
promedio de 0.099% con el modelo ADE y de 0.16% con el modelo TS). El rango de 
aplicación correspondió con situaciones de alta y baja dispersión (e.g. casos canales 2 y 3 
presentados, respectivamente). Los resultados permiten concluir que el parámetro k tiene 
exactamente el mismo significado físico y matemático en ambos modelos matemáticos 
analizados. La ventaja de esta verificación es que se pueden utilizar de manera confiable 
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aproximaciones que consideren relaciones y procesos más complejos (reaireación, oxidación, 
hidrólisis, adsorción, volatilización, sedimentación, etc.) basados en la aproximación de zona 
muerta agregada, que darán resultados muy similares a formulaciones basadas en la 
ecuación de advección-dispersión si se garantiza la equivalencia en los parámetros de 
transporte conservativo. 
 
También se encontraron excelentes resultados utilizando directamente las relaciones 
matemáticas entre los parámetros de los modelos ADE y TS y los del ADZ. La diferencia 
promedio en los valores de R2 obtenidos en relación con los de calibración directa fue de 
0.16% con el modelo ADE y de 0.096% con el modelo TS. Lo anterior significa que la técnica 
de igualación de momentos temporales propuesta por Lees et al. (2000), utilizando las 
relaciones de Schmid (2003) para los momentos temporales de la respuesta del modelo TS, 
permite estimar de manera directa los parámetros del modelo ADZ que mejor representan la 
respuesta simulada por los modelos ADE y TS, sin necesidad de acudir a la calibración directa 
que es mucho más exigente computacionalmente. Otra de las ventajas adicionales que 
presenta la estimación de los parámetros del modelo ADZ utilizando esta aproximación, es 
que al aplicar la tasa de reacción de primer orden, se evidenció de manera generalizada un 
leve aumento en el R2 (al contrario de lo observado con la calibración directa) en promedio 
de 0.003% con ambos modelos ADE y TS. 
 
Lo anterior responde en parte a la sensibilidad de la solución del modelo ADZ-R por 
convolución al tamaño de paso de tiempo (dt), ya que la respuesta de pulso unitario depende 
explícitamente de este y se vuelve independiente o insensible para valores muy pequeños del 
mismo. Entre más pequeño sea dt, más exigente computacionalmente se vuelve la solución 
numérica. En consecuencia, valores diferentes de dt arrojarán valores diferentes de los 
parámetros de calibración  ̅, n y τ. Para este trabajo de investigación, y con el fin de 
comprobar el desempeño de las relaciones matemáticas, se definió un dt de 0.2 hr por ensayo 
y error hasta observar baja sensibilidad de la respuesta del modelo al cambio del paso de 
tiempo. Para la calibración directa, el dt fue igual al definido para la generación sintética de la 
condición de frontera a la entrada del tramo (i.e. 0.5 hr). 
 
En términos del análisis de la propagación de la incertidumbre, como el presentado 
recientemente para el modelo ADZ para diferentes condiciones de flujo por Romanowicz et 
al. (2013), resulta mucho más conveniente el uso de relaciones matemáticas explícitas como 
las obtenidas por la técnica de igualación de momentos temporales. 
 
El valor de DF encontrado para los 75 casos analizados con las relaciones matemáticas entre 
los parámetros de transporte conservativo, particularmente para el modelo ADE, fue igual a 
0.67 (i.e. 2/3), lo cual se había demostrado en la sección 2.4. En cuanto a los DF encontrados 
con el modelo TS, se observó un rango entre 0.61 y 0.75 que responde a la forma 
acampanada de las respuestas simuladas. En cuanto a los valores de n, se observó que estos 
aumentan proporcionalmente con la distancia, lo que permitiría confirmar la noción de 
subtramos en serie explicada en la sección 2.3. Por el contrario, los valores de DF 
encontrados por calibración, estuvieron en casi todo el rango entre 0 y 1, al igual que para n 
en un rango entre 0 y 1000, con el agravante para este último de no presentar relación 
alguna y consistente con la distancia. Esto evidenciaría la interdependencia paramétrica 
entre DF y n, lo cual afecta directamente la identificabilidad paramétrica en el proceso de 
calibración del modelo ADZ considerando n celdas en serie (ver Figura 2-10).  
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Figura 2-13: Ajuste entre tiempos medios de viaje calibrados y estimados con 
a) modelo ADE, b) modelo TS 
 
En cuanto al tiempo medio de viaje estimado mediante la calibración directa y el uso de las 
relaciones matemáticas, se encontró un ajuste directo y consistente en magnitud, 
representado en la Figura 2-13. Lo anterior permite afirmar la validez de expresar el tiempo 
medio de viaje aproximadamente como la distancia dividida entre la velocidad media del 
tramo. De acuerdo con las rectas de mejor ajuste, el tiempo medio de viaje estimado en 
ambos modelos es del orden de 0.3 hr mayor que el tiempo medio calibrado, que se podría 
explicar por la sensibilidad de la respuesta al valor de dt y el efecto del grado de libertad 
adicional dado por n. Lo anterior evidencia la buena identificabilidad de dicho parámetro de 
calibración (ver Figura 2-10). 
 
En la Tabla 2-13 y en la Tabla 2-14 se presenta un resumen para el ajuste obtenido durante la 
calibración y comparación entre las respuestas a partir de los modelos ADE y TS, 
respectivamente. 
 
Tabla 2-13: Resumen de resultados de calibración y comparación a partir del modelo ADE 
 
Valor Modo conservativo Modo no conservativo Dif. sin y con reacción 
  R2 Calibrado R2 Estimado Diferencia R2 Calibrado R2 Estimado Diferencia Calibrado Estimado 
Mínimo 0.96074 0.99598 0.002% 0.96057 0.99599 0.000% 0.002% 0.000% 
Promedio 0.99891 0.99930 0.159% 0.99791 0.99933 0.167% 0.099% 0.003% 
Máximo 1.00000 0.99992 3.913% 0.99994 0.99995 3.931% 0.583% 0.012% 
 
Tabla 2-14: Resumen de resultados de calibración y comparación a partir del modelo TS 
 
Valor Modo conservativo Modo no conservativo Dif. sin y con reacción 
  R2 Calibrado R2 Estimado Diferencia R2 Calibrado R2 Estimado Diferencia Calibrado Estimado 
Mínimo 0.98658 0.99609 0.003% 0.98633 0.99605 0.002% 0.000% 0.000% 
Promedio 0.99962 0.99926 0.096% 0.99801 0.99929 0.159% 0.161% 0.003% 
Máximo 1.00000 0.99997 1.330% 0.99990 0.99999 1.355% 0.900% 0.012% 
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y = 0.998*x + 0.363
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2.7.2 Soluciones para estado estable 
Young y Wallis (1993) muestran que el modelo ADZ se obtiene a partir del principio de 
conservación de la masa aplicado a la zona muerta que es una agregación de celdas de mezcla 
completa. Adicionalmente, para considerar el efecto del decaimiento en la advección, 
incorporan la respuesta de la ecuación diferencial que describe el decaimiento de primer 
orden integrada en el tiempo de retraso advectivo al modelo ADZ (Young y Ribeiro da Costa, 
1985; Young, 1990). Estas suposiciones en la formulación del modelo explican por qué la 
respuesta del modelo ADZ-R coincide con la estructura general de las soluciones para mezcla 
completa y flujo a pistón. 
 
 
 
Figura 2-14: Comparación entre soluciones en estado estable con el modelo ADE 
 
En la Figura 2-14 y en la Figura 2-15 se presenta la comparación gráfica entre los resultados 
obtenidos para estado estable con la solución de flujo mixto derivada de los modelos ADZ-R y 
ADE-R y TS-R utilizando los parámetros calibrados y estimados en los 75 casos considerados 
con cin=100 mg/l. En las mismas figuras se presentan los valores de R2 de cada solución 
(incluyendo la numérica obtenida con OTIS) con respecto a la solución analítica para los 
modelos ADE y TS. De dichas figuras es claro que los valores calculados por la expresión [54] 
son idénticos a los calculados por el grupo de ecuaciones [47] a la [52] para los 75 casos 
estudiados. Lo anterior aplica tanto para el modelo ADE como para el TS utilizando los 
parámetros del modelo ADZ estimados con las relaciones de Lees et al. (2000). Los 
resultados son casi idénticos utilizando los parámetros calibrados. De acuerdo con esto, la 
solución en estado estable para flujo mixto es una formulación adicional que es útil para 
verificar la equivalencia entre los parámetros de transporte de cada modelo. 
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Figura 2-15: Comparación entre soluciones en estado estable con el modelo TS 
 
Por otra parte, nótese que si se toma la ecuación [54] y se multiplica en ambos lados de la 
expresión por el volumen total del tramo, se obtiene: 
 
 1
k n
inn
r
e
M M
kT
  


 
 
siendo M la masa del soluto. Ahora, reorganizando la anterior expresión y teniendo en cuenta 
que el estado de ganancia estable SSG está dado por la relación entre la masa a la salida y la 
masa a la entrada, se obtiene: 
 
 1
k n
n
r
e
SSG
kT
  


         [55] 
 
La expresión [55] es útil para aplicar el modelo ADZ-R de primer orden (n=1) en tiempo 
discreto. Con flujo a pistón (i.e. Tr=0,  ̅   ) y n=1, al despejar para k se llega a la siguiente 
expresión: 
 
1
ln
1
SSG
k
t
 
  
 
 
 
que es la misma expresión [6]. Finalmente es importante resaltar que otros investigadores 
han mostrado la capacidad del modelo ADZ de representar datos tomados en campo en 
forma más precisa que el modelo ADE, tanto en ríos (Camacho y González, 2008) como en 
tuberías a presión (Félix, 2006; Hernández, 2011). En el caso de tuberías con flujo a presión 
la mayor eficiencia computacional del modelo ADZ es muy importante en la obtención de 
resultados de transporte que consideran advección y dispersión longitudinal. 
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2.7.3 Comportamiento teórico de la fracción dispersiva con el 
caudal 
A partir de las relaciones teóricas entre los parámetros del modelo ADZ y TS, y con los datos 
de los cinco canales sintéticos estudiados para la comparación de los modelos de transporte 
reactivo, se construyeron las curvas de fracción dispersiva contra caudal en un rango entre 
10 y 400 m3/s que se presentan en la Figura 2-16. 
 
En dicha figura se puede observar que, en un amplio rango de caudales, el valor de DF no 
cambia substancialmente (cambio máximo de aprox. 0.15 para el canal 3 en un rango de 10 a 
400 m3/s) y que a medida que el caudal se hace más grande, el ritmo de cambio de DF se hace 
menor. Nótese que precisamente los canales 3 y 4 son los que tienen la mayor pendiente 
longitudinal entre los 5 canales analizados y son los que mayor cambio presentan en su DF 
con el caudal. Lo anterior podría explicar en parte algunos resultados sobre DF variables con 
el caudal encontrados por González (2008) para ríos de montaña. Los canales 1, 2, 5, con 
pendientes más bajas y similares a la de ríos de planicie, presentan un cambio mucho menor 
con el caudal. 
 
 
 
Figura 2-16: Comportamiento teórico de la DF con el caudal para los 5 canales estudiados 
 
También se construyó la Figura 2-17 con los datos del canal 3 para mostrar el cambio de la 
DF bajo diferentes valores del parámetro α y demostrar que, a medida que este disminuye, la 
curva tiende hacia una recta horizontal con valores más pequeños de DF, es decir, a un valor 
constante e independiente del caudal, como se ha observado experimentalmente en algunos 
ríos de planicie. Dicho valor constante para DF está dado por la ecuación [29]. Los resultados 
presentados en las dos figuras anteriores son válidos si se supone que la razón entre el área 
del canal principal y el área transversal de la zona muerta ε es constante con el caudal. Esta 
última condición debe ser estudiada con mayor detalle de manera experimental, ya que, en 
principio, no necesariamente se cumpliría en la práctica. Si ε es variable con el caudal, los 
valores constantes medidos para DF en ríos de planicie y de montaña responderían 
fundamentalmente a la interdependencia existente entre la hidráulica de la corriente, ε y α. 
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Figura 2-17: Comportamiento teórico de la DF con el caudal para diferentes valores de α 
 
Los resultados y observaciones anteriores permiten concluir que el orden de magnitud de la 
fracción dispersiva está sujeto principalmente al valor de ε (i.e. As/A), y su variación con el 
caudal (curvatura) por el valor de α y de la pendiente de energía del canal (condiciones 
hidráulicas). Para valores mayores de ε, DF aumenta, lo cual es consistente físicamente 
porque implica una mayor zona de mezcla activa o de almacenamiento transitorio. Para 
valores pequeños de α y de pendiente de energía (considerando flujo uniforme), DF tiende a 
reducir su variación con el caudal y depender exclusivamente de la relación As/A. 
2.8 Conclusiones del capítulo 
En este capítulo se ha presentado un análisis progresivo de los principales conceptos y 
elementos constitutivos del modelo integrado y dinámico de calidad del agua ADZ-MDLC-
QUASAR. Se ha hecho especial énfasis en su relación con aproximaciones tradicionales 
basadas en la ley de Fick. De dicho análisis se han desprendido aportes originales que 
amplían el estado del conocimiento sobre el modelo de zona muerta agregada ADZ (también 
llamado de volumen de mezcla activa, AMV, por sus siglas en inglés). Dentro de estos aportes 
se encuentran las relaciones explícitas entre los parámetros de los modelo ADZ y ADE, la 
ecuación general y análisis para calcular DF a partir de los parámetros del modelo TS, la 
solución en tiempo discreto por convolución del modelo ADZ considerando reacción de 
primer orden, el análisis del comportamiento teórico de DF con el caudal a partir de las 
relaciones obtenidas con la técnica de igualación de momentos temporales, entre otros. 
 
De acuerdo con los resultados para DF obtenidos de las relaciones paramétricas entre los 
modelos estudiados, y particularmente al encontrar un valor constante de 2/3 a partir de la 
relación entre los modelos ADE y ADZ, se demuestra que el modelo ADZ tiene una estructura 
más general que permite representar de forma más apropiada que el modelo ADE datos 
medidos de trazadores.  
 
Se ha demostrado además que a partir de la solución tanto para estado estable como para 
estado dinámico, la respuesta del modelo ADZ-R en relación a los modelos ADE-R y TS-R para 
flujo permanente es prácticamente idéntica si se garantiza la equivalencia en el transporte 
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conservativo. Las relaciones de Lees et al. (2000) utilizando los momentos temporales para el 
modelo TS reportados por Schmid (2003) son una alternativa más efectiva y eficiente que la 
calibración directa para obtener dichos parámetros equivalentes. 
  
 
3 Revisión exploratoria del modelo integrado y 
dinámico de calidad del agua  
En este capítulo se presentan las principales características del modelo integrado y dinámico 
de calidad del agua seleccionado para este trabajo de investigación, el cual es el ADZ-MDLC-
QUASAR (AMQQ) teniendo en cuenta que en el capítulo anterior se hizo un análisis teórico 
comparativo entre el modelo QUASAR extendido en su versión más simplificada (i.e. modelo 
ADZ con reacción, ADZ-R) y la ecuación unidimensional de Advección-Dispersión-Reacción 
(ADE-R) y el modelo de Almacenamiento Temporal con reacción de primer orden (TS-R, por 
sus siglas en inglés), demostrando que el modelo ADZ-R es capaz de reproducir de manera 
casi idéntica la solución de los otros dos modelos, guardando la equivalencia entre los 
parámetros de transporte conservativo. El capítulo 3 está dividido fundamentalmente en dos 
partes: en la primera, se describe de manera general el modelo AMQQ; en la segunda, se 
presenta una comparación, a modo de verificación, entre los resultados de un caso sintético 
aplicando el modelo AMQQ programado en el código de MATLAB® con el modelo QUAL2Kw, 
en condiciones de estado estable. 
3.1 Generalidades 
El modelo AMQQ integra el modelo de transporte de solutos de Zona Muerta Agregada (ADZ, 
Beer y Young, 1983), el modelo hidrológico de tránsito de caudales Multilineal Discreto de 
Retraso y Cascada (MDLC, Camacho y Lees, 1999; Camacho y Lees, 2000), y el modelo 
extendido de calidad del agua en ríos (Quality Simulation Along River Systems, QUASAR, 
Whitehead et al., 1997; Camacho, 1997; Lees et al., 1998). El modelo dinámico de calidad del 
agua y flujo no permanente resultante, permite estimar el impacto en la calidad del agua de la 
fuente receptora causada por vertimientos puntuales variables en el tiempo. 
 
El modelo conceptual AMQQ proviene de un marco jerárquico de modelación propuesto por 
Camacho et al. (2003), que además contempla la obtención de un modelo distribuido de 
calidad del agua constituido por la integración entre las ecuaciones completas de St. Venant, 
(SVE, e.g. Fread, 1985), las ecuaciones de advección-dispersión y almacenamiento temporal 
de transporte de solutos (Transient storage zone model, TS, Bencala y Walters, 1983), y el 
modelo agregado de calidad del agua QUASAR (Whitehead et al., 1997). La gran ventaja del 
marco de modelación mencionado es que los distintos modelos hidráulicos y de transporte 
están interconectados mediante relaciones paramétricas obtenidas utilizando la técnica de 
igualación de momentos temporales (Camacho y Lees, 1999; Lees et. al, 2000; Camacho, 
2000; ver Figura 3-1). 
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Figura 3-1: Marco jerárquico de modelación de la calidad del agua (Camacho 2000, 
Camacho et al., 2003) 
 
La integración completa, coherente y parsimoniosa de los modelos ADZ, MDLC y QUASAR es 
posible debido a que tienen la misma estructura conceptual, esto es, un canal lineal seguido 
de una serie de embalses lineales, con parámetros análogos pero de distinta naturaleza según 
el proceso gobernante. Tomando como referencia un modelo conceptual de un canal con un 
solo embalse lineal, las ecuaciones respectivas para el modelo hidrológico, el de transporte 
de solutos y el de un contaminante con decaimiento de primer orden, son las siguientes: 
 
 
( ) 1
( ) ( )in fl
dQ t
Q t Q t
dt K
          [56] 
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En la Tabla 3-1 se indica el significado de cada una de las variables presentes en las 
ecuaciones [56] al [58] conforme a la analogía entre cada uno de los modelos.  
 
Los parámetros del modelo hidrológico de tránsito de crecientes K, τfl y n, i.e. coeficiente de 
almacenamiento, retraso del frente de onda y número de embalses en serie, están 
relacionados con características físicas y variables hidráulicas del canal (Camacho y Lees, 
1999). El modelo integrado se simula utilizando un método computacional basado en un 
operador multilineal discreto de convolución (Camacho, 2000) o mediante la solución 
numérica de las ecuaciones diferenciales ordinarias de primer orden (e.g. métodos tipo 
Runge-Kutta), teniendo en cuenta que para el transporte conservativo en flujo no 
permanente, la ecuación [57] se aplica para flujo másico o carga en el tiempo (i.e. 
W(t)=Q(t)*S(t)) y no para concentración. Para más detalle en la integración del modelo MDLC 
y ADZ, se recomienda al lector dirigirse a Camacho (2000). 
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Tabla 3-1: Significado de las variables de las ecuaciones que integran la forma general 
del modelo AMQQ 
 
MDLC ADZ QUASAR extendido 
Tipo 
Variable Significado Variable Significado Variable Significado 
Q(t) 
Caudal a la 
salida del tramo 
en el tiempo 
S(t) 
Concentración de una 
sustancia conservativa a 
la salida del tramo en el 
tiempo 
C(t) 
Concentración de un 
contaminante, que sufre una 
transformación 
correspondiente a una 
reacción de primer orden, a 
la salida del tramo en el 
tiempo 
Variable de 
estado/ 
Salida 
Qin(t) 
Caudal a la 
entrada del 
tramo en el 
tiempo 
Sin(t) 
Concentración de la 
sustancia conservativa a 
la entrada del tramo en 
el tiempo 
Cin(t) 
Concentración del 
contaminante a la entrada 
del tramo en el tiempo 
Entrada 
    
Retraso del 
frente de onda o 
traslación 
advectiva de la 
onda de 
creciente 
   
Retraso advectivo del 
soluto 
   
Retraso advectivo del 
contaminante 
Parámetro 
K 
Coeficiente de 
almacenamiento 
del embalse 
lineal 
   
Tiempo de residencia de 
mezcla activa  
   
Tiempo de residencia de 
mezcla activa  
Parámetro 
n 
Número de 
embalses 
lineales en serie 
n 
Número de celdas de 
mezcla activa en serie 
n 
Número de celdas de mezcla 
activa en serie 
Parámetro 
  
  
  
  
  
  
  
  
Fuentes 
Mecanismos de 
transferencia de entrada del 
contaminante e.g. 
reaireación, carga puntual o 
distribuida 
Entrada/ 
Parámetro 
Pérdidas 
Mecanismos de 
transferencia de salida del 
contaminante e.g. 
sedimentación, adsorción, 
volatilización 
Entrada/ 
Parámetro 
 
El modelo AMQQ requiere como datos de entrada las características geométricas e 
hidráulicas de cada elemento de modelación (i.e. sección transversal, n de Manning, 
pendiente longitudinal, elevación y longitud). También se debe especificar la condición de 
contorno a la entrada del tramo, la cual corresponde a las series de tiempo de caudal y 
concentración medidas; la condición inicial para cada determinante se toma como el primer 
valor de la serie respectiva. Así mismo, se deben especificar la localización y las series de 
caudal y concentración de cada una de las afluencias o abstracciones a lo largo del tramo 
modelado.  
 
Este modelo es del tipo “hecho en casa” y fue desarrollado originalmente en la plataforma 
Simulink/MATLAB® por el Profesor Luis A. Camacho (Camacho et al., 2003; UNAL-EAAB, 
2011) adicionando extensiones para la simulación de determinantes biológicos, 
bacteriológicos y físico-químicos no incluidos en el modelo QUASAR original (Whitehead et 
al., 1997; Cox, 2003; Kannel et al., 2011). Para este trabajo de investigación, el modelo fue 
reprogramado en el código de MATLAB®. Esta versión tiene la capacidad de simular los 
determinantes de la calidad del agua y procesos presentados en la Tabla 3-2. En la Figura 3-2 
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se presenta el esquema conceptual del modelo de calidad del agua y en la Tabla 3-3 se 
detallan las respectivas tasas de transformación. 
Tabla 3-2: Determinantes de la calidad del agua y los respectivos procesos simulados por 
el modelo AMQQ 
 
Variable de 
estado 
Unidad Descripción Procesos modelados 
Q m3/s Caudal Tránsito hidrológico 
T °C Temperatura Advección-Dispersión 
TDS mg/l Sustancia conservativa Advección-Dispersión 
OD mg/l O Oxígeno disuelto 
Advección-Dispersión, reaireación (F), 
demanda béntica (P), oxidación (P), 
nitrificación (P), fotosíntesis (F), 
respiración (P) 
DBO mg/l O 
Demanda Bioquímica 
de Oxígeno 
Advección-Dispersión, decaimiento (P), 
sedimentación (P), desnitrificación (P), 
muerte de algas (F) 
NO mg/l N Nitrógeno Orgánico 
Advección-Dispersión, hidrólisis (P), 
sedimentación (P), muerte de algas (F) 
NH4 mg/l N Nitrógeno Amoniacal 
Advección-Dispersión, hidrólisis (F), 
nitrificación (P), fuente béntica (F), 
respiración (F), fotosíntesis (P) 
NO3 mg/l N Nitratos 
Advección-Dispersión, nitrificación (F), 
desnitrificación (P), fotosíntesis (P) 
PO mg/l P Fósforo Orgánico 
Advección-Dispersión, hidrólisis (P), 
sedimentación (P), muerte de algas (F) 
INP mg/l P Fósforo Inorgánico 
Advección-Dispersión, hidrólisis (F), 
respiración (F), fotosíntesis (P), fuente 
béntica (F) 
A mg/l Chl-a Algas (fitoplancton) 
Advección-Dispersión, fotosíntesis (F), 
respiración (P) y muerte (P) 
SST mg/l 
Sólidos Suspendidos 
Totales 
Advección-Dispersión, 
sedimentación/resuspensión (P/F) 
CT NMP/100mL Coliformes Totales 
Advección-Dispersión, 
sedimentación/resuspensión (P/F), 
muerte (P) 
 F=Fuente; P=Pérdida 
 
Se han hecho extensiones al modelo original para simular otros determinantes y sustancias 
tóxicas como pH, alcalinidad, cromo (trivalente y hexavalente), sulfuros, sulfitos y sulfatos 
(Santos, 2010) y para el cálculo endógeno de la demanda béntica (Mateus, 2011). Igualmente 
ha sido aplicado en la cuenca del río Bogotá (UNAL-EAAB, 2009; Camacho, 2009; Pérez, 
2010; Santos, 2010; Mateus, 2011) y para modelar escenarios de control regional de sistemas 
de drenaje – PTAR – río (González, 2011). 
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Figura 3-2: Esquema conceptual del modelo de calidad del agua. Procesos: hidrólisis (h), 
oxidación (ox), nitrificación (n), desnitrificación (dn), reaireación (re), sedimentación (S), 
demanda béntica de oxígeno (SOD), fotosíntesis (p), respiración (r), muerte (d) e intercambio 
de flujo con sedimentos (se) 
 
Tabla 3-3: Parámetros del modelo de calidad del agua 
 
Parámetro Descripción 
β1 Tasa de nitrificación [d-1] 
β3 Hidrólisis del nitrógeno orgánico [d-1] 
β4 Hidrólisis del fósforo orgánico [d-1] 
σ2 Fuente béntica de fósforo inorgánico [mg P m-2 d-1] 
σ3 Fuente béntica de nitrógeno amoniacal [mg N m-2 d-1] 
σ4 Velocidad de sedimentación del nitrógeno orgánico [m d-1] 
σ5 Velocidad de sedimentación del fósforo orgánico [m d-1] 
ka Tasa de reaireación [d-1] 
kd Tasa de decaimiento de la materia orgánica carbonácea [d-1] 
ks Velocidad de sedimentación de la materia orgánica carbonácea [m d-1] 
kda Tasa de muerte del fitoplancton [d-1] 
kra Tasa de respiración del fitoplancton [d-1] 
kpa Tasa de fotosíntesis del fitoplancton [d-1] 
SOD Demanda béntica de oxígeno [g O m-2 d-1] 
knd Tasa de desnitrificación [d-1] 
vss Velocidad de sedimentación de los SST [m d-1] 
vs Velocidad de sedimentación de los CT [m d-1] 
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3.2 Relaciones matemáticas del modelo dinámico de 
calidad del agua 
A continuación se presentan las relaciones matemáticas que describen las transformaciones 
y concentraciones de cada uno de los determinantes de calidad del agua indicados en la Tabla 
3-2. Dichas relaciones se plantean considerando flujo permanente.  
 
Temperatura 
La temperatura es modelada como una sustancia conservativa. La modelación de este 
determinante se hace mediante la siguiente expresión: 
 
 
   
1
in s
r
dT t
T t T t
dt T
            [59] 
 
Algas – Fitoplancton  
 
La modelación del fitoplancton se hace mediante la siguiente expresión: 
 
             
1 pa ra da s
in
k k k
s pa ra da
r
e
dA t
t A t k A t k A t t
dt
A k A
T


       
  
  [60] 
                              Fotosíntesis  Respiración    Muerte 
  
La tasa de fotosíntesis del fitoplancton es función de la temperatura, los nutrientes 
(nitrógeno y fósforo) y la luz: 
 
 [61] 
 
                                         Limitación de luz                                 Limitación de nutrientes                                                
 
En la ecuación [61] kg es la tasa máxima de fotosíntesis del fitoplancton (d-1), θ es la 
constante de Arrhenius con valor igual a 1.066 (Chapra, 1997) para la corrección por 
temperatura, Id es la radiación fotosintéticamente disponible (RFD) en la superficie del agua, 
la cual es del orden del 47% de la radiación solar, KL es la RFD para el crecimiento óptimo del 
fitoplancton, KsN es la constante de saturación media del nitrógeno y KsP es la constante de 
saturación media del fósforo. Las unidades de radiación son Ly/d, siendo 1Ly (Langley) igual 
a 1cal/cm2. No se tiene en cuenta al carbono inorgánico como nutriente limitante y se supone 
que todo el nitrógeno amoniacal está ionizado. H es la profundidad del agua y ke es el 
coeficiente de extinción de luz, el cual se estima como: 
 
2
30.052 0.174 8.8 0.054 (1000 )e ebk k SST MOP A A         [62] 
 
20 4 3
4 3
2.718
min ,
k Hd de
L L
I I
e
K KT
pa g
e sN sP
NH NO INP
k k e e
k H K NH NO K INP

 

    
               
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siendo keb el coeficiente de extinción de luz base debido al color del agua (m-1) y MOP es la 
materia orgánica particulada (detritos). En esta versión del modelo, la MOP se considera 
como una fracción fija de la DBO. 
La tasa de respiración es corregida por temperatura y anoxia de la siguiente forma1: 
 
  0 201  oxpK OD Tra rak e k            [63] 
 
Siendo Koxp el coeficiente exponencial para el efecto de la disminución de la concentración de 
OD en la tasa de respiración (L/mgO). El valor por defecto de θ es de 1.066. La tasa de muerte 
solo se corrige por temperatura y también se supone un valor por defecto de θ de 1.066. 
 
Demanda Bioquímica de Oxígeno 
 
La DBO modelada corresponde a la DBO última carbonácea (CDBOu). Dado que la mayoría de 
laboratorios solo reportan la DBO5 carbonácea (nitrificación inhibida), la CDBOu se puede 
estimar como: 
 
1
5
51 k
CDBO
CDBOu
e


         [64] 
 
siendo k1 la tasa de descomposición de la CBOD en botella (d-1). En caso de no contar con 
dicha tasa, el modelo supone un valor por defecto de 0.23 d-1 (Brown y Barnwell, 1985). 
 
La DBO se modela de acuerdo con la siguiente ecuación: 
 
 
   
  3
1
0.00286 ( ) 107.6 ( )
DBO sK
i s
r
n
r dp
dDBO t
t DBO t
dt T
k DBO t knd NO t
e O
k t
D
A
B
     
   
   [65] 
                      
                  Oxidación y sedimentación   Desnitrificación      Muerte de algas                                
 
siendo: 
 
 
 
 
 
30.00286 107.6DBO r dp
NO t A t
K k knd k
DBO t DBO t
   
 
 
En la expresión [65], kr es la tasa neta de transformación de la DBO, la cual se calcula como: 
 
  0 201 oxK OD T sr d
k
k e k
H
            [66] 
 
                                                             
 
1 Todas las tasas con el superíndice 0 corresponden a valores a 20°C 
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siendo Kox el coeficiente exponencial para el efecto de la disminución de la concentración de 
OD en la tasa de decaimiento de la DBO (L/mgO). El valor por defecto de θ es de 1.047. El 
valor 0.00286 en la ecuación [65] es una constante estequiométrica que considera el efecto 
de la desnitrificación sobre el contenido de carbono (Pelletier et al., 2008). Las respectivas 
correcciones de la tasa de desnitrificación por temperatura y contenido de OD se presentan 
en la ecuación [75]. El valor 107.6 es la constante estequiométrica por defecto para 
considerar el efecto de la muerte de algas (107.6 gO/gChl-a). 
 
Nitrógeno orgánico 
 
El NO se modela a partir de la expresión siguiente: 
 
 
     
1
7.2 ( )N sK i s dan NO
r
dNO t
t NO t K NO t k A t
dt
N
T
e O
          [67] 
 
             Hidrólisis y sedimentación  Muerte de algas 
siendo: 
 
 
 
7.2N NO da
A t
K K k
NO t
    
 
La tasa de transformación del NO está dada por: 
 
0 20 4
3
T
NOK
H

             [68] 
 
El valor por defecto de θ es de 1.047.  
 
Nitrógeno amoniacal 
 
El NH4 se modela de acuerdo con la siguiente expresión: 
 
 
 
   
     
44
4
3
3 1 4
4
1
7.2 ( )
NH sK
i s
r
ra a pa
n
dNH t
t NH t
dt T
NO t NH
e N
t k F k A t
H
H



 
   
 
    
   [69] 
           
           Hidrólisis      Nitrificación  Fuente béntica  Respiración y fotosíntesis 
 
siendo: 
 
 
   
 
 
3
3 14
4 4 4
( )
7.2
1
ra a paNH
NO t A t
K k F k
NH t H NH t NH t

      
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En las anteriores expresiones, la tasa de hidrólisis del NO es corregida por temperatura y la 
tasa de nitrificación es corregida por temperatura y anoxia de la siguiente forma: 
 
0 20
3 3
T              [70] 
  0 201 11 KNR OD Te              [71] 
 
siendo KNR el coeficiente exponencial para la inhibición de la nitrificación por la disminución 
de la concentración de OD (L/mgO). El valor por defecto de θ para la tasa de hidrólisis es 
1.047 y para la de nitrificación es de 1.083. La fuente béntica corregida está dada por la 
siguiente expresión: 
 
0
203
3 1000
T            [72] 
 
El valor por defecto para θ es 1.074. La división entre 1000 corresponde a la conversión de 
unidades de m3 a L. En la ecuación [69], Fa es la preferencia por el amonio como fuente de 
nitrógeno para el crecimiento del fitoplancton y se calcula como: 
 
     
44 3
4 3 4 3 3
pN
a
pN pN pN
NH KNH NO
F
K NH K NO NH NO K NO
 
   
   [73] 
 
donde KpN es el coeficiente de preferencia del fitoplancton por el amonio (mgN/L).  Por 
defecto, este parámetro tiene un valor de 0.025 mgN/L. 
 
Nitratos 
 
Los NO3 se modelan mediante la siguiente ecuación: 
 
 
   
     
33
3
1 4
3
3
1
7.2 1 ( )
NO sK
in s
r
a pa
dNO t
t NO t
dt T
NH t kn
e N
d NO t k A t
O
F



   
 
    
    [74] 
 
                              Nitrificación     Desnitrificación             Fotosíntesis 
siendo:  
 
 
 
 
 3
4
1
3 3
( )
7.2 1NO a pa
NH t A t
K knd F k
NO t NO t
     
La tasa de desnitrificación se corrige por temperatura y concentración de OD de la siguiente 
forma: 
 
0 0.02931.0698 10odnK OD Tknd e knd           [75] 
 
50 Análisis de la capacidad predictiva de un modelo dinámico de calidad del agua 
aplicando técnicas de computación evolutiva, optimización multiobjetivo y 
procesamiento recursivo de datos 
 
siendo Kodn el coeficiente exponencial para la inhibición de la desnitrificación por el aumento 
de la concentración de OD (L/mgO). 
 
Fósforo orgánico 
 
El PO se modela a partir de la expresión siguiente: 
 
 
     
1
( )P s s PO da
K
i
r
n
dPO t
t PO t K PO t k A te
t
P
d T
O
           [76] 
                     Hidrólisis y sedimentación    Muerte de algas 
 
siendo: 
 
 
( )
P PO da
A t
K K k
PO t
    
 
La tasa de transformación del PO está dada por: 
 
4
50 20T
POK
H

             [77] 
 
El valor por defecto de θ es de 1.047. 
 
Fósforo inorgánico 
 
El INP se modela se la siguiente forma: 
 
 
   
   24
1
( )
INP sK
in s
r
ra pa
dINP t
t INP t
dt T
PO
e I
t k k A t
H
NP
 


    
   
     [78] 
 
       Hidrólisis  Fuente Béntica  Respiración y fotosíntesis 
                                     
siendo: 
 
 
   
 
 
2
4
1 ( )
INP ra pa
PO t A t
K k k
INP t H INP t INP t

     
 
La tasa de hidrólisis del PO está dada por: 
 
0 20
4 4
T              [79] 
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El valor por defecto de θ es de 1.047. La fuente béntica corregida está dada por la siguiente 
expresión: 
 
0
2
202
1000
T            [80] 
 
El valor por defecto para θ es 1.074. La división entre 1000 corresponde a la conversión de 
unidades de m3 a L. 
 
Sólidos Suspendidos Totales 
 
La ecuación para los SST es la siguiente: 
 
 
     
1 svss
H
in
r
dSST t vss
e SST t SST t SST t
dt T H


 
    
 
    [81] 
 
Sedimentación 
Oxígeno disuelto 
 
El OD se modela a partir de la siguiente ecuación: 
 
 
 
     
     1 4
1
4.57 107.6
OD sK
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H
k k t
 

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     
  [82] 
 
                Nitrificación             Oxidación       Fotosíntesis y respiración 
 
siendo: 
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En las anteriores expresiones, Os es el oxígeno de saturación y se calcula mediante la 
siguiente fórmula: 
 
       
2 3
14.652 0.41022 0.0079910 0.000077774 1 0.1148sO T t T t T t Alt      
 [83] 
 
En la ecuación [83], Alt es la altitud del tramo en km. La demanda béntica se corrige por 
temperatura de la siguiente forma: 
 
    Reaireación Demanda béntica 
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  0 201 oxK OD TSOD e SOD     
 
siendo el valor por defecto de θ de 1.08 (Chapra, 1997). Para el cálculo de la tasa de 
reaireación, el modelo AMQQ tiene incorporadas las siguientes ecuaciones: 
 
a. Tsivoglou – Neal 
0 0.1772a
s r
H
k
T



         [84] 
 
b. O’Connor – Dobbins 
0.5
0
1.5
3.93a
U
k
H
          [85] 
 
c. Owen – Gibbs 
0.67
0
1.85
5.32a
U
k
H
          [86] 
 
d. Churchill 
0
1.67
5.026a
U
k
H
          [87] 
 
ΔH es el cambio en la elevación entre las estaciones aguas arriba y aguas abajo del tramo en 
estudio (m), U es la velocidad media (m/s) y H es la profundidad del flujo (m). La ecuación 
[84] es aplicable principalmente en ríos de montaña. En el modelo existe la opción de escoger 
una de las 4 ecuaciones o una opción adicional que consiste en la selección entre las 
ecuaciones [85] a la [87] de acuerdo con los siguientes criterios establecidos por Covar 
(1976): 
 
 Si H<0.61 m, usar la ecuación [86]. 
 Si H>0.61 m y H> 3.45 U2.5, utilizar la ecuación [85]. 
 De otro modo, utilizar la ecuación [87]. 
 
La tasa de reaireación se corrige por temperatura de la siguiente forma: 
 
0 20T
aak k 
           [88] 
 
siendo el valor por defecto de θ de 1.024. 
 
Coliformes totales 
 
Los CT se modelan a partir de la siguiente ecuación: 
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 
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           [89] 
                                                  Muerte y sedimentación 
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   
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   [90] 
En las ecuaciones [89] y [90] kCT es la tasa de decaimiento de CT (d-1), MB es la mortalidad 
base, sal es la salinidad (ppmil), F es la fracción adsorbida de bacterias e I0 es la radiación 
superficial promedio (Ly/hr). 
3.3 Implementación del modelo AMQQ 
En esta sección se presenta la evaluación de desempeño del modelo de calidad del agua 
reprogramado en el código de MATLAB® de acuerdo con las ecuaciones [59] a la [90]. Para 
ello se hizo una verificación de los resultados del modelo AMQQ utilizando un caso sintético 
en estado estable implementado simultáneamente en la herramienta QUAL2Kw. El propósito 
principal de esta comparación fue definir si las ecuaciones de balance de masa del modelo 
AMQQ, planteadas y programadas en la sección anterior, arrojan resultados similares y 
consistentes con los del modelo QUAL2Kw, el cual es de dominio público y ha sido 
ampliamente estudiado y aplicado. 
3.3.1 Características del sistema modelado 
El sistema utilizado para comparar la respuesta entre los modelos AMQQ y QUAL2Kw 
consistió en un canal de sección trapezoidal constante de ancho de base de 10 m y parámetro 
del talud igual a 2 que transporta un caudal de 4.0 m3/s en la cabecera, con una longitud total 
de 150 km y con cambio de pendiente longitudinal y de coeficiente de rugosidad de Manning 
en el kilómetro 60 (desde la cabecera) de 0.001 a 0.0008 y de 0.035 a 0.033, respectivamente. 
Este canal recibe una descarga de aguas residuales de 4.5 m3/s en el kilómetro 20 y tiene una 
captación de 3.0 m3/s en el kilómetro 70. Se supone una altitud igual al nivel del mar en 
K150+00 (desembocadura). Los valores de los determinantes de calidad de agua en la 
cabecera y en el vertimiento se indican en la Tabla 3-4.  
 
Dadas las anteriores condiciones, se obtuvieron los perfiles longitudinales de la calidad del 
agua en estado estable considerando las tasas de trasformación y constantes presentadas en 
la Tabla 3-5. En el modelo AMQQ se consideró una DF de 2/3 mientras que en el modelo 
QUAL2Kw se definió el coeficiente de dispersión longitudinal como cero para considerar 
únicamente el efecto de la dispersión numérica. 
 
 
Tabla 3-4: Valores de los determinantes de calidad del agua sobre la cabecera y el 
vertimiento en el sistema modelado 
 
Determinante Unidades Cabecera Vertimiento 
Caudal [m3/s] 4.00 4.50 
Temperatura [°C] 20.00 20.00 
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Determinante Unidades Cabecera Vertimiento 
TDS [mg/l] 100.00 250.00 
OD [mg O/L] 7.50 4.00 
CDBOu [mg O/L] 2.00 50.00 
Algas [mg Chl-a/L] 0.001 0.000 
Nitrógeno Orgánico [mg N/L] 0.05 10.00 
Amonio [mg N/L] 0.05 15.00 
Nitratos [mg N/L] 0.10 1.00 
Fósforo Orgánico [mg P/L] 0.01 0.50 
Ortofosfatos [mg P/L] 0.01 10.00 
Sólidos Suspendidos Totales [mg/l] 5.00 60.00 
Coliformes Totales [UFC/100mL] 150.00 1.0E6 
 
Para el montaje del modelo AMQQ, el sistema se dividió en dos tramos: aguas arriba y aguas 
abajo del sitio de cambio de pendiente (K60+00). Cada tramo se subdividió alrededor de los 
sitios de captación y vertimiento. En este orden de ideas, el sistema a resolver se representó 
por 4 elementos en serie en donde hay cambios bruscos en la hidrodinámica y/o calidad del 
agua. El número de celdas completamente mezcladas para el modelo de calidad del agua 
consideradas en cada elemento de cálculo se definió en 1. Dado que se trata de un problema 
en estado estable, para la corrección de la tasa de fotosíntesis se consideró una fracción de 
luz en el día de 0.5 en este modelo. 
 
Tabla 3-5: Parámetros de los modelos de calidad del agua 
 
Parámetro Unidades Valor 
Estequiometria     
Cantidad de carbono [gC] 40.000 
Cantidad de nitrógeno [gN] 7.200 
Cantidad de fósforo [gP] 1.000 
Cantidad de Clorofila-a [gChl-a] 1.000 
Fitoplancton     
keb: Coef. Base de extinción de luz [1/m] 0.200 
KL: RFD óptima [Ly/d] 57.600 
KsN: Const. saturación media de nitrógeno [mgN/L] 0.015 
KsP: Const. saturación media de fósforo [mgP/L] 0.002 
kda: Tasa de muerte de fitoplancton [1/d] 0.000 
kra: Tasa de respiración de fitoplancton [1/d] 0.100 
kpa: Tasa de crecimiento máx. de fitoplancton [1/d] 1.500 
Koxp: Factor de inhibición para respiración [L/mgO] 0.600 
θ1: Const. corrección temperatura kda 
 
1.066 
θ2: Const. corrección temperatura kra 
 
1.066 
θ3: Const. corrección temperatura kpa 
 
1.066 
Sólidos Suspendidos Totales     
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Parámetro Unidades Valor 
vss: velocidad de sedimentación [m/d] 0.100 
Coliformes totales     
vs: velocidad de sedimentación [m/d] 0.100 
MB: Tasa de mortalidad base [1/d] 0.800 
sal: salinidad [ppmil] 0.000 
Fp: Fracción adsorbida de bacterias 
 
0.700 
Io: Radiación solar sup. promedio [Ly/d] 300.000 
Cadena de nitrógeno     
B3: Tasa de hidrólisis Norg->NH4 [1/d] 0.200 
S4: Velocidad de sedimentación Norg [m/d] 0.300 
B1: Tasa de nitrificación NH4->NO3 [1/d] 0.100 
S3: Fuente béntica de NH4  [mgN/(m2 d)] 0.300 
KNR: Factor de inhibición para nitrificación [L/mgO] 0.600 
KpN: Coef. preferencia por NH4 [mgN/L] 1.025 
knd: Tasa de desnitrificación [1/d] 0.400 
Kodn: Factor de inhibición desnitrificación  [L/mgO] 0.600 
θ5: Const. corrección temperatura B3 
 
1.047 
θ6: Const. corrección temperatura B1 
 
1.083 
θ7: Const. corrección temperatura S3 
 
1.074 
Cadena de fósforo     
B4: Tasa de hidrólisis Porg->InorgP [1/d] 0.800 
S5: Velocidad de sedimentación Porg [m/d] 0.150 
S2: Fuente béntica de InorgP [mgP/(m2 d)] 0.150 
θ8: Const. corrección temperatura B4 
 
1.047 
θ9: Const. corrección temperatura S2 
 
1.074 
Oxígeno disuelto     
Sod: Demanda béntica [gO/(m2 d)] 0.300 
roc: Razón O:C [gO/gC] 2.690 
ron: Razón O:N [gO/gN] 4.570 
θ10: Const. corrección temperatura Sod 
 
1.065 
θ11: Const. corrección temperatura ka 
 
1.024 
Ecuación de reaireación cálculo ka [1/d] 
 
5 (Interno) 
Demanda bioquímica de oxígeno     
kd: Tasa decaimiento materia orgánica [1/d] 0.500 
ks: Vel. Sedimentación materia orgánica [m/d] 0.000 
Kox: Factor inhib. Kd y Sod [L/mgO] 0.600 
rondn: Razón O:N desnitrificación [gO/gN] 0.00286 
θ4: Const. corrección temperatura kd 
 
1.047 
 
Para la implementación del modelo QUAL2Kw, el sistema se dividió en elementos 
computacionales de máximo 1 km de longitud. La configuración de los parámetros del 
modelo y de los determinantes de calidad del agua se hizo de tal forma que se consideraran 
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las mismas fuentes y sumideros en ambos modelos. No se modeló la temperatura ni se 
permitió el cálculo endógeno de intercambios de masa en la interface sedimento-agua.  
 
El tiempo total de simulación en ambos modelos fue de 5 días. En el modelo AMQQ los 
valores de las condiciones iniciales son iguales a los de la cabecera. 
3.3.2 Resultados de la modelación 
En la Figura 3-3 se presentan los perfiles longitudinales de los diferentes determinantes de 
calidad del agua modelados, a excepción de los coliformes totales simulados por el modelo 
QUAL2Kw, los cuales difieren por la forma de cálculo del coeficiente de extinción de luz. Así 
mismo, en la Tabla 3-6 se indican los coeficientes de determinación de Nash-Sutcliffe 
obtenidos de la comparación entre cada perfil. Los puntos comparados en ambos modelos 
corresponden a los sitios de cambio de caudal y/o confluencia (vertimiento o captación).  
 
Tabla 3-6: Ajuste entre la respuesta de los modelos AMQQ y QUAL2Kw en estado estable 
 
Variable R2 
Caudal 1.0000 
Tiempo de viaje 0.9997 
TDS 1.0000 
Oxígeno disuelto 0.9681 
CDBOu 0.9965 
Fitoplancton 0.9857 
Nitrógeno orgánico 0.9997 
Nitrógeno amoniacal 0.9999 
Nitratos 0.9840 
Fósforo orgánico 0.9952 
Fósforo inorgánico 0.9999 
SST 0.9992 
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Figura 3-3: Perfiles longitudinales simulados. Las líneas discontinuas corresponden al 
modelo AMQQ y los círculos al modelo QUAL2Kw. 
 
De acuerdo con los resultados, se evidencia que el modelo AMQQ es capaz de reproducir de 
manera muy similar la respuesta del modelo QUAL2Kw en estado estable. Esto permite 
verificar, por una parte, que las ecuaciones de balance de masa para cada uno de los 
determinantes modelados están bien formuladas y, por otra, la excelente correspondencia 
entre las estructuras de los modelos ADZ-R y ADE-R. Si bien el efecto del coeficiente de 
dispersión longitudinal no es significativo en la mayoría de modelos de estado estable 
(Pelletier et al., 2008), su influencia se hace más apreciable a largas distancias, tal como se 
evidencia por la diferencia en la respuesta en el kilómetro 150, especialmente para los 
nitratos, el fitoplancton y el oxígeno disuelto. En este caso en particular, se presenta mayor 
dispersión longitudinal en los resultados del modelo AMQQ. 
 
Con este ejercicio de comparación queda demostrado que el modelo AMQQ, el cual es una 
extensión para flujo no permanente del modelo QUASAR extendido, puede representar el 
mismo fenómeno modelado con un modelo de calidad del agua basado en la ecuación 
unidimensional de advección-dispersión. Particularmente para modelos dinámicos, es 
a) Transporte  b) Oxígeno disuelto, materia orgánica 
carbonácea y fitoplancton 
 
c) Cadena de nitrógeno 
 
d) Cadena de fósforo 
 
e) SST y coliformes totales 
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importante garantizar, en primer lugar, la equivalencia del transporte conservativo, como se 
demostró en la sección 2. 
3.4 Conclusiones del capítulo 
En este capítulo se ha presentado un análisis progresivo de los principales conceptos y 
elementos constitutivos del modelo integrado y dinámico de calidad del agua ADZ-MDLC-
QUASAR y se extienden los resultados de la comparación de los modelos de transporte de 
solutos no conservativos al modelo de calidad del agua AMQQ.  
 
Se demostró que el modelo AMQQ es capaz de reproducir prácticamente las mismas 
respuestas en estado estable obtenidas con el modelo QUAL2Kw, el cual está basado en la 
ecuación unidimensional de advección-dispersión. Lo anterior, siempre y cuando se 
consideren en ambos modelos las mismas variables de estado, fuentes, sumideros y 
correcciones de las tasas de transformación. 
 
Además, se ha demostrado que el modelo AMQQ, basado en el modelo QUASAR extendido, se 
posiciona como una alternativa sólida y efectiva a las aproximaciones tradicionales basadas 
en la ecuación unidimensional de advección-dispersión. Se presenta una ventaja importante 
adicional pues se ha demostrado que sus parámetros de transporte son observables y 
medibles y tienen sentido físico, y que la solución numérica del modelo es precisa, y 
computacional y significativamente más eficiente, lo cual hace incluso viable su utilización en 
sistemas de tuberías a presión. 
  
 
4 Técnicas de calibración y análisis de 
incertidumbre 
En este capítulo se hace la descripción de las técnicas de calibración y análisis de 
incertidumbre utilizadas en el presente trabajo de investigación. En las primeras tres 
secciones se introducen, de manera general, algunos conceptos empleados usualmente en la 
calibración de modelos matemáticos y en el análisis de incertidumbre. Luego se hace una 
breve descripción de la metodología GLUE (Beven y Binley, 1992) y de cuatro técnicas de 
calibración basadas en algoritmos de computación evolutiva y/o estocásticos: algoritmos 
genéticos (GA, Wang, 1991, 1997), Simulated Annealing (SA, Kirkpatrick et al., 1983), Shuffled 
Complex Evolution – University of Arizona (SCE-UA, Duan et al., 1992, 1993, 1994) y Shuffled 
Complex Evolution Metropolis – University of Arizona (SCEM-UA, Vrugt et al., 2003). Así 
mismo, se explica el enfoque de calibración multiobjetivo adoptado en esta tesis. Finalmente, 
en la última sección se indican las principales funciones objetivo utilizadas en la literatura de 
calibración de modelos hidrológicos y se describe la seleccionada, dada la naturaleza del 
modelo dinámico de calidad del agua. 
4.1 Definición conceptual del problema inverso 
Los modelos matemáticos permiten hacer predicciones. Dada una descripción del sistema a 
modelar, se pueden predecir los valores de algunas variables a la salida del mismo. A este 
problema de predecir resultados, se le denomina “problema de modelación”, “problema de 
simulación” o “problema directo”. El “problema inverso” consiste en utilizar mediciones 
sobre algunas variables para inferir los valores de los parámetros que caracterizan el sistema 
(Tarantola, 2005). Al proceso de estimación de dichos parámetros se le llama “calibración”. 
En otras palabras, la calibración es un proceso en el cual se hace un ajuste de parámetros 
para hacer coincidir (lo más cerca posible) el comportamiento simulado por el modelo con el 
comportamiento observado (Gupta et al., 2005). Para ello, se requieren mediciones que 
representen el comportamiento del fenómeno modelado (e.g. series de variables hidrológicas 
y de calidad del agua en puntos distintos a lo largo del cauce, ver Figura 4-1).  
 
Debido a que en los modelos dinámicos de calidad del agua existen múltiples respuestas (por 
lo menos una por cada contaminante modelado) que están relacionadas de una forma no 
lineal con los parámetros del modelo, difícilmente se puede llevar a cabo el ajuste de forma 
manual y las soluciones del tipo regresión lineal explícita no son posibles, por lo que se 
requiere de técnicas iterativas de estimación de parámetros más sofisticadas. Partiendo de 
Gupta et al. (2005), para que un modelo de calidad del agua esté “bien calibrado”, se 
necesitan, por lo menos, las siguientes tres características: 
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1. El comportamiento entrada-salida registrado por el modelo debe ser consistente con las 
mediciones del comportamiento del sistema. 
2. Las predicciones del modelo son exactas (i.e. tienen bias despreciables) y precisas (i.e. la 
incertidumbre en la respuesta es relativamente pequeña).  
3. La estructura del modelo es consistente con el entendimiento actual de la dinámica de la 
calidad del agua y procesos asociados. Este aspecto es crítico si se quiere, por ejemplo, 
evaluar los efectos de los cambios en las fuentes puntuales de contaminación. 
 
 
 
Figura 4-1: Calibración de modelos. El set de parámetros del modelo está representado 
por  . Adaptado de Gupta et al. (2005) 
 
Para la correcta calibración de modelos de calidad del agua, se reconoce en general que los 
componentes hidráulicos e hidrológicos deben ser ajustados en primer lugar, seguido del 
transporte (advección, dispersión/difusión) utilizando datos de sustancias conservativas. Lo 
anterior se puede realizar en un solo paso mediante el acople de modelos hidráulicos o 
hidrológicos y de transporte, como lo plantea Camacho (2000). En tercer lugar, se debe 
calibrar el componente de calidad del agua (sustancias no conservativas); este último suele 
ser el menos certero del proceso. El presente trabajo de investigación se enfoca en el tercer 
paso. Tanto para el caso sintético como para los reales utilizando datos del río Bogotá, se 
parte del modelo hidráulico y de transporte ya calibrado. 
 
El desempeño de un modelo se mide por el grado de ajuste entre su respuesta y los datos 
medidos. Siguiendo a Chin (2013), dentro de las medidas existentes para evaluarlo se 
incluyen criterios estadísticos, pruebas de hipótesis, regresiones lineales, criterios de bondad 
de ajuste con análisis de error residual, comparaciones no paramétricas y comparaciones 
gráficas. Si el modelo alcanza los criterios específicos asociados con las anteriores 
aproximaciones en las etapas de calibración y validación, manteniendo el mismo conjunto de 
parámetros, se dice que el modelo está validado (y es robusto), de lo contrario, el modelador 
debe considerar un modelo alternativo para obtener mejores resultados. 
 
Mientras que, en modelos determinísticos, el problema directo tiene una única solución, no 
ocurre lo mismo para el problema inverso (Tarantola, 2005). Es decir, para un sistema dado, 
existen múltiples combinaciones de parámetros (modelos) que generan representaciones 
aceptables del fenómeno modelado. En las últimas dos décadas, y específicamente en el 
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campo de la modelación hidrológica, este hecho se ha evidenciado empíricamente y ha sido 
estudiado intensamente, adoptando el nombre de “equifinalidad” (Beven, 2006; Vrugt et al., 
2009b). Por este motivo, es importante obtener información a priori sobre los parámetros 
del modelo (e.g. límites inferior y superior, distribución de probabilidad) y así mismo, se 
debe hacer una cuidadosa representación de la incertidumbre en el proceso de modelación. 
4.2 Incertidumbre en el proceso de modelación 
De acuerdo con McIntyre et al. (2002), una definición de análisis de incertidumbre es “los 
medios para calcular y representar la certeza con la cual los resultados del modelo 
representan la realidad”. Siguiendo a Gupta et al. (2005) y McIntyre et al. (2002), la 
diferencia entre las predicciones de un modelo determinístico sobre una variable y los 
valores medidos sobre la misma, tiene su origen en las siguientes fuentes: 
 
 Error en los parámetros del modelo, ε1. 
 Error en la estructura del modelo, ε2, siendo esta el grupo de ecuaciones matemáticas que 
definen el modelo. 
 Errores numéricos, ε3 (errores de truncamiento, redondeo y en el código numérico). 
 Incertidumbre en las condiciones iniciales y de frontera, ε4. 
 Errores asociados con la medición de las variables modeladas, ε5. Dichos errores en los 
datos se generan por: 
o Errores de muestreo, efectos de escala y no linealidades (i.e. los datos no 
representan los promedios espaciales y temporales requeridos). 
o Errores de medición (e.g. debido a los métodos de transporte y análisis en 
laboratorio). 
o Errores humanos. 
 
Han habido esfuerzos recientes para cuantificar por separado la incertidumbre proveniente 
de la estructura del modelo y de los datos (e.g. Renard et al., 2010; Vrugt et al., 2008; Kavetski 
et al., 2006). El enfoque adoptado en este trabajo de investigación sigue la línea tradicional 
explicada por McIntyre et al. (2002): 
 
Teniendo en cuenta que los resultados de un modelo libre de errores igualan los valores 
observados libres de error, la relación entre el resultado real del modelo M y de las 
mediciones reales O se puede expresar como: 
 
1 2 3 4 5M O                  [91] 
 
El objetivo del modelador es alcanzar, dada una tolerancia, un modelo libre de error 
removiendo los errores ε1 a ε4. En este estudio en particular, no se tiene control sobre los 
errores en la estructura del modelo, el método numérico y las condiciones iniciales y de 
frontera, y no se considera explícitamente la incertidumbre sobre los datos medidos. Por este 
motivo, el objetivo de la calibración es identificar el set de parámetros óptimos “efectivos” 
que compensan lo mayor posible las fuentes de error diferentes a la originada en lo 
parámetros mismos. La incertidumbre paramétrica representa, en este caso, la ambigüedad 
introducida en los parámetros efectivos encontrados causada por la naturaleza e 
inseparabilidad de los errores ε2 a ε5. Por lo tanto, los parámetros del modelo se utilizan 
como variables controladoras de error y son identificados de acuerdo con su capacidad para 
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explicar matemáticamente ε2 a ε5. Esto originará, por supuesto, valores desviados de los 
parámetros que no necesariamente corresponden con los parámetros “reales” que gobiernan 
el fenómeno modelado. Para eliminar dicha desviación es necesario acudir a métodos que 
consideren explícitamente las otras fuentes de incertidumbre, lo cual está fuera del alcance 
del presente trabajo de investigación. 
4.2.1 Identificabilidad y sensibilidad de un modelo 
La identificabilidad de un modelo se representa por la extensión para la cual la mejor 
respuesta simulada puede ser identificada por el modelador (Kleissen et al., 1990; McIntyre 
et al., 2002). Entre menor sea dicha extensión, más identificable es el modelo a partir de la 
información disponible. Si un grupo de datos observados en campo puede ser explicado 
igualmente bien por dos o más combinaciones de parámetros, entonces el modelo 
seleccionado es poco identificable a partir de los datos. La baja identificabilidad está 
relacionada con el concepto de equifinalidad. La baja identificabilidad aumenta con la 
complejidad de un modelo (representada por el número de parámetros) y la poca precisión 
de los datos medidos. 
 
La sensibilidad es una medida de la influencia de los parámetros sobre la respuesta del 
modelo (Wlostowski et al., 2013). Los parámetros con mayor sensibilidad tienen una mayor 
influencia sobre la respuesta del modelo. La sensibilidad paramétrica es determinada en este 
trabajo de investigación utilizando el Análisis de Sensibilidad Regional (RSA; Freer et al., 
1996; Spear y Hornberger, 1980; Wagener et al., 2004). RSA compara las funciones de 
distribución acumulada (CDFs) de los parámetros del modelo. Si las CDFs son similares en 
forma a la CDF uniforme, entonces no existe un rango particular de valores que indique una 
preferencia frente a otro rango de valores, indicando por lo tanto que dicho parámetro no es 
sensible. Por otra parte, si la forma de la CDF es diferente a la uniforme, los mejores valores 
de los parámetros están distribuidos a lo largo de un rango más angosto de valores posibles, 
indicando sensibilidad paramétrica. 
4.3 Representación estadística del problema inverso 
Considérese un modelo, f que simula la respuesta Y= {y1,…, yn} con longitud n de un sistema 
real para condiciones de frontera medidas  ̂ y condiciones iniciales  ̂, utilizando un vector de 
d parámetros del modelo, θ= {θ1,…, θd}: 
 
ˆ( , , )ˆf   Y          [92] 
 
Se supone que: 
 
Θ n  R           [93] 
 
Donde    denota el espacio Euclidiano p-dimensional. Si Θ no es el espacio completo   , se 
dice que el problema es acotado. Los parámetros del modelo, θ, pueden ser físicos o 
conceptuales. Los parámetros físicos (e.g. tasa de oxidación de la materia orgánica 
carbonácea, tasa de nitrificación, velocidad de sedimentación) son aquellos que se pueden 
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inferir utilizando métodos que son independientes de la cuenca o zona de estudio. Los 
parámetros conceptuales no necesariamente tienen una interpretación física y solo se 
pueden inferir mediante el ajuste de la respuesta simulada por el modelo y los valores 
observados. Cuando se utilizan modelos distribuidos, es posible que los parámetros pierdan 
significado físico cuando corresponden a valores promedio o “efectivos” en un tramo o 
sector. La calibración es necesaria cuando no es posible medir directamente los parámetros 
físicos en el sistema, se implementan modelos conceptuales o agregados, o se hace una 
agregación espacial de modelos distribuidos que utilizan parámetros físicos. 
 
La hipótesis del modelo está típicamente representada por una función determinística o 
estocástica f:  ̂, ̂    encerrada por el vector de parámetros θ (Kavetski et al., 2006, citado 
por Vrugt et al., 2013). En el análisis de series de tiempo, la influencia de  ̂ en la respuesta 
del modelo disminuye al incrementar la distancia desde el inicio de la simulación. En estas 
situaciones es común utilizar un período de “calentamiento” del modelo para reducir la 
sensibilidad a los valores iniciales. Para la modelación dinámica de la calidad del agua en este 
trabajo de investigación, las condiciones iniciales se tomaron como las concentraciones en 
estado estable asignando como entrada las concentraciones en el tiempo cero de las señales 
al inicio del tramo simulado. Como se mostrará más adelante, el efecto de esta asignación se 
ve reflejado como un “retraso” en la señal de respuesta respecto a la de entrada, con una 
concentración constante para tiempos menores al de arribo. De esta manera, no se hace 
necesario el “calentamiento” del modelo, lo cual en la calibración corresponde a una 
disminución significativa del tiempo de cómputo. 
 
Como se mencionó anteriormente y siguiendo a Vrugt et al. (2009b), para establecer si f 
provee una descripción adecuada del sistema bajo estudio que intenta representar, es una 
práctica estándar confrontar la respuesta simulada por el modelo con las mediciones del 
comportamiento observado del sistema,  ̂    ̂     ̂  . La diferencia entre Y y  ̂ define el 
vector de residuales: 
 
   | , , | ,     1, , ˆ ˆ ˆ ˆˆi i iy y i n         Y       [94] 
 
Entre más cercanos a cero estén los residuales, el modelo representa mejor los datos 
observados. No obstante, como se explicó en la sección anterior, debido a los errores en las 
condiciones iniciales y de frontera observados ( ̂   ̂), insuficiencias en la estructura del 
modelo y su solución numérica, errores en los datos observados,  ̂ y la incertidumbre 
asociada con la correcta selección de θ, no se espera que los valores residuales sean cero. 
 
La aproximación más común para intentar forzar el vector de residuales a valores cercanos a 
cero es a través de los parámetros del modelo sin considerar las otras fuentes de error. Este 
enfoque fue explicado con un poco más de detalle en la sección anterior. Una medida que 
usualmente se minimiza durante el proceso de estimación de parámetros es la suma de los 
residuales al cuadrado (SSR): 
 
   
2
1
ˆ| , , | ,ˆ ˆ ˆˆ ,ˆ
n
i
i
SSR       

Y Y        [95] 
 
Esta es la formulación del método estándar de mínimos cuadrados. También existen otras 
medidas de error, las cuales serán mencionadas más adelante. Como se exponía en el capítulo 
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1, durante las últimas décadas se han desarrollado métodos numéricos de optimización para 
minimizar las medidas de error en espacios paramétricos d-dimensionales. La principal 
desventaja de dichas técnicas es que no proveen información sobre las funciones de densidad 
de probabilidad (fdp) de θ, p(θ| ̂  ̂, ̂). La principal utilidad de estas distribuciones es que 
ayudan a evaluar el contenido de información de los datos y a generar distribuciones 
predictivas de Y (Vrugt et al., 2009b). 
 
De acuerdo con Hantush y Kalin (2008, citado por Chin, 2009), las aproximaciones actuales 
para estimar la incertidumbre predictiva se pueden agrupar en las siguientes categorías: 
estimación Bayesiana de la incertidumbre, métodos basados en muestreo, optimalidad de 
Pareto, análisis estocástico de los residuales del modelo y análisis de varianza (ANOVA). 
Particularmente en modelación hidrológica, el marco más ampliamente aceptado es la 
estimación Bayesiana (Chin, 2009; Vrugt et al., 2009b), la cual depende de la eficiente 
exploración de la distribución conjunta de probabilidad a través de simulaciones de Monte 
Carlo o, con mayor auge y aplicación, de técnicas especiales de muestreo como las cadenas de 
Markov Monte Carlo (e.g. Vrugt et al., 2003; Blasone et al., 2008). Dentro del marco 
Bayesiano, se pueden incluir aproximaciones estadísticamente informales como la 
metodología GLUE (Beven, 2006; Montanari, 2007; Vrugt et al., 2009b, Jin et al., 2010). Esta 
categorización para la metodología GLUE es aún materia de discusión. 
 
Utilizando el teorema de Bayes y considerando a los parámetros como las únicas variables 
controladoras de la incertidumbre, el propósito de la calibración del modelo es estimar la 
distribución posterior de probabilidad (fdp) maximizando p(θ| ̂): 
 
 
   
 
ˆ
ˆ
| ˆ
|p p
p
p
 
 
Y
Y
Y
        [96] 
 
donde      representa la distribución a priori de los parámetros, y      ̂   ( ̂| ) denota 
la función de verosimilitud. La constante de normalización, p( ̂) es difícil de estimar 
directamente en la práctica y, en cambio, es obtenida por integración: 
 
       
Θ Θ
ˆ ˆ ˆ| ,p p p d p d      Y Y Y       [97] 
 
en el espacio paramétrico de manera que p(θ| ̂) sea escalada a la unidad. Cuando el interés 
yace solamente sobre los parámetros del modelo, no es necesario calcular p( ̂), ya que todas 
las inferencias estadísticas (media, desviación estándar, etc.) se pueden hacer a partir de la 
densidad no normalizada (Vrugt et al., 2013): 
 
     | ˆ,p p L  Y Y         [98] 
 
Si se asume una distribución a priori uniforme (no informativa), entonces la expresión [98] 
es simplemente la función de verosimilitud. Esta función debe resumir adecuadamente las 
propiedades estadísticas de los residuales,      ̂ . La selección de una función de 
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verosimilitud adecuada es aún materia de debate en la literatura hidrológica y estadística 
(Vrugt et al., 2013). En el caso más simple con valores medidos escalares (  ̂   
 ) y no 
correlacionados, y residuales normalmente distribuidos con varianza constante, σ2 
(homocedástico), la función de verosimilitud se puede escribir como: 
 
 
 
2
22
1
1
| e
ˆ
xp
2
ˆ
2
n
i i
i
y y
L



       
  
Y      [99] 
 
donde  ̂  es el estimado de la desviación estándar de los residuales. Dicho valor puede ser 
especificado a priori basado en el conocimiento de los errores de medida, o se puede inferir 
simultáneamente con los parámetros en θ. Eliminando el signo de productoria en la 
expresión [99], se obtiene: 
 
   22
1 1
| eˆ xp ˆ|
22
n
L SSR 

   
   
    
Y Y      [100] 
 
Asumiendo una distribución a priori no informativa de la forma         , Box y Tiao 
(1973, citado por Vrugt et al., 2003) mostraron que la influencia de σ se puede expresar como 
una constante, llegando a la siguiente forma para la función de verosimilitud: 
 
    2| |ˆ ˆ
n
L SSR 

 
 
Y Y         [101] 
 
A la luz de estas consideraciones, Schoups y Vrugt (2010, citado por Vrugt et al., 2013) 
introdujeron una función generalizada de verosimilitud que fue desarrollada especialmente 
para considerar distribuciones no-Gaussianas de residuales correlacionados con 
heterocedasticidad. Estos desarrollos, sumados a los correspondientes para introducir la 
incertidumbre de los datos y de la estructura del modelo en el esquema Bayesiano, se han 
aplicado principalmente en modelos hidrológicos conceptuales y utilizando, en la mayoría de 
casos, series extensas de información. Otras condiciones de aplicación se relacionan con 
estudios de hidrología urbana, en donde también se han considerado módulos de calidad del 
agua mucho más simples que el del modelo AMQQ aquí estudiado y series de tiempo más 
detalladas (e.g. Dotto et al., 2012; Freni y Manina. 2010a,b,c). El nivel de complejidad del 
problema de calibración utilizando el enfoque Bayesiano aplicado en el presente trabajo de 
investigación, corresponde al de la expresión [101], el cual está incorporado en el algoritmo 
SCEM-UA. 
4.4 Técnicas de calibración y análisis de incertidumbre 
En esta sección se introducen las técnicas de calibración utilizadas para resolver problemas 
con una única función objetivo (agregada, para el caso de modelos con múltiples salidas o 
señales). La metodología GLUE se seleccionó por ser lo suficientemente general para obtener 
bandas de incertidumbre a partir de la exploración del espacio paramétrico hecha por cada 
una de las otras técnicas de búsqueda global; también tiene la ventaja de adaptarse a 
enfoques estadísticos formales y no formales. Los métodos meta-heurísticos GA, SA, SCE-UA y 
66 Análisis de la capacidad predictiva de un modelo dinámico de calidad del agua 
aplicando técnicas de computación evolutiva, optimización multiobjetivo y 
procesamiento recursivo de datos 
 
SCEM-UA, fueron seleccionados en este trabajo de investigación porque representan algunos 
de los principales avances y enfoques estudiados en los últimos 40 años para afrontar 
problemas de optimización global. En particular, el método SCEM-UA es una muestra clara 
del interés de la comunidad científica por introducir el análisis de incertidumbre de forma 
integrada durante el proceso de búsqueda global. Antes de este tipo de propuestas, 
particularmente en la modelación matemática en hidrología, se tenían básicamente dos 
perspectivas: la determinística, que defiende la tesis de una única solución paramétrica para 
explicar los datos observados y cuyo énfasis es implementar técnicas eficientes y efectivas 
para la identificación del mínimo (o máximo) global en el espacio paramétrico; y la que 
mantiene la idea de que no es posible una única solución sino un conjunto aceptable de 
soluciones debido a la incertidumbre en el proceso de modelación (Gupta et al., 2005). Como 
se verá a continuación, los métodos GA y SA difieren significativamente en su origen y 
filosofía de búsqueda, mientras que los métodos SCE-UA y SCEM-UA recogen 
simultáneamente elementos de estas y otras técnicas.  
 
Cada uno de los parámetros propios de cada algoritmo se definieron por ensayo y error y 
recomendaciones de la literatura. Una vez implementados estos algoritmos bajo las 
condiciones descritas, se estudió su exploración del espacio paramétrico en el sentido de 
obtener bandas de incertidumbre del 95% de nivel de confianza. Para ello, se implementó la 
metodología GLUE con todos los puntos y respectivos valores de la FO. 
4.4.1 Estimación generalizada de incertidumbre por verosimilitud 
(GLUE) 
La metodología GLUE rechaza la idea de una única solución “óptima” que explica el mejor 
ajuste entre los resultados del modelo y los datos observados, en favor de encontrar un 
grupo de combinaciones (entradas, estructuras, sets de parámetros, errores) que sean 
consistentes en comportamiento con las observaciones (no libres de error). Para este 
propósito utiliza una medida informal de verosimilitud que busca identificar partes del 
espacio paramétrico del modelo que puedan proveer ajustes aceptables a los datos y que 
puedan ser útiles en modo predictivo. Existe gran variedad de medidas informales utilizadas 
en el contexto de la metodología GLUE (e.g. Beven y Freer, 2001). Un ejemplo es la propuesta 
por Freer et al. (1996, citado por Beven y Freer, 2000) basada en el criterio de eficiencia de 
Nash- Sutcliffe con factor de forma Z: 
 
  2 20| (1 / )ˆ ZL    Y  para 2 20        [102] 
 
donde   
  es la varianza de los residuales y   
  es la varianza de los datos observados. Cuando 
la varianza de los residuales es mayor o igual a la de los datos observados, la función de 
verosimilitud adquiere un valor de 0. Como requisito, cualquiera que sea la función de 
verosimilitud, esta debe ser positiva y crecer monotónicamente con el desempeño del 
modelo; los modelos considerados no aceptables deben tener una verosimilitud de cero. 
Siguiendo a Vrugt et al. (2009), GLUE trabaja de la siguiente manera para estimar la 
incertidumbre de los parámetros y la salida del modelo: 
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1. Tomar una muestra de puntos Θ de tamaño N utilizando la distribución a priori 
especificada, p(θ). 
2. Calcular la función de verosimilitud      ̂  para cada punto de Θ, i = 1,…, N. 
3. Definir un umbral para separar las soluciones “buenas” de aquellas que no representan 
adecuadamente el comportamiento observado, correspondientes a las combinaciones 
paramétricas de Θ. Recoger las k buenas soluciones en D. 
4. Normalizar los valores de la función de verosimilitud para las soluciones aceptadas, i = 
1,…, k de D,  ̅(  | ̂)   (  | ̂) ∑  (  | ̂)    ⁄  de manera que ∑  ̅( 
 | ̂)      . 
5. Asignar a cada predicción Yi, i = 1,…,k de D, probabilidad  ̅(  | ̂). 
6. Ordenar Y con sus correspondientes valores de probabilidad para generar la fdp de la 
predicción del modelo, y utilizarla para generar los intervalos de incertidumbre. 
 
Para resumir, en la metodología GLUE se llevan a cabo un gran número de corridas 
(simulaciones de Monte Carlo) de un modelo en particular con diferentes combinaciones de 
valores de parámetros, seleccionados aleatoriamente de una distribución paramétrica a 
priori. Comparando las respuestas simuladas y observadas, a cada combinación de valores de 
parámetros se les asigna un valor de verosimilitud, es decir, una función que cuantifica qué 
tan bien simula una combinación paramétrica en particular el sistema. Valores altos para la 
función de verosimilitud indican una mejor correspondencia entre las predicciones del 
modelo y los datos observados. Basado en un umbral de aceptación, el total de las 
combinaciones paramétricas muestreadas se dividen entre “buenas” y “no aceptables”. Los 
valores de la función de verosimilitud que son retenidos como “buenos” son reescalados para 
obtener la función acumulada de probabilidad (cdf) de la salida del modelo. La predicción 
determinística del modelo es luego dada, generalmente, como la mediana de la distribución 
de salida, y la incertidumbre asociada se deriva de la cdf, seleccionando comúnmente los 
cuantiles del 5 y 95%. 
 
A causa de su simplicidad conceptual y facilidad en su implementación, la metodología GLUE 
tiene un uso bastante amplio. Si se utiliza con funciones de verosimilitud Bayesianas formales 
como las del tipo de la expresión [100], este método arrojará resultados muy similares a los 
del método SCEM-UA (ver sección 4.4.5), no obstante, este último encuentra de forma más 
eficiente los modelos “aceptables” por su estrategia de búsqueda basada en Cadenas de 
Markov Monte Carlo (Vrugt et al., 2009).  
 
Una de las principales limitaciones de la metodología GLUE consiste en que las funciones de 
verosimilitud informales, por lo general, no condicionan adecuadamente la estimación de los 
parámetros de acuerdo con el número n de mediciones. No obstante, esto se evita para no 
sobre-condicionar el problema inverso y permitir que la incertidumbre paramétrica 
represente la incertidumbre total. Cada simulación del modelo conduce implícitamente una 
serie de error que se conoce de manera exacta durante la calibración y que se supone que 
tiene características similares en modo de evaluación (no requiere de un modelo de error 
explícito). De acuerdo con Beven y Freer (2000), todas las fuentes de error y la 
interdependencia (covarianza) entre los valores de los parámetros se consideran 
implícitamente ya que la función de verosimilitud está asociada con la combinación de 
parámetros y no con cada valor individual. Por otra parte, el umbral de aceptación del paso 
3) es totalmente subjetivo y no está basado en argumentos estadísticos apropiados, lo que 
suele presentarse como una desventaja; no obstante, existen propuestas basadas en pruebas 
de hipótesis y estadística Bayesiana para efectuar este paso de forma más objetiva (e.g. van 
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Griensven y Meixner, 2007). Es posible que todos los sets de parámetros sean rechazados si 
resultan no aceptables. 
4.4.2 Algoritmo genético (GA) 
Los algoritmos genéticos (GA) son métodos estocásticos de búsqueda global basados en los 
mecanismos de la selección y genética natural, combinando la supervivencia artificial de los 
“más aptos” con operadores abstraídos de la naturaleza (Holland, 1975; Goldberg, 1989; 
citado por Wang, 1997). Los algoritmos genéticos difieren de otras técnicas de búsqueda en 
el sentido de utilizar una población de puntos, codificar la combinación de los valores de 
parámetros y emplear reglas de transición probabilísticas en lugar de determinísticas (Wang, 
1997). 
 
En el GA, se selecciona inicialmente una población de N puntos de forma aleatoria a partir del 
espacio paramétrico Θ. La función objetivo (FO), la cual es una medida del ajuste entre la 
respuesta simulada y la observada y adquiere valores menores para mejores resultados, es 
evaluada para cada uno de los puntos que conforman dicha población inicial. De los N puntos, 
dos son seleccionados aleatoriamente, dando mayor probabilidad de selección a aquellos que 
tengan menores valores en la FO. Ambos puntos seleccionados son utilizados de manera 
subsiguiente para generar un nuevo punto, en cierta forma aleatoria (cruce) y 
ocasionalmente adicionando alguna perturbación al azar (mutación). Este procedimiento se 
repite hasta obtener N puntos nuevos; también existe la opción de conservar algunos de los 
mejores puntos para la siguiente generación (elitismo). Se espera que la nueva población de 
puntos generada (generación) esté más concentrada alrededor de la solución óptima, en 
relación con la población inicial o anterior. El procedimiento que genera una nueva población 
se repite de manera sucesiva hasta alcanzar los criterios de convergencia especificados (e.g. 
diferencia relativa de la FO para el mejor punto de m generaciones sucesivas, máximo 
número de iteraciones o generaciones). 
 
El GA utilizado en el presente trabajo de investigación está disponible en la herramienta de 
MATLAB® llamada Global Optimization Toolbox. Una diferencia importante del GA aplicado 
en esta herramienta respecto a los algoritmos tradicionales, es que no se hace la codificación 
binaria de las combinaciones de parámetros sino que se utilizan directamente los valores 
reales de cada elemento. A continuación se describen los pasos y criterios seleccionados, 
teniendo en cuenta que esta herramienta incluye diversos mecanismos para llevar a cabo 
cada uno de las operaciones del GA (selección, cruce y mutación, ver Figura 4-2). 
 
 
Figura 4-2: Representación gráfica de las reglas de evolución natural. a) Elitismo b) cruce 
y c) mutación. Tomado de The MathWorks (2009) 
 
 
 
 
a) b) c) 
Técnicas de calibración y análisis de incertidumbre 69 
 
1. Muestreo aleatorio, siguiendo una distribución uniforme, de 30 puntos a lo largo del 
espacio paramétrico acotado por los rangos de calibración asignados a cada parámetro 
del modelo. 
2. Evaluación de la función objetivo para cada una de las 30 combinaciones de la población 
inicial. 
3. Escalamiento de los puntos evaluados de acuerdo con su valor de FO. El escalamiento 
convierte los valores de FO en puntajes aptos para el algoritmo de selección. Este último 
utiliza los valores escalados para escoger las parejas progenitoras de la siguiente 
generación; dicho algoritmo asigna mayor probabilidad de selección a los individuos con 
mayores valores escalados. El rango de los valores escalados afecta el desempeño del 
algoritmo genético: si dichos valores cambian drásticamente, los individuos con valores 
más altos se reproducirán muy rápido, reduciendo de forma importante la capacidad de 
explorar ampliamente el espacio paramétrico; por el contrario, si los valores varían poco 
entre sí, todos los individuos tendrán prácticamente la misma posibilidad de 
reproducción, haciendo el proceso de búsqueda muy lento (poco eficiente). La opción de 
escalamiento seleccionada, reproduce el puntaje de cada individuo de acuerdo con su 
clasificación. La clasificación del individuo con menor FO (mejor ajuste) corresponde al 
número 1, al siguiente se le asigna el número 2, y así sucesivamente. El valor de 
escalamiento es proporcional a 1/√ , siendo k la clasificación. La suma de los valores 
escalados de toda la población debe ser igual al número de individuos requeridos para 
crear la siguiente generación. 
4. Selección de las parejas progenitoras de nuevos puntos. Un individuo puede ser elegido 
más de una vez para generar uno nuevo. El método de selección utilizado en esta tesis 
corresponde al “estocástico uniforme”. En este, se traza una línea en la que cada 
individuo corresponde a una sección de la misma, de longitud proporcional a su valor de 
escalamiento; la longitud total de dicha línea es, por lo tanto, igual al número de 
progenitores. El algoritmo se mueve a lo largo de la línea en pasos de igual tamaño, el 
cual se define como la longitud de la línea dividida entre el número de progenitores. En 
cada paso, el algoritmo localiza un progenitor de acuerdo con la sección sobre la que cae. 
El primer paso es un número aleatorio de una distribución uniforme, menor o igual al 
tamaño de paso. 
5. Reproducción de la población por elitismo, cruce y mutación. Esto se hace de acuerdo con 
el número de individuos para los cuales se garantiza la supervivencia hacia la siguiente 
generación, que en este caso es de 2, así como la fracción de la siguiente generación que 
se genera por cruce, siendo la restante generada por mutación. Dicha fracción se definió 
en 0.7. Resumiendo, en la población de la siguiente generación, 2 vienen directamente de 
la anterior (los dos con mejor FO), 20 son generados por cruce (40 progenitores 
requeridos) y 8 por mutación, para un total de 30.2 La mutación consiste en un algoritmo 
que hace pequeños cambios aleatorios en los individuos de la población para proveer 
diversidad genética y permitir una exploración más amplia del espacio paramétrico. El 
algoritmo de mutación seleccionado es el “adaptable factible”, el cual genera 
aleatoriamente valores de acuerdo con los resultados de la última generación, de manera 
que se satisfagan los límites del espacio paramétrico. El algoritmo de cruce seleccionado, 
denominado “disperso”, consiste en generar un vector binario aleatorio, seleccionando 
los elementos del primer progenitor correspondientes a los 1 del vector binario, y 
                                                             
 
2 Para el caso de la calibración de Coliformes Totales y SST, se estableció una población de 20 
individuos y una fracción de cruce de 0.8 (2 individuos por elitismo, 14 por cruce y 4 por mutación) 
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seleccionado los elementos del segundo progenitor correspondientes a los 0 del mismo 
vector aleatorio: 
 
P1= [a b c d e f g h] 
P2= [1 2 3 4 5 6 7 8] 
Vector binario aleatorio = [1 1 0 0 1 0 0 0] 
Punto nuevo = [a b 3 4 e 6 7 8] 
 
6. Se repiten los pasos 2 al 5 hasta que se alcance alguno de los siguientes criterios de 
convergencia: máximo número de generaciones igual a 100 y número consecutivo de 
máximo 10 generaciones sin mostrar cambios en la mejor FO, y cambio promedio en el 
valor de la mejor FO menor a 1x10-6. 
 
Finalmente, es importante resaltar que diferentes tipos de Algoritmos Genéticos han sido 
implementados para la calibración de modelos de calidad del agua en corrientes superficiales 
(e.g Mulligan y Brown, 1998; Zou y Lung, 2004; Pelletier et al., 2006). En Colombia, ésta 
aproximación de calibración es frecuente en la práctica ya que la herramienta de modelación 
QUAL2Kw incluye un algoritmo genético para la estimación automática de los parámetros del 
modelo. Dicho software es ampliamente utilizado en el país suramericano, en procesos 
asociados con el ordenamiento del recurso hídrico y con la evaluación ambiental de 
vertimientos. 
4.4.3 Simulated Annealing (SA) 
El algoritmo SA (que traduce “recocido simulado”) es una técnica estocástica de búsqueda 
global que imita el enfriamiento de un material hasta alcanzar un estado de mínima energía, 
y tiene su origen en la aplicación de la mecánica estadística en el campo de la optimización 
combinatoria (Kirkpatrick et al., 1983). La versión del algoritmo utilizada en este trabajo de 
investigación corresponde al Adaptive Simulated Annealing (ASA, Ingber, 1995) y está 
incorporado en la herramienta Global Optimization Toolbox de MATLAB®. A continuación se 
indican los pasos efectuados por esta técnica y los valores de los parámetros respectivos 
utilizados en esta investigación: 
 
1. El algoritmo genera un punto inicial de forma aleatoria (vector cuyos elementos son los 
valores de cada parámetro de calibración    entre los límites inferior    y superior    
definidos).  
 
[ , ]ki i iA B           [103] 
 
Igualmente, arranca con una temperatura inicial T0, definida para esta investigación con 
un valor de 100. 
2. Se evalúa la FO de acuerdo con el punto inicial. 
3. Se selecciona un nuevo punto distanciado del actual de acuerdo con una distribución de 
probabilidad con escala proporcional a la temperatura actual: 
 
 1k ki i ii iy B A 
            [104] 
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[ 1,1]iy    
  
El subíndice k se refiere al tiempo de enfriamiento (contador discreto de tiempo). El valor 
de    se calcula de acuerdo con la siguiente expresión: 
 
2 1
1 1
1 1
2
iu
i i i
i
y sgn u T
T
   
      
     
      [105] 
 
siendo    un número aleatorio entre 0 y 1 obtenido de una distribución uniforme. 
 
[0,1]iu U  
 
4. Se determina si la FO del nuevo punto es mejor o peor que la actual. Si el nuevo punto es 
mejor, se vuelve el siguiente punto a perturbar aleatoriamente, si no, este punto puede 
ser escogido de acuerdo con una función de aceptación estocástica. La probabilidad de 
aceptación está dada por: 
 
 
 
1
1 exp / maxa
p
T
 
   
       [106] 
 
siendo Δ la diferencia entre las dos FO consecutivas. Debido a que Δ y T son positivos, la 
probabilidad de aceptación se encuentra entre 0 y ½. Valores de temperatura más 
pequeños o altos valores para Δ, generan probabilidades de aceptación pequeñas. Para 
determinar si el punto se acepta, la probabilidad calculada debe ser mayor a un número 
aleatorio generado de una distribución uniforme entre 0 y 1. 
5. El algoritmo disminuye sistemáticamente la temperatura, almacenando el mejor punto 
encontrado hasta el momento. La disminución, denominada “itinerario de recocido”, está 
dada por la siguiente expresión: 
 
0 *0.95
k
iT T          [107] 
 
6. Después de aceptar 100 puntos, el algoritmo vuelve a aumentar la temperatura para cada 
parámetro y repetir el proceso. El índice de tiempo para determinar la nueva 
temperatura inicial se obtiene a partir de los gradientes si de la FO con respecto a cada 
dimensión (parámetro). Dicho gradiente se calcula para la iteración correspondiente al 
mínimo valor encontrado para la FO: 
 
 i i i
i
FO
s B A




         [108] 
 
 0ln iii
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max sT
k
T s
 
  
 
        [109] 
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7. El algoritmo continúa hasta que se cumplan los siguientes criterios de convergencia: 
cambio promedio de la FO menor que 1x10-6 en 200 iteraciones; máximo número de 
evaluaciones de la FO igual a 3000 veces el número de parámetros de calibración. 
4.4.4 Shuffled Complex Evolution – University of Arizona (SCE-UA) 
El algoritmo SCE-UA está basado en cuatro conceptos principales: 1) una combinación de 
aproximaciones determinísticas y probabilísticas; 2) evolución sistemática de un “complejo” 
de puntos esparcidos en el espacio paramétrico, en la dirección de una mejora global de la 
FO; 3) evolución competitiva; y 4) barajado (shuffling) complejo. Estas cuatro características 
representan lo mejor de varios métodos de optimización global (Thyer et al., 1999). A 
continuación se describe de forma general la implementación del método: 
 
1. Selección aleatoria (distribución uniforme) de s puntos en el espacio paramétrico factible 
y cálculo de la FO en cada uno. 
2. Organización de los puntos en orden ascendiente en el valor de la FO. El menor valor en 
la FO representa un mejor desempeño. 
3. Partición de la población (s puntos) en p complejos (complexes), cada uno conteniendo m 
puntos. Los complejos son conformados de manera que el primer complejo contiene 
todos los p(k-1)+1 puntos ordenados, el segundo complejo contiene todos los p(k-1)+2 
puntos ordenados, y así sucesivamente, siendo k= 1, 2 ,…, m. 
4. Evolución de cada complejo de acuerdo con el algoritmo de evolución competitiva 
compleja (CCE), explicado más adelante. 
5. Barajeo (shuffling) de complejos. Esto consiste en combinar los puntos en los complejos 
evolucionados en una única población, dicha población se ordena en orden ascendente 
del valor de la FO y se vuelve a dividir en p grupos de acuerdo con el procedimiento 
descrito en el paso 3. 
6. Verificación de convergencia. Si se cumplen los criterios definidos, parar, de lo contrario, 
continuar. 
 
El muestreo aleatorio del paso 1 da pie a localizar potencialmente el óptimo global sin tener 
un sesgo preestablecido hacia unos puntos iniciales. La partición de la población en varias 
comunidades facilita una exploración más libre y extensa del espacio paramétrico en 
diferentes direcciones, detectando probablemente más de una zona de atracción. El barajeo o 
combinación al final de cada iteración permite compartir información sobre la búsqueda 
obtenida de manera individual por cada comunidad. El componente clave del método es el 
algoritmo CCE del paso 4. Este está basado en el esquema de búsqueda directa Simplex de 
Nelder y Mead (1965) y se resume en los siguientes pasos (Duan et al., 1994): 
 
1. Se construye un subcomplejo mediante la selección aleatoria de q puntos del complejo 
(comunidad) de acuerdo con una distribución trapezoidal de probabilidad. Dicha 
distribución de probabilidad se especifica de manera que el mejor punto (i.e. valor más 
bajo de FO) tiene la mayor posibilidad de ser seleccionado para conformar el subgrupo y 
viceversa: 
 
 
 
2 1
1i
m i
p
m m
 


                [110] 
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El punto con mayor posibilidad (i=1) tiene una probabilidad de 2/(m+1), y el de menor 
posibilidad (i=m) tiene una probabilidad de 2/m(m+1). 
2. Se identifica el peor punto del subcomplejo y se calcula el centroide del subcomplejo sin 
incluir el peor punto. 
3. Se intenta realizar el paso de reflexión del peor punto a través del centroide. Si el nuevo 
punto generado se encuentra dentro del espacio factible, se va al paso 4, de lo contrario 
se genera aleatoriamente un punto nuevo en el espacio paramétrico y se continúa al 
mismo paso 4. 
4. Si el nuevo punto generado tiene una mejor FO que la del peor punto, se reemplaza el 
peor punto por el nuevo. Ir al paso 7. De lo contrario, ir al paso 5. 
5. Se intenta realizar el paso de contracción calculando el punto medio entre el centroide y 
el peor punto. Si el punto de contracción es mejor que el peor punto, se reemplaza el peor 
punto por el punto de contracción y se continúa al paso 7, de lo contrario se va al paso 6. 
6. Se genera aleatoriamente un punto en el espacio paramétrico. Se reemplaza el peor punto 
por este nuevo. 
7. Repetir los pasos 2 al 6 α veces, siendo α ≥ 1 el número de evoluciones antes de hacer el 
barajeo (shuffling) de los complejos. 
 
Siguiendo a Duan et al. (1994), en el algoritmo CCE cada punto de un complejo es 
potencialmente un “progenitor” con la habilidad de participar en el proceso de reproducción  
(términos tomados de la literatura de GA para optimización global). Un subcomplejo funciona 
como un par de progenitores, excepto que puede comprender más de dos miembros. El uso 
de un esquema estocástico para construir los subcomplejos permite que el espacio 
paramétrico sea ampliamente explorado. La idea de competitividad se introduce al 
conformar los subcomplejos, basado en la noción de que el más fuerte sobrevive y engendra 
descendencia más apta y menos “débil”; así mismo permite direccionar la búsqueda hacia 
regiones donde probablemente se localice el mínimo global. El esquema de búsqueda directa 
Simplex de Nelder-Mead se utiliza para generar dicha descendencia. Este esquema es 
insensible a la no suavidad de la superficie de respuesta (espacio paramétrico) y le permite al 
algoritmo hacer uso de la información sobre dicho espacio para guiar la búsqueda hacia una 
dirección que mejora la FO. Además del esquema Simplex, en el algoritmo se introducen 
puntos aleatorios, lo cual es semejante al proceso de mutación en los GA. Todo miembro de la 
población tiene al menos una oportunidad de contribuir al proceso de reproducción antes de 
ser descartado, por lo tanto no hay información contenida en la población que sea ignorada. 
 
Para la implementación de este algoritmo en el modelo AMQQ, los parámetros del método se 
definieron de la siguiente forma, siguiendo las recomendaciones de Duan et al. (1994): 
 
a. Número m de puntos en un complejo igual a dos veces el número de parámetros de 
calibración, mas 1. 
b. Número p de complejos (comunidades) igual al siguiente entero del número de 
parámetros de calibración dividido entre 3, mas 1 (se definió así para el modelo AMQQ, 
pero este parámetro depende del tipo de problema y modelo). 
c. Número q de puntos en un subcomplejo (Simplex) igual al número de parámetros de 
calibración, mas 1. 
d. Número α de pasos de evolución de cada complejo antes del barajeo (shuffling) igual al 
número de puntos en un complejo. 
e. El número s de puntos en la población inicial es, por lo tanto, igual al producto entre p y 
m.  
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f. Los criterios de convergencia se definieron de la siguiente forma: número máximo de 
evaluaciones de la FO igual a 5000, porcentaje de cambio máximo permitido en la mejor 
FO en 6 iteraciones consecutivas igual a 0.1. Rango geométrico normalizado máximo de 
0.001 (medida del tamaño del espacio de búsqueda). 
4.4.5 Shuffled Complex Evolution Metropolis – University of Arizona 
(SCEM-UA) 
Solo recientemente han empezado a aparecer en la literatura métodos que hacen una 
evaluación realista de la incertidumbre paramétrica durante el proceso de calibración. Entre 
estos se encuentra el uso tradicional de aproximaciones de primer orden de análisis de 
incertidumbre paramétrica, el cálculo de razones de verosimilitud y métodos basados en 
Cadenas de Markov Monte Carlo (MCMC). Los algoritmos MCMC se han vuelto populares 
como una clase de métodos de aproximación de propósito general para problemas complejos 
de inferencia, búsqueda y optimización (Gilks et al., 1996, citado por Vrugt et al. 2003). El 
SCEM-UA es un muestreador del tipo MCMC, el cual está fuertemente relacionado con el 
método SCE-UA, pero utiliza la estrategia Metropolis-Hastings (Metropolis et al., 1953, citado 
por Vrugt et al. 2003) en lugar del método Simplex de Nelder-Mead para la evolución de la 
población, y es por lo tanto capaz de inferir el set de parámetros más probable y su respectiva 
distribución de probabilidad posterior en una simple corrida de optimización. 
 
El método MCMC para evaluar los intervalos de confianza paramétrica en modelos no 
lineales está basado en la idea de que en lugar de calcular explícitamente la distribución de 
probabilidad, p(θ| ̂), utilizando inferencia estadística tradicional, es suficiente aproximar su 
forma dibujando una muestra aleatoria grande a partir de p(θ| ̂). Las medidas de diagnóstico 
de tendencia central y de dispersión de la distribución posterior pueden ser estimadas 
calculando la media y la desviación estándar de la muestra. Esto conduce directamente a la 
pregunta de cómo se muestrea eficientemente a partir de p(θ| ̂). Para abordar esta pregunta 
se ha desarrollado un algoritmo, que combina la estrategia de muestreo de Metropolis-
Hastings con las fortalezas y eficiencia del método de computación evolutiva SCE-UA (Vrugt 
et al., 2003). 
 
El objetivo del algoritmo SCE-UA original (Duan et al., 1992) es encontrar un único mejor set 
de parámetros en el espacio factible. El SCE-UA empieza con una muestra de puntos aleatoria 
distribuida a lo largo y ancho del espacio paramétrico factible, y utiliza una adaptación de la 
estrategia de búsqueda Simplex de Nelder-Mead para evolucionar continuamente la 
población hacia mejores soluciones en el espacio de búsqueda, progresivamente renunciando 
a la ocupación de regiones con menor probabilidad posterior. Este rumbo genético, en donde 
los miembros de la población se mueven alrededor de un punto particular en el espacio 
paramétrico (i.e. la moda de p(θ| ̂)), es típico en muchos algorítmicos de búsqueda evolutiva. 
Reemplazando la estrategia adaptada del Simplex de Nelder-Mead por una estrategia 
Metropolis-Hastings, se evita la tendencia del algoritmo de colapsar en una pequeña región 
que contiene el “mejor” set de parámetros. El esquema general del algoritmo SCEM-UA se 
presenta a continuación: 
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1. Para inicializar el proceso, se selecciona un tamaño de población s y el número de 
complejos q. El algoritmo asume tentativamente que el número de secuencias es idéntico 
al número de complejos. 
2. Se generan s muestras de la distribución a priori              y se calcula la densidad 
posterior   (  | ̂)  (  | ̂)    (  | ̂)  para cada punto utilizando la ecuación [100] o 
[101]. 
3. Se ordenan los puntos en orden decreciente según la densidad posterior y se almacenan 
en un arreglo D[1:s,1:n+1], donde n es el número de parámetros, y por lo tanto la primera 
fila de D representa el punto con mayor densidad posterior. La columna extra almacena 
la densidad posterior. 
4. Se inicializan los puntos de arranque de las secuencias paralelas, S1, S2,…,Sq, tal que Sk es 
D[k, 1:n+1], donde k=1, 2, …, q. 
5. Se divide D en q complejos C1, C2, …, Cq, cada uno conteniendo m puntos, de manera que el 
primer complejo contiene todo punto con rango q(j-1)+1, el segundo complejo todo 
punto con rango q(j-1)+2 de D, y así sucesivamente, donde j=1,2, …, m. 
6. Una vez llevada a cabo la evolución secuencial, la cual se explica más adelante, se agrupan 
de nuevo todos los complejos C en D y se reorganiza y asigna el rango a los puntos en 
orden decreciente de densidad posterior. 
7. Se determina la convergencia estadística de Gelman y Rubin (GR) que verifica si se ha 
alcanzado una distribución objetivo estacionaria. Como límite de convergencia se adopta 
un valor menor o igual a 1.2. Si el criterio de convergencia se satisface, se para el 
algoritmo; de lo contrario, se regresa al paso 5. 
 
El algoritmo de evolución secuencial Metropolis-Hastings, el cual se aplica para cada 
complejo k y L veces antes de la agrupación de todos los complejos, se describe de forma 
general a continuación: 
 
1. Calcular la media μk y la estructura de covarianza Σk de los parámetros de Ck y ordenar en 
orden descendente de densidad posterior los m puntos del complejo Ck. Calcular Γk, la 
razón entre la densidad posterior del mejor punto y la densidad posterior del peor punto 
del complejo Ck. 
2. Generar la descendencia: 
I. Calcular αk, la razón entre la densidad posterior promedio de los m puntos del 
complejo Ck y la densidad posterior promedio de los últimos m puntos generados 
en Sk. 
II. Si αk es más pequeño que una razón T predefinida, se genera el nuevo punto, θt+1, 
de acuerdo con: 
 
 1 2, Σt t knN c          [111] 
 
donde θt es el dibujo actual de la cadena Sk asociada con la densidad posterior 
 (  | ̂) y cn es una tasa de salto predefinida. Ir al paso 3, de lo contrario ir a 2-II. 
III. Generar un punto candidato de acuerdo con: 
 
 1 2, Σkt knN c          [112] 
 
y continuar al paso 3. 
3. Algoritmo Metropolis-Hastings: 
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I. Calcular  (    | ̂) utilizando la ecuación [100] o [101]. Si θt+1 está fuera del 
espacio factible, asignar a  (    | ̂) un valor de 0. 
II. Calcular la razón Ω=  (    | ̂)/  (  | ̂). 
III. Si Z≤Ω, entonces aceptar el punto candidato. Si Z>Ω, entonces mantener la 
posición actual, es decir, θt+1 = θt. Z es un número aleatorio seleccionado de una 
distribución uniforme entre 0 y 1. 
IV. Agregar el punto θt+1 a Sk. 
V. Si el punto candidato es aceptado, se reemplaza el mejor miembro de Ck con θt+1; 
de lo contrario se reemplaza el peor miembro (rango m) de Ck con θt+1, siempre y 
cuando Γk sea mayor a T y  (    | ̂) sea mayor que la densidad posterior del 
peor miembro de Ck. 
 
Para resumir, el algoritmo SCEM-UA empieza con una población de puntos (combinaciones 
de parámetros) distribuidos aleatoriamente a través del espacio paramétrico factible. Para 
cada combinación de parámetros, se calcula la densidad posterior utilizando un esquema de 
inferencia Bayesiano como el presentado en la sección 4.3. Dicha población se reparte en q 
complejos, y en cada complejo k se lanza una secuencia paralela a partir del punto que 
ostenta la densidad posterior más alta. Se genera un nuevo punto candidato en cada 
secuencia k utilizando una distribución normal multivariada centrada alrededor del dibujo 
actual de la secuencia (k) o del promedio de los puntos del complejo (k), aumentado por la 
matriz de covarianza calculada con los individuos del complejo k. El criterio de Metropolis 
(Metropolis et al., citado por Vrugt, 2003) se utiliza para definir si el punto candidato debe 
ser agregado o no a la secuencia actual. Subsiguientemente, el nuevo punto candidato 
reemplaza, de forma aleatoria, a un miembro existente del complejo. Finalmente, después de 
cierto número de iteraciones (q*L), se conforman nuevos complejos a través de un proceso 
de barajeo (shuffling). Esta serie de operaciones resulta en un muestreador MCMC robusto 
que conduce una búsqueda eficiente del espacio paramétrico. 
 
De acuerdo con Vrugt et al. (2003), en contraste con técnicas tradiciones del tipo MCMC, el 
algoritmo SCEM-UA es un muestreador adaptativo, en donde la covarianza de las distribución 
propuesta está siendo periódicamente actualizada en cada complejo durante la evolución 
hacia una distribución posterior objetivo, utilizando información de la historia del muestreo 
inducida por las transiciones de las secuencias generadas. 
 
Las únicas variables que deben ser especificadas por el usuario son el tamaño s de la 
población y el número de complejos q, que así mismo determinan el número de puntos en 
cada complejo (m=s/q); los anteriores parámetros son iguales y consistentes con los del 
método SCE-UA para este trabajo de investigación. Adicionalmente, el algoritmo Metropolis-
Hastings contiene tres parámetros cuyos valores deben ser seleccionados de acuerdo con el 
tipo de problema. Valores reportados para diferentes estudios presentan valores de L=m/5, 
cn=1 y T=1x107. Se ha definido como 5000 el máximo número de evaluaciones de la FO 
durante la implementación de este método. 
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4.4.6 Optimización multiobjetivo 
La calibración de un modelo está mejor restringida si se consideran múltiples fuentes de 
información, con lo cual se pueden plantear marcos multiobjetivo de optimización (e.g. 
considerando distintos sitios, tipos de señales, modos de respuesta, etc.).  
 
Siguiendo a Wagener et al. (2004), durante la optimización multiobjetivo, un número de FO 
diferentes, usualmente no conmensurables ni conflictivas (Chankong y Haimes, 1993, citado 
por Wagener et al., 2004), son minimizadas simultáneamente. En la mayoría de los casos no 
es posible encontrar una única solución que minimice simultáneamente todas las FO. En 
cambio, generalmente se identifica una población que es parte del espacio paramétrico 
factible. Una metodología para encontrar dicha población fue introducida por el economista 
Pareto a finales del siglo XVIII (Pareto, 1896, citado por Wagener et al., 2004). Chankong y 
Haimes (1993, citado por Wagener et al., 2004) definen dicho concepto como sigue: Una 
solución se dice que es óptima de Pareto (también conocida en la literatura como eficiente, 
no inferior y no dominada) si el valor de cualquier función objetivo no puede ser mejorada 
sin degradar al menos una de las otras funciones objetivo. El problema de optimización 
multiobjetivo se puede representar matemáticamente como sigue (Madsen et al., 2007): 
 
{ ( )}kMin F            [113] 
 
Donde Fk(θ) son las diferentes FO consideradas. Cualquier miembro del set de Pareto tiene 
las siguientes propiedades (e.g. Gupta et al., 1998 citado por Madsen et al., 2007): 
 
1. Para cualquier miembro del set de Pareto, es posible encontrar al menos un punto fuera 
para el cual todas sus FO son mayores. 
2. No es posible encontrar un miembro del set de Pareto para el cual todas sus FO sean 
mejores que las de otro miembro. 
 
En otras palabras, es posible dividir el espacio paramétrico en “buenas” y “malas” soluciones. 
Sin embargo, no se puede favorecer una de las buenas soluciones, ya que siempre hay otra 
que es mejor en cierto aspecto, i.e. con respecto a otra FO.  
 
Por otra parte, es posible clasificar una población de combinaciones de parámetros de 
acuerdo con la optimalidad del Pareto (ranking de Pareto, Goldberg 1989 citado por Madsen 
et al., 2007). Para ello, se identifican todos los sets no dominados y se les asigna un rango de 
1; luego todos los individuos con dicho rango son excluidos de la población. A continuación, 
se identifican de nuevo los sets no dominados, asignándoles un rango de 2 y se remueven de 
la población actual. Luego el proceso de identificación y remoción vuelve a comenzar. Esto 
continúa hasta clasificar toda la población. Todos los sets de parámetros con un mismo rango 
caen sobre un mismo frente de Pareto. La población de Pareto, al ser una forma de clasificar 
las soluciones del modelo, se puede introducir como un criterio más objetivo en el paso 3) de 
la metodología GLUE. 
 
Si bien se han desarrollado técnicas de calibración multi-objetivo automáticas, las cuales 
están sustentadas en algoritmos de computación evolutiva (como GA, SCE-UA y SCEM-UA) y 
la aproximación de dominación de Pareto (e.g. NSGA-II, Deb et al., 2000; MOCOM-UA, Yapo et 
al., 1998; MOSCEM-UA, Vrugt et al., 2003b citados por Madsen et al., 2007), el enfoque 
utilizado en este trabajo de investigación está basado en el aprovechamiento de la 
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información obtenida por la exploración del espacio paramétrico realizada por las 
metodología GLUE. 
 
Es importante señalar que la dominación de Pareto no es la única forma de abordar un 
problema multiobjetivo. La aproximación tradicional, conocida como de agregación, consiste 
en combinar las diferentes FO en una sola e implementar un algoritmo de optimización como 
los presentados en las secciones anteriores. La FO de agregación está dada por la siguiente 
expresión: 
 
 
1
( ) ( )
m
agg i i i
i
F w g F 

         [114] 
 
donde Fi(.) es la FO de cada variable (e.g. concentración de OD), wi es el peso y gi(.) es una 
función de transformación asignada a cada FO para compensar las diferencias en ordenes de 
magnitud entre cada FO de manera que tengan la misma influencia cerca del óptimo. Cuando 
la estimación del frente completo de Pareto es imposible de estimar debido a la exigencia 
computacional del modelo, los valores de wi, que reflejan las prioridades a ciertas FO, 
permiten concentrarse en una parte específica de dicho frente (ver Figura 4-3). La asignación 
de diferentes pesos permite desarrollar una estrategia de identificación del frente completo 
de Pareto (Madsen et al., 2007). 
 
 
 
Figura 4-3: Representación del frente de Pareto para la optimización de dos FO 
(Adaptado de Madsen et al., 2007) 
 
Las FO utilizadas para la optimización multiobjetivo en este trabajo de investigación 
corresponden, por un lado, a las obtenidas utilizando los valores simulados y observados de 
cada determinante a la salida del tramo de calibración (como se presenta en este capítulo 
más adelante), y por otro, a las agregadas (ver sección 4.5) obtenidas a la salida de cada 
subtramo dentro de un mismo tramo de calibración (ver capítulo 5). 
Técnicas de calibración y análisis de incertidumbre 79 
 
4.5 La función objetivo (FO)  
La función objetivo (FO) es una medida de desempeño que utiliza estadísticos de error o 
combinaciones de ellos. Generalmente la FO se plantea de tal forma que valores pequeños (o 
en algunos casos grandes) correspondan con mejores ajustes entre las predicciones del 
modelo y el comportamiento observado del sistema. Las FO más empleadas en la modelación 
hidrológica se presentan en la Tabla 4-1. Debe anotarse que el error medio EM, la raíz del 
error cuadrático medio RMSE y la desviación estándar de los residuales STD, están 
relacionados así: 
 
2 2 2RMSE EM STD          [115] 
 
El EM representa el desplazamiento general entre la señal simulada y las observaciones 
(bias), mientras que la STD hace referencia al comportamiento dinámico. El RMSE es una 
medida agregada que incluye tanto el bias como la correspondencia dinámica, siendo 
utilizado como un criterio general de comparación. El error medio absoluto (EMA) es un 
estadístico similar al RMSE pero no le asigna mayor importancia a errores muy grandes, lo 
que sí hace este último al elevarlos al cuadrado. Todos los estadísticos de ajuste mencionados 
anteriormente tienen las mismas unidades que la variable considerada. La Tabla 4-1 incluye 
tres medidas de bondad de ajuste: el coeficiente de determinación R2, el coeficiente de 
eficiencia de Nash-Sutcliffe E (Nash y Sutcliffe, 1970), y el índice de concordancia d (Willmont 
et al., 1985, citado por Madsen et al., 2007). Todas estas medidas adimensionales son 
preferibles para el proceso de estimación de parámetros, y tienen en común que son 
sensibles a valores extremos. Los coeficientes E y d pueden modificarse (Legates y McCabe, 
1999, citado por Madsen et al., 2007), introduciendo otros valores de normalización 
asociados a los datos observados para medir, por ejemplo, las capacidad de predicción de un 
modelo dinámico en el tiempo (Gupta et al., 1999, citado por Madsen et al., 2007). 
 
Tabla 4-1: Estadísticos de error. Tomada de Madsen et al. (2007) 
 
Medida de ajuste Ecuación 
Error medio  
1
1 n
i i
i
EM y y y y
n 
     
Error medio absoluto 
1
1 n
ii
i
EMA y y
n 
   
Raíz del error medio al cuadrado  
2
1
1
 
n
ii
i
RMSE y y
n 
   
Desviación estándar de los residuales  
2
1
1 n
ii
i
STD y y y y
n 
    
  
  
Coeficiente de determinación 
  
   
2
12
2 2
1 1
n
ii
i
n N
ii
i i
y y y y
R
y y yy

 
 
  
 
 

 
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Medida de ajuste Ecuación 
Coeficiente de eficiencia (Nash-Sutcliffe) 
 
 
2
1
2
1
1
n
ii
i
n
i
i
y y
E
y y



 



 
Índice de coincidencia 
 
2
1
2
1
1
n
ii
i
n
i i
i
y y
d
y y y y



 
    
 


 
 
Siguiendo a Madsen et al. (2007), el R2 es el cuadrado del coeficiente de correlación producto-
momento de Pearson. Este se encuentra en un rango entre 0 y 1, siendo los valores más 
grandes indicadores de un mejor ajuste. El R2 mide el mejor ajuste lineal entre los valores 
observados y simulados. Por lo tanto, este estadístico es insensible al bias y diferencias 
proporcionales (i.e. si      ̂   , entonces R2 = 1), y en consecuencia valores grandes de R2 
pueden obtenerse de modelos con errores grandes y para soluciones que no necesariamente 
representan adecuadamente el comportamiento del sistema. Además se ha encontrado que el 
R2 es más sensible a los valores extremos que a los valores cercanos a la media (Legates y 
McCabe, 1999, citado por Madsen et al., 2007). 
 
El coeficiente de eficiencia de Nash-Sutcliffe es ampliamente utilizado para evaluar el 
desempeño de modelos hidrológicos. Este adquiere valores entre menos infinito y 1, siendo 
los valores más cercanos a 1 los que indican un mejor ajuste. Un caso especial es cuando E=0, 
el cual se obtiene cuando     ̅̂, mostrando que el promedio de los valores observados en 
este caso es tan buen predictor como el modelo. En este orden de ideas, se podría pensar que 
se requiere un valor de E>0 para que el modelo sea ajustado a la realidad (a menos que un 
bias grande sea aceptable). El coeficiente de eficiencia mide la relación uno a uno entre los 
valores observados y simulados, y por lo tanto es sensible al bias y efectos proporcionales (a 
diferencia del coeficiente de determinación R2). No obstante, este es sensible a valores 
extremos como lo es R2. Se debe hacer énfasis en que E está basado en la suma de los 
cuadrados de los residuales, y por lo tanto provee información similar al RMSE (Madsen et al., 
2007).3 
 
El índice de concordancia no es tan utilizado como E y R2. Tiene un rango entre 0 y 1 con 
valores más grandes indicando mejores ajustes. Este índice también está basado en la suma 
de los cuadrados de los residuales, pero está normalizado de acuerdo con un error potencial 
(el término de suma en el denominador representa el error más grande que cada      ̂  
  
puede alcanzar). Al igual que E y R2, d es sensible a los valores extremos. 
                                                             
 
3 En otras secciones diferentes a esta, el coeficiente de eficiencia se identifica con la nomenclatura R2, 
es decir que en los resultados que son presentados R2 no hace referencia al coeficiente de 
determinación explicado en el párrafo anterior sino al de eficiencia de Nash-Sutcliffe. Igualmente, en el 
resto del documento, E hace referencia al coeficiente de dispersión longitudinal y no al de eficiencia. 
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4.5.1 Función objetivo construida 
La FO utilizada en el presente trabajo de investigación está basada en el coeficiente de 
eficiencia de Nash-Sutcliffe y está definida de la siguiente forma: 
 
1FO E            [116] 
 
La selección de dicha medida de bondad de ajuste se justifica por su sensibilidad al bias y al 
comportamiento dinámico simulado y observado (como lo hace el RMSE). La forma de la 
ecuación [116] garantiza que el rango de la función esté entre 0 e infinito, siendo los valores 
más cercanos a 0 indicadores de un mejor ajuste. Debido a que el modelo de calidad del agua 
AMQQ genera diferentes señales de respuesta, una por cada determinante modelado, es 
necesario conformar una FO agregada. La aproximación de agregación seguida fue la 
siguiente: 
 
1. Se agruparon los determinantes de calidad del agua de acuerdo con su interrelación en la 
estructura del modelo de calidad del agua. Debido a que ni en el caso sintético ni en los 
casos utilizando datos reales del río Bogotá se planteó la simulación de fitoplancton, los 
procesos de transformación de nitrógeno y fósforo están desacoplados. En este orden de 
ideas, los grupos quedaron definidos de la siguiente forma: 
a. Grupo 1 (NOC): Conformado por las respuestas de OD, DBO, NO, NH4 y NO3. 
Parámetros de calibración: β3, σ4, β 1, β3, σ4, knd, SOD, kd y ks (ver Tabla 3-3). 
b. Grupo 2 (P): Conformado por las respuestas del ciclo de fósforo PO e INP. 
Parámetros de calibración: β4, σ5 y σ2. 
c. Grupo 3 (SC): Conformado por las respuestas de SST y CT. Parámetros de 
calibración vss y vs. 
2. Cada una de las señales de salida y observadas por determinante se normalizaron 
dividiendo cada elemento en el tiempo t entre el promedio de los elementos de la señal 
observada correspondiente: 
 
ˆk
k
N
ky

Y
Y
 
          [117] 
 
ˆ
k
k
N
ky

Y
Y
 
          [118] 
 
siendo k cada determinante específico (OD, DBO, NO, etc.). El subíndice N hace referencia 
al término “normalizado”. 
3. Cada una de las señales de respuesta normalizadas se agruparon en una sola serie, de 
acuerdo con los grupos definidos en el paso 1. Esta agrupación se hizo por separado para 
los valores simulados y observados, obteniendo las series simuladas y observadas que se 
utilizaron para calcular la FO, respectivamente. En total se obtuvieron tres series 
agrupadas de simulación y tres series agrupadas observadas. La normalización permitió 
que todos los valores de la serie adquirieran un mismo orden de magnitud.  
4. Se hizo el cálculo de la FO para cada grupo aplicando la expresión [116]. El algoritmo de 
calibración se aplicó por separado para cada uno. Por lo tanto, para que el modelo de 
calidad del agua estuviera completamente calibrado, la técnica de optimización se debió 
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ejecutar, por separado, tres veces. Esto aplicó tanto para la calibración simple como para 
la multiobjetivo. 
4.6 Conclusiones del capítulo 
En este capítulo se hizo la presentación de los conceptos más generales sobre calibración y 
análisis de incertidumbre utilizados en este trabajo de investigación. Es importante resaltar 
la representación estadística del problema inverso que permitió abordar, de una forma más 
clara, los fundamentos teóricos detrás de los métodos GLUE y SCEM-UA. Igualmente se hizo 
una explicación detallada de las técnicas GLUE, Algoritmo Genético, Simulated Annealing, 
SCE-UA y SCEM-UA. 
 
La técnica SCEM-UA es la principal novedad presentada en esta investigación, en relación con 
trabajos anteriores sobre modelación de la calidad del agua en corrientes superficiales en 
Colombia. La principal ventaja de esta técnica en relación con las demás estudiadas, es que 
incorpora simultáneamente elementos para identificar el mínimo global y para abordar el 
análisis de incertidumbre. Con respecto a GLUE, el algoritmo SCEM-UA hace una selección 
más objetiva de las soluciones utilizadas para la conformación de bandas de confianza. 
 
Por otra parte, en este capítulo se hizo una descripción general sobre la optimización 
multiobjetivo, introduciendo las premisas generales detrás de la identificación de las 
soluciones no dominadas y el vínculo de la solución de Pareto con la metodología GLUE como 
una alternativa más objetiva para seleccionar el grupo de soluciones para conformar bandas 
de incertidumbre.  
 
Finalmente, se mostraron las funciones objetivo más utilizadas en la modelación hidrológica 
y se justificó la selección y construcción de una basada en el coeficiente de eficiencia de 
Nash–Sutcliffe, por considerar el bias y la correspondencia dinámica de forma similar a como 
lo hace el RMSE. 
  
 
5 Revisión exploratoria de técnicas de 
calibración y análisis de incertidumbre 
En este capítulo se hace la aplicación con datos sintéticos, de las técnicas de calibración y 
análisis de incertidumbre presentadas en el capítulo anterior. En la primera parte, se 
presenta la descripción del problema sintético. En la segunda, se exponen los resultados del 
análisis de identificabilidad, sensibilidad e incertidumbre paramétricas, de acuerdo con la 
exploración del espacio paramétrico de cada algoritmo implementado (GLUE, el Algoritmo 
Genético, Simulated Annealing, SCE-UA y SCEM-UA). Esto último se hizo utilizando programas 
desarrollados por el autor en la plataforma MATLAB® basados en la herramienta MCAT 
(Wagener et al., 2004). La comparación del desempeño de las técnicas de calibración se hizo 
con relación a un marco de referencia utilizando simulaciones de Monte Carlo. De dicha 
comparación, se seleccionaron dos algoritmos de computación evolutiva para 
implementarlos con datos reales sobre el río Bogotá, cuyos resultados y análisis se presentan 
en el capítulo 6. En la tercera parte, se muestran los resultados de la optimización 
multiobjetivo aprovechando la información de las diferentes señales de respuesta generadas 
por el modelo de calidad del agua. Finalmente, se describe y aplica el Análisis Dinámico de 
Identificabilidad –DYNIA (Wagener et al., 2003) utilizando el modelo de tránsito hidrológico 
MDLC (Camacho y Lees, 1999) con datos sintéticos, que demuestra el potencial del método 
recursivo para identificar coeficientes de rugosidad variables con el caudal. 
5.1 Descripción del problema sintético 
El problema sintético estudiado consistió en un canal rectangular con ancho de base wo de 
10 m, pendiente longitudinal so de 0.0001, longitud L de 10 km y coeficiente de rugosidad de 
Manning n de 0.025. Los parámetros del modelo ADZ-MDLC se definieron así: coeficiente a 
del MDLC igual a 0, coeficiente beta del ADZ igual a 0 (velocidad media del soluto igual a la 
velocidad media del agua), fracción dispersiva DF igual a 0.4 y número de celdas en serie del 
modelo ADZ igual a 1. Cada uno de los parámetros del modelo de calidad del agua utilizados 
para generar la respuesta a la salida del tramo se indican en la Tabla 5-1. No se simularon 
algas (fitoplancton). 
 
Tabla 5-1: Parámetros de calidad del agua para generar la respuesta a la salida del 
sistema (los parámetros de calibración están resaltados) 
 
Parámetro Unidades Valor 
Estequiometría     
Cantidad de carbono [gC] 40.000 
Cantidad de nitrógeno [gN] 7.200 
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Parámetro Unidades Valor 
Cantidad de fósforo [gP] 1.000 
Cantidad de Clorofila-a [gChl-a] 1.000 
Sólidos Suspendidos Totales     
vss: velocidad de sedimentación [m/d] 0.100 
Coliformes totales     
vs: velocidad de sedimentación [m/d] 0.100 
MB: Tasa de mortalidad base [1/d] 0.800 
sal: salinidad [ppmil] 0.000 
Fp: Fracción adsorbida de bacterias 
 
0.700 
Io: Radiación solar sup. promedio [Ly/d] 300.000 
Cadena de nitrógeno     
B3: Tasa de hidrólisis Norg->NH4 [1/d] 0.200 
S4: Velocidad de sedimentación Norg [m/d] 0.300 
B1: Tasa de nitrificación NH4->NO3 [1/d] 0.100 
S3: Fuente béntica de NH4  [mgN/(m2 d)] 0.300 
KNR: Factor de inhibición para nitrificación [L/mgO] 0.600 
knd: Tasa de desnitrificación [1/d] 0.400 
Kodn: Factor de inhibición desnitrificación  [L/mgO] 0.600 
θ5: Const. corrección temperatura B3 
 
1.047 
θ6: Const. corrección temperatura B1 
 
1.083 
θ7: Const. corrección temperatura S3 
 
1.074 
Cadena de fósforo     
B4: Tasa de hidrólisis Porg->InorgP [1/d] 0.800 
S5: Velocidad de sedimentación Porg [m/d] 0.150 
S2: Fuente béntica de InorgP [mgP/(m2 d)] 0.150 
θ8: Const. corrección temperatura B4 
 
1.047 
θ9: Const. corrección temperatura S2 
 
1.074 
Oxígeno disuelto     
Sod: Demanda béntica [gO/(m2 d)] 0.300 
roc: Razón O:C [gO/gC] 2.690 
ron: Razón O:N [gO/gN] 4.570 
θ10: Const. corrección temperatura Sod 
 
1.065 
θ11: Const. corrección temperatura ka 
 
1.024 
Ecuación de reaireación cálculo ka [1/d] 
 
5 (Interno) 
Demanda bioquímica de oxígeno     
kd: Tasa decaimiento materia orgánica [1/d] 0.300 
ks: Vel. Sedimentación materia orgánica [m/d] 0.500 
Kox: Factor inhib. Kd y Sod [L/mgO] 0.600 
rondn: Razón O:N desnitrificación [gO/gN] 0.00286 
θ4: Const. corrección temperatura kd   1.047 
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Las condiciones de frontera a la entrada correspondieron a señales generadas de acuerdo 
con una distribución tipo gamma (expresión [35]). Las características de estas distribuciones 
para cada determinante simulado se indican en la Tabla 5-2. Las condiciones iniciales se 
tomaron como las concentraciones en estado estable asignando como entrada las 
concentraciones en el tiempo cero de las condiciones de frontera. 
 
Tabla 5-2: Características de la distribución gamma de entrada para cada determinante 
simulado 
 
Determinante 
Tiempo inicio 
[hr] 
Tiempo fin 
[hr] 
DT 
[hr] 
Valor 
base 
Valor 
pico 
Tiempo pico 
[hr] 
Coef. 
Asimetría 
Q [m3/s] 0 48 1 2 5 4 1.15 
TDS [mg/l] 0 48 1 200 600 4 1.15 
OD [mg/l] 0 48 1 5 3 4 1.15 
Temp [°C] 0 48 1 12 15 4 1.15 
DBOu [mg/l] 0 48 1 60 120 4 1.15 
SST [mg/l] 0 48 1 50 150 4 1.15 
NO [mg/l] 0 48 1 2 3 4 1.15 
NH4 [mg/l] 0 48 1 2.5 3.5 4 1.15 
NO3 [mg/l] 0 48 1 0.35 0.5 4 1.15 
PO [mg/l] 0 48 1 0.5 0.6 4 1.15 
INP [mg/l] 0 48 1 0.3 0.5 4 1.15 
CT 
[UFC/100ml] 
0 48 1 200000 500000 4 1.15 
 
El tiempo de simulación fue de 2 días con un intervalo de 1 hora. Los datos observados 
sintéticos se generaron al perturbar las respuestas de los determinantes de calidad del agua 
(a excepción de los TDS y la temperatura) con un error siguiendo una distribución normal 
con media igual al valor de concentración en el tiempo t y desviación estándar constante 
igual a 0.1 veces el promedio de los valores simulados del determinante en cuestión. En la 
Figura 5-1 se presentan los datos observados sintéticos. 
 
El ejercicio de calibración consistió en identificar los parámetros del modelo que mejor 
explican los datos observados sintéticos generados, utilizando las diferentes técnicas de 
calibración presentadas en la sección 4.4. Los rangos de calibración (límites del espacio 
paramétrico) se indican en la Tabla 5-3. Cada una de las técnicas utilizadas se comparó con 
un marco de referencia utilizando simulaciones de Monte Carlo para un número de 
simulaciones igual al número de evaluaciones de la FO efectuadas por la técnica respectiva. 
 
Tabla 5-3: Rangos de calibración 
 
Parámetro Unidades Límite inferior Límite superior 
Sólidos Suspendidos Totales       
vss: velocidad de sedimentación [m/d] 0.000 0.700 
Coliformes totales       
vs: velocidad de sedimentación [m/d] 0.000 0.700 
Cadena de nitrógeno       
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Parámetro Unidades Límite inferior Límite superior 
B3: Tasa de hidrólisis Norg->NH4 [1/d] 0.000 1.000 
S4: Velocidad de sedimentación Norg [m/d] 0.000 0.800 
B1: Tasa de nitrificación NH4->NO3 [1/d] 0.000 1.000 
S3: Fuente béntica de NH4  [mgN/(m2 d)] 0.000 1.000 
knd: Tasa de desnitrificación [1/d] 0.000 1.000 
Cadena de fósforo       
B4: Tasa de hidrólisis Porg->InorgP [1/d] 0.000 1.000 
S5: Velocidad de sedimentación Porg [m/d] 0.000 0.500 
S2: Fuente béntica de InorgP [mgP/(m2 d)] 0.000 0.500 
Oxígeno disuelto       
Sod: Demanda béntica [gO/(m2 d)] 0.000 1.000 
Demanda bioquímica de oxígeno       
kd: Tasa decaimiento materia orgánica [1/d] 0.000 1.000 
ks: Vel. Sedimentación materia orgánica [m/d] 0.000 1.000 
 
  
a) Oxígeno disuelto y DBO última b) Cadena de nitrógeno 
  
c) Cadena de fósforo d) SST y Coliformes totales 
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Figura 5-1: Respuestas observadas sintéticas. Línea azul: condición de frontera; línea 
roja: respuesta simulada; puntos verdes: datos observados sintéticos 
5.2 Implementación de las técnicas de calibración simple 
Los resultados presentados en esta sección están sujetos a las condiciones especificadas en la 
sección 4.4 para cada algoritmo de calibración. El análisis de dichos resultados se enfocó en 
la utilidad que representa la exploración del espacio paramétrico realizada por cada técnica 
en relación con la identificabilidad, sensibilidad e incertidumbre paramétricas. En todas las 
técnicas de calibración, a excepción de GLUE, se seleccionó el mejor 90% de la población 
explorada para descartar las peores combinaciones muestreadas en las diferentes iteraciones 
de cada algoritmo. En GLUE se escogió el mejor 10%; esto último corresponde al umbral que 
se menciona en el paso 3 de dicha metodología. 
 
El mejor resultado obtenido por cada técnica iterativa se comparó con el set con menor FO 
identificada utilizando GLUE con un número de simulaciones igual al total de combinaciones 
muestreadas por el algoritmo correspondiente. Lo anterior se hizo con el fin de evaluar si es 
justificable utilizar el algoritmo “inteligente” en lugar de un algoritmo de “fuerza bruta”  para 
identificar el mejor set de parámetros que explica el comportamiento observado del sistema, 
suponiendo que este es el objetivo final de la calibración más allá de los análisis 
complementarios. 
5.2.1 GLUE 
Para este caso en particular se efectuó un número de 5000 simulaciones de Monte Carlo. 
Cada combinación paramétrica se obtuvo siguiendo una distribución a priori no informativa 
acotada por los valores inferiores y superiores de los intervalos de calibración definidos para 
cada parámetro (ver Tabla 5-3). Unas vez evaluadas las FO (de acuerdo con lo explicado en la 
sección 4.5.1), se seleccionó el mejor 10% del total de combinaciones muestreadas y con ellas 
se construyeron los diagramas de dispersión y las distribuciones marginales posteriores de 
probabilidad, se realizó el análisis de sensibilidad regional y se establecieron las bandas de 
incertidumbre con un nivel de confianza del 95% para cada determinante de la calidad del 
agua simulado. 
 
A partir de los diagramas de dispersión del valor de la función de verosimilitud normalizada 
según el paso 4 de la metodología GLUE, los cuales se muestran en la Figura 5-2, se puede 
observar que los parámetros claramente identificables son las velocidades de sedimentación 
de los SST y los Coliformes Totales (vss y vs, respectivamente), la tasa de nitrificación (B1), la 
tasa de oxidación y la velocidad de sedimentación de la materia orgánica carbonácea (kd y ks, 
respectivamente), y la tasa de hidrólisis y la velocidad de sedimentación del fósforo orgánico 
(B4 y S5, respectivamente). Ninguno de los parámetros asociados con los flujos en la 
interface sedimento-agua (i.e. demanda béntica SOD, fuente béntica de nitrógeno inorgánico 
S3 y fuente béntica de fósforo inorgánico S2) son identificables, lo que indicaría una posible 
interdependencia con otros parámetros del modelo. Como es de esperarse en condiciones 
aerobias (niveles de oxígeno disuelto por encima de 2 mg/l) la tasa de desnitrificación no es 
identificable ya que no influye significativamente sobre la concentración de OD y NO3 a la 
salida del sistema. 
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Figura 5-2: Diagramas de dispersión obtenidos utilizando GLUE. Los valores en las 
ordenadas corresponden a la función de verosimilitud normalizada. La mejor combinación 
(máxima verosimilitud) está denotada por los cuadros rojos 
 
Respecto a la tasa de hidrólisis B3 y a la velocidad de sedimentación S4 del nitrógeno 
orgánico, si bien los diagramas de dispersión correspondientes indican poca 
identificabilidad, las distribuciones marginales posteriores de probabilidad (Figura 5-3) 
sugieren una zona en particular en donde se concentran los valores que más aportan al mejor 
ajuste entre los resultados del modelo y los datos observados. Lo anterior, a diferencia de los 
parámetros claramente no identificables cuyas distribuciones marginales tienden a ser 
uniformes. Nótese además que para los parámetros identificables, las distribuciones 
marginales respectivas son monomodales y no se distribuyen en el intervalo de calibración 
inicial sino en uno más angosto. Los parámetros con distribuciones marginales que abarcan 
un rango menos amplio al final de la calibración, aportan menor incertidumbre. Nótese que 
los valores originales de los parámetros están alrededor de la moda de las distribuciones 
marginales no uniformes estimadas. 
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Figura 5-3: Distribuciones marginales a posteriori de probabilidad utilizando GLUE 
 
Con respecto al análisis de sensibilidad paramétrica, de acuerdo con la Figura 5-4, los 
parámetros que mostraron mayor identificabilidad son los que presentan mayor 
sensibilidad. Los parámetros más sensibles son aquellos para los cuales se identifica una 
zona en el intervalo de calibración en donde existe un mayor cambio (pendiente de la 
tangente de la curva) en la distribución acumulada de probabilidad (curvas de color magenta 
y cian). De manera consistente, los parámetros de menor o nula identificabilidad son los 
menos sensibles, lo cual se observa claramente ya que las distribuciones acumuladas de 
probabilidad se asemejan a una recta de pendiente positiva que cruza todo el rango de 
calibración. Lo anterior también significa que cualquier valor de un parámetro no sensible 
aporta por igual a la FO, lo cual se confirma con la correspondiente distribución marginal a 
posteriori casi uniforme. Nótese que el parámetro S4, aparentemente no identificable, es más 
sensible en una región específica del rango de calibración. 
 
 
Figura 5-4: Análisis de Sensibilidad Regional utilizando GLUE. Las curvas de color 
magenta corresponden al grupo con mejores FO (H) y la de color cian al de peores FO (L) 
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De acuerdo con la Figura 5-5, se observa que existe menor incertidumbre en la cadena de 
fósforo y en el grupo de SST y Coliformes Totales, que en el grupo de la cadena de nitrógeno, 
oxígeno disuelto y DBO última. Mientras que para el grupo de SST y Coliformes Totales 
ambos parámetros de calibración resultaron perfectamente sensibles e identificables, así 
como para dos de tres parámetros del grupo de la cadena de fósforo, en el grupo de 8 
parámetros de calibración, apenas tres son perfectamente sensibles, identificables y su 
distribución marginal posterior en más angosta que el rango inicial de calibración. Nótese en 
particular que las bandas del 95% para el OD, la DBO y las diferentes especies de nitrógeno 
abarcan casi todos los datos perturbados a la salida del sistema, a diferencia del resto de 
determinantes. 
 
  
a) Oxígeno disuelto y DBO última b) Cadena de nitrógeno 
  
c) Cadena de fósforo d) SST y Coliformes totales 
 
Figura 5-5: Bandas de incertidumbre con nivel de confianza del 95% utilizando GLUE. Los 
puntos rojos son los datos observados, la línea negra a trazos es la mejor solución y la línea 
verde punteada es la respuesta libre de error 
 
En todos los casos la solución libre de error en cada determinante se encuentra dentro de la 
banda de incertidumbre generada con la metodología GLUE y es muy similar a la solución 
identificada con la mínima FO. La solución que menos se ajusta a la original es la de los SST, la 
cual se encuentra próxima al límite inferior de la banda correspondiente. Los parámetros del 
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set óptimo se indican en la Tabla 5-4 en comparación con los originales para generar la 
respuesta no perturbada. Nótese que a pesar de la excelente identificabilidad y sensibilidad 
de los parámetros vss y vs, sus valores óptimos no están cerca de los originales, lo cual se 
podría explicar por el error introducido en los datos simulados a la salida del sistema. Como 
era de esperarse, los valores de los parámetros no identificables no están muy cerca de los 
originales correspondientes. 
 
Tabla 5-4: Valores de los parámetros del set óptimo identificado con la metodología 
GLUE 
 
Parámetros 
Grupo de OD, DBO, NO, NH4 y NO3 
B3 S4 B1 S3 knd Sod kd ks Mejor FO 
Óptimo 0.34 0.24 0.06 0.37 0.02 0.34 0.28 0.54 0.5892 
Originales 0.20 0.30 0.10 0.30 0.40 0.30 0.30 0.50   
 
Parámetros 
Grupo de SST y CT Grupo de PO e INP 
vss vs Mejor FO B4 S5 S2 Mejor FO 
Óptimo 0.034  0.16   0.1662  0.80  0.18 0.45   0.7789 
Originales 0.10 0.10   0.80 0.15 0.15   
 
Un aspecto que es importante estudiar es el efecto que tiene la definición del umbral, es 
decir, la separación entre “buenas” y “malas” soluciones, sobre las bandas de incertidumbre 
generadas. En la Figura 5-6 se comparan las bandas de incertidumbre para el OD y la DBO 
utilizando el umbral del 10% con el caso para el cual se emplean todas las simulaciones. Allí 
se evidencia claramente que el efecto del umbral es reducir el ancho de cada banda. 
Particularmente para el caso del OD, el cambio es drástico: para el primer caso se puede 
llegar a afirmar que, con una probabilidad del 95%, en ningún momento se presentarán 
concentraciones por debajo de 2 mg/l en la salida del sistema; para el segundo caso se podría 
aseverar, por el contrario, que es probable que aguas abajo se alcancen condiciones anóxicas.  
 
  
a) Umbral del 10% b) Sin umbral 
 
Figura 5-6: Comparación de bandas de incertidumbre utilizando GLUE 
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El efecto de una sobredimensión de la incertidumbre puede ser importante es términos 
económicos, ya que podría guiar a la toma de decisiones enfocadas a un control más estricto 
y costoso sin ser del todo necesario. Lo anterior ocurre porque se permite que las soluciones 
que no representan adecuadamente el comportamiento del sistema se tengan en cuenta para 
construir la distribución de probabilidad conjunta posterior; pese a tener valores de función 
de verosimilitud muy bajos individualmente, dichos puntos “malos” en conjunto aportan una 
probabilidad acumulada significativa. 
 
El anterior efecto se puede apreciar con mayor claridad a partir de las distribuciones 
marginales posteriores que resultan sin definir umbral alguno, las cuales se presentan en la 
Figura 5-7. En dicha figura se observa que las distribuciones tienden a ser más uniformes, 
haciendo más difícil la identificación de una región con mayor probabilidad al mejor ajuste. 
También se puede observar que no hay una reducción efectiva de los rangos de calibración, 
lo que explica la amplitud de las bandas de incertidumbre. 
 
 
Figura 5-7: Distribuciones marginales a posteriori de probabilidad utilizando GLUE sin 
definir umbral 
 
Una incorrecta selección del umbral puede guiar a una idea aparente de alta equifinalidad; 
sin embargo, el análisis de sensibilidad regional es una poderosa herramienta que permite 
confirmar o cuestionar dicha idea. En la Figura 5-8 se puede observar que la mayoría de 
parámetros identificados como sensibles con el umbral del 10% son nuevamente detectados 
sin la definición de un umbral. 
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Figura 5-8: Análisis de sensibilidad regional utilizando GLUE sin definir umbral 
5.2.2 GA 
En la Tabla 5-5 se indican el mejor set de parámetros, el número de simulaciones y la 
respectiva FO obtenidos al implementar el algoritmo genético. Igualmente, se hace la 
comparación con la mejor combinación y FO encontrados con el mismo número de 
simulaciones aplicando GLUE. En todos los casos, la FO encontrada por el GA es mejor (i.e. 
menor) que las encontradas con GLUE. Nótese que la diferencia entre las FO de lo sets 
óptimos es significativa para el grupo de 8 parámetros de calibración, mientras que para los 
otros dos grupos de 3 y 2 parámetros, la diferencia no es importante. Lo anterior permite 
afirmar que el GA es más efectivo y eficiente que GLUE para problemas inversos cada vez más 
complejos. 
 
Tabla 5-5: Mejores parámetros identificados con el algoritmo genético 
 
Técnica calibración No. sim. B3 S4 B1 S3 knd Sod kd ks Mejor FO 
GA 
Algoritmo 
1830 
0.26 0.26 0.08 0.48 0.02 0.90 0.27 0.53 0.5800 
GLUE 0.22 0.36 0.06 0.13 0.36 0.89 0.25 0.62 0.6672 
   
         Técnica calibración No. sim. vss vs Mejor FO 
 
No. sim. B4 S5 S2 Mejor FO 
GA 
Algoritmo 
680 
0.04 0.16 0.16617 
 
1260 
0.81 0.17 0.41 0.77871 
GLUE 0.03 0.16 0.16620   0.80 0.18 0.45 0.77894 
 
Para tener una idea de la exploración sistemática del espacio paramétrico para identificar el 
mínimo global, en la Figura 5-9 se muestra gráficamente la evolución de cada FO con el 
número de simulaciones. Allí se observa que el algoritmo reduce progresivamente la FO, lo 
cual sugiere que existe un mayor número de individuos muestreados alrededor de las zonas 
de atracción. Esta tendencia es favorable en el sentido de que el algoritmo se encarga de 
establecer las “buenas” soluciones por sí mismo, lo cual es útil potencialmente para la 
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definición de bandas de incertidumbre y reduce la subjetividad en la selección de un umbral. 
Nótese además que existen “saltos” en la FO en etapas avanzadas de la ejecución del 
algoritmo, lo que indica su capacidad de no quedar atrapado en una zona de atracción 
específica (i.e. mínimo local). 
 
 
Figura 5-9: Evolución de la FO en el algoritmo genético 
 
Con la selección del mejor 90% de individuos evaluados se hizo el respectivo análisis de 
identificabilidad, sensibilidad e incertidumbre paramétricas. La Figura 5-10 permite 
evidenciar que la versión del GA disponible en el Global Optimization Toolbox de MATLAB® 
no hace una exploración muy detallada del espacio paramétrico. Esto se explica por el tipo de 
cruce que hace entre los individuos, el cual simplemente consiste en hacer diferentes 
combinaciones de los valores reales muestreados para cada parámetro en la población inicial 
(lo cual explica que para un mismo valor de un parámetro correspondan varios valores de FO 
diferentes en el diagrama de puntos). La exploración amplia del espacio paramétrico 
depende del porcentaje de individuos sometidos a mutación, el cual si es muy alto desacelera 
drásticamente la convergencia al mínimo global, y por lo tanto la eficiencia de la técnica de 
calibración. Para una amplia exploración, al menos en el rango de calibración establecido, la 
clave está en seleccionar un número adecuado de individuos por población. No obstante lo 
anterior, la exploración efectuada en este ejercicio fue suficiente para realizar el análisis de 
identificabilidad. Nótese que los puntos están más concentrados alrededor del valor óptimo 
identificado, más no de la mínima FO. 
 
De acuerdo con la Figura 5-10, los parámetros no identificables coinciden con los 
encontrados mediante la metodología GLUE con 5000 simulaciones y el umbral del 10%. Es 
importante resaltar que en este caso, los parámetros B3 y S4 son más identificables en 
comparación con lo encontrado aplicando GLUE. Pese a lo anterior, las distribuciones 
marginales a posteriori (Figura 5-11) obtenidas para estos dos parámetros no permiten 
identificar regiones de mayor probabilidad (e.g. existencia de varios picos). Tampoco son 
claras en mostrar distribuciones uniformes para los parámetros no identificables y poco 
sensibles. Para el resto de parámetros, las distribuciones tienden a ser triangulares, 
asignando una mayor probabilidad al rango en donde está presente el valor óptimo de cada 
parámetro. Dadas estas observaciones, es evidente que las distribuciones marginales 
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posteriores deben ser examinadas con precaución y se deben complementar con otros 
instrumentos de análisis. El ejemplo más claro se encuentra para el parámetro S2. 
 
 
 
Figura 5-10: Diagramas de dispersión obtenidos utilizando GA. Los valores en las 
ordenadas corresponden a la función de verosimilitud normalizada. La mejor combinación 
(máxima verosimilitud) está denotada por los cuadros rojos 
 
 
Figura 5-11: Distribuciones marginales a posteriori de probabilidad utilizando GA 
 
El análisis de sensibilidad regional utilizando los puntos evaluados por el GA (Figura 5-12) no 
arroja información relevante ya que debido a la estrategia de búsqueda que genera 
finalmente distribuciones marginales concentradas abruptamente alrededor del valor 
óptimo, todos los parámetros resultan altamente sensibles, lo cual no es consistente con lo 
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encontrado con GLUE y en el análisis de identificabilidad a partir de los puntos evaluados con 
dicha metodología. 
 
 
 
Figura 5-12: Análisis de Sensibilidad Regional utilizando GA. Las curvas de color magenta 
corresponden al grupo con mejores FO (H) y la de color cian al de peores FO (L) 
 
Las bandas de incertidumbre del 95% de nivel de confianza se presentan en la Figura 5-13. 
Allí se puede observar que las bandas asociadas con el grupo de 8 parámetros de calibración 
(OD, DBO y Nitrógeno) son menos amplias que las encontradas con GLUE. Esto se explica 
principalmente porque las distribuciones marginales posteriores para los parámetros 
perfectamente identificables y más sensibles (B1, ks y kd) abarcan un intervalo muy angosto, 
lo que hace que aporten menos incertidumbre. Lo contrario ocurre para los determinantes de 
los otros grupos de parámetros, cuyas bandas y distribuciones paramétricas posteriores son 
más amplias. En todos los casos, la mejor solución identificada es muy similar a la original sin 
perturbar y esta última se encuentra entre las respectivas bandas. 
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c) Cadena de fósforo d) SST y Coliformes totales 
 
Figura 5-13: Bandas de incertidumbre con nivel de confianza del 95% utilizando GA. Los 
puntos rojos son los datos observados, la línea negra a trazos es la mejor solución y la línea 
verde punteada es la respuesta libre de error 
 
En términos generales, la exploración del espacio paramétrico realizada por el algoritmo 
genético no necesariamente fue la más apropiada para el análisis de identificabilidad, 
sensibilidad e incertidumbre paramétricas. Para los problemas inversos menos complejos, 
las bandas generadas tendieron a ser más anchas que las reportadas por la metodología 
GLUE, lo cual se debió a una regular conformación de la distribución de probabilidad 
conjunta posterior (que se reflejó en cierto sentido en las distribuciones marginales). Como 
técnica para identificar el mínimo global, el GA fue más efectivo y eficiente que GLUE. Para el 
problema de calibración más complejo (mayor número de parámetros), el GA identificó 
distribuciones marginales más concentradas alrededor de la moda para los parámetros más 
sensibles e identificables, cuyo efecto es una reducción de la incertidumbre en la respuesta; 
no obstante, la estrategia de búsqueda no permitió obtener distribuciones claras y 
consistentes para los parámetros menos identificables, lo que potencialmente puede inhibir 
el efecto de reducción de incertidumbre. 
5.2.3 SA 
En la Tabla 5-6 se indican el mejor set de parámetros, el número de simulaciones y la 
respectiva FO obtenidos al implementar el algoritmo Simulated Annealing. Igualmente, se 
hace la comparación con la mejor combinación y FO encontrados con el mismo número de 
simulaciones aplicando GLUE. En el caso del grupo con mayor número de parámetros y del 
grupo de dos parámetros, el algoritmo SA llegó a una mejor respuesta que GLUE. En el grupo 
restante, las respectivas FO resultaron muy similares, siendo inferior la del algoritmo 
estocástico. Es importante resaltar que en todos los casos se requirieron menos de 600 
simulaciones para cumplir con los criterios de convergencia, lo que hace del SA un algoritmo 
eficiente, en especial en el caso del grupo con mayor número de parámetros. 
 
Tabla 5-6: Mejores parámetros identificados con el algoritmo Simulated Annealing 
Técnica calibración No. sim. B3 S4 B1 S3 knd Sod kd ks Mejor FO 
SA Algoritmo 553 0.31 0.25 0.12 0.15 0.94 0.52 0.27 0.54 0.5853 
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Técnica calibración No. sim. B3 S4 B1 S3 knd Sod kd ks Mejor FO 
GLUE 0.22 0.36 0.06 0.13 0.36 0.89 0.25 0.62 0.6672 
   
         Técnica calibración No. sim. vss vs Mejor FO 
 
No. sim. B4 S5 S2 Mejor FO 
SA 
Algoritmo 
485 
0.04 0.16 0.16619 
 
213 
0.82 0.16 0.22 0.78097 
GLUE 0.03 0.16 0.16620   0.78 0.19 0.35 0.78080 
 
La exploración secuencial realizada por el algoritmo SA se presenta en la Figura 5-14 para 
cada uno de los tres grupos de determinantes. Allí se evidencia la disminución sistemática de 
la FO con el aumento del número de iteraciones. Así mismo se observan los aumentos de 
temperatura (reannealing) para evitar que el algoritmo quede atrapado en un mínimo local. 
Dichos “saltos” son más claros para el grupo con 8 parámetros de calibración debido a que el 
rango de variación de la FO es mayor que en los otros dos casos. 
 
 
Figura 5-14: Evolución de la FO en el algoritmo Simulated Annealing 
 
El diagrama de dispersión (ver Figura 5-15) permite llegar a las mismas conclusiones que 
con la metodología GLUE para la identificabilidad paramétrica. Esto indicaría que el 
algoritmo SA hace una exploración amplia del espacio paramétrico. En cuanto a las 
distribuciones marginales a posteriori (ver Figura 5-16), las correspondientes a los 
parámetros identificables presentan mayor dispersión aunque tengan picos alrededor de los 
valores óptimos, lo cual implica bandas de incertidumbre más amplias (ver Figura 5-18). Lo 
anterior es más evidente para los grupos con menos número de parámetros de calibración 
(i.e. cadena de fósforo y SST y CT). Las distribuciones asociadas con los parámetros no 
identificables no son uniformes sino multimodales y sin una tendencia clara. Esto se debe a 
que el algoritmo SA empleado no tiende a concentrarse alrededor de la mínima FO sino que 
se enfoca en realizar una mayor exploración de todo el espacio paramétrico: en cada ciclo de 
reannealing el algoritmo arranca de una FO muy elevada (ver Figura 5-14). 
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Figura 5-15: Diagramas de dispersión obtenidos utilizando SA. Los valores en las 
ordenadas corresponden a la función de verosimilitud normalizada. La mejor combinación 
(máxima verosimilitud) está denotada por los cuadros rojos 
 
 
 
Figura 5-16: Distribuciones marginales a posteriori de probabilidad utilizando GA 
 
En relación con el análisis de sensibilidad (ver Figura 5-17), los resultados indican que los 
parámetros menos sensibles (o con múltiples zonas de alta sensibilidad) corresponden a los 
relacionados con los flujos en la interface sedimento-agua (i.e S3, SOD y S2) y la tasa de 
desnitrificación kd.  
0.2 0.4 0.6
0.5
1
1.5
2
2.5
x 10
-3
vss
0.2 0.4 0.6
0.5
1
1.5
2
2.5
x 10
-3
vs
0.2 0.4 0.6 0.8
0.5
1
1.5
2
2.5
x 10
-3
B3
0.2 0.4 0.6
0.5
1
1.5
2
2.5
x 10
-3
S4
0.2 0.4 0.6 0.8
0.5
1
1.5
2
2.5
x 10
-3
B1
0.2 0.4 0.6 0.8
0.5
1
1.5
2
2.5
x 10
-3
S3
0.2 0.4 0.6 0.8
0.5
1
1.5
2
2.5
x 10
-3
knd
0.2 0.4 0.6 0.8
0.5
1
1.5
2
2.5
x 10
-3
SOD
0.2 0.4 0.6 0.8
0.5
1
1.5
2
2.5
x 10
-3
kd
0.2 0.4 0.6 0.8
0.5
1
1.5
2
2.5
x 10
-3
ks
0.2 0.4 0.6 0.8
2
4
6
x 10
-3
B4
0.1 0.2 0.3 0.4
2
4
6
x 10
-3
S5
0.1 0.2 0.3 0.4
2
4
6
x 10
-3
S2
0 0.5
0
0.2
0.4
vss
0 0.5
0
0.1
0.2
vs
0 0.5
0
0.1
0.2
B3
0 0.5
0
0.1
0.2
S4
0 0.5
0
0.2
0.4
B1
0 0.5
0
0.1
0.2
S3
0 0.5
0
0.1
0.2
knd
0 0.5
0
0.1
0.2
SOD
0 0.5
0
0.2
0.4
kd
0 0.5
0
0.2
ks
0 0.5
0
0.2
B4
0 0.2 0.4
0
0.1
0.2
S5
0 0.2 0.4
0
0.1
0.2
S2
100 Análisis de la capacidad predictiva de un modelo dinámico de calidad del agua 
aplicando técnicas de computación evolutiva, optimización multiobjetivo y 
procesamiento recursivo de datos 
 
 
 
Figura 5-17: Análisis de Sensibilidad Regional utilizando SA. Las curvas de color magenta 
corresponden al grupo con mejores FO (H) y la de color cian al de peores FO (L) 
 
A diferencia de lo encontrado con la metodología GLUE, la Figura 5-17 indica que la tasa de 
hidrólisis del nitrógeno orgánico es un parámetro sensible. En términos generales, la 
información de sensibilidad paramétrica encontrada con SA es similar a la encontrada con 
GLUE dada la amplia exploración del espacio paramétrico realizada por el algoritmo 
estocástico. 
 
En términos generales, y como se evidencia de forma clara por las amplias bandas de 
incertidumbre generadas para cada uno de los determinantes simulados (Figura 5-18), se 
puede afirmar que la búsqueda sistemática del algoritmo SA no hace una separación 
adecuada de las “buenas” y “malas” soluciones, por lo que se requiere seleccionar un 
porcentaje menor del total de combinaciones. No obstante, como las poblaciones encontradas 
son menores de 600, aplicar porcentajes menores no implica la obtención de una muestra 
más representativa con el fin de realizar los respectivos análisis de capacidad predictiva.  
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a) Oxígeno disuelto y DBO última b) Cadena de nitrógeno 
  
c) Cadena de fósforo d) SST y Coliformes totales 
 
Figura 5-18: Bandas de incertidumbre con nivel de confianza del 95% utilizando SA. Los 
puntos rojos son los datos observados, la línea negra a trazos es la mejor solución y la línea 
verde punteada es la respuesta libre de error 
5.2.4 SCE-UA 
En la Tabla 5-7 se indican el mejor set de parámetros, el número de simulaciones y la 
respectiva FO obtenidos al implementar el algoritmo SCE-UA. Igualmente, se hace la 
comparación con la mejor combinación y FO encontrados con el mismo número de 
simulaciones aplicando GLUE. En todos los casos, la mejor FO encontrada por el algoritmo 
SCE-UA es menor que la de GLUE. Nótese que con SCE-UA, el cual incorpora elementos de 
algoritmos genéticos, se requieren, en todos los casos, menos iteraciones que el GA aplicado 
para llegar al óptimo, e inclusive es más eficiente que el algoritmo SA para los casos con 
menos parámetros de calibración. 
 
Tabla 5-7: Mejores parámetros identificados con el algoritmo SCE-UA 
 
Técnica calibración No. sim. B3 S4 B1 S3 knd Sod kd ks Mejor FO 
SCE-UA 
Algoritmo 
1461 
0.29 0.25 0.09 0.62 0.42 0.56 0.27 0.51 0.5801 
GLUE 0.22 0.36 0.06 0.13 0.36 0.89 0.25 0.62 0.6671 
Técnica calibración No. sim. vss vs Mejor FO 
 
No. sim. B4 S5 S2 Mejor FO 
SCE-UA 
Algoritmo 
200 
0.04 0.16 0.16605 
 
251 
0.82 0.17 0.27 0.77862 
GLUE 0.04 0.18 0.16669   0.84 0.17 0.23 0.77967 
 
Para tener una idea de la exploración realizada por el SCE-UA, en la Figura 5-19 se presenta 
la evolución de la FO con cada nueva evaluación del modelo. Se debe tener en cuenta que la 
búsqueda no es secuencial sino en paralelo (de acuerdo con el número de complejos 
definidos). Nótese que el algoritmo presenta una clara tendencia a realizar un mayor 
muestreo de puntos alrededor del óptimo (van Griensven y Meixner, 2007). Lo anterior es 
menos evidente cuando existe un menor rango de variación de la FO, como ocurre para el 
grupo de SST y Coliformes Totales. 
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Figura 5-19: Evolución de la FO en el algoritmo SCE-UA 
 
En la Figura 5-20 a la Figura 5-23 se presentan los respectivos resultados gráficos para el 
análisis de identificabilidad, sensibilidad e incertidumbre paramétricas. A diferencia de los 
métodos anteriores, el SCE-UA genera distribuciones marginales posteriores monomodales 
para todos los parámetros de calibración, con una forma aproximadamente triangular y con 
valores más altos de verosimilitud alrededor del óptimo. Lo anterior es consistente con la 
concentración de la búsqueda alrededor de la mínima FO. 
 
En relación con la identificabilidad paramétrica, pese a la mayor concentración de puntos 
alrededor de cada parámetro óptimo, la exploración del espacio paramétrico factible 
permitió llegar a conclusiones similares a las obtenidas con la metodología GLUE o el 
algoritmo SA, en el sentido de que los parámetros menos identificables resultaron ser los 
asociados a los flujos en la interface sedimento-agua, la tasa de desnitrificación y la tasa de 
hidrólisis del nitrógeno orgánico. 
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Figura 5-20: Diagramas de dispersión obtenidos utilizando SCE-UA. Los valores en las 
ordenadas corresponden a la función de verosimilitud normalizada. La mejor combinación 
(máxima verosimilitud) está denotada por los cuadros rojos 
 
 
 
Figura 5-21: Distribuciones marginales a posteriori de probabilidad utilizando SCE-UA 
 
Una característica particular de las distribuciones a posteriori casi triangulares identificadas 
con el SCE-UA, es que tienden a ser más anchas y menos concentradas en la moda para los 
parámetros menos identificables. No obstante, dicha observación puede no ser tan 
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concluyente como para aplicarse en otro caso independiente. Por otra parte, de forma similar 
a lo encontrado con el algoritmo GA, el análisis de sensibilidad regional con el SCE-UA (Figura 
5-22) no arrojó información relevante ya que indicó que todos los parámetros son 
perfectamente sensibles, lo cual se debe a que las distribuciones posteriores triangulares 
están muy concentradas alrededor de la moda. 
 
 
Figura 5-22: Análisis de Sensibilidad Regional utilizando SCE-UA. Las curvas de color 
magenta corresponden al grupo con mejores FO (H) y la de color cian al de peores FO (L) 
 
En relación con las bandas de incertidumbre generadas a partir de los puntos evaluados por 
el algoritmo SCE-UA, en términos generales se encontró que estas fueron más angostas que 
las obtenidas a partir de la exploración del espacio paramétrico realizada por las técnicas ya 
presentadas, a excepción de las bandas obtenidas con GLUE para los grupos de fósforo y de 
SST y Coliformes Totales. En todos los casos, la repuesta libre de error estuvo contenida en 
las bandas construidas con el 5% de significancia. 
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a) Oxígeno disuelto y DBO última b) Cadena de nitrógeno 
  
c) Cadena de fósforo d) SST y Coliformes totales 
 
Figura 5-23: Bandas de incertidumbre con nivel de confianza del 95% utilizando SCE-UA. 
Los puntos rojos son los datos observados, la línea negra a trazos es la mejor solución y la 
línea verde punteada es la respuesta libre de error 
 
Aplicación de criterios estadísticos para clasificar las “buenas” y “malas” soluciones 
 
Al proponer un método integrado para la calibración automática multiobjetivo y la 
estimación de incertidumbre en modelos de calidad del agua a nivel de cuenca, van Griensven 
y Meixner (2007) desarrollaron dos técnicas para seleccionar los “buenos” resultados del 
total de evaluaciones realizadas por un algoritmo SCE-UA modificado para prevenir la 
convergencia en mínimos locales y distribuciones posteriores muy concentradas alrededor 
del óptimo. Dicho método integrado fue nombrado como ParaSol (Parameter Solutions). Las 
técnicas para dividir los valores de la FO (y en ese sentido parecerse a GLUE) están basadas 
en la definición objetiva de un umbral, el cual se puede encontrar utilizando un estadístico    
en donde las simulaciones seleccionadas corresponden a la región de confianza, o un 
estadístico Bayesiano que es capaz de apuntar hacia regiones de altas densidades de 
probabilidad para los parámetros o salidas del modelo.  
 
En este trabajo de investigación se aplicó el método    teniendo en cuenta que, según lo 
encontrado por van Griensven y Meixner (2007) para una cuenca específica, el método 
Bayesiano generó bandas de confianza más angostas dado que no considera explícitamente el 
número de parámetros de calibración para el cálculo del umbral y resulta ser menos 
avanzado que el estadístico   . El método seleccionado consiste en determinar el valor del 
umbral cfo para seleccionar las “buenas” combinaciones paramétricas, utilizando la siguiente 
ecuación: 
 
 
2
,0.95 *1 Pfoc FO
N P


 
    
        [119] 
 
donde N es el número de observaciones para construir la FO, θ* es el vector con los mejores 
parámetros del modelo,        
  es el resultado    para P valores de parámetros y un nivel de 
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confianza del 95%;        
  adquiere valores más altos a medida que aumenta P. Las 
combinaciones paramétricas con valores de FO por debajo de cfo se consideran aceptables. 
 
Debe aclararse que para esta investigación fue utilizada la versión original del algoritmo SCE-
UA y no la modificada por van Griensven y Meixner (2007). En la Figura 5-24 se presentan las 
bandas de incertidumbre con el 95% de confianza obtenidas al implementar el anterior 
criterio para obtener las “buenas” soluciones. Los resultados indican que las bandas 
resultantes son mucho más angostas que las encontradas seleccionando el mejor 90% de las 
simulaciones hechas por el algoritmo SCE-UA. En la mayoría de los casos, la respuesta 
original libre de error se encuentra contenida en las bandas de confianza. 
 
  
a) Oxígeno disuelto y DBO última b) Cadena de nitrógeno 
  
c) Cadena de fósforo d) SST y Coliformes totales 
 
Figura 5-24: Bandas de incertidumbre con nivel de confianza del 95% utilizando SCE-UA y 
el criterio basado en el estadístico    propuesto por van Griensven y Meixner (2007) 
5.2.5 SCEM-UA 
En la Tabla 5-8 se presentan los mejores resultados, los cuales corresponden a la máxima 
verosimilitud, encontrados por el algoritmo SCEM-UA. Así como se hizo para los tres casos 
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anteriores, se compara el set óptimo de parámetros con los encontrados con la metodología 
GLUE usando un número de simulaciones igual al efectuado por el algoritmo de computación 
evolutiva. Nótese que, en todos los casos, la mejor FO encontrada es menor para el algoritmo 
SCEM-UA que para GLUE. En relación con el algoritmo SCE-UA, el número de simulaciones y 
las mejores FO obtenidas encontrados son mayores a las de este último. En este sentido, se 
puede concluir que, para el ejercicio de calibración del modelo AMQQ utilizando series 
sintéticas, el SCEM-UA resultó ser menos eficiente que el SCE-UA en la identificación del 
mínimo global. No obstante, se debe tener en cuenta el hecho de que el principal criterio de 
convergencia del SCEM-UA, a diferencia del SCE-UA, consiste en encontrar distribuciones 
posteriores de probabilidad estacionarias que permitan hacer una evaluación más precisa de 
la incertidumbre, en este caso, paramétrica. 
 
Tabla 5-8: Mejores parámetros identificados con el algoritmo SCEM-UA 
 
Técnica calibración No. sim. B3 S4 B1 S3 knd Sod kd ks Mejor FO 
SCEM-UA 
Algoritmo 
5000 
0.26 0.28 0.08 0.23 0.25 0.46 0.28 0.52 0.5813 
GLUE 0.34 0.24 0.06 0.37 0.02 0.34 0.28 0.54 0.5892 
   
         Técnica calibración No. sim. vss vs Mejor FO 
 
No. sim. B4 S5 S2 Mejor FO 
SCEM-UA 
Algoritmo 
4624 
0.04 0.16 0.16601  
3150 
0.81 0.17 0.21 0.77869 
GLUE 0.03 0.16 0.16620  0.80 0.18 0.45 0.77894 
 
En la Figura 5-25 y Figura 5-26 se presenta gráficamente la evolución de las cadenas de 
Markov Monte Carlo (MCMC) del algoritmo SCEM-UA (cuatro para el grupo de Oxígeno 
Disuelto, DBO y Nitrógeno; y dos para los grupos de Fósforo, y SST y Coliformes Totales). 
Nótese que los parámetros menos identificables y aquellos que presentan distribuciones 
posteriores casi uniformes, de acuerdo con los resultados encontrados con la metodología 
GLUE (ver sección 5.2.1), presentan rangos de búsqueda más amplios hacia el final del grupo 
de cadenas lanzadas para cada grupo de determinantes del modelo de calidad del agua. Es 
por eso que se observa una mayor dispersión para todo el rango de variación paramétrica 
(eje de las ordenadas) para los parámetros asociados a los flujos en la interface sedimento–
agua (S3, SOD y S2) y para la tasa de desnitrificación, la cual, como se había indicado antes, 
no es importante bajo condiciones aerobias. La dispersión de las cadenas de Markov Monte 
Carlo hacia el final del algoritmo, da una noción de qué tanto se redujo el rango no 
informativo (uniforme) supuesto a priori, lo cual tiene una relación directa con la 
incertidumbre paramétrica. 
 
Un análisis complementario del algoritmo SCEM-UA consiste en evaluar la evolución del 
factor de reducción de escala de Gelman y Rubin. Cuando dicho factor tiende a valores 
cercanos a 1, se considera que la distribución posterior de probabilidad del parámetro 
correspondiente, ha alcanzado un estado estacionario. Para efectos prácticos, factores de 
reducción de escala menores o iguales a 1.2 indican convergencia (Gelman y Rubin, 1992). En 
la Figura 5-27 se presenta el comportamiento del factor de reducción de escala de Gelman y 
Rubin para cada uno de los parámetros del modelo. De dicha figura, se puede apreciar que el 
único parámetro que no alcanza la convergencia (valores menores a 1.2) en 5000 
simulaciones es la demanda béntica. También se evidencia que los últimos parámetros en 
alcanzar convergencia son precisamente los asociados a la interface sedimento–agua y la tasa 
de desnitrificación. Las simulaciones realizadas por el algoritmo SCEM-UA que se deben 
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utilizar para efectuar los análisis de identificabilidad, sensibilidad e incertidumbre 
paramétricas, son aquellas para las cuales ya se ha alcanzado la convergencia del factor de 
reducción de escala. Lo anterior ocurre luego de 1500 simulaciones para el grupo de la 
cadena de Fósforo y de 500 simulaciones para el grupo de SST y Coliformes Totales. Para el 
caso del grupo de Oxígeno disuelto, DBO y Nitrógeno, se utilizaron las últimas 3000 
simulaciones, las cuales corresponden con la convergencia de todos los parámetros 
identificables. Evidentemente, para alcanzar distribuciones estacionarias para los 
parámetros no identificables de dicho grupo, se requieren más de 5000 simulaciones con el 
algoritmo SCEM-UA.  
 
 
Figura 5-25: Evolución de las cadenas de Markov Monte Carlo del algoritmo SCEM-UA en la 
búsqueda de los parámetros asociados a Oxígeno Disuelto, DBO y Nitrógeno 
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Figura 5-26: Evolución de las cadenas de Markov Monte Carlo del algoritmo SCEM-UA en la 
búsqueda de los parámetros asociados a: a) Cadena de fósforo y b) SST y Coliformes Totales 
 
 
a) Oxígeno disuelto, DBO y cadena de Nitrógeno 
  
b) Ciclo de fósforo c) SST y Coliformes Totales 
 
Figura 5-27: Evolución del factor de reducción de escala de Gelman y Rubin con el número 
de evaluaciones del modelo AMQQ por el algoritmo SCEM-UA 
 
En la Figura 5-28 se presentan los diagramas de dispersión utilizando las simulaciones 
seleccionadas según el criterio de convergencia de Gelman y Rubin. De acuerdo con lo 
explicado anteriormente, se seleccionó el último 60% de las secuencias del algoritmo para el 
grupo de Oxígeno disuelto, DBO y Nitrógeno, el último 50% para el grupo de la cadena de 
Fósforo, y el último 90% para el grupo de SST y Coliformes Totales. De acuerdo con los 
resultados de los diagramas de dispersión, los parámetros menos identificables resultan ser 
los asociados con la interface sedimento–agua y la tasa de desnitrificación. Los parámetros 
perfectamente identificables son las velocidades de sedimentación de los SST y los 
Coliformes Totales, la tasa de nitrificación, la tasa de hidrólisis y la velocidad de 
sedimentación del nitrógeno y fósforo orgánicos y la tasa de oxidación y la velocidad de 
sedimentación de la DBO. 
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Las distribuciones marginales posteriores de la Figura 5-29 son todas monomodales, siendo 
las más anchas las asociadas con los parámetros no identificables. Nótese en especial la 
distribución inferida para el flujo béntico de fósforo inorgánico (cuyo factor de reducción de 
escala de Gelman y Rubin cayó por debajo de 1.2), la cual no reduce su ancho respecto al 
intervalo no informativo indicado a priori, implicando una amplia incertidumbre de dicho 
parámetro y una interdependencia paramétrica importante. Es posible que bajo un mayor 
número permitido de simulaciones (por encima de 5000) se hubieran encontrado resultados 
similares para los otros parámetros no identificables, en especial para la demanda béntica y 
el flujo de NH4.  
 
 
Figura 5-28: Diagramas de dispersión obtenidos utilizando SCEM-UA. Los valores en las 
ordenadas corresponden a la función de verosimilitud normalizada. La mejor combinación 
(máxima verosimilitud) está denotada por los cuadros rojos 
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Figura 5-29: Distribuciones marginales a posteriori de probabilidad utilizando SCEM-UA 
 
Los parámetros más sensibles, según la Figura 5-30, coinciden con aquellos que aportan 
menor incertidumbre paramétrica según sus distribuciones posteriores de probabilidad. 
Estos son, en orden de sensibilidad y certidumbre, la tasa de oxidación de la DBO, la tasa de 
nitrificación, la velocidad de sedimentación de la DBO, la tasa de hidrólisis y la velocidad de 
sedimentación del fósforo orgánico, y la velocidad de sedimentación de los SST y de los 
Coliformes Totales. El parámetro menos sensible de todos es igualmente el menos 
identificable y el único que presenta una distribución posterior prácticamente uniforme, es 
decir, la fuente béntica de fósforo inorgánico. No muy lejos están la demanda béntica, el flujo 
béntico de amonio y la tasa de desnitrificación. 
 
 
Figura 5-30: Análisis de Sensibilidad Regional utilizando SCEM-UA. Las curvas de color 
magenta corresponden al grupo con mejores FO (H) y la de color cian al de peores FO (L) 
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En términos generales, de los 13 parámetros calibrados, apenas 4 no son identificables, no 
reducen significativamente el intervalo no informativo a priori y resultan tener poco efecto 
sobre la respuesta final, la cual es probablemente absorbida por otros parámetros si 
identificables debido a la interdependecia paramétrica. En este sentido, se explica que las 
bandas de incertidumbre resultantes, presentadas en la Figura 5-31, sean tan angostas. En la 
mayoría de los casos, la respuesta no perturbada está prácticamente contenida en las bandas 
de incertidumbre encontradas (con excepción, levemente, del oxígeno disuelto, el fósforo 
orgánico y los SST). Nótese además que dichas bandas son muy similares a las encontradas al 
aplicar el criterio χ2 a las simulaciones efectuadas por el algoritmo SCE-UA, el cual encontró 
la convergencia mucho más rápido que el SCEM-UA. Pese a lo anterior, es claro que las 
distribuciones marginales posteriores encontradas con el SCE-UA para cada parámetro, 
distan bastante del comportamiento inferido utilizando la metodología GLUE y aplicando un 
explorador tipo MCMC, lo cual le resta consistencia estadística y representatividad de la 
incertidumbre paramétrica con fines predictivos a los resultados obtenidos con el algoritmo 
SCE-UA. De cualquier manera, los resultados del proceso de calibración utilizando el SCEM-
UA indican que, con una probabilidad del 95%, el modelo es capaz de identificar la respuesta 
original sin perturbar, con una certidumbre paramétrica relativamente alta. 
 
  
a) Oxígeno disuelto y DBO última b) Cadena de nitrógeno 
  
c) Cadena de fósforo d) SST y Coliformes totales 
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Figura 5-31: Bandas de incertidumbre con nivel de confianza del 95% utilizando SCEM-UA. 
Los puntos rojos son los datos observados, la línea negra a trazos es la mejor solución y la 
línea verde punteada es la respuesta libre de error 
5.2.6 Comparación de resultados 
Con el fin de hacer un consolidado de los resultados encontrados durante la calibración del 
modelo utilizando datos sintéticos y mediante la aplicación de cinco técnicas diferentes, en la 
Tabla 5-9 se recogen las mejores combinaciones encontradas por cada algoritmo y el número 
de simulaciones para alcanzar la solución óptima respectiva. En términos generales, la 
técnica que requirió menos número de simulaciones para llegar al resultado óptimo fue el 
algoritmo Simulated Annealing, mientras que la más exigente computacionalmente fue el 
SCEM-UA. La técnica que obtuvo la menor FO en la mayoría de los casos fue el SCE-UA, 
mientras que GLUE arrojó los peores resultados en comparación con cada algoritmo. Lo 
anterior justifica el uso de las técnicas de computación evolutiva para la búsqueda del 
mínimo global. El desempeño del algoritmo genético fue muy similar al del SCE-UA para el 
grupo de OD, DBO y Nitrógeno, lo cual se puede explicar porque ambos parten de principios 
de optimización muy similares. 
Tabla 5-9: Comparación de resultados de calibración utilizando cinco técnicas diferentes 
 
Técnica calibración No. sim. B3 S4 B1 S3 knd Sod kd ks Mejor FO 
GA 
Algoritmo 
1830 
0.26 0.26 0.08 0.48 0.02 0.90 0.27 0.53 0.5800 
GLUE 0.22 0.36 0.06 0.13 0.36 0.89 0.25 0.62 0.6672 
SA 
Algoritmo 
553 
0.31 0.25 0.12 0.15 0.94 0.52 0.27 0.54 0.5853 
GLUE 0.22 0.36 0.06 0.13 0.36 0.89 0.25 0.62 0.6672 
SCE-UA 
Algoritmo 
1461 
0.29 0.25 0.09 0.62 0.42 0.56 0.27 0.51 0.5801 
GLUE 0.22 0.36 0.06 0.13 0.36 0.89 0.25 0.62 0.6671 
SCEM-UA 
Algoritmo 
5000 
0.26 0.28 0.08 0.23 0.25 0.46 0.28 0.52 0.5813 
GLUE 0.34 0.24 0.06 0.37 0.02 0.34 0.28 0.54 0.5892 
Parámetros originales 0.20 0.30 0.10 0.30 0.40 0.30 0.30 0.50 
  
Técnica calibración No. sim. vss vs Mejor FO 
 
No. sim. B4 S5 S2 Mejor FO 
GA 
Algoritmo 
680 
0.04 0.16 0.16617 
 
1260 
0.81 0.17 0.41 0.77871 
GLUE 0.03 0.16 0.16620 
 
0.80 0.18 0.45 0.77894 
SA 
Algoritmo 
485 
0.04 0.16 0.16619 
 
213 
0.82 0.16 0.22 0.78097 
GLUE 0.03 0.16 0.16620 
 
0.78 0.19 0.35 0.78080 
SCE-UA 
Algoritmo 
200 
0.04 0.16 0.16605 
 
251 
0.82 0.17 0.27 0.77862 
GLUE 0.04 0.18 0.16669 
 
0.84 0.17 0.23 0.77967 
SCEM-UA 
Algoritmo 
4624 
0.04 0.16 0.16601 
 
3150 
0.81 0.17 0.21 0.77869 
GLUE 0.03 0.16 0.16620 
 
0.80 0.18 0.45 0.77894 
Parámetros originales 0.10 0.10 
  
 0.80 0.15 0.15 
  
De acuerdo con los resultados, GLUE resulta ser el método más penalizado por generar el set 
óptimo con mayor FO entre todas las técnicas probadas. Por otra parte, el algoritmo SCEM-
UA resulta ser el menos eficiente pese a encontrar combinaciones óptimas con FO similares a 
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las del SCE-UA. No obstante, ambas técnicas son las únicas que permitieron caracterizar de 
forma apropiada y consistente la identificabilidad, sensibilidad e incertidumbre paramétricas 
en el problema de calibración.  
 
Lo anterior es de mucho más valor, en términos predictivos, que el conocimiento de unos 
valores óptimos únicos que, inclusive, pueden no corresponder con la realidad del problema. 
Basta con comparar las respuestas que se pueden obtener por uno y otro método. Por 
ejemplo nótese que, de acuerdo con las distribuciones posteriores marginales encontradas 
por el SCEM-UA (ver Figura 5-32), los parámetros originales utilizados para generar la 
respuesta no perturbada del modelo, se encuentran contenidos en los intervalos más 
probables hallados al haber finalizado la implementación del algoritmo estocástico. En este 
sentido se puede concluir que mediante la solución del problema inverso, la respuesta 
original está contenida dentro de los rangos paramétricos más probables inferidos y dichos 
rangos se pueden extender en modo de predicción. La anterior conclusión no es posible 
obtenerla con la simple respuesta acerca del valor óptimo global. Inclusive, no es posible 
encontrarla utilizando las distribuciones resultantes de la exploración del espacio 
paramétrico hecha por los algoritmos GA, SA y SCE-UA ya que no están bien caracterizadas o 
no son consistentes con el comportamiento conocido de uno o varios parámetros de 
calibración. 
 
 
 
Figura 5-32: Parámetros originales (líneas verticales rojas) en relación con las 
distribuciones posteriores marginales encontradas por el algoritmo SCEM-UA 
 
Por otra parte, es importante resaltar que, pese a la perturbación de la respuesta original, el 
modelo permite inferir bandas de incertidumbre que contienen el comportamiento o 
tendencia principal. Además, los valores óptimos encontrados con todas las técnicas para los 
parámetros corresponden al orden de magnitud de los valores originales, a excepción de los 
que son no identificables e insensibles, esto es, a los parámetros asociados con la interface 
sedimento–agua y la tasa de desnitrificación en condiciones aerobias. 
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Si bien no se puede concluir con absoluta certeza cual técnica es mejor que otra, ya que cada 
una presenta algunas ventajas con respecto a las otras en diferentes aspectos, en términos 
del propósito de analizar la capacidad predictiva si se puede obtener una respuesta. El 
objetivo principal de la revisión exploratoria era conocer la utilidad del espacio paramétrico 
muestreado para analizar la identificabilidad, sensibilidad e incertidumbre paramétricas. 
Definitivamente las técnicas que generaron resultados pocos satisfactorios en este sentido 
fueron el GA, el SA y el SCE-UA. Para éste último, por ejemplo, se han propuesto criterios 
adicionales para generar bandas de incertidumbre que pueden llegar a ser muy similares a 
las obtenidas por métodos más sofisticados como el SCEM-UA; no obstante, no se soluciona el 
problema de generar distribuciones posteriores marginales irreales, lo que puede limitar los 
análisis posteriores en modo predictivo o de verificación. Sin embargo, se considera que el 
SCE-UA puede aportar información valiosa en relación con el conocimiento del óptimo global 
que se puede orientar hacia la búsqueda de relaciones con el sistema real o como un punto de 
referencia de algoritmos que resuelven integralmente el problema de incertidumbre y 
optimización. 
 
Siguiendo el mismo orden de ideas, por consiguiente, se considera que la mejor propuesta de 
aplicación entre las analizadas es el algoritmo SCEM-UA. La dificultad en la convergencia 
hacia distribuciones estacionarias para los parámetros no identificables se puede solventar, 
por ejemplo, calculándolos endógenamente en el modelo, reduciendo por lo tanto el número 
de parámetros de calibración y la complejidad del problema inverso. Lo anterior no aplica 
para el caso de la tasa de desnitrificación, la cual seguramente jugará un papel relevante en el 
caso de condiciones anaerobias. El SCEM-UA es preferible a GLUE, principalmente porque se 
hace una separación objetiva entre las “buenas” y “malas” soluciones. No obstante, GLUE 
nunca dejará de ser una herramienta de referencia que permite analizar con mayor facilidad 
aspectos como la identificabilidad y sensibilidad paramétricas. Para la calibración con datos 
reales del río Bogotá en tres de sus tramos, se aplicará el SCE-UA, el SCEM-UA y GLUE. 
5.3 Optimización multiobjetivo 
La aproximación multiobjetivo utilizada en este caso sintético consistió en el 
aprovechamiento de la información obtenida a partir de las FO calculadas para cada una de 
las señales de salida del modelo de calidad del agua. El análisis multiobjetivo se hizo para 
cada grupo interrelacionado de determinantes de calidad del agua. Para este propósito se 
utilizaron las mismas 5000 simulaciones de Monte Carlo generadas para analizar la 
implementación de la metodología GLUE (ver sección 5.2.1). La FO calculada para cada 
determinante de la calidad del agua es 1 – R2, siendo R2 el coeficiente de eficiencia de Nash-
Sutcliffe. A partir de las poblaciones de 5000 puntos se identificaron los frentes de Pareto 
para cada grupo de determinantes, aplicando los principios señalados en la sección 4.4.6. 
Dichos frentes se presentan en la Figura 5-33 para el grupo de OD, DBO y Nitrógeno. 
 
Los resultados obtenidos indican una amplia variación entre los valores de las respectivas 
FO. Todos los frentes obtenidos, incluidos los de los grupos de Fósforo y de SST y Coliformes 
Totales, presentan una forma aparentemente similar a un ángulo recto, la cual se mantiene a 
medida que se hace un acercamiento a la esquina inferior izquierda de cada gráfico de 
dispersión. Este fenómeno no indica que pueda llegar a existir un único punto que minimice 
simultáneamente todas las FO (que en teoría sería el vértice de dicho frente), sino que, por el 
contrario, se debe a una pobre caracterización del frente de Pareto con las 5000 simulaciones 
de Monte Carlo bajo los rangos de calibración especificados. Lo anterior es más evidente para 
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los resultados obtenidos con el grupo de SST y Coliformes Totales, en donde la población de 
Pareto está compuesta por un total de apenas 6 puntos. Esa pobre caracterización se debe 
principalmente a la amplitud de los rangos de calibración; es posible que la identificación del 
frente se mejore con el acotamiento más cerrado de los rangos paramétricos. La dificultad en 
la obtención de las poblaciones de Pareto en este ejercicio sintético considerando múltiples 
señales de salida, confirma las observaciones en este sentido indicadas por van Griensven y 
Bauwens (2003). 
 
Lo anterior también tiene implicaciones en los resultados para la selección de las “buenas” 
soluciones con el fin de efectuar el análisis de incertidumbre. En las poblaciones de Pareto, 
muchos de los puntos seleccionados corresponden a valores muy malos de FO (muy mayores 
a cero), en especial para el grupo de OD, DBO y Nitrógeno. El efecto principal es la generación 
de bandas de incertidumbre un poco más angostas que las presentadas en la Figura 5-6b 
(GLUE con condición sin definir umbral). Para solventar la anterior dificultad y hacer una 
mejor caracterización del frente de Pareto a partir de múltiples señales, se recomienda 
realizar las simulaciones de Monte Carlo para un rango paramétrico más cerrado, como el 
identificado por el método SCEM-UA o seleccionando el mejor 10% utilizando GLUE con la FO 
agregada indicada en la sección 4.5.1, siendo la primera opción la menos subjetiva. Otra 
opción consiste en aplicar algoritmos más sofisticados como los señalados por Yukish (2004). 
 
 
 
Figura 5-33: Gráficas multiobjetivo para el grupo de OD, DBO y Nitrógeno. En color cian se 
indican los puntos del set de Pareto 
 
Con fines de comparación, en la Tabla 5-10 se presentan las seis combinaciones de 
parámetros, pertenecientes a los frentes de Pareto, que presentan la menor suma de FO por 
grupo. Los valores en cursiva y negrita resaltados coinciden con los mejores sets de 
parámetros encontrados utilizando GLUE con las FO agregadas. Nótese que en todos los 
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grupos, la combinación señalada minimiza la suma de FO por señal y hace parte de cada 
frente de Pareto. Lo anterior indica que la aproximación de agregación favorece el ajuste 
simultáneo de cada una de las señales de respuesta y no está sesgada hacia un determinante 
en particular. Eventualmente, dicha FO agregada puede servir como un criterio de selección 
inicial para identificar los frentes de Pareto en rangos de calibración más angostos.  
 
Tabla 5-10: Mejores combinaciones de parámetros pertenecientes al set de Pareto. Se 
señalan en rojo los valores originales para generar las respuestas libres de error 
 
B3 S4 B1 S3 knd Sod kd ks 
0.34 0.24 0.06 0.37 0.02 0.34 0.28 0.54 
0.56 0.10 0.11 0.62 0.13 0.39 0.29 0.56 
0.03 0.44 0.12 0.70 0.65 0.84 0.23 0.52 
0.22 0.36 0.06 0.13 0.36 0.89 0.25 0.62 
0.49 0.05 0.14 0.43 0.37 0.76 0.26 0.50 
0.64 0.07 0.10 0.19 0.66 0.16 0.30 0.73 
0.20 0.30 0.10 0.30 0.40 0.30 0.30 0.50 
 
 
B4 S5 S2 vss vs 
0.80 0.18 0.45 0.03 0.16 
0.84 0.16 0.18 0.04 0.17 
0.81 0.18 0.32 0.03 0.16 
0.84 0.16 0.22 0.01 0.17 
0.81 0.16 0.14 0.04 0.00 
0.86 0.15 0.33 0.04 0.35 
0.80 0.15 0.15 0.10 0.10 
 
Nótese además que los parámetros más identificables (B1, kd, ks, B4, S5, vss y vs) presentan 
valores más consistentes entre sí para las mejores combinaciones del set de Pareto 
mostradas en la tabla anterior. Así mismo, dichos valores se encuentran en el mismo orden 
de magnitud que los valores originales de los parámetros utilizados para la generación de la 
respuesta no perturbada del modelo. Esto confirma el potencial que tiene la población de 
Pareto para clasificar los puntos simulados entre “buenos” y “malos”, siempre y cuando se 
sigan las recomendaciones respectivas para reducir la variabilidad de las FO individuales. 
5.4 Implementación de la metodología DYNIA en el modelo 
MDLC 
Uno de los objetivos específicos de este trabajo de investigación es el estudio la capacidad 
predictiva del modelo integrado y dinámico de calidad del agua AMQQ aplicando, entre otras, 
técnicas de procesamiento recursivo de datos. Como se indicó en el capítulo 3, el modelo 
AMQQ integra tres modelos (uno hidrológico, uno de transporte y uno de calidad del agua) 
cuya estructura conceptual es similar entre sí y la cual consiste básicamente de una 
componente de retraso advectivo seguida de una serie de celdas de mezcla competa que 
representan el efecto dispersivo o de almacenamiento temporal de la corriente. Esta 
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semejanza permite identificar potencialmente algunas características del modelo integrado, 
estudiando cualquiera de sus componentes. 
 
Una de las interrogantes más relevantes en el estudio de modelos dinámicos en relación con 
los de estado estable es el nivel de influencia de la variación temporal de los parámetros del 
modelo en su desempeño predictivo, y de qué manera se puede detectar dicho 
comportamiento a partir de datos reales tomados en campo. Abordar el estudio de este 
problema implica comparar los resultados para parámetros constantes y variables, y evaluar 
eventualmente si se logra o no una buena capacidad predictiva a partir de valores fijos en el 
tiempo. En este orden de ideas, el objetivo principal de este ejercicio fue implementar una 
metodología objetiva para determinar si es posible detectar variaciones temporales de los 
parámetros del modelo AMQQ estudiando, en principio, solo el modelo MDLC, dada su 
relación con modelos hidráulicos unidimensionales. Para este ejercicio en particular se 
utilizó el software HEC-RAS v.4.1 para la solución numérica de las ecuaciones 
unidimensionales de Saint–Venant. 
 
Una herramienta útil para el análisis de la variabilidad temporal de los parámetros de 
calibración de un modelo es el Análisis Dinámico de Identificabilidad DYNIA propuesto por 
Wagener et.al. (2003) la cual ha sido implementada en modelos hidrológicos (i.e. Wagener 
et.al., 2004a) y de transporte de solutos (i.e. Wagener et.al. 2002). Esta metodología permite 
localizar periodos de alta identificabilidad para parámetros individuales y detectar fallas en 
la estructura de un modelo de forma objetiva. Esta aproximación recoge elementos del 
Análisis Sensibilidad Regional RSA, la metodología GLUE, análisis tipo Wavelet y filtro 
Kalman para pruebas de hipótesis. La metodología está basada en simulaciones de Monte 
Carlo y empieza tomando distribuciones uniformes para explorar el espacio paramétrico 
factible. Una vez realizadas las simulaciones, se calcula una función   que representa el error 
absoluto promedio entre la señal simulada obtenida para cada simulación y la observada, a lo 
largo de una ventana móvil de tiempo. Para cada ventana de tiempo se selecciona el 10% de 
los puntos con mejor función de error (el grupo que minimiza dicha función) y a cada punto 
seleccionado se le normaliza su respectivo   dividiéndolo por ∑  , obteniendo un valor    
entre 0 y 1. El siguiente paso consiste en calcular la distribución acumulada    para los 
valores de   , dividiendo luego el rango del parámetro de análisis    en M contenedores, para 
los cuales se calcula el gradiente     respectivo de aporte a   . Luego se calcula la 
distribución de     según los valores del parámetro   . Dicho gradiente es la medida de 
identificabilidad, la cual entre mayor sea, mas identificable es el parámetro en el rango 
indicado. La distribución se codifica en una escala de grises, siendo más oscuro el rango del 
contenedor que contenga los valores más identificables (gradientes más altos). Finalmente se 
grafican los resultados a lo largo de todo el tiempo de la señal de salida, obteniendo un 
diagrama similar al mostrado en la Figura 5-34. 
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Figura 5-34: Codificación visual de los resultados de DYNIA. Izquierda: distribución de 
gradientes. Derecha: diagrama final de    vs tiempo (Tomado de Wagener et.al., 2003) 
 
Otro de los resultados gráficos importantes de la metodología es el nivel de contenido de 
información, el cual es una medida adicional de identificabilidad. El valor asociado a dicho 
nivel será más alto si la banda del 90% de confianza calculada para cada ventana de tiempo a 
partir de la distribución   es angosta. Lo anterior significa que para períodos de tiempo con 
buen contenido de información, se encuentran valores claramente identificables en un rango 
paramétrico estrecho. El nivel de contenido de información se calcula como 1 menos el ancho 
del intervalo de confianza paramétrico normalizado de 0 a 1. 
Es importante anotar que el propósito de la metodología no es evaluar la interdependencia 
paramétrica en detalle, pero si indicar posibles problemas en la estructura del modelo y las 
limitaciones en su ajuste a datos observados. Una limitación en la medida de identificabilidad 
propuesta consiste en que disminuye la importancia de los resultados para valores cercanos 
al óptimo de calibración y lejanos de los valores pico detectados en cada distribución de 
identificabilidad. 
 
El ejercicio de calibración que se presenta en esta sección consistió en obtener el coeficiente 
de rugosidad de Manning ingresado en el modelo HEC-RAS para flujo no permanente a partir 
de la implementación del problema inverso en el modelo de tránsito hidrológico MDLC. Para 
este propósito se buscó, en primer lugar, una relación entre el n ingresado en HEC-RAS y el 
encontrado por calibración para el MDLC bajo distintos valores del parámetro a (0 y 0.2), y 
calibrando simultáneamente los parámetros n y a. También se compararon los resultados 
considerando la influencia de la condición de frontera aguas abajo. Para ello se simuló el 
mismo canal en dos condiciones, siendo uno más largo que el otro, tomando los resultados a 
iguales distancias aguas abajo respecto a la sección de entrada. La diferencia radica en que 
para el primer canal, la sección de salida coincide con la última sección del mismo, y para el 
otro canal, dicha sección está cierta distancia aguas arriba de la salida. Lo anterior se hizo con 
el propósito de visualizar los efectos de las condiciones de frontera a la salida del sistema, 
sobre la respuesta del modelo. 
 
Para la obtención de la relación entre el coeficiente n de las ecuaciones de St. Venant (HEC-
RAS) y el coeficiente n del modelo MDLC, se siguió el siguiente procedimiento: 
 
1) Se generó sintéticamente un hidrograma de entrada a partir de una función gamma, 
definiendo un caudal base, un caudal pico, un tiempo inicial, un tiempo al pico, un 
coeficiente de asimetría y un tiempo total. 
2) Se definieron las características geométricas del canal rectangular: longitud, pendiente 
longitudinal, ancho de la base. 
3) Se definió la condición de control aguas abajo como la profundidad normal, con una 
pendiente de energía igual a la pendiente longitudinal del canal. 
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4) Para un rango de n desde 0.01 hasta 0.08, se obtuvieron los hidrogramas a una distancia 
aguas abajo dada, implementando el modelo de flujo no permanente de HEC-RAS. 
5) Para cada una de las señales aguas abajo y la señal aguas arriba, por calibración del 
modelo MDLC se obtuvieron los respectivos n, para a=0, a=0.2 y a calibrado. Para la 
calibración se implementaron simulaciones de Monte Carlo y se utilizó la herramienta 
MCAT v.5.0. 
 
En segundo lugar, una vez obtenidas las relaciones, se siguió el mismo procedimiento 
considerando una variación del coeficiente n con el caudal (que implica una variación 
temporal y espacial del coeficiente n), la cual es ingresada en HEC-RAS en su respectiva 
ventana de simulación. Para este último caso, y para dos condiciones adicionales 
considerando coeficientes n constantes, se implementó la metodología DYNIA tomando una 
ventana de tiempo de 3 horas. La aplicación de DYNIA se hizo utilizando la herramienta 
MCAT v.5.0. 
 
El hidrograma de entrada tiene las siguientes características: Tiempo inicial: 0 hr. Tiempo 
final: 200 hr. Caudal base: 100 m3/s. Caudal pico: 500 m3/s. Tiempo al pico: 10 hr. Coef. 
Asimetría: 1.15. El canal utilizado es característico para ondas de difusión: Pendiente 
longitudinal: 0.0002. Ancho: 25 m. Longitud: 120 km (Canal alternativo de 130 km). En la 
Figura 5-35 se presenta el resultado de simulación junto al hidrograma de entrada para un 
coeficiente n de 0.03, para la sección de respuesta sobre la última sección del canal de 120 
km y para la sección de respuesta 10 km aguas arriba en canal de 130 km. 
 
 
 
Figura 5-35: Resultados de simulación en HEC-RAS para n=0.03. Hidrograma (1) 
corresponde a canal de L=120 km. Hidrograma (2) corresponde a canal de L= 130 km 
(sección de respuesta 10 km aguas arriba de la salida del canal) 
 
En la Tabla 5-11 se indican los resultados de calibración para las distintas condiciones 
indicadas en la metodología. Nótese que los valores de calibración para a=0.2 para ambos 
canales son muy similares. De hecho, en la Figura 5-35 se puede apreciar que los 
hidrogramas de salida son casi idénticos, presentando mayor dispersión el correspondiente 
al canal 2, lo cual se debe principalmente al efecto de la localización de la condición de 
frontera a la salida del canal. 
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Tabla 5-11: Resultados de calibración. La columna sombreada corresponde a los valores 
obtenidos en el canal de 130km. 
 
n (HEC-RAS) 
Resultados de calibración sintética 
n (MDLC a=0.2) n (MDLC a=0) n (MDLC) a (MDLC) 
0.01 0.0113 0.0114 0.0069 0.0122 0.2788 
0.02 0.0207 0.0216 0.0169 0.0223 0.3178 
0.03 0.0312 0.0320 0.0255 0.0304 0.1701 
0.04 0.0416 0.0438 0.0376 0.0411 0.1772 
0.05 0.0528 0.0555 0.0438 0.0509 0.1427 
0.06 0.0662 0.0665 0.0564 0.0617 0.1191 
0.07 0.0799 0.0799 0.0693 0.0699 0.0982 
0.08 0.0937 0.0939 0.0757 0.0815 0.0628 
 
En la Figura 5-36 se presenta la curva de ajuste que relaciona a los coeficientes n de St. 
Venant contra el n del modelo MDLC para a=0.2. 
 
 
 
Figura 5-36: Relación entre el coeficiente n de St. Venant (simulado) y el coeficiente n del 
modelo MDLC (calibrado) para a=0.2 en un canal con L=120 km 
 
Nótese además que los resultados de calibración para el n son muy similares en ambos 
modelos si se calibra el parámetro a. No obstante, para a=0.2 es posible encontrar una curva 
suave que relaciona los dos coeficientes con un muy buen grado de ajuste. La variación del 
coeficiente n con el caudal introducida en HEC-RAS se presenta a continuación, siendo F(n) el 
factor multiplicador del coeficiente n del canal igual a 0.03: 
 
Q (m3/s) F(n) n 
100 1.0 0.030 
200 1.1 0.033 
300 1.5 0.045 
400 1.7 0.051 
500 1.3 0.039 
 
Según los valores anteriores, la variación del coeficiente de Manning con el tiempo, tomando 
como referencia los caudales del hidrograma de entrada, está representada en la Figura 5-37. 
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Figura 5-37: Variación temporal del coeficiente n de acuerdo con el hidrograma de entrada 
 
Aplicando la metodología DYNIA con una ventana móvil de 3 horas, calibrando únicamente el 
parámetro n (dejando constante a=0.2), se obtiene el resultado presentado en la Figura 5-38. 
En dicha gráfica se puede observar que el coeficiente presenta una alta identificabilidad en 
cada intervalo de tiempo hasta cuando alcanza un caudal estable y permanente, habiendo un 
salto alrededor de las 115 horas, a partir del cual hay una disminución progresiva en el valor 
del índice de contenido de información. Se debe resaltar que la forma de la banda de 
identificabilidad sigue la forma de la variación temporal inducida en el coeficiente de 
rugosidad. Así mismo, los valores del coeficiente de Manning son del mismo orden de 
magnitud que los introducidos en HEC-RAS y corresponden con el comportamiento de la 
hidrógrafa de respuesta (i.e. puntos de quiebre). Es importante señalar que la banda obtenida 
hace referencia a valores efectivos o promedio para todo el tramo de simulación, puesto que 
el modelo MDLC es agregado (no considera explícitamente las variaciones en el espacio en su 
estructura matemática). Los resultados obtenidos con DYNIA demuestran que la estructura 
del modelo MDLC permite identificar la variabilidad temporal de uno de sus parámetros, y en 
este sentido se puede adaptar la solución numérica de dicho modelo para tener en cuenta 
dicho comportamiento dinámico en sus parámetros. 
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Figura 5-38: Resultados DYNIA para n variable con el tiempo. Un solo parámetro de 
calibración, a=0.2 
 
Igualmente se hizo el respectivo análisis aplicando DYNIA cuando se calibran 
simultáneamente los dos parámetros del modelo MDLC (n y a). Los resultados obtenidos se 
presentan en la Figura 5-39. Allí, al igual que para el caso anterior, se evidencia que la técnica 
recursiva logra identificar la forma y magnitud de la variación temporal del n de Manning, 
aunque con una identificabilidad más dispersa y con valores menores para el índice de 
contenido de información. La variación en la identificabilidad del coeficiente n es mínima un 
poco antes de alcanzarse el pico del hidrograma de respuesta. Es importante resaltar que la 
respuesta para el n de Manning considerando a constante, se encuentra contenida en la 
banda de la Figura 5-39. En relación con el parámetro a, no es muy claro un comportamiento 
dinámico consistente con el caudal. No obstante, la región de mayor contenido de 
información y menor variación en la identificabilidad de dicho coeficiente se encuentra en el 
pico del hidrograma y en el inicio de la curva de descenso. Lo anterior puede indicar que 
dicho parámetro es determinante para ajustar la respuesta del modelo MDLC alrededor de la 
zona mencionada. Nótese que es posible mantener un valor constante de a alrededor de 0.1, 
ya que dicho valor se encuentra incluido en las bandas de identificabilidad encontradas con 
DYNIA. Al igual que para el caso anterior, en los resultados para ambos parámetros se 
observa un salto alrededor de las 115 horas. En todos los casos, los valores detectados de n 
de Manning presentan valores cercanos a 0.01 con alta identificabilidad en las regiones de 
caudal constante en el hidrograma. 
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a) Resultados para n b) Resultados para a 
 
Figura 5-39: Resultados DYNIA para n variable con el tiempo. Calibración de n y a 
5.5 Conclusiones del capítulo 
En este capítulo se han aplicado diferentes técnicas de calibración en el modelo dinámico de 
calidad del agua AMQQ utilizando series observadas generadas sintéticamente. Las 
principales conclusiones obtenidas fueron las siguientes: 
 
1. Los parámetros no identificables en el modelo dinámico de calidad del agua son la tasa de 
desnitrificación en condiciones aerobias y los asociados a la interface sedimento–agua en 
el fondo de la corriente (demanda béntica de oxígeno y las fuentes bénticas de nitrógeno 
y fósforo inorgánicos).  
2. La no identificabilidad de los parámetros asociados a la interface sedimento –agua en el 
fondo de la corriente puede responder a que dichas tasas de reacción son de orden cero –
de hecho, son aportes distribuidos o difusos de carga en área–, a que presentan una alta 
interdependencia paramétrica con otras tasas de transformación o a que su efecto sobre 
la respuesta a la salida del sistema no fue significativa (en efecto, se encontró baja 
sensibilidad paramétrica). En este orden de ideas, y con el fin de reducir la complejidad 
del problema inverso, es recomendable hacer el cálculo endógeno de los parámetros 
asociados a la interface sedimento–agua en el fondo del cuerpo de agua (ver por ejemplo, 
Di Toro, 2001), como lo hacen las herramientas de modelación QUAL2Kw y WASP (Di 
Toro et al., 1983; Connolly y Winfield, 1984; Ambrose, R.B. et al., 1988, citados por Wool 
et. al, 2001). Lo anterior además permite predecir el efecto futuro sobre la calidad del 
agua frente a cambios sobre los aportes de material orgánico particulado. 
3. Los parámetros perfectamente identificables y sensibles son la tasa de nitrificación, la 
tasa de oxidación y la velocidad de sedimentación de la DBO, las velocidades de 
sedimentación de los SST y los Coliformes Totales, y la tasa de hidrólisis y velocidad de 
sedimentación del fósforo orgánico. La tasa de hidrólisis y velocidad de sedimentación 
del nitrógeno orgánico no resultaron claramente identificables y sensibles, lo cual implica 
cierta interdependencia entre ambos parámetros. 
4. A partir de la aplicación de las seis técnicas indicadas en este capítulo, se logró demostrar 
que se pueden inferir la mayoría de valores de los parámetros (para aquellos que 
resultaron identificables) que explican la tendencia principal de la respuesta del modelo 
dinámico de calidad del agua. 
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5. La exploración del espacio paramétrico realizada por las técnicas de calibración cuyo 
objetivo único es encontrar el mínimo global (i.e. GA, SA y SCE-UA) no generó resultados 
consistentes en relación con las distribuciones posteriores marginales y la sensibilidad 
paramétrica. No obstante, en relación con la identificabilidad paramétrica, los diagramas 
de dispersión resultantes fueron útiles. 
6. Pese a que las distribuciones posteriores marginales generadas por el SCE-UA son 
irreales (triangulares para todos los parámetros, con la moda sobre el valor óptimo 
encontrado de cada parámetro), utilizando criterios estadísticos complementarios como 
el   , se pueden encontrar bandas de incertidumbre similares a las generadas por la 
técnica SCEM-UA. 
7. El algoritmo SCEM-UA es, de lejos, la técnica de calibración más exigente 
computacionalmente en la calibración del modelo dinámico AMQQ. Para el caso del grupo 
de OD, DBO y Nitrógeno no se alcanzó completamente la convergencia debido a la 
dificultad intrínseca aportada por los parámetros no identificables que generaban 
factores de reducción de escala de Gelman y Rubin superiores a 1.2. No obstante, la falta 
de eficiencia es justificable en el sentido de que se hace una caracterización más rigurosa 
de la incertidumbre paramétrica en relación con las demás técnicas. 
8. Las bandas de incertidumbre encontradas con GLUE utilizando el mejor 10% de la 
población muestreada, fueron muchos más anchas que las generadas a partir de los 
resultados del SCEM-UA y el SCE-UA con el criterio    propuesto por van Griensven y 
Meixner (2007). 
9. Con el análisis multiobjetivo se demostró que la FO agregada propuesta en el capítulo 
anterior no está sesgada hacia un determinante en particular y es una medida apropiada 
para analizar conjuntamente la respuesta del modelo en modo de calibración. 
10. La optimización multiobjetivo utilizando la información individual de cada señal 
generada por el modelo de calidad del agua no generó resultados satisfactorios, debido a 
que no se logró una buena caracterización del frente de Pareto. Lo anterior se debió a que 
la mayoría de valores de FO individuales resultaron muy lejanos de cero. Con el fin de 
mejorar este aspecto, se propone hacer el análisis multiobjetivo luego de obtener rangos 
paramétricos de calibración más angostos como resultado de la calibración simple 
aplicando GLUE o técnicas como el SCEM-UA con la FO agregada propuesta en el capítulo 
anterior. 
 
En relación con los resultados obtenidos frente a la aplicación de la técnica DYNIA en el 
modelo MDLC, se pudo demostrar que es posible identificar el comportamiento dinámico del 
coeficiente de Manning. Así mismo, se evidenció que el parámetro a tiene una influencia 
especial sobre el pico e inicio de la curva de descenso del hidrograma de respuesta. Lo 
anterior indica que la estructura conceptual del modelo AMQQ permite, potencialmente, la 
identificación del comportamiento dinámico de sus parámetros disponiendo de información 
medida detallada en el tiempo. Es importante recalcar que estos resultados preliminares 
deben complementarse con el uso de series medidas. 

  
 
6 Propuesta metodológica para la calibración 
de modelos dinámicos de calidad del agua. 
Caso de estudio 
En la primera parte de este capítulo se hace una propuesta metodológica para la calibración 
de modelos dinámicos de calidad del agua, a partir del análisis de los resultados presentados 
en el capítulo anterior y de las revisiones exploratorias realizadas sobre la estructura del 
modelo AMQQ en los capítulos 2 y 3. La propuesta generada es aplicada en tres tramos del río 
Bogotá, que se constituyen como el caso de estudio del presente trabajo de investigación y 
cuyos resultados se presentan en el capítulo siguiente. La propuesta metodológica está 
enfocada en hacer un uso complementario, más que comparativo, de algunas técnicas de 
calibración exploradas en el capítulo 5, de manera que se busque aprovechar lo mejor posible 
la información obtenida y se facilite el análisis subsiguiente de la capacidad predictiva del 
modelo construido. En la segunda parte, se hace una breve descripción de los tramos 
estudiados, la información obtenida y su origen, así como las suposiciones más relevantes 
consideradas en la aplicación de la propuesta metodológica. Toda la información sobre el 
caso de estudio proviene de UNAL-EAAB (2011). 
 
La propuesta metodológica está basada fundamentalmente en la revisión de marcos de 
modelación existentes (Camacho, 2000; Camacho y Díaz-Granados, 2003; Refsgaard et al., 
2005a; Scholten et al., 2007; Madsen et al., 2007), en estudios de modelación de la calidad del 
agua realizados sobre el río Bogotá (UNIANDES-EAAB, 2002; UNAL-EAAB, 2011) y en los 
resultados propios obtenidos en este trabajo de investigación. Las técnicas de calibración 
consideradas para la construcción de la propuesta metodológica son GLUE, SCE-UA, SCEM-
UA y aproximaciones multiobjetivo, de la forma presentada en el capítulo 5. Teniendo en 
cuenta la baja identificabilidad de los parámetros del modelo AMQQ asociados con la 
interface sedimento-agua en el fondo de la corriente, el protocolo generado considera el 
cálculo endógeno de los flujos de sedimentos en dicha interface (i.e. demanda béntica y las 
fuentes bénticas inorgánicas de nitrógeno y fósforo).  
 
Como resultado adicional de este trabajo, se desarrolló una herramienta computacional 
basada en la plataforma MATLAB® para la simulación y calibración del modelo AMQQ, la 
cual incluye la opción de calcular de manera exógena o endógena los flujos de sedimentos, 
esto último de acuerdo con el método de solución disponible en la herramienta QUAL2Kw v. 
5.1. (Pelletier et al., 2008). Las instrucciones de uso de la herramienta computacional se 
presentan en el anexo A. 
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6.1 Protocolo de calibración de modelos dinámicos de 
calidad del agua 
El protocolo de calibración propuesto parte del hecho de que la estimación de los parámetros 
que caracterizan la hidrodinámica y el transporte de la corriente de agua superficial, se hace 
de forma separada y preliminar a la estimación de los parámetros del modelo de calidad del 
agua. Para el caso del modelo AMQQ, lo anterior significa que antes de estimar las tasas de 
transformación y velocidades de sedimentación de los determinantes de la calidad del agua 
simulados, se deben obtener los valores efectivos (i.e. promedio en el tramo) del coeficiente 
de rugosidad de Manning, de la fracción dispersiva y del coeficiente   (relación entre el área 
transversal de la zona muerta y el área transversal del canal principal4, ver ecuación [20]), 
utilizando información de niveles y/o caudales, batimetrías y registros de tiempo-
concentración de sustancias conservativas (e.g. trazadores, conductividad) en al menos dos 
puntos suficientemente distanciados para observar efectos de retraso advectivo y dispersión 
longitudinal en el tramo modelado. Simultáneamente, en esta parte se revisa que el modelo 
realice apropiadamente los balances de masa para representar los caudales medidos (o su 
orden de magnitud) y los cambios en las cargas de sustancias conservativas a lo largo del 
tramo considerado. En casos para los cuales no se cuenta con información de caudales o 
niveles variables en el tiempo, se acepta un valor de   de cero, lo que matemáticamente 
significa que la velocidad media del agua es igual a la velocidad media del soluto (Lees et al., 
2000), y solamente se calibran el n de Manning y DF; de otro modo es muy probable 
evidenciar interdependencia paramétrica entre   y los demás parámetros de transporte, lo 
que le podría restar significado físico y capacidad predictiva al modelo de transporte (ver 
UNAL-EAAB, 2011). De forma alternativa, y particularmente para tramos característicos de 
montaña en donde es común encontrar sucesiones escalón-pozo, Jiménez y Wohl (2013) y 
Jiménez (2014) proponen la estimación de los parámetros de transporte del modelo ADZ a 
partir de características morfológicas (e.g. ancho promedio del tramo a flujo lleno, altura 
media de los escalones y la razón entre la longitud de las piscinas y la longitud entre escalón 
y escalón) que pueden ser obtenidas a partir de información de sensores remotos (e.g. 
modelos digitales de elevación, imágenes de satélite, fotografías aéreas).  
 
En la Figura 6-1 se indica el protocolo general para la estimación de los parámetros de 
transporte. El diagrama de flujo presentado en dicha figura está basado en la propuesta de 
Jiménez (2014). Dicho diagrama se ha complementado en el sentido de incluir el marco 
jerárquico de modelación propuesto por Camacho (2000), de acuerdo con la Figura 3-1, que 
aplica las ecuaciones de St. Venant y alguno de los modelos de transporte basados en 
aproximaciones Fickeanas, ADE o TS. Lo anterior, aprovechando además los resultados 
encontrados en el capítulo 2, que vinculan los parámetros de los modelos distribuidos de 
transporte de solutos con los del marco del modelo ADZ, suponiendo que el modelo de 
calidad del agua por aplicar está basado en el modelo QUASAR extendido (Camacho, 1997). 
Todos aquellos procesos que impliquen la estimación del coeficiente de rugosidad de 
Manning, requieren la calibración del modelo integrado de transporte e hidrodinámica. La 
aproximación dada por Jimenez y Wohl (2013) no necesariamente involucra calibración. 
                                                             
 
4 En el modelo MDLC-ADZ (Camacho y Lees, 1999; Camacho 2000; Camacho et al., 2003; Camacho et 
al., 2012), esta relación se denota con la letra β 
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Para más detalles sobre el protocolo de estimación de parámetros bajo el marco de 
modelación ADZ (agregado), ver Jiménez (2014). 
 
Es importante resaltar que el componente hidrodinámico y de transporte es el que permite 
describir propiamente la dinámica de la calidad del agua, representada, entre otros, por el 
tiempo de primer arribo, el tiempo al pico, el tiempo medio de viaje y las formas de las curvas 
de ascenso y descenso de los perfiles temporales de concentración. Las tasas de 
transformación y las velocidades de sedimentación alteran fundamentalmente la amplitud de 
la respuesta. Lo anterior es evidente en la Figura 2-6 al compararla con la Figura 2-4. Para 
ríos altamente contaminados como el río Bogotá, cuya dinámica en la calidad del agua es 
evidente por registros de conductividad variables en el tiempo a nivel horario o intrahorario, 
la aproximación tipo MDLC-ADZ representa una ventaja para la estimación de los parámetros 
de transporte. 
 
 
 
Figura 6-1: Diagrama de flujo del protocolo de estimación de parámetros de modelos 
detransporte para la modelación dinámica de la calidad del agua. Basado en Jiménez (2014) y 
Camacho (2000) 
 
Una vez surtida la etapa de calibración o estimación de los parámetros que representan el 
transporte del tramo de estudio, se debe verificar que el modelo represente adecuadamente 
los valores observados de temperatura a la salida del tramo. Debe tenerse presente que la 
temperatura altera los valores de las tasas de transformación de los determinantes de calidad 
del agua, tal como se indica en la sección 3.2. El modelo AMQQ considerado en este trabajo de 
investigación supone que la temperatura se comporta como una sustancia conservativa, lo 
cual es aplicable para períodos de tiempo relativamente cortos en donde no se presenten 
cambios significativos en las condiciones climatológicas. En este caso, los cambios de 
temperatura a lo largo de la corriente están dados principalmente por los aportes de los 
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tributarios (afluentes naturales o vertimientos) que ingresan al tramo. Un eventual ajuste del 
comportamiento observado deberá enfocarse hacia la revisión de los valores de temperatura 
en los tributarios y/o en la estructura del modelo de temperatura. 
 
Una vez efectuado el paso anterior, se continúa con la calibración de los parámetros de 
calidad del agua. El protocolo que se propone en este trabajo de investigación se enfoca en 
esta fase del proceso. Aquí se parte del principio de que la mejor combinación de parámetros 
encontrada en la caracterización hidrodinámica y de transporte, se utiliza en el modelo de 
calidad del agua. Lo anterior constituye una limitación, puesto que no se considera 
directamente la propagación de la incertidumbre de dichos parámetros sobre la respuesta 
del modelo de calidad del agua. El estudio de dicho fenómeno, así como el análisis de 
incertidumbre considerando otras fuentes diferentes a la de los parámetros del modelo de 
calidad del agua (como la debida a los datos de entrada, las condiciones iniciales, las 
condiciones de frontera y la estructura del modelo) están fuera del alcance de esta 
investigación. 
 
El diagrama de flujo que representa el protocolo de calibración de modelos dinámicos de 
calidad del agua se expone en la Figura 6-2. Dicho protocolo está conformado por cinco 
etapas que son: el pre-procesamiento de las series de calidad del agua de entrada al modelo 
(caudal y concentración, en la cabecera y en los tributarios/vertimientos), la parametrización 
del modelo de calidad del agua, la definición de la FO, el proceso de estimación de parámetros 
y análisis de incertidumbre paramétrica, y la verificación del modelo. A continuación se 
describen con más detalle cada una de las etapas mencionadas. 
 
 
 
Figura 6-2: Diagrama de flujo del protocolo de calibración de un modelo dinámico de 
calidad del agua (basado en Madsen et al., 2007) 
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6.1.1 Pre-procesamiento de series de entrada 
Este primer paso, el cual está vinculado directamente con el montaje del modelo de calidad 
del agua (Madsen et al., 2007), consiste en preparar las series de entrada obtenidas para 
fines de simulación y calibración. En esta etapa, se entiende por “preparar”, el procedimiento 
efectuado para la extensión e interpolación de los datos de entrada asignados en la cabecera 
del tramo y los tributarios/vertimientos en el mismo. La extensión consiste en hacer que 
todas las series empiecen y terminen en los mismos tiempos, que no es otra cosa que definir 
el dominio de tiempo (time span) para la solución numérica de las ecuaciones diferenciales 
del modelo y especificar las concentraciones correspondientes en dichos tiempos. Para 
definir los tiempos inicial y final, también se deben considerar las series de datos observados 
a la salida del tramo. El tiempo inicial se toma generalmente como el tiempo mínimo entre 
todas las series utilizadas; el tiempo final, de forma similar, se toma como el tiempo máximo 
correspondiente (ver Figura 6-3).  
 
 
 
Figura 6-3: Definición del dominio de tiempo 
 
La extensión de los datos es la definición de las concentraciones que corresponden con los 
tiempos inicial y final. Para este propósito se plantean dos alternativas. La primera consiste 
en asignar en el tiempo inicial sobre el sitio respectivo (cabecera, tributario/vertimiento), el 
valor del primer dato medido; de forma similar, el valor de concentración por asignar para el 
tiempo final es el del último dato medido. Esta primera opción supone que no hay ninguna 
tendencia sobre los valores de concentración hacia atrás o hacia adelante del intervalo 
medido en campo. La segunda alternativa, la cual fue adoptada en el caso de estudio de este 
trabajo de investigación, consiste en replicar la serie medida 24 horas antes y 24 horas 
después del período medido e interpolar todos los puntos siguiendo una curva suave (tipo 
spline), obteniendo los valores correspondientes a los tiempos inicial y final como se muestra 
en la Figura 6-4. 
 
 
a) 
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b) 
 
Figura 6-4: Extensión de valores de concentración:  
a) Alternativa 1 y b) alternativa 2 
 
Para la interpolación de los datos, se busca que la señal resultante esté suavizada acorde con 
los datos originales. El paso de tiempo en la interpolación se define de manera que se 
mantengan los valores medidos originalmente y que éste no sea tan pequeño para que afecte 
significativamente la capacidad de cómputo durante la simulación/calibración del modelo. 
Como regla general, se establece como paso de tiempo el intervalo utilizado para la medición 
de la conductividad en campo. Generalmente la toma de muestras se hace en tiempos 
múltiplos de dicho intervalo. Para generar la señal suavizada se recomienda la interpolación 
de los datos siguiendo una curva spline y aplicando un procedimiento similar al de la 
alternativa 2 de extensión de las series (ver Figura 6-4b). 
 
Es importante señalar que el procedimiento de extensión y suavizado no necesariamente 
aplica para descargas residuales que se presentan en momentos e intervalos de tiempo 
específicos a lo largo del día. Dicho procedimiento se considera apropiado para corrientes 
naturales y vertimientos municipales e industriales que se hacen continuamente durante 
gran parte del día. En casos diferentes a los anteriores, se debe obtener información que 
describa lo mejor posible los patrones de descarga y preparar las series de entrada al modelo 
para que se ajusten al comportamiento real. 
 
Por otro lado, en relación con las series de DBO, se debe hacer un ajuste de manera que los 
valores medidos, que casi siempre son de DBO5 (estándar), sean transformados a valores de 
DBO última (DBOu). La DBOu representa la materia orgánica carbonácea en equivalentes de 
oxígeno que se está descomponiendo y que está consumiendo oxígeno disuelto en la columna 
de agua. Para hacer dicha conversión, se debe aplicar la expresión siguiente: 
 
5
51u k
DBO
DBO
e


         [120] 
 
Siendo k la tasa de descomposición de la DBO5 determinada en laboratorio. Los valores 
típicos de k para diferentes tipos de aguas residuales se indican en la Tabla 6-1, la cual es 
tomada de Chapra (1997, pág. 357). La opción más certera es determinar dicha tasa 
directamente en laboratorio. 
 
Tabla 6-1: Valores típicos de la tasa de descomposición de la DBO en botella para varios 
niveles de tratamiento (Chapra, 1997) 
 
Tratamiento k (20°C) 
Sin tratamiento (aguas frescas) 0.35 (0.20-0.50) 
Primario  0.20 (0.10-0.30) 
Secundario (aguas viejas) 0.075 (0.05-0.10) 
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Otro aspecto a considerar en la preparación del modelo, es la definición de las condiciones 
iniciales. La aproximación que se propone en este trabajo de investigación está basada en la 
solución numérica de la herramienta OTIS (Runkel, 1998) que consiste en tomar como 
condición inicial en cada sitio, la solución en estado estable respectiva. Dicha solución se 
obtiene tomando como entrada el valor de concentración en el tiempo inicial de las series 
extendidas en la cabecera del tramo. En tramos donde existan tributarios, la solución en 
estado estable toma como valor de entrada las concentraciones resultantes de hacer el 
balance de masa con los valores en el tiempo cero de las series extendidas de los afluentes 
y/o vertimientos hasta el punto correspondiente. La condición inicial considerada permite 
que la respuesta del modelo presente un valor constante entre el tiempo cero y el tiempo de 
primer arribo (ver, por ejemplo, la Figura 2-8). Lo anterior considera implícitamente el 
calentamiento del modelo. Dicho calentamiento consiste en determinar primero los valores 
de concentración en estado estable, que disminuye levemente la eficiencia computacional en 
la solución numérica del modelo. 
6.1.2 Parametrización del modelo 
La parametrización del modelo consiste en definir los parámetros que se incluirán durante la 
calibración y sus rangos de variación. Este proceso cobra mayor relevancia cuando se tienen 
modelos con muchos parámetros que aumentan la complejidad del problema inverso. Para 
modelos parsimoniosos (con pocos parámetros), casi siempre se incluyen todos éstos sin 
mayores consideraciones. De lo contrario, se debe acudir a análisis complementarios, como el 
de sensibilidad, para identificar aquellos parámetros que tengan una mayor influencia sobre 
la respuesta en modo de calibración y modo predictivo. Siguiendo a Madsen et al. (2007), 
cuando se hace el análisis en modo de calibración, lo que se busca es definir qué tan 
identificable y sensible (globalmente) es el parámetro en relación con la función objetivo 
planteada. Cuando se trata del modo predictivo, el análisis suele orientarse hacia qué tanto se 
altera la respuesta del modelo al cambiar el valor en el parámetro (sensibilidad local). Un 
parámetro puede ser poco sensible e identificable en modo de calibración pero puede 
cambiar significativamente la respuesta del modelo. En estos casos no es tan sencillo dejar de 
considerar el parámetro correspondiente durante la calibración del modelo y suele acudirse 
al criterio experto o a la búsqueda de relaciones causales que permitan que el parámetro no 
se considere explícitamente en la calibración pero sí tenga influencia en modo de simulación. 
En la modelación de la calidad del agua, lo anterior aplica, por ejemplo, para la demanda 
béntica. 
 
De acuerdo con los resultados presentados en el capítulo 5, los parámetros asociados a la 
interface sedimento-agua en el fondo del cuerpo de agua resultaron ser poco sensibles e 
identificables en modo de calibración utilizando datos sintéticos. Lo anterior se ha 
evidenciado igualmente con datos reales (UNAL-EAAB, 2011). Para el caso de la demanda 
béntica, también se ha demostrado que valores muy diferentes generan respuestas 
significativamente distintas, especialmente sobre los perfiles de oxígeno disuelto (Mateus, 
2011). Si se considera el cálculo endógeno de los flujos de sedimentos en el fondo de la 
corriente, es posible dejar de considerar explícitamente los parámetros asociados a dicho 
fenómeno para la calibración del modelo. No obstante lo anterior, se puede considerar su 
efecto en la salida del tramo en modo de simulación. En este orden de ideas, es conveniente 
migrar hacia modelos de calidad del agua que consideren el cálculo interno de dicho 
fenómeno como QUAL2Kw o WASP. Teniendo esto en mente y aprovechando los avances al 
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respecto hechos por Mateus (2011), se incorporó en el modelo AMQQ la determinación de los 
flujos de oxígeno, nitrógeno amoniacal, nitratos y fósforo reactivo soluble en la interface 
sedimento-agua en el fondo de la corriente, a partir de los cálculos derivados de dicho 
modelo sobre los flujos de materia orgánica carbonácea, nitrogenada y fosforada particulada. 
El modelo de flujos de sedimentos se transcribió del código VBA en Excel® de QUAL2Kw 
v.5.1 a la plataforma MATLAB®. Es importante anotar que para la ejecución del modelo de 
sedimentos, se debe precisar el porcentaje efectivo de cobertura de sedimentos de fondo 
química y biológicamente activos, en el tramo modelado. Dicho porcentaje suele obtenerse de 
observaciones realizadas en campo mediante vadeo y/o navegación sobre la corriente 
estudiada. La incertidumbre sobre este porcentaje se consideró implícitamente en los 
parámetros de calibración (especialmente a los asociados con la velocidad de sedimentación 
de los componentes particulados de la DBO, el nitrógeno orgánico y el fósforo orgánico). 
 
Para definir los rangos de variación de los parámetros es recomendable acudir a valores 
obtenidos en estudios de modelación similares, a valores recomendados en la literatura 
especializada (e.g. Bowie et al. 1987) o a partir de tasas de transformación obtenidas en 
laboratorio. Se deben definir rangos de variación que sean lo más realistas posible, por más 
que se trate de valores efectivos o promedio. 
 
Por otra parte, en la etapa de parametrización del modelo se debe definir la ecuación de 
reaireación por utilizar de acuerdo con las condiciones físicas e hidrodinámicas de la 
corriente o si se plantea la posibilidad de calibrar dicha ecuación. En el caso de estudio 
considerado en este trabajo de investigación, se optó por seleccionar la ecuación más 
apropiada de acuerdo con observaciones en campo y los mismos resultados de calibración. 
6.1.3 Definición de la Función Objetivo (FO) 
La definición de la FO es quizás el paso más trascendente en el proceso de calibración de un 
modelo matemático. No obstante, aún no hay en la literatura especializada un criterio 
absoluto y unificado para proponer una en particular. La propuesta hecha en este documento 
pretende únicamente dar a conocer uno de los tantos enfoques que se pueden abordar para 
definir la FO y su estrategia de implementación. Para ello, en esta propuesta se tienen en 
cuenta dos elementos de decisión: 
 
1. Tipo de calibración: simple o multiobjetivo. 
2. Estrategia de aprovechamiento de información (solo si el tipo de calibración es simple): 
entrada única – salida única o entrada única – salida múltiple. 
 
En relación con el tipo de calibración, la aproximación simple consiste en formular una 
función objetivo que agregue la información de los determinantes de calidad del agua que 
interactúan entre sí. En este sentido, cuando no se hace la modelación de fitoplancton o algas 
de fondo, se pueden definir tres grupos por separado de determinantes interrelacionados y, 
por lo tanto, tres FO que agregan información diferente. Tales grupos son: el que agrupa el 
oxígeno disuelto, la materia orgánica carbonácea y las especies de nitrógeno; otro que reúne 
las especies de fósforo y uno que lo hace para los SST y los Coliformes Totales. Cuando se 
considera la modelación de algas en suspensión o fijas, se debe construir una única FO 
agregada con todos los determinantes, ya que éstos se encuentran interrelacionados unos 
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con otros, de la forma representada en la Figura 3-2. Cuando se considera el cálculo 
endógeno de los flujos de sedimentos en el fondo de la corriente, la producción béntica de 
fósforo inorgánico es afectada por el contenido de oxígeno disuelto en la columna de agua. 
Para considerar lo anterior, se recomienda primero llevar a cabo la calibración del grupo de 
oxígeno, DBO y nitrógeno y utilizar los parámetros óptimos encontrados en la calibración del 
grupo de fósforo. No obstante, también se puede considerar la opción de unir los grupos 
correspondientes. La agregación de las FO para cada determinante de la calidad del agua se 
hace de acuerdo con lo explicado en la sección 4.5.1. En cuanto a la calibración multiobjetivo, 
se propone conformar tramos que contengan la medición de series de determinantes de 
calidad del agua en diferentes puntos. En tales casos, es posible obtener una FO agregada 
construida a partir de la respuesta simulada considerando la entrada al tramo y los datos 
observados en cada punto intermedio monitoreado. El análisis multiobjetivo se hace 
considerando todas las FO agregadas, cuyo número iguala a la cantidad de puntos 
intermedios sobre la corriente principal (ver Figura 6-5).  
 
Cuando se opta por la calibración simple, es necesario definir la estrategia de 
aprovechamiento de información cuando el tramo contiene puntos intermedios en donde se 
midieron datos. La primera alternativa (entrada única – salida única) consiste en hacer la 
calibración considerando únicamente la FO agregada construida con la respuesta simulada y 
los datos observados a la salida del tramo. En este caso, los datos medidos en sitios 
intermedios pueden ser utilizados para hacer una validación espacial de los parámetros 
obtenidos con sus respectivas bandas de incertidumbre (ver sección 6.1.5). La segunda 
alternativa (entrada única – salida múltiple) consiste en hacer un promedio de cada una de 
las FO agregadas obtenidas a la salida de cada subtramo y aplicar el algoritmo de calibración 
con dicha FO promedio (referirse además a la Figura 6-5). Esta última, busca aprovechar toda 
la información recogida en el tramo modelado para la estimación de los parámetros del 
modelo de calidad del agua. 
 
 
 
Figura 6-5: Obtención de FO agregadas para análisis multiobjetivo o calibración simple 
con entrada única y salida múltiple. 
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6.1.4 Estimación de parámetros y análisis de incertidumbre 
Este paso consiste en implementar el algoritmo de optimización para obtener el set de 
parámetros que mejor representan los datos observados, de acuerdo con la FO construida y 
el tipo de calibración adoptado. A partir de los resultados obtenidos en el capítulo 5, los 
algoritmos de calibración seleccionados para su aplicación con datos reales son GLUE, SCE-
UA y SCEM-UA. A partir de los puntos obtenidos con GLUE se procede a identificar la 
población de Pareto y efectuar el análisis multiobjetivo correspondiente. 
 
A pesar de que GLUE presenta dificultades en identificar la mejor combinación de 
parámetros en relación con otros algoritmos de búsqueda global que utilizan principios 
físicos, biológicos y/o probabilísticos, es sin duda un buen marco de referencia tanto para la 
identificación del mínimo global como para el análisis de la capacidad predictiva del modelo. 
El algoritmo SCE-UA tiene la ventaja de encontrar soluciones óptimas con un número 
relativamente bajo de simulaciones, aunque su exploración del espacio paramétrico limita los 
análisis de identificabilidad, sensibilidad e incertidumbre paramétricas. El SCEM-UA es sin 
duda un algoritmo muy exigente computacionalmente. No obstante, recoge lo mejor del SCE-
UA en términos de encontrar el valor óptimo, y de GLUE al permitir, de forma más objetiva, 
establecer las distribuciones posteriores de probabilidad de los parámetros del modelo para 
el respectivo análisis de incertidumbre. 
 
De acuerdo con lo anterior, para el proceso de estimación de parámetros y análisis de 
incertidumbre es recomendable aplicar los tres algoritmos mencionados con el fin de recoger 
varios elementos para analizar la capacidad predictiva del modelo. La aplicación de la 
metodología GLUE tiene un doble propósito: el primero como marco de referencia, y el 
segundo para llevar a cabo el análisis multiobjetivo. El SCE-UA se aplica para encontrar las 
combinaciones que mejor representan todos los datos observados a lo largo de un tramo 
(estrategia entrada única – salida múltiple) y que servirán para comparar los resultados, 
obtenidos con SCEM-UA, para la estrategia de entrada única – salida única.  
6.1.5 Verificación del modelo 
La verificación del modelo, también conocida como confirmación, consiste en evaluar el 
desempeño del mismo aplicando los parámetros estimados utilizando datos diferentes a los 
empleados en la calibración del modelo (Chapra, 1997). Esta verificación se puede abordar 
de forma temporal o espacial, especialmente cuando se aplica a un modelo dinámico de 
calidad del agua a nivel de tramo.  
 
La verificación temporal consiste en utilizar los parámetros calibrados en una condición 
hidrológica específica, en otra diferente. Lo anterior implica utilizar información obtenida en 
campañas de medición distintas. Es posible efectuar este tipo de verificación, calibrando 
parámetros en condiciones disímiles, buscando relaciones entre los parámetros con el 
caudal, por ejemplo, y verificar dichas relaciones en condiciones intermedias a las de 
calibración (ver UNAL-EAAB, 2011).  
 
La verificación espacial permite utilizar información recogida en una misma campaña de 
monitoreo. Esto se puede hacer aplicando los parámetros estimados, en otros tramos con 
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condiciones geomorfológicas y de calidad del agua similares. Para el caso de un tramo largo, 
en donde se hayan monitoreado puntos intermedios, la verificación se puede llevar a cabo 
utilizando los parámetros estimados a partir de la respuesta observada a la salida de dicho 
tramo, comparando la respuesta simulada con las observaciones en los puntos intermedios. 
Esta última forma de verificación es la que se ha aplicado, de forma cualitativa, en el caso de 
estudio de este trabajo de investigación. 
6.1.6 Evaluación del desempeño 
El proceso de calibración de un modelo matemático es iterativo. La evaluación del 
desempeño consiste en verificar si al final del proceso de calibración, el modelo representa 
adecuadamente el comportamiento observado de la calidad del agua del tramo de estudio, a 
partir del entendimiento que se tiene sobre el fenómeno modelado. Retomando lo expuesto 
en la sección 4.1, se considera que un modelo está bien calibrado cuando: 
 
1. El comportamiento entrada-salida registrado por el modelo es consistente con las 
mediciones del comportamiento del sistema. 
2. Las predicciones del modelo son exactas y precisas.  
3. La estructura del modelo es consistente con el entendimiento actual de la dinámica de la 
calidad del agua y sus procesos asociados.  
 
Debido a las limitaciones en el nivel de detalle de la información de calidad del agua que se 
puede obtener para implementar un modelo dinámico de calidad del agua, particularmente 
en países en vía de desarrollo, la obtención de predicciones exactas y precisas es 
particularmente difícil. Lo anterior es posible cuando se dispone de gran cantidad de 
información histórica y espacial, como ocurre en el caso de modelos hidrológicos de lluvia –
escorrentía. La evaluación del desempeño que se propone al nivel del estado actual de la 
información existente y del presupuesto económico que generalmente es asignado en 
proyectos de modelación de la calidad del agua en el medio local, se centra en lograr que el 
modelo genere respuestas consistentes (e.g. tendencia, orden de magnitud) con el 
comportamiento observado del sistema y que las bandas de incertidumbre generadas 
contengan gran parte de los valores (o rangos) medidos. Dicha evaluación es, bajo este 
alcance, cualitativa y derivada fundamentalmente de la observación. A partir de la valoración 
cualitativa del desempeño del proceso de calibración se decidirá si se deben ajustar varios 
aspectos definidos a lo largo del proceso, como la selección de la ecuación de reaireación, 
algunos rangos de calibración, parámetros calibrados, la función objetivo construida, entre 
otros; o si se procede con la etapa de simulación. 
6.2 Descripción del caso de estudio 
El caso de estudio seleccionado para la implementación del protocolo de calibración 
propuesto para modelos dinámicos de calidad del agua, específicamente en la parte 
correspondiente al modelo de calidad, corresponde a tres sectores sobre el río Bogotá. La 
información obtenida se origina del proyecto de “Modelación dinámica de la calidad del agua 
del río Bogotá” desarrollado en el marco del Contrato Interadministrativo 9-07-26100-1059 
de 2008, celebrado entre la Empresa de Acueducto y Alcantarillado de Bogotá ESP y la 
Universidad Nacional de Colombia entre los años 2009 y 2010. 
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Se seleccionaron dos campañas de dos tramos de la cuenca alta del río Bogotá, y una 
campaña de un tramo en la cuenca media. Siguiendo la notación original dada a los tramos en 
el marco del proyecto mencionado (UNAL-EAAB, 2011), se presentan adelante los tramos 
seleccionados. Cada uno de ellos está compuesto de tres subtramos, con información medida 
a la salida de cada subtramo. Entre paréntesis y en cursiva, se indica el nombre de la descarga 
de aguas residuales o confluencia que recibe cada subtramo (si presenta alguna). La campaña 
1 se llevó a cabo en mayo de 2009, la campaña 2 en agosto de 2009 y la campaña 3 en 
octubre de 2009. 
 
1) Tramo 5 – 6 – 7 (Campañas 1 y 2) – Cuenca alta (municipio de Chocontá) 
 
a) Subtramo 1: R.B. Puente de madera [acceso aguas abajo quebrada Chingacio] - R.B. 
Puente Hacienda [Punto intermedio] 
b) Subtramo 2: R.B. Puente Hacienda [Punto intermedio] - R.B. Agregados Chocontá 
c) Subtramo 3: R.B. Agregados Chocontá - R.B. Puente de madera Tarabita [Punto 
intermedio] (Descarga Agregados Chocontá) 
 
2) Tramo 9 – 10 – 11 (Campañas 1 y 2) – Cuenca alta (municipio de Chocontá) 
 
a) Subtramo 1: R.B. Puente aguas arriba Río Tejar - R.B. Puente vía Chocontá/Cucunubá 
(Confluencia Río Tejar) 
b) Subtramo 2: R.B. Puente vía Chocontá/Cucunubá - R.B. Aguas arriba PTAR Chocontá 
c) Subtramo 3: R.B. Aguas arriba PTAR Chocontá - R.B. Puente aguas abajo PTAR 
Chocontá (Descarga PTAR Chocontá) 
 
3) Tramo 34 – 35 – 36 (Campaña 3) – Cuenca media (ciudad de Bogotá) 
 
a) Subtramo 1: R.B. Estación LG El Cortijo-2 - R.B. Pte Humedal Jaboque [Parque La 
Florida] (Descarga Colector Villa Gladis) 
b) Subtramo 2: R.B. Pte Humedal Jaboque [Parque La Florida] - R.B. Pte Amarillo aguas 
abajo Humedal Jaboque 
c) Subtramo 3: R.B. Pte Amarillo aguas abajo Humedal Jaboque - R.B. Punto intermedio 
aeropuerto (Descarga Vertimiento Engativá) 
 
Desde el punto de vista hidráulico y geomorfológico, los sectores seleccionados del río en su 
cuenca alta están caracterizados por pendientes longitudinales moderadas, ligera sinuosidad, 
secciones relativamente uniformes y presencia de material fino (limos y arcillas) en el fondo 
de la corriente (coberturas del orden del 40 al 60% de área de fondo). La corriente muestra 
características típicas de ríos de planicie o sabana, con poca presencia de rápidos o escalones, 
siendo más frecuente la de piscinas o zonas de almacenamiento adyacentes al canal principal. 
Los anchos superficiales se encuentran entre 5 y 10 m y el caudal medio es del orden de 0.5 a 
2 m3/s, con profundidades por debajo de 0.8 m en promedio (ver Figura 6-6). El sector 
escogido en la cuenca media está caracterizado por baja pendiente longitudinal, secciones 
relativamente uniformes e intervenidas de manera antrópica en su sección y alineamiento, 
anchos superficiales entre 20 y 25 m, caudal medio del orden de 15 m3/s y características 
típicas de ríos de planicie, con sinuosidad baja a moderada y coberturas de material fino del 
orden del 80 al 90% (ver Figura 6-6).  
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a) b) 
  
c) d) 
 
Figura 6-6: Fotografías del río Bogotá en los sectores seleccionados (la flecha roja indica 
el sentido del flujo) a) R.B. Puente Hacienda [Punto intermedio] b) R.B. Puente vía Chocontá – 
Cucunubá c) R.B. Pte. Humedal Jaboque [Parque La Florida] d) R.B. Pto intermedio 
aeropuerto. Tomadas de UNAL-EAAB (2011). 
 
Desde el punto de vista de la calidad del agua, los dos tramos seleccionados sobre la cuenca 
alta del río Bogotá están caracterizados por la influencia de descargas de aguas residuales 
provenientes de la industria de curtiembres y de tipo municipal, lo que aporta una dinámica 
importante al cuerpo receptor. En este sector, hay puntos que alcanzan valores de oxígeno 
cercanos a cero y la conductividad del río es similar a la de los vertimientos que llegan a él. La 
calidad del agua en el tramo seleccionado en la cuenca media del río, indica condiciones 
anaerobias (valores de oxígeno disuelto por debajo de 1 mg/l) y un alto contenido de materia 
orgánica como producto de las descargas municipales e industriales en la cuenca alta y parte 
de la cuenca media del río (este tramo se localiza aguas abajo de la descarga de la PTAR 
Salitre que trata hasta 4 m3/s de las aguas residuales del norte de Bogotá). 
 
La información hidrodinámica y de transporte ingresada en el modelo de calidad del agua 
para la aplicación de la propuesta metodológica para la calibración de modelos dinámicos de 
calidad del agua en el caso de estudio, proviene en su totalidad de UNAL-EAAB (2011). En 
dicho trabajo se obtuvieron secciones hidráulicas equivalentes de forma rectangular y 
trapezoidal, y se calibraron el coeficiente de rugosidad de Manning n y la fracción dispersiva 
DF, para representar los tiempos de arribo y medios de viaje observados en los perfiles 
temporales de conductividad medidos in situ. La información geométrica, hidrodinámica y de 
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transporte de cada uno de los subtramos modelados se indica en la Tabla 6-2. Los datos 
sobre la localización de los vertimientos se presentan en la Tabla 6-3. 
 
Tabla 6-2: Información hidrodinámica y de transporte de los subtramos modelados del 
río Bogotá 
 
Subtramo Longitud L (m) 
Ancho base 
wo (m)  
Parámetro 
talud z 
Pendiente 
longitudinal so 
Altitud (km) 
5 1500 5.0 0.00 0.00690 2.6615 
6 775 3.3 0.00 0.00280 2.6512 
7 2050 4.6 0.00 0.00080 2.6490 
9 3795 7.0 0.00 0.00380 2.6277 
10 936 7.8 0.00 0.00350 2.6132 
11 1169 7.8 0.00 0.00390 2.6099 
34 3015 18.8 1.75 0.00020 2.4778 
35 680 14.4 1.67 0.00010 2.4772 
36 7141 19.8 1.51 0.00011 2.4771 
 
Subtramo 
n de Manning DF 
Campaña 1 Campaña 2 Campaña 3 Campaña 1 Campaña 2 Campaña 3 
5 0.116 0.060 - 0.295 0.252 - 
6 0.240 0.125 - 0.147 0.270 - 
7 0.125 0.069 - 0.100 0.100 - 
9 0.069 0.081 - 0.100 0.100 - 
10 0.285 0.188 - 0.196 0.594 - 
11 0.454 0.149 - 0.258 0.134 - 
34 - - 0.1077 - - 0.3106 
35 - - 0.0746 - - 0.2575 
36 - - 0.0551 - - 0.3229 
 
Tabla 6-3: Longitudes desde cabecera de subtramos hasta confluencias/vertimientos 
 
Subtramo Longitud tributario Lv (m) 
5 - 
6 - 
7 0 (Sobre la cabecera) 
9 1200 
10 - 
11 0 (Sobre la cabecera) 
34 700 
35 - 
36 0 (Sobre la cabecera) 
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Las coberturas de sedimento de fondo se consideraron igual al 60% para los tramos 
localizados en la cuenca alta del río, y del 80% en el tramo de la cuenca media. Las tasas de 
desoxigenación en botella para el cálculo de la DBO última carbonácea se tomaron de 0.3 d-1 y 
0.084 d-1 para los tramos de la cuenca alta y media, respectivamente. La información de las 
tasas se obtuvo directamente de resultados de laboratorio reportados en UNAL-EAAB 
(2011). La radiación solar superficial se tomó en todos los casos igual a 300 Ly/d 
6.3 Conclusiones del capítulo 
Se ha presentado la propuesta metodológica para la calibración de modelos dinámicos de 
calidad del agua, cuyos resultados de aplicación se muestran en el siguiente capítulo. El 
protocolo descrito hace énfasis en el proceso para estimar los parámetros del modelo de 
calidad del agua, el cual está conformado por las siguientes etapas: pre-procesamiento de las 
series de calidad del agua de entrada al modelo, parametrización del modelo de calidad del 
agua, definición de la función objetivo, proceso de estimación de parámetros y análisis de 
incertidumbre paramétrica, y verificación del modelo.  
 
Se ha explicado de manera generalizada el procedimiento a seguir para la estimación de los 
parámetros del modelo hidrodinámico y de transporte de manera previa a la calibración del 
modelo de calidad del agua. Dicho procedimiento está basado en las propuestas de Camacho 
(2000) y Jiménez (2014). No se ha considerado explícitamente la propagación de la 
incertidumbre proveniente del modelo de hidrodinámica y transporte sobre el de calidad del 
agua. Se considera importante estudiar este fenómeno, por lo cual se recomienda que sea 
objeto de investigación en trabajos futuros. 
 
También se hizo la descripción general del caso de estudio considerado en este trabajo de 
investigación, el cual corresponde a tres tramos localizados en el río Bogotá: dos en su cuenca 
alta y uno en su cuenca media. Los tramos de la cuenca alta se caracterizan por la alta 
dinámica en su calidad del agua proveniente de la influencia de descargas provenientes de la 
industria de curtiembres y de tipo doméstico, y a la baja dilución del cuerpo receptor. El 
tramo de la cuenca media presenta condiciones anaerobias y altos contenidos de materia 
orgánica, sólidos suspendidos totales y organismos patógenos. En todos los casos se ha 
trabajado con secciones hidráulicas equivalentes y los parámetros de hidrodinámica y 
transporte se han tomado directamente de los resultados reportados por UNAL-EAAB 
(2011). 

  
 
7 Aplicación de la propuesta metodológica de 
calibración 
En este capítulo se presentan los resultados obtenidos luego de aplicar la propuesta 
metodológica para la calibración de modelos dinámicos de calidad del agua en tres tramos 
del río Bogotá. La aplicación de los algoritmos seleccionados está orientada hacia un análisis 
complementario con el propósito de estudiar la capacidad predictiva del modelo AMQQ (Lees 
et al., 1998; Camacho y Lees, 1999; Camacho 2000; Camacho et al., 2003; Camacho et al., 
2012), el cual fue modificado y adaptado en este trabajo de investigación con el fin de incluir 
el cálculo endógeno de los flujos de sedimentos en el fondo de la corriente, entre otros (ver 
capítulo 3). Las principales suposiciones realizadas para el caso de estudio fueron 
presentadas en el capítulo anterior. 
 
El contenido de este capítulo se resume de la siguiente forma: en la primera parte, se 
presenta el desempeño del modelo hidrodinámico y de transporte ADZ-MDLC para cada uno 
de los sectores considerados en el caso de estudio. Para ello se utilizaron los parámetros 
estimados en UNAL-EAAB (2011). Así mismo, se comparan algunas de las respuestas 
simuladas de temperatura con los datos medidos directamente sobre el río Bogotá. Esto, 
conforme al proceso de verificación que vincula los resultados del proceso de caracterización 
de la física, con la química y biología de los tramos modelados. En la segunda parte, se 
muestran los resultados de identificabilidad, sensibilidad e incertidumbre paramétricas, 
obtenidos al aplicar GLUE en el proceso de calibración, considerando las dos estrategias de 
calibración simple descritas en la propuesta metodológica. En la tercera parte, se presentan 
las bandas de incertidumbre, del 95% de nivel de confianza, obtenidas luego de la aplicación 
del algoritmo SCE-UA utilizando la estrategia de calibración simple de entrada única – salida 
múltiple y el criterio de van Griensven y Meixner (2007). Por otra parte, se muestran los 
análisis de identificabilidad, sensibilidad e incertidumbre paramétricas obtenidos con el 
algoritmo SCEM-UA, utilizando la estrategia de calibración simple de entrada única – salida 
única, además de los resultados de validación espacial aprovechando la información de los 
puntos intermedios en cada uno de los tramos y campañas. En la cuarta parte, se revelan los 
resultados de la identificación del frente de Pareto. Simultáneamente, se compara la 
población no dominada con los resultados al aplicar GLUE bajo las dos estrategias de 
asimilación de información. Para cerrar el capítulo, se exponen las principales conclusiones 
encontradas en la implementación del protocolo de calibración. 
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7.1 Resultados del modelo hidrodinámico y de transporte 
ADZ-MDLC en el caso de estudio sobre el río Bogotá 
En la Figura 7-1 se muestra la comparación entre la respuesta simulada y la respuesta 
observada para los Sólidos Disueltos Totales (TDS, mg/l) y la temperatura, a la salida de cada 
tramo estudiado del río Bogotá. Para ello se utilizaron los parámetros de transporte 
reportados en la Tabla 6-2.  
 
En términos generales, los resultados indican que existe una buena correspondencia entre 
los valores medidos y los simulados. Si bien el comportamiento de la temperatura no 
presenta tan buenos ajustes en comparación con los presenciados para los TDS, el modelo 
representa de forma aceptable la tendencia y orden de magnitud de dicho determinante. En 
este orden de ideas, y con el fin de continuar con la estimación de los parámetros del modelo 
de calidad del agua, se concluye que el desempeño del modelo de transporte con los 
resultados de calibración traídos del estudio de UNAL-EAAB (2011) es satisfactorio. Es 
importante anotar que la estimación de los parámetros de transporte se hizo calibrando el 
modelo ADZ-MDLC, de acuerdo con la Figura 6-1. También es importante resaltar la alta 
dinámica de la conductividad debido a la influencia de las descargas puntuales de tipo 
industrial y municipal en los tres sectores del río. 
 
  
a) Tramo 5-6-7 – Campaña 1 b) Tramo 5-6-7– Campaña 2 
  
c) Tramo 9-10-11 – Campaña 1 d) Tramo 9-10-11– Campaña 2 
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d) Tramo 34-35-36 – Campaña 3 
 
Figura 7-1 Resultados para Sólidos Disueltos Totales (TDS) y temperatura 
La línea azul representa la serie de entrada; la línea roja, la serie simulada y los puntos 
verdes, los datos observados a la salida del tramo 
 
En relación con la simulación de caudales, el modelo AMQQ fue corrido en condiciones de 
flujo permanente. Los caudales considerados en la cabecera y en los vertimientos en cada 
tramo del caso de estudio, se reportan en la Tabla 7-1 y fueron tomados de UNAL-EAAB 
(2011). La ecuación de reaireación se seleccionó de acuerdo a las características 
hidrodinámicas de la corriente en cada sector, siguiendo a Covar (1976).  
 
Tabla 7-1: Caudales utilizados en la implementación del modelo AMQQ 
 
Tramo Sitio 
Caudal (m3/s) 
Campaña 1 Campaña 2 Campaña 3 
5-6-7 
R.B. Puente de madera [acceso aguas abajo 
quebrada Chingacio]  
0.550 2.330 - 
Descarga Agregados Chocontá 0.100 0.020 - 
9-10-11 
R.B. Puente aguas arriba Río Tejar  0.600 2.820 - 
Confluencia Río Tejar 0.170 2.260 - 
Descarga PTAR Chocontá 0.028 0.120 - 
34-35-36 
R.B. Estación LG El Cortijo - - 19.58 
Descarga Colector Villa Gladis - - 0.50 
Descarga Vertimiento Engativá - - 0.06 
7.2 Implementación de la metodología GLUE 
Para la aplicación de la metodología GLUE, se corrieron 5000 simulaciones de Monte Carlo. 
Los rangos de calibración considerados para cada parámetro se indican en la Tabla 7-2. Con 
el fin de llevar a cabo los análisis de identificabilidad, sensibilidad e incertidumbre 
paramétricas, se seleccionó el mejor 10% del espacio paramétrico explorado. Esta 
metodología fue aplicada para las dos estrategias de asimilación de información. 
 
Tabla 7-2: Rangos de calibración considerados en el caso de estudio 
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Parámetro Unidades Límite inferior Límite superior 
Sólidos Suspendidos Totales       
vss: velocidad de sedimentación [m/d] 0.000* 10 
Coliformes totales       
vs: velocidad de sedimentación [m/d] 0.000* 10 
Cadena de nitrógeno       
B3: Tasa de hidrólisis Norg->NH4 [1/d] 0.000 2 
S4: Velocidad de sedimentación Norg [m/d] 0.000 2 
B1: Tasa de nitrificación NH4->NO3 [1/d] 0.000 5 
knd: Tasa de desnitrificación [1/d] 0.000 2 
Cadena de fósforo       
B4: Tasa de hidrólisis Porg->InorgP [1/d] 0.000 2 
S5: Velocidad de sedimentación Porg [m/d] 0.000 2 
Demanda bioquímica de oxígeno       
kd: Tasa decaimiento materia orgánica [1/d] 0.000 3 
ks: Vel. Sedimentación materia orgánica [m/d] 0.000 2 
* En el tramo 34-35-36 se consideró como límite inferior un valor de (-1.0) 
 
En la Figura 7-2 y Figura 7-3 se presentan las distribuciones posteriores obtenidas para las 
dos campañas del tramo entre las estaciones R.B. Puente de madera [acceso aguas abajo 
quebrada Chingacio] y R.B. Puente de madera Tarabita [Punto intermedio], utilizando las dos 
estrategias de calibración simple descritas en la propuesta metodológica. 
 
  
a) Entrada única – salida única b) Entrada única – salida múltiple 
 
Figura 7-2: Distribuciones posteriores utilizando GLUE bajo diferentes estrategias de 
calibración simple. Tramo 5-6-7, Campaña 1 
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a) Entrada única – salida única b) Entrada única – salida múltiple 
 
Figura 7-3: Distribuciones posteriores utilizando GLUE bajo diferentes estrategias de 
calibración simple. Tramo 5-6-7, Campaña 2 
 
De acuerdo con los resultados anteriores, cuyas características generales se replicaron en los 
otros dos tramos del caso de estudio (ver Anexo C), puede resaltarse que ambas estrategias 
de calibración arrojan información relativamente similar. Por ejemplo, en ambos casos y en 
ambas campañas, se puede evidenciar que la tasa de desnitrificación knd describe una 
distribución posterior uniforme, por lo cual, de forma consistente con los resultados 
obtenidos en el ejercicio sintético, es un parámetro poco sensible e identificable, al menos en 
condiciones aerobias. Además, en todos los casos, la tasa de nitrificación presenta una 
distribución claramente no uniforme que reduce su extensión a más de la mitad del rango no 
informativo inicial. Se observa algo parecido para la tasa de hidrólisis del fósforo orgánico. 
Por otra parte, los resultados sugieren que la velocidad de sedimentación de la DBO ks tiende 
a presentar una distribución uniforme, lo que se puede explicar por su relación con la 
demanda béntica, que en el ejercicio sintético resultó ser poco sensible e identificable. Lo 
anterior se refuerza con el hecho de que, particularmente para la campaña 2, las velocidades 
de sedimentación del nitrógeno y fósforo orgánicos (las cuales tienen relación con la 
producción béntica de flujos de oxígeno y nutrientes) presentan también distribuciones casi 
uniformes.  
 
Es importante resaltar que la selección de la estrategia de calibración simple y la forma de 
asimilación de la información puede generar resultados opuestos. Lo anterior es evidente al 
comparar, por ejemplo, las distribuciones obtenidas en la campaña 2 para las velocidades de 
sedimentación de los Coliformes Totales vs y el fósforo orgánico S5. El hecho de encontrar 
una buena correspondencia entre las distribuciones posteriores de la mayoría de parámetros 
de calibración para una estrategia y otra, garantiza en cierta medida que los parámetros que 
mejor se ajustan a la respuesta observada a la salida del tramo, representarán 
aceptablemente los datos observados en puntos intermedios del mismo. Esto último implica 
cierta robustez, por lo menos a nivel espacial, en las predicciones del modelo de calidad del 
agua; como consecuencia, se presentarán resultados similares a los de la Figura 7-4 
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c) Salida única d) Salida múltiple 
  
e) Salida única (punto intermedio) f) Salida múltiple (punto intermedio) 
 
Figura 7-4: Bandas de incertidumbre del 95% de nivel de confianza para el Oxígeno 
Disuelto y la DBO última. Tramo 9-10-11, Campaña 2. 
 
En relación con la figura anterior, nótese que las bandas para la estrategia con salida múltiple 
son más anchas que las de la estrategia de salida única. Además, la línea a trazos que 
representa la mejor solución se encuentra ligeramente por fuera de las bandas para la 
estrategia de salida múltiple. Las anteriores observaciones indican que: 
 
1) El número de simulaciones de Monte Carlo empleado no fue suficiente para caracterizar 
la zona alrededor de la respuesta óptima (ver Figura 7-6), o que 
2) la mejor respuesta coincide con el límite superior de la todas las simulaciones generadas. 
 
Lo primero es una limitación propia de la metodología GLUE, que se remedia reduciendo el 
intervalo a priori de variación paramétrica y/o aumentando el número de simulaciones. Un 
ejemplo claro de este problema se observa particularmente en los resultados para el tramo 
34-35-36 (ver Anexo C). 
 
En la Figura 7-5 se presentan las bandas de incertidumbre generadas para el oxígeno disuelto 
y la DBO en cada uno de los puntos intermedios y la salida del tramo 5-6-7 (Campaña 1). Los 
resultados corresponden a la estrategia de calibración simple entrada única – salida única. 
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a) Salida subtramo 5 b) Salida subtramo 6 
 
c) Salida subtramo 7 
 
Figura 7-5: Cambio en la amplitud de las bandas de incertidumbre con la longitud entre la 
entrada y salida del tramo modelado. Tramo 5-6-7, Campaña 1 
 
De acuerdo con la figura anterior, las bandas de incertidumbre paramétrica se hacen más 
amplias a medida que se aumenta la distancia entre la entrada y la salida del tramo 
modelado. Lo anterior se explica porque la influencia de las tasas de transformación y de las 
velocidades de sedimentación es más evidente cuando aumenta el tiempo de residencia y el 
tiempo de primer arribo. Lo anterior se observa claramente en la solución genérica del 
modelo ADZ–R en estado estable (ver ecuación [54]); en dicha ecuación, el término que 
representa el tiempo de primer arribo se encuentra en el exponencial y el tiempo de 
residencia en el denominador, ambos multiplicados por la tasa de reacción. 
 
Por otra parte, los diagramas de dispersión de la Figura 7-6 confirman que, 
independientemente del tipo de estrategia de calibración simple, los parámetros poco 
identificables en el modelo AMQQ utilizando datos reales y haciendo el cálculo endógeno de 
los flujos de sedimentos en el fondo de la corriente, son la tasa de desnitrificación y la 
velocidad de sedimentación de la DBO, esta última posiblemente por su relación (y posible 
causa de interdependencia paramétrica) con la demanda béntica. 
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a) Salida única 
 
 
b) Salida múltiple 
 
Figura 7-6: Diagramas de dispersión resultantes de aplicar GLUE. Tramo 9-10-11, 
Campaña 2 
 
En la Tabla 7-3 se presentan los mejores sets de parámetros identificados con GLUE para 
cada tramo y campaña del caso de estudio. En dicha tabla también se reportan los valores de 
las FO óptimas encontradas para cada grupo, bajo ambas estrategias de aprovechamiento de 
información. Debido a que se trata de un problema de minimización y por el tipo de medida 
de bondad de ajuste adoptada (coeficiente de eficiencia de Nash-Sutcliffe), las FO más 
cercanas a cero indican un mejor ajuste entre la respuesta simulada y la observada. 
 
Tabla 7-3: Mejores sets de parámetros identificados con GLUE para cada tramo y 
campaña del caso de estudio 
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Parámetro 
5-6-7 Campaña 1 5-6-7 Campaña 2 
Salida única Salida múltiple Salida única Salida múltiple 
vss 4.640 3.764 0.187 0.863 
vs 9.449 8.761 0.029 9.993 
FOSC 4.012 3.146 2.199 4.008 
B3 0.021 0.209 0.194 0.165 
S4 0.219 0.005 0.257 1.376 
B1 0.162 0.087 0.575 0.273 
knd 1.701 1.047 1.329 1.342 
kd 1.285 2.465 0.119 0.089 
ks 0.966 1.368 0.015 0.029 
FON 2.519 1.692 0.804 1.166 
B4 0.468 0.246 0.001 0.053 
S5 0.040 0.022 0.322 1.999 
FOP 0.905 0.726 1.129 14.677 
 
Parámetro 
9-10-11 Campaña 1 9-10-11 Campaña 2 34-35-36 Campaña 3 
Salida única Salida múltiple Salida única Salida múltiple Salida única Salida múltiple 
vss 2.740 3.455 0.058 0.058 -0.888 -0.888 
vs 0.006 0.045 9.804 9.804 -0.983 -0.983 
FOSC 1.408 2.524 66.827 25.115 1.519 1.598 
B3 1.924 1.607 0.093 1.783 1.643 1.643 
S4 1.569 1.064 0.207 1.959 0.161 0.161 
B1 0.029 0.132 0.029 0.120 0.046 0.046 
knd 0.660 1.313 1.150 0.113 0.695 0.695 
kd 2.066 2.827 0.813 0.096 0.105 0.105 
ks 0.540 0.069 0.081 0.089 1.598 1.598 
FON 1.548 19.735 1.625 3.876 6.227 25.442 
B4 1.399 1.399 1.885 1.885 0.111 0.280 
S5 0.002 0.002 0.014 0.014 1.962 1.997 
FOP 9.851 6.522 2.329 10.883 0.980 10.822 
 
Nótese que, de acuerdo con los resultados de la tabla anterior, la gran mayoría de los valores 
para las FO óptimas encontradas con GLUE son mayores a 1.0, lo cual a primera vista 
indicaría un pobre desempeño del modelo en relación con los datos observados. Sin embargo, 
como se explicaba en la sección 6.1.6, la evaluación del desempeño que se propone al nivel 
del estado actual de la información existente, se centra en lograr que el modelo genere 
respuestas consistentes con el comportamiento observado del sistema y que las bandas de 
incertidumbre generadas contengan gran parte de los valores medidos. En este sentido, debe 
quedar claro que no se puede esperar, bajo las condiciones actuales de información de 
calidad del agua en Colombia y la complejidad que caracteriza a un modelo (dinámico) de 
calidad del agua (especialmente por el número de variables de estado), obtener coeficientes 
de eficiencia del orden a los encontrados en modelos hidrológicos. Las principales 
dificultades radican en una buena representación de los valores medidos aguas abajo antes 
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del tiempo de primer arribo (efecto de las condiciones iniciales), la resolución temporal de 
las series medidas y la misma incertidumbre en la medición. A partir de los valores de los 
parámetros encontrados aplicando ambas estrategias de calibración simple, se observa lo 
siguiente: 
 
1. En todos los casos, con excepción del tramo 5-6-7 (Campaña 2), los parámetros asociados 
a los grupos de Fósforo y de SST y Coliformes Totales, presentan valores similares con 
ambas estrategias. 
2. Los dos tramos de la cuenca alta, los cuales reciben la influencia de los vertimientos 
provenientes de la industria de curtiembres, presentan valores muy elevados de 
velocidades de sedimentación para los Coliformes Totales. Lo anterior se puede explicar 
por la presencia de cloruros en el cuerpo de agua (incremento en la salinidad del agua), lo 
cual aumenta la mortalidad natural de los organismos patógenos, efecto que está 
considerado implícitamente en el único parámetro de calibración para dicho 
determinante que es la velocidad de sedimentación. 
3. Los únicos tramos que presentan valores de parámetros similares entre ambas 
estrategias de calibración para el grupo de Oxígeno Disuelto, DBO y Nitrógeno, son el 5-6-
7 (Campaña 2) y el 34-35-36. Estos resultados pueden indicar que los parámetros 
encontrados aprovechando únicamente las series a la salida del tramo, representan 
apropiadamente las mediciones en los puntos intermedios. 
4. De acuerdo con los resultados para la tasa de oxidación de la materia orgánica 
carbonácea kd, los valores encontrados disminuyen de la campaña 1 a la 2 en los dos 
tramos modelados en la cuenca alta del río Bogotá. En la campaña 1, el caudal sobre la 
corriente receptora es más bajo y las concentraciones medidas de DBO son más altas en 
relación con la campaña 2. En este orden de ideas, se podría inferir que la tasa de 
oxidación disminuye a medida que los valores de concentración de DBO son más bajos 
(condiciones de mayor dilución). 
 
En la Tabla 7-4 se presentan los rangos a posteriori de cada uno de los parámetros de 
calibración, encontrados luego de aplicar la metodología GLUE. Dichos rangos abarcan el 
95% del área bajo de la curva de las distribuciones correspondientes. Así mismo, en la Tabla 
7-5 se presenta el porcentaje de reducción del intervalo de calibración no informativo inicial 
de acuerdo con los rangos encontrados a posteriori. 
 
Tabla 7-4: Rangos paramétricos a posteriori del 95% encontrados con GLUE 
 
Parámetro 
GLUE (Salida única) 
5-6-7 Campaña 1 5-6-7 Campaña 2 9-10-11 Campaña 1 9-10-11 Campaña 2 34-35-36 Campaña 3 
vss 3.54 6.32 0.07 2.26 2.08 3.65 0.07 2.45 -0.96 0.42 
vs 7.77 9.85 0.10 3.49 0.12 4.31 6.69 9.89 -0.95 0.94 
B3 0.04 1.74 0.06 1.81 0.13 1.90 0.05 1.77 0.17 1.97 
S4 0.03 1.31 0.09 1.83 0.38 1.93 0.06 1.76 0.16 1.95 
B1 0.05 0.87 0.04 1.15 0.01 0.52 0.03 0.80 0.05 1.97 
knd 0.14 1.92 0.13 1.90 0.15 1.91 0.13 1.90 0.22 1.84 
kd 0.22 2.70 0.04 1.18 0.34 2.84 0.09 1.93 0.02 0.79 
ks 0.17 1.86 0.06 1.83 0.09 1.88 0.07 1.85 0.07 1.88 
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Parámetro 
GLUE (Salida única) 
5-6-7 Campaña 1 5-6-7 Campaña 2 9-10-11 Campaña 1 9-10-11 Campaña 2 34-35-36 Campaña 3 
B4 0.18 0.77 0.00 0.16 0.71 1.93 1.62 1.99 0.02 0.26 
S5 0.03 0.54 0.09 1.87 0.01 0.21 0.02 1.03 0.87 1.95 
 
Parámetro 
GLUE (Salida múltiple) 
5-6-7 Campaña 1 5-6-7 Campaña 2 9-10-11 Campaña 1 9-10-11 Campaña 2 34-35-36 Campaña 3 
vss 2.79 5.30 0.25 7.46 2.84 4.80 0.07 2.36 -0.94 1.16 
vs 7.39 9.80 8.94 9.97 0.07 3.32 6.59 9.89 -0.97 0.30 
B3 0.04 1.73 0.07 1.85 0.13 1.84 0.41 1.95 0.09 1.94 
S4 0.02 1.24 0.16 1.90 0.10 1.92 0.85 1.96 0.14 1.92 
B1 0.07 0.99 0.04 1.07 0.09 1.12 0.03 0.93 0.05 1.68 
knd 0.14 1.93 0.14 1.87 0.11 1.91 0.14 1.88 0.13 1.84 
kd 0.44 2.83 0.04 1.17 1.55 2.97 0.09 2.63 0.02 0.63 
ks 0.13 1.84 0.07 1.83 0.05 1.19 0.07 1.85 0.07 1.89 
B4 0.02 0.74 0.03 0.66 0.72 1.93 1.08 1.95 0.06 0.48 
S5 0.02 0.54 1.55 1.98 0.01 0.21 0.01 0.32 1.43 1.97 
 
Tabla 7-5: Reducción de los rangos paramétricos encontrada con GLUE 
 
Parámetro 
GLUE (Salida única) 
5-6-7 Campaña 1 5-6-7 Campaña 2 9-10-11 Campaña 1 9-10-11 Campaña 2 34-35-36 Campaña 3 
vss 72% 78% 84% 76% 87% 
vs 79% 66% 58% 68% 83% 
B3 15% 12% 12% 14% 10% 
S4 36% 13% 22% 15% 11% 
B1 84% 78% 90% 85% 62% 
knd 11% 12% 12% 12% 19% 
kd 18% 62% 17% 39% 74% 
ks 15% 11% 10% 11% 9% 
B4 71% 92% 39% 82% 88% 
S5 74% 11% 90% 50% 46% 
 
 
Parámetro 
GLUE (Salida múltiple) 
5-6-7 Campaña 1 5-6-7 Campaña 2 9-10-11 Campaña 1 9-10-11 Campaña 2 34-35-36 Campaña 3 
vss 75% 28% 80% 77% 81% 
vs 76% 90% 67% 67% 88% 
B3 16% 11% 15% 23% 8% 
S4 39% 13% 9% 44% 11% 
B1 82% 79% 80% 82% 68% 
knd 11% 13% 10% 13% 15% 
kd 20% 62% 53% 15% 79% 
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Parámetro 
GLUE (Salida múltiple) 
5-6-7 Campaña 1 5-6-7 Campaña 2 9-10-11 Campaña 1 9-10-11 Campaña 2 34-35-36 Campaña 3 
ks 14% 12% 43% 11% 9% 
B4 64% 68% 40% 56% 79% 
S5 74% 78% 90% 85% 73% 
 
La disminución de los rangos iniciales de calibración es una medida indirecta de la reducción 
de la incertidumbre en los valores de los parámetros obtenida con la metodología GLUE. Los 
parámetros que, en términos generales, presentaron una mayor disminución en el rango 
inicial de calibración, son las velocidades de sedimentación de los SST vss y los Coliformes 
Totales vs, la tasa de hidrólisis B4 y la velocidad de sedimentación S5 del fósforo orgánico, y 
la tasa de nitrificación B1. Esos mismos parámetros son, de forma consistente, los más 
sensibles e identificables del modelo. 
7.3 Implementación de los algoritmos SCE-UA y SCEM-UA 
Para la aplicación de los algoritmos de calibración SCE-UA y SCEM-UA, se siguieron las 
recomendaciones indicadas en la sección 4.4. El algoritmo SCE-UA se implementó con la 
estrategia de calibración simple entrada única – salida múltiple, mientras que para el SCEM-
UA se hizo con la de entrada única – salida única. En la Tabla 7-6 se presentan los parámetros 
óptimos encontrados con sus respectivas FO en todos los tramos y campañas.  
 
Tabla 7-6: Reducción de los rangos paramétricos encontrada con SCE-UA y SCEM-UA 
 
Parámetro 
5-6-7 Campaña 1 5-6-7 Campaña 2 
SCE-UA SCEM-UA SCE-UA SCEM-UA 
vss 3.802 4.598 0.091 0.355 
vs 8.772 9.383 9.997 0.996 
FOSC 3.145 4.011 3.988 2.254 
B3 0.000 0.016 0.009 0.017 
S4 0.000 0.012 1.986 0.007 
B1 0.390 0.295 0.060 0.039 
knd 1.968 1.733 1.988 1.680 
kd 1.754 1.206 0.001 0.094 
ks 0.596 0.880 0.015 0.047 
FON 1.553 2.364 1.126 0.643 
B4 0.187 0.526 0.009 0.007 
S5 0.000 0.188 2.000 0.511 
FOP 0.723 0.916 14.655 1.152 
 
Parámetro 
9-10-11 Campaña 1 9-10-11 Campaña 2 34-35-36 Campaña 3 
SCE-UA SCEM-UA SCE-UA SCEM-UA SCE-UA SCEM-UA 
vss 3.430 2.327 0.006 0.433 -0.999 -0.766 
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Parámetro 
9-10-11 Campaña 1 9-10-11 Campaña 2 34-35-36 Campaña 3 
SCE-UA SCEM-UA SCE-UA SCEM-UA SCE-UA SCEM-UA 
vs 0.002 0.026 9.996 9.681 -0.999 -0.875 
FOSC 2.514 1.469 24.849 68.974 1.595 1.540 
B3 0.738 1.896 1.999 0.026 1.572 1.924 
S4 1.458 1.924 2.000 0.006 1.819 0.224 
B1 0.204 0.002 0.001 0.283 0.000 0.054 
knd 2.000 1.709 0.869 0.969 0.799 1.054 
kd 3.000 1.694 0.027 0.204 0.000 0.010 
ks 0.000 0.445 0.007 0.074 1.289 1.938 
FON 15.547 1.076 3.780 1.546 13.026 1.194 
B4 1.558 1.366 1.967 1.898 0.233 0.123 
S5 0.000 0.005 0.005 0.582 1.996 1.982 
FOP 6.456 9.854 11.023 2.417 10.795 0.981 
 
En la tabla anterior se han resaltado los valores identificados como cero por los algoritmos 
de calibración considerados en esta sección. Nótese, por ejemplo, que para el tramo 34-35-
36, con el algoritmo SCE-UA utilizando toda la información medida, los valores óptimos para 
la tasa de nitrificación B1 y la tasa de oxidación de la materia orgánica carbonácea kd son 
cero, lo cual podría explicarse por las bajas concentraciones medidas de oxígeno disuelto. 
Ambos procesos de transformación requieren disponibilidad de oxígeno. Los valores 
correspondientes encontrados con el algoritmo SCEM-UA son cercanos a cero, lo cual podría 
ser aún más realista considerando la edad de las aguas que discurren en ese sector del río. 
Los valores encontrados por SCE-UA y SCEM-UA en el tramo de la cuenca media del río 
Bogotá son muy similares entre sí, con excepción de la velocidad de sedimentación S4 del 
nitrógeno orgánico. Esto último, posiblemente por la influencia de la información adicional 
considerada por la FO que agrega la información de salida de todos los puntos intermedios y 
resuelta para el algoritmo SCE-UA. La correspondencia entre los valores óptimos de 
calibración encontrados por ambas estrategias de aprovechamiento de información, con 
excepción de los parámetros del grupo de Fósforo, también se presenta para la primera 
campaña del tramo 5-6-7. 
 
Nótese que, al igual que lo observado en la implementación de GLUE, las tasas de oxidación 
de la materia orgánica carbonácea en la cuenca alta disminuyen con el aumento del caudal en 
el río Bogotá y la disminución de la concentración de DBO de una campaña a otra. Una 
observación similar a la anterior, aplicable a los otros parámetros de calibración, no es 
posible a partir de los resultados obtenidos. En el tramo 5-6-7, la tasa de hidrólisis del 
nitrógeno orgánico B3 es cercana a cero en ambas campañas y la tasa de nitrificación B1 
disminuye con el aumento de caudal, lo cual se puede explicar en parte por el aumento del 
nivel de la lámina de agua. No obstante, dichas observaciones no se pueden confirmar con los 
resultados para el tramo 9-10-11 localizado en una zona con características físicas y de 
calidad del agua similares.  
 
Por otra parte, en la Tabla 7-7 se presenta el número de simulaciones efectuadas en cada 
caso. En dicha tabla es evidente que el algoritmo SCEM-UA es significativamente más 
exigente computacionalmente que el SCE-UA, lo cual ya se había observado en el ejercicio 
sintético del capítulo anterior. De hecho, en muchos de los casos, el algoritmo terminó porque 
156 Análisis de la capacidad predictiva de un modelo dinámico de calidad del agua 
aplicando técnicas de computación evolutiva, optimización multiobjetivo y 
procesamiento recursivo de datos 
 
se alcanzó el número máximo de iteraciones permitidas (5000). Al igual que en el ejercicio 
sintético, los grupos que requieren menos evaluaciones de la FO para llegar a la solución 
óptima, especialmente para el algoritmo SCE-UA, son los de Fósforo y SST y Coliformes 
Totales. Lo anterior se puede explicar por el bajo número de parámetros de calibración 
considerados en dichos grupos. 
 
Tabla 7-7: Número de simulaciones en la implementación de los algoritmos SCE-UA y 
SCEM-UA en el caso de estudio 
 
Tramo 
Número de simulaciones 
SCE-UA SCEM-UA 
OD, DBO y N P SST y CT OD, DBO y N P SST y CT 
5-6-7 Campaña 1 1422 181 159 5000 3260 3944 
5-6-7 Campaña 2 1677 187 317 5000 5000 5000 
9-10-11 Campaña 1 1840 199 198 5000 858 2478 
9-10-11 Campaña 2 1538 167 270 5000 4588 5000 
34-35-36 Campaña 3 1606 152 235 5000 5000 2572 
 
En cuanto al análisis de identificabilidad, sensibilidad e incertidumbre paramétricas, los 
resultados obtenidos en todos los tramos se presentan en detalle en el Anexo C. A modo de 
ilustración, a continuación se presentan los principales resultados obtenidos con los 
algoritmos SCE-UA y SCEM-UA en el tramo 5-6-7 (Campaña 1). En cuanto a los resultados del 
algoritmo SCE-UA, el interés recae principalmente sobre la construcción de las bandas de 
incertidumbre a partir del umbral obtenido con la propuesta de van Griensven y Meixner 
(2007). Dichas bandas se presentan en la Figura 7-7.  
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c) Cadena de fósforo d) SST y Coliformes Totales 
 
Figura 7-7: Bandas de incertidumbre del 95% de nivel de confianza, obtenidas a partir de 
la implementación del algoritmo SCE-UA en el tramo 5-6-7, Campaña 1 
 
En términos generales, se representa el orden de magnitud de los determinantes modelados, 
y en varios casos las bandas del 95% contienen los valores observados. La amplitud de las 
bandas es menor en el nitrógeno orgánico y el nitrógeno amoniacal, los cuales tienen 
influencia directa de la tasa de nitrificación B1, la cual presenta la distribución posterior más 
concentrada alrededor de la moda. La mayor incertidumbre se encuentra los parámetros de 
los grupos de Fósforo y de los SST y los Coliformes Totales. De forma complementaria, en la 
Figura 7-8 se presentan las bandas generadas a la salida del subtramo 6, en donde se 
evidencia la dificultad del modelo en representar los valores observados para el fósforo 
orgánico, los SST y los Coliformes Totales en dicho punto intermedio, lo cual explica también 
la incertidumbre paramétrica observada. 
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c) Cadena de fósforo d) SST y Coliformes Totales 
 
Figura 7-8: Bandas de incertidumbre del 95% de nivel de confianza, obtenidas a partir de 
la implementación del algoritmo SCE-UA en el tramo 5-6-7, Campaña 1.  
Resultados a la salida del subtramo 6. 
 
En relación con los resultados del SCEM-UA, en la Figura 7-9 se presenta la evolución del 
criterio Gelman-Rubin para cada parámetro de calibración. De acuerdo con dicha figura, la 
convergencia hacia distribuciones posteriores estacionarias se presenta luego de 
aproximadamente 2000 simulaciones para el grupo de OD, DBO y Nitrógeno, 500 para el 
grupo de Fósforo y 1400 para el de SST y Coliformes Totales. 
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b) Fósforo c) SST y Coliformes Totales 
 
 Figura 7-9: Evolución del criterio de Gelman – Rubin para el tramo 5-6-7, 
Campaña 1 
 
En la Figura 7-10 se presentan los diagramas de dispersión resultantes para las mejores 
simulaciones. 
 
 
Figura 7-10: Diagramas de dispersión con el algoritmo SCEM-UA para el tramo 5-6-7, 
Campaña 1 
 
De acuerdo con los diagramas de dispersión, el único parámetro que no es identificable es la 
tasa de desnitrificación knd. Nótese que en los parámetros del grupo de Fósforo (B4 y S5), el 
algoritmo SCEM-UA concentra su exploración del espacio paramétrico en el extremo opuesto 
a donde se localiza el valor óptimo. Lo anterior también se presenta en el grupo de SST y 
Coliformes Totales en los otros tramos y campañas calibrados (ver Anexo C). Este problema 
limita de manera importante los resultados para las distribuciones posteriores de los 
parámetros asociados a dichos grupos (ver Figura 7-11 para B4 y S5) y, por consiguiente, la 
conformación de las bandas de incertidumbre (ver Figura 7-12). Este hecho también afecta la 
identificación de la combinación de parámetros que minimiza las FO, y en este sentido el 
algoritmo SCE-UA se constituye como una excelente alternativa que se puede complementar 
con GLUE. 
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Figura 7-11: Distribuciones posteriores de probabilidad inferidas a partir del SCEM-UA. 
Tramo 5-6-7, Campaña 1. 
 
Las distribuciones posteriores confirman que la tasa de desnitrificación knd es poco sensible 
e identificable, presentando una forma casi uniforme. La tasa de nitrificación B1 es el 
parámetro cuya distribución está más concentrada alrededor de la moda. Los parámetros 
restantes también presentan distribuciones no uniformes, aunque los casos de kd y ks no 
reducen de manera significativa la amplitud del rango no informativo inicial, lo cual significa 
que aportan mayor incertidumbre en la respuesta del modelo. Esto es evidente en las bandas 
encontradas particularmente para el Oxígeno Disuelto y la DBO (que inclusive son más 
anchas que las encontradas con el algoritmo SCE-UA). En relación con las distribuciones para 
los parámetros de los grupos de Fósforo y SST y Coliformes Totales, se considera que el 
algoritmo SCEM-UA no da resultados confiables dadas las condiciones limitadas de 
información, al contrario que para el grupo OD, DBO y Nitrógeno, el cual cuenta con mayor 
número de señales y datos observados que acotan mejor el problema y permiten explotar de 
forma más efectiva la información disponible. En este orden de ideas, se recomienda que 
para los dos grupos de determinantes con menos parámetros de calibración, se utilice el 
algoritmo SCE-UA para la localización del set óptimo y se complemente la caracterización de 
la incertidumbre paramétrica con la metodología GLUE. Para esto último, se recomienda que 
el intervalo no informativo de búsqueda para efectuar las simulaciones de Monte Carlo, sea el 
que recoge el 95% del área bajo la curva de las distribuciones inferidas con el algoritmo SCE-
UA. En la Tabla 7-8 se presentan los rangos de los parámetros que acotan el 95% del área 
bajo la curva de las distribuciones posteriores encontradas con los algoritmo SCE-UA y 
SCEM-UA.  
 
Tabla 7-8: Rangos paramétricos a posteriori del 95% encontrados con  
SCE-UA y SCEM-UA 
 
Parámetro 
SCE-UA 
5-6-7 Campaña 1 5-6-7 Campaña 2 9-10-11 Campaña 1 9-10-11 Campaña 2 34-35-36 Campaña 3 
vss 2.80 6.82 0.18 9.27 3.01 5.55 0.01 7.51 -1.00 3.72 
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Parámetro 
SCE-UA 
5-6-7 Campaña 1 5-6-7 Campaña 2 9-10-11 Campaña 1 9-10-11 Campaña 2 34-35-36 Campaña 3 
vs 7.25 9.36 2.98 9.99 0.01 4.19 2.87 9.99 -1.00 3.19 
B3 0.00 0.42 0.01 0.76 0.59 0.87 1.61 2.00 0.93 1.57 
S4 0.00 0.30 0.77 1.99 1.04 1.55 1.74 2.00 1.12 1.81 
B1 0.25 0.42 0.04 0.35 0.16 0.24 0.00 0.33 0.00 0.03 
knd 1.08 1.96 0.98 1.97 0.73 2.00 0.69 1.01 0.77 0.81 
kd 1.47 2.02 0.00 0.37 2.95 3.00 0.02 0.79 0.00 0.01 
ks 0.51 0.99 0.01 0.54 0.00 0.03 0.00 0.87 0.64 1.32 
B4 0.11 1.55 0.01 1.63 0.60 1.63 0.35 1.96 0.15 1.07 
S5 0.00 1.48 0.37 2.00 0.00 0.49 0.01 1.25 0.20 1.99 
 
Parámetro 
SCEM-UA 
5-6-7 Campaña 1 5-6-7 Campaña 2 9-10-11 Campaña 1 9-10-11 Campaña 2 34-35-36 Campaña 3 
vss 3.18 7.96 0.54 9.91 2.00 4.52 0.79 9.87 -0.47 4.94 
vs 6.78 9.81 0.96 9.90 0.54 9.05 0.09 9.13 -0.45 4.93 
B3 0.03 0.98 0.01 0.44 1.01 1.96 0.03 0.80 1.72 1.91 
S4 0.02 0.67 0.01 0.47 1.67 1.99 0.03 0.75 0.18 0.33 
B1 0.08 0.66 0.01 0.33 0.00 0.03 0.02 0.43 0.02 0.08 
knd 0.16 1.87 0.25 1.80 1.42 1.79 0.17 1.83 0.93 1.05 
kd 0.46 2.09 0.00 0.22 1.38 2.24 0.03 1.03 0.00 0.02 
ks 0.24 1.54 0.01 0.53 0.24 0.77 0.06 1.62 1.67 1.99 
B4 0.18 1.91 0.06 1.87 0.12 1.60 0.00 1.60 0.02 0.34 
S5 0.19 1.83 0.01 1.44 0.05 1.87 0.01 1.81 0.38 1.90 
 
Así mismo, en la Tabla 7-9 se presenta el porcentaje de reducción de los rangos posteriores 
respecto a los no informativos supuestos al inicio del proceso de calibración., obtenidos al 
aplicar cada algoritmo de calibración. 
 
Tabla 7-9: Reducción de los rangos paramétricos encontrada con SCE-UA y SCEM-UA 
 
Parámetro 
SCE-UA (Salida múltiple) 
5-6-7 Campaña 1 5-6-7 Campaña 2 9-10-11 Campaña 1 9-10-11 Campaña 2 34-35-36 Campaña 3 
vss 60% 9% 75% 25% 57% 
vs 79% 30% 58% 29% 62% 
B3 79% 63% 86% 81% 68% 
S4 85% 39% 75% 87% 65% 
B1 97% 94% 98% 93% 100% 
knd 56% 50% 37% 84% 98% 
kd 81% 88% 98% 74% 100% 
ks 76% 74% 98% 57% 66% 
B4 28% 19% 48% 19% 54% 
S5 26% 19% 76% 38% 11% 
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Parámetro 
SCEM-UA (Salida única) 
5-6-7 Campaña 1 5-6-7 Campaña 2 9-10-11 Campaña 1 9-10-11 Campaña 2 34-35-36 Campaña 3 
vss 52% 6% 75% 9% 51% 
vs 70% 11% 15% 10% 51% 
B3 52% 78% 52% 61% 90% 
S4 67% 77% 84% 64% 93% 
B1 88% 93% 99% 92% 99% 
knd 15% 22% 82% 17% 94% 
kd 46% 93% 71% 66% 99% 
ks 35% 74% 74% 22% 84% 
B4 13% 9% 26% 20% 84% 
S5 18% 28% 9% 10% 24% 
 
De acuerdo con los resultados de la tabla anterior, ambos algoritmos indican que hay una 
reducción importante en los rangos supuestos inicialmente para los parámetros subrayados 
(B3, S4, B1 y kd). Como era de esperarse, knd presenta reducciones muy bajas en condiciones 
aerobias, en donde se ha encontrado que es un parámetro no identificable, mientras que en 
condiciones anaerobias, en donde si desempeña un papel importante sobre la concentración 
de los nitratos, si presenta una reducción mucho más significativa. Nótese además que, a 
diferencia de lo que se encontró con GLUE, las reducciones para los parámetros del grupo de 
Oxígeno Disuelto, DBO y Nitrógeno en el tramo 34-35-36 son mucho más significativas 
debido a que ambos algoritmos tienden a explorar más puntos alrededor de la combinación 
paramétrica que minimiza la FO. Al parecer, GLUE tiene dificultades en identificar el óptimo y 
en caracterizar la incertidumbre paramétrica del grupo de parámetro de Oxígeno Disuelto, 
DBO y Nitrógeno, cuando se modelan condiciones anaerobias, como las presentes en el tramo 
de la cuenca media del río Bogotá. Frente a esto, el algoritmo SCEM-UA se constituye como 
una alternativa efectiva para ambos objetivos cuando se presenten este tipo de condiciones. 
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c) Cadena de fósforo d) SST y Coliformes Totales 
 
Figura 7-12: Bandas de incertidumbre del 95% de nivel de confianza, obtenidas a partir de 
la implementación del algoritmo SCEM-UA en el tramo 5-6-7, Campaña 1 
 
En la Figura 7-13 se presentan los resultados de verificación para la campaña 1 del tramo 5-
6-7 utilizando el algoritmo SCEM-UA con los datos medidos a la salida del subtramo. 
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Figura 7-13: Verificación de los resultados de calibración utilizando SCEM-UA en la campaña 
1 del tramo 5-6-7. Resultados a la salida del subtramo 5. 
 
Una de las ventajas de implementar la calibración simple con salida única, es que los 
resultados de calibración se pueden verificar con mediciones realizadas en puntos 
intermedios y, en este sentido, analizar la capacidad predictiva del modelo a nivel espacial en 
tramos con características geomorfológicas y de calidad del agua similares. Los resultados de 
la figura anterior permiten evidenciar un desempeño aceptable de los parámetros 
identificados y del modelo para representar valores medidos en otros sitios del tramo. 
7.4 Análisis multiobjetivo 
El análisis multiobjetivo adoptado en este trabajo de investigación consistió en identificar el 
frente de Pareto a partir de las FO agregadas obtenidas a la salida de cada subtramo. Para 
este fin se utilizó el espacio paramétrico explorado por la metodología GLUE. En la Figura 
7-14 se presentan los diagramas multiobjetivo obtenidos para el tramo 5-6-7, Campaña 1. 
 
  
a) OD, DBO y Nitrógeno b) Fósforo 
 
c) SST y Coliformes Totales 
 
Figura 7-14: Gráficas multiobjetivo para la campaña 1 del tramo 5-6-7 
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De acuerdo con la figura anterior, se puede observar que los frentes de Pareto más amplios 
son los del grupo de SST y Coliformes Totales, mientras que en los otros dos grupos las 
combinaciones no dominadas son muy reducidas. De hecho, de las 5000 simulaciones 
ejecutadas con GLUE, tan solo 8 pertenecen al frente de Pareto para el grupo de OD, DBO y 
Nitrógeno, 32 al grupo de la cadena de Fósforo y 434 al grupo de SST y Coliformes Totales. En 
la Tabla 7-10 se presentan las combinaciones del frente de Pareto para el grupo de OD, DBO y 
Nitrógeno en el tramo 5-6-7, Campaña 1. 
 
Tabla 7-10: Población de Pareto identificada para el grupo de OD, DBO y Nitrógeno en la 
campaña 1 del tramo 5-6-7 
 
 
B3 S4 B1 knd kd ks 
 
0.02 0.22 0.16 1.70 1.29 0.97 
 
0.42 0.06 0.29 1.56 1.78 1.36 
 
0.21 0.00 0.09 1.05 2.46 1.37 
 
0.31 0.05 0.81 1.47 1.69 0.56 
 
0.20 0.14 0.85 1.72 1.78 0.49 
 
0.28 0.14 0.51 0.91 2.55 0.38 
 
0.39 0.07 0.78 1.90 2.45 0.45 
 
0.30 0.00 0.92 1.64 2.74 0.17 
       Mínimo 0.02 0.00 0.09 0.91 1.29 0.17 
Máximo 0.42 0.22 0.92 1.90 2.74 1.37 
 
En la tabla anterior, la solución óptima encontrada con GLUE considerando la estrategia de 
salida única está resaltada en verde; en rojo, sobresale la mejor combinación encontrada bajo 
la estrategia de salida múltiple. En dicha tabla, puede observarse que el rango de valores para 
la tasa de desnitrificación knd es bastante amplio en relación con los otros parámetros, lo 
cual se constituye como otro soporte que indica la baja identificabilidad del parámetro. La 
insistencia en este hecho radica en que, utilizando diferentes enfoques de análisis, se llega a 
la misma conclusión. Nótese también como se reduce el rango de variación para parámetros 
menos identificables que la tasa de nitrificación B1, como la tasa de hidrólisis B3 y la 
velocidad de sedimentación S4 del nitrógeno orgánico. Es importante mencionar que la 
combinación de parámetros resaltada en la Tabla 7-10 se encuentra en el top 10 de las 
mejores combinaciones de parámetros encontradas con GLUE utilizando la estrategia de 
salida múltiple.  
 
En todos los tramos calibrados, se encontró que las poblaciones de Pareto contienen los sets 
de parámetros óptimos identificados con GLUE por ambas estrategias de aprovechamiento 
de información. Particularmente para el tramo del río Bogotá en la cuenca media, la 
población de Pareto estuvo constituida por un solo set de parámetros que minimizó 
simultáneamente las FO agregadas a la salida de cada subtramo para el grupo de OD, DBO y 
Nitrógeno. Dicha combinación es de hecho la encontrada con GLUE por ambas estrategias de 
calibración simple. Para sintetizar los resultados, en la Tabla 7-11 se presentan los rangos de 
variación de los parámetros encontrados con la identificación de la población de Pareto y el 
número de puntos identificados como no dominados. 
 
Tabla 7-11: Rangos de variación de parámetros identificados con la población de Pareto 
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Tramo 5-6-7 
Campaña 1 
Tramo 5-6-7 
Campaña 2 
Tramo 9-10-11 
Campaña 1 
Tramo 9-10-11 
Campaña 2 
Tramo 34-35-36 
Campaña 3 
  Grupo OD, DBO y Nitrógeno 
Número de 
individuos 
8 26 14 37 1 
B3 0.021 0.417 0.079 1.972 0.104 1.924 0.051 1.987 1.643 1.643 
S4 0.005 0.219 0.161 1.959 0.779 1.999 0.067 1.959 0.161 0.161 
B1 0.087 0.925 0.020 0.588 0.004 0.193 0.020 0.402 0.046 0.046 
knd 0.907 1.897 0.021 1.991 0.660 1.983 0.021 1.991 0.695 0.695 
kd 1.285 2.739 0.063 2.256 1.945 2.827 0.039 0.813 0.105 0.105 
ks 0.169 1.368 0.015 1.898 0.040 0.764 0.029 1.898 1.598 1.598 
  Grupo Fósforo 
Número de 
individuos 
32 68 5 2 14 
B4 0.018 0.472 0.001 1.957 1.297 1.655 1.885 1.971 0.111 0.483 
S5 0.002 0.102 0.322 2.000 0.002 0.031 0.013 0.014 1.924 1.997 
  Grupo SST y Coliformes Totales 
Número de 
individuos 
434 99 23 60 12 
vss 0.003 4.640 0.003 1.973 2.740 4.919 0.003 0.202 -0.888 0.644 
vs 0.237 9.489 0.029 9.993 0.006 0.482 0.029 9.804 -0.997 -0.895 
 
En la Tabla 7-12 se presentan los porcentajes de reducción de los rangos de variación 
paramétrica supuestos a priori, una vez efectuado el análisis multiobjetivo. No se tiene en 
cuenta el resultado obtenido para el grupo de OD, DBO y Nitrógeno en el tramo de la cuenca 
media del río Bogotá  ya que la población de Pareto respectiva está compuesta por un solo 
individuo.  
 
Tabla 7-12: Reducción de los rangos paramétricos encontrada con el análisis 
multiobjetivo 
 
Parámetro 
Análisis multiobjetivo 
5-6-7 Campaña 1 5-6-7 Campaña 2 9-10-11 Campaña 1 9-10-11 Campaña 2 34-35-36 Campaña 3 
vss 54% 80% 78% 98% 86% 
vs 7% 0% 95% 2% 99% 
B3 80% 5% 9% 3% - 
S4 89% 10% 39% 5% - 
B1 83% 89% 96% 92% - 
knd 50% 2% 34% 2% - 
kd 52% 27% 71% 74% - 
ks 40% 6% 64% 7% - 
B4 77% 2% 82% 96% 81% 
S5 95% 16% 99% 100% 96% 
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Nótese que, a partir de la tabla anterior y de forma consistente con lo encontrado con los 
resultados para la calibración simple, la tasa de nitrificación B1 presenta las reducciones más 
altas. Los parámetros que le siguen son los de los grupos de Fósforo y de SST y Coliformes 
Fecales y la tasa de oxidación de la materia orgánica carbonácea kd. Las reducciones más 
bajas se presentan para la tasa de hidrólisis del nitrógeno orgánico B3 y de desnitrificación 
knd. La información de la campaña 2 del tramo 5-6-7, en términos generales, fue la que 
menos permitió la reducción de la incertidumbre paramétrica. En comparación con los 
resultados obtenidos con los algoritmos SCE-UA y SCEM-UA, las reducciones encontradas con 
el análisis multiobjetivo son inferiores para el grupo de OD, DBO y Nitrógeno, mientras que 
son superiores en los otros dos grupos. 
 
En la Figura 7-15 se presentan las bandas de incertidumbre del Oxígeno Disuelto y la DBO 
generadas con la población de Pareto. Nótese que, a diferencia de las bandas encontradas por 
los métodos de calibración simple, la mayoría de las mediciones de oxígeno disuelto se 
encuentran contenidas en las bandas del 95% de nivel de confianza. 
 
 
 
Figura 7-15: Bandas de incertidumbre del 95% de confianza, obtenidas con la población de 
Pareto para el Oxígeno Disuelto y la DBO a la salida del tramo 5-6-7, Campaña 1. 
 
La optimización multiobjetivo, de la forma como fue implementada, recoge de forma 
simultánea el aprovechamiento de información realizado por las dos estrategias adoptadas 
en la calibración simple. Lo anterior se demuestra, por un lado, en la inclusión de los 
parámetros óptimos encontrados por cada estrategia en la población de Pareto y, por otra 
parte, en la reducción de los rangos de variación de los valores de los parámetros con 
respecto al intervalo inicial no informativo. 
7.5 Conclusiones del capítulo 
En este capítulo se ha aplicado la propuesta metodológica para la calibración de modelos 
dinámicos de calidad del agua con datos reales de tres tramos del río Bogotá.  Para ello, se 
utilizaron cuatro técnicas de calibración diferentes: la metodología GLUE, los algoritmos de 
computación evolutiva SCE-UA y SCEM-UA, y el análisis multiobjetivo. Para la calibración 
simple, se consideraron dos aproximaciones distintas de agregación de la función objetivo: 
en una se utilizó únicamente la información medida a la salida del tramo, mientras que en la 
otra se consideró también la información medida en puntos intermedios. El análisis 
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multiobjetivo consistió en la identificación del frente de Pareto a partir de la funciones 
objetivo agregadas a la salida de cada subtramo y de la exploración de espacio paramétrico 
realizada con la metodología GLUE. 
 
Las técnicas aplicadas presentaron un conjunto de ventajas y limitaciones que sugieren una 
implementación conjunta para tomar la mejor decisión sobre la selección del conjunto  de 
soluciones que mejor representan el comportamiento observado del sistema y el orden de 
magnitud de las mediciones realizadas sobre los determinantes de la calidad del agua 
simulados: 
 
1. Es recomendable aplicar en todos los ejercicios de calibración la metodología GLUE ya 
que se constituye como un marco de referencia para efectuar el análisis de 
identificabilidad, sensibilidad e incertidumbre paramétricas.  
2. La caracterización de la incertidumbre paramétrica y la determinación de la solución 
óptima que maximiza el ajuste de la respuesta del modelo con los datos observados, se 
puede perfeccionar a partir de la implementación de una o varias técnicas de 
computación evolutiva, de las cuales se recomienda aplicar aquellas basadas en el 
algoritmo SCE-UA por los motivos descritos en el capítulo 6. 
3. Para la obtención de los parámetros óptimos asociados a los grupos de la cadena de 
fósforo y de los SST y Coliformes Totales, es recomendable aplicar el algoritmo SCE-UA 
con la aproximación de agregación de la función objetivo que utiliza toda la información 
disponible en el tramo de estudio, incluyendo la de los puntos intermedios.  
4. La selección de la anterior aproximación de agregación se justifica por el hecho de que 
dichos grupos están compuestos por máximo dos variables de estado (determinantes de 
la calidad del agua), caracterizados por señales conformadas por pocas mediciones en el 
tiempo. Al tener pocas mediciones, el problema de equifinalidad es más notable, 
afectando de manera negativa la identificación de la región específica del espacio 
paramétrico que genera mejores soluciones (i.e. se dificulta la identificación del umbral 
objetivo que separa las buenas de las malas soluciones). 
5. En el caso de estudio, fue evidente la dificultad del algoritmo SCEM-UA, bajo la 
aproximación de agregación de la función objetivo que solo considera la información 
observada a la salida del tramo, en identificar el conjunto óptimo de parámetros que 
mejor representaban los valores medidos de fósforo, SST y Coliformes Totales y sus 
distribuciones posteriores de probabilidad. Dicha dificultad es tan evidente que las 
mejores funciones objetivo por el SCEM-UA son mayores que las encontradas con GLUE 
utilizando la estrategia de salida única. 
6. La aplicación del algoritmo SCEM-UA se prefiere sobre GLUE, el algoritmo SCE-UA y el 
análisis multiobjetivo, para la identificación de las distribuciones posteriores de 
probabilidad de los parámetros del grupo de Oxígeno Disuelto, DBO y Nitrógeno. Los 
motivos son los siguientes: 
a. El set de parámetros que presenta el valor más alto en la función de verosimilud 
es similar al obtenido con el algoritmo SCE-UA. 
b. A diferencia del algoritmo SCE-UA, las distribuciones posteriores de probabilidad 
de los parámetros de calibración son consistentes con lo encontrado a partir de 
GLUE. 
c. A diferencia de GLUE, el algoritmo SCEM-UA incorpora un procedimiento 
objetivo, basado en conceptos estadísticos, para establecer el umbral que separa 
las buenas de las malas soluciones. 
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d. Los resultados obtenidos bajo las anteriores condiciones permiten hacer la 
verificación de los parámetros y del modelo utilizando datos en puntos 
intermedios. 
7. La implementación del algoritmo SCE-UA en conjunto con la aproximación    de van 
Griensven y Meixner (2007) para caracterizar la incertidumbre paramétrica es aceptable 
para  los parámetros de los grupos de Fósforo y SST y Coliformes Totales. Lo anterior 
debido a que, de acuerdo con los resultados de GLUE, las distribuciones posteriores de 
probabilidad para tales parámetros de calibración tienden a estar concentradas 
alrededor de la moda, lo cual es una característica propia de las distribuciones obtenidas 
a partir de la exploración del espacio paramétrico con el algoritmo SCE-UA. 
8. La ejecución del análisis multiobjetivo, de la forma como se describió en este trabajo de 
investigación, se propone como una actividad complementaria y de verificación de los 
principales resultados obtenidos para los rangos y valores estimados para los 
parámetros de calibración.  
9. Lo anterior se justifica principalmente porque dicho análisis está basado en la 
exploración del espacio paramétrico realizada por GLUE.  
10. La metodología GLUE no es muy efectiva para caracterizar en detalle la región alrededor 
del óptimo a menos que se defina un intervalo muy angosto o se efectúe un número muy 
elevado de simulaciones de Monte Carlo. Esto último es prohibitivo para modelos de 
calidad del agua, cuyo tiempo de simulación por combinación de parámetros puede 
tardar entre 5 y 12 segundos para tramos como los considerados en este trabajo de 
investigación. 
11. La metodología GLUE presenta mayores ventajas en la identificación de los parámetros 
óptimos y caracterización de incertidumbre del grupo de OD, DBO y Nitrógeno cuando se 
están modelando condiciones anaerobias. 
12. Se ha demostrado que las aproximaciones de agregación de las funciones objetivo son 
apropiadas para efectuar la calibración simple de un modelo de calidad del agua. Lo 
anterior se puede constatar con el hecho de que las poblaciones de Pareto incluyen las 
combinaciones óptimas encontradas por ambas estrategias. 
13. El análisis multiobjetivo será preferible a la calibración simple con el uso de algoritmos 
SCE-UA y SCEM-UA si la exploración del frente de Pareto se hace de forma objetiva e 
iterativa y no solamente a partir de la población explorada por GLUE.  
14. El algoritmo SCEM-UA es significativamente más exigente computacionalmente que el 
SCE-UA. En muchos de los casos, el algoritmo SCEM-UA terminó porque se alcanzó el 
número máximo de iteraciones permitidas (5000). Los grupos que requieren menos 
evaluaciones de la FO para llegar a la solución óptima, especialmente para el algoritmo 
SCE-UA, son los de Fósforo y SST y Coliformes Totales. 
 
La filosofía de calibración de modelos matemáticos adoptada en esta tesis sigue el principio 
defendido por Beven (2006) en el sentido de que no se puede hablar de una única solución 
óptima sino de un conjunto de soluciones que representan de forma aceptable el 
comportamiento observado del sistema modelado. Por este motivo se han presentado los 
rangos posteriores que acotan dichas soluciones a la luz de los datos observados.  
 
En relación con el análisis de la capacidad predictiva del modelo AMQQ utilizando datos 
reales, se tienen las siguientes conclusiones: 
 
1. Los parámetros claramente identificables y sensibles son las velocidades de 
sedimentación de los SST vss y de los Coliformes Totales vs, la tasa de nitrificación B1, la 
tasa de desnitrificación knd en condiciones anaerobias, y la tasa de hidrólisis B4 y la 
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velocidad de sedimentación S5 del fósforo orgánico. Los parámetros difícilmente 
identificables son la tasa de hidrólisis B3 y la velocidad de sedimentación S4 del 
nitrógeno orgánico. Los parámetros no identificables son la tasa de desnitrificación knd 
en condiciones aerobias y la velocidad de sedimentación de la DBO ks. 
2. La no identificabilidad de la velocidad de sedimentación ks se puede explicar por su 
relación con la demanda béntica, la cual en el ejercicio sintético del capítulo 6 tampoco 
resultó identificable. 
3. Los tramos del río Bogotá que reciben la influencia de los vertimientos provenientes de la 
industria de curtiembres, presentan valores muy elevados de velocidades de 
sedimentación para los Coliformes Totales,  lo cual se puede explicar por el incremento 
en la salinidad del agua por la presencia de cloruros en el cuerpo de agua, lo cual aumenta 
la mortalidad natural de los organismos patógenos. El efecto anterior está considerado 
implícitamente en el único parámetro de calibración para dicho determinante que es la 
velocidad de sedimentación vs. 
4. Las bandas de incertidumbre paramétrica se hacen más amplias a medida que se 
aumenta la distancia entre la entrada y la salida del tramo modelado. Lo anterior se 
explica porque la influencia de las tasas de transformación y de las velocidades de 
sedimentación es más evidente cuando aumenta el tiempo de residencia y el tiempo de 
primer arribo en el sistema modelado. 
5. Se ha encontrado que la tasa de oxidación disminuye a medida que los valores de 
concentración de DBO son más bajos debido a que se presentan condiciones de mayor 
dilución o de mayor caudal en el cuerpo receptor. 
6. El parámetro que aporta menor incertidumbre paramétrica en la respuesta del modelo es 
la tasa de nitrificación B1, la cual presentó las reducciones de los rangos de variación 
paramétrica más elevados (en promedio) en todas las técnicas implementadas. 
7. De acuerdo con el análisis de los resultados de todas las técnicas, a continuación se 
reportan los valores óptimos y rangos seleccionados para cada parámetro de calibración 
en cada tramo y campaña: 
 
Tabla 7-13: Valores óptimos y rangos para los parámetros calibrados en cada tramo 
estudiado en el río Bogotá 
 
Parámetro 
Tramo 5-6-7 Campaña 1 Tramo 5-6-7 Campaña 2 
L. inferior V. Óptimo L. superior L. inferior V. Óptimo L. superior 
vss 0.003 3.802 4.640 0.003 0.091 1.973 
vs 0.237 8.772 9.489 0.029 9.997 10.000 
B3 0.010 0.016 0.979 0.011 0.017 0.443 
S4 0.010 0.012 0.674 0.006 0.007 0.466 
B1 0.080 0.295 0.658 0.008 0.039 0.335 
knd 0.164 1.733 1.869 0.247 1.680 1.798 
kd 0.464 1.206 2.086 0.004 0.094 0.219 
ks 0.236 0.880 1.543 0.012 0.047 0.529 
B4 0.018 0.187 0.472 0.001 0.009 1.957 
S5 0.000 0.000 0.102 0.322 2.000 2.000 
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Parámetro 
Tramo 9-10-11 Campaña 1 Tramo 9-10-11 Campaña 2 
L. inferior V. Óptimo L. superior L. inferior V. Óptimo L. superior 
vss 2.740 3.430 4.919 0.003 0.006 0.202 
vs 0.000 0.002 0.482 0.029 9.996 10.000 
B3 1.007 1.896 1.960 0.025 0.026 0.799 
S4 1.671 1.924 1.987 0.005 0.006 0.750 
B1 0.002 0.002 0.032 0.017 0.283 0.433 
knd 1.423 1.709 1.786 0.169 0.969 1.827 
kd 1.377 1.694 2.244 0.028 0.204 1.033 
ks 0.243 0.445 0.769 0.055 0.074 1.622 
B4 1.297 1.558 1.655 1.885 1.967 1.971 
S5 0.000 0.000 0.031 0.000 0.005 0.014 
 
Parámetro 
Tramo 34-35-36 Campaña 3 
L. inferior V. Óptimo L. superior 
vss -1.000 -0.999 3.720 
vs -1.000 -0.999 3.189 
B3 1.716 1.924 1.930 
S4 0.184 0.224 0.331 
B1 0.018 0.054 0.077 
knd 0.930 1.054 1.060 
kd 0.001 0.010 0.022 
ks 1.671 1.938 1.987 
B4 0.111 0.233 0.483 
S5 1.924 1.996 1.997 
 
8. Los rangos reportados en la tabla anterior se pueden utilizar como intervalos no 
informativos en futuros ejercicios de calibración sobre tramos del río Bogotá (u otros 
ríos) con condiciones de caudal, calidad del agua y geomorfología similares a la de los 
tramos considerados en este estudio. También se pueden buscar relaciones entre los 
parámetros calibrados con el caudal. 
9. Los valores óptimos y rangos obtenidos para los parámetros de calibración encontrados 
independientemente en cada campaña son bastante diferentes entre sí. Esto significa que 
no es posible, para estos tramos en particular, definir un único set o rango de parámetros 
constante en el tiempo. Estos resultados sugieren que hay una tendencia de los 
parámetros del modelo a variar con el tiempo debido a cambios en las condiciones de 
carga contaminante y caudal en el cuerpo receptor. 

  
 
8 Conclusiones y recomendaciones 
8.1 Conclusiones generales 
En primer lugar, es importante mencionar que la metodología de trabajo adoptada en esta 
tesis ha permitido alcanzar todos los objetivos fijados en la investigación. El trabajo 
desarrollado en esta tesis de maestría para estudiar la capacidad predictiva del modelo 
dinámico de calidad del agua ADZ-MDLC-QUASAR (AMQQ), ha partido de un análisis 
detallado de las principales características de su estructura conceptual y matemática, los 
procesos físicos, químicos y biológicos simulados y su relación con otros marcos de 
modelación que han sido más ampliamente divulgados y aplicados, como los basados en la 
ecuación unidimensional de advección–dispersión. De esta forma se ha garantizado una 
revisión rigurosa para identificar ventajas, limitaciones y aspectos por mejorar para lograr 
una mejor representación del fenómeno modelado. Así mismo, la comparación y relación con 
otros marcos de modelación permite extender los resultados encontrados sobre las 
características de identificabilidad, sensibilidad e incertidumbre paramétricas a dichas 
aproximaciones.  
 
En ese proceso de análisis se han generado aportes originales que amplían el estado del 
conocimiento sobre el modelo de zona muerta agregada ADZ. Dentro de estos aportes se 
resaltan las relaciones explícitas entre los parámetros de los modelo ADZ y ADE, la ecuación 
general y análisis para calcular la fracción dispersiva DF a partir de los parámetros del 
modelo de almacenamiento temporal TS, la solución en tiempo discreto por convolución del 
modelo ADZ considerando reacción de primer orden y el análisis del comportamiento teórico 
de la fracción dispersiva con el caudal a partir de las relaciones obtenidas con la técnica de 
igualación de momentos temporales. 
 
Previo a la implementación de técnicas de computación evolutiva, análisis multiobjetivo y 
procesamiento recursivo de datos, se ha hecho una revisión de los principales conceptos de 
calibración de modelos matemáticos y análisis de incertidumbre, introduciendo el enfoque 
Bayesiano para la estimación de distribuciones posteriores de probabilidad de los 
parámetros de calibración. Así mismo, se han descrito cinco técnicas de calibración simple: la 
metodología GLUE, los Algoritmos Genéticos (GA) y los algoritmos Simulated Annealing (SA), 
Shuffled Complex Evolution (SCE-UA) y Shuffled Complex Evolution Metropolis (SCEM-UA); el 
análisis multiobjetivo mediante la identificación del frente de Pareto, y el Análisis Dinámico 
de Identificabilidad DYNIA. Es importante resaltar la representación estadística del problema 
inverso que permitió abordar, de una forma más clara, los fundamentos teóricos detrás de las 
técnicas GLUE y SCEM-UA. 
 
Por otra parte, se hizo un estudio cuidadoso de las ventajas y limitaciones de cada una de las 
técnicas mencionadas de forma preliminar a su implementación con datos reales. A partir de 
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dicho  estudio se logró determinar que las técnicas de calibración simple que mejor permiten 
aprovechar la información para la caracterización de la incertidumbre paramétrica son 
GLUE, SCE-UA con el criterio    propuesto por van Griensven y Meixner (2007), y el SCEM-
UA. El análisis multiobjetivo se constituye como una herramienta complementaria que 
permite verificar los resultados encontrados bajo estrategias basadas en funciones objetivo 
agregadas. 
 
La técnica SCEM-UA es la principal novedad presentada en esta investigación, en relación con 
trabajos anteriores sobre modelación de la calidad del agua en corrientes superficiales en 
Colombia. La principal ventaja de esta técnica en relación con las demás estudiadas, es que 
incorpora simultáneamente elementos para identificar el mínimo global y para abordar el 
análisis de incertidumbre. Con respecto a GLUE, el algoritmo SCEM-UA hace una selección 
más objetiva de las soluciones utilizadas para la conformación de bandas de confianza. 
 
Como resultado de la revisión exploratoria del modelo AMQQ, su relación con otros marcos 
de modelación y de las técnicas de calibración estudiadas, se elaboró una propuesta 
metodológica para la calibración de modelos dinámicos de calidad del agua. La propuesta 
generada se aplicó en tres tramos del río Bogotá, que se constituyeron como el caso de 
estudio del presente trabajo de investigación. La propuesta metodológica está enfocada en 
hacer un uso complementario, más que comparativo, de la metodología GLUE, los algoritmos 
SCE-UA y SCEM-UA, y el análisis multiobjetivo. 
8.2 Conclusiones acerca de la estructura del modelo ADZ-
MDLC-QUASAR 
El estudio de la estructura del modelo ADZ-MDLC-QUASAR se hizo sobre la base del modelo 
QUASAR extendido (Camacho, 1997) en su forma más sencilla, la cual corresponde al modelo 
ADZ con reacción (ADZ-R). Mediante la comparación con los modelos ADE-R y TS-R, se logró 
demostrar que la tasa de reacción de primer orden tiene exactamente el mismo significado 
en los marcos de modelación basados en la ecuación de advección – dispersión y en el 
modelo de Zona Muerta Agregada. Lo anterior demuestra que la respuesta del modelo ADZ-R 
en relación a los modelos ADE-R y TS-R para flujo permanente es prácticamente idéntica si se 
garantiza la equivalencia en el transporte conservativo. Esto aplica tanto para la solución 
dinámica como para la de estado estable. 
 
Las relaciones de Lees et al. (2000) utilizando los momentos temporales para el modelo TS 
reportados por Schmid (2003) son una alternativa más efectiva y eficiente que la calibración 
directa para obtener los parámetros equivalentes de transporte conservativo. De acuerdo 
con los resultados para la fracción dispersiva DF obtenidos de dichas relaciones entre los 
modelos estudiados, y particularmente al encontrar un valor constante de 2/3 a partir de la 
relación entre los modelos ADE y ADZ, se demostró que el modelo ADZ tiene una estructura 
más general que permite representar de forma más apropiada que el modelo ADE datos 
medidos de trazadores. 
 
A partir de las relaciones teóricas mencionadas, se encontró que el orden de magnitud de la 
fracción dispersiva está sujeto principalmente al valor de ε (i.e. As/A), y su variación con el 
caudal por el valor de α y de la pendiente de energía del canal. Para valores mayores de ε, DF 
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aumenta, lo cual es consistente físicamente porque implica una mayor zona de mezcla activa 
o de almacenamiento transitorio. Para valores pequeños de α y de pendiente de energía 
(considerando flujo uniforme), DF tiende a reducir su variación con el caudal y depender 
exclusivamente de la relación As/A. 
 
También se logró demostrar que el modelo AMQQ es capaz de reproducir prácticamente las 
mismas respuestas en estado estable obtenidas con el modelo QUAL2Kw (basado en la 
ecuación unidimensional de advección-dispersión). Lo anterior, siempre y cuando se 
consideren en ambos modelos las mismas variables de estado, fuentes, sumideros y 
correcciones de las tasas de transformación. El modelo AMQQ, basado en el modelo QUASAR 
extendido, se posiciona como una alternativa sólida y efectiva a las aproximaciones 
tradicionales basadas en la ecuación unidimensional de advección-dispersión. Se presenta 
una ventaja importante adicional pues se ha demostrado que sus parámetros de transporte 
son observables y medibles y tienen sentido físico, y que la solución numérica del modelo es 
precisa, y computacional y significativamente más eficiente. 
 
En este trabajo de investigación se hizo una extensión adicional al modelo AMQQ basada en 
los trabajos adelantados por Mateus (2011) para incluir el cálculo endógeno de la demanda 
béntica. En este caso, se incorporó el modelo de flujos de sedimentos incluido en la 
herramienta QUAL2Kw v.5.0. (Pelletier et al., 2008). Esto permitió dejar de considerar tres 
parámetros de calibración que son los flujos de oxígeno, nitrógeno y fósforo inorgánicos en la 
interface sedimento – agua en el fondo de la corriente. 
8.3 Conclusiones acerca de la Función Objetivo construida 
De acuerdo con la revisión de las funciones objetivo más utilizadas en la modelación 
hidrológica, se decidió construir una basada en el coeficiente de eficiencia de Nash–Sutcliffe, 
el cual considera simultáneamente el bias y la correspondencia dinámica de forma similar a 
como lo hace el RMSE. 
 
En la propuesta metodológica para la calibración de modelos dinámicos de calidad del agua 
se presentaron dos formas de agregación de la función objetivo para aprovechar de diferente 
forma la información disponible en el tramo de estudio. En general, se encontró que los 
valores óptimos encontrados para la función objetivo en las aplicaciones con datos sintéticos 
y datos reales son mayores o muy cercanos a 1, lo que es lo mismo a encontrar valores de R2 
menores o cercanos a cero. Lo anterior aparentemente va en contravía de lo encontrado en 
otros trabajos de investigación sobre modelación dinámica en el río Bogotá como los de 
Santos (2010), Camacho (2010) y UNAL-EAAB (2011), en donde se reportaron valores de R2 
del orden de 0.6 a 0.9 en calibración (siendo un valor de 1.0 un ajuste perfecto). No obstante, 
se debe resaltar que, si bien la forma de agregación de la función objetivo es muy similar, la 
función objetivo construida en este trabajo de investigación normaliza los valores 
(observados y simulados) de todos los determinantes de calidad del agua, dividiéndolos 
entre el promedio de los valores medidos a la salida del subtramo correspondiente. Esto, 
como resultado, permite darle un peso similar sobre el valor final de la función objetivo a 
todos los determinantes de calidad del agua medidos y magnifica el error entre el par 
simulado-observado. 
 
Los valores elevados obtenidos para las funciones objetivo óptimas, encontradas al final del 
proceso de calibración, no indican necesariamente un mal desempeño del modelo. De hecho, 
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los resultados gráficos obtenidos para todos los tramos indican que el modelo es capaz de  
representar de forma consistente el comportamiento del sistema y el orden de magnitud de 
las concentraciones medidas. Además, los valores de la función objetivo no limitan su 
capacidad para guiar el proceso de calibración hacia la búsqueda del conjunto de soluciones 
que mejor explican los valores observados. Así mismo, con el análisis multiobjetivo se 
demostró que la función objetivo agregada propuesta no está sesgada hacia un determinante 
en particular y es una medida apropiada para analizar conjuntamente la respuesta del 
modelo en modo de calibración. 
 
No se puede esperar, bajo las condiciones actuales de información de calidad del agua en 
Colombia y la complejidad que caracteriza a un modelo de calidad del agua, obtener 
coeficientes de eficiencia del orden a los encontrados en modelos hidrológicos, asignando un 
mismo peso a todas las variables de estado consideradas. Las principales dificultades radican 
en una buena representación de los valores medidos aguas abajo antes del tiempo de primer 
arribo (efecto de las condiciones iniciales), la resolución temporal de las series medidas y la 
misma incertidumbre en la medición. 
 
Como medida de desempeño, se recomienda que se calcule el valor de R2 de la mejor solución 
encontrada en modo de calibración y/o verificación, agrupando todas las series simuladas en 
una sola, haciendo lo mismo para las series observadas, dividiendo únicamente los valores de 
Coliformes Totales entre el promedio de las mediciones para dicho determinante. Los valores 
encontrados estarán en el orden de 0.6 a 0.9, como los reportados en otros estudios de 
modelación dinámica de la calidad del agua en el río Bogotá. La anterior medida no se 
consideró como función objetivo porque tiende a sesgarse hacia el ajuste de valores más 
altos (como los de DBO y SST), descuidando determinantes como el Oxígeno Disuelto y los 
nitratos. 
8.4 Conclusiones acerca de los métodos de calibración 
objetiva implementados 
Es recomendable aplicar en todos los ejercicios de calibración la metodología GLUE ya que se 
constituye como un marco de referencia para efectuar el análisis de identificabilidad, 
sensibilidad e incertidumbre paramétricas.  
 
La exploración del espacio paramétrico realizada por las técnicas de calibración GA, SA y 
SCE-UA, cuyo objetivo único es encontrar el mínimo global, no generó resultados 
consistentes con los obtenidos con GLUE, en relación con las distribuciones posteriores 
marginales y el análisis de sensibilidad paramétrica. No obstante, en relación con el análisis 
de identificabilidad paramétrica, los diagramas de dispersión resultantes con los algoritmos 
mencionados se consideraron útiles. 
 
Pese a que las distribuciones posteriores marginales generadas por el SCE-UA son irreales 
(triangulares para todos los parámetros, con la moda sobre el valor óptimo encontrado de 
cada parámetro), cuando se aplican criterios estadísticos complementarios como el    de van 
Griensven y Meixner (2007), se pueden encontrar bandas de incertidumbre similares a las 
generadas por la técnica SCEM-UA. Esto se considera una ventaja adicional con respecto al 
algoritmo SCEM-UA, el cual presentó dificultades para identificar las distribuciones 
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posteriores de probabilidad y los respectivos valores óptimos de los parámetros asociados a 
los determinantes de calidad del agua de los grupos de Fósforo y SST y Coliformes Totales. La 
mayoría de resultados con datos sintéticos y reales mostraron que los parámetros anteriores 
tienden a presentar distribuciones concentradas alrededor de la moda, lo cual es una 
característica propia de las distribuciones encontradas con el algoritmo SCE-UA. 
 
El cálculo endógeno de los flujos de sedimentos significó una mejora importante en el 
desempeño del algoritmo SCEM-UA. En la revisión exploratoria con series de calidad del agua 
generadas sintéticamente, dicho algoritmo no alcanzó completamente la convergencia 
debido a la dificultad intrínseca aportada por los parámetros no identificables que generaban 
factores de reducción de escala de Gelman y Rubin superiores a 1.2. Los parámetros no 
identificables encontrados en esta etapa del análisis fueron la tasa de desnitrificación en 
condiciones aerobias y los asociados a la interface sedimento–agua en el fondo de la 
corriente (demanda béntica de oxígeno y las fuentes bénticas de nitrógeno y fósforo 
inorgánicos). Con la implementación del algoritmo SCEM-UA utilizando datos reales del río 
Bogotá, en donde se descartaron los flujos en la interface sedimento–agua como parámetros 
de calibración, se alcanzaron factores de reducción de escala de Gelman y Rubin inferiores a 
1.2 para el grupo de Oxígeno Disuelto, DBO y Fosforo en todos los tramos y campañas. En 
otras palabras, el cálculo interno de los flujos de sedimento en el fondo de la corriente 
favorece la convergencia hacia distribuciones posteriores de probabilidad estacionarias. 
 
La no identificabilidad de los parámetros asociados a la interface sedimento–agua en el fondo 
de la corriente puede deberse a que dichas tasas de reacción son de orden cero, a que 
presentan una alta interdependencia paramétrica con otras tasas de transformación y/o a 
que su efecto sobre la respuesta a la salida del sistema no es significativa. En este orden de 
ideas, y con el fin de reducir la complejidad del problema inverso, es recomendable hacer el 
cálculo endógeno de los parámetros asociados a la interface sedimento–agua en el fondo del 
cuerpo de agua. Lo anterior representa un valor agregado adicional, en el sentido de que se 
permite predecir el efecto futuro sobre la calidad del agua frente a cambios sobre los aportes 
de material orgánico particulado cuando operan adecuadamente sistemas de tratamiento de 
aguas residuales, o el efecto de la remoción de lodos en el fondo de la corriente, entre otros. 
 
El algoritmo SCEM-UA es la técnica de calibración más exigente computacionalmente en la 
calibración del modelo dinámico AMQQ.  No obstante, la falta de eficiencia es justificable en el 
sentido de que se hace una caracterización más rigurosa de la incertidumbre paramétrica en 
relación con las demás técnicas estudiadas. La aplicación del algoritmo SCEM-UA se prefiere 
sobre GLUE, el algoritmo SCE-UA y el análisis multiobjetivo, para la identificación de las 
distribuciones posteriores de probabilidad de los parámetros del grupo de Oxígeno Disuelto, 
DBO y Nitrógeno. Lo anterior se explica porque el set de parámetros que presenta el valor 
más alto en la función de verosimilud es similar al obtenido con el algoritmo SCE-UA. A 
diferencia de este último, las distribuciones posteriores de probabilidad de los parámetros de 
calibración son consistentes con lo encontrado a partir de GLUE. Además, a diferencia de 
GLUE, el algoritmo SCEM-UA incorpora un procedimiento objetivo, basado en conceptos 
estadísticos, para establecer el umbral que separa las buenas de las malas soluciones. 
Finalmente, los resultados obtenidos bajo las anteriores condiciones permiten hacer la 
verificación espacial de los parámetros y del modelo utilizando datos en puntos intermedios. 
 
Para la obtención de los parámetros óptimos asociados a los grupos de la cadena de fósforo y 
de los SST y Coliformes Totales, es recomendable aplicar el algoritmo SCE-UA con la 
aproximación de agregación de la función objetivo que utiliza toda la información disponible 
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en el tramo de estudio, incluyendo la de los puntos intermedios. La selección de la anterior 
aproximación de agregación se justifica por el hecho de que dichos grupos están compuestos 
por máximo dos determinantes de la calidad del agua, caracterizados por señales 
conformadas por pocas mediciones en el tiempo. Al tener pocas mediciones, el problema de 
equifinalidad es más notable, afectando de manera negativa la identificación de la región 
específica del espacio paramétrico que genera mejores soluciones. 
 
En relación con los resultados obtenidos frente a la aplicación de la técnica DYNIA en el 
modelo MDLC, se pudo demostrar que es posible identificar el comportamiento dinámico del 
coeficiente n de Manning. Así mismo, se evidenció que el parámetro a del modelo MDLC tiene 
una influencia especial sobre el pico e inicio de la curva de descenso del hidrograma de 
respuesta. Lo anterior indica que la estructura conceptual del modelo AMQQ permite, 
potencialmente, la identificación del comportamiento dinámico de sus parámetros 
disponiendo de información medida detallada en el tiempo. Es importante recalcar que estos 
resultados preliminares deben complementarse con el uso de series medidas y para 
resoluciones temporales detalladas. 
8.5 Conclusiones acerca de la optimización multiobjetivo 
La optimización multiobjetivo utilizando la información individual de cada señal generada 
por el modelo de calidad del agua no generó resultados satisfactorios, debido a que no se 
logró una caracterización detallada del frente de Pareto en la región con los valores más 
bajos de las funciones objetivo analizadas. Con el fin de mejorar este aspecto, se propone 
hacer el análisis multiobjetivo luego de obtener rangos paramétricos de calibración más 
angostos como resultado de la calibración simple aplicando GLUE o técnicas como el SCEM-
UA con funciones objetivo agregadas.  
 
El análisis multiobjetivo será preferible a la calibración simple con el uso de algoritmos SCE-
UA y SCEM-UA, si la exploración del frente de Pareto se hace de forma objetiva e iterativa y 
no solamente a partir de la población explorada por GLUE. Por lo tanto, la ejecución del 
análisis multiobjetivo, de la forma como se describió en este trabajo de investigación, se 
propone como una actividad complementaria y de verificación de los principales resultados 
obtenidos para los rangos y valores estimados para los parámetros de calibración. 
 
En todos los tramos calibrados, se encontró que las poblaciones de Pareto contienen los sets 
de parámetros óptimos identificados con GLUE por ambas estrategias de aprovechamiento 
de información. De acuerdo con esto, se demuestra en parte que las estrategias de agregación 
de la función objetivo permiten un buen aprovechamiento de la información medida con el 
fin de identificar el conjunto de soluciones que mejor representan el comportamiento 
observado del sistema. 
8.6 Conclusiones acerca de la capacidad predictiva del 
modelo dinámico AMQQ 
Cuando no se considera el cálculo endógeno de los flujos de sedimentos en el fondo de la 
corriente, los parámetros perfectamente identificables y sensibles son la tasa de nitrificación 
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B1, la tasa de oxidación kd y la velocidad de sedimentación ks de la DBO, las velocidades de 
sedimentación de los SST vss y los Coliformes Totales vs, y la tasa de hidrólisis B4 y velocidad 
de sedimentación S5 del fósforo orgánico. La tasa de hidrólisis B3 y velocidad de 
sedimentación S4 del nitrógeno orgánico no resultaron claramente identificables y sensibles, 
lo cual implica cierta interdependencia entre ambos parámetros.  
 
Cuando se considera el cálculo endógeno de la demanda béntica y demás flujos de nutrientes, 
los parámetros claramente identificables y sensibles son las velocidades de sedimentación de 
los SST vss y de los Coliformes Totales vs, la tasa de nitrificación B1, la tasa de desnitrificación 
knd en condiciones anaerobias, y la tasa de hidrólisis B4 y la velocidad de sedimentación S5 
del fósforo orgánico. Los parámetros difícilmente identificables son la tasa de hidrólisis B3 y 
la velocidad de sedimentación S4 del nitrógeno orgánico. Los parámetros no identificables 
son la tasa de desnitrificación knd en condiciones aerobias y la velocidad de sedimentación 
de la DBO ks. La no identificabilidad de la velocidad de sedimentación ks se puede explicar 
por su relación con la demanda béntica, la cual en el ejercicio sintético tampoco resultó 
identificable. El parámetro que aporta menor incertidumbre paramétrica en la respuesta del 
modelo es la tasa de nitrificación B1, la cual presentó las reducciones de los rangos de 
variación paramétrica más elevados (en promedio) en todas las técnicas implementadas.  
 
En general, los resultados con datos sintéticos y reales mostraron que las bandas de 
incertidumbre encontradas con GLUE utilizando el mejor 10% de la población muestreada, 
son más anchas que las generadas a partir de los resultados del SCEM-UA y el SCE-UA con el 
criterio    propuesto por van Griensven y Meixner (2007). Esta observación es consistente 
con trabajos recientes de investigación como los de Vrugt et al. (2009b) que indican que el 
problema de una mayor equifinalidad proviene probablemente de la falta de rigor estadístico 
en la definición del umbral que separa las buenas de las malas soluciones en la metodología 
GLUE.  
 
Los tramos del río Bogotá que reciben la influencia de los vertimientos provenientes de la 
industria de curtiembres, presentan valores muy elevados de velocidades de sedimentación 
para los Coliformes Totales,  lo cual se puede explicar por el incremento en la salinidad del 
agua por la presencia de cloruros en el cuerpo de agua, lo cual aumenta la mortalidad natural 
de los organismos patógenos. El efecto anterior está considerado implícitamente en el único 
parámetro de calibración para dicho determinante que es la velocidad de sedimentación vs. 
 
Las bandas de incertidumbre paramétrica se hacen más amplias a medida que se aumenta la 
distancia entre la entrada y la salida del tramo modelado. Lo anterior se explica porque la 
influencia de las tasas de transformación y de las velocidades de sedimentación es más 
evidente cuando aumenta el tiempo de residencia y el tiempo de primer arribo en el sistema 
modelado. 
 
Se ha encontrado que la tasa de oxidación disminuye a medida que los valores de 
concentración de DBO son más bajos debido a que se presentan condiciones de mayor 
dilución o de mayor caudal en el cuerpo receptor. 
 
Los valores óptimos y rangos obtenidos para los parámetros de calibración encontrados 
independientemente en cada campaña son bastante diferentes entre sí. Esto significa que no 
es posible, para estos tramos en particular, definir un único set o rango de parámetros 
constante. Estos resultados sugieren que hay una tendencia de los parámetros del modelo a 
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variar con el tiempo y el espacio debido a cambios en las condiciones de carga contaminante 
y caudal en el cuerpo receptor. 
8.7 Conclusiones acerca de la propuesta metodológica para 
la calibración de modelos dinámicos de calidad del 
agua 
El protocolo descrito hace énfasis en el proceso para estimar los parámetros del modelo de 
calidad del agua, el cual está conformado por las siguientes etapas: pre-procesamiento de las 
series de calidad del agua de entrada al modelo, parametrización del modelo de calidad del 
agua, definición de la función objetivo, proceso de estimación de parámetros y análisis de 
incertidumbre paramétrica, y verificación del modelo. 
 
Es importante destacar que el protocolo propuesto en este trabajo de investigación recoge 
gran parte de los avances que se han adelantado en los últimos cinco años en relación con la 
modelación dinámica de corrientes de agua altamente contaminadas. Se resalta, por ejemplo, 
la inclusión del protocolo de estimación de los parámetros de transporte propuesta por 
Jiménez (2014) y el marco jerárquico desarrollado por Camacho (2000). Así mismo, se abre 
un espacio para vincular los resultados obtenidos en marcos de modelación basados en la 
ecuación de advección–dispersión (que incluye el uso del modelo de almacenamiento 
temporal) con el modelo AMQQ, y viceversa. 
 
Uno de los aportes más significativos de la propuesta metodológica es la definición de las 
condiciones iniciales a lo largo del tramo como la solución en estado estable correspondiente 
a cada sitio. Con esta definición se pueden observar concentraciones constantes en tiempos 
menores al de primer arribo. De esta forma, se abordan dos aspectos comúnmente 
considerados para la simulación de modelos hidrológicos: el calentamiento del modelo y la 
minimización del efecto de las condiciones iniciales sobre la respuesta simulada. Vale la pena 
mencionar que este aspecto se aplicó teniendo en cuenta la solución numérica dada por la 
herramienta OTIS (Runkel, 1998). 
 
Otro aporte importante de la metodología de calibración reside en la propuesta de dos 
estrategias de aprovechamiento de la información. La primera solo considera la información 
observada a la salida del tramo para la obtención de la función objetivo agregada, mientras 
que la segunda tiene en cuenta además la información medida en puntos intermedios. La 
primera estrategia tiene la ventaja de que el conjunto de parámetros y soluciones que mejor 
representan los datos medidos a la salida del tramo se pueden verificar espacialmente con 
los datos de los sitios intermedios. La segunda aproximación, si bien genera soluciones 
óptimas aprovechando toda la información observada en el tramo estudiado, requiere más 
datos para la verificación espacial o temporal del modelo. 
 
Finalmente, es importante resaltar que el enfoque general de calibración adoptado en este 
trabajo de investigación está lejos de la idea de encontrar un único set de parámetros que 
mejor represente los valores medidos a la salida del sistema y/o en sus puntos intermedios. 
Esto es prácticamente imposible en la modelación hidrológica, y aún más en modelos de 
calidad del agua caracterizados por la alta incertidumbre en las mediciones, en el 
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entendimiento aún limitado de los fenómenos que gobiernan la transformación de la materia 
y la energía en los cuerpos de agua y, sobre todo, por la escasez de información, 
especialmente a nivel continuo en el tiempo, que se tiene en países en vía de desarrollo. Por 
el contrario, el enfoque adoptado ha sido facilitar la identificación de rangos de variación de 
parámetros que expliquen lo mejor posible el comportamiento observado del sistema. Por 
supuesto que lo ideal es reducir los rangos encontrados a medida que se disponga de mayor 
información, para lo cual las aproximaciones Bayesiana, como las implementadas en este 
trabajo de investigación con el algoritmo SCEM-UA, son de gran utilidad. 
 
Por ahora, el alcance de este trabajo de investigación en relación con la propuesta de 
parámetros que explican la información obtenida en campo sobre la calidad del agua del río 
Bogotá en los tramos estudiados, y a nivel general, se limita en conformar una propuesta de 
rangos de variación paramétrica que se puedan utilizar en futuros trabajos de investigación, 
así como en generar conocimiento sobre las tasas de transformación más difíciles de 
identificar y que requieren un mayor detalle de información. 
8.8 Recomendaciones 
Se recomienda que en futuros trabajos de investigación se haga la revisión de criterios de 
estabilidad y precisión numérica para definir el tamaño óptimo del paso de tiempo para la 
aplicación de soluciones discretas en hidrología que utilizan operadores de convolución. Así 
mismo, se considera pertinente seguir explorando este tipo de soluciones, extendiendo su 
aplicación a casos más complejos que consideren la interrelación entre varios determinantes 
de la calidad del agua (e.g. problema de eutrofización, modelación de sustancias tóxicas). 
 
Es importante comparar los resultados teóricos encontrados para la fracción dispersiva en 
función del caudal y otras características de la corriente a partir de las relaciones entre los 
modelos ADZ y TS, con resultados y relaciones experimentales. 
 
Se recomienda extender el modelo AMQQ de manera que se incorpore un módulo de 
temperatura que considere la transferencia de calor en la interface agua-atmósfera y que 
permita obtener mejores ajustes entre los valores medidos y simulados. Con el fin de mejorar 
la identificabilidad y sensibilidad de la velocidad de sedimentación de la materia orgánica 
carbonácea, se recomienda extender el modelo AMQQ para que considere la modelación de 
diferentes especies de materia orgánica carbonácea, de forma similar a como lo hace 
QUAL2Kw o WASP. Esta mejora debe venir acompañada de mediciones de los componentes 
de degradación lenta, solubles y totales de la materia orgánica carbonácea. Así mismo, se 
sugiere extender el modelo AMQQ para hacer la modelación de algas de fondo (perifiton y 
macrófitas) y adelantar estudios para analizar la identificabilidad, sensibilidad e 
incertidumbre paramétricas de las tasas y velocidades de transformación asociadas a dichas 
algas. 
 
Es conveniente adelantar trabajos de campo y laboratorio en diferentes tipos de corrientes 
superficiales y condiciones de calidad del agua para establecer relaciones entre la tasa de 
oxidación de la materia orgánica carbonácea, el caudal y la concentración de DBO y/o DQO, 
con el fin de incorporar relaciones de carácter predictivo en los modelos dinámicos de 
calidad del agua. 
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A medida que se cuente con mejores condiciones de información de calidad del agua en el 
tiempo, se recomienda extender el análisis de la capacidad predictiva del modelo AMQQ 
contemplando las fuentes de incertidumbre en los datos y en la estructura del modelo. 
 
Se recomienda implementar y estudiar técnicas multiobjetivo automáticas basadas en los 
algoritmos SCE-UA y SCEM-UA. 
 
Para reducir los tiempos de cómputo requeridos para la calibración del modelo AMQQ y 
hacer viable el uso de un mayor número de simulaciones, se recomienda programar la 
solución numérica del modelo en lenguajes de programación más eficientes como C++ o 
FORTRAN. 
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A. Anexo: Descripción de la 
herramienta AMQual v.1.0 
En este anexo se hace la descripción básica de la herramienta computacional AMQual v.1.0 
desarrollada por el autor en la plataforma MATLAB® para la simulación y calibración del 
modelo dinámico de calidad del agua ADZ-MDLC-QUASAR estudiado en este trabajo de 
investigación. Los fundamentos sobre la estructura del modelo, sus variables de estado, 
parámetros, condiciones de frontera y condiciones iniciales, entre otros, se pueden consultar 
en el capítulo 3 de este documento. Es importante señalar que varios de los códigos 
empleados para la solución numérica del modelo fueron desarrollados por el profesor Luis 
Alejandro Camacho en años anteriores. Así mismo, el código del modelo de flujos de 
sedimentos de fondo fue adaptado directamente de la herramienta QUAL2Kw v.5.1. 
 
Las principales novedades y características introducidas en el modelo AMQQ y en la 
herramienta AMQual v.1.0, en relación con aplicaciones anteriores en otros trabajos de 
extensión e investigación, son las siguientes: 
 
1. La estructura del modelo QUASAR extendido fue modificada para representar de mejor 
forma los procesos de transformación de los determinantes no conservativos de calidad 
del agua durante la advección. 
2. Se extendió el modelo de nitratos para considerar la inhibición de la tasa de 
desnitrificación con el aumento del contenido de oxígeno disuelto en la columna de agua. 
3. Se extendió el modelo de DBO última para considerar el consumo de materia orgánica 
carbonácea por el proceso de desnitrificación. 
4. La modelación del fitoplancton se hizo siguiendo el enfoque planteado por Pelletier et al. 
(2008) y no la de Whitehead et al. (1997). 
5. La versión del modelo AMQQ implementada en la herramienta AMQual v.1.0 no incorpora 
la modelación de pH y de sustancias tóxicas presentada por Santos (2010). 
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6. Se incorporó el modelo de flujos de sedimentos de fondo implementado por la 
herramienta QUAL2Kw v.5.1. No obstante, aún se permite el cálculo exógeno de dichos 
flujos como opción al usuario. En relación con los avances introducidos por Mateus 
(2011), la herramienta desarrollada en este trabajo de investigación permite además el 
cálculo endógeno de los flujos de nitrógeno amoniacal, nitratos, fósforo inorgánico y 
metano. 
7. Se permite el cálculo interno de la tasa de reaireación de acuerdo con Covar (1976), de 
manera similar a como lo hace QUAL2Kw v.5.1. 
8. Se calcula automáticamente la condición inicial de cada determinante simulado como la 
solución en estado estable utilizando como valor de entrada la concentración 
correspondiente en el tiempo cero de la serie introducida como condición de frontera. 
Como resultado, las concentraciones obtenidas a la salida de cada subtramo son 
constantes en tiempos menores a los de primer arribo. Así se corrige el problema de la 
influencia de la condición inicial sobre la respuesta del modelo y el “calentamiento” del 
mismo. 
9. La solución numérica del modelo AMQQ se implementó en el código de MATLAB® y no 
en la plataforma Simulink®. Lo anterior permitió automatizar la generación de tramos en 
serie con diferentes características geométricas, hidráulicas, de transporte y de calidad 
del agua. No obstante, se perdió la ventaja de interpretación visual que trae consigo la 
programación iconográfica, como la presentada por González (2011). Así mismo, la 
modificación del código es más compleja comparada con Simulink®, lo cual se podría ver 
como una limitación para trabajos futuros. 
10. La herramienta AMQual v.1.0 incorpora un post-procesador gráfico que permite generar 
perfiles longitudinales animados, bandas de mínimos-máximos y de excedencia, series de 
tiempo, entre otros, de concentración y carga para cada determinante simulado. Se 
incluyen los perfiles y series de tiempos de viaje y de caudal líquido. 
11. Se facilita la generación e introducción de series de tiempo, aprovechando para esto 
último el dominio general sobre Microsoft Excel®. 
 
La descripción que se hará a continuación parte del hecho de que el usuario tiene 
conocimientos básicos de manejo de MATLAB® y de Excel® 2010 o posterior. La versión de 
MATLAB® utilizada para desarrollar AMQual v.1.0 fue la R2011a, pero se puede ejecutar en 
versiones posteriores (hasta la R2013b). Para mayor información sobre la adquisición y el 
uso de la herramienta AMQual v.1.0. se puede contactar al autor en el correo electrónico 
jshernandezs@unal.edu.co. 
 
Instalación e inicio de la herramienta AMQual v.1.0. 
 
Una vez copiada la carpeta que contiene la herramienta AMQual v.1.0. en el equipo del 
usuario e iniciado el software MATLAB®, se debe proceder al menú File – Set Path, 
seleccionar el botón Add with subfolders, buscar en el explorador la carpeta que contiene a la 
herramienta, seleccionar Aceptar y luego, en la ventana Set Path, hacer clic en Save y después 
en Close (ver Figura A1). 
 
Para acceder y utilizar la herramienta, el current folder debe ser la carpeta AMQualv1.0 y se 
debe ingresar en el Command Window de MATLAB® el comando AMQual. Una vez hecho 
esto, aparecerá la siguiente ventana de presentación, seguida de la ventana principal de la 
herramienta de modelación: 
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Figura A.1. Instalación de la herramienta AMQual v.1.0. en el equipo del usuario 
 
Ventana principal de la herramienta AMQual v.1.0. 
 
La ventana principal de la herramienta computacional AMQual v.1.0. se presenta en la Figura 
A2. En dicha ventana se observan 8 botones, cuya disposición se ha definido para facilitar el 
ingreso de toda la información requerida para ejecutar a satisfacción una simulación y/o 
calibración del modelo AMQQ. La secuencia lógica de uso de cada uno de los botones es de 
izquierda a derecha y de arriba a abajo. Para llevar a cabo la calibración del modelo, es 
necesario haber ejecutado a satisfacción la simulación del mismo por lo menos una vez. 
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Figura A.2. Ventana principal de la herramienta AMQual v.1.0. 
 
A continuación se presenta la descripción de cada una de las ventanas asociadas a los 
botones de la ventana principal, siguiendo la secuencia lógica de ingreso de información al 
modelo integrado y dinámico de calidad del agua. 
Geometría 
 
Haciendo clic en el botón Geometría de la ventana principal, aparecerá la ventana mostrada 
en la Figura A.3. 
 
 
 
Figura A.3. Ventana Geometría. 
 
El primer paso para ingresar la caracterización geométrica del sistema consiste en definir el 
número de tramos que conforman el canal principal del sistema por modelar. Para ello se 
debe seleccionar el botón localizado en el extremo superior derecho Número de tramos… Una 
vez hecho esto, aparecerá el siguiente cuadro de diálogo, solicitando el número de tramos:  
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Cuando se especifique el número de tramos llenando el campo y seleccionando el botón OK, 
aparecerá cada uno de los tramos en la lista desplegable de la ventana de Geometría, 
localizada en el extremo superior izquierdo. Para definir las características geométricas de 
cada tramo, se debe seleccionar el tramo respectivo en la lista anterior. Con ello se habilitará 
la lista despegable Forma, la cual incluye la rectangular y trapezoidal por ahora. De acuerdo 
con la selección del tipo de forma, se habilitarán una serie de campos (Descripción, ancho de 
base, parámetro del talud, pendiente longitudinal y longitud del tramo) en la partesuperior y 
en la región central derecha de la ventana, tan como se muestra en la Figura A.4. Una vez 
ingresada la información, al hacer clic en el botón Aplicar aparecerá el dibujo de la sección 
transversal respectiva y se guardará el avance en la definición de la geometría del canal. 
 
 
Figura A.4. Ingreso de características geométricas del tramo 
 
Como paso siguiente, se debe definir el número y localización relativa de los afluentes y 
abstracciones en cada tramo. Para ello debe seleccionarse el botón Afluentes/Abstracciones 
ubicado en el sector inferior derecho de la ventana Geometría. Una vez hecho esto, aparecerá 
la siguiente ventana: 
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Para ingresar la localización de cada uno de los afluentes y abstracciones, se debe ingresar 
primero el número total de ellos y seleccionar el botón Aplicar, lo cual generará una tabla con 
un número de campos igual al número de vertimientos (que hacen referencia a dichos 
afluentes y abstracciones). La distancia debe ingresarse en metros y de acuerdo con la figura 
que se incluye en la ventana descrita. Cuando el afluente/abstracción está muy cerca de la 
cabecera del tramo (distancias inferiores a 50 m) o se encuentra exactamente a la entrada del 
mismo, no debe ingresarse el vertimiento respectivo en esta ventana, sino que deberá 
adoptarse otro procedimiento que se detallará más adelante cuando se describa la ventana 
Series de tiempo. 
Cuando se ingrese toda la información geométrica del canal principal, se deberá seleccionar 
el botón Aceptar o Aplicar y luego salir de la ventana. Si no se selecciona alguno de los 
botones anteriores y se cierra la ventana Geometría, no se guardará la información ingresada. 
Por otra parte, nótese que la principal limitación de la herramienta AMQual v.1.0. en relación 
con la geometría, es que aún no permite el ingreso de secciones irregulares. Este aspecto se 
abordará en futuras versiones. 
 
Hidráulica 
 
Para ingresar la información hidráulica es necesario haber definido primero la geometría del 
canal principal. La ventana correspondiente se presenta en la Figura A.5. En esta ventana se 
define, básicamente, el coeficiente de rugosidad de acuerdo con el tipo de ecuación de 
resistencia y el tipo de flujo. 
 
 
 
Figura A.5. Ventana Hidráulica 
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En la Figura A.5. se ha mostrado un ejemplo de ingreso de información una vez seleccionado 
un tramo específico. Como ecuación de resistencia se encuentran las opciones de Manning y 
Chezy, como tipo de flujo se puede definir Uniforme y No Permanente. 
 
Transporte 
 
En la ventana Transporte, la cual se presenta en la Figura A.6., se selecciona el modelo de 
transporte de solutos y se definen los parámetros correspondientes. Por ahora, el único 
modelo completamente funcional en la herramienta AMQual v.1.0. es el MDLC-ADZ. Los 
parámetros de transporte se deben definir para cada uno de los tramos ingresados en la 
ventana Geometría. Ingresando un valor de 0 en la casilla correspondiente al Número de 
celdas en serie, el modelo calcula internamente el número de celdas en serie, las cuales se 
utilizarán en el tránsito hidrológico del hidrograma de caudal y para los Sólidos Disueltos 
Totales (TDS, transporte conservativo). El modelo QUASAR extendido (sustancias no 
conservativas) se correrá solo con una celda completamente mezclada. 
 
 
 
Figura A.6. Ventana Transporte 
 
Calidad del agua 
 
En la ventana de Calidad del agua (ver Figura A.7), se ingresan los parámetros del modelo de 
calidad del agua. Algunos ya vienen predefinidos, como las constantes estequiométricas y de 
corrección de temperatura. Los parámetros de calidad del agua están agrupados por proceso 
o determinante de la calidad del agua. Éstos pueden ser constantes en todo el canal principal 
o pueden definirse tramo a tramo. Para lo primero, basta con no seleccionar la opción Definir 
parámetros por tramo y navegar cada uno de los elementos del panel izquierdo, asignando 
los valores respectivos a los parámetros asociados a cada elemento seleccionado. Una vez 
ingresados los valores en un grupo específico, y antes de pasar al siguiente grupo, se debe 
hacer clic en el botón Aplicar, localizado en el panel Parámetros en su parte inferior derecha. 
De esta forma, los valores ingresados son guardados. Cuando se considere realizar el cálculo 
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endógeno de los flujos de sedimentos, se debe asignar un valor de cero a los parámetros 
asociados a la interface sedimento-agua del fondo de la corriente. 
 
 
 
Figura A.7. Ventana Calidad del agua 
Cuando se deseen definir algunos parámetros diferentes de un tramo a otro, se debe 
seleccionar la casilla Definir parámetros por tramo, con lo cual se habilitará el botón Param. 
por tramo localizado en la parte superior izquierda de la ventana. Haciendo clic en dicho 
botón, se abrirá la siguiente ventana, en donde se podrán seleccionar aquellos parámetros 
que se deseen variar espacialmente: 
 
 
 
Al pasar de un grupo a otro en el panel de navegación izquierdo, se debe seleccionar el botón 
Aplicar localizado en el panel Selección de parámetros para asignar en memoria cualquier 
cambio realizado sobre las selecciones establecidas. Una vez se hayan seleccionado los 
parámetros variables tramo a tramo, se debe seleccionar el botón Aceptar y volver a la 
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ventana principal de Calidad del agua. Una vez allí, se podrán especificar los parámetros 
correspondientes a cada tramo haciendo clic y luego “Enter” sobre el campo respectivo 
asociado al parámetro. Lo anterior habilitará automáticamente una tabla ubicada en la región 
derecha de la ventana e inhabilitará el campo seleccionado, como se muestra en la Figura A.8. 
Una vez definidos los valores de los parámetros para cada tramo, se debe seleccionar el 
botón Aplicar del panel correspondiente (Valores por tramo). Para tener una mejor idea de 
los parámetros ingresados y su correspondencia con el modelo de calidad del agua, haciendo 
clic en el botón Esquema… en la parte superior izquierda de la ventana, aparecerá el esquema 
de la Figura 3-2. Finalizado el proceso de asignación de valores de parámetros, se debe hacer 
clic en el botón Aceptar para salir a la ventana principal. 
 
Series de tiempo 
 
Seleccionando el botón Series de Tiempo, se abrirá la ventana Series, en donde se procederá a 
ingresar las condiciones de frontera en la cabecera del tramo, las series de caudal y 
concentración en los afluentes/vertimientos y los datos observados a la salida de cada tramo 
para la calibración del modelo. La ventana Series se presenta en la Figura A.9. En esa misma 
figura se presentan las opciones disponibles en cada una de las listas desplegables. 
 
Figura A.8. Asignación de parámetros por tramo 
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Figura A.9. Ventana Series y sus opciones 
Hay dos alternativas principales para ingresar las series de tiempo. La primera consiste en 
ingresar las series de tiempo directamente en un archivo de Excel® llamada Series.xlsx que se 
encuentra en la carpeta AMQualv1.0. Dicho archivo está compuesto por un conjunto de hojas 
(ver Figura A.10), cuyos nombres deben seguir una lógica preestablecida para que la 
información ingresada sea cargada satisfactoriamente. 
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Figura A.10. Archivo Series.xlsx 
 
El archivo Series.xlsx está conformado por tres tipos de hojas: unas asociadas a las cabeceras 
(CabeceraX), otras a los vertimientos (VertimientoX_N) y las últimas a los datos observados a 
la salida (ObservadoX) de cada uno de los tramos; X es el número del tramo y N el número del 
vertimiento, ambos en orden de aparición desde aguas arriba hacia aguas abajo. Las series 
ingresadas en la hoja Cabecera1 corresponden a la condición de frontera aguas arriba; las 
series ingresadas en las hojas Cabecera2, Cabecera 3, …, corresponden a afluentes o 
vertimientos localizados en la entrada del tramo. El número de tramos y de vertimientos 
en cada tramo debe coincidir con la información ingresada en la ventana de Geometría para 
que no se genere algún error inesperado durante la ejecución del modelo. Es indispensable 
que todas las hojas de cálculo generadas en el archivo contengan valores para todos los 
determinantes en al menos dos tiempos diferentes. Si no se cuenta con datos para un 
determinante en particular, se deberán ingresar valores de cero. Cuando se trate de una 
abstracción, no es necesario ingresar valores de concentración (si se ingresaran, no tendrán 
efecto alguno sobre la respuesta del modelo). Los valores de caudal en las abstracciones 
deben ser negativos para que la herramienta entienda que se trata de una salida. Una vez 
ingresada y guardada la información en el archivo de Excel®, en la ventana Series se debe 
seleccionar como fuente Hoja de cálculo Excel y luego el tipo de serie que se desea importar 
(cabecera, vertimiento u observado). Una vez seleccionado el tipo, se debe seleccionar el 
botón Aceptar y esperar a que aparezca un cuadro de diálogo similar al siguiente: 
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Cuando se cargan las series desde el archivo de Excel® no es necesario repetir el 
procedimiento para cada uno de los tramos; con hacerlo para uno es suficiente para el resto. 
 
La segunda alternativa para ingresar las series de tiempo es de forma manual, directamente 
desde la herramienta computacional. Las series ingresadas por este medio se pueden generar 
de dos formas: siguiendo una distribución tipo gamma o ingresando los datos manualmente 
en un cuadro de diálogo. El proceso se debe repetir para cada determinante, tipo de serie 
(vertimiento, cabecera u observado) y para cada tramo. Los cuadros correspondientes, 
dependiendo de si se trata de una serie sintética (tipo gamma) o personalizada, se presentan 
en la Figura A.11. 
 
  
 
Figura A.11. Cuadros de diálogo para ingreso manual de series 
 
Para el caso de la serie personalizada, en primer lugar se debe definir el número de registros 
(número de datos medidos o por ingresar) y hacer clic en Aplicar para generar la tabla 
correspondiente. Los datos se pueden copiar y pegar desde una hoja de cálculo. 
 
Es  posible que en un modelo se combinen diferentes fuentes de series para distintos 
determinantes y tramos (desde Excel® o sintéticas y personalizadas). Las series manuales se 
guardarán en una carpeta llamada “Series” contenida en la carpeta AMQualv1.0.  Si dicha 
carpeta no existe, la herramienta computacional la generará automáticamente al crear la 
primera serie manual. Cuando se vaya a ejecutar una corrida del modelo, la herramienta dará 
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el siguiente orden de prioridad a las series de tiempo generadas: primero tendrá en cuenta 
las series manuales personalizadas, luego las sintéticas y, por último, las importadas desde 
Excel®. Las series manuales son especialmente útiles para analizar el efecto de 
modificaciones que se hagan sobre valores de caudal o concentración sin necesidad de 
cambiar el archivo Series.xlsx. 
 
Simulación 
 
En la Figura A.12 se muestra la ventana de Simulación. En esta ventana se debe ingresar el 
tiempo de simulación y el paso de tiempo. También se puede seleccionar la opción del cálculo 
interno de flujos de sedimentos. Las condiciones iniciales corresponden con la solución en 
estado estable. Haciendo clic en el botón Simular se ejecuta el modelo. 
 
 
 
Figura A.12. Ventana de simulación 
 
Al finalizar la corrida del modelo, aparecerá el siguiente mensaje: 
 
 
Post-procesador 
 
Una vez realizada la simulación del modelo bajo las condiciones y parámetros definidos, se 
pueden visualizar los resultados gráficos seleccionando el botón Posprocesador. Con ello se 
abrirá la ventana que se ilustra en la Figura A.13. 
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Figura A.13. Ventana Post-procesador 
 
La ventana consiste de un panel localizado en la región izquierda en donde se pueden 
seleccionar diferentes grupos de determinantes de calidad del agua. En particular, en el 
grupo de transporte se presentan los resultados de caudal, tiempo medio de viaje y TDS. Para 
cada grupo existen cinco posibilidades de gráficas: Perfil longitudinal – estado estable, en la 
cual se grafican los valores de salida en el tiempo cero; Perfil longitudinal – Bandas de 
máximos y mínimos, en donde se resume la variación de cargas o concentraciones en el 
espacio y se incluye el perfil de cargas o concentraciones promedio; Perfil longitudinal – 
Bandas de excedencia, en donde se grafican las bandas con los valores excedidos e igualados 
el 95 y 5% del tiempo y se incluye el perfil de concentraciones o cargas igualadas o excedidas 
el 50% del tiempo; Perfil longitudinal – animado, en donde se muestra una animación de 
cómo cambia el perfil de concentración o carga en el tiempo, indicando en el título de la 
ventana el tiempo de simulación en horas; y series de tiempo, en donde se presentan las 
curvas temporales de concentración a la entrada y la salida. Las gráficas se pueden hacer en 
carga o en concentración (seleccionado en el menú Tipo de variable) y se puede especificar el 
rango de tramos por graficar. Para el caso particular de series de tiempo, se pueden graficar 
los datos observados a la salida del tramo. Los puntos graficados en los perfiles 
longitudinales son las entradas y salidas de cada tramo definido en la geometría y el punto 
inmediatamente antes e inmediatamente después de un tributario o abstracción; de esta 
forma se pueden visualizar todos los cambios longitudinales de acuerdo con la información 
introducida. A continuación se presenta un ejemplo de las gráficas que se pueden generar 
(con excepción del perfil animado): 
 
  
a) Perfil longitudinal – Estado estable b) Bandas máximos y mínimos 
0 1 2 3 4
0
1
2
3
O
x
íg
e
n
o
 D
is
u
e
lt
o
[m
g
O
2
/L
]
0 1 2 3 4
10
12
14
16
18
D
B
O
u
 [
m
g
O
2
/L
]
Distancia [km]
0 1 2 3 4
0
2
4
N
. 
o
rg
á
n
ic
o
[m
g
N
/L
]
0 1 2 3 4
0
5
N
. 
a
m
o
n
ia
c
a
l
[m
g
N
/L
]
0 1 2 3 4
0
0.2
N
it
ra
to
s
[m
g
N
/L
]
Distancia [km]
210 Análisis de la capacidad predictiva de un modelo dinámico de calidad del agua 
aplicando técnicas de computación evolutiva, optimización multiobjetivo y 
procesamiento recursivo de datos 
 
  
c) Bandas de excedencia (en carga) d) Series de tiempo y datos observados 
 
Calibración 
 
La herramienta AMQual v.1.0. permite hacer la calibración del modelo de calidad del agua 
luego de haber corrido por lo menos una simulación. En la Figura A.14 se presenta un 
ejemplo de la ventana correspondiente seleccionando la metodología GLUE entre otras 
opciones (Algoritmo Genético, Simulated Annealing, SCE-UA y SCEM-UA). Por ahora, la 
herramienta computacional no permite modificar los parámetros de los algoritmos 
incorporados, para ello se debe modificar directamente el código. El usuario puede 
seleccionar el grupo de determinantes que desea calibrar y el enfoque para conformar la 
función objetivo (salida sencilla o salida múltiple, ver capítulo 6). Dependiendo del grupo, el 
usuario también podrá seleccionar los parámetros de calibración correspondientes y sus 
respectivos intervalos de variación. Para efectuar la calibración, se debe seleccionar el botón 
Calibrar. Una vez finalizado el proceso, se mostrará un cuadro de diálogo indicando que la 
calibración fue ejecutada satisfactoriamente.  
 
El procesamiento posterior de los datos se debe hacer, por ahora, de forma independiente a 
esta herramienta. Los resultados de calibración se guardan en un archivo .mat en la carpeta 
AMQualv1.0, cuyo nombre tiene la siguiente estructura: ALGORITMO_GRUPO (siendo 
ALGORITMO cualquiera de los siguientes valores, dependiendo de la técnica: GA, SA, SCE o 
SCEM; y GRUPO cualquiera de los siguientes: N, P y SC). La exploración del espacio 
paramétrico se guarda en un archivo .mat de la forma ALGORITMO_GRUPO_GLUE. Los 
resultados con GLUE se guardan en un archivo .mat con el nombre GLUE. Los archivos con la 
exploración del espacio paramétrico incluyen las variables Time, crit, mobs, msim, msimt y 
pset, que son, respectivamente, el vector tiempo de las señales de salida, la matriz de 
funciones objetivo, la variable tipo estructura con las series de datos observados para cada 
determinante simulado, la variable tipo estructura con las matrices de soluciones para cada 
determinante simulado de acuerdo con la combinación de parámetros (cada fila de la matriz 
corresponde a una simulación diferente) y reportados para los mismos tiempos que los datos 
observados, la variable tipo estructura con las matrices de soluciones para cada 
determinante simulado de acuerdo con la combinación de parámetros (cada fila de la matriz 
corresponde a una simulación diferente) y reportados para todos los tiempos del vector 
Time, y la matriz con combinaciones paramétricas cuyas columnas corresponden a los 
parámetros de calibración, en el mismo orden en el cual se presenta la lista de parámetros de 
calibración en la ventana Calibración. 
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Figura A.14. Ventana Calibración 

  
 
B. Anexo: Modelo discreto de mezcla 
completa con reacción de primer 
orden 
En este anexo se presenta la obtención de un modelo discreto para el transporte de solutos 
no conservativos, utilizando la respuesta de pulso unitario para n celdas de mezcla completa 
idénticas en serie con tasa de reacción de primer orden. El procedimiento seguido para este 
propósito está basado en las técnicas analíticas presentadas por O’Connor (1976) y Perumal 
(1994) para la cascada de n embalses lineales, utilizada comúnmente para tránsito 
hidrológico. La extensión de esta solución acoplándola a un canal lineal con reacción de 
primer orden, de la forma introducida por Young y Wallis (1993) y Camacho y Lees (1999), 
permite la integración completa con el modelo MDLC (Camacho y Lees, 1999) con el objetivo 
de hacer la modelación de solutos no conservativos para condiciones de flujo no permanente. 
Los parámetros de transporte del modelo integrado tienen significado físico y son obtenidos 
a partir de las características geométricas y las propiedades hidráulicas del canal, tal como lo 
reporta Camacho y Lees (1999) y Camacho (2000). 
 
a) Modelo discreto para una celda de mezcla completa con tasa de reacción de primer 
orden 
 
La ecuación diferencial de primer orden que representa el modelo de balance de masa es la 
siguiente: 
 
 
   
1
( )
dc t
I t c t c t
dt K
            [121] 
 
donde c(t) es el la distribución temporal de concentración a la salida de la celda de mezcla 
completa, I(t) es la distribución temporal a la entrada de la celda de mezcla completa, K es el 
tiempo de residencia de la celda de mezcla completa (la cual puede ser calculado como V/Q, siendo 
V el volumen de la celda y Q el caudal a la salida de la celda) y   la tasa de reacción de primer 
orden. 
 
La ecuación [121] se puede expresar en términos de un esquema de diferencias finitas hacia atrás 
de la siguiente manera: 
 
 1
1m m
m m m
c c
I c c
Kt


  

        [122] 
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siendo m el índice de tiempo (m=0, 1, 2,…) y Δt el paso de tiempo. Reorganizando los 
términos de la ecuación anterior, se obtiene lo siguiente: 
 
  11 m m mK t K c c tK I               [123]  
 
Aplicando la transformada Z a cada lado de la ecuación [123], resulta: 
 
       11 K t K c z Kz c z I z t              [124] 
 
Reorganizando los términos de la expresión anterior para obtener la función de transferencia H(z), 
se logra: 
 
 
 
   1
c z z t
H z
I z K t K z K

 
     
 
 
 
 
 
1
1
z
H z
KK t K
z
K K
t
t


 
  
   
      
    


     [125] 
 
Simplificando la ecuación anterior en términos de las constantes p y q, la función de transferencia 
se expresa como: 
 
 
z
H z p
z q
 
  
 
         [126] 
 
Aplicando la función inversa de la transformada Z a la expresión simplificada anterior, se 
obtiene la respuesta de pulso unitario hm para la celda de mezcla completa: 
 
m
mh pq  
 
Reemplazando p y q, la respuesta de pulso unitario es: 
 
   1 1
m
m
t K
h
K t K K t K 
   
    
        
      [127] 
 
La expresión anterior corresponde a una serie geométrica simple. Sabiendo que m= j-1, se obtiene: 
 
Anexo: Modelo discreto de mezcla completa con reacción de primer orden 215 
 
 
 
1
1  ,  
1
3
Δ
2
Δ
1j j
t
h
K t K
K
h h
K t
j
K




 
 
  
 

 

      [128] 
 
b) Modelo discreto para n celdas de mezcla completa en serie con tasa de reacción de 
primer orden 
 
Utilizando el operador de diferencias finitas hacia atrás  , definido como: 
 
1m m mc c c     
 
La expresión [123] se puede escribir como: 
 
 1 m mK t K c tI        
 
Para n celdas idénticas en serie, se puede demostrar fácilmente que: 
 
 1
n
m m
nK t K c I t               [129] 
 
Aplicando la transformada Z a la expresión anterior, se obtiene: 
 
       11 1 n
n
K t K z c z I z t              [130] 
 
Despejando para la función de transferencia H(z): 
 
 
     1 11 1
n n
t z t
H z
K t K z KK t K z  
    
    
             
 
 
Reorganizando siguiendo el procedimiento presentado para el caso de una sola celda de mezcla 
completa, se encuentra: 
 
 
n
n zH z p
z q
 
  
 
         [131] 
 
O’Connor (1976) demuestra que la respuesta de pulso unitario que se encuentra al aplicar la 
función inversa de la transformada Z a la expresión anterior, es: 
 
 
1 !
1 ! !
n m
m
m n
h p q
n m
 


 
 
O mejor: 
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 
 
1
1   2,  3
Δ
1 Δ
2
1 1
n
j j
t
h
K t K
j n K
h h
j K t K
j



 
     
  
  
   



    [132] 
 
Las expresiones encontradas en los literales anteriores se pueden aplicar para obtener la respuesta a 
la salida de la(s) celda(s) de mezcla completa utilizando un operador de convolución, de forma 
similar a como se presenta en Camacho y Lees (1999). 
  
 
C. Anexo: Resultados gráficos de 
calibración de los tramos estudiados 
del río Bogotá (Digital) 
 
 
 
 
ANEXO C – RESULTADOS GRÁFICOS DE CALIBRACIÓN DE LOS TRAMOS 
ESTUDIADOS DEL RÍO BOGOTÁ 
 
1 METODOLOGÍA GLUE 
1.1 SALIDA ÚNICA 
1.1.1 Tramo 5-6-7, Campaña 1 
 
Figura 1 Diagrama de dispersión 
 
 
 
Figura 2 Distribuciones posteriores de probabilidad 
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Figura 3 Análisis de sensibilidad regional 
 
  
a) OD y DBO b) Cadena de nitrógeno 
  
c) Cadena de fósforo d) SST y Coliformes Totales 
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Figura 4 Bandas de incertidumbre a la salida del tramo 
 
  
a) OD y DBO b) Cadena de nitrógeno 
  
c) Cadena de fósforo d) SST y Coliformes Totales 
 
Figura 5 Bandas de incertidumbre a la salida del subtramo 1 
 
  
a) OD y DBO b) Cadena de nitrógeno 
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c) Cadena de fósforo d) SST y Coliformes Totales 
 
Figura 6 Bandas de incertidumbre a la salida del subtramo 2 
 
1.1.2 Tramo 5-6-7, Campaña 2 
 
Figura 7 Diagrama de dispersión 
 
 
F
. 
o
rg
á
n
ic
o
 [
m
g
P
/L
]
0 2 4 6 8 10
0.2
0.4
0.6
0.8
1
1.2
F
. 
in
o
rg
á
n
ic
o
 [
m
g
P
/L
]
Tiempo [hr]
0 2 4 6 8 10
0.08
0.1
0.12
0.14
0.16
0.18
S
S
T
 [
m
g
/L
]
0 2 4 6 8 10
10
20
30
C
. 
to
ta
le
s
 [
U
F
C
/1
0
0
m
L
]
Tiempo [hr]
0 2 4 6 8 10
10
4
1 2 3
1
2
3
4
5
x 10
-3
vss
1 2 3 4
1
2
3
4
5
x 10
-3
vs
0.5 1 1.5
1
2
3
4
5
x 10
-3
B3
0.5 1 1.5
1
2
3
4
5
x 10
-3
S4
0.5 1 1.5
1
2
3
4
5
x 10
-3
B1
0.5 1 1.5
1
2
3
4
5
x 10
-3
knd
0.5 1 1.5 2
1
2
3
4
5
x 10
-3
kd
0.5 1 1.5
1
2
3
4
5
x 10
-3
ks
0.05 0.1 0.15 0.2
1
2
3
4
x 10
-3
B4
0.5 1 1.5
1
2
3
4
x 10
-3
S5
 
 
 
Figura 8 Distribuciones posteriores de probabilidad 
 
 
 
 
Figura 9 Análisis de sensibilidad regional 
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a) OD y DBO b) Cadena de nitrógeno 
  
c) Cadena de fósforo d) SST y Coliformes Totales 
 
Figura 10 Bandas de incertidumbre a la salida del tramo 
 
  
a) OD y DBO b) Cadena de nitrógeno 
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c) Cadena de fósforo d) SST y Coliformes Totales 
 
Figura 11 Bandas de incertidumbre a la salida del subtramo 1 
 
  
a) OD y DBO b) Cadena de nitrógeno 
  
c) Cadena de fósforo d) SST y Coliformes Totales 
 
Figura 12 Bandas de incertidumbre a la salida del subtramo 2 
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1.1.3 Tramo 9-10-11, Campaña 1 
 
Figura 13 Diagrama de dispersión 
 
 
 
Figura 14 Distribuciones posteriores de probabilidad 
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Figura 15 Análisis de sensibilidad regional 
 
  
a) OD y DBO b) Cadena de nitrógeno 
  
c) Cadena de fósforo d) SST y Coliformes Totales 
 
Figura 16 Bandas de incertidumbre a la salida del tramo 
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a) OD y DBO b) Cadena de nitrógeno 
  
c) Cadena de fósforo d) SST y Coliformes Totales 
 
Figura 17 Bandas de incertidumbre a la salida del subtramo 1 
 
  
a) OD y DBO b) Cadena de nitrógeno 
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c) Cadena de fósforo d) SST y Coliformes Totales 
 
Figura 18 Bandas de incertidumbre a la salida del subtramo 2 
 
1.1.4 Tramo 9-10-11, Campaña 2 
 
Figura 19 Diagrama de dispersión 
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Figura 20 Distribuciones posteriores de probabilidad 
 
 
 
Figura 21 Análisis de sensibilidad regional 
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a) OD y DBO b) Cadena de nitrógeno 
  
c) Cadena de fósforo d) SST y Coliformes Totales 
 
Figura 22 Bandas de incertidumbre a la salida del tramo 
 
  
a) OD y DBO b) Cadena de nitrógeno 
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c) Cadena de fósforo d) SST y Coliformes Totales 
 
Figura 23 Bandas de incertidumbre a la salida del subtramo 1 
 
  
a) OD y DBO b) Cadena de nitrógeno 
  
c) Cadena de fósforo d) SST y Coliformes Totales 
 
Figura 24 Bandas de incertidumbre a la salida del subtramo 2 
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1.1.5 Tramo 34-35-36, Campaña 3 
 
Figura 25 Diagrama de dispersión 
 
 
Figura 26 Distribuciones posteriores de probabilidad 
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Figura 27 Análisis de sensibilidad regional 
 
  
a) OD y DBO b) Cadena de nitrógeno 
  
c) Cadena de fósforo d) SST y Coliformes Totales 
 
Figura 28 Bandas de incertidumbre a la salida del tramo 
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a) OD y DBO b) Cadena de nitrógeno 
  
c) Cadena de fósforo d) SST y Coliformes Totales 
 
Figura 29 Bandas de incertidumbre a la salida del subtramo 1 
 
  
a) OD y DBO b) Cadena de nitrógeno 
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c) Cadena de fósforo d) SST y Coliformes Totales 
 
Figura 30 Bandas de incertidumbre a la salida del subtramo 2 
1.2 SALIDA MÚLTIPLE 
1.2.1 Tramo 5-6-7, Campaña 1 
 
Figura 31 Diagrama de dispersión 
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Figura 32 Distribuciones posteriores de probabilidad 
 
 
 
Figura 33 Análisis de sensibilidad regional 
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a) OD y DBO b) Cadena de nitrógeno 
  
c) Cadena de fósforo d) SST y Coliformes Totales 
 
Figura 34 Bandas de incertidumbre a la salida del tramo 
 
  
a) OD y DBO b) Cadena de nitrógeno 
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c) Cadena de fósforo d) SST y Coliformes Totales 
 
Figura 35 Bandas de incertidumbre a la salida del subtramo 1 
 
  
a) OD y DBO b) Cadena de nitrógeno 
  
c) Cadena de fósforo d) SST y Coliformes Totales 
 
Figura 36 Bandas de incertidumbre a la salida del subtramo 2 
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1.2.2 Tramo 5-6-7, Campaña 2 
 
Figura 37 Diagrama de dispersión 
 
 
 
Figura 38 Distribuciones posteriores de probabilidad 
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Figura 39 Análisis de sensibilidad regional 
 
  
a) OD y DBO b) Cadena de nitrógeno 
  
c) Cadena de fósforo d) SST y Coliformes Totales 
 
Figura 40 Bandas de incertidumbre a la salida del tramo 
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a) OD y DBO b) Cadena de nitrógeno 
  
c) Cadena de fósforo d) SST y Coliformes Totales 
 
Figura 41 Bandas de incertidumbre a la salida del subtramo 1 
 
  
a) OD y DBO b) Cadena de nitrógeno 
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c) Cadena de fósforo d) SST y Coliformes Totales 
 
Figura 42 Bandas de incertidumbre a la salida del subtramo 2 
 
1.2.3 Tramo 9-10-11, Campaña 1 
 
Figura 43 Diagrama de dispersión 
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Figura 44 Distribuciones posteriores de probabilidad 
 
 
 
Figura 45 Análisis de sensibilidad regional 
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a) OD y DBO b) Cadena de nitrógeno 
  
c) Cadena de fósforo d) SST y Coliformes Totales 
 
Figura 46 Bandas de incertidumbre a la salida del tramo 
 
  
a) OD y DBO b) Cadena de nitrógeno 
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c) Cadena de fósforo d) SST y Coliformes Totales 
 
Figura 47 Bandas de incertidumbre a la salida del subtramo 1 
 
  
a) OD y DBO b) Cadena de nitrógeno 
  
c) Cadena de fósforo d) SST y Coliformes Totales 
 
Figura 48 Bandas de incertidumbre a la salida del subtramo 2 
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1.2.4 Tramo 9-10-11, Campaña 2 
 
Figura 49 Diagrama de dispersión 
 
 
 
Figura 50 Distribuciones posteriores de probabilidad 
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Figura 51 Análisis de sensibilidad regional 
 
  
a) OD y DBO b) Cadena de nitrógeno 
  
c) Cadena de fósforo d) SST y Coliformes Totales 
 
Figura 52 Bandas de incertidumbre a la salida del tramo 
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a) OD y DBO b) Cadena de nitrógeno 
  
c) Cadena de fósforo d) SST y Coliformes Totales 
 
Figura 53 Bandas de incertidumbre a la salida del subtramo 1 
 
  
a) OD y DBO b) Cadena de nitrógeno 
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c) Cadena de fósforo d) SST y Coliformes Totales 
 
Figura 54 Bandas de incertidumbre a la salida del subtramo 2 
 
1.2.5 Tramo 34-35-36, Campaña 3 
 
Figura 55 Diagrama de dispersión 
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Figura 56 Distribuciones posteriores de probabilidad 
 
 
Figura 57 Análisis de sensibilidad regional 
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a) OD y DBO b) Cadena de nitrógeno 
  
c) Cadena de fósforo d) SST y Coliformes Totales 
 
Figura 58 Bandas de incertidumbre a la salida del tramo 
 
  
a) OD y DBO b) Cadena de nitrógeno 
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a) Cadena de fósforo b) SST y Coliformes Totales 
 
Figura 59 Bandas de incertidumbre a la salida del subtramo 1 
 
  
a) OD y DBO b) Cadena de nitrógeno 
  
c) Cadena de fósforo d) SST y Coliformes Totales 
 
Figura 60 Bandas de incertidumbre a la salida del subtramo 2 
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2 ALGORITMO SCE-UA (SALIDA MÚLTIPLE) 
2.1 Tramo 5-6-7, Campaña 1 
 
Figura 61 Diagrama de dispersión 
 
 
 
Figura 62 Distribuciones posteriores de probabilidad 
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Figura 63 Análisis de sensibilidad regional 
 
  
a) OD y DBO b) Cadena de nitrógeno 
  
c) Cadena de fósforo d) SST y Coliformes Totales 
 
Figura 64 Bandas de incertidumbre a la salida del tramo 
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a) OD y DBO b) Cadena de nitrógeno 
  
c) Cadena de fósforo d) SST y Coliformes Totales 
 
Figura 65 Bandas de incertidumbre a la salida del subtramo 1 
 
  
a) OD y DBO b) Cadena de nitrógeno 
O
x
íg
e
n
o
 D
is
u
e
lt
o
[m
g
O
2
/L
]
0 2 4 6 8 10
2
3
4
5
D
B
O
u
 [
m
g
O
2
/L
]
Tiempo [hr]
0 2 4 6 8 10
5
10
15
20
N
. 
o
rg
á
n
ic
o
[m
g
N
/L
]
0 2 4 6 8 10
2
4
6
N
. 
a
m
o
n
ia
c
a
l
[m
g
N
/L
]
0 2 4 6 8 10
2
4
6
N
it
ra
to
s
[m
g
N
/L
]
Tiempo [hr]
0 2 4 6 8 10
0.25
0.3
0.35
F
. 
o
rg
á
n
ic
o
 [
m
g
P
/L
]
0 2 4 6 8 10
0.2
0.3
0.4
0.5
F
. 
in
o
rg
á
n
ic
o
 [
m
g
P
/L
]
Tiempo [hr]
0 2 4 6 8 10
0.05
0.1
0.15
S
S
T
 [
m
g
/L
]
0 2 4 6 8 10
10
20
30
C
. 
to
ta
le
s
 [
U
F
C
/1
0
0
m
L
]
Tiempo [hr]
0 2 4 6 8 10
10
4
O
x
íg
e
n
o
 D
is
u
e
lt
o
[m
g
O
2
/L
]
0 2 4 6 8 10
2
3
4
D
B
O
u
 [
m
g
O
2
/L
]
Tiempo [hr]
0 2 4 6 8 10
5
10
15
20
N
. 
o
rg
á
n
ic
o
[m
g
N
/L
]
0 2 4 6 8 10
2
4
N
. 
a
m
o
n
ia
c
a
l
[m
g
N
/L
]
0 2 4 6 8 10
2
4
6
N
it
ra
to
s
[m
g
N
/L
]
Tiempo [hr]
0 2 4 6 8 10
0.25
0.3
0.35
0.4
0.45
 
 
  
c) Cadena de fósforo d) SST y Coliformes Totales 
 
Figura 66 Bandas de incertidumbre a la salida del subtramo 2 
 
2.2 Tramo 5-6-7, Campaña 2 
 
Figura 67 Diagrama de dispersión 
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Figura 68 Distribuciones posteriores de probabilidad 
 
 
Figura 69 Análisis de sensibilidad regional 
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a) OD y DBO b) Cadena de nitrógeno 
  
c) Cadena de fósforo d) SST y Coliformes Totales 
 
Figura 70 Bandas de incertidumbre a la salida del tramo 
 
  
a) OD y DBO b) Cadena de nitrógeno 
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c) Cadena de fósforo d) SST y Coliformes Totales 
 
Figura 71 Bandas de incertidumbre a la salida del subtramo 1 
 
  
a) OD y DBO b) Cadena de nitrógeno 
  
c) Cadena de fósforo d) SST y Coliformes Totales 
 
Figura 72 Bandas de incertidumbre a la salida del subtramo 2 
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2.3 Tramo 9-10-11, Campaña 1 
 
Figura 73 Diagrama de dispersión 
 
 
Figura 74 Distribuciones posteriores de probabilidad 
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Figura 75 Análisis de sensibilidad regional 
 
  
a) OD y DBO b) Cadena de nitrógeno 
  
c) Cadena de fósforo d) SST y Coliformes Totales 
 
Figura 76 Bandas de incertidumbre a la salida del tramo 
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a) OD y DBO b) Cadena de nitrógeno 
  
c) Cadena de fósforo d) SST y Coliformes Totales 
 
Figura 77 Bandas de incertidumbre a la salida del subtramo 1 
 
  
a) OD y DBO b) Cadena de nitrógeno 
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c) Cadena de fósforo d) SST y Coliformes Totales 
 
Figura 78 Bandas de incertidumbre a la salida del subtramo 2 
 
2.4 Tramo 9-10-11, Campaña 2 
 
 
Figura 79 Diagrama de dispersión 
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Figura 80 Distribuciones posteriores de probabilidad 
 
 
 
Figura 81 Análisis de sensibilidad regional 
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a) OD y DBO b) Cadena de nitrógeno 
  
c) Cadena de fósforo d) SST y Coliformes Totales 
 
Figura 82 Bandas de incertidumbre a la salida del tramo 
 
  
a) OD y DBO b) Cadena de nitrógeno 
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c) Cadena de fósforo d) SST y Coliformes Totales 
 
Figura 83 Bandas de incertidumbre a la salida del subtramo 1 
 
  
a) OD y DBO b) Cadena de nitrógeno 
  
c) Cadena de fósforo d) SST y Coliformes Totales 
 
Figura 84 Bandas de incertidumbre a la salida del subtramo 2 
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2.5 Tramo 34-35-36, Campaña 3 
 
Figura 85 Diagrama de dispersión 
 
 
 
Figura 86 Distribuciones posteriores de probabilidad 
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Figura 87 Análisis de sensibilidad regional 
 
  
a) OD y DBO b) Cadena de nitrógeno 
  
c) Cadena de fósforo d) SST y Coliformes Totales 
 
Figura 88 Bandas de incertidumbre a la salida del tramo 
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a) OD y DBO b) Cadena de nitrógeno 
  
c) Cadena de fósforo d) SST y Coliformes Totales 
 
Figura 89 Bandas de incertidumbre a la salida del subtramo 1 
 
  
a) OD y DBO b) Cadena de nitrógeno 
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c) Cadena de fósforo d) SST y Coliformes Totales 
 
Figura 90 Bandas de incertidumbre a la salida del subtramo 2 
 
3 ALGORITMO SCEM-UA (SALIDA ÚNICA) 
3.1 Tramo 5-6-7, Campaña 1 
 
 
b) Fósforo 
 
a) OD, DBO y Nitrógeno c) SST y Coliformes Totales 
 
 
Figura 91 Evolución del criterio de Gelman y Rubin 
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Figura 92 Diagrama de dispersión 
 
 
 
Figura 93 Distribuciones posteriores de probabilidad 
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Figura 94 Análisis de sensibilidad regional 
 
  
a) OD y DBO b) Cadena de nitrógeno 
  
c) Cadena de fósforo d) SST y Coliformes Totales 
 
Figura 95 Bandas de incertidumbre a la salida del tramo 
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a) OD y DBO b) Cadena de nitrógeno 
  
c) Cadena de fósforo d) SST y Coliformes Totales 
 
Figura 96 Bandas de incertidumbre a la salida del subtramo 1 
 
  
a) OD y DBO b) Cadena de nitrógeno 
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c) Cadena de fósforo d) SST y Coliformes Totales 
 
Figura 97 Bandas de incertidumbre a la salida del subtramo 2 
 
3.2 Tramo 5-6-7, Campaña 2 
 
 
c) Fósforo 
 
b) OD, DBO y Nitrógeno d) SST y Coliformes Totales 
 
Figura 98 Evolución del criterio de Gelman y Rubin 
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Figura 99 Diagrama de dispersión 
 
 
 
Figura 100 Distribuciones posteriores de probabilidad 
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Figura 101 Análisis de sensibilidad regional 
 
  
a) OD y DBO b) Cadena de nitrógeno 
  
c) Cadena de fósforo d) SST y Coliformes Totales 
 
Figura 102 Bandas de incertidumbre a la salida del tramo 
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a) OD y DBO b) Cadena de nitrógeno 
  
c) Cadena de fósforo d) SST y Coliformes Totales 
 
Figura 103 Bandas de incertidumbre a la salida del subtramo 1 
 
  
a) OD y DBO b) Cadena de nitrógeno 
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c) Cadena de fósforo d) SST y Coliformes Totales 
 
Figura 104 Bandas de incertidumbre a la salida del subtramo 2 
 
3.3 Tramo 9-10-11, Campaña 1 
 
 
d) Fósforo 
 
c) OD, DBO y Nitrógeno e) SST y Coliformes Totales 
 
Figura 105 Evolución del criterio de Gelman y Rubin 
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Figura 106 Diagrama de dispersión 
 
 
 
Figura 107 Distribuciones posteriores de probabilidad 
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Figura 108 Análisis de sensibilidad regional 
 
  
a) OD y DBO b) Cadena de nitrógeno 
  
c) Cadena de fósforo d) SST y Coliformes Totales 
 
Figura 109 Bandas de incertidumbre a la salida del tramo 
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a) OD y DBO b) Cadena de nitrógeno 
  
c) Cadena de fósforo d) SST y Coliformes Totales 
 
Figura 110 Bandas de incertidumbre a la salida del subtramo 1 
 
  
a) OD y DBO b) Cadena de nitrógeno 
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c) Cadena de fósforo d) SST y Coliformes Totales 
 
Figura 111 Bandas de incertidumbre a la salida del subtramo 2 
 
3.4 Tramo 9-10-11, Campaña 2 
 
 
 
e) Fósforo 
 
d) OD, DBO y Nitrógeno f) SST y Coliformes Totales 
 
Figura 112 Evolución del criterio de Gelman y Rubin 
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Figura 113 Diagrama de dispersión 
 
 
 
Figura 114 Distribuciones posteriores de probabilidad 
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Figura 115 Análisis de sensibilidad regional 
 
  
a) OD y DBO b) Cadena de nitrógeno 
  
c) Cadena de fósforo d) SST y Coliformes Totales 
 
Figura 116 Bandas de incertidumbre a la salida del tramo 
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a) OD y DBO b) Cadena de nitrógeno 
  
c) Cadena de fósforo d) SST y Coliformes Totales 
 
Figura 117 Bandas de incertidumbre a la salida del subtramo 1 
 
  
a) OD y DBO b) Cadena de nitrógeno 
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c) Cadena de fósforo d) SST y Coliformes Totales 
 
Figura 118 Bandas de incertidumbre a la salida del subtramo 2 
 
3.5 Tramo 34-35-36, Campaña 3 
 
 
f) Fósforo 
 
e) OD, DBO y Nitrógeno g) SST y Coliformes Totales 
 
Figura 119 Evolución del criterio de Gelman y Rubin 
 
F
. 
o
rg
á
n
ic
o
 [
m
g
P
/L
]
0 2 4 6 8 10
0.1
0.15
0.2
F
. 
in
o
rg
á
n
ic
o
 [
m
g
P
/L
]
Tiempo [hr]
0 2 4 6 8 10
0.08
0.1
0.12
0.14
0.16
0.18
S
S
T
 [
m
g
/L
]
0 2 4 6 8 10
10
20
30
40
50
C
. 
to
ta
le
s
 [
U
F
C
/1
0
0
m
L
]
Tiempo [hr]
0 2 4 6 8 10
10
4
0 1000 2000 3000 4000 5000
1
1.5
2
G
R
 (
B
3
)
0 1000 2000 3000 4000 5000
1
1.5
2
G
R
 (
S
4
)
0 1000 2000 3000 4000 5000
1
1.5
2
G
R
 (
B
1
)
0 1000 2000 3000 4000 5000
1
1.5
2
G
R
 (
k
n
d
)
0 1000 2000 3000 4000 5000
1
1.5
2
G
R
 (
k
d
)
0 1000 2000 3000 4000 5000
1
1.5
2
G
R
 (
k
s
)
Número de simulaciones
0 1000 2000 3000 4000 5000
1
1.5
2
G
R
 (
B
4
)
0 1000 2000 3000 4000 5000
1
1.5
2
G
R
 (
S
5
)
Número de simulaciones
0 500 1000 1500 2000 2500
1
1.5
2
G
R
 (
v
s
s
)
0 500 1000 1500 2000 2500
1
1.5
2
G
R
 (
v
s
)
Número de simulaciones
 
 
 
Figura 120 Diagrama de dispersión 
 
 
 
Figura 121 Distribuciones posteriores de probabilidad 
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Figura 122 Análisis de sensibilidad regional 
 
  
a) OD y DBO b) Cadena de nitrógeno 
  
c) Cadena de fósforo d) SST y Coliformes Totales 
 
Figura 123 Bandas de incertidumbre a la salida del tramo 
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a) OD y DBO b) Cadena de nitrógeno 
  
c) Cadena de fósforo d) SST y Coliformes Totales 
 
Figura 124 Bandas de incertidumbre a la salida del subtramo 1 
 
  
a) OD y DBO b) Cadena de nitrógeno 
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c) Cadena de fósforo d) SST y Coliformes Totales 
 
Figura 125 Bandas de incertidumbre a la salida del subtramo 2 
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