Purpose: To develop a novel technique for reliable quantification of bone marrow fat content and composition using in vivo MR spectroscopy (MRS). Methods: An MRS quantification method combining both advantages of Voigt line shape model and time-domain analysis was developed. The proposed method was tested using computer-simulated data and in vivo data acquired at lumbar vertebral bodies of 23 subjects (age, 83.8 6 3.7 y; male, n ¼ 13; female, n ¼ 10) from L1 to L4. Reliability and reproducibility were calculated for the quantification results. Comparisons between the proposed method and some conventional methods were conducted. Results: Low mean absolute percentage errors and low mean coefficients of variation for computer simulations suggest that the proposed method is accurate and precise. By using this method, marrow fat content can be quantified reliably, even for data with low spectral resolution and low signal-to-noise ratio (SNR). Unsaturation level can be reliably quantified for data with moderate spectral resolution and moderate SNR. Results obtained from in vivo data using the proposed method demonstrated better model fit than conventional methods. Conclusion: The method proposed in this study has better performance than conventional methods in the quantification of bone marrow MRS data and has great potential for wide applications of studying marrow fat content and composition.
INTRODUCTION
Bone marrow fat plays active roles in bone quantity, bone quality, and the hematopoietic system (1, 2) . Both MRI and MR spectroscopy (MRS) have been used as noninvasive techniques for in vivo study of bone marrow fat (3) (4) (5) (6) . Compared with MRI, MRS provides more subtle information that enables quantitative study of fat composition. By quantifying the fat and water components measured using MRS, biomarkers such as fat content (FC; the ratio of fat to the sum of water and fat, also called fat fraction) and unsaturation level (UL, ratio of unsaturated [olefinic] lipid to all lipids, also called unsaturation index) can be derived (7, 8) . These biomarkers have been applied to better understand marrow fat changes associated with diseases such as osteoporosis (8) (9) (10) (11) (12) (13) , anorexia nervosa (14, 15) , diabetes (16, 17) , heart disease (18), hypertension (19) , leukemia (20) , obesity (21) , and osteoarthritis (22) .
In practice, marrow fat quantification for in vivo MRS data is challenging due to line broadening caused by susceptibility differences between bone and marrow, and spectral superposition of peaks. The quantification of fat unsaturation is more difficult with respect to severe overlap of the peaks of olefinic lipid and water. Because the correlations found between fat unsaturation and diseases such as osteoporosis, diabetes, and anorexia nervosa have attracted more attention (8, 15, 16) , it is of great importance and interest to have fat unsaturation level and fat content quantified reliably.
Previous studies have introduced several strategies for MRS fat quantification, including integrating the area under water and lipid peaks (7, 9, 15, (23) (24) (25) , fitting the spectra in the frequency domain (11, 16, 17, 22) , and fitting the free induction decays (FIDs) in the time domain (8, 10, 13, (26) (27) (28) . Peak area integration requires no prior knowledge or assumptions and can be performed easily in the frequency domain; however, this strategy cannot separate the olefinic lipid peak from the water peak, and only FC can be roughly estimated. Fitting the components in either frequency-domain or time-domain can help to improve the quantification accuracy, and principles of the two kinds of fitting methods are quite similar. However, most of the frequency-domain methods are limited to fitting the real part of well-phased spectrum, because in the frequency-domain, an analytical expression of the imaginary part of some line shape rather than Lorentzian is usually unavailable (29) . Time-domain methods do not have such limitations, and line shape models and phase parameters can be easily incorporated in the model function. An ingenious frequency-domain method ("TDFD fitting") proposed by Slotboom et al. (30) combines both the advantages of frequency-and time-domain methods and is not restricted to absorption line fitting.
Another factor affecting fitting accuracy is line shape model selection. Obvious residual distortions were observed in previous studies where pure Lorentzian or pure Gaussian models were used (8,13,17), indicating systematic deficiency of the model function used for fitting. Due to imperfect shimming and susceptibility variations, experimental MRS data are better described by the Voigt model, which is the convolution of Lorentzian and Gaussian models (30) (31) (32) . Unfortunately, the Voigt model is not provided in mainstream time-domain quantification methods such as AMARES (33) (34) (35) . Recently, a Voigt model-based frequency-domain quantification method was proposed to quantify marrow fat in lumbar vertebrae and knees (11, 16, 17, 22) . The method employs an approximation by fitting a linear combination of normalized Lorentzian and Gaussian functions to the real part of the spectrum (32) . This method improved the quantification reliability to some extent; however, it still suffers from the issues of most frequency-domain methods, and their fitting residuals were still distorted.
To overcome the aforementioned challenges and to reliably quantify bone marrow MRS data, we present here a new method combining both advantages of Voigt line shape and time-domain analysis. In the method, prior knowledge of chemical shifts of water and lipids are embedded, allowing the method to be fully automated and highly efficient. Appropriate constraints on fitting parameters were included, making the method more robust. The goal of this study was to investigate the reliability and reproducibility of this method using computer simulations and in vivo data of MRS in lumbar vertebrae.
METHODS

Quantification Method
The complex raw data FID point y sampled at time point t can be expressed as:
where i is the imaginary unit, a is the amplitude, d is the damping, f is the resonance frequency, and F is the phase. Subscripts m ¼ 1, 2, . . ., M and n ¼ 1, 2, . . ., N represent the indices of data points and spectral components, respectively. The damping d is directly associated to spectral line shape and peak width (full width at half maximum). For pure Lorentzian line shapes, d is a con-
, whereas for pure Gaussian line shapes, d is proportional to the sampling time point
The method in this paper fits the FIDs (35) . The component parameters a, d, f, and F can be solved by iteratively minimizing the distance between observed and fitted data points (v 2 , chi-square) with a nonlinear leastsquares routine for d, f, and F in the exponential function and, alternately, with a linear routine for the amplitude a (33) (34) (35) .
Seven peaks including the water peak (W) at 4.7 ppm and six lipid peaks (I-VI) emerged at 0.9, 1.3, 2.1, 2.8, 4.2, and 5.3 ppm were quantified (Fig. 1b) , referred to the assignment in previous studies (18, 19, 26) (i.e., the peaks I, IV, V, and VI were assigned to the resonance of lipids at 0.9 ppm [-(CH 2 ) n -CH 3 ). This prior knowledge about peak positions is embedded in our method as starting values for fitting. We found that unconstrained optimization may also achieve good regression; however, sometimes the results could be meaningless. To eliminate meaningless solutions, appropriate constraints need to be applied to the component parameters, such as nonnegativity constraints on the amplitude and the damping coefficients and dual-bound constraints on the peak positions allowing 6 0.1 ppm chemical shift tolerance. The constraints are realized via the logarithmic barrier algorithm (36) in the nonlinear least-squares routine and via the NNLS algorithm (37) 
To our knowledge, this is the first time that the true Voigt line shape model instead of an approximated one is employed to quantify bone marrow MRS data using time domain quantification. Although time-domain methods can be sensitive to the starting values, the prior knowledge and the constraints applied in our method can reduce the uncertainty and enhance the robustness and reliability of bone marrow fat quantification. All fitting codes were developed using MATLAB (MathWorks, Natick, Massachusetts, USA). The computation time for one spectrum is around 5 s on a modern PC (CPU: 3.60 GHz Â 8; RAM: 15.4 GB). The processing procedure is fully automated and simply requires the input of timedomain data.
Unsaturated Lipid Resolution Grading
One of the major difficulties in the quantification of the unsaturated lipid is its close superposition with the water resonance. In a worst-case scenario, the olefinic lipid peak is hidden under the wing of the water peak. To investigate the reliability of the new method for MRS data with different levels of peak overlapping, a grading system was developed for evaluating the resolution of unsaturated lipids as grades 0, 1, and 2, representing well-resolved (i.e., the tip of the olefinic lipid peak is clearly seen), partially resolved (i.e., only an olefinic lipid shoulder can be seen), and not resolved (i.e., the olefinic lipid resonance is totally invisible), respectively ( Fig. 2 ). Simulation data with the three resolution grades were generated to test the reliability of the proposed method, as discussed in detail in the following section. The grading system was then applied to bone marrow MRS data collected in the in vivo study. Two researchers graded the lipid resolution independently.
Computer Simulations
Synthetic data were generated following the timedomain model function of FID (Equation [1] ). In each dataset, seven components were included in the model. Component parameters such as peak amplitudes, widths, and chemical shifts were randomly picked in a reasonable range mimicking in vivo human bone marrow MRS data (FC ranged from 30% to 90%; UL ranged from 1% to 15%; full width at half maximum ranged from 0.2 to 0.5 ppm; line shape ranged from pure Lorentzian [d L > 0;
; chemical shifts with deviations ranged from -0.05 to 0.05 ppm). In the beginning, 300 noise free synthetic datasets with three unsaturated lipid resolution grades were generated (100 datasets for each grade). After that, Monte Carlo simulation was performed by adding 30 sets of randomly synthesized white Gaussian noise with three noise levels (signal-to-noise ratio [SNR] ¼ 500, 200, and 100) to each noise free dataset (10 noise sets for each level), resulting in a total of 9000 synthetic datasets. In this study, SNR is defined as the ratio of the modulus of the largest signal to that of noise in the time domain. The synthetic datasets were quantified using our new method compared with a conventional two-peak Lorentzian model time-domain fitting, which was commonly used in previous studies (10, 13, 38, 39) . Note that UL cannot be quantified using the conventional method since only two peaks (centered at about 1.3 and 4.7 ppm) are fitted to the spectrum. 
In Vivo Study
In vivo MRS data were collected using a 1.5T instrument (GE Healthcare, Milwaukee, Wisconsin, USA) with an eight-channel cervical-thoracic-lumbar spine coil (using the lowest three elements [GE Healthcare]). Twenty-three subjects (male, n ¼ 13; female, n ¼ 10; age, 83.8 6 3.7 y) from the Age Gene/Environment Susceptibility (AGES)-Reykjavik cohort study in Iceland were included in the study. The AGES-Reykjavik study design is described in detail elsewhere (40) . Among the 23 subjects, three were scan-rescanned on the same day with repositioning in between for evaluating reproducibility. Before the acquisition of MRS data, MR imaging with standard clinical sagittal T 2 -weighted fast spin echo sequence (repetition time ¼ 5000 ms, echo time ¼ 87 ms, field of view ¼ 22 cm, slice thickness ¼ 6 mm, echo train length ¼ 32) was performed to visually assess the lumbar vertebrae and prescribe the spectral acquisition box (Fig. 1) .
After imaging, single-voxel MRS data were acquired at lumbar vertebral bodies from L1 to L4 using the PRESS (point-resolved spectroscopy) sequence (repetition time-¼ 3000 ms, echo time ¼ 35 ms, 64 averages without water suppression, number of data points ¼ 2048,
, spectral width ¼ 2500 Hz). The PRESS box was positioned in the middle of the vertebral body with a constant box size throughout the study. For all the in vivo MRS data, an average SNR around 500 was achieved. The in vivo data were quantified using the Voigt model quantification. To find out which model is more adaptive to bone marrow MRS data, pure Lorentzian and pure Gaussian models were also tested on 10 randomly picked datasets. Starting values such as resonance frequencies and peak widths were exactly the same for the three models.
Statistical Analyses
Serving as indicators representing the accuracy and reliability of the methods, the percentage error (PE) and absolute percentage error (APE) were calculated for simulation data using the quantification results compared with the ground truth [i.e., PE ¼ (quantified FC or ULtrue FC or UL)/true FC or UL Â 100% and APE ¼ j PE j]. Coefficients of variation (CV) were calculated for both simulation and experimental datasets as CV ¼ standard deviation of quantified FC or UL/mean value of quantified FC or UL Â 100%, indicating the reproducibility of the methods. For simulation data, one CV was calculated for every 10 noisy datasets constructed of the same ground truth and the same noise level. For experimental data, CVs were calculated for scan and rescan datasets. Cohen's kappa test was performed to measure interobserver agreement in unsaturated lipid resolution grading. Pearson's r tests were performed to study the correlation between FCs obtained by the proposed method (sevenpeak Voigt model) and the conventional method (twopeak Lorentzian model) for simulation data, and the correlations between FC and UL and their correlations with age for in vivo data. Two-tailed t tests were performed to study the differences between FCs and ULs of different vertebral bodies and the differences between male and female subjects. Statistical significance was defined as P < 0.05. Table 1 provides the mean percentage errors (MPEs), mean absolute percentage errors (MAPEs), and mean coefficients of variation (MCVs) calculated for FC and UL obtained from simulation data using the developed method and using two-peak Lorentzian model fitting.
RESULTS
Simulation Data
For FC quantified using our new method, low MPEs and MAPEs were observed in all three unsaturated lipid resolution grades with all three noise levels (j MPE j < 3%; MAPE < 5%). Low MCVs in 500-and 200-SNR cases (<2%) and moderate MCVs in 100-SNR cases (<10%) were observed.
For FC quantified using 2-peak Lorentzian model fitting, MPEs around -10% were observed in all three resolution grades with all three noise levels. For each MPE, its associated MAPE was exactly its opposite number. The MCVs were very low in 500-and 200-SNR cases (<0.3%) but increased significantly in 100-SNR cases (>13%). The FC obtained by the proposed method (seven-peak Voigt model, FC) were significantly correlated to the conventional method (two-peak Lorentzian model, FC*) (R ¼ 0.979, P < 10 -9 ). The linear relation was FC* (%) ¼ 0.983 Â FC (%) -5.285, as shown in Figure 3 .
For UL, low MPEs and moderate MAPEs were observed in simulation data graded as 0 and 1 with 500-and 200-SNR noise levels (j MPE j < 3%; MAPE < 13%). The MAPEs were high in grade 2 and 100-SNR cases (>17%). The MCVs were low in 500-SNR cases (<4%), moderate in 200-SNR cases (<11%), and high in 100-SNR cases (>30%), regardless of the unsaturation lipid resolution grade.
In Vivo Data
Among the 92 in vivo datasets collected from 23 subjects, 18 spectra were assessed as unsaturation lipid resolution grade 0 (well resolved), 65 as grade 1 (partially resolved), and nine as grade 2 (not resolved). A kappa value of 0.88 was observed for the grading results, indicating very good interobserver agreement. Based on the simulation results, marrow fat quantification was performed on 83 datasets with grade 2 spectra removed from the database.
For the 10 datasets that were randomly picked, the fitting root-mean-square errors (RMSE) obtained by Voigt model were lower than those obtained by pure Lorentzian or pure Gaussian model (Table 2 ). Figure 4 shows the fitting results of an MR spectrum collected from the L2 vertebral body of a 95-year-old female subject using the three models. Compared with pure Lorentzian and pure Gaussian models, the overall fitting RMSE obtained by Voigt model was reduced by 33.8% and 32.3%, respectively.
For the 83 datasets, the FCs were 60.9% 6 7.5%, ranging from 45.1% to 77.6% while the ULs were 3.8% 6 1.3%, ranging from 1.7% to 10.3% (Table 3 ). Low CVs of FC (1.5% 6 1.5%) and UL (5.1% 6 3.6%) were observed in the three subjects who were rescanned.
FCs of different vertebral bodies were significantly correlated with each other (Table 4 ) and an increasing trend of marrow FC from L1 to L4 was observed (Table 3) . No significant correlation or significant difference was found between ULs of different vertebral bodies. Significantly higher average FCs (P < 0.05) and lower average ULs (P < 0.05) were found in female subjects compared with male subjects (Table 3) . In this study, no correlation was found between age and FC or between age and UL.
DISCUSSION
In this study, we developed a novel quantification method for the analysis of marrow fat composition using in vivo MR spectroscopy. Results obtained from both simulation and in vivo human data showed good reliability and reproducibility of the proposed method, as well as its significant advantages over conventional methods. In particular, this method allows reliable quantification of unsaturated lipids even at 1.5T, a difficult challenge with previous methods.
Computer simulations demonstrate that the FCs quantified using our proposed method are very reliable in general ( Table 1) . The PEs and APEs were low for all unsaturated lipid resolution grades and noise levels. The CVs were very low in 500-and 200-SNR cases; however, they were less optimal when SNR ¼ 100, though they were still under 10%.
In comparison, the conventional method (two-peak Lorentzian model) has excellent reproducibility for data with high or moderate SNR. However, for 100-SNR datasets, the CVs were much higher than those obtained by the new method, indicating the conventional method is less robust and more sensitive to noise perturbation. Furthermore, it should be noted that the conventional method is systematically biased. It consistently underestimates FC as inferred by the fact that the MPEs were always negative and exactly the additive inverse of their associated MAPEs. This is mainly caused by the ignorance of the glycerol and the olefinic lipid peaks during quantification, which leads to the overestimation of water content. The significant correlation (Fig. 3) between the FCs obtained by our method and the conventional two-peak method suggests that applying both methods to a clinical or research study based on marrow fat quantification may yield comparable results in the connection between fat content and disease, despite the inaccuracy of the conventional method.
The PEs, APEs, and CVs of UL demonstrate that our method is reliable and reproducible without obvious systematic bias when quantifying UL for well-resolved and partially resolved spectra with good or moderate data SNR. However, these statistical indicators were much higher than those for FC quantification, suggesting that it is more challenging to quantify fat composition than overall FC in vivo. According to the definitions of FC and UL (Equations [2] and [3] ), the quantification accuracy is majorly attributed to the accuracy of the amplitudes of water and its neighboring lipids (glycerol and olefinic). Identification of the two peaks at their overlapping part is vulnerable to data quality, especially in low SNR cases where the noise and the signals rising from the olefinic lipid may have approximate amplitudes. Because in bone marrow MRS the concentration of water is usually much higher than that of the olefinic lipid, the identification error at the overlapping part is expected to cause more deviation for UL than for FC.
The overall simulation results in Table 1 illustrate a trend that PE, APE, and CV increase as unsaturated lipid resolution grade increases or data SNR decreases. The trend indicates that reliably quantifying the marrow fat can be difficult when spectral resolution is low and/or data SNR is poor. CV seems to be more susceptible to noise when compared with PE and APE, raising the requirement of ensuring data SNR for good precision and reproducibility.
For in vivo bone marrow MRS data, no apparent indicators representing quantification accuracy such as PE or ), and (c) pure Gaussian (FC ¼ 79.3%; UL ¼ 6.2%; RMSE ¼ 2.022 Â 10 6 ) line shape models. Blue, red, and green curves represent the experimental spectrum, the fitted spectrum, and the spectra of separated components, respectively. Fitting residuals are plotted in black and enlarged in panels (d), (e), and (f). APE can be derived because the ground truth of component amplitudes is not known a priori. Significantly lower RMSEs obtained by our method using the Voigt model compared with Lorentzian and Gaussian models agreed well with the results of previous studies that applied the Voigt model in the frequency domain (31, 41) . In addition, as illustrated in Figure 4 , the fitting residuals obtained by the Voigt model distributed randomly, whereas obvious residual distortions were observed in Lorentzian and Gaussian models. It can be expected that more parameters included in the fitting procedure will lead to better fits at the expense of larger uncertainty of the parameters. However, the Voigt model widely observed in NMR/MRS has been well studied for decades, and the physical ground that Gaussian broadening caused by the imperfection of data acquisition system affects ideal Lorentzian lines stands firmly. Moreover, the Voigt model is self-adaptive to pure Lor-
This comparison indicates that the Voigt line shape is more realistic for in vivo bone marrow MR spectra and that it reduces the systematic errors of Lorentzian and Gaussian models. Note that supposing the Voigt model results are correct, Lorentzian model fitting underestimates FC and UL, whereas Gaussian model fitting overestimates them (Table 2) . Based on the unsaturated lipid resolution grading system we proposed, 90.2% of the in vivo spectra were wellresolved (grade 0) or partially resolved (grade 1). Only 9.8% were assessed as not resolved (grade 2) and were excluded from quantifying the marrow composition. Furthermore, the data were collected at 1.5T, while better spectral resolution and lower percentage of data exclusion are expected at a high field strength such as 3T, which is widely available for clinical and research studies worldwide. This suggests that the proposed method can be potentially applied in larger scale clinical studies without excluding a significant amount of data.
With those spectra assessed as grade 2 (unsaturated lipid not resolved) excluded, the situations of remaining in vivo datasets were within the range (SNR ! 200, grade 1) that FC and UL can be reliably quantified using our method referred to the simulation results. The CVs calculated for scan and rescan data were lower than those reported in a previous study (11) in which a frequencydomain method was employed (CVs of FC: 1.5% versus 1.7%; CVs of UL: 5.1% versus 10.7%), indicating better in vivo precision and reproducibility of the proposed method, especially for the quantification of UL.
For our in vivo data, an increasing trend of FC was observed from L1 to L4, which was first reported by Liney et al. (9) and confirmed in subsequent studies (11, 17) . This may reflect the "peripheral to axial" conversion from red to yellow marrow with increasing age, or it could be explained by increasing loading experienced from superior (L1) to inferior (L4). Interestingly, no such trend was observed for UL. This result suggests that marrow fat distribution is more susceptible to the loading variation among different vertebral bodies, whereas fat composition stays relatively consistent or may be affected by other factors. This may also suggest that in a large-scale study, if one vertebral body level data for UL is excluded due to poor data quality, it will not systematically affect the average values of the remaining vertebral bodies.
The result that FCs of different vertebral bodies significantly correlated with each other (Table 4 ) was consistent with previously reported findings (11, 17) , whereas no such correlation was found in UL among different levels of vertebral bodies.
Significantly higher FCs observed in female subjects agreed well with the finding that contrary to young subjects, women older than 60 years have higher marrow fat contents than men (10) . In accordance with the inverse relationship between UL and FC reported by Yeung et al. (8) , we also observed lower ULs in female subjects compared with male subjects. In this study, we did not find a significant correlation between FC and age as reported in previous studies (9, 10, 23) . This is probably because of the rather narrow age range of our subjects (79-95 y).
Despite the promising results, there are some limitations of our study, such as the lack of a gold standard for in vivo data and the small size of scan/rescan data for the investigation of in vivo reproducibility. Meanwhile, the acquisition parameters for in vivo study can be further optimized (e.g., by reducing the number of repetitions to save scan time based on the result that fat content and composition can be reliably quantified for bone marrow MRS data with SNR ! 200 using the proposed method). In this study, we focused on the effect of data processing (model selection) rather than data acquisition (e.g., PRESS versus STEAM, chemical shift displacement) on the quantification results. A single echo time was used for MRS data acquisition, and data correction for T 2 (27, 42) was not available.
In conclusion, we have developed a Voigt modelbased time-domain quantification method for the analysis of bone marrow MRS data. Computer simulation verified excellent reliability and reproducibility for the quantification of marrow FC and UL even for spectra with partially resolved unsaturated lipids. Results from in vivo data confirmed reproducibility of the method and improved model fit compared with conventional methods. Significant superiority of the proposed method suggests its potential of wide application.
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