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RESUMO
0 objetivo anunciado no título desta tese é realizado 
do seguinte modo:
No Capítulo I selecionamos definições de estruturas al 
gebricas e de álgebra linear que usaremos nos capítulos poste­
riores .
No Capítulo II introduzimos a noção de álgebra de
Clifford. Estabelecemos a sua unicidade (a menos de isomorfismo) 
e determinamos a sua dimensão.
No Capítulo III tratamos da existincia das álgebras de 
Clifford por meio de uma construção matricial explícita e formu­
lamos uma série de critérios e teoremas que reduzem esta constru 
ção aos casos em que o espaço ortogonal é de dimensão menor que 5.
Finalmente, no Capítulo IV aplicamos os resultados ob­
tidos na construção do recobrimento do grupo Spin(n) pelo grupo 
SO.(n) e na construção da seqüência de Radon-Hurwitz-Eckmann.
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ABSTRACT
The objective announced in the title of the thesis is 
realized in the following way:
In chapter I we recall the notions and results of 
linear algebra as well algebraic structures that will be used in 
subsequent chapteres.
In chapter II we introduce the concept of the Clifford 
algebra, establish its unicity (up to isomorphism) and determine 
its dimension.
In chapter III we deal with the existence of Clifford 
algebra by means of on explicit matrix construction. Then we 
formulate a series of criterions and theorems which reduce the 
constructions to cases with orthogonal spaces of dimensions 
smaller than 5.
Finally, in chapter IV we apply the obtained results 
to construct (i) the cover Spin(n) of the group SO(n) and (ii) 
the sequence Hurwitz-Radon-Eclcmann.
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INTRODUÇÃO
Neste trabalho, construiremos as Algebras Reais Univer
sais de Clifford ]R para espaços ortogonais reais não-degenera-
P jQ.
dos Representaremo-as como álgebras (reais) matriciais com
coeficientes nos corpos ]R e I ou nos anéis , H  e . Usaremos 
como ferramenta principal o produto tensorial de álgebras^
Construiremos também a seqüência de Radon-Hurwitz e o 
recobrimento do grupo Spin(n) pelo grupo SO(n, 3R).
CAPÍTULO I - PRELIMINARES
Algebras e Automorfismos
Uma álgebra sobre um corpo K  ë um anel associativo A, 
que é um espaço linear sobre K  tal que X(ab) = (Xa)b = a(Xb), pa 
ra todos a,b C A e  X C K .
Uma álgebra A sobre IK é comutativa se o anel A é comuta 
tivo. Dizemos que A i uma álgebra com unidade se existe A
tal que a = a = a., para todo a G. A. Se um tal elemen­
to existe ele é único e i chamado unidade de A.
Um subconjunto B de uma álgebra A sobre K  e uma subálge 
bra de A se B é um subespaço linear de A e ao mesmo tempo um sub 
anel de A.
Um elemento a de uma álgebra A com unidade é invertível
se existe a * €1 A tal que aa' = a'a = Neste caso a' C  A e
- —1 —1 único e sera denotado por a . Claramente, G(A) = {g A:g exi£
te} é um grupo, pois o anel A é associativo.
A dimensão de uma álgebra A sobre ]K é a sua dimensão co
mo espaço linear sobre ]K, anotada por dim (ou dim A quando
não houver dúvida sobre o corpo ]K). Para cada inteiro positivo
p ^ 1 (p G  ]N*), definimos a álgebra A^ indutivamente: A^ = A,
A^ "'’^ = A^ X A, com a estrutura obvia de anel.
Centro;
Seja A uma álgebra sobre ]K. 0 centro de A, denotado por 
Z(A), e o conjunto Z(A) = {a £  A: ax = xa, Vx G A } .  Obviamen­
te, Z(A) e uma subálgebra de A.
Verifica-se facilmente, que o centro da álgebra ]K(n) 
das matrizes n X n  sobre K  consiste das matrizes AIj^  onde X ^  3K
e é a matriz unidade n X h definida por:
r
1 se i = j
Seja A um anel, denotamos por A(n) o conjunto das matr^ 
zes n X n  com coeficientes em A. Para que A(n) seja um anel, bas­
ta definirmos em A(n) as operações usuais de adição e multiplica 
ção de ]K(n). Note que, em geral não podemos definir a função 
det: A(n)-- ^ A  (quando A i não-comutativo) .
Consideremos as álgebras A e B sobre IK e uma aplicação
t: A--->B. Dizemos que: (i)t é um homomorfismo se t preserva as
estruturas de A e B, isto ê, t(a+b) = t(a)+t(b), t(Xa) = Xt(a) e 
t(ab) = t(a) t(b) para todo a,b ^  A e X IK; (ii)t ê um anti- 
homomorfismo se t preserva as estruturas dos espaços lineares A 
e B e t(ab) = t(b) t(a) para todo a,b A; (iii)t e um isomor - 
fismo ou um anti-isomorfismo se, respectivamente, em ambos os ca 
sos anteriores t e bijetiva.
Um isomorfismo ou anti-isomorfismo t de uma álgebra A 
em si mesma e chamado, respectivamente, de um automorfismo ou an 
ti-automorfismo de A. Se A é uma álgebra com unidade e t um au­
tomorfismo (ou anti-automorfismo) para o qual t^  = dize­
mos que t e uma involução (ou anti-involução) de A.
Lembremos agora do isomorfismo entre End e ]K(n) : se­
ja V um espaço linear n-dimensional sobre um corpo K. 0 conjunto 
das aplicações lineares de V em V sobre IK, isto e, endomorfismos 
de V, denotado por End^V (ou por End V quando não houver duvida 
em relação ao corpo 20 e uma álgebra sobre ]K com unidade. Cada 
t G. End V ê completamente determinada pelo seu efeito sobre uma 
base fixa 3 = {v^,....,v^} de V, ou seja.
assim t é unicamente determinada pelos n escalares , ou ain­
da, pela matriz M^= chamada matriz de t em relação a base
6. Reciprocamente, dada N = í a ^  3K(n) podemos exibir t £• EndVr s
de tal forma que N = , para isto basta definir para qualquer
n n n
V £  V, V = E X.v. com A- G. K, t(v) =( Z X.a.. )v.+... + ( E X.a- )v .
i = l  ^  ^ _ 1 1 11 1 111 n
Deste modo, a aplicação t--obtida graças a escolha de uma
base de V é uma bijeção entre End V e 3K(n) que induz as opera­
ções usuais de matrizes, isto e, para todo t,w C  End V e a ]K,
temos " ^t » ^at ' “^t ® ^tw ~ ^t^w' Po^ ^^ tanto, End V e
isomorfa a ]K(n) e anotamos EndV = ]K(n).
Dizemos que um subconjunto S de uma álgebra A sobre ]K 
gera A se qualquer a €1 A pode ser obtido de elementos de S usan 
do-se soma, produto por escalar e produto de A. Indicamos este 
fato por <<S>> = A.
, S = {r,s} d  ]R(2) ,
~ 0 1'
-1 0
0 1 1 0
Se r = e s =
1 0 0 -1
<<S>> =]R(2) pois s‘
1 0
0 1'
sr =
1 o"^ “ 0 r
~ , -(r+sr) =
0 0 2 0 0
"o 0~ ~0 0~
- , -(s'-s) =
1 0 2 0 1
•|(r-sr) = i(s^  . Assim, cada matriz X ^  ]R (2)
e uma combinação linear das quatro matrizes obtidas acima.
Espaços ortogonais reais
Consideremos X um espaço linear sobre ]R. Um produto es­
calar sobre X é uma aplicação bilinear
<,> : X x X --->1R; (a,b)l-->■ <a,b> e tal que <a,b> = <b,a> para
todo a,b ^  X. A aplicação X-- •^IR; al— ><a,a> para todo a - €  X
é chamada forma quadrática determinada pelo produto escalar <»>.
Note que, para todo a,b £  X, <a,a> + <b,b> - <a-b,a-b> = 
2<a,b>, assim o produto escalar é unicamente determinado pela 
sua forma quadrática.
Definição 1: Um espaço linear real com produto escalar é chamado 
espaço ortogonal.
Tendo em vista nosso objetivo, daremos a seguir algumas 
definições e propriedades relacionadas com espaços ortogonais.
Seja X um espaço ortogonal. Dizemos que a,b €. X são 
mutuamente ortogonais se <a,b> = 0. Os subconjuntos A e B de X 
são mutuamente ortogonais se <a,b> = 0 para todo a G  A eb S  B.
Um espaço ortogonal X e positivo-definido se o produto 
escalar for positivo-definido, ou seja, para todo a ^  X, <a,a> 
é maior que zero se 3l 0. Assim podemos definir a norma de a pe 
la formula |a = /<a,a>' .
Dizemos que um espaço ortogonal X e não-degenerado se o 
produto escalar for não-degenerado, ou seja, a €1 X e <a,b> = 0 
para todo b ^  X , então a = 0.
0 espaço linear com produto escalar
]RP+q ]RP+q--
(a , b) I----> <a,b> = - a.b. + a^^. b^^.
será denotado por Identificamos naturalmente ]R^’^  com o es
paço linear IR^  X ]R^ . Observamos também que nR^’^  e não-degenerado 
e é positivo-def inido.
Um elemento a de um espaço ortogonal X I invertível se 
<a,a>:^0. Neste caso,
<a, — -—  > = — -—  <a,a> = 1,
<a,a> <a,a>
ou seja, o inverso de a denotado por
[a"^] = — -—  = (<a,a>)“  ^a .
<a ,a>
Consideremos X e Y espaços ortogonais. Uma aplicação li
near t:X---> Y  tal que <t(a), t(b)> = <a,b> para todo .a,b^ X
i chamada aplicação ortogonal. Quando t é invertível, dizemos
que t é um isomorfismo. Uma aplicação w:X--- >X invertível é um
automorfismo.
Das considerações anteriores, temos que: (i) se X i
não-degenerado, dado a é. X, t(a) = 0 implica <t(a),t(a)> =<a,a> = 0 
e segue a = 0, ou seja, o nücleo de t indicado por Ker(t) = {0}, 
isto ê, t é injetiva; (ii) obviamente, se X é não-degenerado de 
dimensão finita e w:X---> X  ortogonal, então w é um automorfismo.
Indicamos o conjunto das aplicações ortogonais t:X-- >Y
por 0(X,Y) e o grupo dos automorfismos ortogonais t:X---^ X  por
0(X). 0 subgrupo SO(X) de 0(X) quando X é n-dimensional I chama­
do grupo dos automorfismos ortogonais especiais, neste caso ano­
tamos OCX) = 0(n,X) e SO(X) = SO(n,X).
Definição 2: Um subconjunto ortonormal de um espaço ortogonal X 
e um subconjunto S de X linearmente independente tal que .<s,r> = 0 
para todos s,r ^  S distintos e <s,s> = 0, 1 ou -1. Alem disso, 
se <<S>> = X dizemos que S e uma base ortonormal de X.
Lembramos que todo espaço ortogonal X de dimensão fini­
ta possui uma base ortonormal. E se X é não-degenerado, então
X = para algum p,q ^  H  = ]N“ U  {0} (Veja [2]).
Das afirmações anteriores, segue que, se {e^,...,e^} é
uma base ortonormal para o espaço ortogonal não-degenerado X, en 
n
tão X = Z x.e. para todo x ^  X com x. G  IR, assim a forma qua
i = l  ^^
drâtica
n
<x,x> = Z x! <e.,e.>, ou seja, 
i=l  ^  ^ ^
<x,x> = -x^ - x 2^ -•••- + V l   ^ V q
onde o numero p de <e^,e^> = -1 e o número q de <e^,e^> = 1 inde 
pendem da escolha da base. Definimos o par [p,q] como sendo a 
assinatura da forma quadrática e do espaço ortogonal.
Inclusão de C em]R(2).
Faremos agora, um breve comentário sobre o corpo (C dos 
números complexos.
Note que C é uma álgebra sobre IR com unidade. E que os 
únicos automorfismos de C são a identidade e . a conjugação
(E--->(C; z = x+yil— z = x-yi, para todo x,y ^  3R.
Para cada a S  (T a aplicação
L : C---zi-------->L^(z) = az,
3. a.
para todo z G. (C é um endomorfismo. Deste modo obtemos uma apli­
cação
L: C---> End (E =]R(2); ai-- > L,3.
que e um homomorf ismo, pois e para todo
a,b ^  (C. Consideremos e em relação a base canônica de (C:
81 0 
0 1
0 -1
1 0
a - 3
B a
, para todo a = a.+ Bi ^  <C ccsn a,B G. 3R»
Como L = 0 significa a = 3 = Oj vemos que L e injetiva. Conse -
qüentemente, (C é isomorfa a subálgebra de]R(2) representada pe-
'"a -3^
- . c ^ ----  ^Ias matrizes da forma
a -3"
= «2 + 32 =  det
3 a
e uma rotação de ]R^O.
ja, = S0(2i ]R) .
3 a 
az
-rr^O . 2
—
com a, 3 ^  2^ * Note que, 
para todo a,z ^
* = aa=
£. Assim,
se, e somente se, = 1, ou se-
A álgebra real ]H,
Sejam l,i,j e k os elementos da base canônica do espaço
u 4 4 4- linear ]R sobre 3R. Definimos o produto K  x3R --- >]R ; (a,b)j— >ab,
para todo a,b £  ]R sujeito as condiçoes;
i2 = j2 = k2 = _i j ij = k = -ji , jk = i = -kj e ki = j = -ik,
com unidade 1. 0 produto e associativo, bilinear e não-comutati-
4 - -vo. 0 espaço linear ]R sobre ]R com este produto e uma algebra so
bre ]R, chamada álgebra dos quatérnios reais e anotada por K .
É usual em K  identificar ]R = {al: a G  ]R} e
3 —]R = {bi + cj + dk: b,c,d ^  3R}, estes subespaços lineares são
chamados, respectivamente, de quatérnios reais e puros. Então to 
do q Ê H ,  q = re(q) + pa(q), onde re(q) €  ]R (parte real) e3
pu(q) ^  ]R (parte pura). Definimos o conjugado de q ^  E  por
q = re(q) - pu(q). É imediato que a conjugação K----qj-------- >q
ê uma anti-involução.
*4Consideremos K  com o produto escalar de ]R , isto e, 
<a,b> = a^b^ + ^2^2 ^3^3 ’ Va,b ^  K**.
É fácil verificar que:
(1) Para tódo a,b €! IJ ,
___  1 —  —
<-a,b> = re(ab) = — (ab + ba) ,
<a,a> = aa 0. Em particular, para todo a,b ê . IR'
<a,b> = - re(ab) = ~(ab + ba) , <a,a> = -a^ 
e -sca,b> = 0<__:^^ab = -ba. (a e b anti-comutam)
(2) Para todo q G. ^  definimos kl
Se q ^ 0, o inverso q  ^
(3) Para todo a,b K, |ab
-1
= k
-1
a b .
Produto tensorial de álgebras.
Definição 3: Sejam E e F subálgebras de uma álgebra A sobre IK de 
dimensão finita com unidade. Dizemos que A é o produto tensorial 
de E e F sobre IK e anotamos A = E F» se as seguintes condi­
ções são satisfeitas:
(1?) A = <<E,F>>.como uma álgebra,
(2?) dim A = (dim E)(dim F) e
(3f) para todo x ^ E e y G F ,  xy=yx.
Teorema 1: Seja A uma álgebra sobre K  de dimensão finita com un^ 
dade, E e F subálgebras de A tal que A = E (x)^ F. Suponha
{e^: 1 _< i £ m} e ííj-  ^£ 3 £ bases dos subespaços lineares 
E e F, respectivamente. Então o conjunto
B = ^®i^j ' l £ j £ n }
é uma base para o espaço linear A.
ID
Demonstração: Note que, dimA= mn e B é formado por mn elementos 
do espaço linear A. Para que os elementos de B formem uma base 
de A, I suficiente que eles sejam linearmente independentes. Se 
os elementos de B fossem linearmente dependentes, dimA<mn.
Consideremos A, E e F como no teorema anterior. Observa 
mos que, se A' for uma álgebra sobre K  de dimensão finita com 
unidade, E' e F’ subálgebras de A ’ tal que A' = E ' F' com
E = E' e F = F', então dim A = dim A', .isto i, A = A'. Por isso, 
escrevemos A = E ' F'. Temos ainda, que o produto tensorial e
comutativo e associativo.
Teorema 2: Seja K  um corpo e p,q 61 3N. Então 3K(p) @^K(q) =K(pq).
Demonstração: Identificamos o espaço linear , onde n = pq, com 
espaço linear das matrizes p x q  sobre 3K. Consideremos as 
aplicações
L: J<(p)--- >]K(pq) ; M(---> e
R: ]K(q)--- >]K(pq) ; NI---> Rj^ ,
definidas por: Lj^ (B) = MB, Rjj(B) = Bn "^ para qualquer B ^  e
T ~N a transposta de N. Obviamente, L e R sao homomorfismos. Alem
disso, se Lj^ (B) = Lj^ ,(B) para M,M' ^  K(p) e qualquer B G. ,
segue que (M-M')B = 0 em em particular (M-M')d^j = 0, on­
de d^j são os elementos da base canônica (matrizes elementares) 
de com l £ i _ < p e l _ < j _ < q ,  isto e, (M-M’)d^j = 0 impli­
ca que as colunas de M - M ’ são iguais a zero para cada 1 < i ■< p 
e 1 <_ j _< q, ou seja, M = M' , logo L é injetiva. Com um argumen­
to semelhante, mostra-se que R também é injetiva.
Sejam e^^d < i, j < p) e 1 k, í. £ q) matrizes
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elementares (isto i, e^^ = (a^^) com a^^ = 6^^ . de ]K(p) e
K(q), respectivamente. Cada r(l £ r _< pq) e s(l 5 s £ pq) > são
escritos de modo único na forma r = (j-Dq+í, e s = (i-l)q + k.
Estes (pq)^ elementos g obtidos dos pares de elementos básicoss
de 3K(p) e]K(q), formam uma base para]K(pq). Alem disso,
tíomo dim3K(pq) = dim 3<(p) .dim K(q) e temos que
]K(p) ]K(q) = K(pq) .
Teorema 3: Consideremos as álgebras reais ]R, (C, 3H, ]R^  e @  " ® 3R’ 
Então,
(i) ]R@]R = ]R , (D®]R = (E , ]H®]R = H  ;
(ii) 3R^  ®Ii , H ® ( C  = (C(2) , = ]R(ít) .
Demonstração: As afirmações (i) são õbvias. Seguiremos com a de­
monstração de (ii).
Definimos as aplicações lineares sobre ]R;
t: IR^ ---->-]H^  ; (a,b)i---->(a,b) e
w: H  ---- ; qi--------->(q,q), onde q = jqj" .
Como t e w são homomorfismo injetivos, temos que
= E = {(a,b) €. ü" (a,b) C  e
H  = F = {(q,q) C  K' : q £  3H}
onde E e F são subálgebras da álgebra r e a l . Conseqüentemente,
= <<E,F>>^ pois E = <<(1,0) , (0 ,1)>> e
F = <<(1,1), (i,-i), (j, j), (k^-k)>> ,
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dim = (dim E) (dim F) e mais (a,b)(q,q) = (q,q)(a,b) para to- 
do (a,b) ^  E e (q,q) €1 F. Portanto,
]R2 ®]H H H2 .
Note que, B  é um espaço linear sobre C. Dado q ^  3H, es 
crevemos q = a + bi + cj + dk com a,b,c,d G. 3R, ou seja, 
q = (a + bi) + j(c-di) = a + j3 onde a = a + bi S  C e
3 = c - di C, assim {l,j} é uma base de U  sobre C. Para todo 
q C H e z  C(C, as aplicações
L : 3H----: X)--------> qx eq
R : H ---- ; x)-------->xz,z
são lineares complexas. Deste modoobtemos as aplicações
L: E'----»End^H H (C(2) ; qi---
R: C ---->End(j,H h (D(2) ; z|-- >R^
onde L e um homomorfismo injetivo entre as algebras reais jH e 
(C(2) e R um anti-homomorfismo injetivo entre as algebras reais (C 
e C(2). Então,
L. : ■<(
L^(l) = 1(1) = 1 = 1(1) + j(0)
L^(j) = Kj) = j = 1(0) + j(l)
1 0 
0 1
: <
L^(l) = i = Ki) + j(0)
L^(j) = k = 1(0) + j(-i)
i 0 
0 -i
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L. (1) 
3
L^(l)
L^(j)
= j = 1(0) + j(l)
= -1 = 1(-1) * j(0)
= k = 1(0) + j(-i)
= -i = l(-i) + j(0)
; L.
0 -1
1 0
; Li
0 -i 
■i 0
Mas, L = aL, + bL. + cL. + dL, q 1 1 j K
a + bi -c-di
c-di a-bi
a -6 
6 ã
ou seja, K  ê isomorfa a subãlgebra real E de <C(2) onde
; ot, 3 ^  (C
Como
a -B 
B ã
> •
R. : <
X
R^(l) = 1 = 1(1) + j(0)
R^(j) = j = 1(0) + j(l)
R^(l) = i = l(i) + j(0)
R^(j) = -k = 1(0) + j(i)
;
1 0
0 1
; Ri
i 0 
0 i
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Mas, para z = g  + fi, g , f £ j R  temos
z 0
0 z
ou seja, (C é isomorfa a subãlgebra real F de C(2) onde
r = •i
z 0 
0 z
; z C. c
Portanto, temos que:
(1) 1(2) = < <E , F > > pois
1 0 i 0
, L. =
0 1 0 -i
0 -1 0 -i
=
1 0 -i' 0
_ _
i 0 -1 0 0 -i 0 1
0 i
, L.R. =
0 1
, L.R. =
0 1
i 0
, L. R. = ’ k 1
1 0
R. =1
geram C(2).
(2) dim C(2) = (dim E)(dim F) e
(3) MN = NM, Vm e: E e Vn e  F, isto I, (C(2) = H ®  C.
Agora, note que K  e uma álgebra sobre JR. E para todo 
q,r G. H  as aplicações
R^ : E --- > H  ; x --> xr
sao lineares reais. Desta forma obtemos as aplicações
15
L: 3H ------ > E n d ^ E  s ]R(if) ; q  |----->  e
R: H ---->End^3H = OR(U) ; r t--- ,
ambas homomorfismos injetivos. Assim, IH e isomorfa as subãlge-
bras E e F de ]R(4). Calculando L e R em relação ã baseq r
{l,i,j,k}, temos para q = a^ + a^i + a^j + a^ k^ e 
T = + Tgj + r^ k^, com a^, r^ ^  ]R,
E =
^1 -^2 -^3 -^4
^2 "^4 ^3
ai -a^
a^ -^3 ^2
e F =
■^ 2 "^4 ^3
■^ 3 ^4 ■’^2
■^ 4 “^3 ^2
Portanto, as condições da definição 3 são satisfeitas, ou seja.
H ® E  = ]R(4) .
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CAPÍTULO II - DIMENSÃO E UNICIDADE DAS ALGEBRAS DE
CLIFFORD
Definição *4: Seja X um espaço ortogonal real de dimensão finita 
e A uma álgebra real com unidade contendo copias isomor -
fas de ]R e X como subespaços lineares. Dizemos que A e uma álge­
bra (real) de Clifford para X se, e somente se,
(i) A = como uma álgebra real.
2(ii) X = - <x,x>l^^j para todo x X.
Na condição (ii) anterior identifica-se o elemento
<x,x>^ IR com sua copia <x,x>l^^j em A.
-  -  0 2 Exemplo: 3i e uma algebrá de Clifford para IR ’ . Com efeito, iden
0 2tificando ]R ’ com o subespaço linear gerado por {i,k} emB, ou
seja 5 3R^  ’ ^ = {x ^  K  : x = ai + bk com a,bGl = lG13R,se
0 2 2 0 2 gue que 3H = <<{1}, UR ’ >> e x = - <x,x> 1 para todo x &  ]R ’ .
Lema 4: Seja A uma álgebra de Clifford para um espaço ortogonal 
real X e W \om subespaço linear de X. Então a subálgebra B de A 
gerada por W é uma álgebra de Clifford para W.
Demonstração: Restringindo o produto escalar de X a W , temos que W
- 2é um espaço ortogonal. Como x = - <x,x> para todo x ^  X,
2
em particular, - ----- = 1/an para todo x GL W\{0} C B  = <<W>>.
<X,X>
Então B e uma álgebra sobre ]R com unidade Obviamente,
B = <<í^(A)^’ ® ^ aplicação IR-- d  B; Xj--------- ^^^(A) ^
um isomorfismo. Portanto, B é uma álgebra de Clifford para W. S  
Observamos que, dada uma álgebra de Clifford A para um 
espaço ortogonal real X, tem-se:
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(1) 2 <a,b> = <a,a> + <b,b> - <a-b, a-b> ,
2 2 2 2 2 <a,b> l(^) =-a - b + a + b - a b - b a ,
1
<a,b> ~ " ~2  ^ para todo a ,b ^ X.
Em particular, se a e b são ortogonais em X, então ab = -ba em A, 
isto é, a e b anti-comutam em A. Assim, dada uma base ortogonal 
{x^ ,. . . ,Xj^ J de X ,
✓
-XjX^ para i ^  j
XiX. =<
- <x^,x^> para i = j.
*1 __
(2) Se a e invertível em A, existe a~ ^  A tal que aa~ = a~ a = l^ ^^ ,
— 1 2 —1então <a,a> a = -a a = -a 0 implica <a,a> 0, ou seja, a
1 3. 1i invertível em X e a~ = - ----- = - [a~ ] €1 X. Reciprocamen-
<a,a>
te, se a é invertível em X, isto é, <a,a> # 0, então a equação
O a
a = - <a,a> nos diz que - -----  a = l/A^J ou seja,
'■A-' <a,a>
= a £  A, logo a é invertível em A.<a,a>
Teorema 5: Seja {e^: 1 < i < n}.uma base ortonormal para o espa­
ço ortogonal real X de dimensão finita n e A uma álgebra real
com unidade contendo ]R e X como subespaços lineares. Então
2
X = - <x,x> para todo x ^  X se, e somente se, as seguin­
tes condições são satisfeitas simultaneamente,
2
(I) e^ = - <e^,e^> para 1 1 i 1 n e
(II) + ®j®i “  ^ para i ^  j, 1 ■< i,j £ n.
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Demonstração :
:: Z..^) Decorre da afirmação (1) anterior.
n
Para todo x ^ X e a . £ l R , x  = Z a-e.
i = l ^
n 2 ^
e <x,x> = E a. <e. ,e.> + I a. a. <e. ,e. > .
i = l  ^ i,j=l  ^  ^ 3
i^j
Como <e^,Cj> = 0 para ± ^  j e por (I), temos que
1 * 1 2 2  2 ^ 2 2  ^
<x,x> = — I a. e.. Agora, x = Z a. e. + Z a-a- (e.e. +e.e.),
1 = 1 ^  ^ i = l  ^  ^ i,j=l ^  ^   ^ ^
U i
2 ^ ' 2 2  por (II) temos que x = Z a.e.. |3
i = l  ^ ^
Definição 5; Um subconjunto ortonormal de uma álgebra real A com 
unidade é um subconjunto S de A linearmente independente tal
que todo s,r G  S distintos sr = -rs e s  = ou
Definição 6: Um subconjunto S de iima álgebra real A com unidade
1(A) é chamado não-degenerado se todos elementos distintos de S
2
anti-comutam e s  = l(^) ~^(A) todo s ^  S.
Teorema 6: Se S é um subconjunto não-degenerado de uma álgebra 
real A com unidade então S e ortonormal.
n
Demonstração: Seja {s^,...,s„}(ZlS e a- ^  ]R, assim Z (X-s,. = 0
--- — ----------- _L n 1 i“l
n 2
implica ( Z a-s.) =0, ou seja,
i = l
n 2 2 ^
Z a.s. + Z a.a. (s.s. + s.s.) = 0. 
i=l  ^  ^ i,j=l  ^  ^  ^  ^  ^ ^
i?^ j
Como s.s. + s.s^ = 0, segue que
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n 2 2 nE atst = ± Z at = 0, isto implica em a- =0. Portanto,
i=l "  ^ i=l 
linearmente independente. S
Definição 7; Dizemos que um subconjunto não-degenerado S e do ti 
po tp,q], quando p dos elementos de S ao quadrado são iguais a 
^(A) ® elementos restantes ao quadrado são iguais a
Teorema 7 : Seja X o subespaço linear gerado por um subconjunto 
ortonormal S de uma álgebra A sobre ]R. Então existe um unico pro 
duto escalar sobre X tal que <a,a> = -a para todo a ^  S, e se 
S e do tipo [p,q] temos que X é isomorfo Além disso, se
S também gera A, então A é uma álgebra de Clifford para o espaço 
ortogonal X.
Demonstração: S é linearmente independente e <<S>> = X, logo S 
é uma base de X. Assim, todo x ^  X,
S e ]R, então x =-<x,x> e este pro-
duto escalar é determinado unicamente pelos elementos de S. Se 
S é do tipo [p,q], temos que
22 2 
X = - <x,x> = - -
“ p * V l  *•••■* “ p+q ’
então a matriz da forma quadrática sobre X é a matriz que repre­
senta o espaço ortogonal ZR^  na base canônica.
ou seja.
Portanto X = Se <<S>> = A, segue que as condições da defi-
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nição 4 são satisfeitas.S
A dimensão de uma álgebra de Clifford.
Seja A uma álgebra sobre K  e N = {1,2 ,... ,n} d  H. Su­
ponha que (e^ : 1 £ i £ n) seja uma n-upla de elementos de A. Pa­
ra cada subconjunto ordenado I de N, denotamos o produto e.
iC I ^
por com e^ = (o símbolo (|) significa o conjunto va
n
zio) e e = TF e. = e„. A cardinalidáde de I será denotada pelo 
N i = l ^
símbolo .
Lema 8; Seja A uma álgebra sobre UR com unidade identificada
com 1 Ê  ]R. Suponha (e^: 1 £ i £ n) uma n-upla de elementos de 
A que gera A tal que + e^e^ ^  ]R para todo 1 £ i,j £ n. En­
tão o conjunto I d. lÚ gera A linearmente.
Demonstração: Seja S = (e^: 1 _< i _< n). Como <<S>> = A, para ca­
da a d  A existem t^  ^d. A e d  ^  com 1 £ k £ p (p finito)
tais que a = E e cada t^  ^é um produto finito da forma
Icm
t = X  e. onde m _< n e os e!s, nao necessariamente distintos. 
i = l  ^ ^
Em virtude da relação e^e^ = - e^e^ com d  IR, sem perda
de generalidade, podemos considerar os produtos ordenados dos
e!s sem repetições de índices, ou seja, a =  ^ Portan-
 ^ - I d  N  ^^
to, {Sj: I CZ N}gera A linearmente. S
Corolário 9: Seja A uma álgebra de Clifford para um espaço orto­
gonal X de dimensão finita n. Então dimA £2^.
Demonstração: Como A e uma álgebra de Clifford para X, então
A = <<{1}, X>>, isto é, existe uma n-upla S = ^®i*  ^  ^
elementos de X d  A tal que <<S>> = A e
21
-2 <e^,6j> 1 =  ^^  Pelo lema, {e^: I Cl N) ge-*
ra A linearmente. Mas, o número de subconjuntos I CH N I 2^ . En­
tão dimA^ 2^. S
Teorema 10: Seja A uma álgebra de Clifford para um espaço ortogo 
nal X não-degenerado de dimensão finita n e assinatura [p,q]. En 
tão, temos as seguintes possibilidades:
(1?) dimA= 2^ ou (2f) dimA= 2^” ,^ somente se p-q-1 é divisível 
por 4.
Demonstração: Seja {e^: 1 £ i £ n} uma base ortonormal ordenada
de X. Para cada I C  N,'e^ é invertível em A, pois
2 ~- <e^,e^> = ± 1 para todo i ^  N.
Para provar que o conjunto {e^: I d  N} ê linearmente
independente, é suficiente provar que  ^ implica
I c: N
X, = 0, pois para cada J C  N fixo,  ^ = 0 e equivalen-
<P 1 CZ íí
te a  ^ Xt-Bt- = 0. Como (e,)(eT.)”  ^ = 1/■ a ^ > faze-d J  (Aj <p
mos Xj o coeficiente de e^.
Suponha  ^ P^^a cada i ^  N e cada J C. N,
I d  N
o elemento e^ comuta ou anti-comuta com e^, ou seja,
e.(ej)e:l = ± (onde ou Daqui,
segue que
~ Xje_ = 0 e  ^ _ Çy i^T^I “
Somando as duas igualdades acima, obtemos  ^ ~ s onde
J  ^  f
agora, o somatorio estende-se sobre a família F que consiste 
dos subconjuntos I de N tal que e^ comuta com cada e^. Obviamen­
te, I = <j) ÊL F, pois (e^)e^ = e^ í^e^ ). Se I ^  (p , temos duas possi 
bilidades:
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(a) I = 2k + 1 (ímpar). Se 2k + 1 n ^ = n) , temos uma
contradição, pois para i ^  N \l tem-se e^  = -ej.
b) I = 2k (par). Suponha, sem perda de generalidade quelÇI-»
logo (6j)e^ =  ^ " -e^Ce^) e assim temos
novamente uma contradição. Portanto, a única possibilidade dis­
tinta de I = (j) que não foi excluída até agora ê I = N com 
N = n ímpar, isto é, a família F ê {(j)} ou {cJ),N}, ou seja, 
X. = 0 ou A, + A^e = 0. Conseqüentemente, {6,: I d  N} é linear
mente independente ou e_ = - é reali
N. - N
Para N = n = p + q = 2k+l, escrevemos
®íi ' ^  ^  ' (_l)(2)c*l)k + q 5
2
positivo, logo (e^) = 1, isto implica que e^ = ± 1 e que 2 divi 
de (2k + l)k + q, ou seja, e^ = ± 1 e 4 divide
2k + 2q = p + q - 1 + 2q - 2q + 2q, ou ainda, e^ = ± 1 e 4 divide p-q-1. 
Reciprocamente, se 4 divide p - q - 1 ,  então 4 divide 
p - q - 1 -  4p = -2p- (p + q+1), isto é, 2 divide p + q + 1, isto im 
plica que p + q = n é ímpar.
Deste modo, provamos que a álgebra de Clifford A gera­
da pelo conjunto {e^: I N com I par} linearmente indepen­
dente, tem dimensão 2^. Para I = n ímpar vale a mesma con­
clusão ou tem-se a relação r = A^ + X^ e^^  = 0, quer dizer, além 
da álgebra A temos a álgebra = A, onde (r) ê o ideal prin- 
cipal gerado por r, neste caso dim A = 2 ~ . S
Corolário 11: Caso ocorra a segunda possibilidade da tese do teo
n
rema 10, temos que n é ímpar e e^ = X  = ^(A) ~^(A) 
qualquer base ortonormal ondenada S = {ej^:l_<i_<n}. 0
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Algebras Universais de Clifford
Teorema 12; Seja A uma algebra de Clifford para um espaço ortogo 
nal real X de dimensão finita n com dimA= 2^ e B uma algebra de
Clifford para um espaço ortogonal real Y. Suponha t: X--->Y uma
aplicação ortogonal. Então existe um unico hcnonorfismo t^ : A-- ►B
oom e tal que o diagrama
nc
comuta denota a aplicação inclusão).
Demonstração: Seja {e^: 1 _< i £ n} uma base ortonormal ordenada
de X. Suponhamos que t^ exista, então "tíe^ ) ), ou
seja, t.(e.) = t(e.) para cada 1 < i < n. Conseqüentemente,J\ 1 1
t.(ey) = t(e.) para cada <l> ^  1 CZ N. E por hipótese,
^ ^ ± e  1 n
^A^^(A)^ = 1(3)* outro lado, como dimA= 2 , o conjunto
S = {e^: I C  N} é uma base para A, então existe uma única aplicação
linear t^: A ---^B determinada por sua ação sobre S, isto é,
t-íe,) = t(e.) para cada I CH. N. E portanto, o diagrama co
^  ^ i €  I "■ 
muta.
A seguir, provaremos que t^ preserva produto. Sejam I 
e J subconjuntos ordenados de N. Se I H  J = <j)j podemos conside­
rar N = I ü  J (onde o símbolo l!) indica a união dis junta). De£ 
te modo, e^ j = (ej)(ej) e assim, t^((e^)(ej)) = t^ Ce^ )^ =
S. €  N i €  I
Se I D  J = 4>, podemos tomar I = I* D  M, então e^ = (-1) e ^ ,
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onde Y ® o número de rearranjos necessários para por todos os 
elementos de M a direita dos elementos de I\M = I '. Ponha M para 
ser o conjunto ordenado M com a ordem reversa. Em seguida, tome­
mos J = M J', onde Cj = (-D^Cj, e X o número de rearranjos 
necessários para por todos os elementos de M a esquerda dos ele­
mentos de J\M = J'. Deste modo, segue que e-re_= (-1)’'^'''^ eT-te e^ e-t =
1 d J- M M »J
= (-1 ej,ej,, onde B é o número de k ^  M tal que e^ =
e adicionalmente, temos I ’ O  J ' = (|) . Por outro lado, aplicaiido 
o mesmo processo aos conjuntos
= t.(e-p) = t(e.) e f, = t.ie-,) = TT t(e,),
^  ^ i G l  ^ j C J
vemos que t^((e^)(Cj)) = tAÍe^) t^CCj). □
Teorema 13: Sejam A e B álgebras de Clifford para um espaço orto­
gonal real X de dimensão finita n com dim A = dimB = 2^. Então A =B.
Demonstração: Sabemos que, A e B são álgebras de Clifford para X, 
então A = ^>> e B = X>>, isto i, existem 
n-uplas S’ = (e|: 1 < i < n) e S” = (eV: 1 < i £ n) de elementos 
de X tais que <<S*>> = A e <<S">> = B. Como dimA= dim B = 2^, se 
gue que {e^: I CZ N} e {e^: I Cl. N} são bases de A e B, respecti­
vamente. Agora, basta definir h: A -- ^ B; e^ |-- 5>h(e^) = e^ para
cada I G. N. Obviamente, h e um isomorfismo entre os espaços li­
neares A e B. A última parte da demonstração, a de que h preserva 
produto, segue-se da repetição do argxamento usado na demonstração 
do teorema 10. H
Definição 8: Uma álgebra real de Clifford de dimensão 2^ para um 
espaço ortogonal X de dimensão finita n, ê chamada álgebra (real) 
Universal de Clifford para X.
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Uma álgebra real Universal de Clifford para o espaço or 
togonal será denotada por K  . Portanto, nesta notação,
escrevemos ]Rq  ^ = H
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CAPÍTULO III - EXISTÊNCIA E CONSTRUÇÃO DAS ÃL6EBRAS
UNIVERSAIS DE CLIFFORD
0 caminho da construção sistemática de todas as álge-
bras reais Universais de Clifford e basicamente o seguinte: conhe
cendo 3R , construiremos 3R .  ^, mas não será necessário p,q’ p+l,q+l
prosseguir com argumento indutivo sobre os índices, pois o teore­
ma da periodicidade, nos diz que i necessário conhecer apenas os 
casos p + q _< 8. Provaremos que q  ^®q+i p» isto, estes
casos serão reduzidos a p + 1 _< q.
Agora, passaremos a descrever a teoria que fundamenta 
este caminho.
Teorema IH: Seja X um espaço linear sobre A, onde A = H, C, H, ]R ou
2
H e S um subconjunto ortonormal de End X do tipo [p,q] tal que
S gera End X como uma álgebra real. Então o conjunto de matrizes
S' =< b =
0 -a
: a u \  =
-1
e um subconjunto ortonormal de End X do tipo [p+1, q+1] que gera
o
End X = End X(^3R(2) como uma álgebra real.
Demonstração: Consideremos Y = ^nd^ X. Para cada a.; G  S C. Y,
2
a = 1(Y) “^(Y)‘ Assxm,
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0
0 a'
= a^ I2 = 1(y)^2 ■ ^(Y)^2’
1^2 - ~^(y)^2  ^ " ~b^b, bb2 = -b2b , b^b^ = -b2b^
Observamos tambem que,
I M b 2 * bjbj) = a
1 0
0 0
- b(b, - b.) = a2 1 2
0 1
0 0
~  b(b^ + b2) = a
0 0
1 0
I bíb^+bjb^) =a
0 0
0 1
Então S' e um subconjunto ortonormal de Y(2) do tipo [p+1, q+1] 
e <<S*>> = Y(2) como uma álgebra sobre ]R. Por outro lado, cada
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M = (a-.) ^  Y(2), temos que M = Z a..e.. onde a . . £  Y e
13 i,j=l 13 13
e^j são as matrizes elementares de 3R(2) ' tal que <<ej^.>> =]R(2)* 
ou seja, Y(2) = « Y ,  ]R(2)>> como uma álgebra sobre ]R. Por defini­
ção, (a..)N= N(a..) para qxoalquer.N lE 3RC2:)-. 1 se dim.X = n, segue que 1 3 1 3 A
dii]^ Y(2) = (dimjj^  Y) (dii)^ 3R( 2) ) . Portanto, Y(2) = Y @ ^ 3 R ( 2 ) ,  equi
2
valentemente. End = End X(^^]R(2). JS
Corolário 15: Para cada n G. U  a álgebra dos endomorf ismos ]R(2^)
é uma álgebra Universal de Clifford para o espaço ortogonal não-
degenerado ]R^  , isto i, ]R = ]R(2^).11 j 11
Demonstração: Para n = 0, obviamente, ]Rq  ^ = K. Suponhamos que 
]R^  ^ =]R(2’^). Mas, em 3R(2’^) temos um subconjunto ortonormal S do 
tipo [n,n] tal que 5<S>> =]R(2^) como uma álgebra sobre ]R. Pelo 
teorema 14, o conjunto
S' =<
0
-a
-1
,n+lê um subconjunto ortonormal de3R(2 ) do tipo [n+1, n+1] que ge­
ra 3R(2’^‘’^ ) = ]R(2^) ]R(2) como uma álgebra real, ou seja.
JS
Teorema 16: (Teorema da existência). Todo espaço ortogonal não-de 
generado de dimensão finita, possui uma álgebra Universal de
Clifford.
Demonstração: Tendo em vista o Corolário 15, é suficiente mostrar
a existência de 3R para p # q e p , q Ê
P 9^
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IcConsideremos k = max: {p,q}. Deste modo, A =3R(2 ) e
k kuma algebra Universal de Clifford para X = 3R ’ , ou seja, ]c " 
Então, existe uma 2k-upla (e^: l £ i _ < 2 k  = n) tal que 
S = {e^ : I CH N } é linearmente independente. Como W = IrP ’*^ e um 
subespaço linear de X, então a subãlgebra B de A gerada por W é 
uma algebra de Clifford para W. Mas {e^ : I C. N } d  S ê linear - 
mente independente, isto ê, dim B = 2^'*’*^. Portanto, ^ = B, S
0 teorema seguinte, mostra que uma álgebra pode ser ge­
rada, em geral, por dois conjuntos ortonormais de tipos distintos.
Teorema 17: Seja S um subconjunto ortonormal do tipo [p+l,q] que
— — 2 
gera uma álgebra A. Então para todo a ^  S tal que a = 1(^)5 o
conjunto T = {ba: b £  S\{a}} U  {a} e um subconjunto ortonormal
do tipo [q+l,p] que gera A.
Demonstração: Seja S = {a^,...,ap, ) • • • » + q ^ »
para 1 £ i £ P+1
-1^^^ para p+2 £ i £ P+l+q 
Afirmamos que:
^  2 
(1?) T2 = {a} e do tipo [1,0], pois a =
(2'?) = {ba: b €  s\{a}} e do tipo [q,p].
Com efeito; fixemos a = a^ para 1 £ i £ p+1. Como b ^  S\{a}, te­
mos para b as seguintes possibilidades:
2
(i) b = aj para p+2 £ j £ p+l+q, neste caso b = ~1(^ )
- 2 2 2 é (ba.) = ba.ba. = -b a. = I/a'»» seja, q elementos de T. cujo 1 1 1  l ^ A . ^  1
quadrado é ^(^)
^ para x, P'*'-*-  ^ -*-5 hc&lc u -
2
(ii) b = a 1 < £ < p+1 com i, neste caso, b = 1/'a'í ®
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2 2 2 (ba^) = ba^ba^ = -b a^ = ou seja, p elementos de cujo
quadrado i
(3f) Os elementos distintos de T = W  anti-comutam j pois 
da associatividade de A e da afirmação (2?), (aja^)a^ = -a^ (a^ a^ ) = 
= a. e Ca^a.)a. = -a^ía^a.) = a^.
(Ua) T = U  gera A, pois da afirmação (3 )^ e cano «S>>=A, 
temos que T = {a^ja^} {a^} = S. Portanto, a demonstração do
teorema, segue das afirmações anteriores. S
Corolário 18; As álgebras Universais de Clifford ]R . e TR ^
-------------- p+i»q q+i>p
são isomorfas.
Demonstração: Seja S = {a^,...,ap, j • • * subconjun­
to ortonormal do tipo [p+1,q] tal que <<S>> = ]R ep+l ,q
S' = {s^,...,Sq, , . . . um subconjunto ortonormal do ti
po [q+l,p] tal que <<S’>> = ]R . . Pelo teorema, podemos cons-q+i ,p
truir a partir de S um subconjunto ortonormal
T = {t^,...,tq, tq+i> • • • do tipo [q+l,p] tal que <<T>> =
= ]R , . Portanto, basta definir a aplicação S*---^T: s-i---^t.p+l,q ’ V ’ 1 1
e assim temos  ^ _ = IR_ . Sq+l,p P+l,q
Os teoremas seguintes, mostram como determinar ]R pa
P >q
ra q > 4, conhecendo a álgebra de menor dimensão ]R „ h 9 uma vezp ,q-H
que, teremos
Teorema 19: Para q <  ^^ IR^   ^ e isomorf a, respectivamente, a3R, C,— u,q
K, e E(2) .
Demonstração: Em cada caso, basta exibir um subconjunto ortonor­
mal do tipo [0,q] tal que o produto dos seus elementos seja dife­
rente de i ^(A)’ ^(A) ^ unidade da álgebra em
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questão, e a dimensão de cada álgebra sobre ]R igual a 2^. Desta 
forma, temos:
<t> para JR e ® 0,0 = 1R ,
{i} para C e ® 0,1 = c ,
{i ,k} para E e ® 0,2 = K  ,
{(i,-i) , ( j ,-j ) , (k,-k) } para e IRq  ^ ,
■N
i 0 j 0 k 0 0 -1
? 5. »
0 -i 0 -j_ 0 -k 1 0L. —J — —
para H(2)
y
e ]Rq  ^ = E(2) . S
Teorema 20: Sejam S e R subconjuntos ortonormais de uma álgebra A 
com unidade 1^^ ) tipo [0,4] e [p,q], respectivamente, tal que 
cada elemento de S anti-comuta com todo elemento de R. Então exi£ 
te um subconjunto ortonormal R' do tipo Cp,q] tal que cada elemen 
to de S comuta com todo elemento de R ’. Reciprocamente, a existin 
cia de R ’ implica na existincia de R.
Demonstração: Consideremos S = {e., e„, e», e, }, e. = -1(A)
e^e^ = -e^e^ para i j com 1 £ i, j _< 4 e
^(A)  ^1  ^1 P
r„r £ m -r r para íl ^ m com 1 < í. , m •< p+q, tal que e.r = -r e.
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para todo i í.. Seja a = e R' = {ab: b R) •
Então, temos que:
2 ^
(i) a = pois A e associativa e os elementos de S anti-comu
tam,
(ii) ar^ = r^a, pois e^r^ = -r^e^ para todo i ^  í.,
(iii) ae^ = -e^a, pois e^e^ = “®j^i ^ j •
Como R ’ = {ar^ , . . . ,arp, »• • • temos que para i #  í. m,
= -(ar^) (arj^ ) , isto i, os elementos de R' anti-comutamm
2 2 2 e (ar^) = ar^ar^ = a r^  ^ = <
(A) para 1 < £ < p
para p+1 < I < p+q
V
Então R ’ é um subconjunto ortonormal do tipo [p,q]. Além disso, 
cada elemento de S comuta com todo elemento de R', pois
e.(ar„) = (e.a)r„ = -(ae.)ri> j = = a(rje.) = (ar,,)e. para
l_<ij<4 e P+q-
De modo análogo, provamos que a existência de R' implica na exis­
tência de R. S
Corolário 21: Para todo p,q ^  U  com q > 4,
®P,q " ^ P,q-4 ® K ^ 0 , 4  •
Demonstração: Sejam S e R subconjuntos ortonormais de ]R_ _ do ti-—  P jq
po [0,4] e [p,q-4], respectivamente, tal que cada elemento de S 
anti-comuta com todo elemento de R, então R U  S é um subconjunto
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ortonormal de ]R „ d o  tipo Cp,q]. Pelo teorema, existe um sub-
P >q
conjunto ortonormal R' de IR do tipo [p,q-4] tal que cada ele
p»q ~
mento de S comuta com todo elemento de R*. Portanto,
®P,q ®P,q-4®IR  ^®p,q-4 ®IR ^
Exemplo:
* 0,8 =*0,.©]R®0,4 =
H H<x)^ ]R(2)©J^ ]R(2) H ]R(U)@^ IR(4) =]R(16).
Corolário 22: (Teorema da periodiciade), Para todo p,q ^  N com 
<1 " “ > ®p,q+-.
Demonstração:
^p,q+H - ®:p,q+4-4®IR ^ 0,4 ^
^®p,q®]R^0,4  ^^ p,q-4®IR ^ 0,4®IR ^ 0,4 ^
= ®p,q_4(^IR®^16). S
Finalmente, com todos os resultados introduzidos, segui 
remos com a construção das álgebras Universais de Clifford ]R
p > q
para p+q £ 8.
Vamos considerar V um espaço linear sobre A e anotar 
End^V = EndV, dim^V = dim V , End^V^ = End V^ e 0^^ =@.
Pelo teorema 19, temos:
® 0.0 =®> * 0,1 = « ’ * 0.2 =»/
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*0,3 " »0.4
Pelo Corolário 15, segue que:
IR H]R(2), =]R(4), ]R^   ^ H]R(8) ,
2 -  -A algebra real JR e uma algebra Universal de Clifford
para Com efeito, identificando com o subespaço li-
2
near gerado por {(-1,1)} em IR , ou seja.
IR1,0 _= {x e  I R ^ :  X = A(-l,l), -X e  ]R} ,
2 1 0  - temos que IR = <<(1,1), ]R ’ >> como uma algebra sobre 3R,
<x,x> = <X(-1,1), X(-l,l)> = -X^ e x^ = (X^,X^) ,
2 1 0  então x = - <x,x> (1,1) para todo x ^  3R ’ . Obviamente,
dim IR^  = 2 .
Agora, usaremos o teorema 14:
a) V = <C é um espaço linear sobre A = I, dim V = 1, End V = (C,
S = {i} é um subconjunto ortonormal de t do tipo [0,1]
<<S>> = C como uma álgebra sobre ]R. Então o conjunto
T = <
0
0 -i
0 0 -1
_1 0
\ /
2
é um subconjunto ortonormal de End V H C(2) do tipo [1,2] 
<<T>> = (E(2) como uma álgebra sobre ]R.
Assim, C(2) = (D 3R(2) = 2*
b) V = e um espaço linear sobre A = (C, dim V = 2, End V = (C(2),
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N
i 0
0 -i
0 1
1 0
0 -1
1 0
I um subconjunto ortonormal de (C(2) do tipo [1,2] e <<T>> = C(2) 
como uma álgebra sobre IR. Então
T' =<
i 0
(
1
1
0 0 0 1 1 0 0 -1 1 0 0
0 -i 1
-1-
0 0
1
1 0 ' 0
_ 1___
0
1
1 0 I 0
_ _ l -----
0 j 0
0
0 0
1
1 ■ 1 -i
0 0 0 1 0 
1 -1
0 1
0 0
I
1 0 i 0 0
1
1-1 0 0 0 1 -1 0
0 0 1
1
1 0 0 0 1-1
1
0
0 0
1
i 0 1 0 0
1
1 “ -1
1 0
1
1 0 0
)
1 0 1 01
0
0 . 1 0 0 0 1
1
í 0 0
V
,2 -e um subconjunto ortonormal de End V = (C(U) do tipo [2,3]
<<T’>> = C(4) como uma álgebra sobre ]R.
Assim, €(H) = C(2) 1R(2). = 1^ 2 g-
c) V = (E*^ e um espaço linear sobre A = C, dimV=4, End V = (C(4). 
Do subconjunto T' anterior, obtemos o conjunto
T"
0
- -I : a £  T’ 
-a
y
Lu 0 I 11 j
1 I 0
0 [ -1 
I
1 I 0
onde 0 é a matriz nula 4x4 e 1 = Então T" e um subconjunto
ortonormal de End = C(8) do tipo [3,4] e <<T">> = C(8) como
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uma álgebra sobre ]R. Assim, (C(8) = (C ( 14 ) ®  ]R( 2 ) = 2^ 3 •
2 -  9 ?d) V = E  e um espaço linear sobre A = ]R , dim V = 1, End V = 3? ,
-• 9
S = {(-1,1)} e um subconjunto ortonormal de IR do tipo [1,0]
2e <<S>> = IR como uma algebra sobre ]R. Entao o conjunto 
z'
( 0 , 0 ) ( 1 , 1 )
N
T
(-1 ,1) (0,0) 
( 0 , 0 ) ( 1 , - 1 ) ( 1 , 1 ) ( 0 , 0 )
(0 ,0) (-1 ,-1)
( 1 , 1 ) ( 0 , 0 )
\
2 2e um subconjunto ortonormal de EndV = IR (2) do tipo [2,1]
2
<<T>> = IR (2) como uma algebra sobre IR. Portanto,
.2,.^  - _2
y
e
IR^(2) H IR^  0  IR(2) = IR2
4 - 2e) V = IR e um espaço linear sobre A = IR , dim V = 2,
« 2EndV = IR (2). Do subconjunto T anterior, obtemos o conjunto
R
( - 1 , 1 ) ( 0 , 0 ) ! ( 0 , 0 ) ( 0 , 0 ) ( 0 , 0 ) ( 1 , 1 )  1 ( 0 , 0 ) ( 0 , 0 )
( 0 , 0 ) ( 1 , - 1 ) • ( 0 , 0 ) ( 0 , 0 ) ( 1 , 1 ) ( 0 , 0 )  I ( 0 , 0 ) ( 0 , 0 )
( 0 , 0 ) ( 0 , 0 ) • ( 1 , - 1 ) ( 0 , 0 )
5
( 0 , 0 ) ( 0 , 0 ) 1 ( 0 , 0 ) ( - 1 , - 1 )
( 0 , 0 ) ( 0 , 0 ) 1 ( 0 , 0 ) ( - 1 , 1 ) ( 0 , 0 ) ( 0 , 0 )  1 ( - 1 , - 1 ) ( 0 , 0 )
( 0 , 0 ) ( - 1 , - 1 ) I ( 0 , 0 ) ( 0 , 0 ) ( 0 , 0 ) ( 0 , 0 )  1 ( 1 , 1 ) ( 0 , 0 )
( 1 , 1 )
( 0 , 0 )
( 0 , 0 )
( 0 , 0 )
1 ^ ( 0 , 0 )  
I ( 0 , 0 )
( 0 , 0 )
( 1 , 1 )
( 0 , 0 )
( 1 , 1 )
( 0 , 0 )  1 
( 0 , 0 ) ~ j
( 0 , 0 )
( 0 , 0 )
( 1 , 1 )
( 0 , 0 )
( 0 , 0 ) ( 0 , 0 ) 1 ( - 1 , - 1 ) ( 0 , 0 ) ( 0 , 0 ) ( 1 , 1 )  1 ( 0 , 0 ) ( 0 , 0 )
( 0 , 0 ) ( 0 , 0 ) • ( - 1 , - 1 ) ( 0 , 0 )
( 0 , 0 ) ( 0 , 0 ) 1 ( 0 , 0 ) ( - 1 , - 1 )
( 1 , 1 ) ( 0 , 0 ) 1 ( 0 , 0 ) ( 0 , 0 )
( 0 , 0 ) ( 1 , 1 ) 1 ( 0 , 0 ) ( 0 , 0 )
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- 2 — 2 que é um subconjunto ortonormal de End V = 3R (*+) do tipo [3,2] e
o
<<R>> = ]R (4) como uma álgebra sobre IR.
Então, =0R^(2) 0  IR(2) = ^ 3 2^'
Q 2 2
f) V = ]R é um espaço linear sobre A = IR , dim V = 4, End V = IR (4), 
Do subconjunto R anterior, obtemos o conjunto
b I 0 
I
0 -b
: b £  R
0 I - 1  
_ ___
1 I 0
y
onde 0 e a matriz nula 4x4 cujos elementos são todos (0,0) e 1 
e a matriz unidade 4x4 cujos elementos da diagonal é (1,1) e os 
demais (0,0). Então R ’ é um subconjunto ortonormal de 
EndV^HlR^(8) do tipo [4,3] e <<R'>> =]R^(8) como uma álgebra so 
bre IR. Assim, IR^(B) =:R^(4) 0  ]R(2) = ]R^  3.
g) V = K  e um espaço linear sobre A = H, dim V = 1, End V = H, 
S = {i,k} e um subconjunto ortonormal de K  do tipo [0,2] e 
<<S>> = H  como uma álgebra sobre 3R. Então
T = -<
i 0 k 0 0 1 0 -1
j » J
0 -i 0 -k 1 0 1 0
\ y2e um subconjunto ortonormal de End V =]H(2) do tipo [1,3] e
<<T>> =H(2) como uma álgebra sobre3R. Portanto, temos 
H(2) = H0]R(2) = 3-
O
h) V = H  e \im espaço linear sobre A =U, dim V = 2, EndV = H(2). 
Do subconjunto T anterior, obtemos o conjunto
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T' =<^
0
0
_0
0
1
0
0
X 0 0 0 k ° 1 0 0 0 1 0 0
-i 0 c 0 -k 1 0 0 1 0 1 0 0
J . -1 J T
0 -i 0 0 0 1-k 0 0 0 1 
1
0 -1
0 0 i 0
!
0 1 0 k 0
1
0 1 -■1 0
-1 0 0 0 o| 1 0 0 0 1 -■1 0
0 0 0 0 ° 1 0 1 0 0 1 0 -1
J
I
j “1
0 0 1 1 “ 1 0 0 1 0 1 1
0 0
0 -1 0 0 ^ 1 0 0 0
1
1 1 0 0
>
V
que e um subconjunto ortonormal de End V =H(U) do tipo [2,4] e 
<<T'>> = H(4) como uma álgebra sobre ]R.
Então, H(4) =]H(2) 0  1^ (2) = .
i) V = é um espaço linear sobre A = K , dim V = 4 , End V = H( 4 ) . 
Do subconjunto T' anterior, obtemos o conjunto
- <
a j 0 
I
-a0
€  T'
y
U
0 ; 1 
I
0 i-1 
I
----
I1 Î 0
V y
onde 0 ê a matriz nula 4x4 e 1 = 1^ .^ Então T" ê um subconjunto 
ortonormal de EndV^=H(8) do tipo [3,5] e <<T”>> =nH(8) como 
uma álgebra sobre ]R. Assim,Ii(8) =H(4) ]R(2) = IRg g-
?  -  2 2 j) V = K  e um espaço linear sobre A = H  , dim V = 1, End V = H  ,
S = {(i,-i), (j,-j), (k,-k)} é um subconjunto ortonormal de
9 2 - -H  do tipo [0,3] e <<S>> = E  como uma algebra sobre 3R. Entao
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R ’ =<
(i,-i) (0,0) (j,-j ) (0,0) (k,-k) (0,0)
J 3
(0,0) (-i,i^ (0,0) (-j >j) (0,0) (-k,k)
(0,0) (1,1) (0,0) (-1,-1)
3
(1,1) (0,0) (1,1) (0,0)
' Lm»
2 2i um subconjunto ortonormal de EndV = H (2) do tipo [1,4]
2
<<R'>> = K  (2) como uma algebra sobre ]R.
, 2 , „ ^  -  , . 2Assim, H^(2) = ©3^(2) = ^
k) V = e um espaço linear sobre A = H^, dim V = 2, EndViH^(2), 
Do subconjunto R' anterior, obtemos o conjunto
b ! Õ" 0 1 r
___j____
1
0 \-í
I
— t— : b C  R' 5
1
1 1 0
L- 1 -1 1 1 0
V V.
R" =<
onde 0 é a matriz nula 2 x 2 cujos elementos são todos (0,0) e 1
i a matriz unidade 2 x 2 cujos elementos da diagonal é (1,1) e os 
demais (0,0). Então R" é um subconjunto ortonormal de 
EndV^ = H^(4) do tipo [2,5] e <<R">> =11^(4) como uma álgebra so 
bre ]R. Portanto, temos H^(4) HH^(2) ®  1R(2) H
Agora, usaremos o corolário 21 e resultados anteriores:
a) ]R^  3 = ]R^   ^ ©  ]Rq = ]R(2) ©  H(2) H H(4) .
b) ]R2,6 - ^ 2 2 ®  ®0,4 = ©  H(2) = ]R(2) ®  1R(2) @ E ( 2 )  H 
= ]R(2) ©  B ( 4 )  = K ( 8 )  .
c) ][Rq^ 5 - ® 0,1 ®  ®0,U = ® ©  3H(2) = (C ©  K  ®  3R(2) H
= C(2) ©  ]R(2) H (C(4).
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d) ]Rq g = ]Rq 2 ®  ^0 4  ^^  = B  0  H  0  ]R(2) =
= ]R(H) 0  K(2) = ]R(8) .
e) ]Rq  ^ = ]Rq 3 0  H ]H^  0  ]H(2) = ]R^  0  H  0  H  0  K(2)
= 3R^  0  ][R(U) 0  ]R(2) = ]R^  0  ]R(2) 0  ]R(2) 0  IR(2) =- ^ 2
= :R (^2) 0  ]R(2) 0  ]R(2) HK^(4) 0  :R(2) = J{^i8).
f)]RQ g H]R^  ^ © ® o  4 = 3H(2) @ H ( 2 )  =]R(2) © E 0 ] H 0 n R ( 2 )  
= 3R(2) 0  1R(4) 0  ]R(2) H]R(8) 0]R(2) =]R(16).
g)]R^ g =]R^ 2 ® ^ 0  4 =<C(2) 0 K ( 2 )  = I R ( 2 ) 0 ( C 0 ] H 0 K ( 2 ) S
H]R(2) 0  C(2) 0  ]R(2) = C(4) 0  ]R(2) = (C (8) .
h) IR^   ^ 3 © ^ 0  4 = 0 B ( 2 )  =]R(16).
Agora, usaremos o corolário 18:
- ^ 2
a) 2^ 2 g =  ^ = ÜR(2)
*3,1 =*2,2 =*'■*>
K S 3R, = ]R(8) 
■4,2
*5,3 = ®H,l( =
‘>>*3,0 =*1,2 =
*4,1 =*2,3 =
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= > » 4 , 0  = * 1 , 3  = " ‘^> ’ 
® 5 , 1  = * 2 , 4  >
* 6 , 2  = * 3 , 6  = •
* 5 , 0  = * 1 , 4  = « ' < 2 >  >
IR. . = ]R„ , H H^(H) .6,1 2,5
^6,0 "®1,5 >
]R„ . H ]R = H(8) .7,1 2,6
g) ]Rg Q  = ]R^  y = JR( 16) .
Na tabela seguinte exibimos as algebras Universais de
Clifford ]Rp ^ para p+q _< 8.
U2
MCQ
g
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CAPÍTULO IV - APLICAÇÕES
Neste capítulo, faremos duas aplicações dos resultados 
obtidos anteriormente. A primeira mostra que as transformações 
ortogonais de um espaço linear X, também podem ser descritas na 
linguagem interna de uma álgebra A (isto é, por meio de opera­
ções em A). A segunda é determinar emlR(n) conjuntos ortonormais 
do tipo [0,s] com s maior possível.
Primeira aplicação: Construção do recobrimento do grupo Spin(n,3R) 
pelo grupo SO(n, 3R).
Por todo este capítulo, X é um espaço ortogonal real 
não-degenerado de dimensão finita, A álgebra Universal de Clifford 
para X e U(A) o subgrupo de A formado pelos' elementos invertí- 
veis de A.
Grupo de Clifford
0 grupo de Clifford de X em A, anotado por r(X) ou r,
é o conjunto F = {g €  A, g C  U(A): g x-^"^ €  X , V x  ^  X}, on-
-  /  / ~\
de gt— e o automorfismo de A induzido por .
Note que, r é um subgrupo de U(A). Se g S  T, a aplica 
ção Py X --->X; xi--->g  ^para todo x X é um automorfis
3 S . “
mo de X. Alem disso,
2
= - X = <x,x> , isto e, Px g 0(x).
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Agora, definimos a aplicação linear - : A ---^A;ai— >a'
do seguinte modo: para cada elemento básico e_ de A, 
e^ = (-1)'/ e^ (lembramos que I é o conjunto I Cl N com a or­
dem reversa de I). Logo, as seguintes propriedades são imediatas:
(1) x" = -X e (x~)” = X para todo x X ,
(2) (a ) = a para todo a d  A ,
(3) (ab)~ = b~ a" para todo a,b A.
A aplicação N .
Seja N: A ---> A  definida pela fórmula N(a) = a~a para
todo a ^  A. Observamos que:
 ^ 2
(i) Para todo a £  X temos N(a) = a~a = -a = <a,a> ^  ^ '^(A)’ 
ou seja, a restrição de N a X é um numero real;
(ii) Para todos a,b ^  X temos N(ab) = (ab)~(ab) = (b~a~)(ab) =
= b~(a~a)b, em vista de (i), N(ab) = (a"a)(b’’b) = N(a) N(b) ;
(iii)
Teorema 23: A aplicação p^ : T--->0(X); gi-- >  Py ® homomor -
5 g
fismo sobrejetivo.
Demonstração: Sejam g,h r. Então, para todo x X temos 
'X,gh'Pv ^ T - ( x )  = (gh) X ( ^ ) ~ ^  = (gh) X ^) = g(hx'íi~l) ^  =
- = <Px,g ■
ou seja, Pj^ ê um homomorfismo.
Em virtude da forma de Jordan para matrizes ortogonais 
(resultado conhecido da álgebra linear), cada transformação orto
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gonal é obtida de um número finito de reflexões em hiperplanos 
de X. Para provar a sobrejetividade de é suficiente mostrar
que para cada hiperplano de X (que é perpendicular a certo x ^  X) 
a conjugação Py induz em X uma reflexão neste hiperplano. Para
>g ^ 2 ^
cada X invertível em X, temos que x = - <x,x> que é equiva
lente a x~^ = - (--^^)x. Dado qualquer y ^  X, temos que
, X ^
xy = -yx - 2 <x,y> 1(A)
-1 -1 xyx = -y - 2 <x,y> x ,
xyx-l = -y + 2 x £  X .
<x,x>
Então, Py (y) = -y se y e perpendicular a x, isto é, p é
■ A ,X A ,X
■uma reflexão no hiperplano perpendicular a x. B  
0 Grupo Spin.
,oDefinimos o subgrupo r de r, como sendo a imagem in­
versa de SO(X) por (F° = p^ ^^  {SO(X)}) e o subgrupo 
Spin(X) = { g e  r°: lN(g)l = 1}.
Portanto, pelo teorema segue que dado qualquer
X,g
J ^  SO(X) existe g G  r° tal que ^(x) = g x'^  ^~ para to­
do x €I X. Quando X = (0+q = n), denotamos
Spin(X) = Spin(n, ]R) = Spin(n) ,
r° = r°(n) e SO(X) = SO(n, ]R) = SO(n) .
,n-l
Seja S^  ^a esfera unitária em 3R°’^ , isto é,
= {x C  |x| = 1}. Note que, Spin(l) = S°, Spin(2) = S^
e Spin(3) = S^.
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Segunda Aplicação-- Construção da Seqüincia de Radon- 
Hurwitz .
A seqüência de Radon-Hurwitz, anotada por%(n), i a se 
qüência que pode ser definida da seguinte maneira: ® ° nume
ro maximal de elementos de um conjunto ortonormal S contido em 
]R(n) do tipo [0,t], Isto significa que para t = %(n) o conjunto 
ortonormal do tipo [0,X(n)] está contido em ]R(n), mas para
t > “5^ (n) nenhum conjunto ortonormal do tipo [0,t] está contido 
em ]R(n) .
A origem desta questão é topologica e trata do número 
de campos vetoriais lineares que são tangenciais a esfera S^~^. 
Definimos um k-campo vetorial linear (k ^  U*) tangencial a 
como sendo a escolha de k vetores fixos em cada ponto x ^  s"~^ 
todos perpendiculares a x, que dependem linearmente de x (isto i, 
os k vetores fixos são expressos por equações lineares homogê­
neas em coordenadas de x) e constituem um conjunto ortonormal, 
Este conceito na linguagem de produto escalar, significa dizer: 
buscamos para cada x ^  , k vetores V^(x) com 1 < i < k da
forma V^(x) = M^x onde G. ]R(n). As condições <x, V^(x)> = 0 e
<V^(x), Vj(x)> = , transformam-se nas seguintes condições im-
2 Tpostas sobre as matrizes M-: M. = -I , M. = -M. e M.M. = -M.M.^ i i n ’ i i i j j i
para i j com 1 £ i, j _< k • Portanto, vemos que a existência de 
um k-campo vetorial linear sobre S^~^ ê equivalente a existência 
de um conjunto ortonormal do tipo [0,k] em ]R(n).
Decompondo n na forma n = u . 2 onde u = 2 í, + 1 é ímpar, 
k = *+a + b com a C ] N e b € ü  {0,1,2,3}. Temos que
]R(n) =]R(u) 0 ^  3R(2^) =]R(u) 0 ^ ^ ( 1 6 )  0 ^  . • • ;0j^ 3R(16) 0 ^  HR(2^) .
V  ~ - ----
a - cõpias
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Agora, vamos determinar um conjunto ortonormal do tipo [0,t] em 
]R(n) procurando conjuntos -ortonormais do tipo [0,s] em cada com 
ponente desse produto tensorial. Observamos o seguinte:
1) ]R(u) não possui conjunto ortonormal do tipo [0,s] 
com s > 0, pois não existe em dimensão ímpar uma matriz E tal 
que E^ = - I^, jS que teríamos -1 = (-1)^  = det(-I ) = det(E^) = 
= (det(E))^.
2) 0 teorema 2 0 afirma que (considerando de maneira 
pouco formal, mas com sentido claro) a seguinte regra para "adi­
ção" de conjuntos ortonormais é válida:
[0,4] U  [p,q] - [p, 4+q] .
Aplicando esta "adição" para ]R( 16) @ ^  ]R( 2^) , temos que o conjun 
to ortonormal do tipo [0,s] com s máximo em]R(16) ê do tipo [0,8], 
Se o conjunto ortonormal do tipo [0,s] está em]R(2^), então em 
]R(15) ]R( 2^) temos um conjunto do tipo
[0,8] U  [0,s] = ([0,4] U  [0,4]) U  [0,s] =
= [0,4] U  ([0,4] U  [0,s]) = [0,4] U  [0,4+s] = [0,8+s].
Por inclusão, tem-se que
\-------------- ^ ----------
a - copias
admite um conjunto ortonormal do tipo [0, 8a+s].
3) Para b = 0, temos s = 0. Para b = 1, temos o conjun 
 ^ —1  ^ —
0 -1to ortonormal k
0
> do tipo [0,1] emnR(2). Para b = 2, te­
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mos em]R(U) a expressão matricial do conjunto ortonormal {i,j,k}’
o qual é do tipo [0,3], Finalmente, para b = 3, temos pela tabe 
la da página 4 2 um conjunto ortonormal do tipo [0,6] em nR(8), 
mas pelas observações da demonstração do teorema 10, notamos que 
]R(8) serve também como vima álgebra de Clifford (não-universal) 
paraJR^’^  com um conjunto ortonormal do tipo [0,7], visto que a 
condição de que 4 divide 0-7-1 = -8 é satisfeita. Juntando es­
tes resultados, temos a seguinte tabela:
b 0 1 2 3
s(b) 0 1 3 7
Notemos que estes valores, podem ser convenientemente expressos 
na forma s(b) = 2^-1. Portanto, provamos a seguinte afirmação:
Teorema: Se n = u . 2*^ '^*’^  com u, a e b satisfazendo as condições 
anteriores, então vale a desigualdade > 8a + 2^ - 1. S
A desigualdade ~XSn) £ 8a + 2^ - 1, também é válida (isto 
é, “ 8a + 2^- 1), mas a demonstração deste fato ultrapassa
os objetivos deste trabalho (para a demonstração original Ve­
ja [3]).
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