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Abstract
To be able to compare the measured scattering matrices with model predictions, the quality of the measurements has
to be known. Uncertainty analyses are invaluable to assess and improve the quality of measurement results in terms
of accuracy and precision. Linear analyses are widespread, computationally fast and give information of the contribution
of each error source to the overall measurement uncertainty; however, they cannot be applied in every situation.
The purpose of this study is to determine if linear methods can be used to assess the quality of acoustic
scattering matrices.
The uncertainty in measured scattering matrices is assessed using a linear uncertainty analysis and the results are
compared against Monte-Carlo simulations. It is shown that for plane waves, a linear uncertainty analysis, applied to the
wave decomposition method, gives correct results when three conditions are satisfied. For higher order mode meas-
urements, the number of conditions that have to be satisfied increases rapidly and the linear analysis becomes an
unsuitable choice to determine the uncertainty on the scattering matrix coefficients. As the linear uncertainty analysis
is most suitable for the plane wave range, an alternative linear method to assess the quality of the measurements is
investigated. This method, based on matrix perturbation theory, gives qualitative information in the form of partial
condition numbers and the implementation is straightforward. Using the alternative method, the measurements of higher
order modes are analyzed and the observed difference in the measured reflection coefficients for different excitation
conditions is explained by the disparity in modal amplitudes.
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1. Introduction
The interest in measuring the scattering matrix for
higher order modes in ducts with ﬂow has increased
recently and measurements have been made on rect-
angular and circular ducts.1–3 One of the advantages
of including higher order modes is the possibility to
increase the frequency range in which measurements
can be made. Recently, new models are proposed to
describe the wave propagation constants for plane
waves and higher order modes in turbulent pipe
ﬂows.3,4 To verify these models, it is necessary to per-
form precise acoustic measurements where the uncer-
tainty in the measurement data has been assessed.
For plane waves, the errors that can arise using the
two-microphone methods are well known and are
described qualitatively in A˚bom and Bode´n,5 Bode´n,6
and Hudde and Letens,7 with generalized optimality
conditions described in A˚bom and Bode´n5 and
Bode´n.6 Methods to reduce systematic errors are
described in Katz,8 Boonen et al.,9 Dickens et al.,10
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and Gibiat and Laloe¨11 and techniques to quantita-
tively assess the measurement uncertainty have been
described in Schultz et al.12
In comparison, investigations of the errors in meas-
urements with higher order modes have not received the
same attention. Eﬀorts to reduce systematic errors and
improve the accuracy of the measurement results for
higher order modes have been recently published. For
example, Sack and A˚bom investigated the sensitivity of
the modal decomposition results with respect to sensor
and source positions.13 Suzuki and Day investigated the
use of diﬀerent algorithms to decompose the sound ﬁeld
in the various wave components.14 The lack of design
guidelines can partially be explained by the fact that the
number of free parameters are signiﬁcantly increased
compared to that of the two-microphone method for
plane waves, making it diﬃcult to create generalized
optimality conditions, such as those derived by Bode´n
and A˚bom.5,6
To compare model predictions and measurements
with each other, the uncertainty in the measurements
has to be known to make deﬁnitive statements on the
agreement. Also, the uncertainty itself can be used to
assess the quality of the measurements and determine
the contribution of individual error sources, helpful
when improving the measurements.
Two methods are often used to determine the uncer-
tainty of measurements. The ﬁrst is the multi-variate
analysis,15 which is based on a linear approximation of
the equation describing the relation between the mea-
sured variables, for example the transfer functions, and
the quantity of interest, such as the scattering coeﬃ-
cients. The second method, the Monte-Carlo method,15
uses a numerical approach where the inputs are con-
sidered as random variables and a set of measurement
samples are generated based on the statistical properties
of the inputs. The quantity of interest is calculated for
each set of input samples and the resulting statistical
properties of the outputs can be calculated.
The beneﬁt of the Monte-Carlo method is that it
includes the eﬀect of non-linear error propagation;
however, the drawback of the method is the computa-
tional time. On the other hand, the multi-variate ana-
lysis is based on an analytical approach and is
signiﬁcantly faster; however, it can only take into
account linear error propagation.
The purpose of this study is to investigate if a linear
multi-variate approximation is suﬃcient to quantify the
uncertainty of higher order modes measurements. A sub-
ject closely related to the linear uncertainty analysis is
the theory of matrix perturbations. With methods from
matrix perturbation theory, it is possible to determine
the sensitivity of the wave decomposition method to
input perturbations using analytical methods. Such an
approach is beneﬁcial in the process of designing new
setups as the solution is straightforward to implement
and computationally fast, but it only gives qualitative
information.
The linear uncertainty analysis will be investigated
for higher order mode scattering matrices using the
multi-microphone method16 in a generalized way.
Only solutions to the linear equations will be con-
sidered, without iterative reﬁnement, and the sound
ﬁelds are assumed to be harmonic in time.
2. Scattering matrix
The scattering matrix is a concept, used in various
branches of physics, such as electronics where it
describes the relation between electrical quantities at
diﬀerent electric lines of an electric network.17,18 In an
analogous way, the scattering matrix for acoustic net-
works relates the acoustic ﬁelds at diﬀerent physical
ports to each other. In the scattering matrix represen-
tation, the sound ﬁelds are described by propagating
waves and the scattering matrix relates the incident to
the outgoing waves from each port.
Considering harmonic acoustic ﬁelds, with a time
dependence of ei!t where ! is the angular frequency,
the acoustic ﬁeld within an acoustic wave guide can be
described as an inﬁnite sum of modes, if the cross-sec-
tional area and the ﬂow proﬁle within the duct are inde-
pendent of the axial direction. The spatial dependency
of the pressure ﬁeld in the axial, x-direction and cross-
sectional directions, y and z, can then be written as
pðx, y, z,!Þ ¼
X1
l¼0
pþl  l ðM, y, zÞeikl ðM,!Þx
þ pl  l ðM, y, zÞeikl ðM,!Þx
ð1Þ
The modal amplitudes of mode l propagating in the
positive and negative x-direction are given by pþl and
pl respectively. The propagation direction does not
have to coincide with the direction of the mean ﬂow.
The mean ﬂow is characterized by the Mach-number
M, which has no spatial dependency and is deﬁned as
the mean ﬂow velocity normalized by the speed of
sound, c0, in the medium. The speciﬁc mode shape is
given by  l and its corresponding wave number by kl.
The various modes are ordered by their cut-on fre-
quency19 and the number of modes used to describe
the sound ﬁeld is truncated to the L modes that signiﬁ-
cantly contribute to the sound ﬁeld far away from irre-
gularities in the duct. The modes are propagating when
the real part of the free-ﬁeld wave number, given
by k0 ¼ !=c0, is larger than the real part of the cut-on
wave number of the mode l, <ðk0Þ4<ðkcl Þ. The wave-
numbers kl can be analytically or numerically
determined.20–22
Peerlings et al. 381
For waves in circular and rectangular ducts, neglect-
ing losses in the ﬂuid and at the wall and including the
eﬀect of uniform mean ﬂow, the axial wave number for
mode l is given by
kl ¼ k0
M
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 ð1M2Þkc2l =k20
q
1M2 ð2Þ
with k0 the free ﬁeld wave number, given by !=c0 and k
c
l
the cut-on wavenumber for the mode l. The plus-minus
sign indicates whether the wave is travelling in the
direction of the ﬂow (+) or against the ﬂow (-). For
rectangular ducts, the cut-on wavenumbers are given by
kcl ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ml
b
 2
þ nl
h
 2r
, nl,ml 2 N ð3Þ
where b is the width of the duct and h the height of the
duct. The corresponding modeshapes are given by
 l ð y, zÞ ¼ cos ml
b
y
 
cos
nl
h
z
 
ð4Þ
For waves in circular ducts, the cut-on wave num-
bers are given by the solutions to the equation
J 0mlðkcl Þ ¼ 0, ml 2 N ð5Þ
where J0m is the derivative of the Bessel function of the
ﬁrst kind of order m. The corresponding mode shapes
are given by
 l ðr, Þ ¼ expðimÞJmðklrÞ ð6Þ
where r is the radius from the center of the duct and 
the angle in the cross sectional plane of the duct.
Now consider a device which has N number of phys-
ical ports. At each port, the sound ﬁeld can be decom-
posed using equation (1) and the relation between the
waves propagating to and away from the object is then
given by the scattering matrix S.
When an equal number of modes are considered to
be incident on and travelling away from the object,
S 2 CLxL, with L the total number of modes propagat-
ing to or away from the object.
The relation between the acoustic ﬁeld propagating
to and away from the object is given by
p ¼ Spþ ð7Þ
where the vectors pþ and p are a concatenation of
modal amplitudes respectively travelling towards and
away from the object from all the N ports.
To simplify the notation, from here onward the
notation p will be used to indicate that the relation
hold for both the waves traveling to, pþ, and away, p,
from the object. The vectors p are given by
p ¼ p1 . . . pn . . . pN
 T2 CLx1 ð8Þ
where pn 2 C
Lx1
, with L the number of incident or scat-
tered modes propagating in a speciﬁc duct n
pn ¼ p1 . . . pl . . . pL
 T ð9Þ
The scattering matrix can be determined from
experimental or numerical data by solving
P ¼ SPþ ð10Þ
where the matrices P are a concatenation of the K
measured vectors p
P ¼ p1 . . . pk . . . pK
 
, P 2 CLxK ð11Þ
To determine the scattering matrix using equation
(10), at least K  L linearly independent incident and
reﬂected sound ﬁelds have to be measured, such that
the rank P
  ¼ L.
The vectors pn describing the waves that are present
in each duct n can be determined using the so called
wave-decomposition method. The pressure at diﬀerent
positions is measured, and using the modal representa-
tion, equation (1), a linear system of equations can be
constructed
Wn
pþn
pn
	 

¼
pi
..
.
pI
2664
3775 ð12Þ
where pi is the pressure measured at the position
xi ¼ ½xi, yi, zi in the duct. The matrix Wn relates the
pressures at a certain position in duct n with the
modal amplitudes and is given by
Wn ¼ W 1 . . . Wi . . . WI
 
,  2 CIx2L ð13Þ
where I is the number of microphone positions. The
rows in W are given by
Wi ¼
 1ðM, yi, ziÞeik1ðMÞxi
..
.
 l ðM, yi, ziÞeikl ðMÞxi
 1ðM, yi, ziÞeik1ðMÞxi
..
.
 l ðM, yi, ziÞeikl ðMÞxi
266666666664
377777777775
T
ð14Þ
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To solve the system (equation (12)), the pressure
should be measured at I  2L diﬀerent positions and
rank Wnð Þ ¼ 2L.
3. Linear uncertainty analysis
The elements of the scattering matrix S, also called
scattering coeﬃcients, are complex variables relating
the amplitude and phase of the in-going to the out-
going modes. When performing a measurement, there
is always an uncertainty associated with the measured
quantities, which will lead to an uncertainty in the
obtained scattering coeﬃcients.
Some measured quantities and the scattering coeﬃ-
cients are complex and to describe their uncertainty,
they are decomposed in the real part u and the imagin-
ary part v, z ¼ u v T2 R2x1. If the real and imagin-
ary parts of z are normally distributed, the joint
probability density function can be fully described by
the variance of the real and imaginary part and the
covariance between them23,24
pðu, vÞ ¼ 1
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
detRzz
p exp  1
2
zTR1zz z
 
ð15Þ
where the covariance matrix is given by Rzz
covðzÞ ¼ Rzz ¼ E ðz lzÞðz lzÞT
  ð16Þ
where E ½  is the expectation operator and lz ¼ EðzÞ.
The purpose of an uncertainty analysis is to determine
the statistical properties of the parameters of interest,
such as the elements of S as function of the statistical
properties of the known parameters, such as the
measured parameters pi.
Consider a general function y ¼ f ðxÞ, which repre-
sent the relationship between the parameters of interest
y and the measured parameters x. If this relationship
can be considered linear in the neighbourhood of x, for
which the size is proportional to the size of covariances
of x, a linear multi-variate uncertainty analysis can be
used to relate the covariance matrices of the known
parameters x to the covariance matrices of the param-
eters of interest y.
The linear multi-variate uncertainty analysis is based
on a ﬁrst-order Taylor’s expansion of the function f.
It is possible to take into account higher order terms
in the Taylor expansion and include higher order stat-
istical moments into the analysis,25 however, the com-
putations quickly become cumbersome.
Considering only the ﬁrst-order Taylor expansion of
y ¼ f ðxÞ, the deviation byk of a single (complex) param-
eter of interest, yk from its true value y
0
k, is given by
byk ¼ yk  y0k 2 R2x1 ð17Þ
This deviation, or error, can be expressed as function
of the deviations of the measured parameters from their
true values using the ﬁrst order Taylor expansion of
y ¼ f ðxÞ for each complex element xi
byk XN
i
Jki xi  x0i
  2 R2x1 ð18Þ
where J ki is the complex Jacobian matrix of the kth
output value w.r.t to i-th input variable evaluated at
the position x0i 2 R2x1 and given by
J ki ¼
@
@uk
xi
@
@vk
xi
	 

2 R2x2 ð19Þ
The covariance matrix of the error of the parameter
of interest is given by
covbyk ¼ E yk  lyk  yk  lyk T	 
 2 R2x2 ð20Þ
where lyk ¼ E yk
 
. Using equation (18) it can be writ-
ten as
covbyk XN
i
XN
j
J ki ð f Þ covðxi, xj Þ J kj ð f Þ
h iT
ð21Þ
where the cross-covariance covðxi, xj Þ is given by
covðxi, xj Þ ¼ E ðxi  lxi Þðxj  lxj ÞT
h i
ð22Þ
An advantage of the linear analysis is that the con-
tribution from each error source to the overall uncer-
tainty can be easily calculated which is beneﬁcial in the
design and improvement of experimental setups.
If the relationship f ðzÞ is not linear in the neighbour-
hood of z, other methods, such as the Monte-Carlo
method, have to be used to determine the statistical
parameters of y. Using the Monte-Carlo method,
numerically many ‘draws’ from a single measurement
are simulated based on the statistical properties of the
input variables. From the draws, the mean value and
statistical parameters of the output values are calcu-
lated.15 With this method, the statistical properties
can be calculated for an arbitrary relation between
the input and output parameters, but it is computation-
ally heavy.
As the linear uncertainty analysis is a useful tool to
express and analyze the uncertainty, the question arises
when such an analysis is appropriate without perform-
ing a validation against a Monte-Carlo simulation. By
analyzing the sources of non-linearity when
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determining the N-port scattering matrix, estimators
can be derived to determine if a linear analysis gives
correct results.
There are three sources of non-linearity when calcu-
lating the scattering matrix. Two are related by the
matrix inversion needed to obtain the solution to equa-
tions (10) and (12). The third source of non-linearity is
the relationships of the matrix elements in W with
respect to their arguments.
The ﬁrst source of non-linearity that we consider are
perturbations of the elements ofW. Consider the Taylor
expansion of the matrix
W aþ ð Þ ¼ Wþ @W
@a
þ 1
2
@2W
@a2
2 þO 3  ð23Þ
where a and e represent any input parameter and its
error, respectively. The condition to have linear error
propagation is that all the second and higher order
terms have to be much smaller than the ﬁrst-order terms

1
2
@2W
@a2
 
þO 2 	 
 @W
@a
  
1
55 1 ð24Þ
where  represents element wise division. The above
condition has to be satisﬁed for all uncertain input par-
ameters to ensure linear error propagation.
The second source of non-linearity is the method used
to solve the wave decomposition equation (12). The solu-
tion is obtained by pre-multiplying the equations by a
Moore–Penrose pseudo-inverseWy, for which small per-
turbations to W could lead to non-linear perturbations
on the inverse. In general, the pseudo-inverse of a per-
turbed matrix is non-continuous26
lim
!0
Aþ Bð Þy6¼ Ay ð25Þ
However, in the special case that the perturbations
on matrix A are acute,26 that is, the perturbations do
not change the rank of A, RðAÞ ¼ RðAþ BÞ, the
matrix inverse is continuous and can be approximated
by a Taylor series.27
Consider now the case for the matrix W. If the per-
turbations are small and acute, then the perturbation to
the matrix can be written as E by neglecting the second
order terms in equation (23), with
E ¼ @W
@a
ð26Þ
and the pseudo-inverse can be approximated by
Wþ Eð Þy¼ y þ
X1
k¼1
ð1Þk WyE
 k
Wyk ð27Þ
for kWyEk5 1, to have the series converge.
Comparing the size of the second order term with the
ﬁrst-order term of equation (27), with a suitable norm
kWyEk55 1 ð28Þ
must be satisﬁed to ensure that the inversion process is
linear. A more conservative but insightful bound is
obtained by considering a determined set of equations
and using the two-norm. Equation (28) can then be
rewritten as
kEk2
jjWk2
 Wð Þ55 1 ð29Þ
where ðÞ is the condition number of the matrix . The
bound shows that even when the relative perturbations
on the matrix W are small, they can still lead to a non-
linear contribution to the inverse of the matrix through
a badly conditioned matrix W.
The third source of non-linearity that can be identi-
ﬁed is the method used to solve for the scattering
matrix, equation (10). It is also solved by pre-multiply-
ing the equation with Pþy and the above reasoning
holds as well for this source. It becomes clear from
equation (29), that the condition number of Pþ has to
be small to have a linear error propagation. Therefore,
when measuring the scattering matrix, acoustic ﬁelds
for which the columns of Pþ are orthogonal to each
other and having a similar magnitude should be used.
One way to realize this is to excite only one mode at a
particular port for each measurement in equation (11)
and have non-reﬂective boundary conditions for all the
other modes at the terminations of each port.
To apply the linear uncertainty analysis, both con-
ditions (24) and (28), should hold for any uncertain
input parameter. When higher order modes are cut-
on, the number of necessary conditions increases rap-
idly and it becomes cumbersome to keep track of all the
conditions. Unfortunately no speciﬁc sets of conditions
can be identiﬁed which are mutually exclusive and thus
all the conditions have to be satisﬁed to have linear
error propagation. Only when plane waves are present,
some general statements can be made if a linear uncer-
tainty analysis can be applied.
In the case of plane waves three parameters play a
role in the wave decomposition, which are the axial
position of the microphone, the Mach number and
the free ﬁeld speed of sound. With the help of equation
(24), the linearity conditions for these three parameters
can be derived.
The ﬁrst condition is with respect to the error in the
microphone distance
xk0
2
Mþ 1
1M2
 55 1 ð30Þ
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Herein ex is the error in the microphone distance.
The second condition is with respect to the error in
the Mach number eM and is given by
M
2
ik0x
M 1ð Þ2 
2
M 1ð Þ
	 
 55 1 ð31Þ
The third condition is with respect to the error
aﬀecting the free ﬁeld wave number, which is related
to the speed of sound. The speed of sound can be esti-
mated using c0 ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
RT
p
, where  is the ratio of speciﬁc
heats, R the gas constant of the medium and T the
temperature of the gas. Considering the uncertainty in
the temperature eT the condition that has to be satisﬁed
can be written as
T
2
i!x 1þMð Þ
2T
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
RT
p
M2  1ð Þ 
3
2T
	 
 55 1 ð32Þ
It can be seen that the ratios in equations (30), (31) and
(32) increase with frequency and therefore, there will be
an upper frequency limit where the linear uncertainty
analysis will not be valid anymore. All these conditions
have to be satisﬁed to ensure that the error in the wave
decomposition process is linear. As the solution to the
wave decomposition equation (12) is linear with respect
to the measured pressure p, the error of p will propogate
linearly to the amplitudes of the propagating waves.
4. Perturbation theory
The linear multi-variate analysis is an eﬀective method
to determine the uncertainty, but as argued in the previ-
ous sections, it becomes diﬃcult to correctly determine
the uncertainty using linear methods when higher order
modes are present. In addition, even though the linear
uncertainty analysis is computationally fast, the imple-
mentation can be cumbersome. On the other hand, when
designing a setup, the use of Monte-Carlo methods to
estimate the uncertainty could be too time-consuming.
An alternative way to assess the inﬂuence of stochas-
tic errors on the measurements can be done using
condition numbers. These condition numbers can be
computed from the singular value decomposition and
matrix norms of the linear system, which are straight-
forward to calculate using numerical techniques. Using
condition numbers, the sensitivity of the measurement
results to perturbations (errors) can be examined to
obtain a qualitative understanding and can be of inter-
est when designing or analyzing a setup.
In the ﬁeld of computer science and scientiﬁc com-
puting, the response of linear systems to perturbations
is actively studied and the following section is a recap-
itulation of material that can be found in Stewart and
Sun,26 Geurts,28 Arioli et al.,29 and Baboulin et al.30
To determine the response of linear systems to small
perturbations, the set of linear equations are considered
as a map of one linear space to another linear space. As
an example, equation (12) is given by
Wn
pþn
pn
	 

¼
pi
..
.
pI
2664
3775
which can be interpreted as a map of the data space,
spanned by the model, Wn, and measurements,
pi . . . pI½ , to the solution space spanned by pþn pn
 T
.
The sensitivity of the system of equations can be deter-
mined by analyzing the results of small perturbations in
the data space to changes in the solution space. The
ratio between the size of the perturbations on the solu-
tion space to the perturbations in the data space is
deﬁned as the condition number of the system of equa-
tions. As the data space consists of both the model and
measurements and the solution and data spaces
are multi-dimensional, the deﬁnition of the size of a
perturbation is not unique and condition numbers can
be deﬁned in many ways.
Consider a map g, which maps an m-dimensional
data space to a n dimensional solution space with
n 	 m, g :Rm ! Rn. The condition number of the
system gives a measure of the sensitivity of the map
gðy0Þ to perturbations in the data space y0.
The condition number of the system is deﬁned by29,30
Kðy0Þ ¼ lim
!0
sup
05ky0ykD	
kgðy0Þ  gðyÞkS
ky0  ykD
ð33Þ
where sup denotes the supremum of the subset of num-
bers, k:kD is the norm used in the data space and k:kS the
norm used in the solution space to measure the size of a
vector. The supremum of a set is the smallest upper bound
of a set, which does not have to be a member of the set
itself. The supremum is a similar concept as the maximum
of a set; however the supremum is unique and always
exists. The condition number of the system represents an
asymptotic sensitivity to inﬁnitesimal perturbations and is
dependent on the choice of the norms for the data and
solution space. The relative condition number is deﬁned as
Kðrel Þðy0Þ ¼ Kðy0Þky0kD=kgðy0ÞkS ð34Þ
In the current study, the map is given by the solution
to an (over)-determined system of linear equations (12)
and (10). A condition number that is sometimes used to
express the sensitivity of a solution to linear equations
Ax ¼ b is given by
ðAÞ 
 kAk2 kA1k2 ð35Þ
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where k  k2 is the two-norm. This condition number
gives an upper bound for the sensitivity of the solution
to perturbations to the system. Equation (35) is a spe-
cial case of equation (34), when a determined set of
equations is considered, only A is perturbed and the
perturbations in the data space and solution space are
measured by the two-norm.28,31
In general, equations (12) and (7) are over-
determined systems, which are more prone to ill-
conditioning as the sensitivity can scale with the
square root of the condition number , as deﬁned by
equation (35).31–33 Therefore, equation (35) is not the
optimal way to determine the sensitivity of these sys-
tems of equations. Furthermore, the above condition
number only gives information on the size of the per-
turbations on the solution vector x and not a speciﬁc
element xi of the solution vector.
Arioli et al.29 give methods to determine the condi-
tion numbers for over-determined systems of equations.
The theorem presented by Arioli et al.,29 (Theorem 1)
allows deriving the exact condition number in the form
of equation (33) under special conditions. The condi-
tion numbers are obtained for speciﬁc elements of the
solution vector x and for perturbations on A and/or b.
In the following, the theorem and a minimum
amount of theory is introduced to understand the the-
orem. The interested reader is referred to Arioli et al.29
and Baboulin et al.30 The results are obtained for maps
in the real domain R, but it is assumed that the results
also hold for the complex domain C as the system of
equations are continuous in the complex domain and
the perturbations are assumed to be acute, implying
that the complete system is continuous and thus
Fre´chet-diﬀerentiable.
Consider a map g of a linear least squares solution
minx2RnkAx bk2, which is projected on to a k dimen-
sional space LTx, L 2 Rnxk. The map is given by
g : CmxnCm ! Ck,
A, b gðA, bÞ ¼ LTxðA, bÞ ¼ LTðATAÞ1ATb
ð36Þ
The projection on the k dimensional space allows the
determination of the condition number for a speciﬁc
element of the solution vector x, by choosing L such
that it is a column of the identity matrix.
Values, as opposed to bounds, of the condition
number of the above system can be derived, when suit-
able norms for the solution and data space are taken.
For the solution space the two-norm is used. For the
data space, the following norm is used
kðA, bÞkF ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2kAk2F þ 	2kbk22
q
, ,	4 0 2 R ð37Þ
where k  kF stands for the Frobenius norm and k  k2
for the two-norm. The Frobenius norm is given by
kAkF ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
trace AA½ 
p
ð38Þ
where A denotes the conjugate transpose of A. With the
above norm, it is possible to estimate the eﬀect of per-
turbations on A and b separately. For values of !1,
the condition number of the problem is obtained where
mainly b is perturbed and for values of 	!1 the con-
dition number of the problem is obtained where mainly
A is perturbed.30 The condition numbers as deﬁned in
equation (33) can then be computed with the theorem29
(Theorem 1), given by:
Theorem 1. Let A ¼ UVT be the thin singular value
decomposition of A, with ¼ diagð
iÞ and 
1  
2 . . .
 
n  0. The absolute condition number of gðA, bÞ ¼
LTxðA, bÞ, where the norm of the solution space is the
Frobenius norm, is given by
KðLTxÞ ¼ kSVTLk2 ð39Þ
where S 2 Rnxn is the diagonal matrix with diagonal
elements
Sii ¼ 
1i
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ

2i krk22 þ kxk22
2
þ 1
	2
s
ð40Þ
where r, the residual, is given by r ¼ Ax b.
The thin singular value decomposition is given by the
singular value decomposition where only the column
vectors of U and the row vectors of VT are calculated
that correspond to the non zero singular values 
i.
With the above condition number, equation (39), the
sensitivity of solution to the wave decomposition step,
equation (12) can be calculated for example. Letting
!1 in equation (39), the eﬀect of perturbations,
when only p is perturbed can be investigated. On the
other hand when taking 	!1, the condition number
reﬂects the sensitivity of the solution only to perturb-
ations on W. By taking L as a column of the identity
matrix, component wise condition numbers can be
obtained, relating the sensitivity of speciﬁc components
of pþ p½ T to perturbations of the data space for a
speciﬁc choice of  and 	.
Using the component wise condition numbers, it
becomes possible to optimize the design of an experi-
mental setup for certain speciﬁc conditions. For exam-
ple if one is only interested in the behaviour of acoustic
plane waves but needs accurate data for frequencies
higher than the ﬁrst cut-on frequency, the component
wise condition numbers for the plane wave mode can be
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optimized using a speciﬁc choice for W. As the partially
condition numbers are computationally easy to
compute, this choice can be obtained using numerical
optimization techniques.
5. Results and discussion
In this section, results from the measurement of the
reﬂection coeﬃcient of a rigid wall will be presented.
Two diﬀerent experimental setups are used, one to deter-
mine the reﬂection coeﬃcient using plane waves and the
second where the reﬂection coeﬃcients are determined
for higher order modes. One advantage of using a rigid
wall as the measurement object is that the acoustic
impedance of the wall is homogeneous and there is no
scattering of energy between diﬀerent modes34.
Therefore, only one acoustic ﬁeld has to be measured
to determine the reﬂection coeﬃcient of each of the
modes. This reduces the number of variables used in
the computation signiﬁcantly and it becomes easier to
analyze the sources of the observed errors.
For the plane wave results, conﬁdence intervals will
be shown, obtained with the linear uncertainty analysis.
The obtained covariance matrix from the linear uncer-
tainty analysis will be compared against the covariance
matrix obtained from a Monte-Carlo simulation. For
the higher order modes, no bounds will be derived as it
is shown that the linear uncertainty analysis is unsuit-
able to determine these bounds for the higher order
mode reﬂection coeﬃcients. The results from the
higher order mode measurements show the presence
of a random error in the obtained scattering coeﬃcients
and with the help of the perturbation theory, a plaus-
ible explanation is found for the observed scatter.
The basic construction of the two setups can be subdi-
vided in three sections (see Figure 1). In the ﬁrst section,
the acoustic ﬁeld is excited using loudspeakers that are
ﬂush mounted in the duct wall. In the second section,
microphones ﬂush mounted with the inner wall, measure
the resulting sound ﬁeld. The last section contains the
device under study, which in this case is a rigid
wall, mounted perpendicular to the duct axis. For each
setup, the distances between the loudspeaker section,
measurement section and the device under study are
large enough, to ensure that non-propagating higher
order modes do not contribute to the measured pressure
at the microphone positions. No detailed information
about the setups will be given, as the focus of the paper
is on the use of methods to assess the measurement quality,
but more information can be found in the cited references.
The ﬁrst setup is used to measure within the plane
wave range and it consists of a circular duct where one
loudspeaker is attached to the wall of the duct to excite
the sound ﬁeld. The ﬁeld is sampled by four micro-
phones ﬂush mounted in the side wall of the duct.35
The second setup is designed to measure higher order
modes and the waveguide has a rectangular cross-
section. A combination of four loudspeakers is used
to excite the sound ﬁeld, with each wall of the duct
having one loudspeaker. The sound ﬁeld is measured
with 20 ﬂush mounted microphones located at various
positions in the duct walls.3,36
To calculate the uncertainty in the reﬂection coeﬃ-
cients, the uncertainties on the measured parameters
have to be known. For the sake of argument, only
errors in the temperature T, acoustic pressures p and
microphone distances xi are considered, as these errors
are the most signiﬁcant.35 In Table 1, the used uncertain-
ties are given for two diﬀerent cases. The uncertainties for
the ﬁrst case are based on experimental and technical
information.35 For the ﬁrst case, the uncertainty in the
temperature is taken to be 0.1C, the uncertainty in
the microphone position 0.1mm and the uncertainty
in the measured acoustic pressures to be normal circular
distributed in the complex domain with a radius of 1% of
the absolute value of the measured pressure. For the
second case, the uncertainty of the microphone positions
has been increased to 1mm, to show non-linear error
propagation. To assess the validity of the multi-variate
analysis, the determinants of the covariance matrices
obtained from the multi-variate analysis, detMC, are
compared against the determinant obtained from the
Monte-Carlo simulation, detMVA
Covar ratio 
 det
X
MC

det
X
MVA
1 ð41Þ
Figure 1. Schematic representation of the used measurement setups.
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This measure gives the relative diﬀerence in the size
of the uncertainty region obtained from the two
methods.
First the results in the plane wave region will be
discussed. In Figure 2, the measured phase and magni-
tude of the reﬂection coeﬃcient are shown together
with the 95% conﬁdence interval. It is customary to
describe the scattering coeﬃcients in polar form and
the uncertainty can be expressed in a Cartesian refer-
ence frame, coinciding with the direction of the com-
plex phasor deﬁned by the reﬂection coeﬃcient, by
performing a transform on the covariance matrix.37
When the uncertainties in the new Cartesian coordinate
systems are small compared to the absolute value of the
scattering coeﬃcient, then the uncertainty can be
expressed as uncertainties in phase and absolute value
of the mean vector.37
Due to the linear nature of the analysis, equation
(21), the total variance on the measurement is a super-
position of the variances created by the individual
uncertain inputs and the total variance can be analyzed
to determine the sources that contribute the most to the
overall error. In Figure 3, a breakdown of the variance
is given for both the magnitude and the phase of the
reﬂection coeﬃcient. The errors contributing the most
are diﬀerent for the magnitude and phase. For the
absolute value, the dominant factor is the uncertainty
in the measured transfer functions. On the other hand,
the uncertainty in the phase is dominated by the error
related to the microphone positions and speed of
sound.
In Figure 4, the ratio of the covariance matrices
obtained for the reﬂection coeﬃcient is shown for the
two diﬀerent sets of uncertainties given in Table 1.
For the ﬁrst case, the ratio is below 10% for most
frequencies, showing that the linear analysis accurately
describes the covariance matrix. The covariance ratio
slowly increases with frequency, as the ratio between
the second-order and ﬁrst-order term of the Taylor
expansion of  increases with frequency.30,32 On the
other hand, for the second case, the covariance ratio
is much larger, indicating that the linear analysis can
not be used to determined the covariance matrix for the
set of uncertainties. This is surprising, as even for the
second case the ratios,30,32 are met.
The obtained covariance matrices of the amplitudes
pþ1 and p

1 for both the Monte-Carlo simulation and the
linear analysis compare well to each other, with a max-
imum relative covariance ratio of 10 %, for both sets of
uncertainties as could be expected from the linearity
conditions. The source of non-linearity is the determin-
ation of the reﬂection coeﬃcient from the wave ampli-
tudes. The largest discrepancy is seen at 2500Hz, and
the obtained scatter plot of the Monte-Carlo simulation
(Figure 4) shows the non-linear behaviour. The reason
for this non-linear error propagation can be explained
by considering the Taylor expansion of the reﬂection
Figure 4. (Left) Relative difference between the determinant of
the covariance matrix determined using the Monte-Carlo
method and the linear multi-variate analysis as function of fre-
quency. (Right) Scatter plot of the reflection coefficient at
2500 Hz calculated with the Monte-Carlo method for the two
different cases. The different colors, ( , ) and ( , ) rep-
resent respectively Case 1 and Case 2 in Table 1.
Figure 3. The relative contribution of each error source,
microphone pressure ( ), temperature ( ) and micro-
phone position ( ) to the variance of the error in the mag-
nitude of the reflection coefficient (right) and the phase of the
reflection coefficient (left).
Figure 2. The measured reflection coefficient of the rigid plate
(——) and the 95% confidence interval ( ).
Table 1. Table of the standard deviation of the input variables
for the two different cases.
Case 1 Case 2
Temperature [C] 0.1 0.1
Distance [mm] 0.1 1
Pressure [Pa] j pij103I j pij103I
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coeﬃcient with respect to the incident and reﬂected
wave. The ratio between the second order terms to
the ﬁrst order terms is given by
1
2
þ
pþ
 þ Rþ
  Rþ ð42Þ
If the errors on the incident and reﬂected pressure
waves are almost equal, the linear terms, represented by
the denominator in equation (42), cancel each other
since R  1. When this happens, the error will propa-
gate non-linearly even though that the overall error on
the reﬂection coeﬃcient can be small.
In the second part of this discussion, the focus is on
the higher order modes. Because of the measurement
object, there is no interaction between dissimilar modes
and to calculate the scattering coeﬃcients using equa-
tion (10), the information for each mode can be seen as
a separate measurement. The matrix P can be written
as a diagonal matrix, diagð p1 , . . . , pl , . . . , pL Þ and the
computed scattering matrix, will reduce to a diagonal
matrix with the reﬂection coeﬃcients of each mode on
the diagonal.
In Figure 5, the reﬂection coeﬃcient of the plane
wave mode and the ﬁrst higher order mode are shown
for two diﬀerent excitation conﬁgurations. For the ﬁrst
conﬁguration, only one loudspeaker was used, situated
on the top wall. For the second conﬁguration, two
loudspeakers mounted in the side walls and facing
each other were used. Doak38,39 investigated the exci-
tation of higher order modes in rectangular ducts and
showed that the excitation strength of the speciﬁc
modes is sensitive to both the spatial distribution of
the excitation sources and the end conditions of the
duct. Therefore, the two diﬀerent conﬁgurations lead
to diﬀerent amplitudes of the ingoing waves. From
the reﬂection coeﬃcients it can be seen that after the
cut-on of the second higher order mode, the plane wave
and ﬁrst higher order mode reﬂection coeﬃcients for
the second conﬁguration show more scatter compared
to the results from the ﬁrst conﬁguration.
In the bottom row of Figure 5, the relative diﬀerence
between the calculated covariance matrix for the reﬂec-
tion coeﬃcient using the Monte-Carlo method and the
multi-variate method is shown. The ﬁgure shows that
after the second cut-on frequency, the covariance
matrix for the plane waves is not correctly described
by the linear analysis. The relative diﬀerence between
the covariance matrices for the reﬂection coeﬃcient
for the ﬁrst higher order mode is large for almost all
frequencies, and the results obtained from the multi-
variate method cannot be used.
Similar to the results obtained for the plane wave
case, the covariance matrices obtained for the indivi-
dual travelling wave components with the two methods
are in good agreement with each other below the third
cut-on frequency except close to the cut-on frequencies.
Here the covariance matrices obtained by the linear
analysis and the Monte-Carlo simulation show larger
diﬀerences as the condition number ofW is large, due to
small wave number kl for the cut-on higher order mode,
in agreement with the condition (29).
The disparity between the covariance matrices of the
reﬂection coeﬃcients obtained by the linear method
and the Monte-Carlo simulations is a consequence of
the diﬀerence in magnitude of the individual wave com-
ponents, which will be shown below. The diﬀerence in
magnitude of the individual components leads to that
the small components have a large relative error, which
leads to non-linear error propagation to the scattering
matrix due to the inversion step, equation (29), when
determining the scattering matrix, equation (10).
In Figure 6, the condition number, based on per-
turbations of p for the individual wave components
for the plane wave and ﬁrst higher order mode are
shown. For both the excitation cases, these graphs are
identical, since W is identical for the two cases. As the
absolute value of the measured pressures for the two
diﬀerent cases has similar magnitudes, the induced
error on the wave amplitudes is of a similar magnitude.
It can be seen that the components of the ﬁrst higher
order mode, the sensitivity to errors on the measured
pressures show a maximum at around 3000Hz and that
the results of the plane wave components are most sen-
sitive to perturbations after the third cut-on frequency.
In the same ﬁgure, the second row depicts the con-
dition number, based on perturbations of W. This con-
dition number is similar for both cases, up to the cut-on
of the second higher order mode, after which the con-
dition numbers of the ﬁrst conﬁguration are higher
than those of the second conﬁguration. The errors on
W are identical as they are not dependent on the
Figure 5. Reflection coefficient for the plane wave mode (left)
and the first higher order mode (right) as function of frequency
for two different acoustic excitations, case 1 () and case 2 ( ).
The vertical lines denote the cut-on frequencies of the higher
order modes.
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excitation conditions and thus the results for the ﬁrst
conﬁgurations are more sensitive to errors than for the
second conﬁguration, which correlates with the scatter
on the measured scattering coeﬃcients.
The main reason why the second conﬁguration is
more sensitive can be appreciated by looking at the
relative size of the wave amplitudes compared to the
solution vector. The relative size is depicted in Figure 7.
It can be seen that for the second conﬁguration, the
relative amplitude of the plane wave and ﬁrst-higher
order mode are lower than those of the ﬁrst excitation
case after the cut-on of the second higher order mode
and it correlates with the increased scatter on the mea-
sured results.
It is shown by Chandrasekaran and Ipsen33 that the
partial condition number of the solution components is
inversely related to the relative size of the solution com-
ponent to the size of the solution vector
K pl
  / jjpþ pjjj pl j ð43Þ
In this speciﬁc circumstance, the various modes do
not interact with each other, because of the spatially
uniform impedance that is being measured34.
Furthermore, the presence of the wall determines the
ratio between the amplitude of the in- and out- going
wave for a speciﬁc mode and the relative size of the
amplitudes of each of the modes is solely determined
by the excitation and end conditions at the excitation
side. To obtain reliable and repeatable results, inde-
pendent of the object to be measured, the amplitudes
of the ingoing wave components have to be controlled.
Another consequence of the large relative errors is that
the resulting error on the reﬂection coeﬃcient will
depend non-linearly on the errors of the traveling
wave amplitudes and a linear analysis cannot be used
to determine the uncertainty in the scattering
coeﬃcients.
6. Conclusion
The validity of the linear uncertainty analysis to deter-
mine the uncertainty in the scattering matrix coeﬃ-
cients for higher order modes has been investigated. It
has been shown that a linear multi-variate analysis can
only be used in speciﬁc circumstances and conditions
have been derived when such an analysis gives valid
information on the uncertainty bounds for the wave
decomposition method.
For higher order modes, the amount of conditions
increases signiﬁcantly and no general conditions can be
formulated for when a linear uncertainty analysis can
be used. Therefore, to determine accurate uncertainty
intervals, a Monte-Carlo method has to be used. If the
use of a Monte-Carlo method on the complete deter-
mination is too time consuming, a two step approach
could be considered where the uncertainty in the wave
decomposition is assessed with a linear analysis and the
uncertainty in the scattering matrix determined using a
Monte-Carlo methods.
The experimental results for the higher order mode
scattering matrices have been analyzed with the help of
the partial condition numbers. The partial condition
numbers are a computational inexpensive alternative
to investigate the problem and give qualitative informa-
tion on the measurement quality. Using the partial con-
dition numbers, it has been shown that the diﬀerence in
excitation levels for each of the mode is the main reason
for the large variance in the measured reﬂection coeﬃ-
cients. To reduce these errors, measurements have to
performed where the energy in the modes can be
controlled.
Figure 6. Partial condition numbers for the wave amplitudes of
the plane wave mode (left column) and the first higher order
mode (right column) as function of frequency for two different
acoustic excitations. The top row denotes the partial condition
numbers based on perturbations of the measured pressures p,
the bottom row shows the partial condition numbers based on
perturbations of W. The positive travelling waves are denoted by
triangles, ( , ), and the negative travelling waves are denoted by
circles, ( , ), for respectively case 1 and case 2. The vertical lines
denote the cut-on frequencies of the higher order modes.
Figure 7. Relative size of the wave amplitudes of the plane
wave mode (left column) and the first higher order mode (right
column) as function of frequency for two different acoustic
excitations. Triangles denote the positive traveling waves and
circles the negative traveling waves. The vertical lines denote the
cut-on frequencies of the higher order modes The positive tra-
velling waves are denoted by triangles, ( , ), and the negative
travelling waves are denoted by circles, ( , ), for respectively
case 1 and case 2.
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