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Abstract 
In multiple linear regression, least squares estimate {LSE) is the most com-
monly used estimator for estimating the regression coefficient |3. When the ex-
planatory variables are highly correlated, the total variance of LSE will be in-
flated. In order to reduce its large variance, Hoerl-Kennard (1970a) proposed the 
ridge estimator [RIDGE), a class of biased estimator, to estimate f3. In this the-
sis, we will propose a new class of biased estimator which is called the shrinkage 
estimator {SHE) to estimate f3 when the explanatory variables are highly corre-
lated. It is shown that SHE dominates LSE as well as RIDGE under both the 
mean square error and the mean square prediction error. We will also compare 













Consider the linear model 
y = Xf3 + e , 
where it is assumed that y is an n x 1 observed vector, X is an n x p design 
matrix of rank p, j3 is a p x 1 vector of unknown parameters and e is an n x 1 
vector of random error with E{e) = 0 and E{ee') = a^I. The popular way to 
estimate unknown parameter vector f3 is using the method of least squares to get 
h = {X'X)-'X^y , 
which is called the least squares estimator {LSE). The properties of LSE are well 
known. Summarized briefly, the least squares estimator minimizes the residual 
sum of squares. It is an unbiased estimator and has minimum variance among 
1 
unbiased linear estimators. That is, the least squares estimator is a Best Linear 
Unbiased Estimator (BLUE). Also, when the error vector e is assumed to follow 
N(0, cr^/), LSE is the maximum likelihood estimator oi(3 and has the multivariate 
normal distribution with mean /3 and variance-covariance matrix a^{X'X) '^. 
However, LSE is a good estimator of (3 if the explanatory variables are in-
dependent. When the explanatory variables are highly correlated which causes 
the problem of multicollinearity in multiple regression, the total variance of h will 
be inflated. To demonstrate it, we first assume that 0 < \p < Ap—i < • • • < Ai 
are the p eigenvalues of the matrix X'X. Thus, the eigenvalues of the matrix 
( X ' X ) - i are l/\i V i = 1,2, - . . ,p. Since the variance-covariance matrix of b is 
Var(6) = a \ X ' X ) - ^ , 
the total variance of b which is the sum of variances of each component is equal 
to 
E[{b - f3Y(b - f3)] = Trace[Var(6); 
=dTrace[(J^'J^)-i : 
p 1 
_ 2^ 乞 J_ 
i=l入 
When the multicollinearity problem exists, at least one eigenvalue of X'X be-
comes very small. Hence, the total variance of h becomes very large. 
In order to reduce the large total variance of the estimator 6, Hoerl-Kennard 
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(1970a) proposed a class of biased estimators, called ridge estimators {RIDGE) 
which can improve the estimation of the regression coefficient in terms of the mean 
square error {MSE), which is defined by 
R0) = E[0-/3)'0-f3)], 
where $ is an estimator of (3. We will review the ridge estimator in the first 
section. Apart from the ridge estimators, Farebrother (1978) proposed another 
estimator, called generalized ridge estimators {GRE), which can also improve 
LSE. It will be reviewed in the second section. Also, in the section, we will 
summarize our present work in the next two chapters. 
1.1 Ridge Regression 
As we mentioned, LSE suffers from the large total variance when the explana-
tory variables are highly correlated. Hoerl-Kennard (1970a) proposed to use a 
class of biased estimators 
hk = {X'X + kI)-^X'y, k > 0 (1.1) 
to estimate f3 instead of using the LSE h when the multicollinearity problem 
exists. They called this class of estimators bk, the ridge estimators (RIDGE). 
They pointed out that when k = 0, 6^  becomes 6, therefore, LSE is a special case 
of RIDGE. 
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They computed the mean square error of ridge estimator as 
R{bk) = E[{bk-py{h-f3)] 
=cr' t T T ^ + e/3'{X^X + kI)-'^ . 
^ [Ai + kY 
Let A be the matrix of eigenvalues of X'X, P be the orthogonal transformation 
such that X'X = PAP' and r = P'f3, then k^f3'{X'X^kI)-^/3 = k^ E r^/fA,+ 
i=l 
A:]2. Hence, R{bk) can be rewritten as 
p \• P ^2 
• ) = j 2 g p ; ; V $ P ^ . 
They proved that if 0 < k < (y^|r^ax where 丁^工=maxr,^, then there always 
i 
exists a k such that R{bk) < R{b). From this result, a sufficient condition for 
RIDGE whose mean square error is less than that of LSE is obtained. Further-
more, they gave an interpretation of R{bk), RIDGE gives a minimum residual 
sum of squares subject to a constraint on the length of the estimated coefficient 
vector. Because of this reason, bk is called a constrained least squares by Gibbons 
(1981). • 
Apart from bk in (1.1), they also proposed a more general form of the ridge 
estimator as follows: 
b{K) = {X'X^PKPT'X'y, (1.2) 
where K is a diagonal matrix with positive diagonal elements ki, A^ , • . . , kp. They 
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showed that when ki 二 cr2/7f, MSE of the ridge estimator in (1.2) is smaller than 
that of LSE and also, it is the minimum MSE for this estimator. 
Lindley and Smith (1972) gave a Bayesian interpretation of the ridge estimator. 
They showed that if y ~ N、XP, cr^I) and /3 �N { 0 , u^I), where u? = a^/k, then 
hk is the Bayes estimator of j3. 
Although RIDGE has the above nice properties, RIDGE depends on the un-
known parameter k and these properties do not suggest explicitly an appropriate 
k value to use in a specific application. An optimal value of k value for ridge esti-
mator that minimizes the mean square error depends on the unknown parameter 
/3 as well as cr. From the Bayesian interpretation of ridge regression, the k value is 
a ratio of unknown variances as well. Also, the constrained least squares approach 
does not suggest a specific k value in practice, because an explicit constraint on 
the length of the estimated coefficient vector is unknown in most applications. 
Thus, a lot of technique is proposed to find this unknown parameter k. In the 
following, we summarize these methods. 
Hoerl and Kennard (1970b) proposed a method of ridge trace. They think 
that there are two aspects for ridge trace. The first one is the estimation of k. 
A two-dimensional graph of the coefficients of parameters and the residual sum 
of squares for a number of values of k in the interval [0,1] are included in ridge 
trace. When the paths of all parameters are stable within an interval k, then they 
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said that the system has stabilized and the ridge estimator using a k value in this 
interval will undoubtedly be closer to |3 and more stable for prediction than the 
least squares estimator. The second aspect is that the ridge trace can portray the 
complex interrelationships that exist between nonorthogonal prediction vectors 
and the effect of these interrelationships on the estimation of f3. 
Lindley and Smith (1972) showed that ridge estimators are Bayes estimators 
under certain assumptions. As mentioned before, k depends on the unknown 
variances cr^  and oA They suggested the following procedure to estimate k. Since 
KT]/a^  � x 3 and K,ujVu;/^ ^ � x L and the mode of the posterior distribution is 
used, then an algorithm for choosing k is as follows: 
:1] Set t = 0 and k(�) = 0; 
2] Compute the following quantities: 
b(kC^) = ( X ' X + kC^I)-'X'y 
彻 = > ^ ' r j + [y - Xb{k('))Y[y - Xb{k('^)] 
s ( ) — n + Ac + 2 
2 " — K^u + b(k(t)yb(k(t)) 
U ” = ^ p + K ^ + 2 ^ 
[3] fc_) = s'(t)/sl(t) 
:4] If |A:(*+i) - A:(*)| < S for some given S > 0, then stop. 
Otherwise increase t to t + 1 and go to [2 . 
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From the above algorithm, a value of k as well as bk can be obtained. We can see 
that they take b as an initial estimate of bk- If the convergence of the procedure 
is not attained, then they set bk to b. 
Hoerl, Kennard and Baldwin (1975) proposed another method to estimate k. 
They consider RIDGE in (1.2) and as mentioned before, R[b{K)] is minimized 
at ki = o-/rf, where r = P'f3. They use the harmonic mean of these ki to yield 
a single value of k, which is pa^/f3^f3. Replacing a^ by s^  where 
s2 = � y - x m y - x b � ； (1.3) 
n — p 
it is determined by k = ps^/h'h. 
Later on, Hoerl and Kennard (1976) suggested an iterated algorithm to modify 
this statistic. This iterated algorithm is 
u — P^^ 
〜 - y h ， 
u — j ^ 
1 — U' U ‘ 
ho^ko 
— ps^ 
^t 一 w~~7 . 
^ - 1 ^ - 1 
Once again, if the failure convergence is obtained, they set bk to b. 
Another approach is to use the length of the coefficient vector to estimate k 
and was first proposed by McDonald and Galarneau (1975). Their idea is in the 
7 
following. Since 
E m = /3^f3 + a'j:y ， 
i=l ^i 
P 
the estimated squared length of f3 is Q = h'h - s^ £ A,~^ If Q < 0, then choose 
i=l 
k = 0. That is, LSE is chosen as the estimate of f3. If Q > 0, then choose a 
A:-value which leads the squared length of the corresponding ridge estimator as 
close to Q as possible. Or equivalently, find a k such that \bkbk — Q\ is minimum. 
A family of two-parameter ridge estimators, 
b*(k,q) = [(X'X)-^+i + kI]-\X'X)-^X'y 
is considered by Obenchain (1975). When q = 0, the two-parameter ridge esti-




J d r f ) { f : x t ' ^ 
V i=l i=l 
where r = hT^I^P'X'y and A"2 = diag(A;/2,..., ^y2) ^he parameter k is then 
chosen to minimize 
L " = nln(27rea**) + e ^ - ^ 
a 
where ^ = sign(r,)^Si/(l-S,), S, = A,/(A, + kAf) and r^** = 2/[^(r'^)^ + 4n + 
T*'^ ]. This two-parameter ridge estimator is most likely to have 'optimal' mean 
squared error under normal theory. 
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Lawless and Wang (1976) suggested another Bayes approach to estimate k, 
p 
more specifically, the variances ratio a^|J^. They estimated it by ^s^j(£ \T^) 
%=\ 
where s^  is defined in (1.3) and r = P'h. 
A large scale simulation study for comparing 57 methods of estimating the 
regression coefficients was demonstrated by Dempster, Schatzoff and Wermuth 
(1977). They grouped these 57 estimators into 8 classes and one of these 8 classes 
is ridge estimator. In their paper, they proposed 2 methods to estimate k for ridge 
estimator. The first one is SRIDG. The basic idea of SRIDG is to minimize the 
mean square error. They showed that minimizing the mean square error function 
is equivalent to solve 
f Mkr! - ^ = � 
h i^i + ^ ) ' — , 
where r = P'|3. Hence, when replacing cr^  and rf by 5^  and r^{k)^ respectively, 
where Tk = P 'bk, SRIDG is to seek a k such that | f： [Xi{kfi^{k) - 5^)]/(Ai + k)^ 
i=i 
is minimum. 
The second method which was proposed by Dempster, Schatzoff and Wermuth 
(1977) is RIDGM which is a method to choose k so that 
P f.2 
§ ( � “ • = P , 
where r = P,b and 5^  is defined in (1.3). The formulation of this method is based 
on the Bayesian approach. From the prior distribution of f3 which leads bk to be 
9 
4h 
the posterior mean, they found the distribution of r and showed that the prior 
p 
expectation of £ T^|{a^|k + cr^|Xi) is p. Hence, RIDGM determines a k which 
i=l 
p 
satisfies the equation £ fi /{s^/k + s^/Xi) = p. 
i=i 
Golub, Heath and Wahba (1979) suggested the Generalized Cross-Validation 
(GCV) method to choose the value of k. The idea of GCV is based on Allen's 
PRESS or ordinary cross-validation and GCV is a rotation-invariant version of it. 
/s 
They estimate k by writing k = m|j and the estimate ^ is the minimizer of V{^) 
given by 
咖=去丨丨(厂糊)双丨丨2 
�少 ) _ [iTrace (7 - A(^))]2 , 
where A{^|j) = X{X^X H- nipI)~^X'. Without the necessity of estimating a^ and 
being able to use when the degrees of freedom is small are the advantages of this 
estimator. 
Lee and Campbell (1985) provided an iterative method to find the optimal 
value of k which is a local minimum of the mean square error function. Newton-
Raphson method is used for obtaining the optimal ridge parameter. It is because 
the fast convergence of k is guaranteed when using the Newton-Raphson method. 
Furthermore, they set the initial A:-value to be zero which leads k converge to the 
first local minimum of MSE which is nearest to the origin. Hence, this should 
keep the bias as small as possible. When the convergence of k is failed, they set 
k to be zero. 
10 
1.2 Generalized Ridge Regression and Present 
Work 
Apart from a class of ridge estimators in (1.1) and (1.2), Farebrother (1978) 
proposed generalized ridge estimator {GRE) which is defined by 
b{k,A) = {X'X + kA)-^X'y , 
where k > 0 and A is a p x p nonnegative definite matrix. He compared GRE 
and LSE by the criterion of matrix mean square error which is defined by 
Mtx MSE0) = E0-|3)0-^y , 
/N A A 
where (5 is the estimate of (3 and if f3^ and ^2 are two competing estimators of f3 
A A A 
and Mtx MSE(^^) — Mtx MSE{P2) is nonnegative definite, then ^2 is preferred 
A 
to f3^. When assuming that R is a p x m matrix of rank m such that A = RR', 
he provided the result 
Mtx MSE{h) - Mtx MSE{b{k, A)) 
=k^a^{X'X + kA)-^R n R'、X'X + kA)-^ (1.4) 
where Q. = 2/k 1^ + R'{X'X)'^R - l/a^ R'f3|3'R. Hence, GRE is preferred 
to LSE if the matrix in the right-hand side of (1.4) is nonnegative definite, or 
equivalently, f l is nonnegative definite. He showed that if 
, < J ^ 
- / 3 ' A / 3 
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or 
(3'R[R'{X'Xy^R]-^R'P < a^ , 
then Q. is nonnegative definite. 
Furthermore, Chawla (1990) provided another condition for ft to be positive 
definite. He showed that a necessary and sufficient condition for Cl to be positive 
definite is 
0 < k < 2/|7| ， 
where 7 is the smallest negative eigenvalue of 
R ' { X ' X ) - ^ R - l / a ^ R'(3j3'R • ( 1 . 5 ) 
If all eigenvalues of (1.5) are greater than or equal to zero, then Q, is positive 
definite for all values of k > 0. 
However, we all know that GRE is too general since A is an arbitrarypxp non-
negative semidefinite matrix. In the next chapter, we will propose an alternative 
method for estimating the regression coefficient vector (3 when the explanatory 
variables are highly correlated. This estimator is called the shrinkage estimator 
{SHE) which is defined by 
K = [(1 - a ) X ' X + aArI]"^X'y 
= [ X ' X + a Q ] - ' X ' p， （1.6) 
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where A^ is sum of all eigenvalues of X'X, 0 < a < 1 and Q = Xrl — X'X which 
is the positive definite matrix. From equation (1.6)，we will see that SHE is a 
special case of GRE. Now, it only depends on one unknown parameter a and thus, 
its formula appears to be more convenient than that of GRE. The motivation 
of SHE, dominance over LSE as well as RIDGE, its Bayesian interpretation 
and the methods of estimating the unknown parameter a will also be presented in 
chapter 2. Finally, we will preform a simulation study to compare the performance 




Shrinkage Estimation of 
Regression Coefficients 
Suppose that X is a n x p design matrix of rank p. f3 is p x 1 vector of unknown 
parameters, e is a vector of random error with E{e) = 0 and E{ee') — a^I. We 
further assume that Xmax = ^i > 入2 > . • • > A^  = Xmin > 0 are the eigenvalues of 
X'X. 
In the regression model, 
y = Xp + € , (2.1) 
the usual estimator of unknown parameter f3 is LSE, b = {X^X)'^X^y, and the 
variance-covariance matrix of b is equal to a^{X^X)'^. When the explanatory 
variables are highly correlated, X'X is nearly singular. Hence, the total variance 
14 
of LSE becomes very large. 
In order to reduce the total variance of LSE, we will propose a new estimator 
of regression coefficients in this chapter. Also, its motivation will be introduced. 
After that, two criteria, mean square error {MSE) and mean square prediction 
error {MSPE), which are defined as 
_ = MSE = E[0 - f3Y0 - /3)] (2.2) 
and 
PR0) = MSPE = E[0-pyX'X0-p)] (2.3) 
八 
where f3 is an estimator of j3, will be applied to support the result that our 
estimator is better than least squares estimator {LSE) as well as ridge estimator 
(JUDGE). Then, we will give the Bayesian motivation of this estimator. Finally, 
methods of estimation of unknown parameter of our estimator will be suggested. 
2.1 Introduction 
As we mentioned in chapter 1, the variance-covariance matrix of b in the 
regression model (2.1) is equal to a^{X^X)'^ and its total variance will become 
very large when the explanatory variables are highly correlated. It is because 
highly correlated explanatory variables make X'X nearly singular. Then there 
exists at least one eigenvalue of X'X which is closed to zero, or equivalently, at 
15 
least one eigenvalue of ( X ' X ) " ^ is very large. Thus, large total variance of b is 
obtained. 
In order to reduce the total variance of LSE, we enlarge the eigenvalues of 
X'X before taking the inverse. It is an intuitive motivation since, when the 
eigenvalues of X'X are enlarged, the total variance of the estimation of (3 will be 
reduced. But, how will the eigenvalues be enlarged? We propose that Aj will be 
enlarged to 
(1 - a)\i + a\T = Ai + a{Xr — A )^ V i = 1,2，•. • ,p , (2.4) 
p 
where A^ = T r a c e ( X ' X ) =乞 A^  and 0 < a < 1. This is a linear combination of 
i=i — 
Xi and A^, and a is the degree of enlargement. 
Hence, the form of our proposed estimator is that 
ba = [(1 - a)X'X + aArir^X'y (2.5) 
= X ' X + aQ]-^X'y (2.6) 
=CX'y (2.7) 
二 CX'Xb (2.8) 
=Uh , (2.9) 
where 0 < a < 1，Q 二（Ari^  - X'X), C = [X'X + a Q ] ] and U = CX'X 
Since the eigenvalues are expanded towards their total eigenvalue (Ay) before 
taking the inverse, or equivalently, the least squares estimates are shrunk. Also, 
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the degree of the shrinkage is controlled by a. Therefore, based on this shrinkage 
property, we call our proposed estimator by Shrinkage Estimator {SHE) hereafter. 
Obviously, SHE becomes LSE, which is an unbiased estimator when a = 0. 
When a + 0, SHE is a biased estimator. And our hope is that, by expanding the 
eigenvalues, or equivalently, shrinking the least squares estimates, we introduce 
some small bias to the estimators so as to reduce their variances as well as an 
overall reduction in MSE and MSPE. 
2.2 Dominance over the Least Squares Estima-
tor 
In previous section, SHE was proposed because we want to improve the 
estimation of regression coefficients especially when the explanatory variables are 
highly correlated. In this section, we will provide some theoretical results that 
SHE dominates LSE. 
Firstly, we define that A is a diagonal matrix whose diagonal elements are the 
eigenvalues of X'X and P is the orthogonal transformation such that X'X = 
P A P ' and r = P'/3. Now, we consider the MSE approach. 
In order to compare the performance of LSE and SHE, we need to calculate 
R{boc), the MSE of 6«. The following lemmas are useful in calculating R{ha). 
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Lemma 2.1 
From the equations (2.5), (2.6)，(2.7), (2.8) and (2.9), we define Q = {Xrl-X'X), 
C — [X'X + OiQY^ and U = CX'X. Then, the relationship among three 
matrices U, C and Q will be established in this way: 
U-I = -oiCQ . (2.10) 
Proof: 
Since I = CC^ and C"^ = [X'X + aQ], 
I = C[X,X + aQ_ 
=U + aCQ 
U-I 二 —aCQ . 
Thus, equation (2.10) is verified. 
Lemma 2.2 
Let Ci{Q), &(C), ^i(C^), ^i(CQ), e,[(CQ)2] and 6(C^Q) be the eigenvalues of 
Q, C, Cf\ CQ, {CQf and C^Q, respectively. Then 
UQ) = Ar-A, 
綱 = [ ( 1 - a)A, + aAr] 
抓 2 ) = [(1 - a)Xi + aAT]2 
晰 ⑶ = [ ( l - a ) A , + aAT] 
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仁 r , r n � 2 i — (入了 - Aj)2 
训 。 叫 = [ ( 1 — a)A, + aAr]2 
_ = [ ( 二 二 ] 2 ， 
where A^  are the eigenvalues of X'X. 
Proof: 
From the previous definition, we have X'X = PKP'. Then 
Q = XrI - X'X 
=XrPP' - PAP' 
=P{XTl - A)P'. 
By the characteristic equation 
Q - f I | = 0 
P { X T l - A - ^ I ) P ' l = 0 
XrI - A - ¢/1 = 0 . 
Thus, we get ^i{Q) = A^ — Xi. 
To obtain the eigenvalues of C and Cf\ we express C and C^ in the following 
forms: 
C 二 [X'X + aQ]-^ 
= [ P A P ' + aP{XrI - A ) P ' ] - ' 
=P[(l_a)A + aAT/]-ip, 
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and hence 
C^ = P[(1 - a)K + aXTl]-^P'P[{l - a)A. + aXr lY^P ' 
=P[(l-a)A + a A T / ] - 2 p ' . 
By the characteristic equation |C — ^ J| = 0, we have 
P[(1 - a)A + a\Tl]~^P' - f/| = 0 , 
or equivalently, 
P{[(1 - a)K + aXrI]-^ - f I > P l = 0 • 
Thus, we get ^ ( C ) = [(1 — a)Ai + aXr]'^. 
Also, by the characteristic equation 
ic2-<e/| = 0 
P[(1 - a)A 4- a X r i r ^ P ' - ^I| = 0 
P{[(1 - a)A + aXrl]-^ - ^i'>i'1 = 0 . 
Hence, ^i{C^) = [(1 - a)Xi + aXr]'^. 
From the above expressions for C and Q, we get 
CQ = P[(1 - a)A + a\Tl]-\XTl - A)P' 
and 
(CQf = P[(1 - a)A + aXrI]-^XTl - A)[(1 - a)A + aXrir^Xrl - A)P'. 
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Hence, by the characteristic equations 
\CQ - CJ| = 0 
P{[(1 - a)A + a\Tl]~^{\Tl - A) - ^I}P'\ = 0 
and 
i ( C Q f - e i i = 0 
P{[(1 - a)A + aXTl]-^XrI - A)[(1 - a)A + aXrir^Xrl - A) - ^I}P'\ = 0 , 
we know that ^i{CQ) = {Xr - Ai)/[(1 - a)Xi + aXr] and ^i[{CQf] = (Ar — 
A , ) V [ ( l - a ) A , + aATp. 
Now, considering C^Q, from the above expressions for C^ and Q, we have 
C^Q = P[{1 - a)A + aXTl]-^{XTl - A)P'. 
Thus, by the characteristic equation 
\c^Q - <e/| = 0 
|P{[(1 - a)A + aXrir^iXrl - A) - ? / } P l = 0 • 
So, 6 ( C ' Q ) = (Ar - Xi)/[{l — a)A, + aArJ^. 
Theorem 2.1 
If 0 < OL < cr^/{r^ax^T), then R[ho) is less than R{h), where r = P'|3 and 




By equation (2.9), R{ba) can be expressed in the following: 
R{K) = E[{K-f3YiK-|3)] 
=E[{Ub-|3y{Ub-f3)] 
=E[{b — f3)'U'U{h — (3)] + (C7/3 — f3)'{U[3 — /3) 
=(j2 Trace[(X'X)-it7'C7] + P'{U - I)'{U - I)(3 
= 7 i ( o O + 72(cO. (2.11) 
Hence, MSE is decomposed into two terms, 71(a) and 72(a). 
From equation (2.11), the first term, 71(a), is the sum of the variances (total 
variance) of the parameter estimates. It is because Var(6a) = a^U{X'X)~^U'. 
Then by lemmas 2.1 and 2.2, 
7i(a) = Trace[Var(6c,) 
= a 2 Trace(X'X)-^C/'C7 
= a ^ Trace(Cf/) 
= a ^ Trace[C(7 - aCQ) 
= a ^ Trace[C - aC^Q) 
_ 2 ^ p/ 1 Ar — \ 、 
= ^ 站 ( 1 - a)K + aAr] _ ^ [(1 — a)X^ + aA^H 
p \ 
_ 2 ^  ^ 
=a hi [(1 - Oi)Xi + aAr]2 
= 么 , + 二 ) ] 2 . (2.12) 
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Hence, from equation (2.12)，it is easy to see that 71(a) is a monotonic decreasing 
function of a. 
From equation (2.11), the second term 72(a), can be considered as the sum of 
squares of the bias introduced when b � i s used instead of h. 
By lemmas 2.1 and 2.2，we can expand 72(a) as follows: 
l2{a) = f3'{U - I)'{U - 7)/3 
二 a2f3'Q'CrCQp 
=a^f3 'P{XTl — A)[(1 - a)A + aXrir^iXrl — A)P,P 
二 , 2 f r f ( A r - A . ) ^ 
— h [(1 - o^)\ + ^Ar]2 
= 5 K M ^ whereT = P ' 0 . (2.13) 
Hence, we see that 72(a) is the sum of squares of bias and it is a monotonic 
increasing function of a. 
Therefore, from equations (2.12) and (2.13), we get 
丑(&。）= - t r a r ^ ^ - t R i S ^ . (2.14) 
When we put a = 0 into equation (2.14), we will see that R{bo) is equal to R{b), 
p 
which equals a^ ^ l/A<. Hence, it is only necessary to prove that there always 
i=l 
exists a a such that dR(bo)/da < 0. 
The derivative of R{ba) is: 
dR{K) ,,.,,、 
& = 7i(«)+72(«) 
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PX,{Xr-Xi)[ar^{XT-Xi)-cT'] 州 
= 2 ¾ ~ ~ " [ ( l - a ) A + a A . ] 3 " ~ . (2.叫 
From equation (2.15), a sufficient condition for dR{ba)/da < 0 is 
Oi rl^ax{^T - Amm) — (^^ < 0 , 
where T ^ = maxr^. 
% 
Because \min is small when X'X is ill-conditioned and a r^axi^T — ^ min) < 
a r^ax^T^ the condition becomes 
G < “ 7 ^ • (2.16) 
^max^T 
Hence, the proof is completed. 
Instead of MSE, we can use MSPE to measure their performance. 
Theorem 2.2 
If 0 < OL < o"V(r2^^AT), PR{K) is less than PR(PY 
Proof: 
By lemmas 2.1 and 2.2, PR{bo,) can be expressed in the following way: 
PR{bc.) = E[{b^-/3yX'X{b^-^)] 
=E[{Ub-0YX'X{Ub-0) 
=E[{b — (3)'U'X'XU{h - (5)] + 师—I)'X'X{U 一 J)/3 
= ( j i Trace[(X'X)-^C/'X'XC7] + a^0Q'C'X'XCQf3 
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= a ^ Trace(L/2) 
+ a^f3'P{XTl - A)[(1 - a)A + a W p A 
[(1 — a)A + aXrir^Xrl — A)P'P 
= < j 2 Trace(7 - aCQf 
+ a^j3'P{XTl - A)[(1 - a)A + aXr lY^K 
；(1 — a)A + aAr/]-i(ATJ — A)P'/3 
= o " 2 Trace[J - 2 a C Q + a ^ ( C Q f 
+ a^p'P{XTl — A)[(1 - a)A + aXrI]'^K 
(1 - a)A + aATl]-i(Ari" - A)P'f3 
— 2/ —9 ^ Xr — \ 2 ^ (^T — \ T � 
= ^ 、P — ti [(1 - ^)Ai + aAr] ^ ti [(1 - ce)A, + aAr]^) 
, . f r fA,(Ar-A,)^ 
台[(1 - a)X, + aAr]2 
二 2 ^ ^1 |_ 2 ^ ^jK{^T — K Y () 1 7 � 
- 台 [ ( 1 - a)A, + aAr]2 十 ^ ^ [(1 - a)A, + aA^]2 、丄丄。 
and hence from (2.17), we get 
dPR{K) = , ^ A K A T - A , ) [ a r f ( A T - A . ) - ^ ^ ] 
da - — [(1 — a)\, + aAr]3 . 、叫 
Because PR{b) equals PR(bo), it is only necessary to prove that there always 
exists a a such that dPR(paVaoL < 0. 
From equation (2.18)，we find that dPR{bo)/da < 0 is satisfied when a r^axi^T-
Amm)-cr^ < 0, or equivalently, 0 < a < cr^/r^ax^T, which is the same as condition 
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(2.16) . 
In summary, we proved that there is an improvement on the estimation of the 
regression coefficients by SHE, whose MSE and MSPE are smaller than those 
of LSE uniformly under certain mild conditions. 
2.3 Dominance over the Ridge Estimator 
As mentioned in chapter 1, the ridge estimator (JUDGE) is introduced as 
an improved estimation of regression coefficients when the explanatory variables 
are highly correlated, or equivalently, X'X is ill-conditioned. Also, in previous 
section, we give a sufficient condition that SHE is better than LSE. Thus, it is 
natural to compare the RIDGE and SHE directly. 
In this section, we will prove that SHE will dominate RIDGE under certain 
mild conditions. Once again, MSE and MSPE will be used as the comparison 
criteria. 
Before we proceed, we first review some useful results about ridge estimator. 
Lemma 2.3 
The MSE of RIDGE is 
P \ • P T-2 
^ ) = " g p ^ + * 2 | ; p ^ Where r = P'f3 (2.19) 
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and R{bk) is less than R{b) provided 
2 
0 < A : < ^ , (2.20) 
•max 
where T^ = maxr^. 
z 
Proof: 
The proof is given in Hoerl and Kennard (1970a). 
Lemma 2.4 
The expression of MSPE of RIDGE is 
P \2 P ^2\. 
释)=<^p;;V$P^#， （2_21) 
and under the condition (2.20), PR{hk) is less than PR{h), which is equal to pa^. 
Proof: 
Equation (2.21) is given in Lee and Campbell (1985). 
Obviously, when k = 0, PR{bo) is equal to PR{b). Hence, we only need to 
find the condition of k such that dPR{bk)/dk < 0. 
The derivative of PR{bk) is 
dPR{b,) = fAf(fe7f-^ 
dk, - h (A. + kf • 
Thus, a sufficient condition for dPRipk)/dk < 0 is kr^^^-a^ < 0, or equivalently, 
0 < k < o"2/7"^ ax, which is the same as (2.20). 
Hence, the proof is completed. 
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We first compare the MSE of RIDGE and SHE. 
Theorem 2.3 
If k/{XT - \max) < OL < cT^/(r^ax^T), then R{ho) is less than R(bk), assuming 
that 0 < k < a^{Xr - >^max)/{rlax>'T)-
Proof: 
Let 6ji(Jc,a) be the difference between R{bk) and R{ba). 
Now, we want to derive the conditions which give the result that R{ba) is less 
than R(bk), or equivalently, Sji(k, a) > 0. Thus, we consider SR{k, a) first. From 
equations (2.14) and (2.19), 
SR{k, a) = R{bk) - R{K) 
P \ . P T-2 
= ^ 2 V - 八 , 7 2 y> i^ 
— h [^i + k? ‘ h [\ + w 
. f A, — o f r f (AT-AQ^ 
h [(1 - ^)Ai + c^ AT]2 台 [ ( 1 - a)\ + aAr]2 
= ^ Xi[a{><T - Xi) - k] 
- ^ [(1 - a)A, + aAr]2[A, + /c]2 ‘八^ 〜， 
where (i{k, a) = [A^ + a{Xr — Ai)](o*2 - krf) + (A^ + k)[a^ — arf(Ar - AJ 
r = P'/3 • 
Since we assume that 0 < a < o-^/(r^ax^T), the second term of Q(k, a) must 
be greater than 0 for all i = 1, 2, • - . , p. Furthermore, because of the assumption 
that 0 < k < a^{Xr — ^max)/(rlaa:^T), or equivalently, (j2 _ k r ^ > ^^^max/^T > 
0，the first term of Q(k, a) must be greater than 0 for all i = 1，2, •.., p. 
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Thus, Q{k, a) must be greater than 0 for all i = 1, 2, . • •，p. Then, a sufficient 
condition for 6R(k, a) > 0 is 
Oi{Xr — ><max) - k > 0 , 
or equivalently, 
k 
T ~ ~ T " < ^ 
^T — ^max 
and combining the assumption (2.16), hence 
k cP-
T ~ ~ 7 ~ < a < z r ^ . (2.22) 
^T — ^max ^max^T 
In order to make sure the range of a exists, we need one more condition, which 
is 
¢7^  � fe 
^max^T ^T — ^ max , 
or equivalently, 
0 < k < — ( A � \ � - ) . (2.23) 
^max^T 
Hence, the conditions for R{ba) < R{bk) for any given 0 < k < cr^(Ar — 
A^ax)/(r^ax^T) are A:/(Ar - Xmax) < Q^  < ^ V ^ a x ^ r ) -




If k / { X r - Xmax) < CK < (T^/{r^ax^T), then P B i p c ) is less than P B i p k ) when 
assuming that 0 < k < a^{Xr 一 ^max)/(T^ax^T)-
Proof: 
Let SpR[k, a) be the difference between PR{bk) and PR{bctY Hence, PR{ba) < 
PR{bk) is equivalent to 6pR{k, a) > 0. 
From equations (2.17) and (2.21), we have 
SpR{k, a) = PR(h)-PR(ba) 
P \2 P ^ 2\. 
= r P ^ X " � _L " 2 • Ti 八 
- h [ ^ ^ + k? h [ ^ ^ + ^ Y 
_ 2 f A? — . f T f M A T - A , ) 2 
^ h [(1 - o^)^i + aAT]2 ^ [(1 — a)Xi + aAr]2 
=§[(1:^ :^二身). (2.24) 
Once again, (^i{k^ a) > 0 for all i = 1, 2, - • •, p because of the assumptions. 
Spfi{k, a) > 0 when a(A7^ — \max) _ k > 0, or equivalently, a > k/{XT — A^ax). 
When combining condition (2.16), a sufficient condition for SpR{k, a) > 0 is con-
dition (2.22). Also, we need the condition (2.23) to ensure the range of a exists. 
Thus, a sufficient condition for PR(ba) < PR[bk) for any given k such that 
0 < k < CT\\T - Xma.)/{rL,XT) is k/{XT _ A _ , ) < a < a y ( r l , , X T ) which 
completes the proof. 
Throughout this section, we can see that theoretically, SHE dominates RIDGE 
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under certain mild conditions. In next chapter, we will study the performance of 
LSE, RIDGE and SHE by Monte Carlo method. 
2.4 Bayesian Motivation 
In section 2.1, we suggest SHE by expanding the eigenvalues of X'X towards 
Ay, or equivalently, shrinking the eigenvalues of {X'X)~^. In this section, we will 
consider SHE as a posterior mean of f3, which is the minimizer of the Bayes risk, 
under a specific prior distribution of j3. First, we review one useful result from 
^ Lindley and Smith (1972). 
Lemma 2.5 
Suppose that given 0^ as a vector of parameters, the column vector y has a 
multivariate normal distribution with mean A^0^ and variance C i , denoted by 
y\ei 〜寧 1 0 1， 0 1 ) . 
We further assume that 0^  depends on another hyperparameter vector 62 and the 
prior distribution of 6^ follows 
_ 2 〜N [ A 2 0 2 , C 2 )， 
where A2O2 and C2 are the mean and variance of 61 respectively. Then, we get 
the marginal distribution of y is 
y � i V ( A i A 2 0 2 , C i + AiC72A'i) 
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and the posterior distribution of Oi given y is 
ei\y �N(^Bp,B), 
where 
B ' = A'iC7i-iAi + Cri， 
p = A ; c r V + 0 2 - ^ 2 ¾ . 
Proof: 
The proof is given in Lindley and Smith (1972). 
Theorem 2.5 
Suppose that /3 has the prior distribution iV(0,"2Q-i)，where "2 = cr^/a, then 
SHE is the posterior mean of f3. 
Proof: 
In the regression model (2.1), when the error e is normally distributed, then 
y\^ � N � X p , a^I) . (2.25) 
Now, the prior distribution of f3 is 
P �iV(0,"2Q-i) , (2.26) 
where v^ = a^/a. Then, by lemma 2.5, 
l^\y � i V ( & a , o r 2 [ ( l - a ) j r A : + CLVrJ]-i). 
Hence, SHE is the posterior mean of ^ if /3 has the prior distribution N{0, v^Q~^). 
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The posterior mean is very important in Bayesian point of the view. It is 
because when the loss function is square error, the posterior mean is the minimizer 
of the Bayes risk. Thus, we can consider SHE as the minimizer of the Bayes risk 
if the prior distribution of /3 is multivariate normal distribution with mean 0 and 
variance-covariance matrix v^Q~ .^ 
2.5 Choosing the Shrinkage Factor 
As mentioned in chapter 1, the main problem in ridge estimator is to find 
a robust method of choosing the ridge parameter k. Many researchers proposed 
different methods, such as ridge trace, method of principal components and other 
iterative methods, etc, to estimate the ridge parameter k. Also, there is a lot 
of statistical literature which give the comparison of these methods. One of this 
statistical literature was written by Gibbons (1981). He identified 10 promis-
ing algorithms and systemically evaluated and compared them by Monte Carlo 
methods. Based on his simulation results, two well-performed methods, Gener-
alized Cross-Validation (GCV) and RIDGM, for estimating ridge parameter are 
suggested. 
In our proposed shrinkage estimator, we are facing a similar problem as in ridge 
estimator of choosing the shrinkage parameter a. We borrow the ideas in GCV and 
RIDGM for choosing a. Obviously, in order to choose the shrinkage parameter, 
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the modification of these two methods are required and will be presented in the 
first two sections. Besides these two methods, in the third section, we will modify 
the iterative algorithm proposed by Lee and Campbell (1985) to find the shrinkage 
parameter. In the final section, we will propose the empirical Bayes approach to 
estimate the shrinkage parameter a. 
2.5.1 Generalized Cross-Validation (GCV) 
In the regression method (2.1), the ridge estimator 6¾ for (3 is given by 
hk =、X,X + kI)~^X'y. In order to estimate k, Generalized Cross-Validation 
(GCV) was suggested by Golub, Heath, and Wahba (1979). Writing k = m|j, it is 
used to estimate ^ by minimizing the statistic V{^) given by 
— m - ^ m y r _ 
乂 � — [ l T r a c e (J - A m ? , ( ) 
where A(^) = X { X ' X + n^I)~^X'. This estimate is a rotation-invariant version 
of Allen's PRESS, which is the minimizer of 
嘲 = - | | B W ( I - A M ) y | | ' , 
fv 
where B{ijj) is the diagonal matrix with 1/(1 — 0力(功)）as the jth diagonal element, 
ajj{%lj) being the jth diagonal element of A{^) = X{X'X + n^I)~^X'. 
As we observe in equation (2.27), the numerator of GCV is the average of 
residual sum of squares based on the ridge regression and the denominator of 
GCV is the square of the average of degree of freedom of ridge regression. 
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Hence, we can modify GCV by such an intuitive point of the view and we 
construct a similar GCV statistic 
i||(J-A(V;))yf 
糊 二 [lTrace (/ - A ( ^ ) p ， （•) 
where A(<0) = X{X'X + n^Q)-^X'. 
From this modification, we can see that the numerator of GCV is the average 
of residual sum of squares based on the shrinkage estimation and the denominator 
of GCV is the square of the average of degree of freedom of shrinkage estimation. 
In order to make the difference between the two statistics and methods, we 
denote the method of GCV for choosing ridge parameter by GCVR, its statistic in 
(2.27) by Vft(^) and A{i^) = X { X ' X + n ^ I ) - ^ X ' by An{^). Similarly, we denote 
the method of GCV for choosing shrinkage parameter by GCVS, its statistic in 
(2.28) by Vs{^) and A{^) = X{X'X + m|;Q)-^X' by As(VO-
Hence, after the modification, the shrinkage parameter a, which is written as 
a = mp, is estimated by GCVS, which is the procedure to find the estimate ^ 
being the minimizer of V5(^). 
2.5.2 R I D G M 
RIDGM is one of the Bayesian approaches to select the ridge parameter k. It 
was proposed by Dempster, Schatzoff, and Wermuth (1977). The formulation of 
RIDGM follows the below procedures: 
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Under the normal assumption (2.25) in the regression model, the least squares 
estimate, 
h\p � i V ( / 3 , a^{X'X)-^). 
Let P be the orthogonal transformation such that P'X'XP = A, then in terms 
of principal components, 
r | r � i V ( T , c 7 2 A - i ) , 
where r 二 P'(3 and r = P'h. 
We further assume that the prior distribution of /3 � N ( 0 , o;^7), where uJ^  = 
CF^ /k, then bk is the posterior mean of (3. Since, r � N ( 0 , oJ^I) and by lemma 
2.5, the marginal distribution of 
r � 7 V ( 0 , a^Ar^ + u^I) 
and 
T ' { a ^ A - ' + u ' l ) - ' r � X ; . (2.29) 
Thus, E[T'{a^Ar^^u^I)-^^ = p. 
We can see that the idea of RIDGM is to choose k such that equation (2.29) 
satisfies. Since cr^  is unknown, we use 
, = j y - x m y - x b ) (2.30) 
n — p 
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to estimate cr^ . Then, finally, we choose a value of k that satisfies the following 
equation 
p f.2 
§ A i / A ; + m = p, 
or equivalently, 
V jU\.^2 
S i ^ = P • (2.31) 
Now, this RIDGM is modified in the following way. If we assume the distribu-
tion (2.26) as the prior distribution of /3, then r �N(0，u^{XrI — A)~^). Hence, 
by lemma 2.5, 
f � i V ( 0 , (j2A_i + v^{XrI - A)- i ) 
and 
作2八-1 + 咖 / - 八 ) - 1 ] - 1 子 � X 》 • 
Finally, replacing cr^  by 5^  as defined in (2.30), we choose a a that satisfies 
P f.2 
g " { l A + l / [ a ( A r A O ] } = ^ . 
That is equivalent to 
^ aXAXr — Aj)fj^ ,^ 一、 
§ , 二 丄 ] = ^ . (2.32) 
Hereafter, we denote this RIDGM method for choosing shrinkage parameter a by 
SHRGM. 
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2.5.3 Iterative method for selecting the optimum param-
eter (IA) 
It is a method proposed by Lee and Campbell (1985). The formulation of this 
method is in the following. 
First they consider mean square error criterion and denote the optimal ridge 
parameter by k*. The MSE of bk is 
p \• P ^2 
• ) = ^ ' S l ^ ^ ' ' S N f W whereT = P ' 0 , 
which is the same as equation (2.19), has a local minimum at k = k*. Then we 
can obtain the optimal ridge estimator b: by calculating b^  at k = k*. That is, 
6* = {X'X + k*I)-^X'y . 
They also showed that there exists an optimal ridge parameter k* which is a root 
of the equation 
染 ) = 2 | ^ ^ ^ = 。 ’ （2.33) 
From the equation (2.33), we know that it is a non-linear equation which cannot 
give the solution k in the closed form. They proposed an iterative algorithm to 
obtain an empirical k*. Newton-Raphson method is employed to choose k* so 
that the mean square error of bk is minimized. However, R{bk) depends on the 
unknown parameters a^ and r^ . They first replace a^ by s^  which is defined in 
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equation (2.30) and r^  by f,； where r = P'fe and get the estimated mean square 
A 
error of bk, R{bk)- Then, they proposed an iterative algorithm, which we denote 
it by IAR, for obtaining the optimal ridge parameter k* as follows: 
1] Set k(o) = 0 and t = 0. 
:2] Compute kM+^ ^ from 
A 
A(t+i) = 0 L ^ ^ i ^ (2.34) 
in^t)) 
/S A 
where R'{bj^ (t)) and R"{h (^t))^  which are the first and second derivatives of 
R{hk) evaluated at k = kM\ are given respectively by 
_ = ^ 1 ¾ ¾ ^ (2.35) 
and 
f^,,(h、 9^^ A^[(A,-2A:)ff + 35^ ] 
_ = 2 g ^ p ^ ^ . (2.36) 
3] If |A:(*+i) — A:(t)| < 6 for some given 6 > 0, stop. 
Otherwise, increase t to {t + 1) and go to [2 . 
Although it has not been proved, they believed that the sequence {A:(^ )} will 
converge by observing that the graph of R{bk) between the origin and the first local 
minimum looks approximately like a parabola. Moreover, they pointed out that 
by setting A:(。）= 0, the sequence {A:(*)} will converge to the first local minimum 
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A 
of R{bk) whose A:-value is the nearest to the origin. They justify this choice in the 
sense that the bias of the ridge estimator is an increasing function of k and they 
would prefer keeping the bias as small as possible. 
The above method can also apply to the mean square prediction error criterion. 
The algorithm is unchanged except replacing (2.35) and (2.36) by 
M 6 . ) = 2 1 ¾ ¾ ^ (2.37) 
and 
咖-2|*^f|^ _ 
respectively, where the MSPE of bk is 
P \2 P ^2\. 
_ = 1 ^ + ¾ ^ ， 
which is the expression in equation (2.21) and thus replacing the unknown r^  and 
rfc r\ A 
a^ in equation (2.21) by fi and 5^ , we get PR(bk). Hence，step [2] becomes to 
/s / 
k _ = k(t)—尸，⑴) (2.39) 
PR {bkit)) 
in the algorithm. 
The proof as well as detail of this method can be referred to Lee and Campbell 
(1985). 
Now, we modify the algorithm in the following way. First, we consider the 
mean square error approach. 
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We define a shrinkage parameter a* is said to be the optimal shrinkage pa-
rameter if the MSE of h^ in equation (2.14), 
机 、 — . , 2 f A, , o f Tf(A^ - AQ^ 
— " ) _ h [(i - • + * ] 2 h [(i - 讽 + _ ] 2 , 
has a local minimum at a 二 a*. Then the optimal shrinkage estimator 6* is 
defined by determining SHE at a = a*, or equivalently, 
6； = [(1 - a')X'X + a*XrI]-^X'y . 
Now, we need to prove the existence of optimal shrinkage parameter a* in 
order to make sure the existence of optimal shrinkage estimator 6*. 
Lemma 2.6 
There exists an optimal shrinkage parameter a*. 
Proof: 
From equation (2.15), we know that 
, dR{bg) 
例办“） = ~ 1 ^ 
= A A , ( A T - A , ) [ a r f ( A T - A , ) - a ^ ] 
— h [(1 — a)X + o^Vr]3 • 
If we assume 丁^工=maxrf and T ^ = mmrf and also define ai = (T^/(rlax^T) 
% % 
and Of2 = (^^/[rl,in{^T — ><max)]- Since 




Ar-A^ 7f 〉 1 
^T — ^max ^min 
for all i = 1,2, •. • ,p, we have R'(baJ < 0 and R'(ba2) > 0. Thus, there must 
exist at least one local minimum a* which lies between ai and a2. 
We can see that from lemma 2.6, an optimal shrinkage parameter a* must 
exist. However, we will know that in general, we cannot have the close form of a* 
when p > 3. It is because a* is a solution of the following equation, 
i^'(6.) = 2 1 A ^ ( ^ T - A . ) K A . - y g - . ^ ] = 0 (2.40) 
台 [ ( i - ^)>^i + Q^VP 
Once again, we can see that equation (2.40) is a non-linear equation. Hence, we 
modify the iterative algorithm in Lee and Campbell (1985) to obtain an empirical 
a*. 
Since R{ba) involves the unknown quantities r^  and cr^ , we estimate them by 
Ti and s^  and hence we get 
B(b ) - -^V \i I n.2f^ rf(Ar - A,)^ 
( " ) — h [(i - ^)A.+^^T]^ ^ h [(i - ^)A.+^A^]2 • 
Thus, an iterative algorithm for obtaining the optimal shrinkage parameter a* 
is in the following: 
1] Set a(o) = 0 and t = 0. 
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2] Compute a(^i) from 
八 
c^(t+i)= “ � - 丑 乂 〜 ⑴ ) , (2.41) 
释 仅 ⑴ ) 
A A A / � 
where R'{ba) and R"{bc) are the first and second derivatives of R{ba), and 
they are given respectively by 
_ = 2 j ^ M A T ^ A 0 [ a ( A r y g - s 2 ] 
、 ) S [(1 - Oi)Xi + aAr]3 、 ) 
and 
fnK) = 2 E � ( A r A 0 y A � 2 o K A � y ] f f + 3 � } 
、 ) S [(1 - Oi)Xi + aXr]4 、 ) 
3] If |a(,+i) — a(”| < b for some given b > 0, stop. 
Otherwise, increase t to {t + 1) and go to [2 . 
Hereafter, we denote this algorithm by IAS. 
Even if it has not been showed, we have the same belief as Lee and Campbell 
/ \ A 
that the sequence {o;(^ )} will converge by observing that the graph of R{ba) be-
tween the origin and the first local minimum looks approximately like a parabola. 
Furthermore, in order to attain our goal that small bias is introduced to LSE to 
reduce its large variance as well as its MSE, we therefore set a(。）= 0 which make 
A 
a* will converge to the first local minimum of R{ba) whose a-value is the nearest 
to the origin. 
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When the criterion is changed to MSPE, we need to compute the estimate 
MSPE of ba. From equation (2.17), we have 
P " , h � _ . , 2 f \2 f rfA.(AT - AQ^ 
?—。= ^ k [(1 - ^)A. + aAT]2 十 ^ ^ [(1 — a)A, + aAr]2 • 
Then, replacing a^ and r^  by s^  and f^ , we obtain 
p - n / h � - ^2V" ^1 I ^ 2 ^ ^iK{^T - Aj)^ 
( " ) = k [(1 —…入 + ^AT]2 + h [(1 — • + * ] 2 
and thus IAS will be changed as follows: 
1] Set a(o) = 0 and t = 0. 
2] Compute a(^i) from 
a(t+i) = ^(t) _ 尸今“⑴)， (2.44) 
PR (&a(0) 
A / A tf 八 
where PR (b^) and PR (6^) are the first and second derivatives of PR[ba), 
and they are given respectively by 
pWf.� 0 ^ \2(Ar - AQ[q(AT - Xj)f^ - ^ ,9 拟 
尸 丑 ( ‘ ） = 2 g ^ “ [ ( l - a ) A . + a A . ] 3 ~ " (2.甸 
and 
P V ( 6 . ) = 2 f : A ? ( A r A � [ A � y A � y ? + 3 A } .(2.46) 
t^i [(1 - ct)Xi + aAyf 
3] If |a(,+i) — a(,)| < 6 for some given 6 > 0, stop. 
Otherwise, increase t to {t + 1) and go to [2 . 
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This is an algorithm to select an empirical a* when the criterion is the mean 
square prediction error. 
From the above algorithm, a* may converge to a value greater than 1. If this 
case is occured, we will set a* 二 0 because we want to attain our hope that using 
smaller bias reduces the larger variance. 
2.5.4 Empirical Bayes Approach 
To estimate unknown a by the Empirical Bayes approach, we start from the 
Bayes model. In the section 2.4, we showed that SHE is the posterior mean of 
f3 if /3 has the prior distribution N(0, P^Q~^), where v^  = a^ja. However, we 
know that this Bayes model depends on the unknown parameter a. The Empirical 
Bayes approach is a method to estimate a from the data. 
By lemma 2.5, we get the marginal distribution of y which is 
y �N(0,5]), 
where S = a^I + v^XQ-^X'. Hence, 
E{y'y) = Trace(E) 
=Trace(a2/ + u^XQ-^X') 
= n a ^ + i/^race(X'XQ"^) 
=n^r2 + "2Trace[PA(ATi^-A-i)P': 
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) • 
2 • j2 ^ A, 
=ria^ + — 1 ^ T r • 
a S Ar - Xi 
p 
y,y is the unbiased estimate of [na^ + a^/a ^ Ai/(Ar — A^ )] and thus use y'y to 
i=\ 
estimate it. Also, we substitute s^  for o^ which is defined by equation (2.30). We 
get 
y ' y = n s ' ^ - f y ^ . (2.47) 
o： 二 Ar — K 
By solving (2.47), we have 
a = , “ . E v ^ V . (2.48) 
y'y - ns^ 台 Ar - Xi 、) 
Hereafter, we denote this Empirical Bayes method to choose the shrinkage param-
eter by EB. 
There is some limitation for using EB. From the definition of 6«, we set the 
range of a between 0 and 1. However, the estimated a obtained from the equation 
(2.48) may be less than 0 or greater than 1. We set a = 0 when the calculated d 




In this chapter, we will carry out the Monte Carlo simulation not only to study 
the methods of choosing k or a mentioned in section 2.5, but also to compare the 
performance among LSE, RIDGE as well as SHE. Again, mean square error 
{MSE) and mean square prediction error {MSPE) will be applied as the criteria 
of comparison throughout the simulation study. 
Our simulation plan is similar to the simulation in Gibbons (1981) and it will 
be described in the first section. Then, we will present the simulation results. 
Finally, some conclusions will be drawn based on this simulation study. 
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3.1 Simulation Plan 
In this simulation study, the regression model (2.1), 
y = xp+e , 
where e � N ( 0， a ^ 7 ) , will be used. We first generate X, |3 and 6, and then 
calculate y according to (2.1). {y,X) is considered as the ‘raw’ data set and from 
which the LSE、RIDGE and SHE of f3 are estimated. 
Firstly, we generate the design matrix X. 
In this simulation study, we set number of observations, n, to 100 and there are 
three explanatory variables, i.e. p = 3. The explanatory variables are generated 
by 
Xij = yJl -^^Zij + ^ Zi4^ V i = l,2,---,n; j = l,2,---,p , 
where zik � A T ( 0 , 1 ) for all i = 1,2, • •., n; k = 1, • •. , 4. Hence, the correlation 
between any two explanatory variables is ¢ .^ Throughout this study, 4> is chosen 
to be the values 0.8, 0.9，0.95 and 0.99. Then, we standardize these variables 
using the transformation 
^ ^ ^ ^ , (3.1) 
Sj 
n n 




For each set of explanatory variables, we consider two choices for the true 
coefficient vector (3. The mean square error depends on the explanatory variables 
(through the eigenvalues, A,), on o^ and on /3. Newhouse and Oman (1971) have 
noted that if MSE is regarded as a function of f3 with a^, h and the explanatory 
variables fixed, then subject to the constraint that ||/3|| = 1，the mean square 
error is minimized when /3 is the normalized eigenvector corresponding to the 
largest eigenvalue of the X'X matrix. Similarly, MSE is maximized when f3 is 
the normalized eigenvector corresponding to the smallest eigenvalues of the X'X 
matrix. Since, there is no systematic criteria for choosing the true coefficient 
vector, the two choices for /3 are the normalized eigenvectors corresponding to 
the largest and smallest eigenvalues of the correlation matrix and are denoted 
by P i and (3g, respectively. Thisted (1976, p.74) comments that such 'extreme-
case simulation' experiments appear to be the most economical and informative, 
especially for preliminary studies on new rules. 
For the independent variables, y“ it is determined by 
Vi = A) + 0hTii + /32Xi2 + 03Xis + €» , i = 1,2，... ’ n ， 
where c, axe independent A (^0, cr^ ) pseudo-random numbers, and /¾ is taken to 
be identically zero. Also, we investigate seven values of a in this study: 0.01， 
0.1(0.1)0.5，1.0. 
For each set of dependent and explanatory variables, we standardize Xij using 
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where y = 1/n E Vi and sJ = T^iVi — y) , so that X'y represents the cor-
’ . ^ y • 1 i=i 1—1 
relations of the dependent variable with each explanatory variable. Note that 
\rp — Trace(X'X) = p because all the diagonal elements of standardized X'X are 
1. Then, the standardized least squares coefficients h = 6o = {X'X)~^X'y, stan-
dardized ridge coefficients, hk 二 (JK,X+kI)_!X,y and standardized shrinkage co-
efficients, ba = [{l — a)X^X+apI]~^X^y, are computed for 188 different values of 
k or a spaced on the [0,1] interval as follows: k or a = 0(0.0000005)0.00001(0.00001) 
0.0005(0.0005)0.05(0.05)1.0. 
After calculating the standardized coefficients, we transform them back to the 
original model by 




pAk) for RIDGE 
/¾(.) = 
pj{a) for SHE 
and 
f 
hAk) for RIDGE 
hA-) = • 
hj{a) for SHE 
\ 
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i.e., bj{.) is the estimate of j th element of standardized coefficient vector of bk 
or bc and /¾(.) is the estimate of j th element of the original one. Although the 
true model does not contain intercept (/¾ = 0), the estimated intercept may be 
different from zero due to random error. And referring to Brown (1977), a constant 
term in the ridge regression is estimated by 
^ 3 ^ 
M-) = y - S 4 ( 0 % , 
i=i 
where po{.) is the same definition of Pj{.). Then, the estimated MSE and MSPE 
at each value of k or a for each set of explanatory and dependent variables are 
determined as follows: 
m)) = E[ft-4C)F 
j=0 
3 3 
m m = ET^Mf^j-PjiWi-k')], 
j=0 1=0 
A 
where 0{.) is the estimated vector of the coefficient vector in the original model, 
Pj is the j th component of the true coefficient vector f3 and Vji is the element 
of the jih row and Zth column in the non-standardized matrix X'X. We record 
both estimated MSE and estimated MSPE at each value of k or a for each set 
of data. 
Apart from determining the estimated MSE and MSPE, we need to find the 
estimate of k and a for each data set by the estimators in section 2.5 which are 
computed using the standardized model in the following ways: 
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When applying GCVR, we find the estimate <0 such that VR(VO is minimum 
among 188 values of k where k = m|j. For GCVS, the estimate i> is the minimizer 
of Vs{^) among 188 different values of a which is written in the form of a 二 m|j. 
We calculate the statistic (2.31) with different values of k in RIDGM and 
choose k such that the value of the statistic is closed to p. The procedure of 
searching a for SHRGM is to calculate the value of the statistic in equation (2.32) 
with different values of a first and then find a which makes the value of the 
statistic as close to p as possible. 
When we use IAR and IAS, we need to use different equations in step [2] of 
the algorithm in section 2.5.3. That is, when considering the MSE approach, 
we use equations (2.34) to (2.36) for RIDGE and equations (2.41) to (2.43) for 
SHE, while equations (2.37) to (2.39) for RIDGE and equations (2.44) to (2.46) 
for SHE are used in the MSPE approach. Also, when k* or a* is greater than 
1，we will set it to zero in order to keep the smallest bias. 
In section 2.5.4, we give the formulation of EB in equation (2.48). When 
applying it in the standardized model, we know that y'y = 1 and Ay = p. Hence, 
the form of EB changes to 
c2 p \. 
a 二 ^ ^ ; ^ _ A ^ • (3.2) 
1 — ns^ ^ p — Ai 、 乂 
We calculate s^  by the equation (2.30) in the standardized model and put it into 
equation (3.2) and we get the estimate of a. There may be the cases that a in 
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(3.2) is less than 0 or greater than 1 but we know that a should be bounded 
between 0 and 1. We set a to be 0 when it is less than 0 or greater than 1. 
For a fixed combination of ¢, a and /3, additional samples of size n are gener-
ated. The explanatory variables and true coefficient vector (3 remain fixed while 
the random error, and hence the dependent variable, changes. After 500 samples 
have been generated, the averages of the following quantities are computed and 
recorded: 
1. Mean square error at each value of k or a, 
2. Mean square prediction error at each value of k or a, 
3. Average k or a value for each estimator. 
Hence, we get the curve of the estimated MSE and MSPE against different 
values of k or a. And based on the average values of k or a for each estimator, we 
obtain the estimated MSE and MSPE for each estimator from the curve of the 
estimated MSE and MSPE against k or a value. Also, we can get the estimated 
MSE and MSPE of LSE from the curve. Moreover, we obtain the minimum 
value of MSE and MSPE for both RIDGE and SHE, which are denoted by 
RMIN and SMIN respectively, and their corresponding values of k and a from the 
curve. 
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3.2 Simulation Result 
As shown in chapter 2, the purpose of construction of shrinkage estimators is to 
provide smaller mean square error and mean square prediction error than the least 
squares estimator as well as ridge estimators. In order to make the comparison of 
these estimators, we look at the two ratios. The first ratio is the estimated MSE 
for a particular RIDGE or SHE to the estimated MSE for LSE. We denote 
this ratio by M^ and hence, 
MR = 顧 
顺 0 ) ) 
where R0{.)) is the average MSE of a specified RIDGE or SHE and ^0(O)) is 
the average MSE of LSE, as determined from the 500 simulated data described 
in section 3.1. The second ratio, Mp, is the estimated MSPE for a particular 
RIDGE or SHE to the estimated MSPE for LSE. That is, 
Mp 二 , _ . ) ) 
pR(m) 
where PR0{.)) is the average MSPE of a specified RIDGE and SHE and 
A /N 
PR{f3{0)) is the average MSPE of LSE. Hence, the first ratio is defined using 
the mean square error criterion and the second ratio is based on the mean square 
prediction error criterion. These measures are convenient as they allow the results 
for all (0, ¢7, /3) combinations to be presented on the same scale. Thus, there is an 
improvement of LSE on MSE and MSPE if Mn < 1 and Mp < 1 respectively. 
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Moreover, we can use these two ratios to compare the performance of SHE and 
RIDGE. These ratios are plotted in Figures 1 to 4. The ratios Mn and Mp are 
plotted against a for a fixed value of ¢. Obviously, the least squares estimator 
is represented by the straight line Mn = 1 and Mp = 1. Each point on these 
figures represents the average of 500 estimated values from the simulated data. 
Before summarizing our results, two points are mentioned. The first one is that 
from figures 1 through 4, the ratios Mn and Mp for both RMIN and SMIN are 
less than 1. These results indicated that there exists a value of k and a such that 
RIDGE and SHE can improve over LSE. Another one is that we do not display 
the results of EB which provide very bad results throughout the whole simulation 
study. The following observations are provided from these figures. 
3.2.1 f3 = f3^ (Figure 1 and Figure 2) 
1. For all the combinations of (0, a), MR and Mp are less than or equal to 
1 for all estimators. Hence, all estimators are at least as well as the least 
squares estimator for both MSE and MSPE approaches. 
2. When 0 is fixed, the ratios MR and Mp decrease as a increases for all the 
estimators except the case that the ratio of MR for IAS increases when 
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3. The ratios Mn and Mp decrease when 0 increases for fixed a for all the 
estimators. 
4. For each (0，a) combination, the ratios M^ and Mp for GCVR are always 
greater than those for GCVS, also the ratios M^ and Mp for RIDGM are 
greater than those for SHRGM and the ratios M^ and Mp for IAR are 
greater than those for IAS. Thus, shrinkage estimator is better than ridge 
estimator when applying the same technique to find the unknown parameter 
k or a. 
5. Among the three ridge estimators, the ratios of MR as well as Mp for RIDGM 
are the largest for all {¢, a) combinations. When the mean square error 
approach is considered, the ratio of MR for IAR is always less than or equal 
to that for GCVR for all (0, a) combinations except the case that • = 0.99 
and a = 1.0. On the contrary, the ratio of Mp for IAR is always greater 
than or equal to that for GCVR for all {¢, a) combinations. That is, the 
performance of GCVR is at least as well as that of IAR for MSPE approach. 
6. Among the three shrinkage estimators, when the criterion is MSE, the 
performance of IAS is the best, i.e., the ratio of Mji for IAS is the smallest, 
when 4> = 0.8 or a = 0.01,0.1. The exceptional case is that GCVS is the 
best occurs at 0 = 0.9 and a = 0.1. In the other cases, the ratio of Mji for 
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GCVS is the smallest except the case that • = 0.9 and a 二 0.2. In that case, 
the ratio of Mji for IAS is the smallest. The best performance of GCVS is 
obtained for all (0, a) combinations when the mean square prediction error 
is used. There are only two cases that the ratio of Mp for IAS is the smallest. 
They are • = 0.8 and a = 0.5 as well as 0 = 0.99 and a = 0.01. 
3.2.2 /3 = f3s (Figure 3 and Figure 4) 
1. The ratios of MR and Mp for IAR and IAS are less than or equal to 1. Thus, 
they are at least as well as LSE for both MSE and MSPE approaches. 
For the statistics of GCV style and RIDGM style, there exists M^ > 1 and 
Mp > 1 for some combinations of (0, a). 
2. When 0 is fixed, the ratios of Mu and Mp for IAR and IAS decrease as a 
increases. Also, the ratios of Mu and Mp for IAR and IAS decrease when 
4> increases for fixed a. 
3. When • is fixed and 0 < 0.99, there is a decreasing tendency for the ratios 
Mn and Mp for both GCV style and RIDGM style estimators when a is 
increasing and a < 1.0. 
4. For GCVR, GCVS, RIDGM and SHRGM, the ratios MR and Mp decrease 
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(C) 
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5. When ^ = 0.99, performance of the estimators of GCV type and RIDGM 
type are quite fluctuated. The ratios MR and Mp are less than 1 for these 
estimators when a is small (0.01, 0.1 or 0.2) or very large (1.0). However, 
the ratios MR and Mp are greater than 1 when a is moderate for these 
estimators. 
6. The fluctuated performance of the estimators, GCVR, GCVS, RIDGM and 
SHRGM, is also existed when a = 1.0. The ratios Mn and Mp for all 
estimators is less than 1 for the smallest 4> or the largest ¢. They are 
greater than 1 for these four estimators when ^ = 0.95. When 4> = 0.9, the 
ratios MR and Mp for the estimators of GCV style (GCVR and GCVS) are 
less than 1 but those for RIDGM style (RIDGM and SHRGM) are greater 
than 1. 
7. Comparing RIDGE and SHE, within the same technique of estimation 
(GCV, RIDGM or IA), no estimator is always better than another one for 
both MSE and MSPE approaches. 
8. Within the same estimators (RIDGE or SHE), RIDGM style statistics per-
form the best among the three technique when a = 0.01 for the MSE 
approach, while GCV statistics have the best performance when cr = 0.1 for 
the MSE approach. In the remaining cases of MSE approach, the perfor-
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mance of IA method is the best. When the MSPE approach is considered, 
IA style statistics perform the best for all {¢, a) combinations except the 
cases when a = 0.01. 
3.3 Average k and a 
For each combination of ((;6,cr,/3), we generate 500 samples and estimate the 
values of k and a for each estimator from each sample. Hence, the average and 
standard deviation of the k and a values are computed from these 500 estimates 
of each estimator in the simulation study. Figures 5 to 12 present the results of 
all the combinations of (0, cr, f3) for MSE and MSPE approaches. From these 
figures, we will see that the average a and k values for both GCV style statistics 
and RIDGM style statistics are the same for both MSE and MSPE approaches, 
while there is some difference in the average values of a and k for IA style statistics. 
It is because the formulation of the statistics of GCV type and RIDGM type will 
not change in both MSE and MSPE approaches while the step [2] in IA method 
will be different for different approaches. 
3.3.1 Shrinkage Estimator (Prom Figure 5 to Figure 8) 
1. For both MSE and MSPE approaches, the average a values for GCVS, 
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except the case that 0 = 0.99, p 二 pL and cr 二 1.0 for IAS in the MSE 
approach. It may be because in that combination, there are 8 cases which 
fail to converge and we set the a values to zero. 
2. When (3 = (3^, the average a values for GCVS and SHRGM increase when 
0 increases for fixed a for both MSE and MSPE approaches. The average 
a value for IAS also increases as ^ increases when a = 0.01 for both MSE 
and MSPE. However, there is a decreasing trend for the average values of 
a for IAS when 0 increases and a is fixed at 0.4, 0.5 and 1.0 for the MSE 
approach. The decreasing tendency of the average values of a for IAS also 
occurs in the MSPE approach when c|> increases and a is fixed at 1.0. 
3. When f3 = /3^ , considering the MSE approach, the average a values for 
IAS are the largest in general when 0 or a is smaller, while the largest 
average a value for GCVS is generally obtained when 0 or cr is larger. The 
average value of a for GCVS is the greatest for all (0, cr) combinations for 
the MSPE approach. The exception one occurs at cj) = 0.9 and a = 1.0 
where the average value of a for IAS is the greatest. 
4. When /3 = (3[ and cr is fixed, the average a values for GCVS are greater 
than those for SHRGM for all ¢. An exception occurs when • = 0.99 and 
a is fixed at 1.0, the average values of a are approximately the same for 
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GCVS and SHRGM. 
5. When /3 = f3g, the average a values for SHRGM are the largest for all 
combinations of {¢, a) for both MSE and MSPE approaches. Also, the 
average values of a for IAS are the smallest for all (0, a) combinations for 
both MSE and MSPE approaches. There are only two exceptional cases 
that GCVS is the smallest. They are 0 = 0.8 and a = 0.01 for both MSE 
and MSPE approaches. 
6. When /3 = jSg and for both MSE and MSPE approaches, when a is fixed 
at smaller values (0.01, 0.1, 0.2), the average values of a for GCVS and 
SHRGM are quite similar as 0 increases. When a is fixed at moderate size 
(0.3, 0.4, 0.5), there is a little change of average values of a for these two 
estimators when • < 0.99, but when 0 = 0.99, the average values of a 
increase suddenly for GCVS and SHRGM. When a is fixed at the largest 
value, the average values of a are regarded as the increasing functions of 0 
for GCVS and SHRGM. For the IAS method, we can regard it as a constant 
function of 4> when a is fixed. 
7. When 4> < 0.99, all a values are convergent in IAS method for both MSE 
and MSPE approaches for all combinations (cr, /3). When 0 = 0.99, 8 out 
of 500 cases that the IAS are failed to converge for MSE approach when 
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/3 = /3^  and a = 1.0. When 0 = 0.99, (3 = /3^  and a = 0.5, there is one case 
that a is not converged for the MSPE approach. There are 6 times for the 
MSE approach and 13 times for the MSPE approach such that the IAS 
are not converged when 小 二 0.99, f3 = f3g and a 二 1.0. 
3.3.2 Ridge Estimator (From Figure 9 to Figure 12) 
1. When G increases and for both MSE and MSPE approaches, the average 
values of k for GCVR, RIDGM and IAR increase for each {¢, /3) combina-
tion. 
2. When /3 = f3^, the average k values for IAR are the greatest for all combina-
tions of (0, cr) for MSE approach except the case that 0 = 0.99 and a = 1.0 
in which GCVR is the greatest. For the MSPE approach, the average k 
values for GCVR are the largest for all combinations of (0, cr). 
3. When f3 = /3^, for both MSE and MSPE approaches, the average k values 
of RIDGM are quite similar for different 0 when a is fixed. The average 
values of k for GCVR increase for different 4> when a is fixed at 0.01, 0.1 or 
0.2. When a is fixed at 0.3, 0.4 or 0.5, the average k values increase when 
小 < 0.95 and decrease when ^ > 0.95. The average values of k decrease as 
0 increases when a is fixed at 1.0. The behaviour of the average k value for 
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a at 0.01 in the MSE case and for fixed a at 0.01 or 0.1 in the MSPE case 
as 0 increases. There is a decreasing trend of the average values of k for 
IAR when a is fixed at 1.0 and • is increased in both MSE and MSPE 
cases. 
4. When /3 二 f3s and for both MSE and MSPE approaches, the average 
values of k for RIDGM are the greatest for the combinations 0 < 0.95 with 
different values of a. For 0 = 0.99 and a < 0.4, the average values of k for 
RIDGM are the greatest but for • = 0.99 and a > 0.4, the average k values 
for GCVR are the greatest. 
5. When /3 = f3g and for fixed and small (j (0.01, 0.1, 0.2), when considering 
both MSE and MSPE approaches, the average values of k for GCVR and 
RIDGM are quite similar as • increases. When a is fixed at moderate size 
(0.3, 0.4, 0.5), there is a little change of average values of k for these two 
estimators when 0 < 0.99, but when 0 = 0.99, the average values of k 
increases. When a is fixed at the largest value, the average values of k are 
regarded as the increasing functions of • for GCVR and RIDGM. There is 
a little change of the average k values for IAR as 4> increases for a fixed a 
in the MSE and MSPE cases. 
6. When 0 二 0.8, 0.9, 0.95, all k values in IAR are converged for all combina-
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tions (¢7, |3) in both MSE and MSPE approaches. However, in the cases 
that (|) 二 0.95, a 二 1.0 and p = f3g, there are 4 cases that the k values 
are convergent to the values greater than 1 in the MSPE approach. When 
0 = 0.99, a = 0.5 and f3 = f3s,虹 the MSPE approach, there are 3 cases 
where the values of k are failed to converge and 4 cases that the converged 
values of k are greater than 1. When 0 = 0.99, a = 1.0 and f3 = Ps, 6 
cases are unable to converge for the MSE approach and for the MSPE 
approach, 23 cases are unable to converge and 35 cases that the converged 
values are greater than 1 are found in IAR. 
3.4 Conclusion 
It is obvious that the performance of shrinkage estimators depends on the 
variance of the random error cr, the correlations among the explanatory variables 
0 and the unknown coefficient vector |3. The simulation study is conducted in 
such a way that the performance of the estimators can be observed as one of 
these factors is changed when the other two are fixed. In this simulation study, 
shrinkage estimators are better than LSE in almost all cases. They also provide 
substantial reductions in MSE and MSPE. The best case is that the estimated 
MSE for SHE can be reduced to 0.002 times of the estimated MSE for LSE. 
The estimated MSPE for SHE can be decreased to at most a half of the MSPE 
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for LSE in the cases investigated. There are some cases that LSE are better 
than SHE and these cases occur when f3 二 Ps which maximizes the MSE in our 
simulation study. Moreover, even though we do not report here, the estimated a 
values do not satisfy the sufficient condition (2.16) in these cases. This may be 
the reason for these undesirable results. 
Also, SHE is better than RIDGE in many cases. In these cases, the MSE 
for SHE are smaller than that for RIDGE at most attaining about 250 times and 
the MSPE for SHE are smaller than that for RIGDE at most 2 times. Similar 
to the case of LSE, there are few cases that RIDGE is better than SHE. We 
found that the chosen k values do not satisfy the condition (2.23) in these cases. 
Among the three proposed estimation methods, even if GCV style statistic 
gives the largest reduction in MSE and MSPE in some cases, it also gives very 
poor results when the coefficient vector is unfavourable; i.e., f3 二 (3s. Obviously, 
we do not recommend the RIDGM style statistics since its performance is worse 
than the GCV style statistics. Throughout this simulation study, IA is the only 
method which always provides the results that are better than LSE for both 
MSE and MSPE approaches; i.e., Mn and Mp are less than 1 for all combina-
tions (0, cr, |3). Hence, when estimating the unknown parameter a in shrinkage 
estimators or k in ridge estimators, we recommend the IA style statistics. 
We only investigate the case of intraclass correlation structure for the explana-
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«. 
tory variables in the simulation study. In reality, the explanatory variables may 
not always have this structure. However, we believe that SHE is useful as long 
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