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The Jacobi equation for geodesic deviation describes finite size effects due to the gravitational
tidal forces. In this paper we show how one can integrate the Jacobi equation in any spacetime
admitting completely integrable geodesics. Namely, by linearizing the geodesic equation and its
conserved charges, we arrive at the invariant Wronskians for the Jacobi system that are linear in
the ‘deviation momenta’ and thus yield a system of first-order differential equations that can be
integrated. The procedure is illustrated on an example of a rotating black hole spacetime described
by the Kerr geometry and its higher-dimensional generalizations. A number of related topics,
including the phase space formulation of the theory and the derivation of the covariant Hamiltonian
for the Jacobi system are also discussed.
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I. INTRODUCTION
The Jacobi equation of geodesic deviation, e.g. [1], has
an important place in General Relativity. The motion of
a small enough particle with no internal structure such
as charge or spin is described by a geometrical object, a
geodesic, so that by the principle of equivalence an ob-
server freely falling with the particle would not be able
to feel the effects of gravity in a small neighbourhood
of spacetime. Gravitational effects will become apparent
considering objects of a finite size, whose evolution can
be thought of as that of a bundle of nearby geodesics:
at first order in the separation parameter between the
geodesics these effects are described by the Jacobi equa-
tion. This happens for example when studying the effects
of a passing gravitational wave, as in the gravitational-
wave memory effect [2–6]. The Jacobi equation can be
generalized to the case of particles with electric charge
[7], particles with spin [8], or to the non-linear case where
the dependence on relative velocities is not linearized [9].
The geodesic deviation has been used to give a geo-
metrical and physical interpretation of spacetimes in or-
dinary four dimensions and higher [10–12], while using
first and higher order it has been used to construct ap-
proximations to generic geodesics starting from simple
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ones [13, 14], that can be used to model extreme mass-
ratio systems [15]. In another approach, it has been used
to study geodesic (in)stability for dynamical systems, and
Lyapunov exponents [16, 17].
In this work we analyze the Jacobi equations from the
point of view of Hamiltonian dynamics and symmetries
of the dynamics. The Jacobi dynamical system is non-
trivial, even though it is linear, because of its time de-
pendence and the complexity of its differential equations.
Time dependent Hamiltonian systems have been recently
discussed in [18] in the light of the Eisenhart lift tech-
nique [19–22]. On the other hand, due to their complex-
ity, few explicit solutions of the equations are given in
the literature [7, 13, 23, 24].
From this point of view it is interesting that hidden
symmetries of the related geodesic equations generate
non-trivial solutions of the Jacobi equation [25–27], dis-
playing the relationship between the Jacobi equations
and the concept of hidden symmetries.
In fact the equations of geodesic deviation are natu-
rally linked to those of geodesic motion. In [28] a method
is presented that generalizes the Hamilton–Jacobi equa-
tion, allowing to obtain at the same time solutions of
the geodesic and the geodesic deviation equations. A La-
grangian formulation of the geodesic deviation equations,
including an electromagnetic field and spin, and a treat-
ment of higher order deviation equations can be found
in [7, 13, 29], and is obtained by an expansion of that
of geodesic motion. Given this natural connection, it is
reasonable to expect that symmetries of dynamics of the
geodesic motion, when present, descend to symmetries
of the Jacobi equation. This is the focus of the present
2work, where we show that integrals of geodesic motion
give rise, through linearization, to integrals of the Ja-
cobi equation that are expressed in the form of invariant
Wronskians. Of particular interest are the geodesic inte-
grals built from Killing vectors and Killing tensors, which
are associated to hidden symmetries of the geodesic dy-
namics and that generate integrals for the Jacobi equa-
tion. The latter integrals inherit an algebraic structure
via Poisson brackets that is isomorphic to the structure
of the geodesic integrals. In particular, if in n dimensions
there are n functionally independent, mutually Poisson
commuting integrals of the geodesic motion, then these
induce via linearization a set of n independent, mutually
commuting integrals for the Jacobi equation, thus show-
ing that integrability of the geodesic equations implies
integrability of the Jacobi equations.
The structure of the work is as follows. We begin in
Sec. II by reviewing the concept of geodesic motion and
setting some of the notation. In Sec. III we present the
Jacobi equation and discuss its Lagrangian and Hamil-
tonian formulation. We first discuss a coordinate ap-
proach where the Hamiltonian is not a scalar with re-
spect to changes of coordinates in the base manifold: in
this case there is a coordinate Hamiltonian for each co-
ordinate chart, different such Hamiltonians being related
by canonical transformations in overlapping regions, and
global motion is obtained sewing solutions from differ-
ent charts. We then introduce a covariant Hamiltonian
approach where the Hamiltonian is a globally defined
scalar. In Sec. IV we discuss how geodesic integrals of
motion descend to integrals of the Jacobi equation. We
present the notion of invariant Wronskians, followed by
the conserved quantities generated by Killing tensors and
then discuss integrability. In Sec. V we apply our results
to rotating black holes in four dimensions, and mention
how these generalize to higher dimensional Kerr–NUT–
(A)dS black holes. The Jacobi equation is integrable in
these geometries and from our results it is possible to
build a complete set of mutually commuting conserved
charges. Sec. VI presents concluding remarks and possi-
ble future lines of research. Appendix A presents the Ja-
cobi equation, the linearization procedure and the Wron-
skians from the point of view of a general phase space
and a general set of equations of motion, before the intro-
duction of a cotangent bundle or a specific Hamiltonian,
and Appendix B details the construction of a covariant
Lagrangian and Hamiltonian.
II. GEODESIC MOTION
Let M be a spacetime manifold of dimension n,
equipped with metric gab, and Riemann tensor
1 Rabcd.
1 The convention we use in this work for the commutation of co-
variant derivatives, when acting for example on a vector V a, is
[∇a,∇b]V
c = Rab
c
dV
d .
Having in mind applications to relativity we take the met-
ric to be of almost plus type, though with minor adjust-
ments everything would readily generalize to a generic
metric.
There are several approaches to the Lagrangian and
Hamiltonian descriptions of the relativistic particle. We
follow the approach used by Carter [30] and others ,
where one identifies the spacetime M with a configu-
ration space of the system. The particle is described by
its trajectory xa(λ) parametrized by an external time λ.
The phase space is then described by the cotangent space
T
∗M. The Lagrangian for geodesic motion is given by
L =
1
2
gab(x)
dxa
dλ
dxb
dλ
. (2.1)
The momentum and the Hamiltonian read
pa = gab
dxb
dλ
, (2.2)
H =
1
2
gab(x)papb , (2.3)
and the Hamilton equations reduce to (2.2) and
Dpa
Dλ
= 0 . (2.4)
This gives, of course, the geodesic equation.
This formalism describes a free particle of an arbitrary
mass. (In this paper we concentrate on the case of mas-
sive particles for which dxa/dλ is not a null vector.) The
mass is fixed by the value of the Hamiltonian, i.e., by the
normalization of the momentum
H = −
1
2
m2 . (2.5)
Since the Hamiltonian does not depend on the external
time explicitly, it is a conserved quantity and the mass is
for a given trajectory fixed.
We can always rescale the time variable and introduce
the proper time τ
τ = mλ , (2.6)
with the normalization of the velocity ua
ua =
dxa
dτ
=
pa
m
, uaubgab = −1 . (2.7)
Of course, free particles of different (non-zero) masses
follow the same geometric trajectories—they differ only
in time parametrization. We can thus ignore a particular
value of the mass and describe the geodesic in proper
time parametrization.
D
Dτ
represents the covariant derivative and d
dτ
=˙ a coordinate
derivative along a curve.
3In what follows we consider a situation where the
geodesic motion admits a nontrivial number of integrals
of motion. In particular, the conserved quantities that
are homogeneous in particle’s momentum,
K(x, p) =
1
r!
Ka1...ar (x) pa1 . . . par , (2.8)
are in one to one correspondence with Killing tensors
[31]. A Killing tensor of rank r is a symmetric tensor
Ka1...ar = K(a1...ar), such that
∇(a0Ka1...ar) = 0 . (2.9)
For r = 1 it reduces to the Killing vector.
It is the purpose of the present paper to linearize these
conserved quantities and show that they give rise to sim-
ple integrals of motion for the Jacobi geodesic deviation
equation described in the next section. In particular, it
implies that when the original geodesic motion is com-
pletely integrable, so will be the Jacobi equation.
III. THE JACOBI SYSTEM
A. Geodesic deviation equation
Given a geodesic x¯a(τ), we want to study its nearby
trajectories. To that purpose we consider a one-
parameter family of curves xa(σ, τ), with σ being the
parameter labeling different curves and τ the time pa-
rameter along each curve. We call the geodesic x¯a(τ) =
xa(0, τ) a central geodesic. We assume τ to be the proper
time along the central geodesic, however, it does not have
to be the proper time for trajectories with nonvanishing
σ. Nevertheless, we still denote the velocity with respect
to τ as ua,
ua(σ, τ) =
dxa
dτ
(σ, τ) . (3.1)
We call by na a vector that links the nearby curves,
na(σ, τ) =
dxa
dσ
(σ, τ) . (3.2)
For σ = 0, u¯a(τ) ≡ ua(0, τ) reduces to the normalized
velocity of the central geodesic and na(τ) ≡ na(0, τ) de-
scribes the deviation from the central geodesic. One can
think of this vector as a linear approximation for the tra-
jectories close to the central geodesic.
A special degenerate case occurs when the whole family
xa(τ, σ) lies entirely on the central geodesic. Clearly, na
is then proportional to ua.
Specifically, we are interested in the trajectories in the
vicinity of the central geodesic which are geodesics as
well, i.e., curves that (for all values of the parameter σ)
satisfy
D2xa
Dτ2
=
d2xa
dτ2
+ Γabc
dxb
dτ
dxc
dτ
= 0 . (3.3)
In this case it is well known that the deviation na(τ) con-
necting nearby geodesics must satisfy the geodesic devi-
ation Jacobi equation,
D2na
Dτ2
+ R¯acbd u¯
cu¯dnb = 0 . (3.4)
Here, the bar above the Riemann tensor (and, similarly,
above other quantities) indicates that it is evaluated at
the central geodesic, R¯abcd = Rabcd(x¯).
In order to derive this equation, the key observation is
to realize that since ua and na are essentially coordinate
vectors, u ≡ ∂τ , n ≡ ∂σ, on the 2-surface x
a(σ, τ), they
Lie-commute, [u, n] = 0, which when expressed in terms
of the metric covariant derivative yields
Dna
Dτ
=
Dua
Dσ
, (3.5)
see e.g. [1] for more details.
B. Lagrangian for the Jacobi equation
The Jacobi equation admits a Lagrangian formulation,
with the Lagrangian l given by [7]
l=
m
2
g¯ab
Dna
Dτ
Dnb
Dτ
−
m
2
R¯abcd u¯
au¯cnbnd . (3.6)
This is the Lagrangian for independent ‘deviation’ vari-
able na which represents a general curve close to the
central geodesic. As we will discuss below, it can be
understood as a function l(na, n˙a) of coordinate velocity
n˙a = dn
a
dτ
, or it can be treated ‘covariantly’, as a func-
tion l(na, Dn
a
dτ
) of covariant velocity Dn
a
dτ
. In either case
the corresponding Euler–Lagrange equations pick up a
nearby geodesic specified by the Jacobi equation.
The Lagrangian (3.6) can be derived by the lineariza-
tion process, starting from the Lagrangian of the geodesic
motion.2 We refer to the Appendix B for the derivation
and further technical details.
The Lagrangian (3.6) is obviously time dependent—it
depends on the time-dependent position x¯(τ) and veloc-
ity u¯(τ) of the central geodesic. Therefore, there is one
such Lagrangian for each central geodesic. While the
dependence on the velocity u¯(τ) is explicit, the depen-
dence on x¯(τ) enters through the spacetime dependence
of the metric, Christoffel symbols, and the Riemann ten-
sor, and to stress this fact we write these objects with
bar. All these should be considered as given functions of
2 The appearance of mass m in the Lagrangian (3.6) comes from
replacing the external time λ with the proper time τ along
the central geodesic. The linearization starts from the full La-
grangian (2.1) multiplied by an additional factor m−1 com-
ing from the integration element in the action S =
∫
Ldλ =∫
Lm−1dτ .
4the time variable τ and provide apriori data for the Ja-
cobi equation. Of course, for a concrete spacetime, it may
be difficult to obtain the expression for x¯(τ) and u¯(τ) in
an explicit and closed form. We return to the question
of time-dependency of the Lagrangian again below, when
we discuss it from a covariant perspective.
Transverse and tangent splitting
Before we proceed to the Hamiltonian formulation, let
us first discuss decoupling of the transverse and parallel
degrees of freedom in the deviation variable. The Jacobi
equation (3.4) always admits the following two solutions:
1na(τ) = u¯a ,
2na(τ) = τu¯a ,
(3.7)
which arise from the degenerate case when the entire fam-
ily xa(σ, τ) lies on the central geodesic xa(τ):
1xa(σ; τ) = xa(τ + σ) ,
2xa(σ; τ) = xa(eστ) .
(3.8)
These solutions of the Jacobi equation correspond to
the known freedom of redefining the affine parameter.
Since Eq. (3.4) is a linear equation of the second or-
der, in an n-dimensional spacetime the space of solu-
tions is 2n-dimensional. Removing the trivial solutions
(3.8) amounts to reducing the problem to the subspace
of deviation vectors that are transverse to the geodesics.
Namely, writing
na = na‖ + n
a
⊥ , n
a
‖ = ν(τ)u¯
a , gab n
a
⊥u¯
b = 0 , (3.9)
we obtain two separate equations
D2na‖
Dτ2
= 0 , (3.10)
D2na⊥
Dτ2
+ R¯acbdu¯
cu¯dnb⊥ = 0 . (3.11)
The solutions of (3.10) are precisely those in Eq. (3.7).
Correspondingly, for timelike u¯a, the Lagrangian sep-
arates as l= l‖ + l⊥, with
l‖ =
m
2
g¯ab
Dna‖
Dτ
Dnb‖
Dτ
, (3.12)
l⊥ =
m
2
g¯ab
Dna⊥
Dτ
Dnb⊥
Dτ
−
m
2
R¯abcdu¯
au¯cnb⊥n
d
⊥ , (3.13)
as follows from the fact that
g¯ab
Dna‖
Dτ
Dnb⊥
Dτ
= g¯ab ν˙u¯
aDn
b
⊥
Dτ
= ν˙
d
dτ
(
g¯abu¯
anb⊥
)
= 0 .
(3.14)
When the geodesics are timelike, the metric can be de-
composed
g¯ab = −u¯au¯b + g¯⊥ab , (3.15)
where g¯⊥ab is the projector to the transverse space, which
is positive definite, and (3.13) can be written as
l⊥ =
m
2
g¯⊥ab
Dna⊥
Dτ
Dnb⊥
Dτ
−
m
2
R¯abcdu¯
au¯cnb⊥n
d
⊥ . (3.16)
Hamiltonian formalism: coordinate approach
In what follows we shall study the Jacobi equation from
the point of the Hamiltonian dynamics using both, coor-
dinate (this subsection) and covariant (next subsection)
approaches.
In the coordinate approach, the Lagrangian (3.6) is
understood as a function of the ‘positions’ na and the
‘coordinate velocities’ n˙a,
l=
m
2
g¯ab(n˙
a+ukΓ¯akcn
c)(n˙b+ulΓ¯bldn
d)−
m
2
R¯kalbu¯
ku¯lnanb.
(3.17)
To write down the corresponding Hamiltonian formula-
tion, we define the momentum canonically conjugated to
na
pia =
∂l
∂n˙a
= mg¯ab
(
n˙b + u¯kΓ¯bkcn
c
)
= mg¯ab
Dnb
Dτ
, (3.18)
and introduce what we call the coordinate Hamiltonian,
hc = pian˙
a − l,
hc =
1
2m
g¯abpiapib − u¯
kΓ¯akb pian
b +
m
2
R¯abcd u¯
au¯cnbnd .
(3.19)
An explicit calculation shows that the equations of mo-
tion obtain from hc imply the Jacobi equation (3.4).
It is obvious that the Hamiltonian (3.19) is not co-
variant: it depends in a non-tensorial way on a partic-
ular choice of coordinates through the Christoffel sym-
bols Γabc, reflecting the fact that we used a non-covariant
form of the velocity n˙a. Such a velocity does not trans-
form as a vector under a coordinate transformation and
therefore the related Hamiltonian is also non-covariant.
The Hamiltonian (3.19) generates the coordinate time-
evolution of vector quantities.
As we will see in the next subsection, it is possible
to proceed in a more covariant way, starting with the
covariant velocity Dn
a
Dτ
, and arrive at a simpler covari-
ant Hamiltonian (3.27) below. This, however, requires
an additional care about technical details and before we
explore such approach, let us first discuss the behavior
of the coordinate Hamiltonian under a change of coordi-
nates.
Evolving the parameter τ , there can come a moment
when the geodesic leaves the given coordinate chart {xa}.
Then it is necessary to use a different set of coordinates
x′a = x′a(xb) , Jab =
∂x′a
∂xb
. (3.20)
From the point of view of Hamiltonian dynamics, such a
change of coordinates induces a time-dependent canoni-
cal transformation of (na, pia) variables, and the Hamil-
tonian in general changes. The non-invariance property
5is expressed by the non-tensorial term in hc. To be ex-
plicit, the change of coordinate chart (3.20) induces the
following transformation:
n′a = Jab n
b ,
pi′a = pib J
−1b
a .
(3.21)
Such a transformation is canonical and amounts to the
following generating function:
G(n, pi′) = pi′a J
a
b(τ)n
b . (3.22)
By this we mean that Eqs. (3.21) are obtained via solving
n′a =
∂G
∂pi′a
(n, pi′) ,
pia =
∂G
∂na
(n, pi′)
(3.23)
for n′ and pi′. The standard theory then gives that the
Hamiltonian transforms to
h
′
c(n
′, pi′) = hc(n, pi) +
∂G
∂τ
(n, pi′)
=
1
2m
g¯abpi′api
′
b − u¯
′kΓ¯′akb pi
′
an
′b +
m
2
R¯′abcdu¯
′au¯′cn′bn′d ,
(3.24)
where the term ∂G
∂τ
provides the non-tensorial term in
the transformation rule of the connection. The Hamilto-
nian is thus locally invariant in form, although it is not
build from pure tensorial expressions. However, there
is no such thing as a ‘global coordinate Hamiltonian’.
For each coordinate chart there is a different Hamilto-
nian which governs time evolution in that chart. These
Hamiltonians differ by ∂G
∂τ
terms, and so they cannot be
understood as just different coordinate expressions for
one Hamiltonian function. The global motion has to be
sewed from solutions in different charts. Nevertheless,
the global covariant Hamiltonian can be defined in the
covariant approach as we will show next.
Hamiltonian formalism: covariant approach
The linearized configuration space of vectors na is time
dependent: it is a tangent space at x¯(τ). In the discussion
of the coordinate Hamiltonian above, we have implicitly
identified such tangent spaces by choosing particular co-
ordinates. Namely, we have naturally identified vectors
with the same components with respect to the coordi-
nate frame. More precisely, we regarded such vectors as
‘not changing’. We have used the coordinate-time deriva-
tive n˙a = dn
a
dτ
(τ) to define the velocity and employed it
in the construction of the Hamiltonian. Since such an
identification of vectors is non-covariant, we obtained a
non-covariant Hamiltonian which was dependent explic-
itly on the Christoffel symbols.
However, we can identify the linearized configuration
spaces at different times in a more covariant way: by a
parallel transport along the central geodesic. For that,
we use the covariant time derivative Dn
a
Dτ
to define the
velocity.3
Thus, in the covariant approach we must interpret the
Lagrangian l as a function of a linearized position na and
of a covariant velocity va = Dn
a
Dτ
,
l(n, v) =
1
2
m g¯abv
avb −
1
2
mu¯cu¯d R¯cadb n
anb . (3.25)
A covariant version of canonically conjugate momen-
tum pia then reads
pia =
∂l
∂va
= m g¯abv
b , (3.26)
and the covariant Hamiltonian, h = piav
a − l, is
h(n, pi) =
1
2m
g¯abpiapib +
1
2
mu¯cu¯d R¯cadb n
anb . (3.27)
The Hamilton equations have to be written again using
the covariant time derivative
Dna
Dτ
=
∂h
∂pia
=
1
m
g¯abpib ,
Dpia
Dτ
= −
∂h
∂na
= −mu¯cu¯d R¯cadb n
b .
(3.28)
Combining both equations together yields the Jacobi
equation,
D2na
Dτ2
+ R¯acbd u¯
cu¯d nb = 0 . (3.29)
The evolution of a general phase space observable A ex-
pressed in new variables n, pi is given by
d
dτ
A = {A,h}+
∂A
∂τ
, (3.30)
where the Poisson bracket assumes the standard form
{A,B} =
∂A
∂nc
∂B
∂pic
−
∂A
∂pic
∂B
∂nc
. (3.31)
Let us stress that even the observables, that were inde-
pendent of the time parameter in the original variables
(x, p), typically become explicitly time dependent and
the second term in (3.30) is non-trivial. The reason is
that a ‘simple’ function of x and p is re-expressed in terms
of the central trajectory x¯, p¯ and linearized variables n
and pi. The explicit time dependency then enters through
the time dependent central trajectory.
3 Such a procedure could be also described in terms of an orthog-
onal frame parallel-transported along the central geodesic. We
then say that vectors at different times are the same (not chang-
ing) if they have the same components with respect to such a
frame.
6In particular, this is true for the covariant Hamiltonian
itself, and we have
d
dτ
h =
∂h
∂τ
, (3.32)
that is, the new Hamiltonian h for the linearized system
is not conserved. However, for the Hamiltonian, the time
dependency is not caused only by the introduction of the
linearized variables with respect to the central trajectory,
but it is also related to a time-dependent canonical trans-
formation that relates the original HamiltonianH and its
(linearized) version h, see appendix B for more details.
IV. INTEGRALS OF MOTION FOR THE
JACOBI SYSTEM
In this section we will describe how the integrals of
motion for geodesics give rise to the particularly simple
integrals of motion for the Jacobi system. We start with a
discussion applicable to any linearized dynamical system
and only later specify to the case of the geodesic motion.
A. Wronskian as a linear integral of motion
Consider a linearized dynamical system, with trajecto-
ries near the central trajectory x¯ described by a linearized
trajectory na(τ). A general feature of linearized systems
is that their dynamics is governed by a quadratic La-
grangian l(n, v), and, in the Hamiltonian picture, by a
quadratic Hamiltonian h(n, pi), see (3.25) and (3.27) for
the specific example of linearized geodesic motion.
For two linearized trajectories na1(τ) and n
a
2(τ), we de-
fine the Wronskian as
W [n1|n2] = n
a
1
∂l
∂va
(
n2,
Dn2
Dτ
)
−
∂l
∂va
(
n1,
Dn1
Dτ
)
na2 .
(4.1)
In the phase-space variables the trajectory is character-
ized by position na and momentum pia and the Wronskian
can be written as
W [n1, pi1|n2, pi2] = n
a
1pi2a − pi1an
a
2 . (4.2)
It is well known (see, e.g., [25, 26] for the case of the
Jacobi system) that for any two solutions na1(τ) and n
a
2(τ)
of the equation of motion the Wronskian is conserved in
time τ . To show this, let us use the Hamiltonian picture.
By employing the general quadratic Hamiltonian,
h(n, pi) =
1
2
piaK¯
abpib + piaA¯
a
bn
b +
1
2
naU¯abn
b , (4.3)
we have the following Hamiltonian equations:
Dna
Dτ
=
∂h
∂pia
= K¯ab pib + A¯
a
b n
b ,
Dpia
Dτ
= −
∂h
∂na
= − U¯ab n
b − pib A¯
b
a .
(4.4)
Taking the time derivative of (4.2) and substituting (4.4)
for Dn1
Dτ
, Dpi1
Dτ
and Dn2
Dτ
, Dpi2
Dτ
, we find
d
dτ
W [n1, pi1|n2, pi2] = 0 . (4.5)
This means that any fixed solution n˜(τ) generates a
quantity
Wn˜(n) =W [n˜|n] , (4.6)
which is conserved along any solution n(τ). In the phase-
space language, any solution n˜(τ), p˜i(τ) defines a con-
served quantity
Wn˜,p˜i(n, pi) =W [n˜, p˜i|n, pi] = n˜
apia − p˜ian
a . (4.7)
Clearly, such a conserved quantity is linear in n and pi.
This observation can be reversed: the most general
linear conserved quantity of a linearized system is given
by Wn˜,p˜i, where n˜(τ), p˜i(τ) are explicit solutions of the
Hamilton equations. Indeed, let us consider a general
linear observable C = n˜apia − p˜ian
a with yet unspecified
coefficients p˜ia(τ) and n˜
a(τ). Its conservation means
0 =
d
dτ
C(n, pi) = {C,h}+
∂C
∂τ
= −p˜ia
∂h
∂pia
(n, pi)− n˜a
∂h
∂na
(n, pi) +
Dn˜a
Dτ
pia −
Dp˜ia
Dτ
na .
(4.8)
Substituting (4.3), re-arranging terms and using (4.3)
again, we get
0 = pia
(Dn˜a
Dτ
−
∂h
∂pia
(n˜, p˜i)
)
− na
(Dp˜ia
Dτ
+
∂h
∂na
(n˜, p˜i)
)
.
(4.9)
Since C should be conserved at any phase-space point
(n, pi), we obtain that n˜a(τ) and p˜ia(τ) must satisfy the
Hamilton equations and, thus, the observable C has to
be of the form C =Wn˜,p˜i.
A similar statement can be obviously formulated in the
configuration language: any conserved quantity linear in
the trajectory n(τ) and its time derivative has to have
the form (4.6) for a solution n˜(τ).
Finally, thanks to the linear structure of the linearized
system, the Wronskian of two solutions n1(τ), n2(τ) can
be related to the Poisson bracket of the corresponding
conserved quantities Wn1,pi1 and Wn2,pi2 ,
{Wn1,pi1 ,Wn2,pi2} =W [n1, pi1|n2, pi2] . (4.10)
Let us finally return back to the geodesic motion and
the corresponding linearized Jacobi system. In this case
the Wronskian (4.1) takes the particular form
W [n1|n2] = m
(
na1 g¯ab
Dnb2
Dτ
−
Dna1
Dτ
g¯abn
b
2
)
, (4.11)
and the above formulae directly apply. In what follows
we concentrate on this case.
7B. Canonical observables
It is easy to see that the Poisson bracket of two ob-
servables linear in (n, pi) is equal to a constant, i.e., an
observable independent of (n, pi). This observation can
be used to construct a set of (time dependent) observ-
ables for the Jacobi system (F j , Gj), j = 1, . . . , n, which
form canonical coordinates at all times,
{F i, Gj} = δ
i
j , {F
i, F j} = {Gi, Gj} = 0 . (4.12)
For example, choosing at time τ0 an orthonormal frame
of vectors e(i) and the dual frame of 1-forms e
(i), both at
x¯(τ0), one can define the solutions of the Jacobi system
f j(τ) and gj(τ) with initial values at τ0 given by
f j(τ0) = e(j) ,
Df j
Dτ
(τ0) = 0 ,
gj(τ0) = 0 ,
Dgj
Dτ
(τ0) = e
(j) .
(4.13)
Clearly,
W [f i, gj] = δ
i
j , W [f
i, f j ] =W [gi, gj] = 0 (4.14)
at time τ0, and since the Wronskian is conserved, the
relation (4.14) remains true at all times. Using this solu-
tion, and thanks to (4.10), we can thus define canonical
coordinates (F j , Gi) satisfying (4.12) by the correspond-
ing Wronskian observables
F j =Wfj , Gi =Wgi . (4.15)
In particular, the set of coordinates F j (as well as the
set of Gi) forms a maximal set of commuting conserved
quantities of the linearized system. However, these con-
served quantities are not very useful. To find them, one
has to find first the solutions f j and gj , i.e., to solve the
linearized system.
In the following, we want to discuss more useful con-
served quantities—given by the symmetries of the space-
time. To find these observables, in addition to symme-
tries one only needs to know the central trajectory.
C. Conserved quantities generated by Killing
tensors
As we reviewed in Sec. II, generic (homogeneous in mo-
mentum) integrals of geodesic motion are generated by
Killing tensors, see (2.8). As shown by Caviglia, Zordan
and Salmistraro (CZS) [25, 32] these tensors also gener-
ate the following linearized solutions n˜a(τ), p˜ia(τ) for the
Jacobi system:
n˜a =
∂K
∂pa
(x¯, p¯) =
1
(r−1)!
Kab2...br(x¯) p¯b2 . . . p¯br ,
(4.16)
p˜ia = −
∇aK
∂x
(x¯, p¯) = −
1
r!
∇aK
b1...br (x¯) p¯b1 . . . p¯br .
Here, K is the conserved quantity of geodesic motion
generated by the Killing tensor Ka1...ar , (2.8), ∂K
∂p
de-
notes the derivative with respect to momentum p with x
fixed, and na∇aK
∂x
(x, p) is the covariant derivative in di-
rection na with p parallelly transported, cf. (A21) in Ap-
pendix A. The latter derivative acts only on x-dependent
terms in K and essentially ignores momentum p.
Let us verify the solution (4.16) by checking the Hamil-
ton equations (3.28). Taking advantage of the fact
that the central trajectory is geodesic, Dp¯a
Dτ
= 0, and
p¯a = mu¯a, we obtain
Dn˜a
Dτ
=
1
m
1
(r−1)!
p¯b1∇
b1Kab2...br(x¯) p¯b2 . . . p¯br . (4.17)
Using the identity
∇aKb1...br = −r∇(b1K |a|b2...br) , (4.18)
which follows from the Killing condition (2.9), yields
Dn˜a
Dτ
= −
1
m
1
r!
∇aKb1...br (x¯) p¯b1 . . . p¯br
= −
1
m
∇aK
∂x
=
1
m
g¯abp˜ib .
(4.19)
For momentum p˜ia we get
Dp˜ia
Dτ
= −
1
r!
u¯c∇c∇aK
b1...br (x¯) p¯b1 . . . p¯br
= −
1
m
1
r!
∇a∇
(b0Kb1...br)(x¯) p¯b0 . . . p¯br
−
1
(r−1)!
u¯cR¯ca
b1
bK
bb2...br (x¯) p¯b1 . . . p¯br .
(4.20)
Here, we have used the Ricci identity and the fact that
all r terms with the Riemann tensor give the same con-
tribution. Now, the first term vanishes thanks to (2.9)
and in the second term we can identify n˜a,
Dp˜ia
Dτ
= −mu¯cu¯dR¯cadb
1
(r−1)!
Kbb2...br(x¯) p¯b2 . . . p¯br
= −mu¯cu¯dR¯cadbn˜
b , (4.21)
which concludes the proof.
The CZS solution (4.16) is of geometrical nature. It
is obtained from the canonical transformation associated
with the hidden symmetry of the geodesic equation. Let
{·, ·}g be the Poisson bracket of the full geodesic theory,
cf. (A22). Then n˜a = {xa,K}g and p˜ia = {pa,K}g. This
is the same as the infinitesimal transformation δxa, δpa
of the central geodesic generated by the canonical trans-
formation induced by K.
The solution (4.16) can be related to the linearization
k of the conserved quantity K. The expansion of any
phase-space observable K(x, p) to the first order can be
written as
K = K¯ + na
∇aK
∂x
+ pia
∂K
∂pa
+ . . . . (4.22)
8Obviously, using (4.16) we get
k≡ K − K¯ = n˜apia − p˜ian
a =Wn˜,p˜i . (4.23)
The linearized observable k= Wn˜,p˜i is thus again a con-
served quantity that is linear in position and momentum
and generated by the CZS solution (n˜, p˜i).
Let us finally mention that the CZS solution for n˜a,
(4.16), need not be generated from a Killing tensor. As
noted in [25, 32] (see also [33, 34]), its existence is in one-
to-one correspondence with a new object, called the affine
tensor. An affine tensor of rank r, Ka1...ar = K(a1...ar),
is an object that satisfies
∇(aKa1...ar) = haa1...ar , ∇bhaa1...ar = 0 . (4.24)
That is, the definition of an affine tensor ‘generalizes’
that of a Killing tensor by requiring that its symmetrized
derivative need not vanish but can be a covariantly con-
stant tensor. Of course, the above presented construction
of conserved quantities through Wronskians immediately
generalizes to the CZS solutions generated by affine ten-
sors. Let us stress, however, that although the Killing
tensors are formally a subfamily of affine tensors, the re-
quirement on the existence of non-trivial haa1...ar is very
strong and at the moment there are no known physical
spacetimes admitting affine tensors that are not at the
same time Killing tensors. For this reason we shall not
probe this possibility in this paper any further.
D. Integrability of the linearized system
Let us now assume that we have at least two Killing
tensors Ka...1 and K
a...
2 corresponding to the conserved
quantities K1 and K2 of the full geodesic motion. In gen-
eral, such integrals of motion do not Poisson-commute.
Their Poisson bracket generates a new conserved quan-
tity K,
K = {K1,K2}g , (4.25)
which corresponds also to a Killing tensor Ka..., given by
the (symmetric) Schouten–Nijenhuis bracket [35–37]
K = [K1,K2]SN , (4.26)
cf., e.g., [38].
For the linearized quantities k1, k2 we have
{k1,k2} = {Wn˜1,p˜i1 ,Wn˜2,p˜i2} =W [n˜1, p˜i1|n˜2, p˜i2] .
(4.27)
The Wronskian can be expressed using the quantities re-
lated to the central trajectory. Substituting (4.2) and
(4.16), we get
{k1,k2} =
(
−
∂K1
∂pa
∇aK2
∂x
+
∇aK1
∂x
∂K2
∂pa
)∣∣∣∣
x¯,p¯
= {K1,K2}g
∣∣
x¯,p¯
= K¯ ,
(4.28)
the result already shown in [32].
It follows that if the original integrals of motion K1,
K2 Poisson-commute, K = 0, the linearized conserved
quantities k1, k2 also Poisson-commute. In particular, if
the spacetime geometry possesses a full set of commut-
ing integrals of motion Kj generated by Killing tensors,
the linearized system has also a full set of mutually com-
muting integrals of motion kj ≡ Wn˜j ,p˜ij . The complete
integrability of the geodesic motion thus naturally im-
plies the complete integrability of the Jacobi system.
V. INTEGRABILITY OF JACOBI EQUATION
IN ROTATING BLACK HOLE SPACETIMES
Let us now apply the above developed formalism to
explicitly demonstrate the integrability of the Jacobi
equation in the Kerr black hole spacetime [39] and its
higher-dimensional generalizations. Such an integrability
stems from the existence of hidden symmetries in these
spacetimes and derives from the integrability of the full
geodesic motion. The same results remain also true for
charged black holes and will be discussed elsewhere.
The Kerr metric represents a unique rotating black
hole solution of vacuum Einstein equations. In the
Boyer–Lindquist coordinates it reads
ds2 = −
∆
Σ
(
dt− a sin2θdϕ
)2
+
sin2θ
Σ
[
(r2+a2)dϕ− adt
]2
+
Σ
∆
dr2 +Σ dθ2 , (5.1)
where Σ = r2 + a2 cos2θ, and ∆ = r2 − 2Mr + a2.
The metric admits two Killing vectors ∂t and ∂ϕ. For
a geodesic motion, these imply the following conserved
charges:
KE = −pt , (5.2)
KL = pϕ . (5.3)
In addition, there is a hidden symmetry encoded in the
Killing tensor Kab that gives rise to Carter’s constant
[30, 31, 40]
KC =
1
2
Kabpapb =
1
2Σ
[
−∆a2 cos2θ p2r + r
2p2θ
+
a2 cos2θ
∆
(
(r2 + a2)pt + apϕ
)2
+
r2
sin2θ
(
a sin2θ pt + pϕ
)2]
. (5.4)
Lastly there is a conserved quantity generated by the
metric gab, seen as a (covariantly constant) Killing tensor,
Km2 = −g
abpapb = −
1
Σ
[
∆p2r + p
2
θ +
∆− a2 sin2θ
∆sin2θ
p2ϕ
−
4Mar
∆
ptpϕ −
(r2 + a2)2 − a2∆sin2θ
∆
p2t
]
.(5.5)
9The four integrals of motion, {KE,KL,KC ,Km2}, are
functionally independent and mutually Poisson com-
mute, yielding the geodesic motion completely integrable
[40]. The explicit solution in terms of special functions
can be for example found in [41, 42].
We can now pick our favourite geodesic and turn to the
corresponding linearized Jacobi system. The CZS solu-
tion, (4.16), yields the following independent solutions:
n˜E = −∂t , (5.6)
n˜L = ∂ϕ , (5.7)
Σn˜C = −∆a
2 cos2θ¯p¯r∂r + r¯
2p¯θ∂θ
+
(
p¯ϕ
sin2θ¯
+ ap¯t
)
r¯2∂ϕ
+
a3 cos2θ¯
(
ap¯ϕ + p¯t(r¯
2 + a2)
)
∆
∂ϕ
+
a2 cos2θ¯(r¯2 + a2)
(
ap¯ϕ + (r¯
2 + a2)p¯t
)
∆
∂t
+ar¯2(p¯ϕ + a sin
2θ¯p¯t)∂t , (5.8)
−
Σ
2
n˜m2 = ∆p¯r∂r + p¯θ∂θ
+
(
∆− a2 sin2θ¯
∆sin2θ¯
p¯ϕ −
2Mar
∆
p¯t
)
∂ϕ
−
(
(r¯2 + a2)2 − a2∆sin2θ¯
∆
p¯t +
2Mar
∆
p¯ϕ
)
∂t . (5.9)
From these we construct the independent conserved
quantities for the Jacobi equation in Kerr
ki = n˜
a
i pia − n
aDn˜ia
Dτ
, i = 1, . . . , 4 . (5.10)
We set the constant values of the Wronskians to wi, i =
1, . . . , 4, and introduce the abbreviated notation gi =
na Dn˜ia
Dτ
, where the gi do not depend on the momenta pi.
From (5.10) it is easy to extract the value of the momenta
pit and piϕ, which are given by
pit = pit(x¯
a, na) = −g1 − w1 , (5.11)
piϕ = piϕ(t¯, r¯, θ¯, ϕ¯) = g2 + w2 . (5.12)
For geodesics with pr 6= 0, pθ 6= 0 it is possible to invert
(5.10) with respect to pir, piθ. The result is
pir = αr + βrpiϕ + γrpit , (5.13)
piθ = αθ + βθpiϕ + γθpit , (5.14)
with
αr = −
r¯2f3 + 2f4
2∆pr
, (5.15)
βr =
a
∆2pr
[
(a2 + r¯2)pt + apϕ
]
, (5.16)
γr =
a2 + r¯2
a
βr , (5.17)
αθ =
1
2pθ
(
−a2 cos2 θ¯f3 + 2f4
)
, (5.18)
βθ = −
1
pθ
[
apt +
1
sin2 θ¯
pϕ
]
, (5.19)
γθ = a sin
2 θ¯βθ . (5.20)
Here we have set f3 = w3 + g3, f4 = w4 + g4, these
are functions of na and not of the momenta. These ex-
pressions are involved, although in a closed form: it is
a good example of the fact that the Jacobi equation is
complicated even if it is linear.
Let us finally mention that the procedure described
in this section directly generalizes to higher-dimensional
Kerr-NUT-(A)dS black hole spacetimes [43]. Such space-
times are known to admit a number of hidden symme-
tries that yield the geodesic motion completely integrable
[44, 45]. It follows that the corresponding Jacobi system
is also integrable and in principle can be solved by the
same steps described in this section. Let us, however,
stress that in higher dimensions, the generic geodesic is
given only in terms of complicated integrals [38], see also
[46–48] for special cases, and the solution of the Jacobi
system thus becomes far from explicit.
VI. CONCLUSIONS
In this paper we have analyzed the Jacobi geodesic
deviation equation from a point of view of Hamiltonian
dynamics. It represents a dynamical system that is (al-
though linear) explicitly time dependent. Consequently,
the coordinate Hamiltonian is not covariant and varies
from chart to chart. Nevertheless, we have shown that
a covariant Hamiltonian can be constructed and shown
(see Appendix B) how it can be obtained by the canonical
transformation (accompanied by a due linearization) of
the geodesic Hamiltonian. Although the geodesic Hamil-
tonian is a constant of motion, the linearized Hamiltonian
for the geodesic deviation depends explicitly on time.
The main result of our paper regards the observation
that the integrals of geodesic motion give rise to the cor-
responding integrals for the Jacobi system that are linear
and given by the invariant Wronskians. In particular,
this is true for the integrals generated by hidden sym-
metries of the spacetime. We have shown that if the
geodesic motion is completely integrable, so will be the
corresponding linearized motion described by the Jacobi
equation. This has been further illustrated on an exam-
ple of rotating black hole spacetimes in four and higher
dimensions.
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There is a number of topics that we have not dis-
cussed and that we point out as suitable for future re-
search. One of these is the inclusion of spin. For exam-
ple, a Lagrangian for the Jacobi deviation in the pres-
ence of Grassmannian spin variables can be found in [8],
and a discussion of conserved quantities for geodesics
in the presence of spin in Kerr–NUT–(A)dS spaces in
[49]. Another one is the possibility of extending our re-
sults to higher order geodesic perturbations. These have
been used to build analytic approximations of generic
geodesics from simple exact solutions [13, 14], and have
been used to model extreme mass-ratio systems [15]. It
would be interesting to find out if for example the stan-
dard conserved charges of Kerr can be used to build con-
served charges for higher order geodesic perturbations.
Lastly our results can be used to discuss the issue of
(in)stability of dynamical systems [16, 17].
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Appendix A: Jacobi equation: phase space
formalism
In this appendix we want to elucidate the origin of
the Jacobi equation from the point of view of the phase
space formalism. We start by discussing the linearized
evolution of a completely general system and re-derive
the material from section IV for a general phase space,
without the cotangent bundle structure. Specifying next
to a phase space with the cotangent bundle structure and
the Hamiltonian given by the configuration space metric,
we show how to return back to the previous formalism.
1. Linearized phase space and Wronskian
In general, the phase space is a symplectic space with
the symplectic structure Ω. It allows to define the Pois-
son brackets of two observables4
{F,G} = F,A Ω
ABG,B , (A1)
and the Hamiltonian vector flow XF associated with an
observable F
XAF = Ω
AB F,B . (A2)
Given a Hamiltonian H , the time evolution (classical tra-
jectories) are given by orbits of the Hamiltonian flowXH .
Assuming such a congruence of classical phase-space
trajectories generated by XH , let us pick up one particu-
lar trajectory X¯ (τ), which we call the central trajectory.
We want to study a one-parametric subfamily X (σ, τ) of
these classical trajectories,
XAH =
dXA
dτ
(σ, τ) , (A3)
which is close to the central trajectory, X (0, τ) = X¯ (τ).
In a linear approximation, such a family is generated by a
phase-space vector fieldN(τ) along the central trajectory
X¯ (τ),
NA(τ) =
dXA
dσ
(0, τ) . (A4)
We call N(τ) a linearized trajectory based on the central
trajectory X¯ (τ).
We can extend the definition of N , (A4), also to
nonzero values of σ. Since the vector fields XH and N
can be viewed as coordinate fields XH ≡ ∂τ and N ≡ ∂σ
on a two-dimensional sheet X (σ, τ) with coordinates σ
and τ , they must Lie-commute,[
XH,N
]
= 0 . (A5)
This equation can be also rephrased as a condition on
N(τ) along the trajectory X¯ (τ),
LXHN = 0 . (A6)
Either of the last two equations can be viewed as the
equation of motion for the linearized trajectory N(τ).
The space of phase-space vectors at X¯ (τ) represents
the linearized phase space at time τ . It is a linear
4 Overview of the phase space description can be found in many
standard textbooks. We follow conventions summarized, for ex-
ample, in the review [38]. In particular, we use capital Latin
letters A, B, . . . as phase-space indices and we denote general co-
ordinates on the phase space as XA. The symplectic structure
has components ΩAB. Its inverse, Ω
AB, satisfies ΩACΩ
BC = δB
A
.
Occasionally, we skip tensor indices if the tensorial structure is
clear from the context.
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symplectic space with the symplectic structure given
by the original symplectic structure ΩAB evaluated at
X¯ (τ). Similar to the previous discussion, where the phase
space has been represented by pairs (n, pi), the linearized
phase spaces at different times are geometrically different
spaces. Therefore, we cannot directly apply the standard
Hamiltonian formalism. We have seen that for that we
would need to identify somehow the spaces at different
times. However, let us discuss general phase-space sit-
uation without such an identification first. To this pur-
pose we use the fact that the linearized evolution is given
by the condition (A6) which naturally relates the phase
spaces at different times.
As we have seen, the linear structure of linearized
phase spaces allows us to define the Wronskian of two
phase-space vectors N1, N2. It is given by the symplec-
tic structure as
W [N1|N2] = N
A
1 ΩABN
B
2 , (A7)
cf. (4.2). It immediately follows that it is conserved along
the time evolution
d
dτ
W [N1|N2] = LXHW [N1|N2]
= (LXHN
A
1 )ΩABN
B
2 +N
A
1 ΩAB (LXHN
B
2 ) = 0 .
(A8)
Here, we have used (A6) and the fact that the symplec-
tic structure is conserved along any Hamiltonian flow,
LXFΩ = 0. Any chosen linearized solution N˜(τ) thus
defines a conserved quantity W
N˜
on linearized solutions,
W
N˜
(N) =W [N˜ |N ] . (A9)
2. Conserved quantities and integrability
Let us now assume that the original system admits an
integral of motion K, i.e., that there exists an observ-
able K (not explicitly dependent on time parameter τ)
which Poisson-commutes with the Hamiltonian,
{K,H} = 0 . (A10)
A simple manipulation yields that
LXHXK =
[
XH,XK
]
= X{K,H} = 0 . (A11)
Any conserved quantity K thus induces a linearized so-
lution given by XK evaluated along X¯ (τ). Clearly, the
Wronskian of such two linearized trajectories is given by
the Poisson bracket of the original conserved quantities,
W [XK1 |XK2 ] = {K1,K2} . (A12)
Following the previous discussion of the Jacobi system,
a linearized solution XK associated with a conserved
quantity K defines a conserved quantity k on the lin-
earized phase space by the relation (A9) above,
k(N) =WXK
(N) . (A13)
It is straightforward to show that
k(N) =W [XK |N ] = N
AK,A , (A14)
cf. eqs. (A7) and (A2). It means, that k is the lineariza-
tion of the original conserved quantity K,
K(X (σ, τ)) = K(X¯ (τ)) + σ k(N(τ)) +O(σ2) , (A15)
i.e., k(σN) = K − K¯, cf. (4.23).
Till now in this section, we have not assumed anything
particular about the phase space and the Hamiltonian.
We have just observed that any linearized solution defines
through the Wronskian a conserved quantity (A9) and
that any conserved quantity of the original system defines
the linearized solution XK and the linearized conserved
quantity k which is explicitly linear in N , as seen from
(A14). We see that such a construction is completely
general.
For a completely integrable system we have n mutually
Poisson-commuting integrals of motion Ki. They gener-
ate linearized solutions XKi . Thanks to the linearity of
(A6) any linear (with constant coefficients) combination
N of these solutions is again a linearized solution. More-
over, each of the conserved quantities Ki induces the lin-
earized quantity ki. Evaluating this linearized quantity
on solutions XKj , one finds
ki(XKj ) = {Ki,Kj} = 0 . (A16)
The same is true for any linear combination N of XKj ,
i.e., ki(N) = 0. The conserved quantities Kj thus di-
rectly generate a family of linearized solutions which all
have vanishing values of linearized quantities ki. In other
words, all these solutions have the same values of the con-
served quantities Ki as the central trajectory, Kj = K¯j .
It is not surprising since for the integrable system XKj
generate symmetries of the evolution. These vector fields
are tangent to the Lagrangian submanifolds given by
Kj = const. The linearized solutions XKj thus cor-
responds to trajectories which remain in the same La-
grangian submanifold as the central trajectory.
To conclude, we have just seen that the linearized con-
served quantities constructed by using Wronskian and
the linearized solutions of the equations of motion gen-
erated by the integrals of motion of the full system are
general features of any Hamiltonian system admitting in-
tegrals of motion.
3. Cotangent bundle structure of the phase space
Let us now relate this general formulation to the con-
figuration space description presented in sections III and
IV. To that purpose we consider the phase space to be
built from a configuration spaceM. While the configura-
tion space is a space of “positions” x, the phase space is a
space of “positions and momenta” (x, p). It is well known
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that such a phase space can be represented as a cotan-
gent bundle T∗M. The cotangent bundle has a natural
symplectic structure Ω. If one chooses the configuration-
space coordinates xa and the components pa of the mo-
mentum with respect to the frame dxa as coordinates in
the phase space, XA ≡ (xa, pa), the symplectic structure
takes the canonical form,
Ω = dxa ∧ dpa , (A17)
where the sum over spacetime index is naturally assumed.
It means that (xa, pa) are canonical coordinates in which
the Poisson bracket takes the following form:
{F,G} =
∂F
∂xa
∂G
∂pa
−
∂F
∂pa
∂G
∂xa
. (A18)
A phase-space tangent vector N can be written with
respect to coordinate frame ∂
∂xa
and ∂
∂pa
as
N = na
∂
∂xa
+ p˜ia
∂
∂pa
. (A19)
Components na can be understood as components of a
configuration-space vector n, which is independent of the
choice of coordinates xa. On other hand, components p˜ia
cannot be combined to a 1-form pi which would be inde-
pendent of the choice of coordinates xa. Splitting (A19)
to the configuration and momentum part is coordinate
dependent.
However, one can formulate a similar decomposition in
a covariant way. As described in Appendix of [50], having
a (torsion-free) covariant derivative ∇ on the configura-
tion space, one can introduce the covariant splitting
N = na
∇a
∂x
+ pia
∂
∂pa
. (A20)
Here, the first term corresponds to a direction in the
phase space given by the changing position x→ x+ εn
with momentum p covariantly fixed (i.e., parallelly trans-
ported along n using the covariant derivative ∇). The
second term corresponds to a direction in the phase space
given by the changing momentum p→ p+ εpi with x
fixed. Such a splitting uniquely relates a phase-space
vector N with a pair of the configuration-space vector n
and the configuration-space 1-form pi. Phase-space vec-
tors ∇a
∂x
and ∂
∂pa
thus describe horizontal and vertical
directions in the cotangent bundle, where the ‘horizon-
tality’ is given by the covariant derivative ∇.
Using this decomposition one can define in a covariant
way derivatives of an observable F with respect to the
position and the momentum,
∇aF
∂x
≡
∇Aa
∂x
F,A ,
∂F
∂pa
≡
∂A
∂xa
F,A . (A21)
In terms of these, the Poisson bracket reads
{F,G} =
∇aF
∂x
∂G
∂pa
−
∂F
∂pa
∇aG
∂x
. (A22)
The linearized equations of motion can be written in
the form (A5). It will be useful to write the Lie bracket
of two phase-space vector fields N1, N2 in terms of the
covariant decomposition. In the splitting (A20) each vec-
tor field Ni(x, p) corresponds to a pair ni(x, p), pii(x, p)
of the configuration-space vector and 1-form, which both
depend on x and p. Acting with the Lie bracket on a
phase-space scalar F , one gets
[
N1, N2
]
F = na1 n
b
2
[∇a
∂x
∇b
∂x
−
∇b
∂x
∇a
∂x
]
F + pi1api2b
[ ∂
∂pa
∂
∂pb
−
∂
∂pb
∂
∂pa
]
F +
(
na1 pi2b − n
a
2 pi1b
)[∇a
∂x
∂
∂pb
−
∂
∂pb
∇a
∂x
]
F
+
(
na1
∇2nb
∂x
− na2
∇1nb
∂x
+ pi1a
∂2nb
∂pa
− pi2a
∂1nb
∂pa
)
∇bF
∂x
+
(
na1
∇pi2b
∂x
− na2
∇1pib
∂x
+ pi1a
∂pi2b
∂pa
− pi2a
∂1pib
∂pa
)
∂F
∂pb
.
(A23)
It can be shown that the first term is non-trivial while the next two terms vanish,[∇a
∂x
∇b
∂x
−
∇b
∂x
∇a
∂x
]
F = pk Rab
k
l
∂F
∂pl
,
[ ∂
∂pa
∂
∂pb
−
∂
∂pb
∂
∂pa
]
F = 0 ,
[∇a
∂x
∂
∂pb
−
∂
∂pb
∇a
∂x
]
F = 0 , (A24)
see the end of this Appendix. The covariant splitting of the Lie bracket thus reads
[
N1, N2
]
=
(
na1
∇2nb
∂x
− na2
∇1nb
∂x
+ pi1a
∂nb2
∂pa
− pi2a
∂nb1
∂pa
)
∇b
∂x
+
(
na1
∇pi2b
∂x
− na2
∇pi1b
∂x
+ pi1a
∂pi2b
∂pa
− pi2a
∂pi1b
∂pa
+ nc1 n
d
2 paRcd
a
b
)
∂
∂pb
.
(A25)
Let us now turn to the study of a geodesic motion in the configuration space. We assume the existence of a metric
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gab and naturally choose∇ to be the metric (torsion-free)
covariant derivative, ∇cgab = 0. The geodesic motion in
the configuration space is given by a simple quadratic
Hamiltonian
H(x, p) =
1
2m
gab(x) papb . (A26)
Since the metric is covariantly constant, we have ∇aH
∂x
= 0
and ∂H
∂pa
= gabpb. Therefore, the covariant splitting of the
Hamiltonian flow is
XH =
∂H
∂pa
∇a
∂x
−
∇aH
∂x
∂
∂pa
=
1
m
pa
∇a
∂x
. (A27)
Now, let us return to the linearized equations of mo-
tion (A6) near the central geodesic X¯ (τ), which is given
in the configuration-space language by x¯(τ) and p¯(τ).
The linearized trajectory N is given by (A20) and XH
by (A27). Substituting these into (A6) and employing
(A25), the linearized equations of motion yield
LXHN =
[
XH,N
]
=
1
m
(
p¯a
∇an
b
∂x
− piag¯
ab
)∇b
∂x
+
1
m
(
p¯a
∇apib
∂x
+ p¯cp¯d R¯
c
b
d
a n
a
) ∂
∂pb
= 0 .
(A28)
Here, as before, the bar indicates quantities evaluated
at the central geodesic. For the Hamiltonian (A26), the
momentum p¯ of the central geodesic is proportional to
the velocity, p¯ = mu¯, and therefore 1
m
p¯a∇a
∂x
≡ ∇
dτ
is the
covariant time derivative along the central geodesic. We
finally obtain (3.28),
Dna
Dτ
=
1
m
pia ,
Dpia
Dτ
= mu¯ku¯l R¯aklb n
b , (A29)
which gives the Jacobi equation for the linearized
geodesics,
D2na
Dτ2
= R¯acdb u¯
cu¯d nb . (A30)
4. Commutation relations for derivatives on the
cotangent bundle
To prove the relations (A24), it is useful to consider an
observable F monomial in momentum,
F (x, p) =
1
r!
f c1...cr(x) pc1 . . . pcr , (A31)
where f c1...cr is a symmetric configuration-space tensor.
A generic observable can be then obtained as a sum of
monomial observables.
The derivative of such an observable with respect to
the momentum is
∂F
∂pa
=
1
(r−1)!
fac2...cr pc2 . . . pcr . (A32)
The commutator of the covariant derivatives with respect
to the position reads
2
∇[a
∂x
∇b]
∂x
F =
2
r!
∇[a∇b]f
c1...cr pc1 . . . pcr
=
r
r!
Rab
c1
d f
dc2...cr pc1pc2 . . . pcr
= pcRab
c
d
∂F
∂pd
,
(A33)
where in the first step we have used the fact that all r
contributions from the Ricci identities are the same and
in the second step employed the relation (A32).
The remaining two commutators in (A24) are trivial.
They reflect the fact that there is no curvature in p di-
rections.
Appendix B: Covariant Lagrangian and Hamiltonian
for the Jacobi system
1. Covariant expansion of the Lagrangian
The dynamics of a linearized system, i.e., the expan-
sion of the equations of motion to the first order in the
deviation variable, can be derived from the approxima-
tion of the Lagrangian to the second order. The first
order contribution to the Lagrangian is trivial (given by
a total derivative) since we are expanding near a solu-
tion of the equations of motion, i.e., near an extremal
trajectory.
In order to expand the Lagrangian to the second or-
der, we have to first generalize the notion of a deviation
vector. In the main text, we have introduced the devia-
tion vector na as a tangent vector in σ-direction of the
family of trajectories x(σ, τ). This approach is sufficient
for the first order approximation, e.g., for the derivation
of the Jacobi equation (3.4). However, for an approxi-
mation to a higher order, and in particular to derive the
Lagrangian (3.6), one has to first define the deviation
vector more carefully.
We start again by choosing the central geodesic x¯(τ)
parameterized by its proper time τ and use this time
as the external time for general trajectory x(τ) nearby.
Next we perform a time dependent change of the config-
uration variables, where instead of a configuration point
x at time τ we use the deviation vector na at x¯(τ),
na = na(x¯|x) . (B1)
That is, we define na(x¯|x) as a vector at x¯ tangent to
the geodesic joining points x¯ and x, assuming that x is
in a normal neighborhood of x¯. To specify this vector
uniquely, we normalize it to the geodesic distance of the
corresponding geodesic segment. Intuitively, this vector
plays a role of a difference between positions, n = x− x¯,
generalized to the curved spacetime.
We stress that the transformation (B1) is time depen-
dent through the dependence on the point x¯ on the cen-
tral geodesic. (For brevity, in what follows we will not
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write this τ -dependence explicitly.) This has ‘unexpected
consequences’ for the linearized observables. In particu-
lar, as we shall see below, the covariant Hamiltonian for
the Jacobi system will explicitly depend on time.
An advantage of the new variable na is that it in one-
to-one correspondence with the position x of the original
system (at least, in the normal neighborhood of x¯) while
at the same time it is linear and belongs to a vector space.
Therefore, one can perform an expansion in small na and
solve the system pertubatively.
The deviation vector na, (B1), can be expressed as
a derivative of the Synge world function5 σ(x|y), [51].
The world function is defined as a half of the square of
geodesic distance, with the sign given by the causal char-
acter of the geodesic,
σ(x|y) = ±
1
2
(geodesic distance between x and y)2 .
(B2)
The deviation vector can be written as
na = na(x¯|x) ≡ −∇¯aσ(x¯|x) , (B3)
see, e.g., [51–53]. Here we use the convention that
∇¯σ(x¯|x) denotes the derivative in the first argument x¯
and ∇σ(x¯|x) denotes the derivative in the second argu-
ment x. The normalization of na is encoded in the rela-
tion
σ(x¯|x) =
1
2
na(x¯|x)nb(x¯|x) g¯ab . (B4)
When dealing with the Lagrangian, we also need a re-
lation between velocities associated with variables x and
n. For that we assume that all variables in (B3) are time
dependent, x(τ), x¯(τ), and na(τ). Taking the covariant
time derivative gives
va ≡
Dna
Dτ
= −∇¯a∇bσ(x¯|x)u
b − u¯b∇¯b∇¯
aσ(x¯|x) . (B5)
Let us notice, that in the coincidence limit x = x¯, u = u¯,
i.e., setting x and u to the values of the central trajectory,
we have n = 0 and v = 0 (cf. (B7) below).
The covariant expansion of the Lagrangian assumes
that L is written as a series in n and v, and we ignore all
terms of higher than second order,
L(x, u) = L0,0 + L1,0a n
a + L0,1 a v
a
+
1
2
L2,0 ab n
anb + L1,1ab n
avb +
1
2
L0,2 ab v
avb + . . . ,
(B6)
with coefficients Lk,l to be determined. For that, we need
to take derivatives ∇
∂x
and ∂
∂u
of this relation, followed
by the coincidence limit x = x¯, u = u¯.
5 In this appendix we use σ only for the Synge world function, not
for the deviation parameter as we did in the main text.
First, we calculate the coincidence limit x = x¯, u = u¯
of derivatives of relations for n(x) and v(x, u) given by
(B3) and (B5). In this process we employ the following
relations [51–53]:
σ|x=x¯ = 0 ,
∇¯aσ|x=x¯ = ∇aσ|x=x¯ = 0 ,
∇¯a∇¯bσ|x=x¯ = −∇¯a∇bσ|x=x¯ = g¯ab , (B7)
∇¯a∇¯b∇cσ|x=x¯ = ∇¯a∇b∇cσ|x=x¯ = 0 ,
−∇¯a∇¯b∇c∇dσ|x=x¯ = ∇¯a∇b∇c∇dσ|x=x¯ =
1
3
(
R¯acbd + R¯adbc
)
.
This yields the following:
∇an
k
∂x
∣∣∣∣
x=x¯
= δka ,
∂vk
∂ua
∣∣∣∣
x=x¯
u=u¯
= δka ,
∇a
∂x
∇b
∂x
uk
∣∣∣∣
x=x¯
u=u¯
= −u¯lR¯l(a
k
b) +
1
2
u¯lR¯l
k
ab
(B8)
for the non-vanishing derivatives. Next, we notice that
the only non-vanishing derivatives of Lagrangian (2.1) to
the second order are
L(x¯, u¯) = L¯ = −
1
2
m ,
∂L
∂ua
(x¯, u¯) = p¯a = mu¯a ,
∂
∂ua
∂
∂ub
L(x¯, u¯) = mg¯ab .
(B9)
Employing (B8) and (B9), the coincidence limit of deriva-
tives of the expansion (B6) yields the coefficients Lk,l.
The expansion then reads
L = L¯+ p¯av
a +
m
2
g¯ab v
avb −
m
2
u¯ku¯lR¯kalb n
anb + . . . .
(B10)
Let us take a closer look at the absolute and linear
terms. We can do that for a general Lagrangian. The
expansion (B10) up to the first order in such a case gives
L = L(x¯, u¯) +na
∇aL
∂x
(x¯, u¯)+ va
∂L
∂ua
(x¯, u¯) + . . . . (B11)
If we use that the central trajectory satisfies the Euler–
Lagrange equations
∇aL
∂x
(x¯, u¯) =
Dp¯a
Dτ
, (B12)
the definition of the canonical momentum p¯, and express
the velocity as a derivative we get
L− L¯ =
Dp¯a
Dτ
na + p¯a
Dna
Dτ
=
d
dτ
(
p¯an
a
)
. (B13)
Thus, for an arbitrary Lagrangian the absolute and linear
terms can be written as a total derivative term d
dτ
f(n)
with
f(n) = S¯ + nap¯a , (B14)
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where S¯ =
∫
L¯dτ is the action along the central trajec-
tory. This means that we can define the modified La-
grangian l as
L(x, u) =
d
dτ
f(n) + l(n, v) . (B15)
Lagrangians which differ by a total derivative terms de-
fine the same dynamics. Therefore, l(n, v) is a suitable
Lagrangian for the linearized system which, in the high-
est order is quadratic in n and v.
In particular, for the geodesic Lagrangian the expan-
sion (B10) gives
l(n, v) =
m
2
g¯ab v
avb −
m
2
u¯ku¯lR¯kalb n
anb + . . . , (B16)
which is the Lagrangian (3.6).
2. Canonical transformation and covariant
expansion of the Hamiltonian
In the main text, we have derived the covariant Hamil-
tonian h, (3.27), by the Legendre transformation of the
covariant Lagrangian l(n, v), (3.25). Let us now re-derive
it using directly the transformation between original vari-
ables (x, p) of the full trajectory and linearized variables
(n, pi). Since the transformation (B1) from x to n is time
dependent, the corresponding canonical transformation
is also time dependent. Moreover, the Lagrangian l for
the linearized system differs from the original one by a
total derivative term, (B15). For both these reasons the
Hamiltonian h is not simply given by the second-order
expansion of the full Hamiltonian H . Rather, one has
to first find the new Hamiltonian, given by the canonical
transformation, and only then expand this new Hamilto-
nian to the second order.
As well known in classical mechanics, the point trans-
formation (B1) and the change of the Lagrangian (B15)
leads to the canonical transformation generated by the
generating function
G(x|pi) = pian
a(x¯|x) + f(n(x¯|x)) . (B17)
Substituting (B14) yields
G(x|pi) = (pia + p¯a)n
a(x¯|x) + S¯ . (B18)
Here, p¯a is the original momentum (2.2) along the central
geodesic and S¯ =
∫
L¯dτ is the action evaluated along the
central geodesic integrated up to time τ . The canonical
transformation is given by equations
pa =
∂G
∂xa
(x|pi) = (pik + p¯k)∇an
k(x¯|x) ,
na =
∂G
∂pia
(x|pi) = na(x¯|x) .
(B19)
Since the generating function is explicitly τ dependent
through x¯, p¯ and S¯, the Hamiltonians of the original
system and of the linearized system differ by ∂G
∂τ
term,
h = H +
∂G
∂τ
= H + u¯c∇¯cn
a(x¯|x)(pia + p¯a) + L¯ . (B20)
Here, ∇¯ indicates the covariant derivative of na(x¯|x) in
argument x¯ and L¯ = dS¯
dτ
is the original Lagrangian evalu-
ated on the central geodesic.6 We also used that Dp¯
Dτ
= 0
for the central geodesic.
Of course, H and ∇¯cn
a have to be expanded up to the
second order in variable na. The relation (B19) between
the canonical momentum pa associated with x and the
canonical momentum pi associated with n reads
pa = −
(
p¯k + pik
)
∇¯k∇aσ(x¯|x) , (B21)
or, inverting it,
pik = −(∇¯∇σ)
−1
k
a(x¯|x) pa − p¯k . (B22)
Similar to (B8), taking the coincidence limit x = x¯, p = p¯
of the derivatives of this relation, one obtains,
∂pik
∂pa
∣∣∣∣x=x¯
p=p¯
= δak ,
∇a
∂x
∇b
∂x
pik
∣∣∣∣x=x¯
p=p¯
= −
1
3
p¯lR¯k(a
l
b) −
1
2
p¯lR¯k
l
ab .
(B23)
Here, we have used relations
(∇¯∇σ)−1k
l
∣∣
x=x¯
= −δlk ,
∇a(∇¯∇σ)
−1
k
l
∣∣
x=x¯
= 0 , (B24)
∇a∇b(∇¯∇σ)
−1
k
l
∣∣
x=x¯
=
1
3
R¯k(a
l
b) +
1
2
R¯k
l
ab .
derivable from (B7).
Expanding the geodesic Hamiltonian H , (2.3), and the
generating function G, (B22), in n and pi, a similar tech-
nique as in the previous section for the Lagrangian (em-
ploying (B23) in the process) gives
H = H¯ + piau¯
a +
1
2m
g¯abpiapib +
m
6
u¯ku¯lR¯kalb n
anb + . . . ,
(B25)
and
∂G
∂τ
= −H¯ − piau¯
a +
m
3
u¯ku¯lR¯kalb n
anb + . . . , (B26)
6 Trivial term S¯ in generating function (B18) and the related term
L¯ in (B20) cancels the zeroth order term in H when expand-
ing around the central geodesic. The central geodesic in the
new variables corresponds to na = 0, pia = 0 and thanks to
substraction of the zeroth order term the new Hamiltonian van-
ishes, h(0, 0) = 0. Of course, L¯ contributes to the explicit time
dependence of h.
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Finally, the Hamiltonian h, (B20), for the linearized sys-
tem gives
h= H +
∂G
∂τ
=
1
2m
g¯abpiapib +
m
2
u¯ku¯lR¯kalb n
anb + . . . ,
(B27)
which is the Hamiltonian (3.27).
To summarize, due to the time dependence of
the canonical transformation (B1), and due to time-
dependent shift (B15) of the Lagrangian, the new Hamil-
tonian h for the linearized system is not conserved, de-
spite the fact that the original Hamiltonian H is a con-
served quantity along the geodesic. Clearly,
d
dτ
h =
∂h
∂τ
. (B28)
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