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Abstract
In computational biology, genome rearrangements is a field in which we investigate the combina-
torial problem of sorting by transpositions. This problem consists in finding the minimum number
of transpositions (mutational event) that transform a chromosome into another. Bafna and Pevzner
[SIAM J. 11 (2) (1998) 224–240] proposed a 1.5-approximation algorithm to solve this problem, us-
ing a structure called cycle graph. In this work, we first present results that allowed us to implement
their algorithm, maintaining the 1.5-approximation ratio. The present implementation runs in O(n3)
time complexity, noting that we created a data structure to store the cycle graph in memory in O(n)
time complexity. The results obtained from the program allowed us to propose heuristics, that further
improved the performance of the original algorithm. Comparing our experimental results with the best
results published so far, we achieved better performance. Besides, we developed a program to visual-
ize the cycle graphs and the transpositions indicated by the algorithm. This work targets to contribute
for discovering the complexity of the problem of sorting by transpositions, which remains open.
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M.E.M.T. Walter et al. / Journal of Discrete Algorithms 3 (2005) 342–361 343Fig. 1. An example of the transposition event where the indicated blocks of genes are moved to the region indi-
cated by the arrow. Each number represents a block of genes.
1. Introduction
Genome rearrangements, in computational biology, is an area where we study problems
of rearrangement distance, which basically consists in finding the minimum number of
mutations, affecting large portions of genomes, that transform a genome into another. Par-
ticularly, transposition is a mutational event where contiguous blocks of genes are moved
from a particular region of a chromosome to another region within the same chromosome
(Fig. 1).
The problem of transposition distance consists in finding the minimum number of trans-
positions that transform a chromosome into another. For this problem, Christie [3], and
independently Meidanis, Walter and Dias [10], have computed the exact transposition
distance of a permutation and its inverse. Irving and Christie [8] presented a polyno-
mial algorithm for the special case where the exchanged blocks are not adjacent. Dias
and Meidanis [4] presented a polynomial algorithm for sorting by prefix transpositions.
Bafna and Pevzner [2], Christie [3], Walter, Dias and Meidanis [16] and Hartman [6]
presented approximation algorithms. Vergara [12] and Guyer, Heath and Vergara [5] de-
veloped algorithms based on heuristics. Walter and Oliveira [11,14,15], Walter, Curado
and Oliveira [13] and Honda [7] developed implementations and improved the results
obtained of the algorithms of Bafna and Pevzner [2], Christie [3] and Hartman [6], re-
spectively.
The objectives of this work are to extend the Bafna and Pevzner’s [2] algorithm in order
to efficiently implement it in O(n3) time complexity; to devise a data structure to create
and store the cycle graph in memory in O(n) time complexity; to propose heuristics; to
make comparisons with other known algorithms; and to develop a program to visualize the
cycle graphs that are being generated on each step of the algorithm.
In Section 2, we briefly describe the Bafna and Pevzner’s 1.5-approximation algorithm
[2]. In Section 3, we show the extensions that allowed us to implement the algorithm, main-
taining the 1.5-approximation ratio. In Section 4, we present a data structure that allowed
us to store the cycle graph in O(n) time complexity. Next, we enunciate the results that
prove the correction and the time complexity of our O(n3) implementation. In Section 5,
we propose some heuristics that further improved the performance of the algorithm. In
Section 6, we first present the experiments and comparisons. Following, we show an ex-
ample of the program to visualize the cycle graphs obtained by the transpositions indicated
by the algorithm. Finally, in Section 7 we conclude and make some suggestions on future
work.
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A permutation π represents a sequence of gene blocks π = π1 π2 π3 . . . πn, |π | =
n, where each πi is an unsigned integer. For example, in Fig. 1, the gene blocks
1 4 3 2 7 8 5 6 9 are represented by π = (1 4 3 2 7 8 5 6 9).
The transposition “cuts” contiguous block of genes of the chromosome and “pastes”
them into another region within the same chromosome. Formally, we define a transposition
ρ acting on a permutation π as follows. The transposition ρ(i, j, k), 1 i < j < k  n+1,
applied to π , “cuts” the elements from πi to πj−1 and “pastes” them between πk−1 and
πk :
π · ρ(i, j, k) = (π1 . . . πi−1 πj . . . πk−1 πi . . . πj−1 πk . . . πn).
Now we define the problem of transposition distance. Given two permutations π and σ , we
want to compute a sequence of transpositions ρ1, ρ2, . . . , ρt such that π ·ρ1 ·ρ2 · · · · ·ρt = σ
and t is minimum. We call t the transposition distance between π and σ and denote it by
d(π,σ ). Without loss of generality, we can fix σ = ι, where ι is the identity permutation,
and have the equivalent problem of sorting by transpositions. So, our developments will be
done on the last problem. To simplify, we denote d(π, ι) by d(π).
To solve this problem, Bafna and Pevzner [2] proposed a structure called cycle graph.
We first extend the initial permutation π , |π | = n, by adding two elements, π0 = +0 and
πn+1 = −(n+ 1), and take this extended permutation as the initial permutation. We define
the cycle graph of π , G(π), by a set of vertices {+0,−1,+1,−2,+2, . . . ,−n,+n,−(n+
1)}, a set of gray edges {(+(i − 1),−i),1  i  n + 1} and a set of black edges
{(−πi,+πi−1), 1 i  n + 1} (Fig. 2).
Intuitively, the black edges indicates the current situation and the gray edges indicates
the desired situation. When the black edges become equal to the gray edges, we have π = ι
and d(π) = d(ι) = 0. So, our goal is to apply transpositions in such a way that the black
edges become equal to the gray edges.
A cycle in G(π) is a directed cycle with edges alternating their colors. On each vertex of
G(π), the edge entering a vertex is followed by an edge with the opposite color leaving it.
As each vertex has exactly two edges with different colors, entering or leaving the vertex,
the decomposition of the cycle graph into cycles is unique. From here on, we will denote
a cycle of length 2k as a k-cycle. A k-cycle is long if k > 2, and short otherwise. There
are 2(n + 1) edges and a maximum of (n + 1) cycles in G(π). The identity permutation
is the only one with n + 1 cycles. We denote the number of cycles in G(π) as c(π). Thus,
Fig. 2. Example of the cycle graph G(π) for π = (8 5 1 4 3 2 7 6), |π | = 8.
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π and a transposition ρ, we denote ∆(ρ) = c(πρ) − c(π) as the variation of the number
of cycles when the transposition ρ is applied. A k-cycle is odd if k is odd (it means that
the cycle has an odd number of black edges) and even otherwise. We define codd(π) as the
number of odd cycles in G(π). For the permutation π , and the transposition ρ, we denote
∆codd(ρ) = codd(πρ) − codd(π) as the variation of the number of odd cycles when the
transposition ρ is applied. The following lemma establishes the variation of codd(π).
Lemma 1. ∆codd(ρ) ∈ {2,0,−2}.
As the identity permutation has n + 1 odd cycles, Bafna and Pevzner [2] proposed the
following lower bound, based on Lemma 1.
Theorem 1.
(n + 1) − codd(πn)
2
 d(πn).
Bafna and Pevzner [2] and independently Christie [3] and Hartman [6] have demon-
strated the following upper bound.
Theorem 2.
d(πn)
3((n + 1) − codd(πn))
4
.
For x ∈ {2,0,−2}, we define a x-move in π as a transposition ρ such that ∆c(ρ) = x.
In order to sort as fast as possible, it would be interesting to use 2-moves only. We now
describe the cycles to which we can apply 2-moves. First, we associate label i to the black
edge (−πi,+πi−1), 1 i  n + 1. We say that a transposition ρ(i, j, k) acts on edges i,
j and k. We also say that a transposition ρ(i, j, k) acts on cycle C if the black edges i, j
and k belong to C. We classify cycles to which we can apply a 2-move as oriented, and
as non-oriented otherwise. We denote a k-cycle C by its black edges i1 . . . ik , in the order
imposed by C. A k-cycle C may be written in k possible ways, depending on the choice
of the first edge. However, we will choose a canonical representative of a cycle C, taking
the rightmost edge of C = (i1, i2, . . . , ik) in G(π), i1 = max1tk it , as the initial black
edge i1. In the cycle graph of Fig. 2 we have three cycles, with canonical representatives
c1 = (9,7,5,2), c2 = (8,1,3) and c3 = (6,4). For all k > 1, the cycle C = (i1, . . . , ik) is
non-oriented if i1 > i2 > · · · > ik , otherwise C is an oriented cycle.
Consider the triple of black edges (x, y, z) belonging to a cycle C in G(π). The cycle C
imposes a cyclical order to x, y, z and we have three possible representatives of this order.
We choose the triple initiating in the rightmost black edge max{x, y, z} as the canonical
representative of a triple (x, y, z). A triple in the canonical order is non-oriented if x >
y > z, and oriented if x > z > y. In the cycle graph of Fig. 2 we have the following non-
oriented triples: (9,7,5), (9,7,2) and (7,5,2); and one oriented triple (8,1,3).
Two oriented sequences of integers V = (v1, . . . , vk), with v1 < · · · < vk , and W =
(w1, . . . ,wk), with w1 < · · · < wk , are interleaving sequences if v1 < w1 < v2 < w2 <
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are interleaving sets if they have interleaving sequences. A transposition ρ(i, j, k) is a
shuffling transposition with respect to the triple (x, y, z) if the sets (i, j , k) and (x, y, z)
are interleaving sets. Two cycles C and C′ are interleaving if there is an oriented triple in
C interleaving with a non-oriented triple in C′.
Two cycles C = (. . . x . . . y . . .) and C′ = (. . . i . . . j . . .) have intersecting edges if x <
i < y < j or i < x < j < y. Two cycles are intersecting if they have intersecting edges.
We say that a transposition ρ is valid if ∆c(ρ) = ∆codd(ρ). A 2-move is valid if
∆c(ρ) = ∆codd(ρ). If a transposition ρ(i, j, k), acting on the triple (i, j, k), is a valid
2-move then (i, j, k) is a strongly oriented triple.
Bafna and Pevzner [2] gave another description to oriented and non-oriented cycles
as follows. Let C = (i1, . . . , ik) be a cycle in G(π) and C∗ = (j1 = i1 > · · · > jk) the
sequence of black edges of C in decreasing order. Both sequences C and C∗ are the same
for a non-oriented cycle and different otherwise.
They also observed that there are some oriented cycles that allow valid 2-moves and
others that do not allow them. They defined a strongly oriented cycle C as a cycle for
which C∗ can be transformed into C by a single transposition, that is, C can be partitioned
into C1 = (i1, . . . , ia), C2 = (ia+1, . . . , ib), C3 = (ib+1, . . . , ic) and C4 = (ic+1, . . . , ik)
such that C = C1C2C3C4 and C∗ = C1C3C2C4 (C4 may be empty).
Each strongly oriented cycle has exactly two edges directed to the right, denoted by
(r, i1) and (s, t). Bafna and Pevzner [2] defined two types for the strongly oriented cycles
(Fig. 3). For a cycle C of the first type, we take:
r ′ = max
i∈ left
i and t ′ = min
i∈ right i
and consider the intervals I1(C) = [r ′, r], I2(C) = [t, t ′] and I3(C) = [0, s]U [i1, n + 1].
For a strongly oriented cycle C of the second type, we take:
s′ = max
i∈ left
i t ′ = min
i∈ right i a = maxi∈mid′ i and a
′ = min
i∈mid′′
i
and consider the three intervals I1(C) = [s′, s], I2(C) = [a, a′] and I3 = [t, t ′].
A strongly oriented cycle C and a non-oriented cycle C′ = (i1, . . . , ik) are strongly
crossed if there is a black edge x in C′ such that each of the sets I1(C), I2(C) and I3(C)
contains exactly one element of the triple (i1, x, ik).
Now we enunciate the results of Bafna and Pevzner [2] that we worked on to implement
their algorithm, maintaining the 1.5-approximation ratio. They only indicated the valid
moves mentioned on these lemmas. We will detail them on next section.
Lemma 2. If G(π) has strongly crossed cycles, then there are two consecutive valid 2-
moves in G(π).
Bafna and Pevzner [2] showed that for the cases of oriented cycles with no valid 2-
moves, it is possible to apply a valid 0-move (a transposition that does not increase c(π) in
G(π), but increase codd(π)), creating a graph with a strongly oriented cycle, which allows
two valid 2-moves. So, we have the valid 0−2−2-moves, as stated on the following lemma.
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Algorithm TransSort
1. While G(π) has a long cycle
2. Make a valid 2-move or valid 0−2−2-moves
3. If G(π) has only short cycles then
4. Make a valid 0-move followed by a valid 2-move
5. End If
6. End While
Fig. 4. The 1.5-approximation algorithm of Bafna and Pevzner [2], as presented on the article.
Lemma 3. If there is an oriented cycle in G(π), a valid 2-move or valid 0−2−2-moves
are possible.
Finally, Bafna and Pevzner [2] stated (but not presented on their article) that the follow-
ing theorem had a constructive proof, that demonstrated the correction and the O(n2) time
complexity of the algorithm TransSort (Fig. 4).
Theorem 3. If there is a long cycle in G(π), a valid 2-move or a valid 0−2−2-move is
possible.
We note that the algorithm of Bafna and Pevzner [2] is complex, and is based on several
results, but we did not detail them here.
3. Extending the Bafna and Pevzner’s algorithm
In this section, we present results that allowed the implementation of TransSort al-
gorithm, maintaining the 1.5-approximation ratio. It’s noteworthy that Guyer, Heath and
348 M.E.M.T. Walter et al. / Journal of Discrete Algorithms 3 (2005) 342–361Vergara [5], and Christie [3] commented that this is a complex algorithm that had not been
implemented due to lack of technical details.
The proofs of Lemmas 4 and 5 indicate precisely the two valid 2-moves that must be
applied to strongly crossed cycles (Lemma 2). Initially, to verify if a strongly oriented cycle
C is strongly crossed with a non-oriented cycle C′, we must first determine its classification
as Type 1 or Type 2, because the intervals I1(C), I2(C) and I3(C) are different for each
type.
The first step is to look for the only two edges directed to the right, (r, i1) and (s, t)
of the strongly oriented cycle in G(π). We observe that for strongly oriented cycles of
Type 1, edge r is greater than edge s in G(π), the opposite occurring for strongly oriented
cycles of Type 2. Thus, the comparison of the relative positions of edges r and s allows the
classification of the cycles as Type 1 or Type 2.
For a cycle C of Type 1, we look for the other edges r ′ and t ′ that delimit the intervals
I1, I2 and I3. If cycle C is strongly crossed with a non-oriented cycle C′, the next step is
to verify if the edges s and r are the same, for Type 1(b), or different, for Type 1(a). For
a cycle C of Type 2, we look for the other edges s′, t ′, a and a′ that delimit the intervals
I1, I2 and I3. On both cases, we also have to verify if there is a non-oriented triple, of
a non-oriented cycle C′, such that each element of the triple is in one of the previously
defined intervals.
For cycles of Type 1(a) and Type 2, Bafna and Pevzner [2] indicate two possible trans-
positions for obtaining valid 2-moves. We carefully studied the distances (odd or even)
between the edges of these intervals in order to precisely determine which of the two pos-
sible transpositions would be a valid 2-move.
We define the distance d(r, t) between two black edges r and t as the number of gray
edges that must be traversed to go from r to t in the canonical representation of C. So,
d(r, r + 1) = 1.
Lemma 4. Given a strongly oriented cycle C of Type 1(a), strongly crossed with a non-
oriented cycle C′, there are two valid 2-moves.
Proof. The transpositions indicated in Fig. 3 to a strongly oriented cycle C of Type 1(a),
strongly crossed with a non-oriented cycle C′, generates three new cycles: cycles D, D′
and a 1-cycle. In order to apply a valid 2-move we must guarantee that the parity of either
D or D′ is odd, because an odd cycle and a 1-cycle constitute a valid 2-move. The parity
of cycle D depends on the distance d(r, t), because d(s, t) = 1 and d(s + 1, s) = 1. So,
if d(r, t) is odd then we apply the transposition ρ(s + 1, r, i1) to the cycles. If d(r, t) is
even, then we apply the transposition ρ(s, r, i1). In this case d(r ′, s + 1) and d(i1, t ′) are
odd. So, on both cases, we have a valid 2-move and each of these transpositions creates a
strongly oriented cycle from cycle C′, that allows another valid 2-move. 
Lemma 5. Given a strongly oriented cycle C of Type 2, strongly crossed with a non-
oriented cycle C′, there are two valid 2-moves.
Proof. The transpositions indicated in Fig. 3 to a strongly oriented cycle C of Type 2,
strongly crossed with a non-oriented cycle C′, generates three new cycles: cycles D, D′
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D or D′ is odd, because an odd cycle and a 1-cycle constitute a valid 2-move. In this
case, we must analyze two distances, d(s′, r) and d(t, a′), that, when added to distances
d(r, i1) = 1 and d(s′, a′) = 1, determine the parity of cycle D created from C. For the
cycles in which the distances d(s′, r) and d(t, a′) are respectively even and odd, or vice-
versa, we apply ρ(s, t, i1). For the cycles in which the distances d(s′, r) and d(t, a′) are
both even or both odd, we apply ρ(r, s, t). In this case d(i1, t ′) is odd and d(a′, s) is even or
vice-versa. So, on both cases, we have a valid 2-move and each one of these transpositions
creates a strongly oriented cycle from cycle C′, that allows another valid 2-move. 
The proof of Lemma 6 define the valid 2-move that can be applied on strongly oriented
cycles, as stated on Lemma 3. Bafna and Pevzner [2] proved that every strongly oriented
cycle C has a strongly oriented triple (x, y, z) and that a transposition acting on edges y, z
and x divides C into three cycles that contain portions of size d(x, y), d(y, z) and d(z, x),
respectively. They also proved that if d(y, z) and d(z, x) were both even, the path from y
to z, and from z to x should have at least two edges.
Based on these proofs, in the case of a strongly oriented cycle C, not strongly crossed
with any other non-oriented cycle C′, the algorithm TransSort must look for an oriented
triple (x, y, z), such that d(x, y) is odd. If at least one of the distances d(y, z) or d(z, x)
is odd, we apply the transposition ρ(y, z, x) and guarantee a valid 2-move. On the other
hand, if both distances d(y, z) and d(z, x) are even, we look for two edges b and a to apply
the transposition ρ(b, a, z) and guarantee a valid 2-move.
Lemma 6. Given a strongly oriented cycle C, not strongly crossed with a non-oriented
cycle C′, we can find an oriented triple (x, y, z), such that d(x, y) is odd and d(y, z)
or d(z, x) is odd, or we can find black edges labeled a and b such that the cycle C =
(x . . . y . . . azb . . .), z > a > b, d(a, z) = 1 and d(z, b) = 1. Under both conditions we
obtain one valid 2-move.
Proof. As C is strongly oriented, C = C1C2C3C4 and C∗ = C1C3C2C4, so that C can be
transformed into C∗ by a single transposition. We use two arrays to represent cycles C and
C∗ and compare both arrays, identifying and enumerating the breakpoints. We can choose
edges y, z and x such that each of them belongs to one of the intervals Ci , 1  i  4,
of C. So we first traverse C in order to find edges x ∈ C1 and y ∈ C2 with odd distance
d(x, y). Then, we look for an edge z ∈ C3, verifying if d(y, z) or d(z, x) is odd. If one
of these distances is odd, then we apply the transposition ρ(y, z, x). If we do not find any
edge z ∈ C3 satisfying these conditions, we will find edges a and b, such that b is the next
black edge following z, d(z, b) = 1, z is the first edge of C3 and a is the black edge coming
immediately before z, d(a, z) = 1. In this case we apply the transposition ρ(b, a, z). 
The proofs of Lemmas 7 and 8 define the transposition to be applied on an oriented
cycle, not strongly oriented. In this case, we can apply one valid 2-move or valid 0−2−2-
moves, as stated on Lemma 3. If C has an oriented triple (i, j, k) and the transposition
ρ(j, k, i) creates a 2-move, to guarantee that this is a valid 2-move, the oriented triple
(i, j, k) must be chosen such that two of the distances d(i, j), d(k, i) and d(j, k) are odd.
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of C, with at least two of the distances d(i, j), d(k, i) or d(j, k) odd, then we have one
valid 2-move.
The proof of this lemma is straightforward and will be omitted.
If an oriented cycle does not allow a valid 2-move, Lemma 3 guarantees that it has valid
0−2−2-moves.
Lemma 8. Given an oriented cycle C = (. . . azb . . . x . . . y . . .), z > b > a, with no valid
2-moves, we have valid 0−2−2-moves.
Proof. We must find a black edge z in C such that its outgoing edge b and its incident edge
a are such that a < b < z. The next step is to find two black edges x and y such that x > z,
b < y < z and d(x, y) are odd. If edges a, b, z, x and y conform to the above conditions,
it is necessary to verify the order of the edges in the cycle, which must be x, y, a, z, and b.
The valid 0-move is the transposition ρ(b, z, x). Since the distances d(z, b) = 1 and
d(x, y) are odd, we create a strongly oriented cycle C′ containing edge x. Then, we look for
cycle C′, to apply the first valid 2-move. The second valid 2-move can be obtained because
another strongly oriented cycle is created with these two previous transpositions. 
These results defined exactly which transpositions to apply on oriented cycles, and
maintained the 1.5-approximation ratio of the algorithm of Bafna and Pevzner [2].
We note that we devised other extensions, mainly for cycle graphs with only non-
oriented cycles. But we did not present them in this article, because they are simpler and
can be easily deduced by the original algorithm (see Oliveira [14,15] for details).
4. Implementing the Bafna and Pevzner’s algorithm
In this section, we describe the O(n3) time complexity implementation of the 1.5-
approximation algorithm of Bafna and Pevzner [2]. For this, in Section 4.1 we describe
a data structure that allowed us to store the cycle graph in O(n) time complexity. Although
simple, this structure can represent simultaneously the permutation, the cycle graph itself
and its decomposition in cycles, and simplified the program. In Section 4.2 we enunciate
the results that prove the correction and the time complexity of the algorithm.
4.1. The data structure
We used a linked list L to represent the permutation π , |π | = n, the cycle graph G(π),
and the cycles of G(π). The linked list has n + 2 records, each one of them with eleven
fields (Fig. 5), observing that n records store each πi , 1 i  n, and two records represent
π0 = +0 and πn+1 = −(n + 1).
The fields are: value—stores πi ; index—stores the black edge i, 0  i  n + 1;
ap—points to the record that stores πi−1, 1  i  n + 1; ab—stores the white edge
(+πi,−πi+1), 0  i  n. So, this field points to the record that stores πi+1, 0  i  n;
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Fig. 6. (a) The cycle graph G(π) for π = (2 1 3), observing that (−πi ,+πi), i = 1,2,3, are represented by πi .
(b) The data structure that represents G(π). Observe that the traversing order is from right to left. (c) The array
that stores the addresses of each πi record, in order to find the gray edges πi .ac, 0 i  n + 1.
ac—points to the record that stores the gray edge i + 1, 0  i  n; visit—indicates if
the record has been visited; ccycle—stores the length of the cycle to which πi belongs;
tcycle—stores 1 if the cycle is oriented or 0 if it is non-oriented; ncycle—is a unique iden-
tifier for the cycle; cbegin—stores the black edge i1 in the canonical representation of
C = (ik, ik−1, . . . , i1); cend—stores the black edge ik in the canonical representation of
C = (ik, ik−1, . . . , i1).
The fields cbegin and cend denote respectively the leftmost and rightmost edges of the
cycle that πi belongs to. This data structure was based on the work of Bader, Moret and Yan
[1]. With the black and the white edges, we can traverse the data structure that represents
G(π) from either right to left or left to right (Fig. 6). We note that we do not explicitly
store the black edge i = (πi,πi−1), 1 i  n + 1. Instead, we use only πi .
Now, we will show how to store the cycle graph in O(n) time complexity.
We will denote each field in the record that represents πi as πi.〈field_name〉.
Lemma 9. Given π = (π1, . . . , πi−1,πi,πi+1, . . . , πn), |π | = n, we can create πi.ap
and πi.ab on G(π) in O(n) time complexity. Besides, storing the values of πi.value and
πi.index for each πi , 1 i  n + 1, is also done in O(n) time complexity.
The proof of the above lemma is straightforward and will be omitted.
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index, ap and ab from πi , 0 i  n + 1, already stored, we can create πi.ac in O(n) time
complexity.
As each record πi , 1  i  n, is being created (Lemma 9), its address is stored in a
separate array (Fig. 6(c)). Then, in Lemma 10, each gray edge πi.ac can be obtained at
index πi.value + 1, 0  i  n of this array. Thus, both lemmas are done in O(n) time
complexity.
The two previous lemmas proves the following theorem.
Theorem 4. The data structure that represents G(π), |π | = n, can be constructed in O(n)
time complexity.
Given the data structure representing G(π), we must decompose it in cycles.
Theorem 5. The data structure that represents G(π), |π | = n, can be decomposed in cycles
in O(n) time complexity.
Proof. For finding the decomposition in cycles of G(π), we must traverse the linked list
that represents G(π) twice. We begin on the right of the linked list, creating a pointer
P that initially points to πn+1 record, and successively points to each one of the n + 1
records from right to left. For a particular cycle C = (ik, . . . , i1), take j = πik .ap (the
black edge (πik , πik−1)), then take πj .ac (the gray edge ib = (πj−1,πj−1 + 1)). The next
black edge will be l = πib .ap (the black edge (πib ,πib−1)) and the next gray edge will be
πl.ac (the gray edge ic = (πl−1,πl−1 + 1)). The condition πl.ac = ik indicates that cycle
C was completely traversed, with the black edges that compose C identified. We also mark
πi.visit for each black edge that composes C.
Then, a new cycle will be find at the rightmost not visited black edge of the linked
list representing G(π), from pointer P , to the left. This guarantees that we will visit each
record in the data structure that represents G(π) at most three times: one in the beginning
of the traversing of the cycle, one during the traversing for the decomposition of a cycle in
order to reach next gray edge, and one when the traversing of the cycle finishes.
In the first traversal, we make the decomposition of G(π) into cycles, as described
above, and compute the length of all cycles, their labeling, orientation, beginning, and end.
These information are stored in an auxiliary array. In order to store all fields of all records,
we have to traverse the linked list representing G(π) a second time, storing the information
of the auxiliary array in the appropriated fields of the linked list, in linear time. 
We note that the linked list representing G(π) is created once in our program, in the
beginning of the program. The transpositions just modify pointers in the linked list, so they
can be made in O(1) time. Then, on each iteration of the program, we do not recreate the
linked list, but only need to make the cycle decomposition of G(π).
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In this section, we present the main results we developed for proving the correction and
O(n3) time complexity of this implementation of the 1.5-approximation algorithm of Bafna
and Pevzner [2]. We note that these results correspond to the most time consuming routines.
This O(n3) time complexity is lower than the implementation of Walter and Oliveira [11,
14,15] for this algorithm.
Lemma 11. Verifying if a long oriented cycle C in G(π), |π | = n, is strongly oriented is
O(n2) time complexity.
Proof. Cycle C is strongly oriented if C can be transformed in C∗ by a single transpo-
sition. A single transposition can remove at most three breakpoints. We use two arrays to
represent cycles C and C∗. To obtain C∗, we need only to sort C. We then compare both
arrays, identifying and enumerating the breakpoints. This can be done by searching, for
each element of C, in which position it occurs in C∗, and verifying if both next elements
of C and C∗ are different (which indicates a breakpoint) or not. If we find exactly three
breakpoints, the cycle C∗ can be transformed into C by a single transposition and thus, it
is strongly oriented. Otherwise C is not strongly oriented.
The routine to sort C for creating C∗ is O(n lgn). To find the breakpoints of C relative
to C∗, and simultaneously to compute the number of breakpoints, is O(n2) time complex-
ity. 
The following lemma proves the correction and time complexity of the algorithm
ShufflingTransposition (Fig. 7).
Algorithm ShufflingTransposition
1: For i = n + 1 to 1 do
2: If i ∈ long non-oriented cycle {Candidate to C′} then
3: j = next left edge following i
4: While j = π0 (first record of the linked list representing G(π)) do
5: If j ∈ long non-oriented cycle possibly interleaving with C′ {Candidate to C} then
6: array_cycle[j.ncycle] = last edge visited in C′
7: j = next left edge following j
8: End If
9: End While
10: For k = 1 to n + 1 do
11: If array_cycle[k] has three edges from C′ then
12: Return C′
13: End If
14: End For
15: End If
16: End For
17: Return false
Fig. 7. Finding a shuffling transposition in a cycle graph with only non-oriented cycles.
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1: For k = n + 1 to 1 do
2: i = next left edge following k
3: j = next left edge following i
4: While not (i < j < k and dist(i, j) odd and j = k) do
5: If j < i and dist(k, j) odd then
6: i = j
7: End If
8: j = next left edge following j
9: End While
10: If i < j < k and dist(i, j) odd then
11: Return (i, j, k)
12: End If
13: End For
14: Return false
Fig. 8. Finding an oriented triple with two odd distances d(i, j) and d(k, i), in an oriented long cycle.
Lemma 12. In a cycle graph G(π), |π | = n, with only non-oriented cycles, finding two
interleaving triples (i, j, k) and (x, y, z) of two long cycles C and C′, respectively, is O(n2)
time complexity.
Proof. We traverse the linked list that represents G(π), looking for a long non-oriented
cycle C′, using πi.ccycle and πi.tcycle. Then we will try to find cycle C, looking for
interleaving triples, using πi.cbegin, πi.cend, πi.index and an auxiliary array to identify
and mark possible interleaving triples of C′ and C. Each position of the array will represent
the cycle numbering, obtained from πi.ncycle, and contains three fields to store the black
edges of cycle C′ possibly involved with the interleaving. Each time we finish the traversal
of the linked list to look for cycle C, we traverse the auxiliary array to verify if it has a
position with three fields filled. If we cannot find this three fields filled in the auxiliary
array, we will try to find a new candidate C′.
Lines 1, 4 and 10 costs O(n), each one. So this routine costs O(n2). 
The following lemma proves the correction and time complexity of the algorithm
FindOrientedTriple (Fig. 8). For an oriented cycle, we could try exhaustively all possi-
ble triples (k, j, i) to find an oriented triple. This will lead to a routine with O(n3) time
complexity. Christie [8] pointed in his thesis that the theoretical O(n2) time complexity of
the Bafna and Pevzner [2] could not be achieved because of at least this routine. The proof
of the following lemma is based on results of Walter, Curado and Oliveira [13].
Lemma 13. Given G(π), |π | = n, to verify if an oriented long cycle C has an oriented
triple (i, j, k) with two odd distances d(k, i), d(j, k) or d(i, j) is O(n2) time complexity.
Proof. First, we test, for all values of k, all possible values for i and j , such that d(i, j) and
d(k, i) are odd, but observing that the positions of i and j can be simultaneously changed,
without loosing two odd distances among these three edges, if they exist in the oriented
cycle.
M.E.M.T. Walter et al. / Journal of Discrete Algorithms 3 (2005) 342–361 355If an oriented triple (i, j, k) with d(i, j) and d(k, i) odd was not found, we repeat this
routine, trying to find (i, j, k) with d(i, j) and d(j, k) odd. If we not found such a triple,
we repeat the routine, trying to find (i, j, k) with d(j, k) and d(k, i) odd. If we did not find
an oriented triple, it means that C does not have an oriented triple with two odd distances
among i, j and k. 
5. Proposing heuristics
In this section, we introduce heuristics that improved the results obtained by the al-
gorithms of Bafna and Pevzner [2], Christie [3] and Hartman [6]. These heuristics were
developed from the results obtained by the program, investigating the permutations in
which d(π) was different from the distance computed by the algorithm.
The new idea in the following two results is to apply transpositions on even cycles in a
different manner of those applied on odd cycles, as Bafna and Pevzner [2] and Christie [3]
did. Their algorithms can “lose” these two consecutive valid 2-moves.
Lemma 14. If G(π), |π | = n, has a long oriented even cycle C, then we can apply two
valid 2-moves in G(π) in O(n2) time complexity.
Proof. As C is a long oriented even cycle, we can apply one valid 2-move (Lemma 3).
This first transposition creates two odd cycles and one even cycle. We then apply at least
one more valid 2-move, because the number of even cycles is even, and we have a valid
2-move when a transposition is applied on two even cycles.
Fig. 9 shows an example of the previous lemma.
Lemma 15. Given two not intersecting non-oriented even cycles C and D in G(π), |π | =
n, C with the leftmost black edge, and D the other cycle, then if G(π) has a non-oriented
cycle E, |E| 3, and there are three edges x, y, z from E such that x, y, z intersect with
three of four edges Cmin, Cmax, Dmin, Dmax, then it is possible to apply a sequence of two
valid 2-moves in G(π) in O(n2) time complexity.
Fig. 9. There are two valid 2-moves on a G(π) having a long oriented even cycle.
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even cycles, C and D. Note that ρ(Cmin,Cmax,Dmin) = ρ(1,3,5) applied to the first cycle graph, and ρ(2,4,6)
applied to the second cycle graph, are two valid 2-moves.
Proof. Given a non-oriented cycle E having intersecting edges with two not intersecting
non-oriented even cycles, C and D, the transposition ρ(Cmin,Cmax,Dmin) creates two odd
cycles, which is the first valid 2-move. This transposition also transforms cycle E in a
strongly oriented cycle E′, and we have a second valid 2-move. 
Fig. 10 shows an example of Lemma 15.
The third heuristic try to find a valid 2-move guaranteeing that the following transposi-
tion will be also a valid 2-move. Studying the permutations with different values of d(π)
and the value computed by the program, we noted that some valid 2-moves chosen by the
algorithm were not part of a sequence of a minimum number of transpositions. That is, the
algorithm of Bafna and Pevzner [2] do not choose always the “best” valid 2-move. Our
idea, then, was to include another condition for strongly oriented cycles, besides finding
two odd distances on triple (i, j, k), that was to choose j in the interval of the two gray
edges directed to the right, (r, i1) and (s, t), trying to guarantee the next valid 2-move. The
following result presents this heuristic.
Lemma 16. Given G(π), |π | = n, with a long oriented strongly cycle C, with two edges
directed to the right, (r, i1) and (s, t), to verify if there is an oriented triple (i, j, k) in C
with two odd distances d(k, i), d(j, k) or d(i, j), such as j belongs the interval [r, t] is
O(n2) time complexity.
Finally, the fourth heuristic was to use the algorithm to sort reversal permutations pro-
posed by Meidanis, Walter and Dias [10]. Christie [3], and independently, Meidanis, Walter
and Dias [10], proved that d(n n−1 . . . 2 1) = n2 +1. The cycle graphs generated by in-
verse permutations have only one oriented cycle with no valid 2-moves or two non-oriented
cycles. On both cases, Bafna and Pevzner’s algorithm apply valid 0−2−2-moves, which
leads to a sequence of more than n2  + 1 transpositions.
Fig. 11 presents the algorithm with O(n3) time complexity and the heuristics included.
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1: Construct G(π) {Theorem 5}
2: While π = ι do
3: Decompose G(π) in cycles {Theorem 5}
4: If G(π) is a reversal permutation then
5: Sort G(π) in n/2 + 1 steps {Meidanis, Walter and Dias [10]}
6: Else
7: If there is a long cycle C on G(π) then
8: If C is oriented then
9: If |C| is even then
10: Make two valid 2-moves {Lemma 14}
11: Else
12: If C is strongly oriented {Lemma 11} then
13: Classify C as Type 1 (a), Type 1 (b) or Type 2
14: If there is a cycle C′, non-oriented, strongly intersected with C then
15: Make two valid 2-moves {Lemmas 4 and 5}
16: Else
17: Make a valid 2-move {Lemma 6}
18: End If
19: Else
20: If there is an oriented triple (i, j , k) in C such as two of the three distances, d(k, i), d(j, k)
or d(i, j), are odd and j belongs to an interval [r, t] {Lemma 16} then
21: Make a valid 2-move
22: Else
23: If there is an oriented triple (i, j , k) in C such as two of the three distances, d(k, i),
d(j, k) or d(i, j), are odd {Lemma 7} then
24: Make a valid 2-move
25: Else
26: Make valid 0−2−2-moves {Lemma 8}
27: End If
28: End If
29: End If
30: End If
31: Else
32: If there are even cycles D and E that intersect with C {Lemma 15} then
33: Make two valid 2-moves
34: Else
35: If there is a shuffling transposition then
36: Make valid 0−2−2-moves {Lemma 12}
37: Else
38: Find triples with interleaving pairs and Make valid 0−2−2-moves
39: End If
40: End If
41: Else
42: Find intersecting cycles and Make two valid 2-moves
43: End If
44: End If
45: End If
46: End While
Fig. 11. The algorithm with O(n3) time complexity and all heuristics included.
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Comparison of our implementation, including heuristics or not, with other known algorithms. The labels of the
columns are respectively Size of the permutations, WDM—Walter, Dias and Meidanis [16], Cwh—Christie with
heuristics (Walter, Curado and Oliveira [13]), Hartman [6] (Honda [7]), BP-WO—Bafna and Pevzner (Walter
and Oliveira [11,14,15]), BP—Bafna and Pevzner (this work), BPwh—Bafna and Pevzner with heuristics (this
work)
Size WDM Cwh Hartman BP-WO BP BPwh
2 0 0 0 0 0 0
3 0 0 0 0 0 0
4 0 0 0 0 0 0
5 0 0 0 0 0 0
6 6 0 2 0 0 0
7 72 0 108 1 0 0
8 1167 40 1517 135 131 34
9 14327 1182 25425 4361 4020 1007
6. Experiments and comparisons
In this section, we present our results and the comparisons with other algorithms pub-
lished so far.
Program Transort with heuristics has almost 2200 lines, and was implemented and
tested in a K6-II 500 MHz computer, with 128 Mb RAM, Windows 98 and Borland C++
Builder 5.
We made experiments with all permutations from size 2 to 9 (Table 1). In this table,
Size indicates the size of the permutations, and the other columns indicate the number of
permutations in which there were differences between the transposition distance d(π) and
the value found by the indicated approximation algorithm.
We also note that the difference between d(π) and the value computed by our programs
(with or without heuristics) was 1, for all permutations.
Our implementation with all heuristics obtained better results than Christie [3] with
heuristics (Walter, Curado and Oliveira [13]) that, as far as we know, were the best known
previous result.
Walter and Oliveira [11] made another implementation for the 1.5-algorithm of Bafna
and Pevzner [2] using a different data structure with O(n5) time complexity. We can ob-
serve that our implementation, even without heuristics, obtained better results than this last
program. It shows that the data structure can modify the number of transpositions needed
to sort a permutation.
Hartman [6] presented a simple algorithm with O(n2) time complexity, but the results
obtained were not good. Observe that the 2.5-approximation algorithm of Walter, Dias and
Meidanis [16] gives better results than the 1.5-approximation algorithm of Hartman. From
this analysis, we can say that in order to produce better results, algorithms that solve the
problem of sorting by transpositions have to investigate which are the best transpositions
to apply, on each step. What we observed is that some valid 2-moves do not lead to a
sequence of transpositions with the minimum number of transpositions to sort the initial
permutation. This is not a simple nor straightforward task, and our program could be used
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as a tool to help to extract interesting properties of the cycle graph, that could be used to
discover the complexity of the problem of sorting by transpositions.
Fig. 12 shows a comparison of the run times of our implementations of Bafna and
Pevzner [2] algorithm.
At last, we developed [9] a program to visualize the cycle graphs. It can be used as a
subroutine in any program for solving the problem of sorting by transposition, just giving
two parameters, the permutation, and the transposition to be applied on it to obtain the next
permutation (Fig. 13).
7. Conclusions and future work
In this work, we initially implemented the 1.5 approximation algorithm proposed by
Bafna and Pevzner [2] for the problem of sorting by transpositions, in O(n3) time com-
plexity, extending their theoretical results. We created a simple data structure to implement
the cycle graph and its decomposition in cycles in O(n) time complexity. As far as we
know there is no implementation for this algorithm. Besides, we proposed new heuristics
in order to improve the performance of Bafna and Pevzner’s [2] original algorithm. Then
we compared the results obtained in this work with another implementation of this algo-
rithm developed by Walter and Oliveira [11,14,15], and with the algorithms of Christie [3]
including heuristics (Walter, Curado and Oliveira [13]), Walter, Dias and Meidanis [16]
and Hartman [6], obtaining better results. Finally, we developed a program to visualize
the cycle graphs obtained by the transpositions indicated on each step of the algorithm,
that can be used as a subroutine of any program for the problem of sorting by transposi-
tions. Our approach was to develop tools that could be employed by other researchers. This
work aims to give a practical contribution for discovering the complexity of the problem
of sorting by transpositions, which remains open.
An improvement would be to lower the time complexity of the algorithm of Bafna and
Pevzner [2], trying to achieve the theoretical O(n2) time complexity originally proposed.
Analyzing the permutations with differences between the transposition distance and the
value found by the approximation algorithm could lead to interesting properties, and could
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on each step of the approximation algorithm.
indicate new parameters to improve the lower and upper bounds. Particularly, transposi-
tions acting first on even cycles could lead to better results. We can also investigate which
valid 2-moves to choose in order to avoid applying further 0−2−2-moves. Experiments
with longer permutations could also bring more information, although the transposition
distance can not be computed. Finally, another direction of research could be to find the
transposition diameter.
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