ABSTRACT In this paper, we propose a novel method for estimating human emotion using functional brain images. The final goal of our study is contribution to affective brain computer interfaces (aBCIs), which use neuropsychological signals. In the proposed method, we newly derive multiview general tensor discriminant analysis (MvGTDA) in order to reveal significant brain regions and accurately estimate human emotion evoked by visual stimuli. This is because it is important to find activation of multiple brain regions for estimating emotional states. Since we regard a ''Brodmann area'' as a ''view'' and introduce L 1 -norm regularization for these views, MvGTDA can eliminate non-crucial Brodmann areas and select significant ones. Moreover, in general studies on functional brain images based on machine learning methodologies, there is an overfitting problem caused by a small sample size. Therefore, revealing significant Brodmann areas based on MvGTDA has another important role, i.e., solving the overfitting problem. By inputting estimation results respectively obtained from the significant areas and the MvGTDA-based feature, tensorbased supervised decision-level fusion (TS-DLF) integrates them and outputs the final estimation result of the user's emotion. In experiments, we showed the effectiveness of our method by using actual functional brain images and we revealed the significant brain regions in emotional states.
I. INTRODUCTION
Affect (e.g., moods or emotions) is the core of human nature and behavior [1] . In the field of affective computing [2] , many studies on estimation or recognition of human emotion have been carried out [3] - [10] . Neuropsychological signals obtained by noninvasive techniques for measuring brain activities such as electrophysiological activity (e.g., electroencephalogram (EEG) and magnetoencephalogram (MEG)) and hemodynamic activity (e.g., functional near-infrared spectroscopy (fNIRS) and functional magnetic resonance imaging (fMRI)) were used in those studies. Researchers have mainly focused on auditory stimuli (listening to music) to analyze the relationship between EEG signals as human brain responses and emotions evoked by those stimuli [5] , [7] . Other researchers have focused on visual stimuli (looking at images or watching video clips) to analyze the relationship between the signals and emotions evoked by the stimuli [4] , [6] , [8] , [9] . In addition, affective brain computer interfaces (aBCIs) originated from this field. aBCIs are able to detect emotional states from brain activity and can be used for active communication of emotional states [1] .
Although EEG, widely used in aBCIs, has high temporal resolution, the spatial resolution is low, i.e., EEG cannot neccesarily identify the signal sources [11] , [12] . EEG signals and fNIRS signals can now be easily obtained with the development of electroencephalography (e.g., Emotiv EPOC+) 1 and fNIRS equipment (e.g., LIGHTNIRS). 2 However, the use of a large number of channels causes a slow response, a large computational cost and low usability for users. For BCIs including aBCIs, since it is desirable to have a quick response to input signals, effective channel selection is an important task, and analysis of significant brain regions is therefore necessary [13] - [15] . Since fMRI has the greatest spatial resolution [12] , analysis of significant brain regions becomes feasible by using functional brain activity obtained from fMRI equipment [16] - [18] . The final goal of our study is contribution to aBCIs through analysis of functional brain images. In a situation in which a user is listening to music, looking at images or watching video clips, the development of aBCIs can provide effective user-driven recommendation systems considering the emotions of the user.
In the past few decades, researchers have studied functional brain activity in emotional states while users are listening to music, looking at images or watching videos [19] - [24] . Functional brain activity obtained by fMRI represents the whole brain as three-dimensional arrays, called third-order tensors. Each voxel corresponding to a portion of the human brain reflects blood oxygen level-dependent (BOLD) contrast [25] , [26] . BOLD contrast has been used in most studies for analysis of functional brain activity, and hereafter we call the activity ''functional brain images''. BOLD contrast imaging is a method used in fMRI, and this has been described by Ogawa et al. [25] , [26] , who discovered a contrast mechanism reflecting blood-oxygen level. Since there are activated brain regions in emotional states evoked by auditory or visual stimuli [19] - [22] , [24] , [27] , it is important to utilize multiple brain regions for analysis of human emotion.
Researchers have also focused on classification of functional brain images during mental tasks [28] - [33] . Since there are practical limitations on the duration of an experiment and the characteristics of fMRI (high spatial and low temporal resolution), the number of samples is smaller than the number of voxels per sample [34] . In studies on functional brain images, overfitting problem is caused by the small sample size, which means the number of samples is smaller than the number of voxels [29] , [30] , [32] , [34] . Therefore, a dimensionality reduction method [32] or a feature selection method [28] has been applied to functional brain images. Machine learning methods that consider sparsity, i.e., L 1 -norm or elastic net regularization [35] , are used for analyzing functional wholebrain images as another countermeasure for the overfitting problem [29] - [31] , [33] . Regression models have also been used in various studies on functional brain images [29] - [31] , [33] . Many researchers also use a few brain regions or regions of interest and learn a classifier for functional brain images during mental tasks.
From the above discussions, determining significant Brodmann areas [36] in emotional states and solving the overfitting problem simultaneously are challenging tasks in analysis of functional brain images. Brodmann areas, which are regions of the cerebral cortex, are widely used in studies on fMRI. Brodmann areas include areas in the frontal pole (Brodmann area 10), visual cortex and auditory cortex (Brodmann areas 41 and 42) .
In this paper, we propose a novel method for estimating human emotion evoked by visual stimuli using functional brain images. Fig. 1 shows an overview of our method. The contribution of this paper is twofold. Firstly, we newly derive and propose multiview general tensor discriminant analysis (MvGTDA), which can select significant Brodmann areas for estimation of human emotion and integrate features obtained from those areas based on a tensor analysis approach. This is the biggest contribution of this paper. We regard a ''Brodmann area'' as a ''view'' in this paper; therefore, MvGTDA reveals important views, i.e., significant Brodmann areas, in emotional states. By using features obtained from the significant areas, MvGTDA finds an effective integrated feature for estimating human emotion. This approach enables the significant brain regions in emotional states to be determined and the overfitting problem to be solved simultaneously. Secondly, in order to integrate the multiple estimation results corresponding to the significant areas, we apply tensor-based supervised decisionlevel fusion (TS-DLF) [37] . Here, the estimation results are obtained from the significant ones based on a machine learning methodology. Based on TS-DLF, the proposed method can find the optimal estimation results from the multiple estimation results obtained by the significant Brodmann areas.
Note that the proposed method is an extended version of our previous methods [37] , [38] . The biggest contribution of this paper from the earlier works is derivation of MvGTDA. This method enables to select significant brain regions and integrate features. The integrated features are obtained with considering the significant brain regions and eliminating the non-crucial brain regions in emotional states.
II. TENSOR-BASED EMOTION ESTIMATION METHOD FROM FUNCTIONAL BRAIN IMAGES
The proposed method for estimating human emotion evoked by visual stimuli using functional brain images is presented in this section. MvGTDA uses L 1 -norm regularization for the importance of features that correspond to images of Brodmann areas and reveals significant ones. Finally, TS-DLF integrates multiple estimation results obtained from the significant areas with the MvGTDA-based features.
In section II-A, preprocessing and masking procedures to obtain multiple Brodmann area images are presented. In section II-B, MvGTDA selects significant Brodmann areas and performs feature integration. In section II-C, emotion estimation for the selected significant Brodmann areas is performed. We then integrate the multiple estimation results considering their estimators' accuracies based on TS-DLF in section II-D. Note that in our study, we focus on estimation of the users' ''positive'' or ''negative'' emotion evoked by visual stimuli, following the definition by Machajdik et al. in [39] .
A. PREPROCESSING AND MASKING
The preprocessing and masking procedures applied to functional brain images captured by MRI scanner while users are looking at images are presented here. In this paper, we adopt statistical parametric mapping 3 [40] and Wake Forest University (WFU) PickAtlas [41] , [42] for the preprocessing and masking procedures, respectively. Since these procedures are not the main contribution of this paper, we only provide a brief explanation below.
The preprocessing procedure consists of the following three stages: realignment, spatial normalization and spatial smoothing [40] . Realignment corrects target images for translational and rotational movements of the head. Next, in the spatial normalization, each scan is matched to the template called Montreal Neurological Institute coordinates. Finally, the images are smoothed with a Gaussian filter of 8mm × 8mm × 8mm.
The masking procedure consists of the following two stages: generation of masks and calculation of multiple Brodmann area images. In our method, we generate multiple masks corresponding to Brodmann areas and take the product of the preprocessed functional brain images by each mask to obtain Brodmann area images [41] , [42] .
In our method, given functional brain images {X i ∈ R D (1) ×D (2) ×D (3) } N i=1 (N being the number of training samples, D (1) = 79, D (2) = 95 and D (3) = 68) and corresponding labels {c i ∈ {0, 1}} N i=1 (1: ''positive'' and 0: ''negative''), we obtain the masked images {X i,m ∈ R D (1) ×D (2) ×D (
(M being the number of Brodmann areas 
, MvGTDA solves the following optimization problem:
where r is a tuning parameter of the importance α for Brodmann areas, || · || 1 represents L 1 -norm regularization and λ > 0 is a regularization parameter. On the basis of the differential scatter discriminant criteria [43, pp.446
B,m and S
(k)
W ,m are a k-mode between-class scatter matrix and a k-mode withinclass scatter matrix, respectively. In addition, ζ (k) is also a tuning parameter and is equal to the maximum eigenvalue of (S [44] . The above k-mode between/within-class scatter matrices are respectively calculated as follows:
where N c is the number of training samples belonging to the cth class. Note that X (k) i,m is obtained by kth mode tensor unfolding, called matricization of
The optimal solution of (1) is obtained by two successive procedures: update of the multilinear transformation set U (section II-B1) and update of the importance α (section II-B2). We also show the specific algorithm of MvGTDA in Algorithm 1.
1) UPDATE OF MULTILINEAR TRANSFORMATION U
By fixingα, whereα is the update result of α, the objective function is obtained as follows:
where
can be obtained in the same manner as that for GTDA [44] . VOLUME 6, 2018 Algorithm 1 MvGTDA in the Proposed Framework
, the initial importance α = 1 and the multilinear transformation set U (all entries of U (k) are ones.) Output: The optimal importanceα and multilinear transformation setÛ 1: Initialization: flag = 0 2: while flag = 0 do 3: % Update of the multilinear transformation set U 4:
Solve (2) by the generalized eigenvalue problem 6: end for 7: % Update of the importance α 8:
while α is not converged do 9: Calculate (5) 10: end while 11: % Check convergence for the current importanceα Various tensor dimensionality reduction methods [45] , [46] have recently been proposed. In order to avoid the overfitting problem, an unsupervised method called multilinear principal component analysis (MPCA) [47] was used in the study of functional brain images by Song et al. [32] . Moreover, a supervised method called general tensor discriminant analysis (GTDA) [44] was used in our previous studies [37] , [38] . MPCA and GTDA are extensions of the classical vectorbased dimensionality reduction methods called PCA [48] and Fisher discriminant analysis (FDA) [49] respectively. PCA and MPCA cannot consider the user's emotion. Since GTDA can consider the user's emotion and deal with tensor objects, it is appropriate to introduce it into our proposed method for solving the overfitting problem.
2) UPDATE OF IMPORTANCE α
We define the following maximization problem withŨ fixed:
The eigenvalues of S (3) is solved by the following convex optimization problem.
In addition, the second term of the above problem is L 1 -norm regularization. Hence, we can obtain the optimal solution with the fast iterative shrinkage-thresholding algorithm [50] , which is one of the most popular algorithms for solving a convex optimization problem. Let γ 0 = 1 ∈ R M and s 0 = 1 be the initial parameters and β is a Lipschitz constant of ∇f . Then the optimal solutionα is obtained by iterative procedures shown in the following equations:
where prox(·) 1
represents the proximity operator and t represents the number of iterations. We set a Lipschitz constant as [SoftThresh
×D (2) ×D (3) be a test sample of functional brain image. The integrated tensorX test ∈ R P (1) ×P (2) ×P (3) is calculated asX
where '× k ' is the kth mode product. Note thatX test corresponds to the integrated feature in Fig. 1 . Also, we definê M = {m|α m > 0, ∀m} as the set of significant Brodmann areas.
C. EMOTION ESTIMATION FOR SIGNIFICANT BRODMANN AREAS
Emotion estimation for significant Brodmann areas is presented in this subsection. When α m is larger than zero, i.e., a positive value, then we assume that the mth Brodmann area is a significant area. Therefore, in section II-B, we obtain the Brodmann areas' subsetM from M areas. By using a set ofmth masked images Xm
and corresponding labels c = [c 1 , c 2 , . . . , c N ], we introduce a supervised feature selection method, named minimum-redundancy and maximum-relevance (mRMR) algorithm [51] , and a vector-based machine learning method, named support vector machine (SVM) [52] . 
D. INTEGRATION OF MULTIPLE ESTIMATION RESULTS VIA TS-DLF
In this subsection, we explain TS-DLF-based integration of the multiple estimation results obtained from each significant Brodmann area image with the integrated feature. First, the estimation model, i.e., the discriminating function, is specifically written as follows:
×P (2) ×P (3) represents the fused tensor obtained by applying MvGTDA and the operater symbol ' ·, · ' represents the inner product. Next, by using y i,m and X i ∈ R P (1) ×P (2) ×P (3) , the likelihood function of the regression coefficients W DLF ∈ R P (1) ×P (2) ×P (3) of complete data is denoted as
By using a set of sensitivity and specificity, the above likelihood function is rewritten as follows:
.
By solving the maximum likelihood problem, the optimal solutionŴ DLF of W DLF can be obtained [53] . Concretely, (6) is rewritten as follows:
DLF )}), where the regression coefficients W DLF are constrained to be a sum of R rank-one tensors
rank by using CANDECOMP/PARAFAC decomposition [54] , [55] . The operater symbol '•' represents the outer product, and the kth factor matrix is defined as W
, where vec(·) is called the vectorization operator. This optimization problem can be solved by a coordinate descent approach of alternative projections in an iterative manner. Therefore, the problem is divided into the maximum log-likelihood problem for kth mode as follows:
is the k-mode matricization of X i and W (−k) DLF is represented with an operater symbol ' ', called the Khatri-Rao (KR) product [56] , e.g., W
×R . With obtainedŴ
Given a test sample, the probability µ c thatX test belongs to class c is computed as follows:
where Finally, we can obtain the final estimation resultŷ test aŝ
µ c , and successfully realize the collaborative use of multiple Brodmann area images. There are various tensor-based machine learning methods such as support higher-order tensor machine [57] and logistic tensor regression (LTR) [53] , which are extended methods of SVM and logistic regression [58] , respectively. Moreover, in the field of functional brain image analysis, regression models considering sparsity, e.g., L 1 -norm or elastic net regularization [35] , are used as countermeasures for the overfitting problem [29] - [31] , [33] . Therefore, LTR, which has three aspects (tensor analysis, regression model, L 1 -norm regularization) is appropriate for our method.
The overfitting problem is solved by dividing the functional brain image into multiple Brodmann area images and integrating the multiple estimation results. Moreover, TS-DLF can consider the sensitivity and specificity of SVM-based estimators shown in (7) to effectively integrate the estimation results.
III. EXPERIMENTAL RESULTS
Experimental results are presented in this section to verify the effectiveness of our method. Since, we focus on selection of significant Brodmann areas, a comparison with an approach that integrates results obtained by all of the areas is necessary. We also compare our method with an estimation approach for a single Brodmann area. This is because we also focus on integration of multiple results obtained by the significant ones. We also adopt a baseline approach in which data for the whole brain without division into Brodmann areas are used.
A. VISUAL STIMULI
We explain the image dataset used for visual stimuli. In this experiment, we utilized Affective Image Classification Dataset [39] . This dataset consists of 807 artistic images categorized into eight basic emotions through a crowd sourcing procedure. The categories are Amusement, Awe, Contentment and Excitement as ''positive'' emotions and Anger, Disgust, Fear and Sad as ''negative'' emotions. In [39] , Machajdik et al. defined these emotional categories on the basis of the FIGURE 3. Our experimental design. The block design is the first type of experimental paradigm to be used and is still the most commonly used in fMRI research. To avoid the acclimatization to dataset, the order of image presentation was randomized.
emotional word list of Mikels et al. [59] . These emotional categories also correspond to the Ekman list of basic emotions [60] , which are Anger, Disgust, Fear, Happiness, Sadness and Surprise. Machajdik et al. omitted Surprise, while Happiness, the only ''positive'' Ekman emotion is split into four categories, resulting in an equal number of ''positive'' and ''negative'' emotions [39] .
We randomly selected five images for each of the eight categories and used a total of 40 images as the image dataset for visual stimuli.
B. DATA ACQUISITION
Five healthy subjects (right-handed Asian males, average age of 26 years) participated in the experiment. The functional brain images were captured with a 3T MRI scanner (Siemens MAGNETOM Prisma). 5 The environment of the experiment is shown in Fig. 2 . All subjects whose eyesight was poor wore the nonmagnetic glasses (MediGoggle, Cambridge Research Systems Ltd.) 6 for proper correction of functional brain images. Table 1 shows the parameters for the fMRI observation. In addition, pulse sequence is echo-planar and slice plane is axial. We dealt with a block design (task: watching state for 12s, rest: resting state for 12s, see Fig. 3 ). Total experimental procedure time was 16m for each subject. Since we obtained four samples per block, the number of obtained functional brain images was 160 (= 40 × 4) per subject. Furthermore, after watching/resting, all of the subjects evaluated each image by one of the eight emotional categories, and the categories were grouped into two classes: ''positive'' (c = 1) and ''negative'' (c = 0).
In the experiment, these classes were used as the ground truth, and Table 2 shows the number of ''positive'' and ''negative'' images for each subject. We introduced Cochran's Q test [61] between subjects' responses and images. Specifically, if the subjects' response, i.e., ''positive'' or ''negative'', is coincided with the emotional category of the image dataset [39] obtained by the crowd sourcing procedure, then flagging (= 1), otherwise not flagging (= 0). Cochran's Q test was applied to the binary matrix (rows: the number of subjects, columns: the number of images) for assessing the ratios of the coincidence. Since the p-value was 3.78 × 10 −7 (< 0.001), the emotion evoked by each image was different for each subject. In other words, the result of this statistical test represented that subjects' responses were partly different even if the same images were used. From the above fact, the ground truth has to be set for each subject. Table 3 shows the MvGTDA-based selection results of significant Brodmann areas under the parameter condition where λ = 1.0. Specifically, when α m is a non-zero value (α m > 0), we assume that the mth Brodmann area is significant. Fig. 4 shows brain heat maps for the axial/coronal/sagittal plane, and Fig. 5 shows the numbers of times that α m is positive. Fig. 4 is made by calculation based on ''Count'' in Fig. 5 . Brodmann areas that were selected more than 40 times include frontal lobe (Brodmann areas 6, 9, 10, 11, and 46), parietal lobe (Brodmann areas 3, 7, and 40), temporal lobe (Brodmann area 21), occipital lobe (Brodmann areas 18 and 19), and cingulate gyrus (Brodmann areas 31 and 32). Almost all of the areas were determined to be significant ones in previous works on the relationship between human emotion and brain regions [3] , [19] - [22] , [27] , [62] . Table 4 shows the accuracy of emotion estimation. In this table, Comp. and Prev. represents comparative method and previous method, respectively. MI represents mutual information-based feature selection and SDLF represents VOLUME 6, 2018 TABLE 4. Results of estimation of human emotion. Comp. and Prev . represents comparative method and previous method, respectively. There are four approaches and four boldface values. Each boldface value represents the best accuracy in each approach. In order to verify the effectiveness of selection of significant Brodmann areas, we compared ''DLF for all Brodmann areas'' and our approach. Moreover, in order to verify the effectiveness of TS-DLF-based integration, a comparison was made between ''Single optimal Brodmann area'' and ours. In ''Single optimal Brodmann area'', we show the highest accuracy among the Brodmann areas. vector-based supervised DLF proposed in [38] . The SVM kernel is the radial basis function and L 1 -norm is used in LTR regularization. We determined the kernel parameters and the regularization parameters based on a grid search [63] . The ''Dim. reduction''-based dimensions and the regularization parameters of DLF methods were set to the values which output the highest estimation accuracy. The verification method is five-fold cross-validation (160 training samples, 40 test samples, total of five trials without any overlap). From the results shown in Table 4 , Ours (r = 4) had the highest accuracy in the experiment. The following points are also important.
C. SIGNIFICANT BRODMANN AREA SELECTION

D. EMOTION ESTIMATION
• Comps. 1-7 are methods for whole brain fMRI data.
Specifically, these methods consist of dimensionality reduction and estimation procedures without MvGTDAbased selection of significant Brodmann areas. Of these methods, Comp. 3 [32] achieved the highest accuracy.
• Comps. 8-14 are methods for a single Brodmann area. Specifically, dimensionality reduction and an estimation method are applied for each Brodmann area. Table 4 shows the highest accuracy among the areas. Of these methods, Comps. 10 and 14 performed well.
• In Comps. Table 5 shows the results of statistical test (Our approach versus the others with WMW test). Our approach is called ''approach. 4'' and tested with other approaches. From the results, this approach was the best (p < 0.01).
The results of the experiment show that the approach ''DLF for significant Brodmann areas'' is the best approach for analysis of functional brain images. This means that MvGTDA-based selection of significant areas is an effective approach for estimating human emotion, and MvGTDA reveals significant ones. Of Comps. 18, 19 and Ours, Ours (r = 4) had the highest accuracy, and our method also outperformed Comps. 18 and 19 with the same value of r. Moreover, . This is because TS-DLF finds the optimal estimation results. However, the MvGTDA-based importance score calculated from class separativity of Brodmann areas does not consider the sensitivity and specificity of the areas, i.e., the separativity for positive and negative classes. In TS-DLF, since the probability that a sample belongs to a positive/negative class is computed with these indices, optimal estimation results are obtained.
Finally, we discuss the relationship between the tuning parameters (r and λ) and the accuracy. The effect for estimation of human emotion with changing the parameter λ is shown in Table 6 . Since the behavior of function SoftThresh have an impact on selection of significant brain regions.
In Tables 4 and 6 , there are rise and fall in the values of accuracy for different values of r or λ. There is the possibility that existence of redundant brain regions among the selected ones, even if any parameters (r and λ) are accurately set. Bear in mind that since TS-DLF considers the performance of the estimators, the above problem is partly controlled, and the accuracy of Ours. are higher than the others (e.g., Comp. [18] [19] . However, since the integrated features are different among selected brain regions, the values of accuracy are risen and fallen.
Overall, the experimental results show the effectiveness of our method and the significant brain regions in emotional states. Note that the parameters (especially r or λ) should be set by user burden (e.g., the number of channels) and according to the estimation accuracy.
IV. CONCLUSIONS
We have presented a novel method for estimating human emotion evoked by visual stimuli using functional brain images. This study has the following two contributions: MvGTDA-based selection of significant Brodmann areas and integration of multiple estimation results with respect to each significant Brodmann areas. The former is the biggest contribution of this paper. MvGTDA is derived as a combination of discriminant analysis and convex optimization to obtain significant views and integrated tensors. Furthermore, TS-DLF integrates multiple estimation results obtained from the significant ones with the MvGTDA-based integrated tensor. Experimental results show the validity and effectiveness of MvGTDA-based selection, i.e., the selection of significant Brodmann areas. We also verified the effectiveness of TS-DLF-based integration for estimating human emotion.
Finally, we show the future work of this study. In this paper, we focus on binary (positive/negative) estimation, therefore we do not reveal the relationship between two different types of emotions (e.g., ''Excitement and sad'', ''Anger and Sad'' etc.). In [66] , Cambria showed that the basic tasks of affective computing (extracting a set of emotion labels) and sentiment analysis (binary classification tasks) are emotion recognition. Since these are highly interrelated and interdependent, our study is the important work. In addition, revealing the above relationship is one of the most important future work of this study. Another point is analysis of unknown data to verify the potential of this study. In this paper, we adopted five-fold cross-validation, but we only used data observed via a MRI scanner. Although preprocessing (including realignment, normalization and smoothing) was applied for comprehensive analysis, the performance of our method for unseen data which are observed by other MRI scanners has not been verified. Therefore, this is also an important future work. 
