We consider a nearest-neighbor p-adic Potts (with q ≥ 2 spin values and coupling constant J ∈ Qp) model on the Cayley tree of order k ≥ 1. It is proved that a phase transition occurs at k = 2, q ∈ pN and p ≥ 3 (resp. q ∈ 2 2 N, p = 2). It is established that for p-adic Potts model at k ≥ 3 a phase transition may occur only at q ∈ pN if p ≥ 3 and q ∈ 2 2 N if p = 2.
Introduction
The p-adic numbers were first introduced by the German mathematician K.Hensel. For about a century after the discovery of p-adic numbers, they were mainly considered objects of pure mathematics. However, numerous applications of these numbers to theoretical physics have been proposed papers [1] [2] [3] [4] [5] to quantum mechanics [6] , to p-adic -valued physical observables [6] and many others [7, 8] . A number of p-adic models in physics cannot be described using ordinary probability theory based on the Kolmogorov axioms [9] . New probability modelsp-adic probability models were investigated in [8] , [10] .
In [11, 12] a theory of stochastic processes with values in p-adic and more general non-Archimedean fields was developed , having probability distributions with non-Archimedean values.
One of the basic branches of mathematics lying at the base of the theory of statistical mechanics is the theory of probability and stochastic processes. Since the theories of probability and stochastic processes in a non-Archimedean setting have been introduced, it is natural to study problems of statistical mechanics in the context of the p-adic theory of probability.
Many physical models are considered on Z d and the Cayley tree. The difference between these two graphs is that the Cayley tree has the property that the number of neighbors visited in n steps grows exponentially with n. This is a faster rate of growth than n d , no matter how large d is, so this tree is infinite dimensional.
In this paper we develop the p-adic probability theory approach to study some statistical mechanics models on a Cayley tree over the field of p-adic numbers. In [13] the Potts model with q spin variables on the set of integers Z in the field of Q p was studied. It is known [14] that for the Potts model and even for arbitrary models on Z regardless of the interaction radius of the particles (over R) there are no phase transitions, here the phase transition means that for given Hamiltomian there are at least two Gibbs measures. In the case considered in [13] this pattern is destroyed, namely, there are some values q = q(p) for which phase transition occurs.
In the present paper we consider p-adic Potts models ( with coupling constant J and q spin variables) on the Cayley tree of order k, k ≥ 1. The aim of this paper is to investigate Gibbs measures for p-adic Potts model and phase transition problem for this model. The organization of this paper as follows.
Section 2 is a mathematically preliminary. In section 3 we give a construction of Gibbs measure for the p-adic Potts model on the Cayley tree. In section 4 we prove the existence of a phase transition for p-adic Potts model on Cayley tree of order two. In final section 5 we exhibit some conditions implying q on uniqueness of the Gibbs measure.
Definitions and preliminary results

p-adic numbers and measures
Let Q be the field of rational numbers. Every rational number x = 0 can be represented in the form x = p r n m , where r, n ∈ Z, m is a positive integer, (p, n) = 1, (p, m) = 1 and p is a fixed prime number. The p-adic norm of x is given by
This norm satisfies so called the strong triangle inequality
this is a non-Archimedean norm. The completion of Q with respect to p-adic norm defines the p-adic field which is denoted by Q p . Any p-adic number x = 0 can be uniquely represented in the form
where γ = γ(x) ∈ Z and x j are integers, 0 ≤ x j ≤ p − 1, x 0 > 0, j = 0, 1, 2, ... (see more detail [7, 15] ). In this case |x| p = p −γ(x) . We recall that an integer a ∈ Z is called a quadratic residue modulo p if the equation x 2 ≡ a(mod p) has a solution x ∈ Z.
Lemma 2.1. [7] In order that the equation
has a solution x ∈ Q p , it is necessary and sufficient that the following conditions are fulfilled: i) γ(a) is even; ii) a 0 is a quadratic residue modulo p if p = 2, a 1 = a 2 = 0 if p = 2.
Let B(a, r) = {x ∈ Q p : |x − a| p < r}, where a ∈ Q p , r > 0. By log p and exp p we mean p-adic logarithm and exponential which are defined as series with the usual way (see, for more details [7] . The domain of converge for them are B(1, 1) and B(0, p −1/(p−1) ) respectively.) Lemma 2.2. [7, 15, 16 ] Let x ∈ B(0, p −1/(p−1) ) then we have
and log p (exp p (x)) = x, exp p (log p (1 + x)) = 1 + x.
Let (X, B) be a space, where B is an algebra of subsets X. A function µ : B → Q p is said to be a p-adic measure if for any A 1 , ..., A n ⊂ B such that
For more detail information about p-adic measures we refer to [8] , [10] .
The Cayley tree
The Cayley tree Γ k of order k ≥ 1 is an infinite tree, i.e., a graph without cycles, such that each vertex of which lies on k + 1 edges . Let Γ k = (V, Λ), where V is the set of vertices of Γ k , Λ is the set of edges of Γ k . The vertices x and y are called nearest neighbor, which is denoted by l =< x, y > if there exists an edge connecting them. A collection of the pairs < x, x 1 >, ..., < x d−1 , y > is called a path from x to y. The distance d(x, y), x, y ∈ V is the length of the shortest path from x to y in V. We set
We write x < y if the path from x 0 to y goes through x. Call vertex y a direct successor of x if y > x and x, y are nearest neighbors. Denote by S(x) the set of direct successors, i.e.
Observe that any vertex x = x 0 has k direct successors and x 0 has k + 1.
The p-adic Potts model
such that σ i p = 1, i = 1, 2, ..., q and
We consider the p-adic Potts model where spin takes values in the set Ψ. Write Ø n = Ψ Vn , this is the configuration space on V n . The Hamiltonian H n : Ø n → Q p of the p-adic Potts model has the form
, J = 0 and as before p is a fixed prime number. Here δ is the Kronecker symbol.
Construction of Gibbs measures
In this section we give a construction of a special class of Gibbs measures for p-adic Potts models on the Cayley tree.
To define Gibbs measure we need in the following
The proof easily follows from the strong triangle inequality for the norm |·| p .
Here, as before, σ n : x ∈ V n → σ n (x) and Z n is the corresponding partition function:
Note that according to Lemma 3.1 the measures µ (n) exist. The compatibility condition for µ (n) (σ n ), n ≥ 1 are given by the equality
We note that an analog of the Kolmogorov extension theorem for distributions can be proved for p-adic distributions given by (3.1) (see [12] ). According to this theorem there exists a unique p-adic measure µ h on Ø = Ψ V such that for every n = 1, 2, ... and σ n ∈ Ψ Vn
µ h will be called p-adic Gibbs measure for this Potts model. It is clear that the measure µ h depends on function h x . If the Gibbs measure for a given Hamiltonian is non unique then we say that for this model there is a phase transition.
The following statement describes conditions on h x guaranteeing the compatibility condition of measures µ (n) (σ n ).
Theorem 3.2. The measures µ (n) (σ n ), n = 1, 2, ... satisfy the compatibility condition (3.2) if and only if for any x ∈ V the following equation holds:
here and below θ = exp p (J) and the function F :
Proof. Necessity. According to the compatibility condition (3.2) we have 
(3.7)
Using (2.3) the last equality can be rewritten as
here we have used the notation h x = (h (1) x , · · · , h
x we immediately get ( where
Writing A n (x) = x∈Wn a(x) we find from (3.9) and (3.2)
Since each µ (n) , n ≥ 1 is a p-adic probability measure, we have σn−1 σ (n) µ (n) (σ n−1 , σ (n) ) = 1, σn−1 µ (n−1) (σ n−1 ) = 1.
Therefore from these equalities we find Z n−1 A n−1 = Z n which means that (3.2) holds.
Observe that according to this Theorem the problem of describing of p-adic Gibbs measures reduces to the describing of solutions of the equation ( To prove the existence of phase transition it suffices to show that there are two different sets of vectors in Λ. The description of arbitrary elements of the set Λ is a complicated problem.
In this paper we restrict ourselves to the description of translation -invariant elements of Λ, in which h x = h is independent of x.
Let h x = h = (h 1 , ..., h q−1 ) for all x ∈ V . Then (3.3) implies
Observe that for every i = 1, 2, ..., q − 1 h i = 0 satisfies i-th equation. Substituting h j = 0 at j = 2, 3, ..., q − 1 and writing z = exp p (h 1 ) from the first equation of (4.1)
(4.2)
Then by (4.2)
Using Lemma 2.2 it is easy to see that
From these inequalities we get 1) If p = 2; q ∈ 2N \ 2 2 N we have
Here we have used the strong triangle inequality and |θ − 1| 2 ≤ 1 4 (see Lemma
2.2). From the last inequalities we infer that the equation (4.3) has no solution.
2) If p ≥ 3, q / ∈ pN (resp. q / ∈ 2N if p = 2) then
Hence in this case the equation (4.3) has no solution either.
3) If p ≥ 3, q ∈ pN (resp. p = 2, q ∈ 2 2 N) then it is easy to see that the equation (4.3) may have a solution.
Thus we have proved the following Theorem 4.1. If p ≥ 3, q ∈ pN (resp. p = 2, q ∈ 2 2 N) then the equation (4.1) may has at least two solutions for every k ≥ 1.
According to Theorem 4.1 in the sequel we will assume that p ≥ 3, q ∈ pN (resp. p = 2, q ∈ 2 2 N). Note, that in case of k > 2 the problem of description of the solutions of (4.3) becomes difficult. For simplicity we restrict ourselves to the case k = 2. Then (4.3) has the form
Observe that the solution of (4.4) can be written by
We must check the existence of θ 2 − 2θ + 5 − 4q and additionally the inequality |z 1,2 − 1| p < p −1/(p−1) which is equivalent to the condition |h x | p < p −1/(p−1) . From |2q − (θ − 1) 2 | p < p −1/(p−1) we find |θ − 1| p < p −1/(p−1) for every prime number p. It then follows from (4.5) that |z 1,2 − 1| p < p −1/(p−1) . Now we check the existence of (θ − 1) 2 + 4(1 − q) . We use canonical form of p-adic numbers (2.1). 1) Let p = 2. Then |θ − 1| 2 = |J| 2 ≤ 1 4 , hence θ − 1 = 2 γ ε, γ ≥ 2, |ε| 2 = 1.
According to our assumption q = 2 2+m s, m ≥ 0, (s, 2) = 1, whence we can write s = l i=0 c i 2 i , c 0 = 1, c i ∈ {0, 1}, i = 1, 2, ..., l. Hence we have
2) Let p = 3. Then q = 3 m s, (s,
3) Let p ≥ 5. Then q = p m s, (s, p) = 1,m ≥ 1, whence 4s = l i=0 b i p i , b 0 = 1, 2, ..., p − 1, b i = 0, 1, ..., p − 1, i = 1, 2, ..., l. The inequality |θ − 1| p ≤ 1 p implies that θ − 1 = p γ ε, γ ≥ 1, |ε| p = 1. Hence we get
We can now check all conditions of Lemma 2.1: observe that the each case the first condition of Lemma 2.1 is fulfilled. It remains to check the second condition, i.e. the equation x 2 ≡ a 0 (mod p) has solution x ∈ Z.
1) Let p = 2. In this case a 0 = 1, then it is easy to see that the equation x 2 ≡ 1(mod 2) has solution x = 2N + 1, N ∈ Z. Besides it must be a 1 = a 2 = 0. From (4.6) one can find that a 1 = a 2 = 0 if and only if either m = 0, γ = 2 or m > 1, γ > 2.
Thus in this case for 2-adic Potts model a phase transition occurs.
2) Let p = 3. In this case a 0 = 1, then it is not difficult to check that the equation x 2 ≡ 1(mod 3) has the solution x = 3N + 1, N ∈ Z.
3) Let p ≥ 5. In this case a 0 = 4, then x 2 ≡ 2(mod p) has the solution x = pN + 2, N ∈ Z.
Consequently we have proved the following Theorem 4.2. i) Let p = 2,q ∈ 2 2 N and J = 0. If q = 2 2 s, (s, 2) = 1, To prove the assertion of theorem it suffices to show that the values of µ on cylindrical subsets are bounded. We estimate |µ (n) (σ n )| p :
and h * is a solution of (4.4), and we have used
that h * is a vector which has the form h * = (h, 0, ..., 0 q−1 ).
Write
To prove that the measure µ is not bounded at q ∈ pN it is enough to show that its marginal (formdary) measure is not bounded. Let π = {..., x −1 , x 0 , x 1 , ...} be an arbitrary infinite path in Γ k . From (3.1) one can see that a marginal (formdary) measure µ π on Ψ π has the form
here ω n : {x −n , ..., x 0 , ..., x n } → Ψ, i.e. ω n is a configuration on {x −n , ..., x 0 , ..., x n }, p i is an invariant vector for the matrix (p ij ) q ij=1 . Using we find that µ π is not bounded. Hence the theorem is proved. Corollary 4.5. The p-adic Gibbs measure µ corresponding to the p-adic Ising model on the Cayley tree of order k is bounded if p = 2, otherwise it is not bounded.
Remark. From Theorems 4.2 and 4.4 we see that a phase transition occurs when p-adic Gibbs measures are not bounded. For the p-adic Ising model we know that a phase transition does not occur, so corollary 4.5 implies that if p = 2 even in this case the p-adic Gibbs measure may not be bounded.
The uniqueness of Gibbs measure for the p-adic Potts model
If q ∈ pN then the equation (4.3) may have two solutions. But thus remains the case q / ∈ pN and a question naturally arises: is there a phase transition in this case or not? In this section we will prove the uniqueness of p-adic Gibbs measure for the p-adic Potts model in that case.
Let us first prove some technical results. Lemma 4.6. If |a i − 1| p ≤ M and |a i | p = 1, i = 1, 2, ..., n, then
Proof. We prove this by induction on n. The case n = 1 is nothing but the condition of lemma. Suppose that (4.9) is valid for n = m. Now let n = m + 1.
This completes the proof.
then |u i | p = 1 and
for all i = 1, ..., q − 1.
Proof. From Lemma 2.2 we infer that |u i | p = 1, since | exp p (h i ) − 1| p ≤ 1 p and | exp p (h i )| p = 1. So all conditions of Lemma 4.6 are satisfied, hence we get
Write (see where i = 1, ..., q − 1. For brevity we use U i instead of U i (h, θ, q). Lemma 4.8. Let q / ∈ pN, then |U i | p = 1 and |U i − 1| p ≤ 1 p h p for i = 1, 2, ..., q − 1 (4.11)
Proof. Put
We compute the norm of K i . From |θ − 1| p ≤ 1 p , |q| p = 1 and Lemma 4.7 we obtain |K i | p = (θ − 1)u i + q−1 j=1 (u j − 1) +−1 j=1 (u j − 1) + (θ − 1) + q p = 1.
Here we have used the strong triangle property of the norm | · | p . Observe that U i = q−1 j=1,j =i K j , and hence |U i | p = 1.
Now estimate |K i − 1| p :
Consequently, we find that the conditions of Lemma 4.6 are satisfied for K i , i = 1, 2, ..., q − 1, whence (4.11 
