Introduction
With the introduction of the Electric Health Records (EHR), large amounts of digital data become available for analysis and decision support [1] . These data, as soon as carefully cleaned and well preprocessed, could enable a large variety of analysis and modeling tasks that can improve healthcare services and patients experience [2] . When physicians are prescribing treatments to a patient, they need to consider a large range of data variety and volume. These data might include patients' genetic profiles and their entire historical clinical protocols. With the growing amounts of data decision making becomes increasingly complex. Machine learning based Clinical Decision Support (CDS) systems can be a solution to the data challenges [3] [4] [5] . Machine learning models and decision support systems have been proven to be capable of handling -and actually even profiting fromlarge amount of data in high dimensional space and with complex dependency characteristics. Some powerful machine learning models generate abstract and yet informative features from a usually sparse feature space.
There are multiple ways that a machine learning model may impact the decision process of a physician: either indirectly, by predicting the possible outcome of each decision; or directly by calculating recommendation scores for all possible actions. As an example of the former case, [5] provides physicians with endpoint predictions of each patient queuing for a kidney transplantation. Based on the predicted probabilities of kidney rejection, kidney loss and death, within the next 6 and 12 months, the physician may decide which candidate should receive a donated kidney.
In this work we focus on another other class of decision support in which the physicians' decision is directly predicted. Concretely, the model would assign higher probabilities to decisions that it presumes the physician are more likely to make. Thus the CDS system can provide physicians with rational recommendations. As a concrete use case, as soon as a physician prescribes a treatment that is not in the top-n ranked recommendations made by the CDS system, an alert would be triggered to ask the physician to reconsider the prescription and/or to document the arguments for the decision in more details. This scenario is illustrated in the upper part of the Figure 1 . The proposed system is based on the predictive power of machine learning models, which are trained using historical data as illustrated in the lower half of the Figure 1 . During training, the model attempts to predict historical decisions based on corresponding patient data. The actually documented decisions can adjust the model so that it can improve its predictions throughout the training epochs.
In our work we also address a problem that has not yet drawn much attention in the designing of a CDS, i.e. that a physician is required to make multiple decisions in a block, say, the intention and the type of a radiotherapy, and that these decisions are mutually dependent. In machine learning, this is known as the issue of correlation in target features. We propose a solution to the target correlation problem using a tensor factorization model.
In order to handle the patients' historical information as sequential data, we apply the so-called Encoder-Decoder-Framework which is based on Recurrent Neural Networks (RNN) as encoders and a tensor factorization model as a decoder, a combination which is novel in machine learning.
2 Decision Support for Breast Cancer Therapies
Data Description
The data, provided by the PRAEGNANT study network [6] , were collected on patients suffering from metastatic breast cancer.
After preprocessing we could extract information on 1245 patients: The 1) basic information, 2) primary tumor and 3) history of metastasis before entering the study. These data are considered to be static and consist in total of 26 features of binary, categorical or real types. We performed dummy-coding on the former both cases and could extract for each patient i a static feature vector denoted with m i ∈ R
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The sequential information consists of two categories. Firstly, 4) local recurrences, 5) metastasis and 6) visits cover information on the clinical events, such as progression and live status, to which we refer as events. Secondly, there are three types of therapy informations: 7) radiotherapies, 8) systemic therapies and 9) operations. These sequential data, being only either binary or categorical, are also dummy-coded. The total number of actual events for each patient varies from 1 to 23 and is on average 5. We retrieve for each patient i at a time step t a feature vector x
[t]
i ∈ {0, 1} 182 and denote the whole sequence for patient i up to time t using a set of {x
. Based on the static and all the sequential information up to a time step t − 1, we attempt to model how the radiotherapy at t should be prescribed, which consists of two 3-D feature vectors: The first one is the therapy intention, being either curative, palliative or unknown. The second target feature is the therapy type, being either percutaneous, Brachytherapy or unknown. We denote these as y i,t ∈ {0, 1} 3 and z i,t ∈ {0, 1} 3 for patient i at time t. We perform Pearson's χ-squared tests and G-Tests on the two target features and could verify the existence of correlations, with test-statistics of χ 2 = 197.17 and G = 146.48 respectively (DF=4). The p-values in both cases are less than 2.2e-16 according to the implementation in the statistical programming framework of R [7] [8].
Modeling Solution
First we associate the sequential and static data on a patient i up to a time step t by constructing a latent representation vector:
where g denotes an RNN encoder that outputs only the last hidden state given the input sequence {x
. This approach was first proposed by [9] where such RNN is proven to be able to encode all information in a sequence of variable length into a single fixed size real vector. We exploit this aspect of such RNN encoders and apply this vector to represent the patient-specific temporal information indexed by i, t . We augment this information by concatenating it with with the static patient information, which is log-linearly encoded by a matrix H and the sigmoid activation function [5] .
In order to take into account the verified correlation between target features we propose to model the probability of each possible pair of target feature values, corresponding to the joint probability distribution of each feature value. The probability of observing a value pair intention= j ,type= k given the static and sequential input data would be calculated as:
where we construct a new target feature matrix U by calculating the outer product of the dummy coded feature vectors. Therefore each entry in the matrix represents the probability that a certain pair of target feature values is observed on these two features. Considering also the patient, time -dimension we have a 3-way tensor as modeling targets.
Now we construct our regression model toward the target tensor in a fashion similar to Tucker factorization:û
where G (1) represents the unfolding of tensor G w.r.t the 1st dimension following [10] .
The entire model architecture, illustrated in Figure 2 , is trained end-to-end.
Experiments
We assign 80% of all the 1245 patients to the training set and 20% to the test set. Then we query all the static and sequential information as well as targets belonging to the training patients and test patients respectively. As the RNN model we choose the LSTM with hidden state of size 25 and map the static information into a latent space of size 15 using a simple log-linear mapping matrix H as in Figure 2 . As tensor model we implement a rank 5 Tucker-3 model. We apply 0.1-dropout regularization for the RNN part and 0.01-ridge regularization for the rest of the parameters in the model. All models are implemented using Theano [11] [12] and Keras [13] . All models, including the trainable baseline model for the marginal distribution of feature values, are trained up to 1000 epochs using RMSprop algorithm with learning rate 0.001. We sample 20% within the training set to be a validation set for the early-stopping mechanism and generate 5 different splittings of the data to perform cross-validations and report the mean and standard deviation of all 5 predictions for each target group. As objective function we define the sum of all binary cross entropies for each target feature as
As baseline models we test 1) random guessing; 2) most popular prediction, which is to constantly predict the frequency of each target feature value in the training data; and 3) a standard model that predicts the marginal distributions. Since our tensor model predicts the joint distribution, the predictions of both models are not directly comparable. We calculate the outer product of the marginal distributions from the baseline models, which would serve as a pseudo joint probability with which we can compare against our tensor model.
We evaluate the performances of all models in term of the AUROC which is standard for classification tasks. This metric can be here interpreted as the capability of the model to assign a patient group to a specific feature value. In our application scenario, however, we find it of more relevance that the CDS system can generate for each patient a set of rational therapy recommendations. In order to also test this aspect we evaluate the models using ranking-based metrics such as Coverage Error [14] and Ranking Precision [15] from the scikit-learn tool-box [16] and NDCG@k [17] .
We report in Table 1 our experimental results. We can verify that, with the present experimental setting, the tensor-target model indeed provides better performances by considering the correlations between target feature values. Especially in term of NDCG@5, which is a common metric in assessing recommender systems, the tensor model improves the prediction by as much as 56% .
Discussions
The major contribution of our work is to propose a novel model architecture by combining an RNN encoder with a tensor factorization model, both of which share a common latent representation. The tensor factorization component models the joint probability of target feature values instead of the marginal ones. We hypothesize that our model is therefore capable of capturing correlations among target features, which is often relevant in modeling clinical decisions. We show that the proposed model does achieve better prediction performances in experiments with real-world datasets. Within this paper we only conduct prediction of the radiotherapy. We shall extend our work to the other two therapies in our dataset: the systemic therapy and operations. Especially the former one has three targets and would require a 4-D tensor.
