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Abstract
In this work the avalanche dynamics of five shape memory samples has been
analyzed by acoustic emission spectroscopy. The acoustic emission spectroscopy
is particularly suitable for this analysis as it couples with high sensitivity to
small structural changes caused by nucleation processes, interface movements,
or variant rearrangements [91]. Owing to its high time resolution it provides
a statistical approach to describe the jerky and intermittent character of the
avalanche dynamics [20].
Rate-dependent cooling and heating runs have been conducted in order to
study time-dependent aspects of the transition dynamics of the single crys-
tals Ni63Al37, Au50.5Cd49.5, and Fe68.8Pd
single
31.2 , and the polycrystalline sample
Fe68.8Pd
poly
31.2 . Moreover, a ferromagnetic Ni52Mn23Ga25 single crystal has been
studied by temperature cycles under an applied magnetic field and additionally
by magnetic-field cycles at a constant temperature in the martensitic phase. All
samples analyzed in this work show power law behavior in the acoustic emission
features amplitude, energy, and duration, which indicates scale-free behavior.
The access to these power law spectra allows an investigation of energy barriers
separating the metastable states, which give rise to avalanche transition dynamics.
By performing rate-dependent experiments the importance of thermal fluc-
tuations and the impact of martensite respectively twin stabilization processes
have been examined. In the case of the Ni52Mn23Ga25 sample, the magnetic-
field-induced variant rearrangement at slow field cycles leads to stronger signals
than the rearrangement at quick cycles. This behavior can be explained by twin
stabilization processes, which are accompanied by a reduction of the twin bound-
ary mobility. For Ni63Al37, the combination of relevant thermal fluctuations,
different involved time scales, and a high degree of intrinsic disorder leads to a
lower acoustic activity and weaker signals under decreasing cooling rates. In the
case of Au50.5Cd49.5, by contrast, the low rates allow aging to become significant.
This leads to higher energy barriers and, as a consequence, to stronger acoustic
emission signals. The excellent agreement of this result with a model introduced
by Otsuka et al. [127], suggests that aging should be included into the framework
of driving rate effects in avalanche-mediated phase transitions [135].
In contrast to what has been stated earlier [20, 172], the author concludes
that only the detection of rate-dependent acoustic activity or the detection of
incubation times are necessary and sufficient conditions for time-dependent
v
dynamics. Rate-dependent exponents are a sufficient but not necessary condition
for time-dependent behavior.
The determination of power law exponents has been proven to be a reliable
tool for the characterization of the transition dynamics and associated energy
barriers, because the exponents are robust and do not depend on experimental
details. This observation reveals a close relation to the concept of self organized
criticality [9].
In this work it has been shown for the first time by the evaluation of power law
exponents how an applied magnetic field alters energy barriers during structural
transitions of magnetic shape memory alloys. Depending on the symmetry
of the product phase opposing results can be found: The symmetry-breaking
process of a martensitic transition under an applied magnetic field leads to
an increase of the activity due to a twofold process, including phase and twin
boundary motion. Furthermore, the application of a magnetic field breaks the
degeneracy, which leads to larger constraints reflected in stronger signals due to
the satisfaction of the invariant habit plane condition. By contrast, less acoustic
activity and weaker signals appear in association with the symmetry-conserving
premartensitic transition under an applied field. The application of a field leads
to an alignment of the magnetic moments. The lowered disorder reduces the
energy barriers, which leads to less acoustic activity and weaker signals. At fields
higher than 2.5 kOe the acoustic activity is completely suppressed, which suggests
an overall weakening of the first order character of the premartensitic transition.
The amplitude and energy exponents of the material systems NiAl, FePd,
and Ni2MnGa (field-dependent) have been for the first time experimentally
determined in this work. The amplitude exponents of NiAl and CuZnAl (3.1 ±
0.2) and of Ni2MnGa and FePd (2.4 ± 0.2), determined in this work and reported in
literature (see [22, 94, 139]), can be grouped into different classes. This reinforces
the universality hypothesis [52] and the assumption that the symmetry of the
product phase determines the universality class of the exponents [22]. Moreover,
the results of this work suggest that further criteria, such as the degree of disorder
or rate-dependent aging effects, should be taken into consideration as well.
Kurzfassung
Die Lawinendynamik von fünf Formgedächtnislegierungen wurde im Rahmen
dieser Arbeit mittels akustischer Emissionsspektroskopie untersucht. Die akusti-
sche Emissionsspektroskopie ermöglicht die Detektierung kleiner struktureller
Änderungen, hervorgerufen durch Nukleationsprozesse, Grenzflächenbewegun-
gen oder Variantenreorientierungen [91]. Aufgrund der hohen Zeitauflösung
eröffnet diese Methode einen statistischen Zugang für die Beschreibung des
sprunghaften Charakters der Lawinenprozesse [20].
Zur Untersuchung der zeitabhängigen Aspekte der Umwandlungsdynamik
wurden ratenabhängige Kühl- und Heizzyklen mit den Einkristallen Ni63Al37,
Au50,5Cd49,5 sowie Fe68,8Pd
single
31,2 und dem Polykristall Fe68,8Pd
poly
31,2 durchgeführt.
Darüber hinaus wurde ein ferromagnetischer Ni52Mn23Ga25 Einkristall einerseits
mittels Temperaturzyklen unter Einfluss eines Magnetfelds und andererseits mit-
tels Magnetfeldzyklen bei konstanter Temperatur innerhalb der martensitischen
Phase untersucht. Alle in dieser Arbeit untersuchten Proben zeigen Potenzge-
setzverhalten in der Signalamplitude, -energie und -dauer, was auf skalenfreies
Verhalten hinweist. Die Messung der Potenzgesetzspektren ermöglicht die Unter-
suchung von Nukleationsbarrieren, welche die metastabilen Zustände trennen
und zum Lawinenverhalten führen.
Die Bedeutung von thermischen Fluktuationen und von Martensit- respektive
Zwillingsstabilisierung wurde mittels ratenabhängiger Messungen untersucht. Im
Fall von Magnetfeld induzierter Reorientierung von Varianten in Ni52Mn23Ga25
führen langsame Zyklen zu stärkeren akustischen Signalen als schnelle Zyklen.
Dieses Verhalten kann mittels Zwillingsstabilisierung erklärt werden, die zu einer
geringeren Beweglichkeit der Grenzfläche führt. Im Fall von Ni63Al37 führen
kleinere Raten zu weniger akustischer Aktivität und zu schwächeren Signalen. Die
Erklärung liegt in dem Zusammenspiel thermischer Fluktuationen, verschiedener
relevanter Zeitskalen und dem hohen Maß an intrinsischer Unordnung. Im
Gegensatz dazu führen bei Au50,5Cd49,5 kleinere Raten zu Stabilisierungseffekten,
die höhere Nukleationsbarrieren und damit stärkere akustische Signale zur Folge
haben. Diese Ergebnisse legen nahe, dass Stabilisierungsphänomene mit in die
Gruppe ratenabhängiger Effekte in lawinengetriebenen Umwandlungen [135]
einbezogen werden sollten.
Im Gegensatz zu früheren Veröffentlichungen [20, 172] wird in dieser Arbeit
gezeigt, dass ausschließlich der Nachweis von ratenabhängiger akustischer Aktivi-
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tät oder von Inkubationszeiten ein notwendiges und hinreichendes Kriterium für
eine explizit zeitabhängige Dynamik ist. Ratenabhängiges Verhalten der Exponen-
ten ist zwar hinreichend jedoch nicht notwendig für eine explizit zeitabhängige
Dynamik.
Im Rahmen der Arbeit wurde gezeigt, dass die Untersuchung von Übergangs-
dynamiken und Energiebarrieren über Potenzgesetz-Exponenten eine robuste
Methode darstellt, da die Exponenten nicht von experimentellen Details abhän-
gen. Diese Beobachtung stellt einen engen Zusammenhang zum Konzept der
selbstorganisierten Kritikalität her.
In dieser Arbeit wurde zum ersten Mal mittels Potenzgesetzspektren analysiert,
wie sich Nukleationsbarrieren struktureller Phasenübergänge durch magnetische
Felder ändern. In Abhängigkeit der Symmetrie der Produktphase ergeben sich
gegenläufige Ergebnisse: Der symmetriebrechende Charakter der martensiti-
schen Umwandlung führt bei angelegtem Feld zu einem Anstieg der akustischen
Aktivität aufgrund von Bewegung der Phasen- und der Zwillingsgrenzflächen.
Des Weiteren führt das angelegte Magnetfeld zur teilweisen Aufhebung der
Entartung unter gleichzeitiger Erfüllung der Invariantenbedingung, was stärkere
akustische Signale zu Folge hat. Im Gegensatz dazu führt ein angelegtes Feld in
der symmetrieerhaltenden premartensitischen Umwandlung zu einer geringeren
akustischen Aktivität und zu schwächeren Signalen. Das angelegte Feld richtet
die magnetischen Momente aus und verringert damit die Unordnung des Systems.
Dies führt zu einer Reduktion der Nukleationsbarrieren und damit zu einer
geringeren akustischen Aktivität und zu schwächeren Signalen. Bei Feldern
größer als 2,5 kOe ist die akustische Aktivität komplett unterdrückt, was auf eine
Schwächung des diskontinuierlichen Charakters der Umwandlung hinweist.
In dieser Arbeit wurden erstmals die Exponenten der Amplitude und Energie
für die Materialsysteme NiAl, FePd und Ni2MnGa (feldabhängig) untersucht.
Die Exponenten der Amplitude von NiAl und CuZnAl (3,1 ± 0,2) sowie von
Ni2MnGa und FePd (2,4 ± 0,2), die in dieser Arbeit bestimmt wurden (siehe
auch [22, 94, 139]), können in unterschiedliche Klassen eingeteilt werden. Die-
se Ergebnisse bestätigen die Universalitätshypothese [52] und bekräftigen die
Schlussfolgerung, dass die Universalitätklassen der Exponenten durch die Symme-
trie der Produktphase bestimmt werden [22]. Darüber hinaus legen die Ergebnisse
dieser Arbeit nahe, dass weitere Kriterien, wie der Grad der Unordnung oder
Alterungseffekte, für die Klassifizierung in Betracht gezogen werden sollten.
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1 Introduction
For over 3000 years the martensitic transition has played an essential role in steel
processing for the development of tools and weapons [93]. The quenching of iron
carbon alloys, after hot forging, leads to improved material properties, such as an
enhanced hardness. In 1878 Martens for the first time found an explanation for
the new material characteristics by analyzing its microstructure: In contrast to
the high temperature phase, the low temperature phase shows a highly oriented
microstructure after quenching [102–104]. In order to acknowledge Martens’
pioneering work, Osmond proposed to call these materials martensites. About 50
years later in 1932 Ölander discovered in Au-Cd remarkable elastic properties
associated with the martensitic transition. The so-called pseudoelasticity describes
a fully reversible elastic response to an applied stress. Strains of the order of 10%
that originate from the stress-induced martensitic transition can be achieved.
Twenty years later two research groups around Kurdjumov and Khandros [153]
and Chang and Read [26] found out that the temperature-induced martensitic
transition can lead to a complex behavior which is called shape memory effect. The
shape memory effect enables a sample to recover its shape after being deformed in
the low temperature phase by applying heat and thereby inducing the martensitic
reverse transition. The microscopic origin of this effect lies in the symmetry-
breaking character of the diffusionless forward transition under cooling. Due to
the lower symmetry, structural domains are formed that retain an orientational
relationship with the cubic structure of the high temperature phase. The newest
development in the field of shape memory alloys, introduced by Ullakko et al. in
1996 [183], are magnetic shape memory alloys which allow a magnetic control of
the shape change.
Both, the shape memory alloys and the magnetic shape memory alloys broaden
the class of smart materials,1 which are characterized by a non-linear response to
the change of an external parameter. They inherently combine characteristics of a
sensor and a self-adapting actuator. These functionalities in combination with a
high ratio of possible strains (or force excitation) to weight make (magnetic) shape
memory alloys the material class of choice for several high-tech applications:2
1To the class of smart materials additionally belong piezoelectric materials, non-Newtonian
fluids, and ferrofluids beside others.
2(Magnetic) shape memory alloys can either reach large strains (up to 10 %) or exert high forces
(up to 700 MPa). Both extremes lead to a reduction of the achievable cycle numbers from
about 106 to 103 [107].
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In medical engineering shape memory alloys find application in self-expanding
stents and in miniaturized self-expanding blood pumps. In the aerospace industry
they are, beside many other applications, used for self-unfolding solar-panels
of satellites and in self-adapting winglets [81]. Magnetic shape memory alloys
are very promising for the design of new actuators because their magnetic-field-
induced strains can be controlled at rates in the kHz range [101, 182, 195, 196].
Martensitic transitions can be analyzed by several experimental techniques,
such as differential scanning calorimetry, X-ray diffraction, X-ray photo correlation
spectroscopy, resistivity methods, or vibrational techniques. In this work, the
technique of acoustic emission spectroscopy3 has been chosen in order to analyze
avalanche dynamics and acoustic signal strength of martensitic transitions. It is
one of the most suitable techniques as it monitors changes in the strain field of
the sample, which are inherently associated with the martensitic transition.4 It is
very sensitive towards small structural changes and has a high time resolution in
the submicrosecond range. This enables the analysis of the jerky and intermittent
transition dynamics that results from an avalanche-like propagation of the phase
boundary through a sequence of metastable states arising in the high dimensional
energy landscape. This measurement technique opens two distinct experimental
approaches: Structural changes arising in the samples can be analyzed either by
the acoustic activity, which is the number of acoustic emission events per time
respectively temperature interval, or by the distribution of the signal strength.
The first mentioned approach allows to classify the transition dynamics i. e.
time-dependent aspects by rate-dependent measurements. The second approach
focuses on the signal strength that can be accessed by the observables amplitude,
energy, and duration and is related to the height of the energy barriers separating
the metastable states.
Power law behavior can be found in all signal parameters (amplitude, energy,
and duration) analyzed in this work. The concept of power laws is closely related
to the occurrence of scale-free behavior. In solid-state physics scale-free behavior
is primarily known from continuous phase transitions. It can be observed at the
critical point where the absence of interfacial energies promotes the occurrence
of fluctuations at all length scales. However, many other systems in science
and socio-economics show power law behavior as well and can be characterized
by power law exponents. A prominent example is the Gutenberg-Richter law
which relates the strength of earthquakes with their frequency of occurrence.
Additionally, power laws can, for example, also be found in the distribution
of forest fires, income, or the distribution of words in novels. The observation
that processes of such diverse nature all can be described by power laws gave
3The acoustic emission technique is well established in the field of non-destructive testing.
4The selection of strain as the order parameter of the martensitic transition underlines the
fundamental relation between the transition mechanism and the released acoustic emission.

rise to the formulation of two hypotheses: The hypothesis of universality [52],
widely discussed in experimental and theoretical work (e. g. [19, 22, 164, 189]),
claims that systems can be grouped into the same universality class based on
fundamental system properties such as dimension and interaction range, which
do not depend on the details of the system. The hypothesis of self-organized
criticality by Bak, Tang, and Wiesenfeld arose from the observation that a large
group of systems shows power law behavior without being actively tuned or
driven into this state and assumes that the critical state is an attractor for the
dynamics of many systems [9, 10].
This work sheds light on both the avalanche dynamics and the power law
exponents of the shape memory materials Ni-Al, Au-Cd, Fe-Pd, and Ni-Mn-Ga
analyzed by rate- and magnetic-field-dependent experiments by acoustic emission
spectroscopy. This work confirms universality classes proposed in the literature
and analyzes for the first time the martensitic transition in Fe-Pd by acoustic
emission spectroscopy in a single and a polycrystalline sample. It studies the effect
of an applied magnetic field on the intermediate and martensitic transition in Ni-
Mn-Ga and analyzes for the first time the magnetic-field-induced rearrangement
of structural domains by acoustic emission spectroscopy. Furthermore it proposes
an explanation of observed driving rate effects within the framework of martensite
aging.


2 Phase transitions
A phase is a region of space in a thermodynamical system, which is equilibrated
with its surroundings and all its physical properties are uniform on a macroscopic
scale [175]. Phase transitions are well known phenomena. Commonly known
examples are the transitions of water between the solid, the liquid and the gas
state (figure 2.1). Phase transitions can be triggered by the external change of a
thermodynamical parameter like temperature, pressure or a (generalized) field.
In the vicinity of a phase transition the energies of the involved phases compete.
In many cases two phases compete, but there are as well occasions where more
than two phases are involved. A prominent example is the triple point of water
where all three phases coexist under thermodynamic equilibrium conditions
(see figure 2.1). Already in 1878, Gibbs found a general relationship between
the number of coexisting phases P , the number of thermodynamical degrees
of freedom F, and the number of components C the thermodynamical system
consists of. The so-called Gibbs-phase rule is formulated as
P +F = C + 2. (2.1)
In case of the triple point of water, which is a one-component substance (C=1),
there are three coexisting phases (P=3) and no degrees of freedom (F=0) because
the phases meet at a (zero-dimensional) point. A phase transition is not necessarily
Figure 2.1: Phase diagram of water
with the triple point (A), the crit-
ical point (C), the sublimation
line (D), the vaporization line be-
tween (A) and (C), and the melt-
ing line (B).
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associated with a change of the state of matter, although the contrary is widely
assumed . In fact, several transitions exist within the solid state, for example the
martensitic transition, which will be analyzed in the present work.
For an exact microscopic description of phase transitions it would be necessary
to consider all degrees of freedom of the physical system. Within the framework of
statistical mechanics this can be realized by evaluating the canonical distribution
exp(−H/kBT ), where kB is the Boltzmann constant and H the Hamiltonian of the
system [39]. Microscopic degrees of freedom and macroscopic thermodynamic
quantities are connected by a sum over all microscopic states, which is called the
partition function
Z = tr(e−H/kBT). (2.2)
The free energy can be obtained from the partition function by F = −kBT lnZ
[39]. However, from an experimental point of view it is impossible to measure
all degrees of freedom of a thermodynamical system; the involved degrees of
freedom need to be reduced. A very successful approach related to this issue was
introduced by Landau in 1937 (detailed description in section 2.1). He described
phase transitions using a macroscopic observable, which represents the order
parameter. In equilibrium conditions (thereby ignoring for a moment surface
energies, which are discussed below in see section 2.2) the phase of the system
is determined by the minimization of the free energy (figure 2.2), which can
be expressed as a Taylor series of the order parameter. The order parameter is
defined as having a zero value in one phase and a non-zero value in the other
phase. The behavior of the order parameter at the phase transition determines
whether the transition is called continuous or discontinuous. Examples of the
order parameter are the density difference ρ − ρgas at the solid-gas transition and
the magnetization M at the ferromagnetic transition. For other transitions, such
as the martensitic ferroelastic phase transition, the identification of an order
parameter turns out to be more complicated. In case of a magnetic shape memory
alloy the order parameter is the strain, which is coupled to the magnetic order
parameter [171].
2.1 Landau theory
In the description of thermodynamical systems and, in particular phase transi-
tions, the Gibbs free energy G (respectively the free energy F) is a central physical
quantity. The status of the system is defined by its attempt to minimize the free
energy.
In the year 1937 Lev Davidovich Landau introduced the concept of a macro-
scopic order parameter η to describe phase transitions. The so-called Landau
theory uses a mean field approach by condensing all microscopic degrees of

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Figure 2.2: Representation of the free energies of two phases in the vicinity of the phase
transition. At the thermodynamic equilibrium temperature T0 both phases have the
same free energy. At a lower temperature, the low temperature phase is energetically
favored whereas at a higher temperature the high temperature phase is favored. The
temperature is only one example of a possible control parameter.
freedom of a thermodynamical system into the macroscopic observable η. The
order parameter is defined in a way that its mean value
η(T ≥ Tc) = 0 (2.3)
vanishes at the transition temperature Tc and above. The experimental observation
that the order parameter continuously tends towards zero while approaching the
transition temperature (T < Tc), leads to the idea of expanding the free energy
G as a function of the order parameter in the vicinity of the phase transition.1
For the expansion of G two conditions have to be assumed: First, the free energy
needs to be analytic and second, the symmetry of the expanded energy and its
Hamiltonian needs to be identical. The expanded energy is
G(T ,h,η) = G0(T ) + a(T − Tc)η2 + bη4 − hη a,b ≥ 0, (2.4)
where T is the temperature, Tc the transition temperature, a and b positive
constants, and h an external parameter. The order parameter η directly couples
to the parameter h. In case of ferromagnetic materials the order parameter η
represents the magnetization (η =M) and the parameter h represents the magnetic
1According to the continuous behavior of the free energy as a function of the order parameter,
the transition is called continuous phase transition.

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Abbildung 2.2.: Schematische Darstellung der freien Energie F als Funktion eines Ord-
nungsparameters φ für verschiedene Temperaturwerte bei (links) einem kontinuierlichen
und (rechts) einem diskontinuierlichen Phasenübergang. Je nach Temperatur wird die
freie Energie durch eine bestimmte Wahl des Ordnungsparameters minimiert (adaptiert
nach [39]).
Minima bei η = ±η0(T ) auf, sowie ein lokales Minimum bei T = 0. Unterhalb von T0
gibt es nur noch zwei globale Minima, das lokale Minimum bei T = 0 ist dann ein lokales
Maximum. Bis T = Tc wird die freie Energie also durch die Wahl η = 0 minimiert,
darunter liegt der minimale Wert von F (η) bei ±η0(T ) 6= 0. Insbesondere springt η
beim Überqueren von Tc von 0 auf einen Wert 6= 0, wie es einem diskontinuierlichen
Phasenübergang entspricht.
Im Rahmen der Landautheorie lassen sich Phasenübergänge qualitativ beschreiben.
Sie liefert sogar die prinzipielle Temperaturabhängigkeit verschiedener Observablen am
Phasenübergang in Form von Potenzgesetzen, die numerischen Werte der Exponenten
sind dabei aber in der Regel falsch.
Ein tieferes Verständnis der kritischen Phänomene ermöglicht die Renormierungs-
gruppentheorie. Im Gegensatz zur Landautheorie berücksichtigt sie Fluktuationen des
Ordnungsparameters, die gerade im Bereich des kritischen Punktes von Relevanz sind.
Die Exponenten die sich aus der Renormierungsgruppentheorie ergeben, stimmen i. A.
mit experimentellen Ergebnissen übereinstimmen.
Kritische Exponenten sind universell, d.h. sie sind für fast alle thermodynamischen
Systeme gleich und hängen nur von Parametern wie der Dimension ab. Diese Uni-
versalität kann mit der Renormierungsgruppentheorie begründet werden. Weiterhin
sind die kritischen Exponenten nicht unabhängig, sondern werden über verschiedene
Gleichungen, die Skalengesetze, miteinander in Verbindung gebracht. Die Skalengesetze
folgen aus der sogenannten Skalierungshypothese, die sich wiederum mit Hilfe der
Renormierungsgruppentheorie begründen lässt.
η
η
G(η)
G(η)
Figure 2.3: Representation of the free energy G calculated within a Landau theory as a
function of the order parameter η at selected temperatures. (Left for a continuous,
right for a disconti uous phase transition.) Note the different local and global ene gy
minima for both tran itions at the relevant temperatures, which reveal the continuous
respectively the discontinuous character of the transitions (adapted from [78] and
[172]).
field (h = H). Under thermodynamic equilibrium conditions with h = 0, only
the second term can change its sign as a function of the temperature. In figure
2.3 (left) it can be seen that the low temperature phase (T < Tc) reveals energetic
minima at ±η , 0 and a maximum at η = 0, whereas the high temp rature phase
(T > Tc) has no maximum but a global minimum at η = 0. For a quantitativ
evaluation of the energy minima the expanded energy is derived with respect to
the order parameter
∂G
∂η
!= 0
⇔ 2a(T − Tc)η + 4uη3 = 0.
(2.5)
Solutions are
η =
{
0 ∀T max. for T < Tc, min. for T ≥ Tc
±√ a2b · (Tc − T ) T ≤ Tc min. for T < Tc. (2.6)
For temperatures lower than the trans tion temperature Tc the minimization is
achieved with a non-vanishing order parameter. The relation between η and T
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shows power law behavior η(T ) ∝ (T − Tc)β with β = 1/2 (further details on power
laws can be found in section 2.2). At the transition temperature and above, the
order parameter vanishes and remains zero. The change of the order parameter
from zero to a finite value is described as a spontaneously broken symmetry. In
case of the ferromagnetic transition, the symmetry-breaking character can be
noticed directly by the experimental observation. In the absence of an external
field the paramagnetic field (T > Tc) has no magnetization (η =M = 0). During
the transition a spontaneous magnetization M occurs, which is not related
to any externally applied magnetic field. The paramagnetic state turns into
an anisotropic ferromagnetic phase [39]. In the vicinity of continuous phase
transitions several observables can be described by power laws such as the specific
heat or the susceptibility. The exponents are called critical exponents according
to the critical phenomena at the critical point.
Landau’s approach holds as well for the description of discontinuous phase
transitions. In contrast to the expansion of continuous transitions a sixth order
term is included in case of a symmetric free energy.
G(T ,h,η) = G0(T ) + a(T − T0)η2 − bη4 + cη6 − hη a,b,c ≥ 0, (2.7)
where T is the temperature, T0 a formal temperature related to the transition
temperature, a, b, and c are positive constants, and h is an external parameter
which couples to η. In case of a martensitic transition, the order parameter η
represents the internal strain, h can be for example external stress. Because of
the alternating signs of the involved terms, the shape of the free energy is more
complex, and more cases have to be distinguished than for continuous transitions
(see figure 2.3 left and right). At high temperatures above T0 +
u2
3ac =: T1, the energy
has a global minimum at η = 0. For lower temperatures T0 +
u2
4ac =: Tc < T < T1,
the global minimum remains at η = 0, but two symmetric local minima appear at
η = ±η0(T ) , 0. While temperature further decreases, three energetic equivalent
minima form at η = 0 (as before) and η = ±η0(T ) , 0, both depending on the
temperature. At the critical temperature T = Tc three equivalent minima exist at
η = 0 and η = ±η0(T ) , 0. Passing the critical temperature T < Tc, the extremum
at η = 0 becomes a local minimum and two energetic equivalent global minima
develop at η = ±η0(T ) , 0. For temperatures below Tc the minimum at η = 0
converts into a local maximum and the two minima at η = ±η0(T ) , 0 remain.
In summary, for temperatures T ≥ Tc the free energy G(η,T ) is minimized by a
vanishing order parameter η = 0. In case of lower temperatures, G(η,T ) has its
lowest value at η = ±η0(T ) , 0. The (discontinuous) jump of the order parameter
from η = 0 to η0 , 0 is a crucial phenomenon of discontinuous phase transitions,
which is contrasted by the continuous variation in the continuous transition.
Both characteristic features are consistently shown by the Landau theory. In
case of the martensitic transition the symmetry-breaking character is directly
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visible in the formation of martensitic variants of lower symmetry, which as
a consequence lowers the lattice symmetry. Furthermore, the Landau theory
correctly describes qualitative aspects of the behavior of the order parameter in
martensitic transitions: Internal strains can be measured at low temperatures in
the martensitic phase which disappear at the phase transition. The resulting high
temperature austenitic phase is strain-free.
The Landau theory provides both a qualitatively good understanding of phase
transitions and mathematical relations, such as the power law behavior of order
parameters as a function of the temperature with an exponent of β = 1/2. How-
ever, the numerical values of the Landau exponents do usually not agree with
experimental results.2
A limitation of the Landau theory is the absence of (thermal) fluctuations of
the order parameter, which are of particular importance for continuous phase
transitions. At the critical point, fluctuations of all length scales occur. A well
known example is the critical opalescence. At its critical point water is not trans-
parent for visible light. The light is scattered by the steam bubbles of all length
scales. The unlimited growth (and collapse) of structures at the critical point is a
consequence of the equality of all characteristics of both phases. In other words,
there is no difference between both phases; they have become one. In the case of
critical opalescence it is visible to the naked eye that no stable interfaces exist
between water and steam. Both, the interfacial energy and the volume energy
exactly compensate each other. In the absence of all restoring forces the only
active driving forces are thermal fluctuations. Very small energy fluctuations
can either lead to an infinite growth or to a collapse of developed mixed-state
structures.
Large values or even singularities of the order parameter are not included
in the Landau approach, which assumes small order parameters for an ana-
lytic expansion. Another succeeding approach of interest in this context is the
Ginzburg-Landau theory, including spatial variations. The Renormalization Group
Theory, which was introduced by K. Wilson in the 1970’s and rewarded the Nobel
prize in 1982, provides better numerical values of the critical exponents [202–204].
The core idea of the renormalization group is to analyze the behavior of evolution
laws of a system under rescaling to longer scales. In this approach, all system
spaces for possible evolution laws undergo a mapping during coarse-graining. A
fixed point in the system that remains stable under rescaling is mapped into itself
and reveals self-similarity. All systems attracted under coarse-graining by the
fixed point share the same universality class [164]. The concept of scale-invariance
2Systems with long-range interactions show Landau-like behavior, because the Landau theory is
based on integrated degrees of freedom. Examples are ferroelastic and ferroelectric transitions.
The ferromagnetic transition is a counterexample.
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(see section 2.2), which is closely connected to the idea of self-similarity, plays an
important role in this approach.
2.2 Power laws in phase transitions
Discontinuous phase transitions occur with an exchange of latent heat. Examples
among many others are the solid-liquid transition of water and the martensitic
phase transition. The involved latent heat and the entropy of the system ∆S (first
derivative of the Gibbs free energy G) show a discontinuity at the phase transition
- the reason why the transition is called discontinuous. Both quantities are related
via L = T∆S with T being the temperature. The combination of the discontinuous
state function (here enthalpy) with an as well discontinuous order parameter
(here volume) leads to the Clausius-Clapeyron-law describing the coexistence
lines in phase diagrams
dp
dT
=
SB − SA
VB −VA =
L
T∆V . (2.8)
In the nucleation process of discontinuous transitions surface effects play an
important role. Two energy terms have to be compared: the surface energy
needed and the volume energy gained by the difference between the energies
of the old and the new phase (see figure 2.2 and 2.4). Because of the different
exponents involved, it is obvious that the critical nucleus radius rc has to be
overcome in order to convert the nucleation into growth of the new phase. The
nucleation process can proceed in two ways: homogeneously or heterogeneously.
In the homogeneous conditions the whole surface energy has be to gained from
the volume term. This leads to a high energy barrier and to the formation of
metastable states. For a successful nucleation a large undercooling or long waiting
times are necessary. In case of heterogenous nucleations the energy barriers are
reduced by the existence of small particles working as crystallization nuclei. The
particles provide surfaces which are used as a starting interface for the new phase.
Heterogeneous nucleation reduces the required undercooling (see figure 2.4).
In contrast to discontinuous transitions continuous phase transitions occur
without latent heat. The first derivative does not show any discontinuity whereas
the second derivative shows a singularity. In figure 2.5, both transition types
are schematically compared. Continuous phase transitions occur for example
between the liquid and the gas state (see figure 2.1), between the ferromagnetic
phase and the paramagnetic phase, and between the ordered and the disordered
phase in alloys. In the vicinity of the critical point the involved phases differ only
infinitesimally; their physical properties are basically the same. The vanishing
difference between the phases can be seen in figure 2.6, where the normalized
density difference of several substances are displayed against the normalized
temperature. Because of the almost absent interfacial energies, both phases
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Fig. 7: T–ρ phase diagram of a fluid. The arrows indicate quenches into
metastable and unstable states within the coexistence region.
metastability manifests itself in the form of an overheated liquid and of an undercooled (su-
persaturated) vapor. The corresponding regions of metastabilility are indicated schematically
in the temperature-density phase diagram of Fig. 7. The life times of such metastable states
may range from very short to long times, depending on the type of system. Due to the effect
of critical slowing down, life times can be increased if the temperature T . Tc is close to a
critical point.
The process of phase separation, i. e., the evolution in time from a homogeneous initial
state towards the inhomogeneous equilibrium state with two coexisting phases, can be initiated
by abruptly cooling a fluid from a homogeneous vapor state at fixed density ρinitial (i. e., in a
sealed container) down into the two-phase region of the phase diagram of Fig. 7. Two cases
must be distinguished.
(i) If the quenched state is close to the boundary of the single-phase regions, e. g., in the
metastable region near ρcoexvapor, a spontaneous formation of droplets of various sizes occurs
via nucleation. The droplet size may grow or shrink depending on the radius of the
droplet. Beyond a critical radius the droplet size grows and domains of liquid with the
equilibrium density ρcoexliquid will occupy a fraction of the container.
(ii) If the quenched state is put further within the coexistence region, e. g., at the critical
density ρc, the state is unstable with regard to spontaneous long-wavelength fluctuations.
Thus spatial density fluctuations even with very small amplitudes grow towards a sepa-
ration of two macroscopic phases with different equilibrium densities ρcoexvapor and ρcoexliquid.
The latter process is called spinodal decomposition.
In Fig. 7 the dashed line indicates the so-called “spinodal curve” which, within approximate
classical theories, plays the role of a boundary between metastable and unstable regions. This
boundary, however, is not sharp (except for systems with long-range interactions), there is
only a gradual transition between the processes of nucleation and spinodal decomposition in
the region around the spinodal curve. Similar processes occur in the phase separation of a
Figure 2.4: Nucleation energy barrier as a result of competing interfacial and volume
energies (left). A generic radius dependence is supposed, G ∝ r2 for the interfacial
term (blue line) and G ∝ r3 for the volume term (red line). The resulting nucleati n
barrier (black line) has its maximum at the critical radius rc, which has to be overcome
for a successful nucleation. On the right hand side is shown the non-equilibrium
temperature-density phase diagram of a fluid. The area of coexistence is divided
into an unstable and a metastable region between the phase boundary curve and
the (dotted) spinodal curve. By quenching outside the critical point the system
crosses a metastable state of undercooling and reaches the (unstable) area of spinodal
decomposition, which is the separation of two macroscopic phases inside the coexisti g
region.
can fluctuate and form nuclei in the other phase. The fluctuation size can
be characterized by the correlation length ξ. Exactly at the critical point all
differences vanish completely; the former differing phases can no longer be
differentiated and the correlation length reaches all scales which are in agreement
with the boundary conditions of the system.3 Thi phenomenon is call d cri ical
behavior and the involved fluctuating quantities can be described by po er laws.
In their asymptotic form power laws can be written as f (x) = c · xα, where c is a
constant (see as well equations 2.18 and 2.19).
Power laws are scale invariant. This mathematical feature characterizes a
function whose shape remains unchanged under a rescaling (x is projected on
n · x). The mathematical relation showing the scale-free behavior of power laws
f (x) = c · xα→ f (n · x) = c · (n · x)α = c ·nα︸ ︷︷ ︸
c′
·xα = c′ · f (x) (2.9)
3At the critical point the differentiation between homo- and heterogenous nucleations becomes
meaningless and undercooling is impossible (see figure 2.4).
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Figure 2.5: Comparison of the discontinuous (left) and the continuous (right) phase
transition. The figure shows the behavior of the free energy and its first and second
derivative as a function of the temperature.
is illustrated by figure 2.7, where exponential functions are added to illustrate
the unique feature of power laws. The inset shows a power law on a log-log scale.
On a log-log scale all power laws have a linear shape and the numerical value of
its slope is equivalent to the critical exponent
f (x) = c · xα→ logf (x) = logc+α · logx︸              ︷︷              ︸
linear equation
. (2.10)
Scale invariance is closely related to the concept of self-similarity, a typical
property of fractals. In self-similar objects no length scales exist which can be
used to identify the scale of the object.
For the derivation of power laws in physical systems their thermodynamical
potentials are an appropriate starting point. The Gibbs free Energy G of a
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Figure 2.6: Temperature-density phase diagram of several fluids including a discontinu-
ous (blue isotherms with short bars) and a continuous phase transition (red isotherm
with long bars) at and below the critical point. After normalizing the data of all
substances to their critical values all curves collapse on an universal curve. The fitted
line represents a power law (ρ − ρc) ∝ (T − Tc)β with T ≤ Tc and a critical exponent β =
1/3 (adapted from [53]).
magnetic system can be expressed by
G =U −MH − T S (2.11)
where U is the internal energy, M the magnetization, H the magnetic field, T the
temperature and S the entropy [87]. The total derivative of the Gibbs free energy
G is
dG = dU −HdM −MdH − SdT−TdS. (2.12)
With the internal energy
dU = TdS + HdM (2.13)
one gets
dG = −MdH − SdT. (2.14)
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Figure 2.7: A power law f (x) = xα is form-invariant under a linear rescaling of x. Graphi-
cally, this can be understood by comparing the two scaled functions f (x) = xα and
f (n · x) = (n · x)α normalized by their maxima max(f (x)) and max(f (n · x)), respectively.
By contrast, exponential functions cannot be normalized in a way that they scale after
a rescaling of x.
In the vicinity of the Curie temperature (ferromagnetic→ paramagnetic phase
transition) the quantities magnetization M and susceptibility χ show among
others power law behavior. By a partial derivative of the Gibbs energy with
respect to the field H one gets the magnetization M
− ∂G
∂H
=M ∝ (Tc − T )β |B=0,T≤Tc . (2.15)
The susceptibility can be derived by
∂M
∂H
= χ ∝ |(T − Tc)|−γ |H=0. (2.16)
The occurring exponents β and γ are called critical exponents as they can only
be observed in the vicinity of the critical temperature Tc where continuous
transitions take place. To discuss critical exponents it is useful to define the
reduced temperature as
t =
T − Tc
Tc
. (2.17)
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The critical exponent λ is defined as
λ = lim
t→0
ln |f (t)|
ln |t| (2.18)
where f(t) is a general thermodynamical function which can described in terms of
the reduced temperature
f (t) = a |t|λ (1 + btν + ...). (2.19)
For small t (in the vicinity of the critical point) the equation simplifies to
f (t) = a |t|λ . (2.20)
Critical exponents are very powerful in describing physical systems because
they condense approximately 1023 degrees of freedom and describe the behavior
of physical response functions (e. g. specific heat and susceptibility) or the
distribution of characteristic features (e. g. correlation length) by only one
numerical value.
2.3 Universality and self-organized criticality
The critical exponent is an observable, which can experimentally be derived.
The comparison of critical exponents of different response functions reveals a
surprising result. Even for systems that are in many aspects quite different, the
numerical values of the critical exponents can be identical. This observation led to
the universality hypothesis which was published in 1970 by R. B. Griffiths [52]. In
his approach many critical exponents are universal, i. e. many thermodynamical
systems can be described by the same exponent. Instead of showing a dependence
on microscopic details, the only three relevant factors are:
1. the dimension d of the system,
2. the particle interaction range L,
3. the spin dimension n.
In this approach the interaction range can be described by
L(d,x) = r−(d+2+x), (2.21)
where x is a parameter which distinguishes between short-, middle-, and long-
range interactions. A positive x leads to a short-range interaction. In this case
of diverging correlation lengths ξ, details of the interaction are irrelevant and
critical behavior is realized. The occurring exponents are universal. For a x <
d/2−2 < 0, the interaction is classified to be long-range and the Landau theory can
be applied (see section 2.1). The case of d/2−2 < x < 0 is more complicated because
the exponents can depend on x. Here universality is not guaranteed [116].
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The spin dimension n numbers the relevant components of the spin vector Si .
In case of the Ising model of magnetization the Hamiltonian has the following
form
H = −
∑
i,j
Ji,jSiSj , (2.22)
where Ji,j is the strength of the interaction between the spins Si and Sj . The
interaction is called ferromagnetic for a positive interaction (Ji,j > 0) and antifer-
romagnetic for a negative interaction (Ji,j < 0). In the case of (Ji,j = 0) the spins
do not interact. Depending on the used model, the spin dimension can have
different values. In the Ising model the spin has only one component (n = 1).
The XY model has a two-dimensional spin vector (n = 2) and the Heisenberg
model has a three-dimensional spin vector (n = 3). It is worth mentioning that
the measured critical exponents of real systems can deviate from calculated
exponents and that, depending on the model, the calculated exponents can vary
for the same analyzed system. The universality hypothesis has been proven
several times by experimentalists and theorists (e. g. [19, 32, 58, 164, 189]) and,
after the introduction of the renormalization group theory in the 1970’s by K.
Wilson, it is commonly accepted [202–204] (see section 2.1).
To reach critical behavior all parameters of a system must be located in the
vicinity of the critical point. Because of a high dimensional parameter space
and several decades of possible values, meeting the critical point is quite a rare
situation. Nevertheless, it can be accomplished in two ways: either the system
is tuned actively to the critical point (such as in the experiment of the critical
opalescence) or the system tunes itself to the critical point. The latter case is
described by the concept of self-organized criticality (SOC), which was for the
first time coherently introduced by Bak, Wang, and Wiesenfeld in 1987 [9, 10].
In the SOC concept a system tunes itself into a non-equilibrium state which is
inherently critical. The critical state is an attractor for the dynamics of the system.
Besides some boundary conditions (see below), the system does not need any
external fine tuning, which supports the idea of self organization. The aspect of
criticality refers to the dynamics of self-organized systems, which show a close
connection to critical phenomena, such as avalanche dynamics (see section 3.2.1),
fractal behavior, and power laws (see section 2.2).
The systems exhibiting SOC behavior only need to meet a few requirements:
slowly driven dynamics and large dimensions, with a high number of degrees
of freedom, which are highly coupled and cannot be reduced or decoupled.
Due to the strong coupling, perturbations can propagate through the system,
which is another parallel to critical phenomena where fluctuations can spread
throughout the whole system. The system dynamics has no smooth character
while responding to the continuous driving force in a series of discrete avalanches
spanning over a broad range of scales, which again is as well characteristic for
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critical phenomena (see section 3.2.1). In both cases the distributions of the
individual events can be described by power laws, which imply the existence of
self-similarity. Power laws are found in different observables such as the energy
or the duration of the events, the waiting time between the events, or the space
involved in the avalanche events.
A visualization of the concept of SOC is given by the sandpile model, which has
been introduced by Bak, Wang, and Wiesenfeld [9]. In the described gedankenex-
periment single sand grains are dropped at different positions on a horizontal
area. After dropping a certain amount of sand grains a sandpile builds up. The
grains accumulate as long as the local slope is lower than the critical slope and
the system has not reached its stability limit yet. By adding additional grains
critical areas of the system become supercritical (i. e. unstable) and avalanches
are released. After the propagation of an avalanche the system locally falls below
the critical limit and the process starts again. This simple procedure creates a
system that tunes itself constantly towards criticality.
Mathematically this system is realized via cellular automata, consisting of a grid
of n cells. Each cell has a finite number of states m. The time evolves by discrete
(dimensionless) steps δt:=1. The state of one cell is coupled to a finite number of
other cells at the time t - 1 (in many cases it is a nearest-neighbor-interaction). Bak
et al. have performed numerical simulations with one, two, and three-dimensional
grids. A two-dimensional grid is exemplarily presented in the following. Every
cell (i, j) has a value z(i, j), which can be e. g. the number of sand grains in this
cell. In every time step a grain is added to a specific randomly chosen cell (i, j).
Until a critical number of grains zc is reached the variable z increases one by one
z(i, j)→ z(i, j)+1. At the moment the lattice site becomes overcritical four grains
are passed to other cells, one to each nearest neighbor
z(i, j)→ z(i, j)− 4
z(i ± 1, j)→ z(i ± 1, j) + 1
z(i, j ± 1)→ z(i, j ± 1) + 1 .
(2.23)
If at least one of the nearest neighbors itself is at the stability limit zc the process
continues. If the total number of activated cells per time step is greater than
or equal to one, a chain-reaction starts. This simple model is a prototypical
example of the occurrence of avalanche dynamics. In the majority of cases the
dropped grains lead to a linear increase of the cell variable z. The response of the
system changes dramatically when at one grid the critical value is reached and
the cascaded hopping from one cell to the other results in avalanche propagation
through the system. It is worth mentioning that the size of each avalanche,
which is defined as the number of coherently involved cells, is variable and that
small avalanches are more probable to develop than large ones. The occurring
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avalanche cluster-size distributions follow a power law whose critical exponent
solely depends on the dimension of the grid.
The question whether such a concept can be applied to the physics of real sys-
tems leads to the question in what way the numerical system responds to a change
of its boundary conditions and to perturbations. Two different boundary condi-
tions have been tested: first, that grains can leave the system (open boundaries)
and second, that grains cannot leave the system (closed boundaries). Furthermore,
disorder has been introduced into the system by excluding randomly chosen cells
from the dynamics (for further remarks on the role of disorder see section 2.23).
In all three cases the dynamics seems to be robust and the exponent remains
identical.
The estimation of the exponents r that characterize the cluster-size distributions
D(s) ∝ s−r revealed the following results: in case of two dimensions r2D=1.0 and in
case of three dimensions r3D=1.37 [10]. The power laws span over three decades
(100 - 103), which coincides with the number of cells used in the simulation
(50 x 50 = 2500 in two and 20 x 20 x 20 = 8000 in three dimensions). Inspired
by the predictions of the simulation of Bak et al. several groups conducted real
experiments with sand grains [62] and different types of rice [45]. In general,
the experiments have shown ambiguous results. However, in the case of the rice
experiment a power law over 1.5 decades in energy has been found [45].
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memory alloys
The following chapter introduces the martensitic transition, discusses several
associated phenomena and effects, and presents the material classes analyzed
in this work. Section 3.1 starts with the classification of (martensitic) phase
transitions regarding symmetry aspects, growth characteristics, and energetic
considerations. The subsequent section 3.2 characterizes the martensitic transi-
tion first addressing its most fundamental features and afterwards addressing
its dynamics, pretransitional phenomena, and the interplay of magnetic and
structural degrees of freedom. Section 3.3 introduces effects associated with
the martensitic transition such as the shape memory effect, superelasticity, and
(giant) magnetic-field-induced strain. Section 3.4 sheds light on the origin of
acoustic emission (AE) during the martensitic transition and proceeds with the
propagation of ultrasonics in solids. In section 3.5 this chapter closes with an
overview of the material classes analyzed in this work.
3.1 Classification of phase transitions
The samples analyzed in this work belong to the group of (multi-) ferroics. Aizu
defines a ferroic crystal by the existence of two or more orientation states in the
absence of an external field which can be shifted from one state to another by the
application of one or more fields [3]. The four different types of ferroic order are:
1. ferromagnetism with a spontaneous magnetization; 2. ferroelectricity with
a spontaneous polarization; 3. ferroelasticity with a spontaneous strain and 4.
ferrotoroidicity with an ordered arrangement of magnetic vortices [185].1 The
common prefix ferro is borrowed from the word ferromagnetism, whose domain
structure was proposed for the first time by Weiss in 1907 [200]. Ferroics can be
distinguished by their symmetry characteristics under space and time inversion
((x, y, z)→ (-x, -y, -z), respectively t→ -t), as visualized in figure 3.1. It is worth
mentioning that each ferroic order belongs to one of the four parity groups (e. g.
ferroelasticity is invariant under space and time inversion). Materials combining
1Ferrotoroidicity is added subsequently to the group of multiferroic phases and was first observed
by Van Aken et al. in 2007 [185]. It is under current debate if it should be added to the group
of multiferroics (e. g. [185]).
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Observation of ferrotoroidic domains
Bas B. Van Aken1,2, Jean-Pierre Rivera3, Hans Schmid3 & Manfred Fiebig1,2
Domains are of unparalleled technological importance as they are
used for information storage and for electronic, magnetic and
optical switches. They are an essential property of any ferroic
material. Three forms of ferroic order are widely known: ferro-
magnetism, a spontaneousmagnetization; ferroelectricity, a spon-
taneous polarization; and ferroelasticity, a spontaneous strain. It
is currently debated whether to include an ordered arrangement
of magnetic vortices as a fourth form of ferroic order, termed
ferrotoroidicity. Although there are reasons to expect this form
of order from the point of view of thermodynamics1, a crucial
hallmark of the ferroic state—that is, ferrotoroidic domains—
has not hitherto been observed. Here ferrotoroidic domains are
spatially resolved by optical second harmonic generation in
LiCoPO4, where they coexist with independent antiferromagnetic
domains. Their space- and time-asymmetric nature relates ferro-
toroidics to multiferroics with magnetoelectric phase control2–5
and to other systems in which space and time asymmetry leads
to possibilities for future applications.
A toroidic moment is generated by a vortex of magnetic moments,
such as atomic spins or orbital currents6. Another example—a ring-
shaped torus with an even number of current windings—is shown in
Fig. 1a. It has been noted6 that the toroidic moment is asymmetric
under the reversal of time and under the reversal of space, a concept
introduced in ref. 7. Suggestions to consider the spontaneous align-
ment of toroidic moments as a source for a fourth, space- and time-
asymmetric formof ferroic order were originallymade in refs 1, 8 and
9, and were discussed again recently10,11. In ferrotoroidic (FTO)
materials, it is possible6 to induce a magnetization M by an electric
field E M~a^Eð Þ and a polarization P by amagnetic fieldH P~a^Hð Þ,
see Fig. 1b. This property (which is termed magnetoelectric effect2,3
and expressed by the tensor a^) explains some of the current interest in
toroidic materials, because manipulation of magnetization by means
other than magnetic fields has become an important technological
challenge.
Any physical system can be characterized by its behaviour under a
reversal of space and time. These so-called parity operations possess
only two eigenvalues, 21 and 11, which correspond to a change of
sign or no change of sign, respectively, when the parity operation is
applied. Figure 2 shows the behaviour of all forms of ferroic order
under space and time reversal. It is apparent that each of the four
parity-group representations corresponds to a ferroic order7,12, but
only if ferrotoroidicity as ferroic order violating both space- and
time-reversal symmetry is included. Space and time asymmetry
relates FTO materials to (anti-)ferromagnetic ferroelectrics, called
multiferroics. Multiferroics are space- and time-asymmetric because
of the coexistence of two order parameters—one violating space-
reversal symmetry and one violating time-reversal symmetry. They
exhibit pronounced magnetoelectric correlations13–15, and their sym-
metry relationship to the FTO order is another reason for the current
interest in toroidic materials.
Attempts to demonstrate the presence of an FTO state as a fourth
form of ferroic order were made by resonant X-ray diffraction16. It
was further shown that ferrotoroidicity leads to an imbalance aij? aji
and to divergence of the magnetoelectric tensor components that is
directly related to the presence of an FTO order parameter9,17–19.
However, an essential property of any ferroic state—the existence
of domains as regions with different and modifiable orientation of
the corresponding order parameter—has not been demonstrated yet.
Because of the vortex nature of ferrotoroidicity, it is intrinsically
linked to antiferromagnetism. (Similarly, many ferroelectrics are also
ferroelastic.) To give a criterion to distinguish between the FTO state
and the antiferromagnetic (AFM) state, we note that the former
should display features that go beyond antiferromagnetism and lead
to domains that are independent of the AFM domains. This can be
the case in LiCoPO4. It has the olivine crystal structure with mmm
symmetry in the paramagnetic state. The Co21 ions are located at
positions like (1/41 e, 1/4, 2d), where e and d are small displace-
ments allowed by the mmm symmetry20,21 (see Fig. 3). At 21.8 K, the
Co21 ions order in what was long assumed (on the basis of neutron
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Figure 1 | Toroidic moment and magnetoelectric effect. a, Torus with an
even number of current windings forming a toroidic moment, T. b, The
magnetoelectric effect a^ is illustrated by the current loops being shifted by
themagnetic field (H), thus inducing an electric polarization (P). By rotating
the figure by 90u, the asymmetry (aij52aji) becomes obvious. Note that aij
corresponds to a toroidal moment Tk (i? j? k).
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Figure 2 | All forms of ferroic order under the parity operations of space
and time. For the toroidic moment, spins replace the current loops of Fig. 1.
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Figure 3.1: All forms of ferroic order and their characterization under parity operations
of space and time (adapted from [185]).
two ferroic pro erties are called multiferroics. Because of the coexistence of
two order parameters multiferroics are both time- and space-asymmetric. As a
consequence, one order parameter violates time or space symmetry.
A large amount of different phase transitions can be observed in solid-state
physics. They can be classified in several ways according to different criteria,
which usually depend on the emphasis of the analysis. In this work the focus
lies on ferroelastic transitions, and in the case of Ni2MnGa, on a combination
of ferroelastic and ferromagnetic transitions. As both transitions fit into the
framework of ferroics (see figure 3.1), a classification regarding their point
group symmetry is useful (see figure 3.2). The analysis of the transformation
kinetics via rate-dependent experiments is a main component of this work.
The classification given in figure 3.3 points at kinetics aspects of the transition
by distinguishing between thermally activated and athermal nucleation and
grows. The evaluation of associated energies and driving forces is particularly
helpful in the analysis of phase transitions (see figure 3.4). These classifications
lead to the differentiation between martensitic transitions of strong and weakly
discontinuous character. For particular alloys this classification is still under
debate (e. g. [65–67, 112, 138, 143]). The introduced classifications can partly
overlap but do not compete, because they describe the same subject from different
perspectives.
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ferroic transistions
change of the point group symmetry
ferro-distortive transitions antiferro-distortive transitions
translational symmetry preserved translational symmetry not preserved
critical k-vector from irreducible
representations of point groups
k = 0
(non-modulated ferroic phase)
critical k-vector from irreducible
representations of point groups
k ≠ 0
(modulation within first Brillouin zone)
Figure 3.2: Classification of solid-solid phase transitions by their symmetry characteris-
tics [80, 178] (and adapted from [75]).
All ferroic transitions occur in association with a change of the point group
symmetry. They can be classified in ferro-distortive and antiferro-distortive tran-
sitions (see figure 3.2). In the case of ferro-distortive transitions the translational
symmetry of the high symmetry phase (commonly the high temperature phase) is
preserved, whereas this is not the case for antiferro-distortive transitions. The
modulation of the broken symmetry can be described by a critical vector ~k from
the irreducible representations of point groups. A non-modulated phase with a
homogenous deformation of the unit cell can be described by ~k = ~0. By contrast,
the modulated phase is described by ~k , ~0 with a modulation length of λ = 2pi/
∣∣∣~k∣∣∣.
Normally, this leads to a considerable increase of the unit cell length Lmodulated
because of λ >> Lnon−modulated. The martensitic transition can either occur with
(e. g. Ni-Al) or without modulation (e. g. Au-Cd, Fe-Pd).
The classification of phase transitions with respect to their dynamics in terms
of nucleation and growth starts with the differentiation between homogeneous
and heterogeneous nucleation, as described in section 2.2. Martensitic transi-
tions exhibit heterogeneous nucleations, which represent the initial point of the
classification in figure 3.3. The phase transitions can either occur athermally
or thermally activated (isothermal) (see as well [153, 176] and section 3.2.1).
Usually, martensitic transitions in shape memory alloys are classified as athermal;
however, recent experiments have shown (partly) isothermal dynamics in some
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heterogeneous transition
thermally activated growth
limitations at given temperature gradient:
heat transport
examples: melting and solidification
thermally activated growth
limitations at given temperature gradient:
transport of individual atoms
athermal growth
limitations at given temperature gradient:
mobility of the habit plane
short-range transport
examples: recrystallization and 
order-disorder changes  
long-range transport
examples: precipitates
Figure 3.3: Classification of heterogeneous solid-solid phase transitions with regard to
their predominant growth processes. The characteristics marked in red are typical
for martensitic transitions (adapted from [27] and [75]). Some numerical values
of characteristic properties of typical classical martensitic transitions and of shape
memory alloys can be found in table 3.1.
cases (see section 3.5 for sample description and section 7.2 for results of this
work). In the classical athermal case the growth process is limited by the mobility
of the habit plane (see section 3.4.1), which separates the parent and the product
phase and, under ideal circumstances, can be as fast as the speed of sound. In
case of thermally activated growth the heat transport is the limiting factor. The
martensitic transition occurs diffusionless as it is manifested by the definition
of the martensitic transition and as indicated in the figure. The diffusionless
character enables the orientation relationship between the parent and the product
phase and is therefore vital for the shape memory effect.
Another reasonable classification scheme has been introduced by Cohen, Olson,
and Clapp in 1979, which is based on the involved energies. It is depicted in
a simplified form in figure 3.4 [30]. The amount of strain energy determines
whether the diffusionless transition has a shuffle or a lattice-distortive character.
The following division is based on the ratio between the dilatational and the
deviatoric component. In case of the martensitic transitions of shape memory
alloys the volume is quasi preserved [18] and deviatoric components are essential.
(Quasi-) martensitic transitions2 of shape memory alloys are characterized by a
2In the following, the martensitic transition of shape memory alloys will be discussed primarily.
The classical and the (quasi-) martensitic transition will be referred to as martensitic transition,
which is in line with the majority of solid state physics publications.
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lattice-distortive
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surface energy            vs. strain energy
dilatation dominant
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deviatoric dominant
transitions
(quasi-) martensitic
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classical martensitic
transitions
dilatational component vs. deviatoric component
driving energy             vs.           strain energy
Figure 3.4: Classification of diffusionless phase transitions in solids by energetic consid-
erations. The path marked in red is characteristic for shape memory alloys (adapted
from [30] and [75]).
small amount of strain energy of the total driving force ∆G. This is in contrast to
classical martensitic transitions of steel, which show large hystereses [30]. It is
worth mentioning that the classifications of figure 3.4 and in parts of figure 3.3 as
well do not represent a binary decision process. By contrast, real transitions are
characterized at each step of the diagram by a mixture of the depicted extremes
and the quotient of the involved energy terms can serve as a classification criterion.
3.2 Characterization of martensitic phase
transitions
In the following section the martensitic transitions of classical ferrous alloys
and in particular of shape memory alloys will be characterized. Some of the
characteristics were already referred to in section 3.1 in association with the
classification of phase transitions, others will be introduced here. Clapp gave a
striking definition of the martensitic transition in a keynote lecture at ICOMAT
1995 [29]: A martensitic transition involves a cooperative motion of a set of atoms
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cooling
heating
parent phase product phase
Figure 3.5: Formation of martensitic variants under cooling in two dimensions (left)
and three dimensions (right). The transition leaves the orientation relationship and
nearest neighbors unchanged. Nevertheless, the distortion results in a reduction of the
symmetry of the unit cell. On the left hand side is shown the distortion of the square
two-dimensional elementary cell into the two possible variants. Note that the two
occurring variants cannot be converted into each other by a rotation. On the right
hand side can be seen a three-dimensional cubic unit cell in the parent phase and
one possible variant in the product phase. In higher dimensions more variants are
available to be formed.
across an interface causing a change of shape and sound. The vivid definition contains
several characteristics regarding all involved length scales (micro-, meso-, and
macroscopic)3, including optical and acoustical experimental observations.
In contrast to critical phenomena the martensitic transition is a multi-scale
phenomenon, which involves intrinsic discrete length scales [79]. The microscopic
scales are associated with the cooperative shear- and shuffle-movement of a group
of atoms. This so-called military movement leaves nearest neighbors unchanged
and guarantees a lattice correspondence with an orientation relationship be-
tween the high symmetric high temperature phase and the low-symmetric low
temperature phase (figure 3.5).
The high and the low temperature phases coexist during the forward transition
in the temperature interval between Ms and Mf (for martensitic start respectively
finish temperature) and during the reverse transition in the interval between
As and Af (for austenitic start respectively finish temperature) (see figure 3.6).
In the case of weakly discontinuous transitions of shape memory alloys both
3The scales associated with the martensitic transition are used in the following manner: micro-
scopic length scales cover the dimensions of single atoms and of atom configurations such as
unit cells (range of nm). Macroscopic length scales include structures of (sub-) millimeters
and larger, which are typically visible to the naked eye. The mesoscopic length scale lies in
between the macro- and micro-scale with structures in the range of µm such as domains or
grains.
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Figure 3.6: Hysteretic dependence of the amount of transformed martensite as a function
of the temperature. The blue line represents the cooling and the red line the heating
process. The hystereses widths vary between 100 K in case of classical ferrous alloys
and 10 K in case of shape memory alloys (see as well table 3.1).
temperature intervals can have a width of some Kelvin and they are not centered
at the same temperature (see table 3.1). This hysteretic character can be explained
by the fact that internal strains occur during the transition. In order to minimize
the strain energy the involved mesoscopic variants display a self-accommodation
into elastic domains (with some analogies to ferromagnetic and ferroelectric
domains)[115]. The detailed self-accommodation strongly depends on the dis-
order which is related to the defect structure of the alloy. By manipulating the
defect concentration of the crystal one can stabilize or even control the transition
temperatures. This can be realized either by repeated thermal cycles through
the forward and reverse transition or by plastic deformations or by thermal
treatments such as annealing or quenching. The former leads to an optimization
of the transition path in the complex energy landscape and is called training. The
accommodation process equally involves all available variants [125] and proceeds
in order to avoid mechanical work without changes of the sample volume [18].
Although the general shape of the sample remains unchanged, the surface of the
martensitic phase shows a characteristic relief, which represents a manifestation
of the variant accommodation in the volume. The surface relief is characterized
by highly oriented wedges on mesoscopic or macroscopic scales [75]. Figure 3.7
shows a micrograph of the martensitic surface relief of a Ni63Al37 sample which
has been analyzed in this work.
During the transition a habit plane separates the coexisting phases of high
and lower symmetries. During the growth process appropriate amounts of
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Abbildung 2.5: (a) Schematische Darstellung der Ausbildung des dreidimensionalen
hochorientierten martensitischen Reliefs [19]. (b) Martensitisches Oberfla¨chenrelief ei-
ner NiAl-Legierung. Zur Entstehung des Bildes vgl. Abschnitt 6.2.3.
nehmen, die sogar mit dem bloßen Auge sichtbar ist (Abbildung 2.5). Diese
Oberfla¨chenumwandlung ermo¨glicht unterschiedliche oberfla¨chensensitive ex-
perimentelle Nachweise des Phasenu¨bergangs.
• Obwohl die ga¨ngigste Art den martensitischen Phasenu¨bergang auszulo¨sen, ei-
ne Absenkung der Temperatur ist, verla¨uft die Umwandlung selbst ohne ther-
mische Aktivierung. Dieses Verhalten wird athermisch genannt. Da sich die
Habitusebene bei einer athermischen Umwandlung innerhalb des Kristalls mit
Schallgeschwindigkeit verschiebt, la¨uft die Umwandlung quasi instantan, in-
nerhalb einiger µs ab. Die sprunghafte A¨nderung kann im Experiment zeitlich
exakt festgehalten werden (Abbildung 2.6).
• Der martensitische U¨bergang la¨uft diffusionslos und displaziv ab. Somit blei-
ben, trotz des Wechsels der Kristallstruktur, die na¨chsten Nachbarn in der
Elementarzelle erhalten. Das hat fu¨r eine austrainierte Probe zur Folge, dass
der martensitische U¨bergang quasi reversibel abla¨uft. Somit ist es mo¨glich, dass
dieselbe Probe mehrfach zykliert wird, ohne dass sich der Kristall entmischt
oder dass sich seine Eigenschaften auf andere Weise massiv a¨ndern.
2.2 Formgeda¨chtnislegierung
Die Ni63Al37 Probe geho¨rt zu den Formgeda¨chtnislegierungen. Diese zeichnen sich
dadurch aus, dass sie nach einer starken Verformung in der martensitischen Phase,
durch den austenitischen Phasenu¨bergang, in der Hochtemperaturphase wieder in
ihre urspru¨ngliche Form zuru¨ckkehren. Sie scheinen sich an ihre alte Formgebung er-
Figure 3.7: The minimization process of strain energies during the martensitic transfor-
mation leads to a spontaneous self-arrangement of strain domains resulting in a highly
oriented surface reli f.
8 2 Martensitischer Phasenu¨bergang in NixAlx−1
Abbildung 2.7: Selbstakkommodation verschiedener Varianten (V1 − V4) in der marten-
sitisc en Phase getrennt durch die Doma¨nenwa¨nde [8].
Dieser Effekt bleibt auch bei tiefen Temperaturen erhalten, weil die Bewegung der
Grenzfla¨chen keine thermische Aktivierung erfordert. Der Martensit liegt nun, ohne
eine plastische Verformung erfahren zu haben, in der martensitischen Phase in einer
neuen stabilen Gestalt vor. Beim Phasenu¨bergang zur Hochtemperaturphase geht
die Formgeda¨chtnislegierung wieder in die Ausgangsgestalt zuru¨ck, da alle Varianten
der einzelnen Doma¨nen in die eindeutige Kristallstruktur der Hochtemperaturphase
zuru¨ckkehren (Abbildung 2.8). Dass dieser U¨bergang wieder zur Ausgangsgestalt
fu¨hrt, erkla¨rt sich dadurch, dass der martensitische U¨bergang diffusionslos abla¨uft.
Demnach a¨ndern die einzelnen Atome wa¨hrend eines Formgeda¨chtniszyklus nur ih-
ren Abstand zueinander, die Orientierung zu den na¨chsten Nachbarn bleibt jedoch
erhalten.
Der Effekt der Formgeda¨chtnislegierung ist eng mit dem Pha¨nomen der Superelas-
tizita¨t verbunden, bei der sich reversible Dehnungen von bis zu 10% ergeben. Der
Ursprung dieses Effekts liegt in der selbstakkommodierenden Bildung von Varianten,
die eine maximale Dehnung ermo¨glichen.
Da beide Effekte im Wesentlichen ohne plastische Verformungen und Bildung von
Defekten ablaufen, ko¨nnen sie als quasi reversible Prozesse ha¨ufig wiederholt werden.
So reißt z.B. eine feinko¨rnige CuZnAl Probe mit einem Durchmesser von D = 30µm
unter einer Belastung von 500Mpa erst nach dem Durchlaufen von ca. 50000 Zyklen,
wohingegen sie bei einer Belastung von 600Mpa schon nach ca. 5000 Zyklen nachgibt
[11].
2.3 NixAlx−1
NixAlx−1 verfu¨gt je nach sto¨chiometrischem Verha¨ltnis u¨ber unterschiedliche Eigen-
schaften. So weist die Legierung nur im Sto¨chiometriebereich 60% ≤ x ≤ 68%
martensitisches Verhalten auf. Die Umwandlungstemperatur von der austenitischen
in die martensitische Phase (MS) ha¨ngt dabei stark von der Sto¨chiometrie ab. Ei-
ne Differenz von einem Atomprozent bewirkt ca. eine A¨nderung von 100K in der
high temperature phase
Figure 3.8: Schematic representati of elf-accommodated variants du ing he marten-
sitic tra sition s parat d by the habit pl e fro the high temperature phase. The
variant pairs V1 and V2, and V3 and V4 each share a twin boundary [54].
each variant are formed in order to satisfy the invariant plane condition, which
presupposes that the habit plane remains unchanged during the transition [73].
The high mobility of the habit plane is responsible for several characteristics of
weakly discontinuous mart sites suc as he shape m mory effect (see section
3.3.1). T e intermittent kinetics of the tra sformation can be u derstood as
jumps from one marginally stabl state to anot er metast ble sta e be ause of a
self-limitation by induced stresses and pinning processes at defects (see section
3.2.1). Figure 3.8 depicts the self-arranged variants of the product phase, the habit
plane, and the flat parent phase. The high and the low temperature phases (after
self-accommodation the of distorted variants) are mainly stress-free because each
atom is located on its energetically favored lattice site. The atoms situated at the
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Figure 3.9: Microscopic delineation of a half-transformed crystal with the martensitic
variant structure on the right (twin boundaries) and the parent phase on the left. The
atoms situated along the interfacial boundary store elastic energy due to the crystal
lattice misfit, which is indicated by small springs.
habit plane (during the transformation) show a different pattern: The interfacial
atoms belong to both crystal structures and elastic energies occur (figure 3.9).
As the habit plane moves on, changes arise in the local strain field and acoustic
emission waves are released, carrying the dissipated energy [21].
Both observation methods - the optical and the acoustical - mentioned by
Clapp can be used for sensitive non-destructive testing techniques, which are
schematically depicted in figure 3.10. The acoustic emission spectroscopy is the
principal experimental technique of this work, which will be described in detail
in section 4.1 and chapter 6.
This section closes with another definition of the martensitic transition given
by Christian, Olsen and Cohen, which is based on microscopic arguments and
includes the discontinuous character of the transition (see figure 3.11). They char-
acterize a martensitic transition as a shear-dominant, lattice-distortive, diffusionless
transformation occurring by nucleation and growth [28].
3.2.1 Transition dynamics, hysteresis, and disorder
Martensitic transitions can be characterized with regard to their nucleation and
growth dynamics. The majority of martensitic transitions is classified as athermal,
although isothermal transition kinetics can be observed, too, such as in Fe-Mn-Ga
alloys [49, 148]. Additionally, some measurements characterize alloys that have
been formerly classified as athermal, to have partly isothermal characteristics.
This seeming contradiction is well-known and Kurdjumov already stated in

3. Martensitic transitions in shape memory alloys
CRUNCH CRUNCH
cooling
laser
acoustic
emission
optical
reflectivity
measurement
Figure 3.10: The martensitic transition implies a change of shape and sound (see defini-
tion of Clapp [29]), which allows for both optical and acoustical experimental methods.
Several experimental methods (x-ray techniques, neutron scattering, AE-techniques
and optical reflection methods) are possible, from which two suitable techniques are
schematically depicted. The optical method (top) works with the reflection of a laser
beam which is scattered in a characteristic pattern by the martensitic surface relief
(e. g. [77, 90, 111]). The acoustic emission (AE) technique (bottom) used in this work
is a volume-sensitive method measuring the acoustic emission generated during the
martensitic transition (for details see section 4.1 and 6).
the late 1940’s a close relation between both kinds of dynamics, the isothermal
transition however representing the general case [153]. In more recent times, the
interest in this topic has been renewed and particularly Kakeshita et al. worked
on this issue. The group around Kakeshita stated the possibility of switching
between both transition kinetics by applying external pressure or magnetic fields
[65, 66, 68, 69]. In addition, they proposed a model explaining both the athermal
and the isothermal nature of the transition [67]. In the following there will be first
given a short overview of the classical understanding. Second, some approaches
of the last approximately 15 years will be presented explaining the new results.
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Table 3.1: Characteristics of strongly and weakly discontinuous martensitic phase transi-
tions. The given quantities are typical examples of each group [38, 75, 141, 198].
strongly discontinuous
transition
weakly discontinuous
transition
prime example classical ferrous alloys shape memory alloys
hysteresis large: O(100 K) small: O(10 K)
lattice dilatation large: O(0.1) small: O(0.01)
transition entropy large: O(1 J/K·mol) small: O(0.1 J/K·mol)
∆G for nucleation large: O(1000 J/mol) small: O(10 J/mol)
growth process self-accommodation
unclear
self-accommodation in
variants
transition front no transition with a
single front known
transition occurs with
one habit plane
phase boundary low mobility and irre-
versible character
high mobility, almost
fully reversible
kinetics athermal or isothermal,
autocatalytic transition
athermal, thermoelastic
equilibrium
diffusionless
lattice-distortive
&
shear-dominant
cooling
cooling
nucleation and growth
Figure 3.11: Depiction of the concise definition of a martensitic transition given by Chris-
tian, Olsen, and Cohen [28], which serves as a summary of the main characteristics of
martensitic transitions described in this section.
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Abbildung 3.1: Eine gemeinsame thermodynamische Beschreibung der Nukleusbildung
fu¨r athermische und isotherme Martensit-U¨berga¨nge am Beispiel des athermisches U¨ber-
gangs [15].
Haltezeit, bis ein bestimmter Anteil der Austenitphase umgewandelt ist.
Da sich dieser fundamentale Unterschied nicht aus dem Nukleationsprozess er-
kla¨rt, liegt seine Ursache in der Eigenschaft des Wachstums. Die athermischen Um-
wandlungen laufen mit Schallgeschwindigkeit durch den Kristall, sobald ein u¨ber-
kritischer Nukleus gebildet wird. Deshalb ergibt sich die relevante Zeitskala der
athermischen Umwandlung τatherm durch den Quotienten τatherm =
Probendurchmesser
Schallgeschwingikeit
.
Im Gegensatz dazu verla¨uft das Wachstum der isothermen Umwandlung auf einer
Zeitskala ab, die im Bereich von einigen Minuten bis zu mehreren Stunden liegen
kann. Der Unterschied liegt in der thermischen Aktivierung des isothermen Wachs-
tums, wie sie z.B. auch bei Diffusionsprozessen vorliegt. Visualisiert werden die
Charakteristika der Transformationen mit sogenannten TTT -Diagrammen. Die drei
T stehen fu¨r die drei Gro¨ßen, die innerhalb eines Diagramms dargestellt werden.
Die Temperatur (Temperature) ist die Haltetemperatur, bei der nach einer gewis-
sen Halte- bzw. Inkubationszeit (Time) ein gewisser Anteil der Probe transformiert
(Transformation) ist (vgl. Abbildung 3.2). Um eindeutig zwischen isothermen und
athermischen martensitischen Phasenu¨berga¨ngen unterscheiden zu ko¨nnen, wird die
Wartezeit bis zum Auftreten isothermer U¨berga¨nge Haltezeit tH , und in Abgrenzung
dazu die Wartezeit bis zum Auftreten athermischer U¨berga¨nge Inkubationszeit tInk
genannt. Von Wartezeit tW wird immer dann gesprochen, wenn bei einer konstan-
ten Haltetemperatur TH bis zu einem bestimmten Zeitpunkt weder ein athermischer
noch ein isothermer Phasenu¨bergang auftritt.
Der isotherme Phasenu¨bergang besitzt keine definierte U¨bergangstemperatur, bei
der der Phasenu¨bergang unmittelbar abla¨uft. Im Gegensatz dazu beno¨tigen Proben,
Figure 3.12: Depiction of nucleation thermodynamics for both isothermal and athermal
transitions [68]. The nucleation barrier and driving force ∆G are displayed at the ther-
modynamical equilibrium temperature T0, at the martensitic transition temperature
Ms , and at a temperature T in between [68].
Concerning their general nucleation processes, both transitions do not show
fundamental differences. Both have to reach an supercritical nucleus where
the gained volume energy exceeds the required surface energy (see section
2.2). An illustration of the nucleation thermodynamics is depicted in figure
3.12. The differences between both transitions arise from the mechanism that
determines how the nucleation barrier can be o ercome and the growth process
starts. Wher a isothermal transitions are th rmally activated and can occur with
an explicit time- ependence at different temperatures, athermal transitions need
to be triggered by the change of an external parameter at a fixed temperature and
thereupon evolve with speed of sound.
The explicit time-dependence in the isothermal case results from the interplay
of two opposing temperature effects. On the one hand, higher temperatures lead
to an enhanced th rmal activation, which promotes the transition due to increased
local diffusion4, for example. On the other hand, l w r temperatur s give rise to
a higher driving force due to a larger nergy difference ∆G b tween the parent
and the product phase. The superposition of both effects forms a maximum
at a certain temperature and the transition shows a characteristic C-shape in a
time-temperature-transformation diagram (TTT-diagram). The maximum of the
4Local diffusion enables the system to anticipate the structure of the new phase before trans-
forming by testing different nuclei structures. Local diffusion plays an essential role in effects
such as rubber-like behavior or martensite stabilization (see e. g. section 8.2)
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TN TN
total effect
Abbildung 3.11: Die thermodynamisch gegenla¨ufigen Effekte, die einerseits bei hohen
Temperaturen thermodynamisch begu¨nstigt und andererseits gehemmt sind, resultieren
in einem Gesamteffekt, der bei der charakteristischen Temperatur TN ein Maximum
aufweist.
bei hohen Temperaturen eine isotherme Transformation ausfu¨hren und zusa¨tzlich bei
tiefen Temperaturen ein athermischer U¨bergang auftritt. Messungen der Gruppe um
Hayakawa an einer Keramik mit der Zusammensetzung ZrO2Y2O3 [10] zeigen dieses
Verhalten und untermauern damit die Annahmen von Otsuka.
3.2.2 Theorie von Planes
Die Arbeitsgruppe um Planes legt bei ihrer Untersuchung des athermischen und des
isothermen Martensitu¨bergangs den Fokus auf thermische Fluktuationen [29, 30].
Damit unterscheidet sich ihr Ansatz sowohl von Kakeshita als auch von Otsuka. Da
die Fluktuation als Ursache der Keimbildung aufgefasst wird, steht der Nukleations-
prozess als einer der beiden Bestandteile der Martensitumwandlung (vgl. Abschnitt
2.2) im Mittelpunkt der Betrachtung. Der Wachstumsprozess wird nicht beschrieben,
da sich das Modell ausschließlich der Nukleation widmet. Aus Inkubationszeitexperi-
menten mit CuAlNi- und CuZnAl-Legierungen [30] mit verschiedenen Haltetempera-
turen und Ku¨hlraten ergibt sich, dass die martensitische Umwandlungstemperatur
MS keine Konstante ist, sondern eine stochastisch verteilte Variable. Ihr Erwar-
tungswert und ihre Varianz zeigen eine Abha¨ngigkeit von der Ku¨hlrate, mit der der
      rate                             time                        
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Figure 3.13: Th rmody amics of isothermal ransition . On the left is show a schematic
depiction of two opposing effects leading to a maximum of the transition rate. High
temperatures enable thermal activation but reduce the driving force of the transition.
Low temperatures lead o a high driving force, but res lt in a low thermal activation.
On the right hand side is depicted a TTT-diagram of a generic isothermal transition
with the characteristic nose-temperature TN where the waiting time shows a minimum
until a certain amount has transformed.
superposition and the nose-temperature TN of the C-shaped curve correspond
with each other (see figure 3.13). Isothermal martensitic transitions can be
characterized by time constants τ of several hours.
The athermal transition occurs with speed of sound at a fixed temperature and
the growth proc eds with speed of sound. The corresponding time constant τ
can be estimated by τ = sample diameter/speed of sound. Because of high energy barriers
thermal fluctuations do not play a relevant role. The system remains in its
metastable state until the barriers disappear due to an external change of the
driving force [190]. Both growth dynamics are compared with each other in figure
3.14.
The classical interpretation, which is characterized by a rigid distinction be-
tween both dynamics, is contrasted by recent experimental results which show
that it is not useful to draw a strict line between athermal and isothermal behavior.
The experimental results concerning athermal and isothermal transitions can be
explained by
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Figure 3.14: TTT-diagrams of an athermal (a) and an isothermal transition (b) in the
Kakeshita model. The arrows indicate the holding temperatures [128].
dη(T (t), t)
dt
=
∂η(T (t), t)
∂T
∂T (t)
∂t︸   ︷︷   ︸
rate
+
∂T (t)
∂t
, (3.1)
where η is an order parameter (or an observable coupled to the order parameter)
characterizing the transformed amount of the new phase, T is the temperature,
and t is the time. The observable used in this work are the acoustic emission in
case of acoustic measurements and the enthalpy in calorimetric measurements.
Equation 3.1 reveals two experimental ways of deriving the transition kinetics.
One is the execution of incubation time measurements. An incubation time is the
waiting time prior to the spontaneous martensitic transition under isothermal
conditions (and at fixed external parameters) at a temperature above the classical
martensitic start temperature Ms and below the thermodynamic equilibrium tem-
perature T0. If no transition can be detected after a long waiting time
d(T (t),t)
dt = 0
at constant (external) parameters (T = const.) an explicit time-dependence can be
excluded ∂(T (t),t)∂t = 0. An experimental obstacle in incubation time measurements
is the sensitivity to small temperature variations; thus a very precise temperature
control is crucial for incubation time experiments [90]. A second way is the
analysis of transitions at different rates ri = ∆T/∆t and the comparison of the
results. If dη(T (t),t1=
T/r1)
dt =
dη(T (t),t2=T/r1)
dt = f(T) is true for all r
′s the transition has
no explicit time-dependence and the curves of all rates scale. If the curves do not
scale, the dependence dη(T (t),t=
T/r)
dt = f(T ,r) reflects an explicit time dependence of
the transition.
After observing isothermal dynamics that does not fit into the classical frame-
work some researchers proposed phenomenological models with different ap-
proaches. A graphical overview of the classical understanding and the models
of Kakeshita et al. [67], Otsuka et al. [128], and Planes et al. [143] can be found
in figure 3.15. In the classical theory, athermal transitions do not show any
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Figure 3.15: Comparison of the classical picture of athermal transition kinetics with the
models proposed by Kakeshita et al. [67], Otsuka et al. [128], and Planes et al. [143].
The authors follow different approaches which are contradictory with respect to the
role of diffusion, the statistical nature of Ms, and the coexistence of isothermal and
athermal transitions [90, 112].
incubation time. The transition only occurs at Ms ; at higher temperatures the
transition probability is zero and at Ms it is 100%. Kakeshita et al. proposed
finite incubation times between T0 and Ms , which decrease the closer the holding
temperature gets to Ms . In the Otsuka model the occurrence of incubation time
is coupled to the existence of diffusion. Additionally, an isothermal transition is
possible at higher temperatures T with T » T0. In the model of Planes et al., the
concept of a constant transition temperature Ms is substituted by a stochastically
distributedMs in the temperature interval (TL, TH ) below T0, where an isothermal
character is observable.
Measurements of athermal martensitic transitions with a high time resolution
reveal interesting transition dynamics. Despite a continuous change of the driving
force, the transition proceeds intermittently in jumps (see figure 3.16). An analysis
of the kinetics shows that the jerky evolution is caused by the relaxation from
one metastable state to another marginally stable state [191]. The dissipated
energy associated with the transition is responsible for the hysteresis, and the
pinning-depinning characteristic leads to the sharp, rectangle-type hysteresis.
The released energy propagates through the crystal in form of acoustic waves,
which can be analyzed (see section 3.4.1). The avalanches can be caused either by
a simultaneous motion of different interfaces spatially distributed in the crystal
or by the discontinuous motion of a single habit plane [192].
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Figure 3.16: Schema of the development of avalanche dynamics in athermal martensites.
A continuous driving force is applied to a system, for example by changing the
temperature at a fixed rate (a). The way through the complex energy landscape
consisting of several metastable states (here represented by the football Teamgeist) (b)
leads in spite of the continuous excitation to a discontinuous response (c). The sudden
changes of the response function (d) indicate the avalanche behavior of the transition
dynamics.
The occurring avalanches reflect critical behavior and can be described by
power laws (see the detailed discussion in section 2.2) [192]. According to Sethna
et al. criticality has its origin in the intrinsic disorder of the system [163]. The
above mentioned group proposed a random-field Ising model at 0 Kelvin with an
applied field as the driving force for the description of fluctuationless first-order
phase transitions. With a low degree of disorder, the system transforms in a
single infinite avalanche, whereas with a high amount of disorder the transition
proceeds in many (small) avalanches leading to a broad transition range. It
is worth mentioning that pure power laws only occur at a critical amount of
disorder. A deviation from power law behavior can be corrected by an exponential
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correction factor:
p(A) =
1
Z(α,λA)
A−αe−λAA, (3.2)
where A is the quantity that shows the power law behavior (e. g. energy or
amplitude of an acoustic event), α is the corresponding exponent, and λ an
exponential correction [190]. A negative value of λ indicates that the distribution
is supercritical and leads (in case of a large A) to a positive deviation of the power
law where large values of A are overrepresented. A supercritical distribution
is associated with a small degree of disorder. A positive value of λ indicates a
subcritical distribution with an exponential decay at the correction value 1/λ. In
the subcritical case, large values of A are underrepresented and a large degree
of disorder is supposed. At λ = 0 the distribution is called critical and can be
described by a pure power law (see figure 3.17)5. In short, the parameter λ
measures the distance to criticality.
The disorder in martensitic alloys can either arise from static or dynamic origins.
Static disorder is caused by quenched-in defects such as vacancies, impurities,
interstitials, dislocations and chemical disorder in case of off-stoichiometry alloys.
Dynamic disorder has its origin in the competing long-range interactions depend-
ing on the variant arrangement, which keep on changing during the transition
process [192].
Some features of a martensitic transition indicate its non-equilibrium char-
acter [208]. Perhaps one of the experimentally most obvious phenomena is the
occurrence of hystereses, which can widths of some Kelvin in the case of shape
memory alloys or some hundred Kelvin in the case of classical ferrous alloys (see
table 3.1). An interesting explanation approach for hystereses in martensites
is the occurrence of two competing time scales. On the one hand, there is the
characteristic time scale of the driving rate and on the other hand the scale of
the relaxation time of the system towards thermodynamical equilibrium [190].
A mis-match of the time scales does not only arise at high driving rates but as
well in systems that are characterized by a logarithmically slow response, such as
disorder systems [190].
3.2.2 Precursor effects and premartensitic transitions
Shape memory alloys show a wide range of martensitic precursor effects. This is
surprising to a certain extent, because precursor effects are especially known as an
inherent characteristic of continuous transitions where the absence of interfacial
energies enables the facile growth of the new phase consuming the old phase. By
contrast, strongly discontinuous phase transitions cannot show precursor effects,
5The study of zero temperature properties of hystereses was realized with a site-diluted Ising
model [190].
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Fig. 4. (a) Hysteresis cycles for p"0.2 and di!erent values of
x as indicated. (b) Avalanche size distributions for the same
values of p and x. Lines are the "ts of Eq. (3).
Fig. 5. Behaviour of the exponent q and of the cut-o! j as
a function of x for di!erent values of p, as indicated by the
legend.
only. The behaviour can be analysed by "tting the follow-
ing probability density:
p(*mH)"1
A
e~j*mH*mH~q, (3)
where A is a normalizing constant, j is an exponential
cut-o! and q is a power-law exponent. The "ts have been
performed by using a maximum likelihood method
which is independent of the binning process. The ob-
tained values of q and j as a function of x, for di!erent
values of p, are shown in Fig. 5. A positive value of
j indicates that the distribution is `subcriticala, i.e. it
exhibits an exponential decay characterized by a cuto!
1/j which grows on increasing x. On the other hand,
a negative value of j indicates that the distribution is
`supercriticala, i.e. the probability of "nding large ava-
lanches becomes larger than that of "nding intermediate
ones. At the critical point j"0, the distribution of ava-
lanches is power-law, characterized by an exponent q.
The obtained values of q at criticality, are almost inde-
pendent of p (except for p"0). They lie within
q"1.9$0.2. This value is in agreement with the values
found for the RFIM and RBIM, reinforcing the hypothe-
sis that there exists universality for such models. In the
case p"0 we have obtained qK1.5. We cannot provide
a full explanation for such a low value, but we can argue
that p"0 is a singular case since there are no n.n. Mn
pairs and, thus, there are no frustrated strong antifer-
romagnetic interactions.
4. Discussion and conclusions
In the previous sections we have studied the change
from smooth to sharp cycles by changing the Mn content
in the hysteresis cycles of Cu}Al}Mn. We have proposed
a SDIM at „"0 which takes into account the disorder
due to the non-stoichiometry x and the existence of
a fraction p of misplaced Mn atoms. We suggest that the
change in the hysteresis loop may be related to a phase
transition which has the origin on the di!erent ground
state properties of the system as x and p are changed. The
model exhibits the same features as the RFIM and the
RBIM for which such a phase transition has also been
found. According to the model the hysteresis cycles at
very low temperatures are formed as a sequence of ava-
lanches joining metastable states. For a critical value of
the disorder the distribution of avalanches becomes
power-law, characterized by a universal exponent q"
1.9$0.2. Such avalanches have not been observed ex-
perimentally: this could be due to the fact that the sam-
ples used are polycrystalline. This limits the maximum
size of the avalanches to that of a grain which could well
be below the experimental resolution. It would be very
enlightening to perform experiments in single crystals,
where we expect that avalanches could be observed.
Finally, a much deeper question concerns the nature of
the critical point Some authors [8] have stated that
critical distributions of avalanches do not occur at a cer-
tain point but on a broad region due to the existence of
the so-called self-organized criticality. For the case of the
RFIM and RBIM the existence of a critical point has
been clearly stated, but for the present case (SDIM) we
can see in Fig. 5 that there is a broad region of x with
j&0. A "nite size scaling analysis must be performed in
order to see if such a behaviour extrapolates to a #at
j"0 region for ‚PR. In that case the exponent
q would represent a continuous variation along that
region.
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Figure 3.17: Simulation of a fluctuationless first-order phase transition of Cu-Al-Mn
as a function of disorder. Hysteresis cycles at different degrees of di ord r on the
left. Litt e dis rder leads to a f w (large) avalanches and a sharp hysteresis (bottom),
whereas large disorder results in many (tiny) avalanches with a smooth hysteresis
(top). The corresponding avalanche distributions on the right are shown as a function
of disorder, too. The dotted curves are fits of equations 3.2. The first four histograms
show subcritical behavior (λ > 0). The fifth histogram almost displays critical behavior
without exponential correction (λ ≈ 0) and the last two histograms show supercritical
behavior ((λ < 0)) (adapted from [190]).
because a large amount of energy is needed to form a supercritical nucleus (see
section 2.2).
Phonon softening is a very prominent precursor effect describing the dramatic
frequency decrease of distinguished phonon modes. The entire frequency decrease
towards zero is a complete phonon softening and leads to a static modulation of
the crystal structure. Such a frozen phonon prior to the upcoming transitions
can be observed in SrTiO3, Nb3Sn, and K2SeO4. The (incomplete) freezing can be
described by
E2 = (~ω)2 ∝ T − Tc, (3.3)
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where Tc is the transition temperature and ω the phonon frequency. The observed
power law behavior of the energy is correctly described by the Landau theory
(see section 2.1). Figure 3.18 shows an example of a dispersion curve with a
pronounced but incomplete softening (a), the corresponding central peak (b),
and the power law decay of the squared energy (c) (TA2 mode of Ni62.5Al37.5 at
[ζζ0] ζ = 0.16). The occurrence of a central peak in inelastic neutron scattering is
a phenomenon closely related to phonon softening. The central peak is a new
diffraction pattern, which arises as a consequence of the strongly modulated
parent phase (see e. g. [166]). The appearance of a central peak as a function of
the temperature in a Ni-Al alloy can be seen in figure 3.18 (b).
Soft mode analyses by means of inelastic neutron scattering experiments are
widely used for they reveal interesting insights into the transition dynamics of
structural phase transitions. A soft mode can be understood as a preparation
process for the upcoming new phase. In many cases, the structure of the product
phase is already anticipated or even realized by the soft mode, which reduces
the energy barrier for the upcoming phase. The degree of softening can be
associated with the degree of discontinuity of the transition: the more complete
the soft mode, the lower the arising restoring forces and the resulting energy
barrier for a fixed modulation. An almost complete softening leads to a weakly
discontinuous character, whereas a by far incomplete softening would promote
the discontinuous character of the upcoming transition due to the high restoring
forces. The degree of softening can be identified by the dependence of the squared
phonon energy and the temperature, as shown in equation 3.3 and in figure 3.18
(c). The closer the energy minimum approaches zero, the more complete the soft
mode.
It is worth mentioning that almost all soft modes in shape memory alloys
occur in the same phonon mode TA2, in the same direction [ζζ0], and at selected
positions inside the Brillouin zone (e. g. at ζ = 0.16 as in the case of Ni-Al).
All these features can be explained by the fact that the structure of the high
temperature phase of shape memory alloys are usually derivatives of the body-
centered cubic crystal structure, that is if all atoms were the same, the crystals
had an ordinary body-centered cubic structure. Due to the different atoms the
real unit cell gets larger leading to a smaller unit cell in reciprocal space. The
absolute position of the soft mode is invariant. But, its value, expressed in units
of the lattice parameter, deviates from its position ζ = 0.16 in pure body-centered
cubic structures (e. g. ζNi−Al = 0.16 pi/abcc = ζNi2MnGa = 2·0.16 pi/2abcc). Already
in 1947 Zener showed that lattices with a body-centered cubic structure have
an inherent instability against shearing at q→ 0 [206], which corresponds to
vanishing restoring forces.
Another research analyzing Ni2MnGa by means of grazing incident diffraction
reveals interesting results. At low penetration depths, the phonon softening
of the surface phonon is more pronounced than the phonon softening in the
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Figure 3.18: Incomplete phonon softening of the [ζζ0] TA2 mode in Ni62.5Al37.5, an-
alyzed by neutron scattering. (a) Dispersion curves of the TA2 mode at different
temperatures with a minimum at ζ = 0.16. (b) Temperature-dependence of elastic
neutron scattering in the same direction leading to the central peak. (c) Temperature-
dependence of the squared energy of the same mode at its minimum (adapted from
[166]).
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volume of the crystal [85]. Subsequently, the energy barrier is reduced for surface
nucleation. Here, in contrast to what is widely believed, the transformation starts
at the sample surface and grows afterwards into the volume. Normally, surface
effects (e. g. a surface relief e. g.[6, 77]) are interpreted as a manifestation of a
volume transformation.
In the case of the magnetic Heusler alloy Ni2MnGa an almost complete phonon
softening occurs [209], which is the consequence of magnetoelastic coupling [142],
gives rise to a premartensitic transition with a micromodulated cubic 3M structure.
This premartensitic transition is proposed to be a magnetically driven locking of
the tweed structure, which is a pretransitional phenomenon (see below) [23]. The
instability of the high temperature phase against the modulated 3M structure
is assumed to be related to a Fermi surface nesting effect [92], which applies
for all soft modes. The premartensitic transition has been evidenced by several
measurement techniques such as neutron scattering [209], x-ray experiments
[46], electron microscopy [24], ultrasonic measurements [96], and calorimetric
measurements [142]. Calorimetric measurements revealed a small latent heat
and verified the weakly discontinuous character of the transition. More recently,
the premartensitic transition has been analyzed by first-principle calculations
[181] and a Landau approach [142]. In analogy to figure 3.18, figure 3.19 shows
the dispersion relation and the temperature-dependence of the squared energy of
Ni2MnGa. By comparing both figures it becomes apparent that the softening in
the case of Ni2MnGa is almost complete.
The coupling of the structural and magnetic degrees of freedom (see section
3.2.3) leads to a dependence of the premartensitic transition on the applied
magnetic field. Several authors stated a field-dependent change of the transition
temperature (see [16, 34, 92, 117, 197, 211]). Other authors report a decreasing
energy of the [ζζ0] TA1 phonon branch, which corresponds to the elastic constant
(C11−C12)/2 around the Γ point as the magnetization increases [156]. Additionally,
the influence of stresses applied along different directions (e. g. [95]) and the
dependence on the stoichiometry (e. g. [95]) have been analyzed. In this work,
the field-dependence of the premartensitic transition will be analyzed via AE
measurements.
Tweed is a precursor effect of the sample showing a mesoscopic cross-hatched
morphology. The diagonal striations with a scale of some tens of atomic spacings
are characteristic for tweed patterns (see figure 3.20) [72]. The tweed pattern
arises due to a modulation between the untransformed parent phase and a state
similar to the martensitic deformed phase. In a two dimensional model of Kartha
et al. its occurrence is related to an elastic anisotropy between the diagonal,
vertical, and horizontal elasticity [71]. Tweed can be observed some ten or even a
hundred Kelvin prior to the transition. Figure 3.20 compares two tweed patterns;
one experimentally observed and the other one gained by simulations.
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cubic phase of the family of Ni2xyMn1ÿxGa1ÿy alloys is
considered as L21 structure. It must also be noted that for
samples of nonstoichiometric composition a martensitic
phase with orthorhombic and monoclinic distortions has
been reported (see Section 3.3).
Before we discuss the physical properties ofNi2MnGa any
further, a remark concerning the chemical composition of this
Heusler alloy is in order. Almost all parameters of Ni2MnGa
have proven to be very sensitive to the chemical composition
of the samples. The sample’s composition strongly affects the
temperatures of phase transformations and the formation of
superstructures in the austenitic and martensitic states. In
many original publications, the exact composition of the
sample is not given and is assumed to be stoichiometric.
This has led to a situation in which, for instance, the
temperatures (known from the literature) of the martensitic
transformation vary from less than 4.2 K to 626 K [17].
Bearing all this in mind, we will give, where possible, not only
the nominal composition but also the temperatures of the
investigated phase transition. The fact that these parameters
do not agree with each othermaymean, for one thing, that the
chemical composition of the investigated samples does not
agree with the component ratio in the working mixture. The
dependence of the most important parameters of the
Ni2MnGa alloy on composition is discussed in Section 5.
3.2 Premartensitic phenomena
Various pretransitional phenomena occur prior to the
structural transformations of the martensitic type observed
in a broad class of materials. Among these are the formation
of soft modes in the lattice, anomalous broadening of the
reflections in the X-ray spectrum, the emergence of a tweed
structure, etc. Pretransitional phenomena are observed in
superconductors with an A15 structure and in ferroelectrics
with a perovskite structure [5] and in a broad class of shape
memory alloys [6, 18]. What sets the Heusler alloy Ni2MnGa
apart from all other compounds that experience martensitic
transformations is that, in addition to pretransitional
phenomena [19, 20], there can be a premartensitic phase
transition.
The physical nature of the premartensitic transition has
been the topic of theoretical [21, 22] and experimental work,
including neutron diffraction [23 – 25], transport [26, 27],
magnetic [28], mechanical [29 – 31], and ultrasonic measure-
ments [32 – 35], and electron microscopy [36, 37].
The focus in the inelastic neutron scattering study [20] of
an Ni2MnGa single crystal with a martensitic transition at
Tm  220 K was on the transverse acoustic phonon TA2
mode in the zz0 direction. At z  0 this mode corresponds
to the elastic constant C 0  C11 ÿ C12=2, which, in turn, is
determined by the speed of transverse sound propagating in
the [110] direction and polarized along the [110] axis. In
contrast to the longitudinal LA mode and the transverse
[z00] TA mode, the dispersion curve of the [zz0] TA2 mode
exhibits substantial softening at z0  0:33. The development
of this featurewith decreasing temperature is shown inFig. 2a.
The temperature dependence of the squared frequency of
the soft phonon mode is shown in Fig. 2b. This dependence
is nonmonotonic, with the frequency of the TA2 mode
reaching its minimum (but not vanishing) at the premarten-
sitic transition temperature TP  260 K and increasing, as
temperature is decreased further. Since TP is much higher
than the martensitic transformation temperature Tm, this
means that in the interval from TP to Tm the Ni2MnGa
crystal is in an intermediate phase between austenite and
martensite.
The unconventional temperature dependence of the soft
phonon mode indicates that tendencies toward the formation
of a micromodulated superstructure in the Mi2MnGa lattice
develop long before the transition to the martensitic state.
Electron microscopy studies suggest that the overall cubic
symmetry of the crystal lattice is conserved in the interval
from Tm to TP but that in this lattice a modulation with a
period of six atomic separations develops in the [220]
direction, d220  2 A [30, 37].
A new development in neutron diffraction studies [20, 23]
was the work done byZheludev and Shapiro [24], who studied
the effect of uniaxial stress on the transverse phonon [zz0]
TA2mode inNi2MnGa. The uniaxial stress was applied along
the crystallographic [001] axis. In the unstressed sample the
minimum in the dispersion curve was also achieved at z0z00,
with z0  0:33. As the stress increased, the minimum in the
dispersion curve shifted toward higher values, and with
s  95 MPa the minimum was at z0  0:36. The tempera-
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Figure 2. (a) Dispersion curves of the phonon zz0TA2mode inNi2MnGa
[20], (b) temperature dependence of the squared frequency of the phonon
0.33[110] TA2 mode in Ni2MnGa [20], and (c) temperature dependence of
the squared frequency of the phonon 0.33[110] TA2 mode in
Ni51.5Mn23.6Ga24.9 [38].
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Figure 3.19: Incomplete phonon softening of the [ζζ0] TA2 mode in Ni2MnGa, analyzed
by neutron scattering. (a) Dispersion curves at different temperatures with a minimum
at ζ = 0.33. (b) T mperature-dependence of the squared energy of the same mode at
its minimum. Tp indicates the premartensitic transition, Tm the martensitic transition
and TC the Curie temperature [209].
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100nm
Figure 3.20: Pretransitional tweed pattern experimentally observed (left) and simulated
(right). Micrograph of the mesoscopic tweed structure of a Ni-Al sample observed via
transmission electron microscopy [72] (left). Visualization of calculations based on
a two dimensional model for tweed pattern [71] (right) (for more details about the
simulation process and for some visualizations of the simulation results see [162]).
3.2.3 Magnetic shape memory alloys
Magnetic shape memory alloys exhibit both a ferromagnetic and a martensitic
phase transition. At temperatures below both the Curie temperature (TC) and
the martensitic start temperature Ms (normally TC Ms, see section 3.5.4), the
structural and magnetic degrees of freedom are coupled to each other and give
rise to effects such as the magnetic-field-induced strain (see section 3.3.3) and
the magnetic-field-controlled shape memory effect, which is based on the field-
dependent shift of Ms (see section 3.3.1) [118]. Several magnetic shape memory
alloys exist, including Fe-Pd (see section 3.5.3), Fe-Mn-Si, Co-Mn, Fe-Co-Ni-Ti,
and the Heusler alloy Ni2MnGa (see section 3.5.4), the latter being perhaps the
most prominent example [118].
The magnetic field-dependence of the equilibrium temperature T0 of a discon-
tinuous phase transition can be described by the Clausius-Clapeyron-law, which
has been already used in equation 2.8:
dT0
dH
= −∆M∆S . (3.4)
T0 (in the case of martensitic alloys) can be experimentally (roughly) estimated
by T0 = 1/2(Ms +Af) [179], ∆M = Mm −Mh is the magnetization difference be-
tween the martensitic phase (Mm) and the austenitic phase (Ma), and ∆S is the
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of T0(H) thus obtained are summarized in Table 2. We also
plot the shift of the equilibrium temperature, DT0 =
T0(H)  T0(0), as a function of magnetic field in Fig. 6,
where T0(0) is the equilibrium temperature at zero field.
It is seen that DT0 values obtained by two different mea-
surements (magnetization and electrical resistivity) are
nearly the same in the field range examined for all the
transformations. It is also seen from Fig. 6 that the field
dependencies of DT0 for the four types of transformations
are quite different from one another. That is, in the case of
the I–10M transformation (Fig. 6(a)), DT0 decreases with
magnetic field up to 0.8 MA/m and then increases with a
further increase in the magnetic field. In the case of the
P–14M transformation (Fig. 6(b)), DT0 decreases with
magnetic field up to 0.4 MA/m and then increases with a
further increase in the magnetic field. In the case of the
14M–2M transformation (Fig. 6(c)), DT0 increases with
magnetic field up to 0.4 MA/m, decreases with magnetic
field up to 0.8 MA/m. and then increases again when the
magnetic field increases further. In the case of the P–2M
transformation (Fig. 6(d)), DT0 increases monotonically
with increasing magnetic field (1 K/(MA/m)). The reason
for such differences will be discussed later.
Incidentally, it should be noted for the M–T curves that
the magnetization increases in association with the I–10M
and P–14M transformations when the field strength is
5.6 MA/m (Fig. 4(a) and (c)), although it decreases when
the field strength is 0.08 MA/m (Fig. 1(a) and (b)). Such
a difference is due to the fact that the magnetic anisotropy
constants of the 10M and 14M martensites are larger than
those of the intermediate phase and the parent phase,
which is well known in the Ni–Mn–Ga alloy system [21].
In Fig. 4(f), we notice that the resistivity of the heating
curve is higher than that of the cooling curve above Af.
The reason for this increase in resistivity is not clear yet;
nevertheless, it is sufficient to determine the transformation
temperatures from the abrupt changes in resistivity.
4. Discussion
The magnetic field dependence of equilibrium tempera-
ture for a first-order transformation is well known as satis-
fying the following Clausius–Clapeyron equation:
dT 0
dH
¼ dDT 0
dH
 
¼ DM
DS
; ð1Þ
where DM =ML MH is the difference in magnetization
between the low-temperature phase (ML) and the high-
temperature phase (MH), and DS = SL  SH is the differ-
ence in entropy between the two phases.
First, based on Eq. (1), we will explain qualitatively the
observed field dependence of DT0 for the alloys. Since the
sign of DS is negative for all the martensitic transforma-
tions (they are exothermic, as mentioned before), the nega-
tive slope (dDT0/dH) in Fig. 6 means that DM is negative,
and the positive slope means that DM is positive. Consid-
ering this correspondence between the sign of dDT0/dH
and DM, DM should be negative below 0.8 MA/m and
positive above 0.8 MA/m in the case of the I–10M trans-
formation shown in Fig. 6(a). To confirm this expectation,
we made magnetization measurements of the intermediate
phase and the 10M martensite; the results are shown in
Fig. 7(a). For these measurements, the set temperature of
the intermediate state is slightly (4 K) higher than that of
the 10M martensite state because we cannot obtain a single
intermediate state and single 10M martensite state simulta-
neously at the same temperature. However, such a small
Table 2
Equilibrium temperatures of the Ni–Mn–Ga alloys obtained by magne-
tization measurements (T0M–T) and resistivity measurements (T0q–T) under
various magnetic fields H
H (MA/m) 0 0.4 0.56 0.8 1.6 2.4 3.2 4 4.8 5.6
I–10M
T0M–T (K) 200 199 199 198 200 200 200 201
T0q–T (K) 203 202 202 201 202 203 203
P–14M
T0M–T (K) 295 294 294 295 296 297 298
T0q–T (K) 292 294 292 292 293 294 295
14M–2M
T0M–T (K) 251 254 253 252 254 256
T0q–T (K) 248 250 248 251 253 254
P–2M
T0M–T (K) 351 352 352 353 355 356 357
T0q–T (K) 353 354 355 356 357 358
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Fig. 6. Magnetic field dependencies of the shift of equilibrium tempera-
ture (DT0) for (a) the I–10M, (b) the P–14M, (c) the 14M–2M and (d) the
P–2M transformations. Filled squares represent magnetization measure-
ments and filled circles resistivity measurements. Solid curves are results
calculated by integrating the Clausius–Clapeyron equation.
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Figure 3.21: Magnetic-field-dependent shift of the martensitic equilibrium temperature
T0 for a Ni2MnGa alloy. The solid curve represents the calculated result using the
integrated Clausius-Clapeyron equation 3.4 (adapted from [74]).
entropy difference between both phases.6 Figure 3.21 compares experimental
field-dependent temperature shifts7 of a Ni2MnGa alloy and calculations using
the Clausius-Clapeyron equation 3.4 [74].
In the following, a phenomenological model of the magneto-mechanical phe-
nomenon of field-induced strain by twin-boundary and phase-boundary motion
will be presented. The model was introduced by O’Handley in 1997. His publica-
tion [118] also includes quantitative considerations, which will not be part of this
summary.
The model takes the elastic energy into account, as well as the magnetocrys-
talline anisotropy8 of a material comprising two twin variants. It includes twin-
boundary motion, i. e. the switching respectively rotation of variants by their
magnetic moments, the rotation of magnetic moments inside of fixed variants,
and phase-boundary motion.9
In the model, the twin-boundary motion and the phase-boundary motion are
driven by the energy difference between both sides of the corresponding interface.
The energies involved are the Zeeman energy (MsH) of a (not aligned) magnetic
moment in an applied field and the magnetic anisotropy energy (Ku), which
6The Clausius-Clapeyron equation 3.4 applies as well for the transition temperature of the
premartensitic transition.
7The magnetic field was applied in the [001] crystallographic direction [74].
8Magnetocrystalline anisotropy is the energy cost per atom to align its magnetic moment with
the direction of the applied field. The effect of a high magnetocrystalline anisotropy is that the
magnetic moment is fixed in a variant. With a strong anisotropy the energetic cost of rotating
a magnetic moment inside a variant is higher than rotating the whole variant. The expressions
magnetocrystalline anisotropy, magnetic anisotropy, and anisotropy will be used synonymously in
this section.
9In case of tetragonal variant shapes, as realized in Ni2MnGa, all variants can be reached by
rotation.
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field. The model below describes the behavior for either
twin-boundary or phase-boundary motion.
The linear dependence of twin-alignment strain is also
evident in more recent results of James and Wuttig14 for
rod-shaped single crystals of Fe70Pd30 at 217 °C. They re-
port a strain of approximately 0.5% measured along the di-
rection of an axial bias field, as a radial applied field is var-
ied.
III. DRIVING FORCE FOR TWIN- AND PHASE-
BOUNDARY MOTION
The energy required to move the twin or phase boundary
can be estimated from the stress-strain results of Kokorin and
Martynov.5 At 281 K, they report that a @001# stress change
of approximately 20 MPa produces a strain of 7% once twin
-boundary motion is initiated. This implies that an energy
density, se/2, of order 73106 erg/cm3 is required for essen-
tially total alignment of all twin variants. An applied field of
10 kOe provides an energy of order 4.73106 erg/cm3 to a
magnetization of 472 G. Thus, the magnetic field energy is
adequate for producing significant twin- and/or phase-
boundary motion.
We now consider the driving force for twin- and phase-
boundary motion in these two limiting cases.
A. Weak anisotropy ha@1
Figure 3 depicts the two-variant model for the weak an-
isotropy case, ha@1. At left, attention is focused on the twin
boundary and the effects of a magnetic field on the magne-
tization in the two variants.
In the weak anisotropy limit, the application of an exter-
nal field rotates the magnetization vector in those variants
that are not oriented with their magnetic easy axes parallel to
the field ~Fig. 3, far left!. In this case the Zeeman energy is
the same on both sides of the twin boundary because the
magnetization has aligned with the external field. The driv-
ing pressure for twin-boundary motion is the free energy
density difference across the twin boundary. In this case it is
due to the magnetic anisotropy energy difference,
P5Ku sin2 f , ~1!
where f is the angle between the easy axes of the two twin
variants considered. ~The Zeeman energy difference is zero
for ha@1.! Here we define the anisotropy energy of the mag-
netization in the initially-aligned twin to be zero. This
mechanism provides only a weak driving force because, by
definition, the anisotropy energy is weak compared to the
Zeeman energy and so does not provide a significant pres-
sure on the twin boundary regardless of the strength of the
applied field. The model correctly predicts the field depen-
dence of e and M in this case to be nonlinear in H .
The arguments of this weak anisotropy limit apply also
to the field-driven motion of the boundary between the aus-
tenitic and martensitic phases ~Fig. 3, right! because the aus-
tenitic phase is also characterized by weak anisotropy.10
Thus, an applied field rotates the magnetization in both
phases. The energy difference across the phase boundary, as
above, is only the difference in the small anisotropy energies.
Thus, it is unlikely that the field-induced strains observed in
weak magnetic anisotropy (ha@1) magnetic shape-memory
materials are associated with twin-boundary or phase-
boundary motion. Twin-boundary motion is possible in mod-
erate and strong anisotropy cases as we will show.
B. Strong anisotropy ha!1
Figure 4 depicts the strong martensitic anisotropy case,
ha!1. ~The austenitic phase is still assumed to be of low
anisotropy as is generally the case.! Again, the conditions for
twin-boundary motion, left, and phase-boundary motion,
right, are considered.
In the strong anisotropy case, the orientation of the mag-
netic moments within different martensitic twin variants is
assumed to be unaffected by the field ~except for any 180°
domain wall motion which produces no strain as mentioned
above!. The magnetic pressure on the twin boundary is then
the Zeeman energy difference between the twin variants,
2(M12M2)H. The two-dimensional vector magnetiza-
tions of the lower ~1! and upper ~2! twin variants ~Fig. 4,
left!, are
M15M s~0,1!, M25M s~2sin w ,cos w!.
In the presence of an arbitrarily directed field in the 2D
plane, H5H(sin u, cos u), the Zeeman free energy densities
on either side of the twin boundary are given by
g152M sH cos u and g252M sH cos~u1f!. ~2!
Thus, the driving pressure on the twin boundary in the large
anisotropy regime is given by
P52M sH@cos u2cos~u1f!# . ~3!
FIG. 3. Mechanism for twin-boundary motion, left, and phase-boundary
motion, right, driven by a magnetic field in the case where the martensite
anisotropy is weak relative to the Zeeman energy.
FIG. 4. Mechanism for twin-boundary motion, left, and phase-boundary
motion, right, driven by a magnetic field in the case of strong martensitic
anisotropy relative to the Zeeman energy. The austenitic phase still has low
anisotropy.
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Figure 3.22: Mechanism of the magnetic-field-induced twin boundary motion (left) and
phase bou dary motion (right) in case of the weak anisotropy limit with a relatively
large Zeeman energy [118].
is an indicator of the requir d amount of nergy in order to r tate a magnetic
moment inside a v iant. T e model suggests hree regimes expressed by the
dimensionless parameter ha = MsH/Ku:
1. ha 1: weak anisotropy,
2. ha 1: strong anisotropy,
3. ha ≈ 1: intermediate anisotropy.
The case of a weak anisotropy and a comparable large driving force (case 1) is
depicted in figure 3.22. The conditions relevant for twin boundary motion are
shown on the left and the conditions relevant for a phase boundary motion are
shown on the right side of the figure. In the weak anisotropy regime a magnetic
field rotates the magnetic moments inside those variants whose magnetic easy
axis is not aligned with the external magnetic field. After the field application the
Zeeman e ergy levels of both variants become equal in size because of a parallel
magnetiz tio . As there is no driving ressure on the twin-boundary arising
from the Zeeman term, the only driving force emanates from the difference in the
anisotropy energy. The anisotropy energy can be calculated by P = Kusin2σ with
σ being the angle between the field and the magnetization. Due to the fact that
the anisotropy is weak by definition in this regime, the magnetic saturation can
be easily achieved. In this (ideal) case, no strains arise because of the absence of
structural changes.
The auste i c parent phase is considered to have a weak magnetocrystalline
anisotropy (see section 3.5.4) and an applied field leads to the rotation of the mag-
netization. In this situation, both phases are characterized by a weak anisotropy.
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field. The model below describes the behavior for either
twin-boundary or phase-boundary motion.
The linear dependence of twin-alignment strain is also
evident in more recent results of James and Wuttig14 for
rod-shaped single crystals of Fe70Pd30 at 217 °C. They re-
port a strain of approximately 0.5% measured along the di-
rection of an axial bias field, as a radial applied field is var-
ied.
III. DRIVING FORCE FOR TWIN- AND PHASE-
BOUNDARY MOTION
The energy required to move the twin or phase boundary
can be estimated from the stress-strain results of Kokorin and
Martynov.5 At 281 K, they report that a @001# stress change
of approximately 20 MPa produces a strain of 7% once twin
-boundary motion is initiated. This implies that an energy
density, se/2, of order 73106 erg/cm3 is required for essen-
tially total alignment of all twin variants. An applied field of
10 kOe provides an energy of order 4.73106 erg/cm3 to a
magnetization of 472 G. Thus, the magnetic field energy is
adequate for producing significant twin- and/or phase-
boundary motion.
We now consider the driving force for twin- and phase-
boundary motion in these two limiting cases.
A. Weak anisotropy ha@1
Figure 3 depicts the two-variant model for the weak an-
isotropy case, ha@1. At left, attention is focused on the twin
boundary and the effects of a magnetic field on the magne-
tization in the two variants.
In the weak anisotropy limit, the application of an exter-
nal field rotates the magnetization vector in those variants
that are not oriented with their magnetic easy axes parallel to
the field ~Fig. 3, far left!. In this case the Zeeman energy is
the same on both sides of the twin boundary because the
magnetization has aligned with the external field. The driv-
ing pressure for twin-boundary motion is the free energy
density difference across the twin boundary. In this case it is
due to the magnetic anisotropy energy difference,
P5Ku sin2 f , ~1!
where f is the angle between the easy axes of the two twin
variants considered. ~The Zeeman energy difference is zero
for ha@1.! Here we define the anisotropy energy of the mag-
netization in the initially-aligned twin to be zero. This
mechanism provides only a weak driving force because, by
definition, the anisotropy energy is weak compared to the
Zeeman energy and so does not provide a significant pres-
sure on the twin boundary regardless of the strength of the
applied field. The model correctly predicts the field depen-
dence of e and M in this case to be nonlinear in H .
The arguments of this weak anisotropy limit apply also
to the field-driven motion of the boundary between the aus-
tenitic and martensitic phases ~Fig. 3, right! because the aus-
tenitic phase is also characterized by weak anisotropy.10
Thus, an applied field rotates the magnetization in both
phases. The energy difference across the phase boundary, as
above, is only the difference in the small anisotropy energies.
Thus, it is unlikely that the field-induced strains observed in
weak magnetic anisotropy (ha@1) magnetic shape-memory
materials are associated with twin-boundary or phase-
boundary motion. Twin-boundary motion is possible in mod-
erate and strong anisotropy cases as we will show.
B. Strong anisotropy ha!1
Figure 4 depicts the strong martensitic anisotropy case,
ha!1. ~The austenitic phase is still assumed to be of low
anisotropy as is generally the case.! Again, the conditions for
twin-boundary motion, left, and phase-boundary motion,
right, are considered.
In the strong anisotropy case, the orientation of the mag-
netic moments within different martensitic twin variants is
assumed to be unaffected by the field ~except for any 180°
domain wall motion which produces no strain as mentioned
above!. The magnetic pressure on the twin boundary is then
the Zeeman energy difference between the twin variants,
2(M12M2)H. The two-dimensional vector magnetiza-
tions of the lower ~1! and upper ~2! twin variants ~Fig. 4,
left!, are
M15M s~0,1!, M25M s~2sin w ,cos w!.
In the presence of an arbitrarily directed field in the 2D
plane, H5H(sin u, cos u), the Zeeman free energy densities
on either side of the twin boundary are given by
g152M sH cos u and g252M sH cos~u1f!. ~2!
Thus, the driving pressure on the twin boundary in the large
anisotropy regime is given by
P52M sH@cos u2cos~u1f!# . ~3!
FIG. 3. Mechanism for twin-boundary motion, left, and phase-boundary
motion, right, driven by a magnetic field in the case where the martensite
anisotropy is weak relative to the Zeeman energy.
FIG. 4. Mechanism for twin-boundary motion, left, and phase-boundary
motion, right, driven by a magnetic field in the case of strong martensitic
anisotropy relative to the Zeeman energy. The austenitic phase still has low
anisotropy.
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Figure 3.23: Mechanism of the magnetic-field-induced twin boundary motion (left) and
phase boun ary motion (right) in case of the strong anisotropy limi with a relatively
low Zeem n energy [118].
Because of the absent Zeeman energy, the only energy difference between the
martensitic and austenitic phase arises in association with the (slightly) varying
magnetocrystalline anisotropy. As a consequence a magnetic-field-induced twin-
or phase-boundary motion is very unlikely. Within the weak anisotropy limit the
quantitative model (see [118]) correctly describes the nonlinearity in the achieved
magnetization and strai as a function of the appli d magnetic field.
Figure 3.23 depicts the case of a strong magnetocrystalline anisotropy (case
2) with the conditions of the twin boundary motion on the left and the phase
boundary motion on the right. Here, the anisotropy is that strong that the energy
cost, associated with the rotation of the magnetization within a variant, is higher
than the energy n eded for the ro ation f the whol varia t. Thus, the effect of
an applied field (due to the difference in Zeeman energy −(M1−M2) ·H) results in
rotatating the variants which are not aligned with the field. This process of twin
boundary motion leaves the magnetization easy axis within the variant unchanged.
As a consequence the anisotropy energy remains the same. The calculation of the
optimal field orientation for achieving maximal strains in the strong anisotropic
limit reveals a surprising result: Counterintuitively, the magnetic force on a twin
boundary is not maximized by applying the field along the direction of the easy
axis of one variant. In fact, the magnetic force due to Zeeman energy differences
is maximized by an applied field parallel to the tw n boundary (see figure 3.24).
Considering the phase boundary motion it is worth noting that, in the presence
of an arbitrarily oriented magnetic field, the magnetization is on average better
aligned with the field for the austenite phase, as compared to the martensitic phase.
The reason is that the martensite phase always has to satisfy the two variants [118].
Therefore, an energy minimization becomes possible by consuming martensitic

3.2. Characterization of martensitic phase transitions
Again, the work output is not maximized in materials char-
acterized by large transformation strains. Very large anisot-
ropy and small elastic energy are desired. For M s
51000 emu/cm3, H52 kOe, (1/2)Ce025107 erg/cm3, and
Ku5107 erg/cm3, Eq. ~20! predicts a work output of order
104 erg per gram of material ~1 kJ/kg!.
VI. SUMMARY
This model provides a simple explanation for the rema-
nence and nearly linear field-dependent strain observed for H
less than saturation in magnetic shape-memory materials.
Further, it gives the first description of the nonlinearities ob-
served near saturation. The model shows that phase-
boundary motion can also result in appreciable strain and
allows for estimates of the maximum strain achievable in a
magnetic shape-memory material. There are many issues un-
resolved by such a simple model. The role of the Curie and
martensitic temperatures are not part of such free energy
models. The complexities involved due to the presence of
many more variants than the two modeled here, and issues of
irreversibility are not yet understood. The effects on magne-
tization and strain of details of the microstructure and defects
that pin twin boundaries are still unsolved. Nevertheless, the
model should provide a useful starting point for interpreta-
tion of magnetization and strain data in this new class of
materials.
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FIG. 9. Variation of optimal field orientation, u, relative to a reference twin,
for a twin system characterized by an angle, f.
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Figure 3.24: Depiction of the optimal field orientation for achieving larg strains regard-
ing the boundary Θ as a function of th angle φ, describing the orientation
relation between both twin variants [118].
variants that are not favored by the field, i. e. by moving the phase boundary into
the martensitic phase. Martensitic variants consumed by the austenitic phase
can no longer take part in the field-induced strain, even if the field is increased
afterwards. In order to achieve large strains in the strong anisotropy limit, it is
important to finish the forward transition and to eliminate all residual austenite.
If the Zeeman term is comparable to the anisotropy term (case 3), the occurring
phenomena are mixtures of the two situations described above. A change of the
magnetization is possible as a result of both the magnetization rotation inside
unfavorably oriented twins and twin boundary motion. When a field is applied
and the magnetization has not yet been rotated, the Zeeman energy exerts a
pressure on the twin boundary. Increasing the field leads to a rotation of the
magn tic moments inside the variants (becau e of a relatively low nisotropy by
definition) and the variants are less likely to switch. Under some experimental
conditions regarding the strength of the magnetic field, the field direction, the
orientation of the variants, and the anisotropy strength, it is even possible that a
further increase of the field leads to flip-back of some variants to their zero field
positions. The quan tativ m del reveals that the m g etization and the strain
only show a linear response to small fields. Under higher fields, saturation is
reached more slowly.
Limitations of the model arise from the fact that only two variants are involved.
In addition, the role of the Curie and the martensitic start temperature is not
considered. Furthermore, microstructural aspects relevant for the martensitic
transitio , such as defects that pin twin boun aries, ave not been taken into

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se. Wird die Feder bei konstanter 
Temperatur gedehnt, wächst im 
Material die Spannung σ linear mit 
der Dehnung ε und bleibt dann 
– ähnlich wie Gummi – weitgehend 
konstant. Dies lässt sich damit 
erklären, dass die mechanische 
Spannung in diesem Bereich die 
Zwillingsgrenzen im Martensit so 
verschiebt, dass sich die ener getisch 
günstigste Orientierung einstellt. 
Die mit dieser „Entzwillingung“ 
verbundene Dehnung des Nitinol 
bleibt bei mechanischer Entlastung 
erhalten. Erst durch Zufuhr von 
Wärme kehrt der Martensit in die 
Austenit-Phase zurück, und die 
Feder entspannt sich. Den Einweg-
effekt nutzen Bauteile, die als Stell-
elemente in vielen Bereichen der 
Mess- und Regelungstechnik zum 
Einsatz kommen. Und auch die 
verbogene Büroklammer nimmt 
dank des Einwegeffekts in heißem 
Wasser ihre ursprüngliche Form 
wieder an.
Oberhalb der Umwandlungs-
temperatur (grüne Kurve) lässt sich 
die Phasenumwandlung rein durch 
äußere Belastung induzieren. Wird 
die Nitinol-Feder gedehnt, bleibt 
auch hier über einen weiten Bereich 
die Spannung konstant. Allerdings 
findet die Phasenumwandlung 
nicht über den Umweg des verzwil-
lingten Martensits statt, sondern 
durch eine Scher deformation, aus 
der direkt der ener getisch güns-
tigere, ent zwillingte Martensit 
entsteht. Da die Austenit-Phase 
thermo dynamisch stabiler ist, geht 
das Material bei Entlastung augen-
blicklich in diese Form über, und 
die Feder entspannt sich. Dieser 
Effekt findet z. B. in Brillenfas-
sungen Verwendung, die nach dem 
Verbiegen spontan in ihre alte Form 
zurückkehren.
Weit oberhalb der Umwand-
lungstemperatur kommt es nicht 
zur Phasenumwandlung (rote 
Kurve). Eine Dehnung der Feder 
führt dann zu einer linear wach-
senden Spannung, bis sie bei hohen 
Belastungen irreversibel plastisch 
verformt ist. 
Kleine Alltagswunder
Da Formgedächtnislegierungen bei 
der Formänderung große Kräfte 
entwickeln können, gelten sie als 
heiße Kandidaten für Sensoren, 
Aktoren und Regler. Eine pfiffige 
Anwendung, die eine aufwändige 
Mess- und Steuerungstechnik er-
setzt, findet sich bereits in einigen 
Geschirrspülern: In einem Sensor, 
der regelmäßig den Kalkgehalt des 
Wassers misst, zieht sich ein Me-
mory-Draht durch einen geringen 
Stromstoß zusammen und öffnet 
ein Ventil, damit das Spülwasser 
aus dem Sensor fließt und sich für 
eine neue Messung füllen lässt.
Auch in der Medizin leisten die 
Memory-Metalle Erstaunliches. 
So helfen sie z. B. dabei, Löcher in 
der Herzscheidewand zu schließen. 
Dafür wird ein kleines, gefaltetes 
Doppelschirmchen aus Nitinol in 
einem Katheter zum Herz transpor-
tiert. Sobald das Implantat aus dem 
Katheter geschoben wird, erwärmt 
sich das Nitinol auf Körpertempe-
ratur und entfaltet sich dadurch. 
Dabei öffnet sich das Doppel-
schirmchen und verschließt perfekt 
beide Seiten des Lochs. 
Katja Bammel
Abb. 2 Abhängig von der Temperatur 
zeigt Nitinol im Spannungs-Dehnungs-
Diagramm drei Effekte: Bei tiefen Tempe-
raturen kommt es zum Einwegeffekt 
(blau); der Martensit kehrt nur durch Er-
wärmung in die Austenit-Phase zurück. 
Bei der Super elastizität (grün) führt äu-
ßere Belastung zur Phasenumwandlung. 
Bei hohen Temperaturen liegt Nitinol 
ausschließlich als Austenit vor (rot). 
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Figure 3.25: Summary of the stress-strain behavior of a generic shape memory alloy
at different temperatures. The first coordinate system in the front shows the usual
stress-strain behavior of solids with the linear elastic strain and a plastic deformation
at high stresses. The second coordinate system shows superelasticity at a constant
temperature. In the back of the coordinate system the shape memory effect is shown
(adapted from [11]).
account. Nevertheless, the model correctly describes the main characteristics of
twin and phase boundary motion under an applied magnetic field.
3.3 Eff c s in ( ag etic) shap m mory alloy
The marte sitic transition of shape memory alloys leads to three remarkable
phenomena that are interesting both from a scientific point of view as well as for
applications. The temperature-induced martensitic transition gives rise to the
shape memory effect, whereas the stress-induced martensitic transition results in
the phenomenon of superelasticity. Both effects are summarized in a stress-strain-
t mpera ure diagram in figure 3.25. The effect of a (giant) magnetic-fi ld-induced
strain leads to the field-induced reorientation of martensitic variants, which
results in a macroscopic shape change of the sample.
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Figure 3.26: Two applications of the shape memory effect: A stent used in medical
engineering (left) and an adaptive winglet as part of an aircraft (right).
3.3.1 Shape memory effect
The shape memory effect enables a sample exhibiting a martensitic transition
to recover its shape after being deformed in the low temperature phase by
applying heat and thereby inducing the martensitic reverse transition. During
the transition process, the alloys can exhibit large forces, which make them
interesting for technical applications such as general-purpose actuators (a wire
of 300µm diameter generates a load force of 20 N [63]), adaptive winglets, or
stents (see figure 3.26). The most important ingredients of the shape memory
effect are the diffusionless formation of different variants, which are characterized
by a lower symmetry, the cooperative movement of a set of atoms, and the high
mobility of the interfaces between the involved variants.
The mechanism behind the shape memory effect is illustrated in the figures 3.27
and 3.28. The former depicts the microscopic mechanism and the latter shows
the macroscopic shape change of a paper clip together with the associated domain
structure. In both figures, the description of the shape memory effects starts with
the high temperature phase, where the materials have characteristics typical for
their material class (mostly metals). In this phase the material receives its high
temperature shape, which will be recovered by the shape memory effect. During
cooling, the martensitic transition changes the crystal structure from a high
(cubic) symmetry of the parent phase to a low-symmetry of the martensitic phase.
The occurrence of the cooperative atom movement, where nearest neighbors
remain the same, leads to a lattice relationship (more details can be found in
section 3.2). During the transition, the shape and the volume of the sample remain
(almost) unchanged. On a micro- and mesoscopic scale however the situation
is different (see footnote 3): The deformed microstructure of the martensitic
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Figure 3.27: Schematic representation of the microscopic mechanism responsible for the
shape memory effect. One cycle consists of three steps: 1) cooling into the martensitic
phase, 2) deformation by an external force, and 3) heating into the high temperature
phase.
phase consists of self-accommodated variants due to the shear-dominant character
of the forward transition. The process of self-accommodation minimizes the
elastic energy at the domain boundaries. All involved variants are energetically
equivalent and can easily be switched from one to another by external forces.
The stress-induced variant rearrangement leads to a macroscopical change of
the sample shape, the lattice correspondence however remains the same. The
maximum of the non-plastic deformation is reached when only one variant type
remains, giving rise to a single-variant state. The reverse transition during heating
reverses the forward transition and all variants jump back to their cubic parent
structure of the high temperature phase. On a macroscopic scale, the sample
returns to its original (high temperature) shape without any applied external
forces.
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T = 320K    T = 240K      T = 240K         T = 240K        T = 320K
>
> > > >
Figure 3.28: Illustration of the shape memory effect. The temperatures of the paper clip
example at the bottom have been chosen according to the transition temperatures of
the Ni63Al37 sample analyzed in this work (Ms = 298 K, As = 264 K; see table 7.1 in
section 3.5.1) (adapted from [129] and [56]).
In perfect crystals, this cycling could be repeated infinite times. However, this
does not apply to real crystals, where, due to a change of the defect structure
of the crystal, the cycling process leads to fatigue effects. Fatigue starts with
the accumulation of defects and leads to the formation of cracks; later crack
propagation gives rise to rupture. The number of transition cycles before rupture
is a function of the tensile stress applied to the sample respectively the resulting
strain. In case of a Ni0.508Ti0.492 alloy the number of cycles ranges between 103
in case of high stress (several hundred MPa) and 106 in case of low stress (a few
hundred MPa) [60].
3.3.2 Superelasticity
Superelasticity is based on the stressed-induced martensitic transition and de-
scribes the elastic response to an externally induced stress. Alloys exhibiting
superelasticity belong to the larger family of shape memory alloys. It is evident
that superelasticity can only occur in the austenitic high temperature phase
[76]. The most important ingredients of superelasticity are the volume change
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Figure 3.29: Typical stress-strain diagram of a NiTi shape memory alloy exhibiting
superelasticity [105]).
associated with the martensitic transition, the fully reversible transition character,
and the high mobility of the habit plane.
The application of an external stress provides an additional contribution to the
thermodynamic driving force of the system, resulting in transition temperature
changes. In case of the superelasticity, an external stress leads to an increase
of the martensitic equilibrium temperature T0. At a certain amount of stress,
the martensitic transition temperature exceeds the sample temperature and the
martensitic forward transition starts. The stress-induced shift of the transition
temperature can be described by the generalized Clausius-Clapeyron-law, which
was already introduced in equation 2.8
dT0
dσij
=

∆S , (3.5)
where  is the strain, σij are the external stresses corresponding to , and ∆S is
the entropy change associated with the transition [186].
The fully reversible strain of more than 10 % and the fact that the stress is
constant over a broad strain range (see figure 3.29) make superelastic materials
interesting for technical applications such as dental braces, implants, splints,
and spectacle frames in medical engineering [76]. The high damping charac-
teristics of superelastic materials due to internal friction (which results in the
hysteretic response) makes them an interesting material class for the construction
of earthquake-proof buildings.
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Figure 1. Reorientation of the martensite twin variants by stress z in conventional shape memory alloys (a), and by magnetic 
field H in magnetically controlled shape memory materials (b) [5,6]. 
Magnetocrystalline anisotropy energy favors magnetization along certain crystallographic axes called 
directions of easy magnetization. When the external magnetic field is applied, the magnetization tends 
to turn from the easy directions of the unit cells to the direction of the external magnetic field. If the 
anisotropy energy is highand the energy of twin boundary motion is low, the magnetization turns the 
unit cells of one twin variant into another as the magnetization turns to the direction of the external 
field. Magnetization then remains in the easy direction in the turned unit cells. This phenomenon es- 
sentially differs from magnetostriction i which magnetization rotates to the field direction without 
changing the unit cell orientations. Magnetic-field-induced turning of the unit cells of one twin variant 
into another that results in a strain of the actuator material is possible if 
Uk>Et+ W, (1) 
where UK is the anisotropy energy, and Et, called energy of twin boundary motion in this presentation, 
is the energy required for reorienting the twin structure to reach a certain strain (Et includes the me- 
chanical work done in the matrix) [5,6]. W is the work done by the actuator material. Appropriate field 
energies E required for driving the actuators are UK > E > E, + W. 
Control of the shape memory effect by a magnetic field is expected to be possible in several ferro- 
magnetic materials. In some alloys twin boundaries or martensite interfaces are highly mobile. Growth 
of the martensite plates by low magnetic fields was recently demonstrated in an Fe-33.5Ni alloy [5,6]. 
Magnetic-field-induced shape changes attributed to th  reorientation of the twin structure were previ- 
ously observed in ferromagnetic steels that exhibit a shape memory effect [8]. As the reorientation of 
Figure 2. Magnetically induced growth of the twin variant which is in favorable orientation to the external magnetic field 
(HI < Hz). Figure 3.30: Magnetic-field-induced growth of twin-variants with a favorable orientation
consuming the unfavorably oriented variants with respect to the externally applied
field. At zero field (left) the martensitic structure consists of self-accommodated
variants. At small fields H1 (middle), when the pressure caused by the differences in
anisotropy energy exceeds the effective elastic modulus, some variants rotate and align
with the field. Fields H2 larger than the critical field Hc give rise to a single-variant
state (right). An important factor in this process is the mobility of the martensitic
domain walls [184].
3.3.3 Magnetic-field-induced strain
The possibility of controlling the shape and size of objects from certain substances
by applying electric or magnetic fields leads to their specification as functional
materials. Representatives of this group are magnetostrictive alloys (MS), piezo-
electric alloys (PE), and magnetic shape memory alloys (SM). These alloys can be
grouped according to the order of magnitude of their recoverable strains, as can
be seen from this hierarchy [186]:
∆LMS
L
≈ 10−3,
∆LPE
L
≈ 10−2,
∆LSM
L
≈ 10−1.
(3.6)
The large magnetic-field-induced strains of more than 10 % make magnetic shape
memory alloys particulary interesting for science and technical applications.
The mechanism of field-induced rearrangement of magnetic variants was
proposed [182] and experimentally observed [183] for the first time by Ullakko
et al. in 1996. Figure 3.30 schematically illustrates the underlying process
of a variant rearrangement. A summary of a model explaining this effect by
considering the Zeeman and magnetocrystalline anisotropy energy differences
between the involved variants can be found in section 3.2.3.
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The maximum value of recoverable strain is determined by the tetragonality
of the martensitic variants and can be expressed by 1-c/a. In the martensitic
phase stoichiometric Ni2MnGa has a short c-axis parallel to the easy axis of the
magnetization. This distortion leads to the maximal possible strain of 1-c/a =
1- 0.94 = 6 %.10 The realization of these giant strains requires that the crystal is
biased by stress or a magnetic field in order to guarantee that the whole crystal
consists of variants of only one type. Experimental results [113] as well as a
calculation based on an energy density comparison between the stress- and
magnetic-field-induced rearrangement of variants [118] revealed that a field of
approximately 10 kOe is sufficient to reach a single-variant state.
In a bias-free alloy all existing variants (in case of Ni2MnGa three11.) [89] are
equally likely to be nucleated. In this case the recoverable strains are smaller,
because a certain number of variants is already aligned with the field. The fraction
of a selected variant orientation fc as a function of the strain can be calculated by
fc =
(aA · (1 + ∆l/l)− aM)
cM − aM , (3.7)
where aA, aM , cM are lattice parameters of the austenite (A) respectively martensite
phase (M) and ∆l/l is the strain in the corresponding direction [125]. In the case of
an absent field and absent strains (∆l/l = 0) the fraction of one of the three variants
of stoichiometric Ni2MnGa can be calculated as follows: fc=aA−aM/cM−aM ≈ 0.3
(lattice parameters are given in table 3.2). This result is in agreement with three
equally distributed variant orientations.
In Ni2MnGa crystals with an electron per atom concentration of approximately
7.6 and larger, magnetic-field-induced strains exceeding 6 % are possible due to a
tetragonality of approximately c/a = 1.2 (see figure 3.41). Sozinov et al. reported
a giant magnetic-field-induced strain of about 9.5 % in a Ni0.488Mn0.297Ga0.215
alloy with e/a = 7.6 at magnetic fields less than 10 kOe [170].
By the application of an external uniaxial load the maximal recoverable strain
can be drastically reduced as can be seen in figure 3.31. When the applied field is
reduced under the condition of small or absent loads the acquired strain remains.
Under field-cycling conditions at higher loads the strain exhibits hysteretic
behavior.
Because of their unique characteristics magnetic shape memory alloys exhibit-
ing (giant) magnetic-field-induced strains have great potential for mechanical
engineering. Magnetostructural actuators can act as feasible alternatives to hy-
draulic, pneumatic, and electromagnetic drives [182], or they can potentially be
10The corresponding lattice parameters can be found in table 3.2.
11The three types of martensitic variants belong to six twin systems (twin planes parallel to
(110) and (11¯0), (101) and (101¯), (011) and (011¯)). Each twin system can form four different
habit planes with the cubic austenite. This results in 24 possible martensite microstructures
(austenite-martensite interfaces) [89, 130]
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Table 3.2: Lattice parameters of cubic and tetragonal crystal structures of the austenite
respectively martensite phase in a stoichiometric Ni2MnGa crystal [125]. Note the little
volume difference between the martensitic and austenitic elementary cell VA/VM = 0.992
which gives rise to the stress-dependent transition temperature (see section 7.2.4) and
the phenomenon of superelasticity (see section 3.3.2).
lattice parameters austenite martensite
a (nm) 0.582 0.5925
b (nm) 0.582 0.5925
c (nm) 0.582 0.557
volume V(nm3) 0.197 0.1955
c/a 1 0.94
the epoxy, the single-variant state was retained. Room tem-
perature magnetization curves taken parallel and perpendicu-
lar to the c axis and in the plane of the disk are shown in Fig.
1. They indicate the strength of the uniaxial magnetic anisot-
ropy to be Ku151.53105 J/m3. The saturation magnetization
at room temperature is m0M s50.62 T. Tickle and James10
measured the anisotropy Ni51.3Mn24.0Ga24.7 single crystals
constrained to be in the single-variant state. They reported
Ku52.453105 J/m3 at 217 °C.
For the field-induced strain measurements, the prismatic
sample was placed with its short dimension along the field
axis of an electromagnet while its long dimension ~vertical!
supported a nonmagnetic push rod extending above the elec-
tromagnet and ending in a platform. Dead weights were
placed on the platform to apply a stress to the sample. The
displacement of the platform referenced to the sample base
was measured with an eddy current proximity sensor. A
stress of 1.0 MPa was found to render the sample in a nearly
single-variant state.
Figure 2 shows the results of field-induced strain mea-
surements in a Ni49.8Mn28.5Ga21.7 single crystal at room tem-
perature for various axial external stresses that oppose the
field-induced strain. The sketch shows the orientation of the
magnetization, magnetic field, and external stress relative to
the twinned sample. The magnetization vectors are shown
parallel to the tetragonal c axis in each variant. The photo-
graphs are frames from a high-speed ~1000 frames/s! video
taken on the sample in the initially stressed state ~approxi-
mately 0.34 MPa! at H523105 A/m ~a!, at two intermediate
states of actuation ~b!, ~c!, and at saturation after about 23 ms
~d!. The images show that upon application of a transverse
field, twins magnetized parallel to the field ~darker contrast!
appear and grow, causing the sample to extend vertically
against the applied stress. The graph shows that the strain
increases sharply beyond about 200 kA/m and saturates at
about 400 kA/m. Upon removal of the field, the sample re-
mains in an essentially transversely magnetized ~vertically
extended! state for s,0.5 MPa. Repeating the field cycle
under incrementally greater stress results in an increase in
the threshold field at which most strain occurs. At stress
levels in excess of 1.1 MPa, the initial stress-stabilized state
is reestablished upon removal of the field. At still higher
stresses, the e – H curves are sheared over and the full trans-
formation strain is no longer achieved. A stress of 2 MPa ~44
lb/cm2! reduces the maximum field-induced strain to 0.6%.
The hysteresis appears nonmonotonic in applied stress. Es-
sentially the full transformation strain is achieved in this case
for stresses less than 1.0 MPa. Other samples from the same
boule have shown strains of 5.7% at saturation.
Phenomenological models describing the field-induced
motion of twin boundaries in FSMAs generally include the
Zeeman energy, magnetic anisotropy energy, an internal re-
storative elastic energy, and an external stress.7,8,12 The field-
dependent strain may be expressed as a function of the vol-
ume fraction, f i , of each variant: e(H)5e0d f (H), where e0
is the transformation strain and d f 5 f 121/2. The equivariant
state, f 15 f 251/2, is defined as e050.7 Micromagnetic
models5,10,13 may also include a magnetostatic energy that
tends to restore M to zero when the field vanishes. The action
of the external stress depends on its orientation relative to the
field-induced deformation. The stress here is oriented to op-
pose the field-induced strain. The results of the model are
summarized by
e~H !5e0d f 5
2Kuh~12h/2!2se0
Ceffe0
, ~1!
where h5M sH/2Ku and Ceff is the effective modulus of the
twinned state that accounts for the elastic energy stored in
parts of the material that do not respond to the field by twin-
boundary motion.7,12 The data of Fig. 2 are described with
this model using the measured Ni–Mn–Ga parameters:
m0M s50.6 T, Ku151.83105 J/m3, e050.06, and Ceff52
FIG. 1. Field dependence of magnetization at room temperature in single-
variant, martensitic Ni–Mn–Ga crystal with field applied parallel and per-
pendicular to @001#—Ref. 11.
FIG. 2. Top: Orientation of M, H, and s relative to the twinned sample.
Selected high-speed video frames show the sample in the initially com-
pressed (s’0.2 MPa) state (H’0), in two intermediate states, and in the
magnetically saturated, fully strained state, respectively. Bottom: Field-
induced strain at various external opposing stresses at room temperature for
a Ni49.8Mn28.5Ga21.7 single crystal.
887Appl. Phys. Lett., Vol. 77, No. 6, 7 August 2000 Murray et al.
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Figure 3.31: Magnetic-field-induced strains in a Ni0.498Mn0.285Ga0.217 single crystal at
selected stresses externally applied opposing the strain (with 795.77kA/m being equiv-
alent to 10 kOe being equivalent to 1 T) [113].
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used in high-force positioning systems such as in robotics [195]. However, even
today technical problems arising from the temperature-dependence, the high
control power, and the relatively poor position control of such actuators are still
not completely resolved [195].
3.4 Acoustic emission
In the following section a brief discussion on the origin of acoustic emission
during the martensitic transition in shape memory alloys is given. Subsequently,
an introduction to the propagation of ultrasonics in solids is presented. The
description of the stress, strain, and stiffness tensor in form of Hooke’s law
proceeds to the formulation of the equation of motion and ends with a specific
solution in the isotropic case.
3.4.1 Origin of acoustic emission in martensitic phase
transitions
Many externally driven processes in solids which are intrinsically associated with
a generalized friction emit acoustic signals. Such phenomena, occurring at length
scales from nanometer to micrometer [91], are dislocation dynamics, microcrack
propagation, and discontinuous phase transitions of multiferroic materials [191].
A shared characteristic of these quite different processes is the discontinuous
response to a continuous driving force (see section 3.2.1), resulting in the emission
of intermittent acoustic waves that carry information on the source mechanism
[91].
The martensitic transition is accompanied by acoustic emission (AE) in the
frequency range of kHz to MHz. Assuming a speed of sound in metals of ap-
proximately 5000 m/s, the corresponding wavelength ranges between mm and
m.
Shape memory alloys are prototypical systems for the interplay of localized,
short-range interactions (interfacial energies) and long-range interactions (strain
fields) [194, 207], leading to a self-accommodated domain structure. Generally,
the movement of the habit plane proceeds in discontinuous jumps under any
driving force. This happens primarily because of two reasons that stop the
transformation process until a further undercooling takes place. The first reason
is a self-limiting effect arising from the strain fields that accumulate during the
transition at the habit plane where the atoms belong, by definition, to both phases.
The second hindering reason are pinning processes of the habit plane at defects
such as dislocations. Both processes lead to the formation of metastable states,
which are separated by energy barriers. In the course of an athermal transition,
increasingly large driving forces are needed to overcome these barriers and to
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continue the transition (details of the transition dynamics can be found in section
3.2.1). In both cases, the depinning processes of the habit plane release a certain
amount of energy in form of phonons. The phonons propagating throughout the
crystal can be detected via acoustical transducers coupled to the sample surface
(see section 4.1). Anharmonic effects and damping lead to dispersion and a finite
phonon lifetime [108]. After a certain propagation time (including reflections at
grain and sample boundaries), the phonon (ordered lattice movement) transforms
into a disordered lattice movement, i. e. heat.
A very recent publication of Bonnot et al. [21] provides further insights into the
origin of the acoustic emission during the martensitic phase transition of a Cu-
Zn-Al single crystal. Bonnot et al. analyzed a stress-driven martensitic transition
at a constant temperature slightly above the martensitic transition temperature
Ms . Because of a constraint-free sample mounting and the athermal transition
character, the transition, i. e. the habit plane, can freely propagate throughout
the crystal. By the combination of optical, strain, and AE measurements the
propagation speed of the habit plane has been measured and correlated with the
acoustic activity.
After a first (stress-induced) heterogenous nucleation in the center of the rect-
angular sample, two habit planes propagate in opposite directions to the sample
edges by building needle domains with an estimated thickness of 10µm. The
front propagation, which was derived from the associated strain change, shows an
intermittent character and occurs at high speed.12 The stepwise propagation of
the variants is assumed to be caused by the interaction with defects (dislocations),
which hinder a smooth propagation and lead to a pinning-depinning process (see
above and section 3.2.1). The volume that is spanned from one habit position to
the next is known to be proportional to the dissipated energy in this step [152].
Bonnot et al. additionally have shown that the acoustic activity is proportional
to the advance of the habit plane (which can be estimated by means of a strain
gauge correlated with AE measurements). The combination of both findings
show that the amount of dissipated energy in the growth process of martensitic
variants is proportional to its released acoustic activity, which in addition has
been confirmed by a phenomenological model. Figure 3.32 shows a plot of the
in-situ measured propagation speed and the acoustic activity against the time. A
clear correlation can be found between both features. This correlation, which
becomes especially evident because of the intermittent character of the transition,
has been validated by the computation of a correlation function (see inset of
figure 3.32 b).
12In spite of the athermal transition character of Cu-Zn-Al the habit plane movement does not
reach the speed of sound [188].
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in the system which locally modify the degree of metastabil-
ity. They essentially originate from the same lattice defects
that interact with the needle domains and thus this should
also be reflected in the behavior of AE. In Figs. 4a and 4b
we have also plotted the AE activity N˙ as a function of time
for the ˙=0 and ˙0 cases, respectively. In both cases,
while N˙ and ˙ follow the same trend as a function of time, a
peak in N˙ occurs at the early stages which is not corre-
sponded by a peak in ˙. This behavior is found in most of the
experiments performed, and only in a few number of cases,
peaks in both quantities are observed. Actually, the lack of
coincidence at each time between the AE activity and the
strain rate can be explained taking into account that while
AE is extremely sensitive to local and rapid changes in the
strain field, the strain rate is obtained from a numerical de-
rivative of the measured length change in the full sample
integral and much less sensitive kind of measurement.
Comparison of both quantities must be undertaken in a sta-
tistical way. We have proceeded by quantifying the simili-
tude of the time dependence of N˙ t and ˙t by computing
the correlation function
 =
˙N˙  − ˙N˙ 
˙2 − ˙2N˙ 2 − N˙ 2
6
which takes the value 0 in the absence of correlation and 1
for perfect proportionality between ˙t and N˙ t. In the in-
set of Fig. 4b we have plotted  as a function of ˙. It shows
that, within errors, the correlation function takes an average
value close to 0.6, independent of ˙, which is large enough
to corroborate the existence of a reasonably good correlation
between the two quantities. Consistently, the average front
velocity and the average values of the AE intensity present
comparable behavior with increasing ˙ this is shown in Fig.
5. From the results above, the parameter  see Eq. 5 can
be estimated to be of the order 108 m−1. Then, from the
sample cross section  and the estimated needle domains
thickness w, the density of pinning defects is obtained as 
=w /5108 m−2. When this value is compared with
the density of dislocations in Cu-Zn-Al shape-memory
alloys,18 it is concluded that it represents about 10% of the
total amount of dislocations. This result confirms the idea
that, to a large extent, pinning effects which give rise to AE
mainly originate from dislocations. Furthermore, our results
nicely confirm the predicted relationship between measured
acoustic emission and dissipated energy. In addition, the in-
crease in the excess of dissipated energy excess area of hys-
teresis loops with respect to the loop for which the forward
transitions occur at constant  as a function of ˙ shown in
the inset of Fig. 5 provides further support to this conclusion.
FIG. 3. Color online Strain-stress hysteresis loops. For the
loop with squares, in the loading branch the stress is kept constant
˙=0 during the transformation vertical trajectory. For unloading
branch the stress is decreased at a rate ˙=−0.28 MPa /s. For the
loop with triangles, the stress is continuously increased at a rate
˙=0.28 MPa /s. It is decreased at rate ˙=−0.28 MPa /s in the un-
loading branch. For the loop with circles the rates are ˙
=0.106 MPa /s and ˙=−0.106 MPa /s in loading and unloading
branches. The inset shows the strain as a function of time for the
complete forward transformation for the three cases.
FIG. 4. Color online Acoustic emission activity N˙ as a func-
tion of time dashed line compared to the time derivative of the
strain ˙ as a function of time continuous line. The good correla-
tion between the two curves confirms that AE activity is propor-
tional to V. Case a corresponds to ˙=0 and case b to ˙
=0.28 MPa /s. The inset shows the correlation function between the
two curves as a function of the stress rate with a typical error bar
indicated.
BONNOT et al. PHYSICAL REVIEW B 78, 094104 2008
094104-4
Figure 3.32: Acoustic activity of a stress-driven mart nsitic transition. The red dashed
line shows the acoustic activity N˙ and the black continuous line represents the time
derivative of the s rain ˙, both s a function of time. The correlation indicates a
proportionality relation between the transformed fraction of martensite and the
corresponding acoustic activity N˙ . The curves in (a) correspond to a constant stress
and the curves in (b) to increasing stress at a fixed rate (σ˙ = 0.28 Mpa/s). The inset
shows the correlation function between the acoustic and the strain data [21].
3.4.2 Prop gation of ultrasonics in solids
In the following section, a compact introduction into the propagation of ultra-
sonics is given. A more comprehensive overview can be found in the standard
reference of Landau and Lifshitz [83] and the book of Sutilov [173].
Within the theory of elasticity the pr pagation of sound waves can be described
as a periodic particle displacement from equilibrium position by an elastic force.
The particle medium is assumed t be conti uous and the elongation is assumed
to be infinitesimal, which applies for acoustic waves [173]. The displacement of a
particle P from its arbitrary equilibrium position ~x is given by ~u(~x, t) (in case of
equilibrium conditions ~u(~x, t) = 0). All displacements ~u(~x, t) form a displacement
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Figure 3.33: Illustration of possible components of a strain tensor σij(t, ~x) in Cartesian
coordinates [155].
field. The origin of the particle displacement, i. e. the origin of the deformation
of the small volume, lies in the exertion of surface forces.13 The force on a unit
area is called mechanical stress14 and can be described by a stress tensor σ (t, ~x).
One component of the stress tensor σij(t, ~x) describes a stress that acts on a plane
normal to the xi axis, with the force being directed parallel to xj (see figure
3.33). The stress tensor is symmetric (σij = σji), i. e. it has in three dimensions six
independent components in its general form (derivation see e. g. [83]). If i = j, σij
describes normal stresses and if i , j, it describes shear stresses.15
In case of a non-compensated stress, a surface force is exerted on a given volume
element, which can be described in Cartesian coordinates by dx, dy, and dz. The
cuboid is assumed to have a volume of dV = dx dy dz, a mass of dm, and a density
of ρ = dm/dV. In order to formulate the equation of motion, a force F1 is applied
parallel to ~e1 on the described cuboid
F1 = (σ11(x1 + dx1)− σ11(x1))dx2 dx3
+ (σ21(x2 + dx2)− σ21(x2))dx1 dx3
+ (σ31(x3 + dx3)− σ31(x3))dx1 dx2.
(3.8)
With small displacements that are realized by definition and small cuboid di-
mensions the stress change can be assumed to be linear. The stress components
13Volume forces such as gravity will not be considered in this case [173].
14The expressions mechanical stress and stress will be used synonymously in this section.
15In ideal fluids (liquids and gases) no shear stresses occur due to the absence of shear-restoring
forces.
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parallel to ~e1 applied on the three areas of the cuboid can be described by
σ11(x1 + dx1) = σ11(x1) +
∂σ11
∂x1
dx1
σ21(x2 + dx2) = σ21(x2) +
∂σ21
∂x2
dx2
σ31(x3 + dx3) = σ31(x3) +
∂σ31
∂x3
dx3.
(3.9)
The corresponding force components are
F11 =
∂σ11
∂x1
dx1 dx2 dx3 =
∂σ11
∂x1
dV
F21 =
∂σ21
∂x2
dx1 dx2 dx3 =
∂σ21
∂x2
dV
F31 =
∂σ31
∂x3
dx1 dx2 dx3 =
∂σ31
∂x3
dV.
(3.10)
The whole force applied parallel to ~e1 on the three areas, i. e. on the volume
element dV , is the sum
F1 = F11 +F21 +F31 = (
∂σ11
∂x1
+
∂σ21
∂x2
+
∂σ31
∂x3
)dV. (3.11)
The displacement of a particle parallel to ~e1 can be described by the equation of
motion which can be formulated with Newton’s second law of motion and the
equation 3.11:
F1 =m · a1 = ρdV∂u1(t)∂t2 = F1 = (
∂σ11
∂x1
+
∂σ21
∂x2
+
∂σ31
∂x3
)dV. (3.12)
After dividing equation 3.12 by the volume and writing it as a sum, the equation
of motion in its general form can be expressed by
ρ
∂uj(t)
∂t2
=
∑
i
∂σij
∂xi
. (3.13)
Equation 3.13 can be solved using Hooke’s law, which can be written as
σij =
∑
kl
cijklkl , (3.14)
where cijkl is the fourth order stiffness tensor and kl the strain tensor with
kl = ∂uk/∂xl. Because of the symmetries of the stress and the strain tensor (which
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is called minor symmetry) the stiffness tensor can be written in its general form
in three dimensions as
c1111 c1122 c1133 c1123 c1131 c1112
c2211 c2222 c2233 c2223 c2231 c2212
c3311 c3322 c3333 c3323 c3331 c3312
c2311 c2322 c2333 c2323 c2331 c2312
c3111 c3122 c3133 c3123 c3131 c3112
c1211 c1222 c1233 c1223 c1231 c1212

≡

c11 c12 c13 c14 c15 c16
c21 c22 c23 c24 c25 c26
c31 c32 c33 c34 c35 c36
c41 c42 c43 c44 c45 c46
c51 c52 c53 c54 c55 c56
c61 c62 c63 c64 c65 c66

,
(3.15)
where the right hand matrix is given in the Voigt notation. The symmetry of the
stiffness tensor (cij = cji) is called major symmetry and leads to 21 independent
components for a system without any symmetry element (e. g. triclinic crystal
system) [173]. With Hooke’s law (equation 3.14) the equation of motion 3.13
transforms to
ρ
∂uj(t)
∂t2
−
∑
ikl
cijkl
∂uk
∂xi∂xl
= 0. (3.16)
A plane wave approach with ui = aiei(
~k~r−ωt) leads to the equation∑
k
(ρω2δik −
∑
jl
cijklklkj)
ak = 0, (3.17)
where δik is the Kronecker delta. With the substitution of αik =
∑
jl cijklklkj
equation 3.17 can be written in matrix formρω2 − a11 −a12 −a13−a21 ρω2 − a22 −a23
−a31 −a32 ρω2 − a33

a1a2
a3
 = 0. (3.18)
This system of equations can be solved when the determinant becomes zero:
|(ρω2δij −αik)| != 0. (3.19)
The solutions of the defining equation 3.19 are cubic polynomials in ω2 as a
function of ~k, with up to three real roots in ω2. If equation 3.19 is satisfied,
equation 3.18 returns a displacement vector (a1, a2, a3) for every ω2. In general,
there are one longitudinal and two transversal solutions (for the high symmetry
directions).
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Only in materials without any symmetry element the stiffness tensor has 21
independent components. In materials with a higher symmetry their number is
reduced. In a cubic geometry only three independent components remain (c11,
c12, and c44). In isotropic materials the elastic behavior can be described by two
parameters
σik = λΘδik + 2µik , (3.20)
where Θ is the volume change (Θ = 11 + 22 + 33 = ∂u1/∂x1 + ∂u2/∂x2 + ∂u3/∂x3 = div
~u ), δik is the Kronecker delta, and λ and µ are the Lamé parameters for volume
change respectively the occurring shear (µ = E/2(1+µˆ), where E is Young’s modul
and µˆ is Poisson’s ratio). The solutions of the equations of motion
ρ
λ+ 2µ
∂2~u
∂t2
−∆~u = 0 with rot ~u = 0 i.e. ~u ||~k (3.21)
ρ
µ
∂2~u
∂t2
−∆~u = 0 with div ~u = 0 i.e. ~u ⊥ ~k (3.22)
are either perfectly longitudinal waves (equation 3.21) or transversal waves
(equation 3.22).16 The speed of sound of longitudinal waves can be determined to
be cl =
√
λ+2µ
ρ and the speed of transversal waves can be calculated to be ct =
√
µ
ρ .
3.5 Analyzed material systems
Shape memory alloys show a wide range of phenomena and effects. Only the
most fundamental characteristics can be found in all shape memory alloys such
as the lattice distortion, the occurrence of shear forces, the diffusionless first-
order character17, and a highly mobile habit plane. This diversity makes it
impossible to define a prototypical shape memory alloy. However, it is possible
to identify material systems which serve as prime examples for some of the
occurring phenomena because they display the corresponding feature in an
explicit and rather pure manner. The heterogeneity of the effects is reflected
in a lively controversy on shape memory alloys in the literature (e. g. in the
fields of precursor effects, transition dynamics, or the degree of discontinuity;
see e. g. [7, 67, 112, 210]). It is worth mentioning that there is no unifying model
approach including all phenomena and characteristics of the broad spectrum of
experimental observations.
In this work, three two-component material systems, Ni-Al, Au-Cd, and Fe-
Pd, as well as one three-component system, Ni-Mn-Ga, have been analyzed.
These materials have been chosen because they all show a martensitic phase
16In ideal fluids (liquids and gases) with zero viscosity only longitudinal waves occur.
17A definition of the martensitic transition consists of these characteristics.
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transition within a temperature range accessible by a precise Peltier cooling
device (see section 4.1). Additionally, they are well known for showing precursor
effects, which imply a deviation from the classical athermal behavior (see e. g.
[5–7, 20, 47, 77]).18 The material Ni-Mn-Ga is prototypical for the combination of
a ferromagnetic and a ferroelastic transition. The occurring magneto-structural in-
terplay is strongly related to the (discontinuous) intermediate phase transition.19
In addition, the alloy is a prototype for the effect of (giant) magnetic-field-induced
strain of 6 % and more, depending on the tetragonal distortion associated with
the transition.
3.5.1 Ni-Al
In the compositional range of 0.60 ≤ x ≤ 0.68 NixAl1−x shape memory alloys
show an athermal martensitic transition occurring exclusively from a quenched
metastable high-temperature β-phase [8, 25, 166, 168]. It is worth mentioning
that in the given stoichiometric range these alloys are not in thermodynamic
equilibrium but in a metastable state resulting from quenching from high tem-
peratures close to the melting point. Therefore, the preparation process of the
metastable alloys is quite delicate. The as-cast ingot needs to be quenched at
high rates in order to prevent a decomposition of the alloy (see phase diagram in
figure 3.34). The high quenching rates lead to a freezing of a high vacancy density.
Because of the non-equilibrium situation thermal treatments of the sample, as
e. g. defect annealing, is either difficult to realize or not possible at all. Due to
their statistical filling of the lattice sites non-stoichiometric alloys have a high
intrinsic disorder. By definition phase diagrams are equilibrium diagrams, which
cannot be applied to non-equilibrium alloys. However, the martensitic phase
transition temperatures of Ni-Al are added afterwards to the equilibrium phase
diagrams as can be found in figure 3.34.
The parent (high temperature) phase is cubic with a B2-structure (caesium
chloride structure) and is called the β-phase [25, 42, 51, 57]. The product (low
temperature) phase is reported to be face-centered tetragonal (L10) [42, 51, 57].
Different layer sequences are reported according to stoichiometry: For NixAl1−x
with 60 ≤ x ≤ 63 a 7M (5,2¯) or 7R sequence and for 63 ≤ x ≤ 68 a 3R sequence
[37, 159, 166]. A noteworthy feature of the model alloy is the strong dependence
of the transition temperature on the stoichiometry, which is reported to be
between 100 K/at. % and 160 K/at. % [25, 166].
Usually, the transition is classified as athermal. However, recent incubation time
measurements via optical [7, 90] and acoustic experiments [31, 172] (see section
18Fe-Pd combines the ferromagnetic and ferroelastic phase transition which leads to an interplay
of structural and magnetic degrees of freedom, which has received a lot of modeling [61].
19Field-dependent experiments with Fe-Pd will not be in the focus of this work.
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Figure 3.34: Equilibrium phase diagram of Ni-Al [145] which has been extended to
the martensitic transitions. Martensitic transitions are observed only in a narrow
composition range of 0.60 ≤ x ≤ 0.68 NixAl1−x. The represented martensitic transition
temperatures have been extracted from [154]. The combined phase diagram can be
found in [141].
3.2.1) as well as rate-dependent AE measurements presented in this work have
shown that the transformation also reveals isothermal characteristics. Different
precursors of the martensitic phase have been reported which provide evidence
for the weak first-order character of the transition. Two phonon anomalies are
reported in the material system: the incomplete softening of the [ξξ0]−TA2-mode
with ξ = 0.16 (see figure 3.18), and an anomalous minimum of the longitudinal
acoustic branch [ξξξ]-LA-mode at ξ = 0.66 [165, 166]. The phonon softening
provides a displacement pattern that can be related to the static modulation of
the martensitic phase. During neutron experiments strong elastic diffraction
patterns can be observed which are related to the phonon softening and lead
to the so-called central peak [166]. Additionally, Ni-Al displays a tweed pattern
characteristic [159, 166].
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3.5.2 Au-Cd
AuxCd1−x is a metallic alloy which shows a martensitic transition with shape
memory character in a small compositional range of approximately 0.50 ≤ x ≤
0.53. The parent phase has a cubic B2 structure with a statistical distribution of
the gold atoms in case of x, 0.50. The structure of the low temperature phase
varies depending on the composition. A phase named ζ′2 is realized for x =
0.505 [122, 187], which is reported to have a hexagonal, trigonal (P3¯1) [187], or
trigonal (P3) structure without symmetry center [114, 120]. For crystals with
x = 0.525 an orthorhombic symmetry has been found, which is classified as γ ′2
(B19-structure) [84, 119]. In contrast to the Ni-Al shape memory alloy, here
both the low and the high temperature phase are in thermodynamic equilibrium
and can be found in the phase diagram of figure 3.35. The transition dynamics
of Au-Cd is traditionally classified as athermal, which excludes the thermal
activation of the nucleation and growth processes. This classification is contrasted
by recent optical incubation time measurements (see 3.2.1), which show also
isothermal aspects of the transition [111, 158]. AE measurements presented
in this work reveal as well a rate-dependent, behavior which implies (partly)
isothermal dynamics. Additionally, the time-dependent training effect, aging,
and rubber-like behavior is observed in Au-Cd [84, 111, 121, 149, 151]. Phonon
softening of the [ξξ0]−TA2-mode is reported to occur at ξ = 0.35 [123] and at
ξ = 0.5 [122] depending on the composition of the sample. In elastic neutron
scattering experiments a central peak is observed [122, 167]. The occurrence of
tweed has been stated by different authors (e. g. [124]).
3.5.3 Fe-Pd
FeitxPd1−x is a ferromagnetic alloy which shows in the compositional range of
0.344 ≤ x ≤ 0.395 a martensitic phase transition, shape memory effect, and
superelasticity [146]. The combination of both ferroelastic and ferromagnetic
properties allows to trigger the phase transition not only by temperature or
pressure changes, but by applying magnetic fields as well. Two phase diagrams of
Fe-Pd are given in figure 3.36: the equilibrium phase diagram on the left and
the non-equilibrium diagram with the martensitic transition on the right. In
thermodynamic equilibrium at high temperatures, there is a γ(Fe, Pd) phase
with a face-centered cubic elementary cell. Under cooling it separates into two
equilibrium phases: the intermetallic phase with a tetragonal unit cell and the
α(Fe) phase with a body-centered cubic structure.
The martensitic transition is depicted in the phase diagram on the right. In
the high temperature phase the alloy (with an appropriate stoichiometry) has a
face-centered cubic structure (fcc) [20]. Under cooling, as indicated by the arrow,
the martensitic transition occurs and the material transforms into a face-centered
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3 Martensitische Phasenübergänge Au-Cd 2
Landolt-Börnstein
New Series IV/5
Fig. 1. Au-Cd. Phase diagram.
Crystal structure
The lattice parameters of fcc (Au) solid solutions have been measured by Owen et al. [40Owe2]. The results
are given in Fig. 2.
Crystallographic data for intermediate phases are given in Table 1.
Between 25 and 34 at% Cd, Hirabayashi et al. have found some long-period superlattice (LPS) phases
[69Hir2, 67Hir1]. They have a close-packed structure with different stacking (see Table 2). For more
informations see Hirabayashi et al. and Kozlov et al. [67Hir1, 81Hir1, 79Koz1, 79Iwa1]. The structures of
η and η′ are unknown [86Oka3].
Abbildung 3.24: Phasendiagramm der Legierung Au-Cd [144]. In der Umgebung der
stöchiometrischen Zusammensetzung zeigt die Legierung einen martensitischen Pha-
senübergang.
welches sich durch diffuse Streifen parallel zu den {110}-Ebenen mit ein m Abstand
von etwa 5nm bis 10nm äußert [158, 159].
Neben Vorläufereffekten werden in Ni63Al37 auch zeitabhängige Phänomene, näm-
lich Inkubationszeit [12] (Absc nitt 6.2.2) und der Trainingseffekt (Abschnitt 6.2.1)
beobachtet.
3.4.2 Gold-Cadmium – Au50+xCd50-x
Die Legierung AuxCd100−x zeigt für x ≈ 50– 53 einen ebenfalls athermischen marten-
sitischen Phasenübergang mit Formgedächtniseffekt. Die Hochtemperaturphase

Figure 3.35: Equilibrium phase diagram of Au-Cd with in icated martensitic phase [145].
Close to its stoichiometric composition Au-C shows a marte sitic transition and the
shape memory effect.
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Abbildung 2.13.: Links: Phasendiagramm der Legierung FePd. Rechts: Phasendiagramm
von FePd in dem Stöchiometriebereich, in dem die martensitische Transformation stattfindet
(entnommen aus [54]). Der Pfeil symbolisiert die Umwandlung von der austenitischen
Phase mit bcc-Struktur in eine martensitische Phase mit fct-Struktur und eine weitere
martensitische Transformation in eine Phase mit bcc-Struktur.
2.5.3. FePd
Bei einer Palladiumkonzentration von 34.4 at% bis 39.5 at% tritt bei dieser Legierung
eine martensitische Transformation von einer raumzentrierten kubischen Struktur in
eine flächenzentrierte tetragonale Struktur auf. Weiteres Kühlen verursacht eine zweite
Umwandlung in eine raumzentrierte kubische Struktur (Abb. 2.13). MS liegt je nach
stöchiometrischer Zusammensetzung in einem Intervall, dass sich über einige 100K
erstreckt (Abb. 2.13). Oberhalb von MS wurde mit Hilfe von Röntgenbeugung eine
Veränderung in der Gitterstruktur festgestellt [61] und unter Verwendung inelastischer
Neutronenstreuung das Weichwerden eines transversalen akustischen Phonons beobach-
tet [56]. Von dieser Legierung stehen zwei Proben mit identischer Zusammensetzung zur
Verfügung, ein Fe0.688Pd0.312 Polykristall mit einer Masse von 86.3mg und ein Einkristall
mit einer Masse von 88.160mg. Beide Proben haben ungefähr die Form eines Prismas.
Die Abmessungen der polykristallinen Probe betragen 3.14mm× 2.95mm× 1.09mm
und die des Einkristalls 3.098mm× 2.966mm× 1.138mm. Die durchschnittliche Kris-
tallitgröße des Polykristalls liegt vermutlich bei ungefähr 200 µm [3].
2.5.4. CuZnAl
CuZnAl weist für bestimmte Stöchiometrien ebenfalls den Formgedächtniseffekt auf.
Die Transformation erfolgt von der austenitischen kubischen L21- oder DO3-Hoch-
temperaturphase in die martensitischen orthorhombischen 18R- oder hexagonalen 2H-
Tieftemperaturphase [37]. Die Temperatur, bei der die martensitischen Umwandlung
einsetzt, hängt stark von der Stöchiometrie ab. So beträgtMS für die Zusammensetzung
Curie temperature curve
Figure 3. 6: Equilibrium phase diagram of Fe-Pd (left). Mart nsitic phase diagr m with
a composition of approximately 30 % Palladium (right). The black arrow indicates
a possible path through the martensitic transition. The shape memory effect occurs
in the ferromagnetic phase which enables a magnetoelastic coupling (adapted from
[146]).
tetragonal structure (fct) [20]. Further cooling leads to a second transition and a
body-centered structure (bcc) can be observed. As can be seen in figure 3.36 (right),
the martensitic transition temperature is highly sensitive to the composition and
varies with 50 K/at. % [126]. In addition figure 3.37 shows the lattice parameters
a and c as a function of temperature. Strong deviations from 1 can be seen
in the c/a-ratio at low temperatures, as shown in figure 3.37. The coupling of
ferromagnetic mo ents to ferroelastic variants leads to interesting applications
such as magnetic-field-induced transitions or magnetic-field-induced strains (see
section 3.3.3).
Fe-Pd shows rich precursor phenomena [20]. Inel stic neutron diffraction
reveals phonon softening of the [ξξ0]TA2 mode around the Γ point as the magne-
tization increases [156]. The occurring soft mode can be understood as a dynamic
feature of the premartensitic transition. Tweed is reported to appear as a static
pre-transitional feature prior to the transformation [110]. Some authors reported
premartensitic phenomena more than 100 K above the transition temperature
(e. g. [20]). Because of the occurring latent heat the transition was commonly
classified as discontinuous. However, in more recent studies it is classified as
nearly continuous due to the marked precursor effects [33].
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2.2. Materiales estudiados 47
Fase Composicio´n, S´ımbolo Grupo
wt% Pd de Pearson de espacio
(δ Fe) 0 a 6.1 cI2 Im3m
(γ Fe, Pd) 0 a 100 cF4 Fm3m
(α Fe) 0 a 6.5 cI2 Im3m
FePd 64.2 a 74 tP2 P4/mmm
FePd3 76 a ? cP4 Pm3m
Tabla 2.5: Valores de la composicio´n y grupo de espacio para las diferentes fases de la
aleacio´n Fe-Pd, H.Okamoto, 1992.
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Figure 3.37: Lattice parameters a and c of the cubic high temperature phase and the
tetragonal low temperature phase of a Fe0.312Pd0.688 polycrystal on cooling (left)
(adapted from [169]). Lattice parameter a and c of a Fe0.312Pd0.688 single crystal as
function of temperature under cooling (right) (adapted from [64]). Both samples have
the same nominal composition as the samples analyzed in this work.
3.5.4 Ni-Mn-Ga
The coupling of structural and magnetic degrees of freedom, which is analyzed in
this work, leads to a broad range of characteristics of Ni-Mn-Ga. The following
description starts with the elastic subsystem and the crystal structure of the
stoichiometric alloy Ni2MnGa. The subsequent paragraph describes the magnetic
subsystem, followed by a brief discussion on the dependence of the magnetic and
martensitic transition temperatures on the stoichiometry.
Ni-Mn-Ga alloys are ternary intermetallic compounds, which can be described
by the general formula of Heusler alloys X2YZ (in the stoichiometric case). At
room temperature, Ni2MnGa and slightly deviating off-stoichiometric alloys
have an L21 structure, as depicted in figure 3.38. This structure is related to a
body-centered cubic unit cell in the sense that an L21 structure can be obtained
from a body-centered cubic unit cell if the position in the center is occupied by
Ni (blue) and if the positions at the corners are occupied by either Mn or Ga (red,
respectively green), corresponding to the exact composition. At temperatures of
1380 K and above, Ni2MnGa has a liquid phase. As the temperature decreases,
Ni2MnGa transforms into the partially ordered B2’ phase. In the course of further
cooling a continuous phase transition of the disorder-order type from B2’ to
L21 occurs at about 1070 K [186]. The martensitic transition is preceded by
an intermediate (or premartensitic) transition to a 3M modulated phase with a
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Figure 3.38: Unit cell of the austenitic phase of Ni2MnGa in the L21 structure. Ni atoms
are represented in blue, Mn and Ga in red and green, respectively.
Table 3.3: Electronic and magnetic characteristics of Ni2MnGa.
element magnetic moment (µB) electron configuration e/a
Ni ≤ 0.3 [Ar] 3d84s2 10
Mn ≈ 4.17 [Ar] 3d54s2 7
Ga 0 [Ar] 3d104s24p1 3
preserved cubic structure [40, 209, 210]. This weakly discontinuous transition20 is
heralded by strong but incomplete softening of the [χχ0] TA2 phonon at χ ≈ 0.33
[85, 98]. Magnetoelastic coupling has been proposed to play an essential role for
this transition to occur [142]. Discontinuous martensitic transitions take place at
about 200 K and lead to a tetragonal structure with c/a < 1. At room temperature
the lattice constant a is reported to be 5.82 Å. At a lower temperature in the
martensitic phase the lattice constants are a = 5.925 Å and c = 5.57 Å, which
leads to a small reduction of the volume of the unit cell from Vaustenite = 197A˚3
to Vmartensite = 195.5A˚3 (details on the stoichiometric dependence of c/a can be
found in the section below and in the figures 3.40 and 3.41) [125].
In Ni2MnGa the magnetic moment is distributed quite heterogeneously. It
is primarily localized at the Mn atoms µMn ≈ 4.17µB, whereas Ni atoms only
contribute µMn ≤ 0.3µB and Ga atoms dot not have a magnetic moment (see table
3.3) [199]. At 376 K Ni2MnGa transforms to the ferromagnetic phase. At the
20The latent heat involved in the transition is about ten times less than the latent heat correspond-
ing to the martensitic transition (see table 7.4).
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Figure 3.39: Functional phase diagram of the ternary alloy Ni-Mn-Ga. In the ferromag-
netic region (yellow), the red area has the highest magnetization. The dotted line
surrounds the region of reversible martensites. In the overlapping areas a magneto-
structural interplay is possible (adapted from [174]).
martensitic transition the susceptibility to weak fields (H / 10kOe) shows a sharp
decline, which corresponds to an increase of the magnetocrystalline anisotropy.
At magnetic fields larger than approximately 10 kOe the susceptibility shows a
moderate increase of the (saturation) magnetization. In the premartensitic phase
the (statically) modulated structure leads to an increase of the magnetostructural
anisotropy, which can be observed by a small decrease of the magnetization.
In the high temperature phase the easy magnetization axis is oriented along the
crystallographic [100] direction and 180-degree domains are formed [186]. When
a martensitic structure of lower symmetry is formed, the magnetic structure
changes dramatically. In the martensitic phase several magnetic 180-degree
domains with a diameter between 5µm and 40µm are formed within a single
structural domain, which is called a variant. The coupling of the magnetic
moments to the variants opens the possibility of magnetic-field-induced strain
(see section 3.2.3 and section 3.3.3).
The compositional regions where the ferromagnetic and the ferroelastic transi-
tions occur are displayed in a functional phase diagram, figure 3.39 [174]. The
dependence of the magnetic and the elastic transition temperatures on the Mn
concentration is illustrated in figure 3.40. The Curie temperature decreases with
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temperature was found to weakly depend on electron
concentration in the interval 7:34 e=a4 7:6; at higher
values of e=a the Curie temperature decreases.
The composition dependences of magnetic properties for
Ni2xMn1ÿxGa alloys have been studied in Refs [26, 67, 68,
90, 91]. The phase diagram of these alloys (Fig. 10) clearly
shows that the Curie temperature decreases as Ni is sub-
stituted for Mn in the interval 0 < x < 0:18; with a further
increase in Ni content the Curie temperature and the
martensitic transition temperature merge, and an increase in
TC is observed in the interval 0:18 < x < 0:20.Wang et al. [68]
studied Ni2ÿxMn1x=2Ga1x=2 alloys (x  0ÿ0:1) and found
that within this concentration range the Curie temperature
lowers from roughly 384 K (x  0) to roughly 370 K
(x  0:1). The decrease in the Curie temperature is accom-
panied by a decrease in the saturation magnetizationM0 and
the magnetic moment on Mn atoms.
Comparison of the experimental data on the magnetic
properties of Ni2xMn1ÿxGa and Ni2ÿxMn1x=2Ga1x=2
shows that any deviation from stoichiometry results in a
decrease in the Curie temperature and the saturation
magnetization. Many experimental observations, such as the
decrease inTC inNi2xMn1ÿxGa alloys [67], the increase inTc
in Ni2MnZ (Z  Al, Ga, In, Sn, Sb) alloys under pressure
[92], the decrease in TC at isoelectronic substitution of In
atoms for Ga atoms, which leads to an increase in the crystal
lattice parameter [93], can be explained by the change in the
average distance between the Mn atoms, the carriers of
magnetic moment. At the same time, the results of Wang
et al. [68] show that a simple increase in the number of Mn
atoms per formula unit does not lead to rise in the Curie
temperature or to an increase in the magnetic moment of the
alloy.
5.2 Martensitic transition
For Heusler alloys the martensitic transition temperature
changes substantially under deviations from stoichiometry
[17, 67, 68, 91] and under doping [69, 89, 93 – 95]. As a result
of their analysis of the experimental data on
Ni2xyMn1ÿxGa1ÿy alloys, Chernenko et al. [17] concluded
that for fixed Mn content the increase in Ga content lowers
the martensitic transition temperature Tm. The same effect
can be achieved by substituting Mn atoms for Ni atoms
with the Ga content constant. Substitution of Mn for Ga
with the Ni content constant increases the martensitic
transition temperature. The next step in establishing
the composition dependences of Tm was taken in Ref. [89],
where the martensitic transition temperature of
Ni2xyMn1ÿxGa1ÿy alloys was studied as a function of the
electron concentration e=a (Fig. 9a). In alloys with e=a4 7:7,
the martensitic transition temperature increases with electron
concentration with a coefficient of roughly 900 K e=aÿ1,
while for alloys with e=a5 7:7 this coefficient is of the order
500 K e=aÿ1. In Reference [96] the e=a-dependence of Tm is
described as Tm  702:5e=a ÿ 5067 K, which makes it
possible to define the empirical dependence of Tm on the
molar Mn content (XMn) and the molar Ga content (XGa) as
Tm  1960ÿ 21:1XMn ÿ 49:2XGa K. This approach can
also be used in examining the composition dependence of
the martensitic transition temperature Tm in Ni2xMn1ÿxGa
alloys (x  0ÿ0:2) (see Fig. 10), since substitution of Ni for
Mn increases the electron concentration. The results of Wang
et al. [68] are an exception to this empirical formula: they
found that under isoelectronic change in composition in
Ni2ÿxMn1x=2Ga1x=2 (x  0ÿ0:1) alloys the martensitic
transition temperature rises from  190 K to  280 K in the
interval 04 x4 0:06. Under a further increase in x the
temperature Tm rapidly decreases (Tm  200 K at x  0:08
and Tm < 100 K at x  0:1).
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Figure 9. (a) Concentration dependences of the temperatures of martensi-
tic (Tm) and magnetic (TC) transitions in Ni2xyMn1ÿxGa1ÿy alloys [89],
and (b) concentration dependence of the value of a tetragonal distortion in
Ni2xyMn1ÿxGa1ÿy alloys [97].
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Figure 10. Curie temperature TC (1) and the temperatures of premartensi-
tic TP (2) and martensitic Tm (3) transitions in Ni2xMn1ÿxGa alloys as
functions of composition.
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Figure 3.40: Transition temperatures of Ni2+xMn1−xGa as a function of the composition
parameter x. The number 1 labels the ferromagnetic-paramagnetic coexistence line.
Line 2 represents the temperature of the premartensitic transition. Line 3 represents
the martensitic transition. Note that there is a composition where the premarten-
sitic transition temperature meets th ma tens tic tra sition temperature and the
martensitic transition te perature is equal to the Curie temperat re (adapted from
[174]).
decreasing amount of Mn with about 25 K/x where x is the off-stoichiometric
Ni concentration in Ni2+xMn1−xGa. The premartensitic transition temperature
remains basically constant with increasing Mn until it disappears at a compo-
sition where the extrapolated premartensitic transition temperature and the
interpolated martensitic transition temperature meet. The martensitic transition
temperature increases with increasing Ni with a slope of about 62.5 K/x.
The transition temperature-depende ce o the elect on concentration is de-
icted in figure 3.41 (a). The cross-like formation includes the martensitic
transition as well as the Curie temperature. Both temperature curves show a
roughly linear dependence on the electron concentration and cross each other
at an electron concentration of about e/a = 7.7 and a temperature of T = 360 K.
It is worth mentioning that the martensitic transition temperature changes its
slope after crossing the Curie temperature. In the range of Ms > Tc (e/a ≥ 7.7) the
martensitic transition temperature follows roughly 500 K/e/a, whereas for Ms < Tc
(e/a ≤ 7.7) the slope c n be estimated as approximately 900 K/e/a. The occurrence
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temperature was found to weakly depend on electron
concentration in the interval 7:34 e=a4 7:6; at higher
values of e=a the Curie temperature decreases.
The composition dependences of magnetic properties for
Ni2xMn1ÿxGa alloys have been studied in Refs [26, 67, 68,
90, 91]. The phase diagram of these alloys (Fig. 10) clearly
shows that the Curie temperature decreases as Ni is sub-
stituted for Mn in the interval 0 < x < 0:18; with a further
increase in Ni content the Curie temperature and the
martensitic transition temperature merge, and an increase in
TC is observed in the interval 0:18 < x < 0:20.Wang et al. [68]
studied Ni2ÿxMn1x=2Ga1x=2 alloys (x  0ÿ0:1) and found
that within this concentration range the Curie temperature
lowers from roughly 384 K (x  0) to roughly 370 K
(x  0:1). The decrease in the Curie temperature is accom-
panied by a decrease in the saturation magnetizationM0 and
the magnetic moment on Mn atoms.
Comparison of the experimental data on the magnetic
properties of Ni2xMn1ÿxGa and Ni2ÿxMn1x=2Ga1x=2
shows that any deviation from stoichiometry results in a
decrease in the Curie temperature and the saturation
magnetization. Many experimental observations, such as the
decrease inTC inNi2xMn1ÿxGa alloys [67], the increase inTc
in Ni2MnZ (Z  Al, Ga, In, Sn, Sb) alloys under pressure
[92], the decrease in TC at isoelectronic substitution of In
atoms for Ga atoms, which leads to an increase in the crystal
lattice parameter [93], can be explained by the change in the
average distance between the Mn atoms, the carriers of
magnetic moment. At the same time, the results of Wang
et al. [68] show that a simple increase in the number of Mn
atoms per formula unit does not lead to rise in the Curie
temperature or to an increase in the magnetic moment of the
alloy.
5.2 Martensitic transition
For Heusler alloys the martensitic transition temperature
changes substantially under deviations from stoichiometry
[17, 67, 68, 91] and under doping [69, 89, 93 – 95]. As a result
of their analysis of the experimental data on
Ni2xyMn1ÿxGa1ÿy alloys, Chernenko et al. [17] concluded
that for fixed Mn content the increase in Ga content lowers
the martensitic transition temperature Tm. The same effect
can be achieved by substituting Mn atoms for Ni atoms
with the Ga content constant. Substitution of Mn for Ga
with the Ni content constant increases the martensitic
transition temperature. The next step in establishing
the composition dependences of Tm was taken in Ref. [89],
where the martensitic transition temperature of
Ni2xyMn1ÿxGa1ÿy alloys was studied as a function of the
electron concentration e=a (Fig. 9a). In alloys with e=a4 7:7,
the martensitic transition temperature increases with electron
concentration with a coefficient of roughly 900 K e=aÿ1,
while for alloys with e=a5 7:7 this coefficient is of the order
500 K e=aÿ1. In Reference [96] the e=a-dependence of Tm is
described as Tm  702:5e=a ÿ 5067 K, which makes it
possible to define the empirical dependence of Tm on the
molar Mn content (XMn) and the molar Ga content (XGa) as
Tm  1960ÿ 21:1XMn ÿ 49:2XGa K. This approach can
also be used in examining the composition dependence of
the martensitic transition temperature Tm in Ni2xMn1ÿxGa
alloys (x  0ÿ0:2) (see Fig. 10), since substitution of Ni for
Mn increases the electron concentration. The results of Wang
et al. [68] are an exception to this empirical formula: they
found that under isoelectronic change in composition in
Ni2ÿxMn1x=2Ga1x=2 (x  0ÿ0:1) alloys the martensitic
transition temperature rises from  190 K to  280 K in the
interval 04 x4 0:06. Under a further increase in x the
temperature Tm rapidly decreases (Tm  200 K at x  0:08
and Tm < 100 K at x  0:1).
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Figure 9. (a) Concentration dependences of the temperatures of martensi-
tic (Tm) and magnetic (TC) transitions in Ni2xyMn1ÿxGa1ÿy alloys [89],
and (b) concentration dependence of the value of a tetragonal distortion in
Ni2xyMn1ÿxGa1ÿy alloys [97].
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Figure 10. Curie temperature TC (1) and the temperatures of premartensi-
tic TP (2) and martensitic Tm (3) transitions in Ni2xMn1ÿxGa alloys as
functions of composition.
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Figure 3.41: The magnetic and martensitic transition temperatures (a) and the tetragonal
distortion of the martensitic unit cell via the c/a-ratio (b) as a function of the electron
concentratio . The rela ion between the stoichiometry nd the electro concentration
can be found in table 3.3 (adapted from [186] and [174]).
of the martensitic transition in both the paramagnetic and the ferromagnetic
phase changes the realized c/a ratio from a value greater than one to a value
smaller than one, as can be seen in figure 3.40 (b). With an electron concentration
of e/a ≈ 7.4− 7.6 the Curie temperature is lower than the martensitic transition
temperature and he c-axis diminishes to a value of c/a ≈ 0.94 (e/a(Ni2MnGa)=7.5).
At a concentration of e/a ≥ 7.7 th martensit c transition takes place within the
paramagnetic phase and the c-axis grows to c/a ≈ 1.25. Tsu hiya et al. stimated
the electron concentration to be e/a = 7.62 for the case that both transitions occur
at the same temperature Tc ≈Ms [180].
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The martensitic transition of Ni2MnGa is associated with latent heat and
therefore discontinuous. Before the existence of a small latent heat had been
reported for the first time, the order of the premartensitic transition was discussed
controversially (see footnote 20) [142]. Results presented in this work provide
some evidence that the discontinuous character of the premartensitic transition is
lowered by the application of a magnetic field (see section 8.4.1).
Several precursor effects have been reported such as phonon softening at
ζ = 0.33 [ζζ0] TA2 mode [85, 98], where the minimum temperature of the
linearly decreasing squared phonon energy marks the premartensitic transition
temperature. A further phonon anomaly is the substantial softening of the shear
moduli C44 and C’. In addition to that, tweed is reported to occur [144].
Besides magnetostriction and the magneto-caloric effect, the shape memory
effect (see section 3.3.1), superelasticity (see section 3.3.2), (giant) magnetic-field-
induced strain (see section 3.3.3), and aging effects such as martensite stabilization
and rubber-like behavior [36, 88, 161, 205] occur.


4 Experimental Details
The acoustic emission results presented in this work were measured at two differ-
ent laboratories - one at the II. Physikalisches Institut of RWTH Aachen University
and the other one at the Departament d’Estructura i Constituents de la Matèria of
the University of Barcelona - using two very similar acoustic emission setups. Both
setups are identical models from the same manufacturer Physical Acoustics and
each one consists of an acoustic transducer, a preamplifier, and a data acquisition
computer card (section 4.1). The only difference between these setups is a slightly
varying configuration concerning a frequency hardware bandpass. The following
experimental description applies to both setups. Apart from the acoustic emission
system the experimental setups consist of a temperature-controlled sample envi-
ronment. The Barcelona setup additionally comprises an electromagnet (section
4.2.2). The temperature stage of the Aachen setup is located inside a vacuum
chamber whereas the experiments in Barcelona are conducted under ambient
conditions (section 4.2.1). In the following the setup at RWTH Aachen University
will be called vacuum setup and the setup at the University of Barcelona will be
named field setup.
4.1 Acoustic emission setup
The acoustic emission setup enables the user to detect acoustic events, which are
released during structural changes inside the sample, e. g. during a martensitic
phase transition or the reorientation of martensitic variants. The measurement
chain, beginning with the detection of acoustic signals leading to their digitaliza-
tion, processing, and finally storage on a personal computer, is shown in figure
4.1.
The ultrasonic signals emitted from the sample during a structural change at
micro- and mesoscopic length scales are in the range of hundreds of kHz to some
MHz and are detected by a commercial piezoelectric transducer from Physical
Acoustics. Some characteristics of the used transducers (figure 4.2), which are
based on the piezoelectric effect, are summarized in table 4.1. A deformation of
the transducer produces a voltage signal U0(t), which is preamplified by 60 dB
(equal to a factor of 1000), using a 2/4/6 amplifier from the same manufacturer. The
preamplified signal is transmitted to the Physical Acoustics pci-2 data acquisition
card. In order to process the incoming analog voltage signal it is digitized and
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Figure 4.1: Flow process chart of the acoustic emission measurement chain (adapted
from [50]).
Figure 4.2: Photograph of the acoustic emission transducers used in this work. From
left to right: R15-LT, NANO30, PICO, and as a reference a 1-cent coin (adapted from
[172]).
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Table 4.1: Characteristics of the piezoelectric acoustic emission transducers used in this
work [1], which are depicted in figure 4.2.
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PICO 5 x 4 208 - 450 steel ceramic 54 200 - 750 450
NANO 30 8 x 8 208 - 450 steel ceramic 62 125 - 750 300
R15-LT 18 x 17 77 - 473 Inconel 600 Inconel 600 69 100 - 700 150
converted into decibel according to the following relation:
20dBlog10(
Uamplified
1µV
) = 20dBlog(
U0
1µV
) + 60dB︸  ︷︷  ︸
preamplification
. (4.1)
For a transducer output voltage of e. g. U0 = 10 µV and with an amplification
factor of 60 dB the signal would be amplified to Uamplified = 10 mV and then
stored as 20 dB.
To separate environmental noise from the signals associated with the transition
(transition signal) a threshold can be set. A lower noise level allows a lower
threshold level. The vacuum setup allows a lower detection limit of 22 dB, for
the field setup it is 25 dB. The corresponding transducer voltages are 12.6 µV
and 17.8 µV, respectively. As shown in equation 4.1 a voltage increase of 20 dB
equals an order of magnitude. In the case of very high voltage signals the
preamplification can be reduced to a value of 40 dB or 20 dB. In the presented
experiments only the highest preamplification of 60 dB has been used. Besides
the pure amplification there is a bandpass filter included in the preamplifier.
The vacuum setup has a bandpass of 100 kHz to 1 MHz whereas the field setup
has a broader bandpass of 20 kHz to 2 MHz. By using a bandpass, low and high
frequency noise can be filtered. Low frequency noise can be caused e. g. by
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constant pressure on the transducer, noise from other instruments running in
the background, vibrations from moving objects, or persons and so on. High
frequency noise is emitted e. g. by switching power supplies and other sources of
electrical noise. Comparing both filter sets it is worth mentioning that there is no
significant difference in the analyzed data between both configurations.
The pci-2 data acquisition card has four channels: two acoustic emission channels
and two parametric channels for other transducers or other voltage inputs in
general. The AE-measurement card has an internal amplification of 6 dB and an
additional onboard bandpass. It is reasonable to tune the onboard bandpass to the
same values as the hardware bandpass in order to filter the electrical noise, which
is coupled into the circuit on the way from the preamplifier to the measurement
card, and to guarantee a sharp cutoff frequency.1 The filtered signal is digitized at
a rate fad of 40 Msample/s and with an 18 bit conversion scheme for an input
voltage of ± 10 V. The other two existing channels are used to record external
parameters, which must be available as a voltage signal in the range of ± 10 V. The
converter works at a rate of 10 kHz and with 16 bit. The external parameters can
be selected according to experimental demand. In the presented measurements
the sample temperature is recorded. In addition to that the field setup allows for
the application and recording of a magnetic field H .
The computer card provides two different analysis methods for the digitized
acoustic emission data. On the one hand, a transient signal of infinite length can
be recorded with a real time storage on the hard disc.2 A part of a typical transient
signal, which was detected during a martensitic transition, is shown in figure 4.3.
On the other hand, several waveform features can be extracted from every single
detected wave packet in the so-called "parameter-based analysis". In the following,
a wave packet will be named a hit, which is in line with industry standards for
non-destructive testing methods. A big advantage of the parameter-based analysis
is the enormous data reduction. Instead of dealing with the whole waveform
only characteristic hit parameters are saved, which provides a more abstract
characterization of the acoustic signals - a kind of an acoustic fingerprint.
For the parameter-based analysis the data-acquisition card uses an implemented
algorithm, which consists of a three-step process: 1. differentiation between
noise and transition signals. 2. identification and separation of hits. 3. feature
extraction from detected hits. A hit starts with the first crossing of a tunable
threshold at the time t0. The time t0 is the starting time of the hit and initiates
a time measurement. If the acoustic signal crosses the threshold within an
adjustable time interval hit definition time (HDT) a second time, the procedure is
reactivated. In this case, a hit consists of at least two counts, which is the number
1The high-pass onboard filter is a 4th order Butterworth filter and the low-pass filter is a 6th
order Butterworth filter. A nth order low-pass filter (high-pass filter) reduces the amplification
above (below) the critical frequency fc about n · 20dB per decade of |f − fc |/fc.
2The length of the recorded stream is only limited by the available disk space.
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Figure 4.3: A wave packet recorded during a martensitic transition. Two extracted
acoustic emission features, amplitude, and duration of a hit are illustrated (adapted
from [172]).
of threshold oversteps. If there is finally no anew crossing of the threshold, the
hit ends and the last starting time of the HDT measurement is determined as the
end time of the hit. The hit lockout time (HLT) defines a time interval in which the
system does not detect a new hit (HLTmin = 2µs). Figure 4.3 shows an example of
a typical hit, which was recorded by the described setup during a martensitic
transition and indicates the most relevant features. The red line represents the
threshold, the first blue vertical line marks the start time t0, and the second
vertical blue line shows the end time tend . The green horizontal line indicates the
amplitude which is the maximum intensity of a hit (positive or negative). The
hit energy is an integrated quantity calculated from the power of the signal. An
AE signal produces a voltage and a resulting current in the transducer with a
power of P (t) = U (t)I(t) = U2/R. R is an internal reference resistance of 10 kΩ.
The energy is the time integral of the power
E =
∫ tend
t0
P (t)dt =
1
R
∫ tend
t0
U (t)2dt ≈ 1
Rfad
k∑
i
U2i , (4.2)
replacing an integral by a sum owing to discrete data. For every detected hit a
real time discrete fourier transform (DFT) is computed. The DFT is a reasonable
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approximation of the frequency spectrum of the transient signal of a hit.3 By
means of the computed spectrum, the center of mass of the frequency spectrum
and the frequency with the highest amplitude can be calculated (which is named
peak frequency in the following). The peak frequency e. g. is used in the data
processing as a filter criterion.
Other AE features are e. g. the duration of the rise of a hit from the first
threshold crossing until the amplitude maximum is reached (rise time) or the
total number of threshold crossings in a hit (counts). In sum, ten independent AE
features can be derived from a hit. Although another 7 features are calculated
as well in real time, they only include redundant information, e. g. the average
frequency, which is the number of counts per hit divided by the hit duration.
4.2 Sample environment
The description of the sample environment is divided into two subsections. In
the first subsection there will be a description of the vacuum setup, consisting
of a small and well adapted vacuum chamber with a very accurate temperature
control. The second subsection deals with the field setup, which combines a
temperature-controlled sample holder with an electromagnet for the application
of fields H of Hmax = 13kOe.4
4.2.1 Vacuum setup
The tested sample and the acoustic transducer are situated inside a vacuum
chamber, which operates at medium vacuum with a pressure of approximately
p = 0.3mbar. The conduction of experiments under vacuum conditions has
several advantages over measurements at ambient conditions. The most important
advantage is to prevent water from condensing and, in case of negative Celsius
temperatures, from freezing on the sample, which causes a large amount of noise.
Another positive result of the vacuum is the acoustic decoupling of the AE setup
from the laboratory environment. It is worth mentioning that in spite of the
vacuum conditions convection still plays a role for the thermal properties of the
setup. The central physical quantity for the estimation of pressure-dependent
convection is not the number of molecules per cm3 but their mean free path.
To hinder convection, the mean free path of the molecules should be much
larger than the characteristic system dimensions. In the case of the present
3The DFT is calculated by means of a fast fourier transform (FFT). For this reason, the DFT
needs a fixed number of input values m, which is a power of 2 with an integer as the exponent
n: m = 2n. If the number of hit values k is smaller than m, the empty entries are filled with the
value 0. Otherwise (k > m), the supernumerary values are not taken into account.
4A magnetic field of H = 10 kOe is equivalent to B = 1 T (B = µ0H)
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vacuum chamber with a diameter dc in the order of 10 cm, the mean free path of
the medium vacuum lmf p of some 10 mm is not sufficiently long. To suppress
convection as far as possible and to ensure lmfp >> dc high or ultra high vacuum
with a mean free path of some meters to ten thousands of km is necessary. Because
of a non-suppressed convection a "microclimate" establishes itself inside the
vacuum chamber. This microclimate is dominated by the temperature of the heat
reservoir of approximately 245 K (for a further analysis see section 5.3.1).
The heat transfer due to the released or absorbed enthalpy during the dis-
continuous phase transition can temporarily lead to an offset between the real
and the measured sample temperature. This gives rise to a deviation from the
temperature set point.
Inside the vacuum chamber a sample holder is situated on a three-stage ther-
mopile. The thermopile heats or cools the sample against a reference temperature
when a voltage is applied (figure 4.4). A thermopile is a thermoelectrical device
which works with the Peltier effect. An applied voltage leads to a heat flow: depend-
ing on the polarity there is a negative or positive temperature difference between
the top and the bottom of the element. Combined with a thermal reservoir a
thermopile can thus be used for cooling or heating processes. A thermopile can
work as well the other way round measuring heat flux (see section 4.2.3). The
commercial temperature controller LakeShore 340 realizes the temperature control
with a PID feedback loop.5 The temperature input signal TA to the feedback loop
is generated by a Pt-100 temperature sensor6, which is embedded in the sample
holder. The temperature controller is capable of controlling two temperature
loops simultaneously - loop A for temperature TA and loop B for an additional
temperature TB. For an easy to handle temperature-time-profile programming
a custom-made control programm is developed on the basis of Lab View. This
program allows to schedule a user-defined temperature profile consisting of
plateaus and ramps. Because of a quite different control responses between ramps
and plateaus,7 two sets of PID values can be defined for ten different temperature
5A proportional–integral–derivative controller (PID controller) is a generic control loop feedback
mechanism widely used in research and industrial control systems. A PID controller tries
to correct the difference between a measured process variable and a requested set point by
calculating and then outputting a corrective action that can adjust the process according to
the equation: Uout = P (Ts(t))− TA(t) + I
∫
(Ts(t)− TA(t))dt +D d(Ts(t)−TA(t))dt , with Uout the output
voltage, Ts the temperature set point and TA the temperature of the sample holder.
6A Pt-100 is a platin temperature sensor with an electrical resistance of 100Ω at T = 273.15 K.
In general Pt-100 temperature sensors have their operating temperature in the range where a
linear relation between the temperature and the resistance holds: ρ(T ) = ρ(T0) · (1+α · (T −T0)),
with α being a material specific temperature coefficient and T0 an arbitrary temperature with
a known resistance ρ(T0).
7A quickly changing process variable can be controlled better by relatively large D values,
whereas a large P value supports a constant set point.
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zones. For a realtime check of the temperature stability during the measurements
several histograms are plotted in real time.
The thermopile is placed upon a heat reservoir. An oil, which is temperature-
controlled by a liquid circulator from the manufacturer Julabo, streams through
the heat reservoir. A vacuum- and low temperature resistent thermal conductivity
grease8 is applied in order to minimize thermal resistivity at various interfaces:
sample/sample holder, sample holder /embedded temperature sensor, sample
holder/thermopile, and thermopile/heat reservoir. In combination with a custom-
made low-noise high-power linear amplifier (Umax± = 15V and Imax = 10A), a
temperature range of 200 K to 340 K is accessible, with rates spanning over two
decades from 0.1 K/min to 10 K/min. Owing to a very precise gain, a very good
temperature stability of ±3mK over several days can be achieved. To guarantee
an optimal acoustic contact between the sample and the transducer an acoustical
coupling9 is applied. The transducer is pressed on top of the sample by an applied
force via a disc made out of PVC or plexiglass. This sandwich construction permits
the application of a well defined pressure and gives stability to the fragile system.
Because of five vacuum windows located in the upper part of the vacuum
chamber, the experiments can be controlled visually during their execution.
For upcoming experiments the construction of the chamber allows for an in-
situ combination of AE measurements and optical measurements using a laser
reflection (e. g. [90]), x-rays (e. g. [112]), or resistivity measurements (e. g. [74]).
The vacuum chamber contains several lead-throughs for voltage signals, Peltier
element currents, cooling liquid, and air (figure 4.5). To uncouple the exper-
imental setup acoustically and electrically from the laboratory environment,
the vacuum chamber itself and the table which holds the setup are placed on
rubber mats. All leads are shielded and two 50 kHz low pass filters are connected
in series with the power supplies and the thermopile in order to suppress the
coupling of electrical noise emitted by the power supplies at some 100 kHz. As
a result of all filters and insulations the noise level is reduced to a minimum
of 22 dB, which is, according to the manufacturer, close to the inherent noise
level of the transducers. In section 5.2 the temperature calibration of the setup is
described and in section 5.3.1 and 5.3.2 a static and a dynamic simulation of the
temperature behavior can be found.
4.2.2 Magnetic field setup
A temperature-controlled sample holder and an electromagnet are the core of the
field setup. The sample holder is a copper tube which is cooled by a cycling liquid.
The temperature of the liquid is controlled by a Lauda proline cooling system,
8 70-AM heat conductivity grease from GLT with a specific thermal conductivity of 0.7 W/m K.
9High vacuum grease from Dow Corning with a specific thermal conductivity of 0.2 W/m K.
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acoustic transducer
AuCd sample
sample holder with 
temperature sensor
three-stage thermopile
heat reservoir
Figure 4.4: Interior view of the vacuum chamber. The compound of the heat reservoir,
the thermopile, and the sample holder with an embedded temperature sensor are
mounted on an isolated column (adapted from [172]).
Figure 4.5: Top view of the vacuum chamber and its lead-throughs. Starting at the
bottom, the following lead-throughs can been seen in a clockwise order: power supply
for the thermopile, tubes for the cooling liquid, measuring leads for the AE signals,
vacuum tube, and measuring leads for the temperature sensor [172]).
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which works with an integrated PID controller (see footnote 5). A temperature-
time-profile can be programmed consisting of temperature plateaus and ramps
in the temperature range of 195 K to 300 K. Due to the large thermal mass of
the circulating liquid only low rates of a few K/min are accessible. The sample
temperature is measured by a Pt-100 temperature sensor (see footnote 6), which
is embedded in the copper sample holder. To guarantee a good thermal contact
between the sample and the sample holder, a thermal conductivity grease is used.
An AE transducer is placed on top of the sample. A good acoustical impedance
matching is achieved by the application of a gel. The sample is situated on
top of the sample holder between the poles of an electromagnet. The gap dp
of the poles can be varied between a few and several ten millimeters. In the
presented experiments two different pole distances dp are used (dp = 28mm and
dp = 34mm). With a gap of 28 mm (34 mm), a maximal magnetic field of 13 kOe
(10 kOe) can be applied. The magnetic field can be applied in one direction
only; a switching of the field direction is not possible. The magnetic field H is
measured by means of a Hall probe, which is situated between the coils and next
to the sample. The applied field strength is converted into a voltage signal and
recorded by the pci-2 data acquisition card. A current I with Imax = 66A feeds the
electromagnet. Because of a power of several hundred watts, the electromagnet
is water cooled to prevent a heating-up of the coils. Despite proper cooling, a
warming of the coils is noticeable at constant operation with high fields. To avoid
heat transfer from the poles to the sample holder and subsequently to the sample,
the whole sample holder is insulated with thermally insulating foam material.
Only a small hole is left open for the placement of the sample (figure 4.6).
Magnetic-field-dependent measurements are conducted with Ni2MnGa, which
is ferromagnetic below the Curie temperature of Tc = 359.5K. A magnetic dipole
responds to a homogenous field with a torque. In an inhomogeneous field
there is also a net force on the dipole. The field of real magnets is always a
superposition of an inhomogeneous and a homogeneous part, which makes a
proper mounting necessary. The sample is fixed by a robust polystyrene frame
to prevent any translation or rotation. The frame is placed between the magnet
coils and additionally locked by an elastic tape. In some experiments the sample
is additionally fixed by a weight, which applies a small pressure on top of the
sample. This pressure adds up to the pressure of the tape, the corresponding
force is oiented perpendicular to the applied field. The force of the elastic tape
is approximately 5 N and that of the weight approximately 10 N. Both values
sum up to a pressure of approximately 0.15 MPa, which is enough to guarantee
a stable sample position but still has no detrimental effect on the martensitic
transition.
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sample holder with tubes 
for cooling/heating liquid
polystyrene as 
thermal insulator
Hall probe
AE transducer
sample
electromagnet
magnetic poles
mounting via 
polystyrene
weight (0.15MPa)
Figure 4.6: Schematic representation of the acoustic emission setup consisting of a
temperature-controlled sample holder and an electromagnet.
4.2.3 Differential scanning calorimeter
For reference measurements a differential scanning calorimeter (DSC) is available
at the University of Barcelona. It is a custom-made copper setup working with two
calibrated thermopiles (figure 4.7). The calorimeter has the shape of a cylinder
with a diameter of 4.8 cm and a height of 6.7 cm. Inside the copper housing two
thermopiles are located, which hold the sample to be analyzed and a reference
sample. A copper block of the same mass and of similar size as the sample serves
as reference sample. The measurement of two samples, one with a discontinuous
phase transition and the reference sample without, permits the subtraction of the
normal thermal flux due to the specific heat and permits the determination of
the latent heat associated with the phase transition. Both samples are fixed by a
copper disk. In contrast to standard commercial systems, the calorimeter allows
measurements with large samples of several mm edge length and a weight of
some ten grams. Owing to the large possible sample volumes and high precision
thermopiles, the calorimeter is able to detect very small latent heats.
The calorimeter has a large heat capacity to guarantee a homogenous temper-
ature and a smooth temperature change. For temperature changes the copper
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Figure 4.7: The figure shows a pho-
tograph of the disassembled
custom-made differential scan-
ning calorimeter. On the left
thermopile the Ni52Mn23Ga25
sample (analyzed in this work)
is placed, and on the other ther-
mopile is situated a copper refer-
ence sample. In the background
can be seen the copper housing
of the apparatus on the right and
the disk for sample fixing on the
left.
cylinder, which has no integrated heating or cooling system, is placed into a pre-
pared dewar. For cooling purposes, the bottom of the dewar is filled with liquid
nitrogen and the setup is cooled in its gas atmosphere. For heating purposes, a
thermal resistor inside the dewar heats the air. A temperature interval from 100 K
to 350 K with rates of some K/min is thus reachable.
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To ensure high quality measurements the AE system and especially the transduc-
ers, which are exposed to large changes in temperature and pressure, should be
tested in planned intervals. A quick evaluation procedure is the so-called lead
breaking test (section 5.1).
For measurements with temperature as the control variable a very accurate
temperature control is vital for experimental success. A calibration of the sample
temperature is necessary to correct the temperature offset between the measured
sample holder temperature TA and the real sample temperature TB. The calibra-
tion measurements, which are executed with the vacuum setup, show a linear
dependence between both temperatures (section 5.2).
For a better understanding of the quite complex temperature distribution
and the resulting heat flux between the setup components inside the vacuum
chamber two kinds of simulations are performed. One simulation is performed
for equilibrium conditions (section 5.3.1) and the other one for different cooling
and heating rates (section 5.3.2).
5.1 Test of the acoustic emission system
A quick and easy to handle performance test of the AE-system can be done with
the lead breaking test [44]. In this test procedure a lead is broken on a metal
block under well defined conditions and the acoustic emission thus generated
is measured. A breaking lead is used because of its broad and flat frequency
spectrum. To guarantee well defined testing conditions the following procedure
should be followed. The acoustic transducer is acoustically coupled to a metal
block with a grease (see footnote 9) and fixed with a rubber strap. Eight points
separated by an angle of 45 ° are marked on a circle with the transducer at its
center. The radius of the circle depends on the transducer size; there should be a
distance of 2.2 cm to the housing of the transducer. The points mark the positions
where the lead fractures occur (figure 5.1).
Following the DGfzP standards (German society for non-destructive testing),
the lead with a hardness of 2 H protrudes 3 mm from the pencil case. The
breaking angle to the metal block surface is 45 °. The breaking proceeds in
87
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Figure 5.1: Photograph of an aluminium test block prepared for the transducer perfor-
mance test (left). The concentrically arranged points mark the breaking points. Due to
different transducer diameters, circles of three radii are drawn. On the right hand side
is shown a customized mechanical pencil from the manufacturer Physical Acoustics,
which enables a constant breaking angle of 45 ° (right) [172].
a defined direction, so that the pencil and the center of the circle are in-line.
With a preamplification of 40 dB five out of eight lead breaks should generate
hits with amplitudes larger than 90 dB. If the test fails, a malfunction must
be concluded. Unfortunately, the conclusion cannot be reached the other way
round: A passed test can testify the quality of the transducer, but not necessarily
guarantee the correct operation of the preamplifier. If the test is passed, but the
experiments reveal nevertheless abnormal results, the preamplifier should be
inspected separately.
Besides the pure quality test, the lead breaking test can reveal useful char-
acteristics of the transducer under investigation. The recorded amplitude and
peak frequency distribution provide a fingerprint of the characteristics of the
transducer with respect to sensitivity and resonance frequencies.
5.2 Temperature calibration
An accurate measurement of the sample temperature would need an embedded
temperature sensor inside the sample. To avoid drilling a hole into the sample,
the temperature is not measured in the sample but in the sample holder. Because
of measurements with a varying temperature, the system, which has a limited
thermal conductivity λ and a finite thermal mass, is not in thermodynamic
equilibrium. As a result, there is a temperature offset between the real sample
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temperature TB and the measured sample holder temperature TA. The estimation
of the real sample temperature TB derived from the measured sample holder
temperature is the objective of the temperature calibration.
The temperature offset between sample holder temperature TA and the sample
temperature TB leads to a heat transfer flux q˙ which is described by Fourier’s law
q˙ = −λ∇T , (5.1)
where λ is the characteristic thermal conductivity and ∇T is the temperature
gradient in the corresponding volume.
Understanding the reasons for the temperature offset between TA and TB, two
cases have to be distinguished. In the stationary case with a constant sample
holder temperature TA, the heat exchange rate q˙ of the sample with its surround-
ings is a function of the non-covered surfaces of the sample and the transducer.
The surfaces of both components are thermally coupled to the (reduced) atmo-
sphere and they emit and absorb heat radiation (for a further analysis see section
5.3.1, where the equilibrium (static) temperature distribution is simulated).
In the dynamic case with a changing TA temperature, the thermal capacities
and conductances should be additionally taken into account (for a further analysis
see section 5.3.2, which describes a dynamic temperature and heat flux simulation
of the relevant components).
5.2.1 Setup and measurement procedure
For the calibration of the sample temperature a dummy sample is constructed,
which displays similar features as the original sample and has an embedded
temperature sensor (figure 5.2). The outer dimensions of each dummy sample are
the same as the original one. The material of the dummy sample should have a
comparable heat capacity cp as the original sample c∗. In contrast to the specific
heat capacity of Ni-Al [109], the specific heat capacity of Au-Cd is not reported
in literature. However, it can be assessed by Dulong–Petit’s law (c = 3R ≈ 3 · 8.3
J/(mol · K)), due to the fact that its Debye temperature of approximately 200 K [17]
is far below the temperature interval of the measurements (see table 6.1). An
overview of all heat capacities can be found in table 5.1.
Dummies are only built for Ni63Al37, and Au50.5Cd49.5. Both Fe68.8Pd31.2 samples
(single crystal and polycrystal) are of the same size as the temperature sensor
itself. In these two cases the calibration is performed only with the Pt-100 sensor,
which displays the most important features of a dummy, such as a small heat
capacity and two flat surfaces at the bottom and at the top for a thermal coupling
to the sample respectively to the transducer. For calibrating the Au50.5Cd49.5
sample an Al dummy and for Ni63Al37 a Cu dummy has been used (see table 5.1).
For the calibration measurements a sensor is embedded in the center of the
dummy. The dummy itself is placed on the sample holder and the transducer is
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embedded Pt-100
temperature sensor
upper copper part
lower copper part
Figure 5.2: Three-dimensional computer-aided design (CAD) model of the Au50.5Cd49.5
dummy sample, consisting of two copper parts and a temperature sensor. The upper
and the lower part, which perfectly match, have a gap for the Pt-100 sensor. With
the temperature data from the embedded sensor the real sample temperature can be
calculated (c.f. equation 5.2).
Table 5.1: Overview of the specific heat capacities of the alloys, of the dummy samples,
and for comparison, of the elements. The specific heat capacity of Au50.5Cd49.5 is
assessed by Dulong–Petit’s law. In order to facilitate an application to a sample of a
given size the heat capacities are expressed in J/(cm3 K). This allows an easy calculation
of the heat capacities per sample J/K.
element cp
[
J
cm3 K
]
sample c∗
[
J
cm3 K
]
dummy cp
[
J
cm3 K
]
Cu 3.456 [55] Ni0.63Al0.37 3.6 [109] Cu 3.456 [55]
Au 2.434 [177] Au0.505Cd0.495 2.15 Al 2.430 [55]
Ni 3.81 [193]
Cd 2.127 [193]
Al 2.430 [55]
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Figure 5.3: The plot shows temperature TA, which is measured inside the sample holder,
and temperature TB, which is measured on top of the sample holder. Both temperatures
are measured at equilibrium conditions with a homogenous temperature in order to
estimate the constant offset between both sensors.
placed on its top. The whole design is analog to the regular measurements. For a
good thermal respectively acoustic coupling the corresponding grease is applied
to both interfaces. The typical measurement temperature cycles are performed
with all dummy samples at all rates between 0.1 K/min and 10 K/min that have been
used during the real measurements. Both temperatures of the sample holder TA
and of the dummy sample TB are recorded for the analysis.
The calibration of the sample temperature itself requires calibrated temperature
sensors. It is known from the tolerance class of the sensors that the only relevant
variation of the temperature is a static offset. For the adjustment of this offset the
dummy sensor is thermally coupled with the surface of the sample holder next
to the embedded sensor. The whole system remains at a constant temperature.
After a while the system is thermally equilibrated and the relevant part of the
setup has a homogeneous temperature. The static offset, which is the difference
between both recorded equilibrium temperatures, can be seen in figure 5.3. For
all following calibrations the offset has been corrected.
5.2.2 Analysis and results
Over a wide temperature range the temperature of the dummy sample TB shows
a linear dependence on the temperature of the sample holder TA (figure 5.4)
TB = A · TA +B. (5.2)
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Figure 5.4: The temperature of the dummy sample TB and the temperature of the sample
holder TA show a linear dependence. The represented data belong to the Ni63Al37
calibration, which spreads over a wide temperature range because of the relatively
broad transition. For clarity reasons, only every sixth point is plotted (adapted from
[172]).
At the end points of the temperature interval, where the rate changes sign, the
linear relation does not hold. This limitation is not relevant because all measured
phase transitions occur within the linear range. For the estimation of A and B
two cycles (cooling and heating) of each used rate (0.1 K/min, 0.5 K/min, 1 K/min,
2 K/min, 3 K/min, 4 K/min, 5 K/min, and 10 K/min) are measured within the relevant
temperature interval. To secure equilibrium conditions, the second cycle is used.
For the analysis TA is plotted against TB and a linear regression is performed
using TB = A · TA + B (figure 5.4). Exemplarily the calibration results for the
Au50.5Cd49.5 sample are shown in figure 5.5. It is worth noting that apart from
the linear dependence between TA and TB the coefficients A and B themselves
show a linear dependence on the rate.1
With the coefficients A and B the corrected sample temperature has been calcu-
lated using the linear dependence from equation 5.2. All presented measurement
results use the calibrated sample temperature which will be called temperature T
or sample temperature T . The numerical values of the temperature calibration
can be found in the appendix (section A.1).
1A linear dependence between the coefficients A and B is not found in every calibration.
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Figure 5.5: Exemplary results of the temperature calibration with the AuCd dummy
sample using the relation TB = A · TA +B, where TA is the temperature of the sample
holder and TB the temperature inside the dummy sample. Results are depicted as a
function of the rate for both cooling and heating.
5.3 Temperature simulation and evaluation
In order to obtain a better understanding of the static and dynamic (rate-dependent)
temperature behavior of the sample, the sample holder and its surrounding com-
ponents, two types of simulations are performed [86]. The finite element method
(FEM)2 provides a spatially resolved temperature distribution of all components
inside the vacuum chamber in the thermal equilibrium limit. Using the results
from the FEM computation a temperature rate-dependent, dynamic simulation is
performed which analyzes the heat flux between the sample and its environment
and calculates the temperature of all involved components. A qualitative and
quantitative comparison between the performed temperature calibration and the
simulated temperature behavior is given in section 5.3.2.
5.3.1 Static simulation
The aim of the FEM analysis is to provide insights into the temperate distribution
of the sample and its environment as well as to identify the areas of the largest
temperature gradients. To obtain input data for the simulation, the temperature of
all critical components is measured, i. e. the temperature of the sample holder, the
teflon (PTFE) and brass compound disk, the thermal reservoir, and the housing of
2 The finite element method (FEM) is a numerical technique for finding approximate solutions
of integral equations as well as of partial differential equations. It is a modern simulation
technique which requires much computing power and is widely used in engineering and
science.
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Figure 5.6: Three-dimensional model of the inner components of the vacuum chamber.
the chamber. For a later comparison with simulation results, the temperatures
of the points of interest are measured at different sample holder temperatures,
which is the only component in the chamber connected to an active temperature
control. The temperatures are measured several times in order to receive reliable
mean temperature data.
The preparation of the simulation process continues with the development of a
three-dimensional model of the vacuum chamber and its components (the inner
components are shown in figure 5.6). In order to keep the model manageable
some simplifications are introduced. The upper square part of the chamber (figure
4.5) and some inner components are modeled with a rotational symmetry instead
of their square shape.3 For all components the thermal mass and the thermal
conductivity (which are known from literature) are applied to the system. As a
consequence of this simplification the material constants of the corresponding
parts are averaged. I. e., instead of computing the thermal influence of every single
window and its surrounding steel housing, the thermal mass and conductivity of
glass (for the windows) and steel (for the body) are proportionally averaged and
used in the simulation as values for a quasi-homogenous fictitious material. In
the following step a grid is adjusted to the geometry of the chamber model where
critical areas are represented with higher node densities than other areas (figure
5.7). The highest node density is located where the highest gradients are expected,
here at the interface between two objects, e. g. at the interface between sample
3Rotational symmetries in areas of less importance leave out large temperature gradients that
occur at square architectures and need a lot of computing power.
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Figure 5.7: Exemplary part of the grid for the FEM simulation at the sample/sample
holder interface. Note the different node densities with a maximum at the interface
between the sample and the sample holder where the highest temperature gradients
are expected.
and sample holder. The next input is the thermal resistance at the interfaces of
the components which is estimated after a literature research. The last step of
preparing the analysis is the introduction of the measured temperature data into
the system and the test of its basic functionalities. For this reason, the system
is fed with all but one temperature input data. The missing input temperature
(which is already known from the measurement) is computed and the outcome is
compared with the experimental data. In case of a mismatch the estimated system
parameters are adjusted. The thermal resistance at the interfaces is most critical
because it is the main reason for temperature gradients. It can only be estimated
from literature. The iteration process stops when the described testing delivers
acceptable results for all areas. Figure 5.8 shows the results of the simulation for
two selected sample holder temperatures.
One surprising result is the microclimate that develops (in spite of the medium
vacuum) around the sample. The microclimate of the sample environment, which
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Figure 5.8: Results of an FEM temperature simulation of the sample environment. The
figures show the temperature distribution at different sample holder temperatures
TA. At TA = 223K a small temperature gradient between the sample holder and the
reservoir can be seen (left). As the sample is the coolest point in the chamber, a
positive heat flux into the sample occurs. At TA = 293K the sample holder is the
hottest point in the chamber, resulting in a large temperature difference to the thermal
reservoir (right). A different microclimate develops, showing large gradients. The
thermal bypass of the screws and the thermal mass of the sandwich brass plate can be
identified by the deformed microclimate.
can be clearly seen in figure 5.8, is an interplay between the variable temperature
of the sample holder and the fixed temperatures of the temperature reservoir and
the chamber. If there is a difference between these temperatures the microclimate
works as a thermal bypass. Another result of the FEM simulation can be found in
figure 5.9, which depicts the interface between sample and sample holder, where
the largest temperature gradient occurs. Good thermal conductors, like the metal
components, have a rather homogenous temperature. In a composite system the
temperature changes appear at the interfaces, because their thermal resistivities
are at least a factor 500 larger (see section 5.3.2).
Besides the better understanding of the dominant components of the setup the
findings lead to some hardware changes. To reduce the negative influence of the
thermal bypass the material of the screws connecting the reservoir with the brass
disk are changed from metal to PVC. For a better thermal coupling between the
sample and the sample holder the surface of the sample holder has been lapped
4. Furthermore, a high quality thermal grease, which can be constantly used
under vacuum conditions over a large temperature interval, has been applied (see
footnote 8).
4Lapping is a polishing technique which reaches optical flatness
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Figure 5.9: Temperature distribution calculated by an FEM simulation. The (almost)
unicolored areas of the sample holder, the surrounding teflon disk, and the sample
show that the temperature gradients appear at the interfaces. This behavior is reflected
by the abrupt temperature changes between the components.
5.3.2 Dynamic simulation
After the evaluation of the FEM simulation, which is performed for static condi-
tions with constant temperatures, a dynamic model based on the static results is
developed. The model uses the analogy between thermal and electrical circuits
and consists of thermal capacities representing thermal masses of the relevant
components and thermal resistances (figure 5.10). The aim of the model is to
check if our understanding of the thermal characteristics and the involved quanti-
ties of the sample surroundings is correct. Furthermore, the simulation provides
information about the network, e. g. the temperature of all components and
the heat flux which cannot be derived easily by measurements. Additionally it
provides the possibility, supposing that the network reveals useful results for
the existing setup, to simulate new designs before constructing them, e. g. the
influence of a new sample holder, a different transducer, or a better vacuum.
Because of the close physical and mathematical relation between an electrical
circuit and its thermal analogon, the thermal model was built on an electronic
workbench named LTSpice. The model consists of a network of wires, capacities,
and resistors. The calculation basically works with exponential charge- and
discharge-functions resulting in a system of coupled differential equations. Table
5.2 gives an overview of the electrical and thermal quantities that are used
analogously. The components of the model are: sample, sample holder, AE
transducer, thermal reservoir, screws (part of the sandwich construction see figure
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Figure 5.10: Thermal network representing the components of the AE setup, including
thermal masses and resistivities of the components sample, sample holder, AE trans-
ducer, thermal reservoir, screws, brass-teflon disk, and the chamber. All components
named with a leading C are thermal capacities. Their numerical values have the unit
J/K. Th rmal resista ces are named with a l ading R and are easure in K/W . The
temperatures of the components are located at the intersection points, named with a
leading T and are given in Kelvin.
Table 5.2: Analogous electrical and thermal quantities used in the dynamic simulation.
quantity electrical thermal
driving force voltage U (V) temp. difference ∆T (K)
flux current I (A) thermal flux Q˙ (W = J/s)
resistance resistance R = U/I (Ω = V/A) resistance Rth = ∆T/Q˙ (K/W = K ·s/J) a
capacity capacity C =Q/U (As/V) thermal mass Cth =Q/T (J/K)
RC-time constant RC = τ (V/A · As/V = s) RthCth = τth (Ks/J · J/K = s)
aspecific thermal resistance Rspec th = m·K/W .
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5.8), brass-teflon disk, and the chamber. Every mentioned part is represented
by a thermal capacity and each qualitatively different thermal contact is taken
into account by an individual thermal resistivity. In case of the sample there are
implemented e. g. three resistances, representing the thermal coupling to the
sample holder, to the transducer and to the microclimate. The differentiation
between thermal masses and resistors is artificial. In real systems the capacity and
the resistance are inherently connected. For low resistances and high capacities
(which applies for all metals) this fact can be easily ignored, because the only
relevant thermal resistance is located at the interface (ρinterf ace = 0.7W/mK at
309K and ρmetal ≥ 102 W/mK), which applies for the cases named above. For bad
thermal conductors such as the teflon disk, which serves as a thermal insulator
between the brass disk and the sample holder, the situation is different and both
features should be integrated (see below). The following paragraph describes how
input values are estimated for the thermal equivalent circuit diagram, which is
depicted in figure 5.10.
The thermal resistivity of the microclimate bypass from the chamber to the
sample Rbypass sample is derived from the FEM simulation. The ratio of the thermal
resistivity to the transducer bypass Rbypass sample is
Rbypass sample
Rbypass transducer
≈ 1
3
. (5.3)
This ratio mirrors the ratio of the "non-covered" surfaces of sample and transducer
which is
Asample
Atransducer
=
80mm2
250mm2
≈ 1
3
. (5.4)
The ratio between the coupling of the sample to the sample surface and the
coupling of the transducer to the sample
Rinterf ace sample holder
Rinterf ace transducer
=
12K/W
60K/W
=
1
5
(5.5)
is derived from the ration between the thermal conductivities of the used thermal
respectively acoustic grease
ρthermal grease
−1
ρacoustic grease−1
=
(0.7W/m·K)−1
(0.2W/m·K)−1 =
1
3.5
. (5.6)
The difference between 1/5 and 1/3.5 is probably related to the excellent polish of
the sample holder surface. The thermal bypass from the ambient temperature
(Rbypass ambient +Rbypass sample and Rbypass ambient +Rbypass transducer), which is 291 K,
is deduced from the FEM calculation. The thermal resistance of the screws
connecting the reservoir with a temperature of 245 K and the brass disk are
known from literature and checked with the FEM approach.
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For the teflon disk the thermal capacity and the resistivity should not be
separated, because the thermal resistance of the material has the same order
as the resistance of the interface. For a precise mathematical modeling both
features should be integrated. As building a sum is the first approximation of an
integral, the total thermal capacity and conductivity is divided into parts that
are connected in series. In the model, the thermal flux first has to cross a partial
resistance and to load a partial capacity and then has to cross another resistance
and so on. In order to get a realistic and less complex model, the teflon disc
is divided into four parts (RP T FE/4a until RP T FE/4d and CP T FE/4a until CP T FE/4d).
The thermal masses of the transducer and the brass disk are represented by
single capacities which are found in literature. The thermal mass of the sample
is derived from an estimation (see table 5.1). It is worth mentioning that all
used thermal capacities and conductivities are treated as constant without any
temperature-dependence. In the relevant temperature range the approximation
seems to be reasonable because the corresponding changes of other metals are
reported to be only a few percent.
Before running the network simulation the temperature range, rate, and profile
are prompted. The dynamic simulations principally can be applied to many
temperature profiles. Here temperature cycles ranging from 0.1 K/min to 10 K/min
are of special interest because the presented experiments show the same profile.
The temperatures of all components and all heat fluxes can be displayed against
time. However, in this analysis the sample temperature (see section 5.2) and the
sample holder temperature are of main interest. Representative results for Au-Cd
are shown in figures 5.11, 5.12, and 5.13. A qualitative comparison between
the measurement and the simulation at a rate of 10 K/min is shown in figure
5.11, where the measured temperature is represented by open circles and the
simulated temperature by lines. The central features are displayed in both plots.
The sample and the sample holder show a temperature-dependent offset. Both
temperatures cross each other around 300 K for heating and 310 K for cooling. At
the end points of the temperature interval, the temperature offsets are maximal
and the sample temperature shows a small time delay of a few seconds. Besides
the temperature the heat flux, which is not easily accessible in the presented
setup by measurements, can be analyzed as well. Figure 5.12 shows the heat
flux into the sample and the transducer against time. Both heat flux curves
show clear differences. While the heat flux into the sample quickly reaches an
almost constant level, the curve of the transducer has a much larger slope. This
behavior is a result of the different heat capacities (Cthtransducer = 5 ·Cthsample) and
thermal conductivities (see above). The temperature increase of the sample is,
because of a small thermal mass and good conductivity, almost at equilibrium
condition. By contrast, the transducer falls behind the excitation and the charging
function turns into a discharging function before an equilibrium condition is
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Figure 5.11: Qualitative comparison between experimental and simulated data for
Au50.5Cd49.5. The experimental data are measured with the dummy Au-Cd sam-
ple (see section 5.2) For clarity reasons, only every 5th point is plotted. Both curves
show similar features. A quantitative comparison can be found in figure 5.13.
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Figure 5.12: Simulated heat fluxes into the sample and the transducer and the tempera-
ture of the sample holder for Au50.5Cd49.5. The different thermal masses of the sample
and the transducer result in largely varying time constants. To ensure the absence of
transient effects the second cycle is depicted. For clarity reasons, only every 4th point
is plotted.
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reached. Comparing the time constants τ thsample ≈ 2s and τ thtransducer ≈ 60s with
the heating/cooling time of 120s for 10K/min the qualitative difference can be
quantitatively confirmed.
A quantitative analysis is derived by the condensation of the temperature-
dependence into the linear relation TB = A · TA +B which is already used for the
temperature calibration in equation 5.2. A comparison between measurement
and simulation, which are in very good agreement for both coefficients for all
cooling and heating rates, can be found in figure 5.13. Based on the convincing
qualitative and quantitative matching between measurement and simulation,
some conclusions can be derived.
In the given configuration, the following components have the strongest influ-
ence on the behavior of the sample temperature TB (with decreasing importance):
1. Thermal contact between the sample and the sample holder.
2. Thermal contact of the sample and the transducer.
3. Thermal mass of the transducer, which varies a lot between different trans-
ducer types (see table 4.1).
4. Thermal coupling of the sample and the transducer via the established
microclimate to the thermal reservoir, the brass disk, and the screws. The
importance of this thermal bypass mainly scales with the non-covered sur-
face of the transducer, the temperature of the reservoir, and the atmosphere
pressure.
5. Thermal coupling of the sample and the transducer with the housing of
the chamber by the microclimate. The bypass scales with the non-covered
surface of the sample and the transducer.
For a moderate change of the setup (new sample, transducer, or sample holder)
the order of importance is not very likely to change. Nevertheless the relative
importance of the listed influences may vary.
As a general result it can be summarized that a good thermal contact between
sample holder and sample is crucial for a small temperature offset. From a thermal
point of view, the transducer should be chosen as small as possible, because it
is the most thermally inert component of the system. A better vacuum (high
vacuum or ultrahigh vacuum) would improve the thermal control by closing the
thermal bypasses and reducing the importance of uncovered surfaces (see section
4.2.1); however, its overall influence is limited. By setting the temperature of the
thermal reservoir close to the operation range of the sample temperature, large
temperature gradients can be avoided without changing the vacuum conditions.
Sufficiently low temperature gradients lead to the absence of convection.
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Figure 5.13: Quantitative comparison between experimental data from the temperature
calibration with the AuCd dummy sample and simulated data. All rates are represented
using the linear relation TB = A · TA +B. A qualitative comparison can be found in
figure 5.11. Despite of the large error bars, the simulation results are robust, because
the errors on A and B stabilize each other. A smaller factor A leads in agreement with
the error bar to a small increment of B and vice versa.


6 Measurement procedures
To prepare the measurements, the sample is placed on the sample holder and
thermal grease is applied. The acoustic transducer is placed on top of the sample.
In case of the vacuum setup, the sample and the sample holder are fixed by a PVC
or plexiglass disk. The preparation finishes with the evacuation of the vacuum
chamber. In case of field-dependent measurements the transducer is fixed by a
rubber band and, in some cases additionally with a small weight, which in sum,
applies a small pressure of 0.15 MPa. The Hall probe is then positioned next to
the sample between the magnet coils.1
Before starting the measurement, the acoustic emission program is prepared.
The following settings need to be introduced into the AE system: gain, bandpass
filter, sampling frequency, threshold, hit definition time, peak definition time,
and hit lockout time. The only hardware setting to be chosen is the gain of
the preamplifier, which should be identical with the software input. For the
temperature control a temperature profile T (t) is programmed or loaded. In case
of the vacuum setup this profile can be programmed directly on the computer
containing the AE data acquisition card. In case of the field setup this is done
via a program panel as part of the Lauda proline cooling system. In both cases
the temperature profile consists of ramps and plateaus. Programming a ramp
the starting temperature Tstart, the ending temperature Tend and the rate T˙
are necessary, in case of plateaus a constant temperature Thold and a holding
time thold are prompted. Field-dependent measurements additionally require a
time-field profile, which can be introduced using the computer controlling the
electromagnet. Only plateaus of different field strengths can be programmed.
A ramp-like increase/decrease of the field can be simulated by introducing a
large amount (approximately 600) of short plateaus with only little increment.
This leads effectively to a smooth field increase/decrease at a constant rate. The
order of all runs of an experiment is randomized to guarantee the absence of
pseudo-dependencies.
1For the calibration of the Hall probe approximately ten different currents are applied and
their corresponding magnetic fields are measured with the Hall probe. The recorded fields,
which show a linear relation, are fitted and the coefficients are determined. At a constant
pole distance the magnetic field is known and listed from earlier calibrations. Based on this
information the offset between the measured and the listed field is corrected by the adjustment
of the coefficients.
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Table 6.1 gives an overview of all performed measurements. Measurements
with the Ni63Al37, Au50.5Cd49.5, Fe68.8Pd
single
31.2 , and Fe68.8Pd
poly
31.2 samples are con-
ducted with the vacuum setup without an external magnetic field. The focus
of these measurements lies on the rate-dependence in order to analyze kinetic
aspects. Using the Ni63Al37 sample additional multi-cycle measurement have
been conducted to analyze the behavior during many temperature cycles at a fixed
rate. The rate-dependent measurements are performed at eight different rates
between 0.1K/min and 10K/min (0.1K/min, 0.5K/min, 1K/min, 2K/min, 3K/min, 4K/min,
5K/min, 10K/min). 20 cycles are conducted at each rate. For the lowest rate the cycle
number is on the order of 10. The temperature interval of the cycles (Tstart and
Tend) is adapted to the temperature range of the transition. The multi-cycle mea-
surement has been performed at a constant rate of 10K/min with a cycle number
of 152.
With the ferromagnetic Heusler alloy Ni52Mn23Ga25 field-dependent measure-
ments are performed with the field setup. Two different measurement procedures
occur: temperature cycles at constant fields in order to analyze the magneto-
structural coupling as well as cycles of the magnetic field after zero-field cooling
(T < Ms) , in order to analyze the field-induced rearrangement of structural vari-
ants which is associated with the effect of magnetic-field-induced strain (MFIS).
Both procedures are performed with an applied magnetic field parallel to the
crystallographic directions [001] and [1¯10].
The effect of an applied magnetic field on the martensitic and the premarten-
sitic (or intermediate) transition is analyzed by temperature cycles, which are
conducted at constant fields between µ0H = 0.0T and µ0H = 0.8T ( µ0H = 0.2T,
µ0H = 0.4T, µ0H = 0.6T, µ0H = 0.8T). Three cycles are repeated at a constant
field in order to check the reproducibility. The analysis of the premartensitic
transition requires smaller fields with a smaller increment because large fields of
µ0H > 0.25T suppress the transition. The applied field is varied in 0.05 T steps
between zero field and µ0H = 0.25T. To ensure reasonable statistics three cycles
are performed per field. Table 6.1 additionally lists the transducer type, the used
threshold (th), and the hit definition time.
Measurements using the vacuum setup allow a very low threshold because
of the low noise, thermopile-based cooling system, which is situated inside the
vacuum chamber. The field setup works with a different cooling system (see
section 4.2.2). It has in a certain temperature interval of approximately 230 K -
260 K a high noise level. A threshold of 25 dB turns out to be the best tradeoff
between noise and transition signals, which maximizes the signal to noise ratio.
The procedure of calorimetric measurements can be found as part of the
description of the experimental setup in section 4.2.3.
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7 Results
In this chapter the experimental results of the acoustic emission (AE) measure-
ments are presented. The analyzed material systems are Ni-Al, Au-Cd, Fe-Pd, and
Ni-Mn-Ga. Each system is represented by a single crystal and in case of Fe-Pd
additionally by a polycrystal. All material systems except Ni-Mn-Ga are analyzed
by rate-dependent (0.1 K/min→10 K/min) temperature cycle measurements. In
addition, a multi-cycle measurement with approximately 150 cycles at a constant
rate of 10 K/min has been performed with the material system Ni-Al. Ni-Mn-Ga
has been analyzed with magnetic-field-dependent measurements. Furthermore,
calorimetric measurements have been conducted with all samples using a dif-
ferential scanning calorimeter as a reference method for the AE technique. A
detailed description of the measurement procedures can be found in section 6.
First, this chapter will give a description of the data processing and evaluation
process. Subsequently, the results of the analyzed material systems will be
presented, each in a separate subsection.
7.1 Data processing and evaluation procedures
The raw data have been processed and evaluated in order to convert them into a
usable format. This process consists of data filtering, the separation into cooling
and heating runs respectively magnetic field increase and decrease runs, and
the computation of histograms of several AE features such as activity, energy,
amplitude, or duration. Afterwards, power law distribution fits have been
computed using the maximum likelihood method.
Both the filter and the data evaluation processes are executed by custom-made
Matlab programs with integrated C++ routines. After reading all data of a
measurement sequence, every single AE signal runs through a multi-level filter.
The first criterion of the filter is the peak frequency of the wave packets (see
section 4.1). All hits with a peak frequency outside the hardware frequency
bandpass are discarded (vacuum setup: 100 kHz→ 1 MHz; field setup: 20 kHz→
2 MHz; for more information see section 4.1). Next, the temperature is tested
where the hit occurs. Only hits inside the relevant temperature interval are
considered.1 A third filter corrects a subtle error of the AE-acquisition system
1The relevant temperature intervals have been estimated by calorimetric results.
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concerning only amplitude histograms and leaving activity histograms unaffected.
This systematic error2 arises in the detection of the lowest amplitude above the
threshold. All these hits are ignored in the power law evaluation process of the
amplitude distribution. All hits that pass the described filters are accurately
processed by the AE system.3 However, some of the detected signals can be noise
signals that have their origin in processes other than the transition. In order to
estimate the characteristics of the noise signals noise measurements have been
performed in both setups using a dummy sample material that does not show any
phase transition in the relevant temperature range or any magnetic interaction
at all. For both setups typical measurement sequences have been conducted
analyzing the dummy sample. After the introduction of the data evaluation
process, which is applied as well to the dummy measurements, the following
paragraphs will describe the results of the noise measurements.
The data evaluation process continues with the computation of histograms
of AE features. Histograms of the acoustic activity use linear temperature bins
with a well adapted bin width. The narrower the transition temperature range
and the more acoustically active the sample, the smaller the bins. Au50.5Cd49.5 is
processed with a bin width of 50 mK, Ni52Mn23Ga25 with 100 mK, the Fe68.8Pd31.2
samples with 200 mK, and Ni63Al37 with 250 mK.
The logarithmic binning of the amplitude histograms is predefined by the
AE-acquisition system which measures the amplitude in decibel (dB). The relation
between the voltage released by the piezoelectric transducer and the detected
amplitude in dB is given in equation 4.1. In order to display the amplitude against
the original observable on a logarithmic scale the amplitude values are converted
back into voltage values using equation 4.1. The histograms of the duration as a
function of the amplitude show color-coded "iso-activity areas" on a log-log-log
scale.
The hit energy and duration are presented in logarithmic histograms, too. The
advantage of logarithmic histograms over linear histograms lies in their large bins
in areas of little distribution probability. The bin width is given by the equation
dBx = Abw · log10(x/xref), (7.1)
where x is an AE feature like the energy or duration, Abw indicates how many dB
equal one order of magnitude, and xref is a reference value which controls the
resolution. The parameters Abw and xref are well adapted to each investigated
feature.
The power law fits of each AE feature are realized with the maximum likelihood
method, which is the most suitable technique because it is independent of the
2The origin of the error is neither known to the author nor to the manufacturer Physical Acoustics.
3In regular measurements only a few percent of the AE signals (or even less) are rejected by the
filters.
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Figure 7.1: Exemplary histograms of the amplitude (left) and energy (right) distribution
with exponentially corrected power law fits (red line). The data originate from a
martensitic transition in Au50.5Cd49.5 at a rate of 1K/min.
histogram representation (linear or logarithmic scales) and of the chosen bin
width [48]. The fits of the power law behavior with an exponential correction of
the AE features energy, amplitude, and duration can be described by
p(E) =
1
Z(,λE)
E−e−λEE
p(A) =
1
Z(α,λA)
A−αe−λAA
p(D) =
1
Z(δ,λD)
D−δe−λDD ,
(7.2)
where E, A, and D are the values of energy, amplitude, and duration; , α,
and δ are the corresponding exponents; 1/λE, 1/λA, and 1/λD the scales on which
corrections become appreciable; and Z is a normalization factor. The exponential
correction factor λ is an indicator of the distance to criticality (details in section
3.2.1). Figure 7.1 exemplarily shows the distributions of the amplitude and the
energy with the corresponding power law fits concerning equation 7.2.
In the following the noise measurements starting with the vacuum setup are
described. V2A steel has been used as the reference material of the dummy
sample. Because of the absence of a phase transition, the only activity under
thermal cycling should result from thermal expansion. Figure 7.2 shows the
acoustic activity as a function of the temperature. It can be seen that only at
temperatures below 210 K a significant noise level arises. All measurements of
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Figure 7.2: Noise measurement with the vacuum setup using a steel dummy sample and
the PICO AE transducer. The diagram shows the acoustic activity with a bin width of
200 mK. Several runs at selected rates are averaged for cooling (blue line) and heating
(red line). The acoustic activity of the analyzed martensitic transitions is much higher
than this noise level. Depending on the sample the signal to noise ratio lies between
100 and 2000.
this setup are conducted at higher temperatures. This guarantees an excellent
signal to noise ratio larger than 100.4
Due to a different cooling system the magnetic field measurements have a
more complicated noise profile. The noise distribution shown in figure 7.3
has its maximum at approximately 300 K, which is of the same order as the
transition signal. Under cooling the noise decreases, and at approximately
230 K it reaches an irrelevant level. The martensitic transition of the analyzed
Ni52Mn23Ga25 sample starts at approximately 210 K and is not affected by noise.
By contrast, the premartensitic transition occurs in a temperature interval between
245 K and 220 K, which lies inside the noisy region. For the acoustic activity
distributions the subtraction of the noise background from the data would
be sufficient. In case of power law distributions of amplitude, energy, and
4The noise measurement has been performed at an amplitude threshold of 23 dB, which is,
regarding the specification, the lowest possible value [1].
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Figure 7.3: Noise measurement with the magnetic field setup using a copper dummy
sample and the R15-LT AE transducer. The diagram shows the acoustic activity
histogram with a bin width of 100 mK in analogy to the real measurements with
Ni52Mn23Ga25. In the range of the martensitic transition below 210 K the noise can be
neglected. At higher temperatures in the region of the premartensitic transition the
noise level is comparable to the transition activity.
duration such an approach is not useful because every single hit needs to be
classified as noise or as a transition signal. To identify an appropriate classification
criterion a comprehensive comparison between noise and transition data has been
undertaken. A comparison of pure noise data from noise measurements (figure
7.4) with an unfiltered transition (figure 7.5 (left)) reveals that noise signals of
the same amplitude as transition AE signals have much larger durations. In a
log-log histogram of amplitude against duration, as shown in figures 7.5 and 7.6,
it can be seen that noise and transition AE signals occur in two distinct regimes.
This allows their separation by an adequate amplitude-duration noise filter, as
indicated by the white dotted line in figure 7.5. The filter results have been
confirmed by comparing unfiltered and filtered transition data. It can be easily
seen that the amplitude distribution of the unfiltered data (figure 7.5) shows
dramatic deviations from power law behavior whereas the filtered data are in
good agreement with a power law distribution (figure 7.6). All data presented in
the next sections have been previously filtered in order to suppress noise arising
from the cooling device.
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Figure 7.4: Noise measurement with the field setup using a copper dummy sample and
the R15-LT AE transducer. The figure shows the color-coded acoustic activity in
a log-log histogram of the amplitude-duration distribution. The comparison with
figure 7.5 reveals that the noise displays a special pattern, which allows to distinguish
between transition and noise signals.
It has to be mentioned that another systematic error lies in the energy mea-
surement of a hit, which is inherently coupled to the detection process (for the
calculation of the energy see equation 4.2). Figure 7.7 shows a stylized waveform.
It can be seen how the vertical cutoff at the estimated start and finishing time
rejects the rising and falling edges of the waveform. The energy of the lateral
parts of the waveforms is not included in the integral. It is worth noticing that
this effect becomes smaller for longer hit durations. In hits with an ordinary
waveform shape (see e. g. figure 4.3) this cutoff-error is rather small and has no
relevance.
7.2 Sample characterization
In this work five shape memory samples have been analyzed, from which four are
single crystals and one is a polycrystal (see figure 7.8). The samples are Ni63Al37,
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Figure 7.5: On the left can be seen the color-coded acoustic activity in a log-log histogram
showing the duration against the amplitude of useful AE events and noise, which
can be separated by an amplitude-duration filter as indicated by the white dotted
line (noise above and transition signal below). On the right hand side is depicted a
histogram of the unfiltered amplitude data from the premartensitic forward transition
of the Ni2MnGa sample at selected applied magnetic fields. The distributions show
marked deviations from power law behavior.
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Figure 7.6: On the left hand side is shown the color-coded acoustic activity in a log-
log histogram showing the filtered signal distribution of the duration against the
amplitude (analog figures of the unfiltered data set can be seen in figure 7.5). The right
hand side shows the corresponding histogram of the filtered amplitude distribution
of the premartensitic forward transition of the Ni2MnGa sample. In contrast to the
unfiltered data the distributions now can be described by power laws over more than
three orders of magnitude, providing evidence for a consistent filtering procedure.
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Figure 7.7: Schematical depiction of the hit energy detection process where the vertical
cutoff at the threshold leads to a smaller hit energy. The energy integral includes the
green colored oscillations and excludes the red edge regions. In real waveforms, the
fraction of rejected areas is usually very small (see figure 4.3).
Au50.5Cd49.5, Fe68.8Pd
single
31.2 , Fe68.8Pd
poly
31.2 , and Ni52Mn23Ga25. The general proper-
ties of the different systems are given in section 3.5. The following description
is sample specific and starts with the sample preparation process (as far as it is
known to the author). Additionally, the sample properties such as the dimensions,
the weight, the transition enthalpy, and characteristic temperatures are given,
which are gathered by calorimetric and acoustic emission measurements. A
tabular overview of the relevant properties summarizes the corresponding section.
Subsequently, the main experimental results of this work originated from rate or
magnetic-field-dependent AE measurements will be presented. The results will
be discussed in chapter 8.
7.2.1 Ni63Al37
The Ni63Al37 single crystal analyzed in this work is a fragment of a crystal grown
at the Ames Laboratory of the United States Department of Energy. It has a mass of
184.2 mg and a plate-like shape with dimensions of 8.9 mm x 4.4 mm x 0.98 mm.
The sample has been cut in the high temperature phase along its high symmetry
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Figure 7.8: Photograph showing the analyzed samples in their parent phase at room
temperature and a 1-eurocent coin as a reference. From left to right: Au50.5Cd49.5,
Ni63Al37, Cu68Zn16Al16 (which will serve as a reference in section 8.5 and in the
introduction of chapter 8), and Fe68.8Pd
single
31.2 (both the single crystal and the polycrystal
have identical shapes). In the upper right corner a photograph of the Ni52Mn23Ga25
sample has been added according to scale.
directions ([100], [010], and [001]) and its (001) surface has been electropolished.
The high temperature lattice constant was measured to be a = 2.856 Å [111].
Figure 7.9 shows the surface relief in the low temperature phase, which is
highly oriented. On a superficial examination the relief looks qualitatively the
same during different runs. Nevertheless, on a closer inspection different patterns
can be found to occur. Due to the exposure to several hundreds of cooling and
heating cycles, which involve large internal strains during the phase transitions,
the sample reveals some cracks. In the parent phase these cracks are not visible to
the naked eye for they are closed (figure 7.10 top). In the low temperature phase
these cracks open due to the occurring strains (figure 7.10 center and bottom)
and their width can be estimated to be approximately 25µm, which is in good
agreement with results of Finlayson et al., published in reference [43]. For further
details on the thermal treatment of the sample and its influence on fatigue and
aging processes (martensite stabilization and rubber-like behavior) see [111].
Figure 7.11 shows the acoustic emission and the calorimetric data of the
forward and reverse transition of Ni63Al37. Both curves, which are in very
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(a) Foto vom 16.08.2005. (b) Foto vom 10.09.2005.
(c) Foto vom 27.08.2005. (d) Foto vom 27.08.2005.
(e) Foto vom 28.08.2005. (f) Foto vom 29.08.2005.
Abbildung 6.15: Beispiele fu¨r die unterschiedlichen Ausformungen der Morpholo-
gie der Probenoberfla¨che. Bei allen Abbildungen hat die Probe die martensitische
Umwandlungstemperatur MS bei einer Temperatur von ca. T = −50 ◦C weit unter-
schritten.
Figure 7.9: Micrograph showing the Ni63Al37 sample surface in the martensitic phase.
The surface relief, originating from the self-accommodation process, is highly oriented.
good agreement with each other, show a broad transition interval with a double
peak structure that originates presumably from a stoichiometric gradient. Here
and in the following the martensitic start (Ms) and finish temperatures (Mf)
have been respectively determined from the first significant rise of the acoustic
activity above the noise threshold and the last significant threshold crossing. The
definition of the austenitic start (As) and finish temperatures (Af) is analogous.
The following characteristic temperatures have been determined for Ni63Al37:
Ms = 298 ± 1K, Mf = 251 ± 1K, As = 264 ± 1K to Af = 314 ± 1K. The hysteresis
width, which is calculated as the temperature offset between the activity peaks
of the forward and reverse transition, can be estimated to be approximately 5 K
and the thermodynamic equilibrium temperature T0 to be T0 = 306 ± 1K. T0
has a considerably high value because of the long tail of AE signals towards
high temperatures. A rough estimate of the stoichiometric gradient throughout
the sample from the transition temperature interval leads to a compositional
difference of about 0.4 at.% across the sample (for the stoichiometry dependence
of Ms see [25, 166]). The double peak structure indicates that the sample mainly
consists of two stoichiometries, which can be confirmed by video observation of
the surface relief during the transition [90].
In addition to the acoustic activity, the distribution of the acoustic energy
(as well a function of the temperature) emitted during the forward and reverse
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In the second regime the maximum waiting 
time was in most cases too short for the 
detection of incubation time because of a 
too large Delta_T (see discussion). 
 
In the third regime of incubation time 
measurement the maximum waiting time is 
enhanced from 70000s to 120000s. 
Because of the longer waiting time every 
single run shows incubation time. As in the 
first regime a pattern can be found. 
Because of a thermal treatment of the 
sample in between of the two runs, the 
slope of the data’s trend of the third run is 
higher: ∆t_inc/∆T = 45000s/K. The 
maximum incubation time of the second 
run is 112000s (>31h), which is the longest 
incubation time ever measured. 
 
 
 
4. Discussion 
 
In the two independent measurements M_s 
turned out to be not a constant temperature. 
This is directly proven by the cycling of 
the sample and indirectly by the results of 
the second regime of the incubation time 
measurement. In nearly all runs of the 
second regime the maximum waiting time 
was shorter than the incubation time. That 
means that Delta_T = T_h - M_s was 
apparently too large. Remembering that 
T_h was in the same interval as in the other 
regimes (in which incubation time were 
found) the missing incubation time 
indicates that M_s must have changed. 
 
Why M_s is not a constant temperature but 
shows a trend and a fluctuation? By optical 
imaging of the sample surface with a 
simple camera setup several microcracks 
can be observed opening in the martensitic 
phase. These microcracks have a length up 
to some mm and a width of approximately 
25mu which is in good agreement with 
earlier experiments with the same material 
class (Trevor Quelle). As a consequence of 
the microcracks in the martensitic phase 
the sample shows an expansion of about 
10% (see video: Link). 
 
 
 
 
 
In our interpretation the trend and the 
fluctuation have different causes. It seems 
to be very likely that the trend of the M_s 
temperature is provoked by extrinsic 
reasons like the thermal history of the 
sample. The offset in the M_s temperature 
between the second and the third regime 
coincide with an exceptional thermal 
treatment of the sample. Instead of a 
regular thermal hystersis without waiting 
time at the low turning temperature (-
65°C) the sample was hold there for 
several hours. Although the camera setup 
did not allow to image what happened on a 
microscopic level it is very likely that the 
aging of the sample leads to a development 
and broadening of the microcracks. The 
introduced microcracks and other defects 
can lead to a local change of the potential 
Figure 7.10: Micrographs showing a section of the
Ni63Al37 sample surface in the high temperature
phase (top) and in the low temperature phase (cen-
ter and bottom). In the low temperature phase cracks
can be identified. The dotted white line is a guide
to the eye tracing a crack. In the micrograph at the
bottom the same crack is highlighted by arrows [90].
transition can b analyzed. In g neral, both distributions show similar results. In
some cases, as can be seen in figure 7.12, the acoustic energy has a more abrupt
character. This can be understood by the fact that the energy scales with the hit
amplitude and duration, whereas the ac ivity is the number of hits independent
of their characteris ics. However, both dist ibutions are correlated with each other
and display the same characteristic temperatures and the double peak structure.
Furth rmore, the AE feature duration shows a correlation with the amplitude.
Figure 7.13 depicts the color-coded acoustic activity in an amplitude-duration
distribution on a log-log scale. The arrow-shaped distribution indicates a positive
corr lation - the higher the amplitude the higher the duration.
The acoustic activity of the mar ensitic and the austenitic transition at selected
rates spanning over two decades (0.1 K/min, 1 K/min, and 10 K/min) can be seen in
figure 7.14. The nearly iden ic l acoustic activity curves of the reverse transition
at different rates indicate the absence of any rate-dependence. By contrast, the
forward tran ition only h ws qua itatively similar behavior without scaling.5
In fact, the amount of acousti tivity is reduced by a factor of 0.5 between
5In this work scaling refers to a data collapse without any normalization.
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Figure 7.11: Comparison between the mean acoustic activity and calorimetric data during
the martensitic forward and reverse transition of the Ni63Al37 sample. For clarity
reasons, the data of the reverse transition have been plotted with negative values. The
temperature offset between the acoustic and calorimetric data can be explained by the
absent temperature calibration of the calorimetric measurement.
250 260 270 280 290 3000
200
400
600
800
1000
1200
temperature  T  (K)
a
c o
u
s t
i c
 a
c t
i v
i t y
 ( h
i t s
)
 
 
0
50
100
150
200
250
e
n
e
r g
y  
 
E  
( a J
)
energy (cooling 1K/min)hits (cooling 1K/min)
260 270 280 290 300 3100
500
1000
1500
2000
temperature T (K)
a
c o
u
s t
i c
 a
c t
i v
i t y
 ( h
i t s
)
 
 
0
100
200
300
400
e
n
e
r g
y  
E  
( a J
)
energy (heating 1 K/min)hits (heating 1 K\min)
Figure 7.12: Comparison of the mean energy distribution and the acoustic activity of the
Ni63Al37 sample as a function of temperature, exemplarily shown at a rate of 1 K/min.
With adequately chosen ordinates both curves show a high degree of scaling. The
forward transition can be seen on the left and the reverse transition on the right.

7.2. Sample characterization
105
104
103
102
101
106
Figure 7.13: Color-coded acoustic activity in an amplitude-duration histogram of all
rate-dependent measurements of the Ni63Al37 sample. Amplitude and duration show
a positive correlation centered at low amplitudes and small durations.
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Figure 7.14: Mean acoustic activity of the forward (left) and reverse transitions (right) of
the Ni63Al37 sample at three selected rates (0.1 K/min, 1 K/min, and 10 K/min).
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Table 7.1: Characteristic quantities of the analyzed Ni63Al37 sample. 7 R structures are
reported for NixAl1−x with x . 63 %. The martensite phase structure of the sample
under investigation has not been determined.
phase start temp. finish temp. enthalpy structure
austenite As ≈ 264K Af ≈ 314K ≈ 4.4 J/g B2
martensite Ms ≈ 298K Mf ≈ 251K ≈ 4.4 J/g 3R or 7R
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Figure 7.15: Total acoustic activity of the forward (blue) and reverse transitions (red)
of the Ni63Al37 sample during a multi-cycle measurement (152 cycles at a rate of
10 K/min). For clarity reasons, the acoustic activity of the forward transition has been
divided by two.
the highest and the lowest rate. The energy versus temperature distributions
show the same results. The four characteristic temperatures Ms, Mf, As, and Af
remain constant at all rates. Table 7.1 summarizes the characteristic temperatures,
the structures, and the enthalpy of the Ni63Al37 sample.
Figure 7.15 shows the total acoustic activity recorded during a multi-cycle
measurement consisting of 152 full temperature cycles at a rate of 10 K/min. It
can be seen that the total acoustic activity as a function of the run number is not
constant, neither for cooling nor for heating cycles. During the first approximately
80 cycles a marked decrease is visible, which levels out at a value approximately
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20 % lower than the start value. This trend and the superimposed fluctuation can
be found in both cooling and heating runs, demonstrating a strong correlation
(see discussion in section 8.1).
The probability distributions of the AE features amplitude and energy can
both be described by power laws (see figure 7.16 (top)). The exponents α and
 describing the amplitude and energy distributions show different numerical
values, although their behavior is very similar. The forward transitions show
a weak but significant increase of the exponents with decreasing rates. The
reverse transitions show constant exponents within the error bars without any
rate-dependence (see figure 7.16 (center)). In all cases the exponential correction
term has little relevance, as can be seen in figures 7.16 (top and bottom). The
inverse of λ indicates the scale on which exponential corrections become relevant
(with λ−1A =̂ A → e−λA·A = e−1 ≈ 0.37). The values λA ≈ 2 V−1 and λ−1A ≈ 1/2V,
exemplarily for cooling runs, indicate that the amplitude data deviate at A = 0.5 V
from the power law behavior by a factor of e−1 = 0.37. Thus the amplitude can be
described by a power law over more than one and a half decades in amplitude
and over four decades in number of corresponding hits for all forward transitions
and over more than one decade in amplitude and four decades in corresponding
hits for all reverse transitions. The energy distributions follow a power law
distribution in energy over more than two and a half decades (and three decades
in hits) for all cooling runs and over more than two decades in energy (and three
decades in hits) for all heating runs.
7.2.2 Au50.5Cd49.5
The Au50.5Cd49.5 sample is a single crystal with an almost cubic shape of the
dimensions 4.83 mm x 4.4 mm x 4.11 mm and a mass of 1157.2 mg. The sample
has been cut in the high temperature phase along its high symmetry directions. In
the same phase the (001) sample surface has been polished, which allows a good
acoustical coupling to the AE transducer. In the martensitic phase the sample
shows a highly oriented surface relief, which is barely visible to the naked eye. In
comparison to the Ni63Al37 sample the relief has shorter length scales, as can be
seen in the illustration of a very similar sample in figure 7.17.
Before running the AE measurements the sample has been trained by several
hundreds of temperature cycles across the phase transition. This training period
leads to a (certain) stabilization of the transition characteristics, such as the
transition temperatures.
The acoustic activity emitted by the Au50.5Cd49.5 sample is strongly correlated
with the emitted latent heat (see figure 7.18). Both curves exhibit a single maxi-
mum. The larger width of the DSC curves results from the large thermal mass
of the measurement system. The temperature offset originates from the absent
temperature calibration of the DSC measurement.
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Figure 7.16: Power laws, exponents, and exponential corrections for the forward and
reverse transition of the Ni63Al37 sample at selected rates.
Top: Log-log histograms of the mean amplitude (left) and energy distribution (right).
Center: Amplitude and energy exponents α (left) and  (right). The exponents
have been determined by the maximum likelihood method using the equations
p(A) ∝ A−αe−λAA and p(E) ∝ E−e−λEE . The red dotted lines are guides to the eye
indicating the trends or the mean values, respectively.
Bottom: λ-values of the exponential correction terms e−λAA (left) and e−λEE (right) of
the amplitude and energy distributions.
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Abbildung 6.5: Typische Ausschnitte der polierten Oberfläche in der Martensitphase der
Probe AuCd 1376 mit der Zusammensetzung Au52,5Cd47,5 vor (links) und nach (rechts)
dem Ausheizen. Die Probe AuCd 1372 verhält sich vergleichbar.
metrischen Messungen [102]. Auch ein erneutes Ausheizen bei 500℃ unter Argonat-
mosphäre und ein anschließendes Abschrecken der Probe in Eiswasser brachte keine
Wiederherstellung der vorherigen Eigenschaften.
Dies ist insofern unerwartet, als dass bei Gleichgewichtslegierungen Ausheizen
in der Regel als Standardmethode zum Wiederherstellen der Ausgangssituation
bei starken Veränderungen der Probeneigenschaften verwendet werden kann.
Insbesondere muss angemerkt werden, dass beide Proben nach mehrjährigem
Lagern bei undefinierten Bedingungen für die hier durchgeführten Messungen zur
Verfügung gestellt wurden und zunächst bei Raumtemperatur kein Oberflächenrelief
zu erkennen war (Abbildung 6.5 links), obwohl die Umwandlungstemperatur der
Proben deutlich oberhalb der Raumtemperatur liegen sollte. Nach 3,5 stündigem
Ausheizen bei einer Temperatur von 300℃ und einem Druck von ≈ 1mbar sowie
anschließendem langsamen Abkühlen in der Temperaturkammer auf Raumtem-
peratur zeigten beide Proben ein hochgeordnetes Relief (Abbildung 6.5 rechts).
Diese Tatsache lässt das Verschwinden des Phasenübergangs in der später erneut
ausgeheizten Probe noch unklarer erscheinen.
Daher kann nur vermutet werden, dass entweder durch das Abschrecken der
Probe eine Defektkonfiguration eingefroren wurde, welche die Phasenumwand-
lungstemperatur Ms stark verschoben hat, oder dass sich durch das Ausheizen an
Luft der Cadmiumgehalt an der Oberfläche der Probe massiv verändert hat und
so die Verschiebung der Umwandlungstemperatur begründet, womit allerdings nicht
das Verschwinden der Umwandlung im Volumen der Probe erklärt werden kann.
Eine so starke Veränderung der Stöchiometrie auch im Volumen der Probe, so dass
keine martensitische Probe mehr vorliegt, erscheint auf Grund der makroskopischen
Größe der Probe unwahrscheinlich. Eine weitere Erklärungsmöglichkeit ist, dass
durch das Ausheizen bei 500℃ eine Phasenseparation in zwei nicht-martensitische
Phasen stattgefunden hat. Laut Phasendiagramm (Abbildung 3.24 auf Seite 38)

Figure 7.17: Micrographs showing the sample surface in the high temperature phase
(left) and the low temperature phase (right) of a Au-Cd sample with a stoichiometry
of Au52.5Cd47.5, which is very similar to the analyzed sample. The polished sample
surface of the high temperature phase solely shows some scratches whereas the low
temperature surface is characterized by a highly oriented relief. Note the different
length scales of the martensitic relief in the center and near the edges of the micrograph
[111].
Figu e 7.19 compares the acoustic activity with the en rgy distribution of
Au50.5Cd49.5. Scaling can be observe for both transition directions. T e co -
pariso of the acous ic activity respectively energy between the forward and
reverse transi ion reveals a higher activity d ring the forward transition (more
than a factor of two). The transition is considerably sharp with a peak width of
approximately 1 K. As it is the case for Ni63Al37, the AE features amplitu e and
duration are correlated in the case of Au50.5Cd49.5, too. The color-coded log-log
histogram can be found in figure 7.20.
In order to analyze the rate-dependence of the martensitic transition the mean
acoustic activity at each rate is plotted in figure 7.21. These curves do not scale
but show two trends at higher rates: a temperature-shift of the peak temperature
towards lower values and a peak broadening. The acoustic activity of the reverse
transition shows a similar rate-dependence, but with a shift towards higher
temperatures. For both cooling and heating, the energy-temperature distribution
shows the same rate-dependent behavior as the corresponding acoustic activity
data.
Table 7.2 gives an overview of the characteristic temperatures at low rates.
The analysis of the rate-dependent exponents of the amplitude and energy
distributions can be found in figure 7.22. Both, the amplitude and the energy
distributions show power law behavior, as can be seen for three selected rates
in figure 7.22 (top). The exponents of the cooling runs do not show any rate-
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Figure 7.18: Comparison between the mean acoustic activity and calorimetric data during
the forward and reverse transition of the Au50.5Cd49.5 sample. For clarity reasons, the
data of the reverse transition have been plotted with negative values. The temperature
offset and the different peak widths between the acoustic and calorimetric data can be
explained by the absent temperature calibration of the calorimetric measurement and
a much larger thermal mass of the calorimetric setup. Note the different temperature
scale compared to figure 7.11 for the Ni63Al37 sample.
Table 7.2: Characteristic quantities of the analyzed Au50.5Cd49.5 sample.
phase start temp. finish temp. enthalpy structure
austenite As ≈ 304.8K Af ≈ 305.7K ≈ 2.46 J/g B2
martensite Ms ≈ 305.1K Mf ≈ 303.7K ≈ 2.46 J/g ζ′2
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Figure 7.19: Comparison of the mean energy distribution and the acoustic activity of the
Au50.5Cd49.5 sample as a function of the temperature exemplarily shown at a rate of
1 K/min. With adequate ordinates both curves show an excellent scaling. The forward
transition can be seen on the left and the reverse transition on the right.
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Figure 7.20: Color-coded acoustic activity in an amplitude-duration histogram of all
rate-dependent measurements of the Au50.5Cd49.5 sample. The characteristic color
distribution indicates the positive correlation between the two features.
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Figure 7.21: Mean acoustic activity of the forward transition of the Au50.5Cd49.5 sample
at eight rates ranging from 0.1 K/min to 10 K/min.
dependence within their error bars and the exponential correction terms have
little relevance, i. e. great 1/λ-values occur. The cooling amplitude power laws
span over two decades and the cooling energy power laws cover more than two
and a half orders of magnitude.
By contrast, the exponents of the reverse transition show an explicit time
dependence. Increasing heating rates lead to increasing values of the amplitude
and energy exponents, i. e. a shift towards weaker signals. For low rates and
in case of the energy for the highest rate, the exponential correction becomes
important. Due to the exponential correction, these power laws only spread
over an interval of approximately one order of magnitude. Power laws of the
reverse transition with intermediate rates cover the same number of decades as
the corresponding power laws of the forward transitions.
7.2.3 Fe68.8Pd
single
31.2 and Fe68.8Pd
poly
31.2
The two Fe-Pd samples analyzed in this work are a single crystal and a polycrystal
with the same nominal composition of Fe68.8Pd31.2. The single crystal was grown
by the floating zone method, homogenized in vacuum, and then quenched in
iced water. The sample was cut from an ingot parallel to its high symmetry
directions {100} to the dimensions of 3.098 mm x 2.966 mm x 1.138 mm and
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Figure 7.22: Power laws, exponents, and exponential corrections for the forward and
reverse transition of the Au50.5Cd49.5 sample at selected rates.
Top: Log-log histograms of the mean amplitude (left) and energy distributions (right).
Center: Rate-dependence of the amplitude and energy exponents α (left) and  (right).
The exponents have been determined by the maximum likelihood method using the
equations p(A) ∝ A−αe−λAA and p(E) ∝ E−e−λEE . The red dotted lines are guides to the
eye indicating the trends or the mean values, respectively.
Bottom: λ-values of the exponential correction terms e−λAA (left) and e−λEE (right) of
the amplitude and energy distributions.
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Figure 7.23: Comparison between the mean acoustic activity and calorimetric data during
the martensitic forward and reverse transition of the Fe68.8Pd
single
31.2 sample. The arrows
point at transition patterns which can be identified in both the AE and calorimetric
data. For clarity reasons, the data of the reverse transition have been plotted with
negative values. The temperature offset between the acoustic and calorimetric data can
be explained by the absent temperature calibration of the calorimetric measurement.
a mass of 0.088160 g. After cutting the sample it was further homogenized at
1373 K for one hour and quenched into iced water to eliminate possible remanent
deformations [20].
The polycrystalline sample was prepared with the technique of arc fusion,
using a tungsten electrode in combination with a water cooled copper crucible
under a purified argon atmosphere. The grain size was determined by optical
microscopy to be ≈ 200µm on average. From the ingot a parallelepiped sample
was cut with the dimensions of 3.14 mm x 2.95 mm x 1.09 mm and a mass of
0.0865508 g. Note that both samples have basically the same shape, dimensions,
and mass [20].
The figures 7.23 and 7.24 show the acoustic activity and the calorimetric
data as a function of temperature for the single crystal and the polycrystal. For
each crystal the heat flux and the AE data show very similar characteristics.
This becomes particularly obvious for the single crystal due to its complex
activity respectively heat flux structure. Characteristic patterns occurring in
both observables are marked by arrows. Interestingly, the peak temperatures
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Figure 7.24: Comparison between the mean acoustic activity and calorimetric data during
the martensitic forward and reverse transition of the Fe68.8Pd
poly
31.2 sample. For clarity
reasons, the data of the reverse transition have been plotted with negative values. The
temperature offset between the acoustic and calorimetric data can be explained by the
absent temperature calibration of the calorimetric measurement.
Tpeak of the acoustic activity are the same for cooling and heating for each sample
within a small error (single crystal: Tpeak = 241 ± 0.5 K and polycrystal: Tpeak =
225 ± 0.5 K). The very small hysteresis width indicated by these results can be
confirmed by magnetic susceptibility measurements,6 conducted with the same
samples [20].
It is worthwhile to enlarge the temperature region where the transition starts
in order to identify the exact martensitic start respectively austenitic finish tem-
peratures. Figure 7.25 displays these regions for both crystals on four identically
scaled histograms. It turns out that in all four cases the corresponding tempera-
tures have the same value, i. e. Msingles = A
single
f = M
poly
s = A
poly
f = 247±1 K (see
the discussion in section 8.3). The characteristic temperatures and enthalpies of
both samples are summarized in table 7.3.
The mean acoustic activity of cooling and heating runs at three selected rates
between 0.1 K/min and 10 K/min can be found for both samples in figures 7.26 and
6A hysteresis width of 2 K has been found with susceptibility measurements for Fe68.8Pd
poly
31.2
[20].
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Figure 7.25: Details of the mean acoustic activity of the Fe68.8Pd
single
31.2 (top) and the
Fe68.8Pd
poly
31.2 samples (bottom) at three selected rates (0.1 K/min, 1 K/min, and 10 K/min).
The forward transitions are plotted on the left and the reverse transitions on the right.
7.27. The martensitic transitions of both crystals and the austenitic transition of
the single crystal show scaling behavior. For all heating rates the acoustic activity
of the austenitic transition of the polycrystal reveals similar curve shapes but
with varying activity maxima.
The histograms corresponding to the amplitude and energy distributions of
both samples exhibit in all cases power law behavior, as can be seen in figures
7.28 (top) and 7.29 (top). In case of the single crystal λ-values close to zero (see
figure 7.28 (bottom)) give rise to power laws covering more than two decades
in amplitude and four decades in energy. The amplitude distributions of the
polycrystal merely follow a power law over approximately one decade (a bending
of the curves cannot be neglected). By contrast, the power law of the energy
distributions cover four decades (see figure 7.29 (bottom)).
The exponents of the amplitude and the energy do not show any rate-dependence
neither for the single nor the polycrystal, as shown in figures 7.28 (center) and
7.29 (center). It is worth mentioning that the exponents of the polycrystal show
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Figure 7.26: Mean acoustic activity of the forward (left) and reverse transitions (right) of
the Fe68.8Pd
single
31.2 sample at three selected rates (0.1 K/min, 1 K/min, and 10 K/min).
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Figure 7.27: Mean acoustic activity of the forward (left) and reverse transitions (right) of
the Fe68.8Pd
poly
31.2 sample at three selected rates (0.1 K/min, 1 K/min, and 10 K/min).
a huge offset between the forward and the reverse transition. By contrast, the
exponents of the single crystal have almost the same value for both cooling and
heating runs. Only the highest and the lowest cooling rates show exceptional
behavior. This is not an effect of the rate but can be explained by a training
effect (see section 3.2). A training effect occurs during repeated thermal cycling
when the sample probes the optimal path through the high dimensional energy
landscape. Due to a randomized order, the rates 10 K/min and 0.1 K/min have been
performed (by chance) first (for a further discussion see section 8.3).
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Figure 7.28: Power laws, exponents, and exponential corrections for the forward and
reverse transition of the Fe68.8Pd
single
31.2 sample at selected rates.
Top: Log-log histograms of the mean amplitude (left) and energy distributions (right).
Center: Amplitude and energy exponents α (left) and  (right). The exponents
have been determined by the maximum likelihood method using the equations
p(A) ∝ A−αe−λAA and p(E) ∝ E−e−λEE . The red dotted lines are guides to the eye
indicating the mean values.
Bottom: λ-values of the exponential correction terms e−λAA (left) and e−λEE (right) of
the amplitude and energy distributions.
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Figure 7.29: Power laws, exponents, and exponential corrections for the forward and
reverse transitions of the Fe68.8Pd
poly
31.2 sample at selected rates.
Top: Log-log histograms of the mean amplitude (left) and energy distributions (right).
Center: Amplitude and energy exponents α (left) and  (right). The exponents
have been determined by the maximum likelihood method using the equations
p(A) ∝ A−αe−λAA and p(E) ∝ E−e−λEE . The red dotted lines are guides to the eye
indicating the mean values.
Bottom: λ-values of the exponential correction terms e−λAA (left) and e−λEE (right) of
the amplitude and energy distributions.
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Table 7.3: Characteristic quantities of the analyzed single- (top) and polycrystalline
(bottom) Fe68.8Pd31.2 sample.
phase start temp. finish temp. enthalpy sample structure
austenite As ≈ 210± 1K Af ≈ 247± 1K ≈ 0.52 J/g single fcc
martensite Ms ≈ 247± 1K Mf ≈ 210± 1K ≈ 0.52 J/g single fct
austenite As ≈ 210± 1K Af ≈ 247± 1K ≈ 0.28 J/g poly fcc
martensite Ms ≈ 247± 1K Mf ≈ 204± 1K ≈ 0.28 J/g poly fct
7.2.4 Ni52Mn23Ga25
The Ni52Mn23Ga25 sample analyzed in this work was grown at the Ames Labo-
ratory in Iowa using appropriate quantities of nickel (99.99 % pure), electronic
grade gallium (99.999 %), and electrolytic manganese (99.9 %). The compounds
are cleaned and, for several times, arc melted under argon as inert gas. In order
to ensure compositional homogeneity throughout the samples the buttons were
remelted. For the Bridgman-like crystal growth the as-cast ingots were placed
in alumina crucibles and placed in a refractory metal resistance furnace. For
homogenization reasons the ingots are heated to 1620 K for 1 h and are then
slowly cooled by withdrawing the sample from the furnace with 2.0 mm/h. In order
to minimize vaporization of the manganese, the crystal growth process is run
under a certain pressure of purified argon after the chamber and the sample have
been outgassed at 1620 K. The mean composition of the sample to be studied has
been determined by chemical analysis to be Ni52Mn23Ga25 with an electron per
atom concentration of e/a = 7.56. The sample shows a composition gradient which
leads to a relatively broad martensitic and intermediate transition temperature
interval of Ms = 213 K and Mf = 195 K respectively MIs = 245 K and M
I
f = 220 K
for the intermediate transition (without an applied magnetic field or pressure).
The crystal has been cut to the dimensions of 10.25 mm x 10.5 mm x 8.2 mm
(mass ≈ 7.33 g) with faces parallel to the [001], [1¯10] and [110] crystallographic
directions in the parent phase. In the parent phase the crystal has an L21 structure.
The martensitic transition is preceded by an intermediate (or premartensitic)
transition to a 3M modulated phase [40, 209]. In the product phase the crystal
has a 10M pseudo-tetragonal 5-layered modulated structure [142]. The unit cell
has the following parameters: a = 4.2 Å, b = 5.5 Å, c= 21 Å; α= 90 °, β = 91 °, γ=
90 ° [142]. Selected sample properties are summarized in table 7.4. For further
details on the preparation process, calorimetric characterization, x-ray analysis
of the grain alignment, and neutron scattering experiments on the softening of
anomalous phonons see [98, 139].
Figure 7.30 shows the acoustic activity and the heat flux of both the premarten-
sitic transition and the martensitic transition at zero magnetic field. It can be
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Table 7.4: Characteristic quantities of the analyzed Ni52Mn23Ga25 sample. The tempera-
ture values have been estimated from the AE measurements. All values have been
taken without an applied field.
phase start temp. finish temp. enthalpy structure
reverse premar. AIs = 225K A
I
f ≈ 242K ≈ (0.15± 0.05) J/g [142] cubic
premartensite MIs = 245K M
I
f = 220K ≈ (0.15± 0.05) J/g [142] 3M modulated
austenite As = 200K Af = 217K ≈ 4.13 J/g L21
martensite Ms = 213K Mf ≈ 195K ≈ 4.13 J/g 10M pseudo-
tetragonal
modulated
ferromagnetic Tc = 359.5 K n/a n/a n/a
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Figure 7.30: Comparison between the acoustic activity and calorimetric data during the
premartensitic and martensitic forward and reverse transition of the Ni52Mn23Ga25
sample. The temperature cycles have a rate of 1 K/min. An enlargement of the region of
the premartensitic transitions can be found in figure 7.31. For clarity reasons, the
data of the reverse transition have been plotted with negative values. The excellent
matching of the AE data and the DSC data in case of the forward transition must be
regarded as accidental as the DSC data is not temperature calibrated.
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Figure 7.31: Enlargement of the premartensitic region of the Ni52Mn23Ga25 sample with
the acoustic activity on the left and the calorimetric data on the right. The maximum,
arising during cooling, appears to be more pronounced than the maximum during
heating. The same holds for the calorimetric data after a proper baseline correction.
The cycles have been performed without an applied magnetic field.
seen that both curves are strongly correlated. Furthermore, the calorimetric data
are in very good agreement with results of a similar sample [142]. Figure 7.31
shows an enlargement of the premartensitic region of the acoustic activity and the
calorimetric data. In the following section the premartensitic and the martensitic
transition will be discussed first both as a function of the applied magnetic field,
followed by a discussion of the magnetic-field-induced reorientation of marten-
sitic variants. It is worth mentioning that the forward and reverse transition
both show monotonic decrease of the total acoustic activity with increasing field.
However, in any case the reverse transition exhibits less total acoustic activity
than the forward transition, inhibiting further analysis owing to poor statistics.
The analysis of Ni52Mn23Ga25 has been performed with an applied magnetic
field in two orthogonal orientations along the crystallographic directions [001]
and [1¯10]. In general, both orientations show similar results. In the following the
results with a field applied along the [001] direction will be exemplarily shown.
Cases where the field orientation has a significant influence, will be explicitly
mentioned and discussed.
Premartensitic transition
The premartensitic transition shows, in analogy to the martensitic transition of
the samples discussed before, a strong correlation between the distribution of the
acoustic activity and the distribution of the enthalpy released/absorbed during
the transition. In addition, the distribution of the amplitude is coupled to the
hit duration. This correlation is of special importance, because it enables a filter
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Figure 7.32: Color-coded acoustic activity in a log-log histogram showing the filtered
signal distribution of the duration against the amplitude during the forward pre-
martensitic transition of the Ni52Mn23Ga25 sample.
procedure to discriminate between transition signals and noise (see section 7.1).
The typical arrow-like distribution of the filtered signals can be seen in figure
7.32.
Figure 7.33 (a) shows an example of the acoustic activity of the premartensitic
transition as a function of temperature during cooling at selected values of
the magnetic field applied along the [001] direction. Results show that the
acoustic activity is already strongly reduced by small applied fields. Due to
the fine binning of 0.1 K, the jerky and intermittent character of the transition
dynamics becomes evident, which is a consequence of the interplay of pinning
and depinning processes resulting in avalanche kinetics. The total amount of
acoustic energy released during the complete intermediate forward transition
shows a strict monotonic decrease with increasing fields and leads to a complete
suppression at moderate fields of approximately 2.5 kOe (see figure 7.33 (b)). At
higher fields no acoustic activity was detected (fields up to 10 kOe have been
tested).
The temperature interval, over which AE is detected during cooling, can
be associated with the transition region. This enables us to determine a start
(MIs ) and finish (M
I
f ) temperature of the forward intermediate transition. These
temperatures have been estimated from the first rise of the AE activity above the
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Figure 7.33: Exemplary acoustic activity during the premartensitic forward transition of
the Ni52Mn23Ga25 sample at selected magnetic fields (a). Integrated acoustic activity
during the forward transition at selected fields of the same sample (b). The dotted line
is a guide to the eye. In both cases the field was applied along the [001] direction.
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Figure 7.34: Smoothed acoustic activity of the premartensitic forward transition of the
Ni52Mn23Ga25 sample at selected magnetic fields applied along the [001] direction
(normalized to a total acoustic activity of one).
noise threshold and the last significant threshold crossing, respectively. Within
error bars the start and finish temperatures are not affected by the applied field
and can be estimated to be MIs = 244 ±1 K and MIf = 222 ± 1 K. In order to detect
a possible shift of the premartensitic transition with the applied magnetic field a
normalized and smoothed acoustic emission has been computed from data given
in figure 7.33 (a). The normalization factor is the total amount of AE given by∫MIf
MIs
hits(T )dT . Smoothing includes 50 bins which is equivalent to ±2.5 K around
the center. This normalized and smoothed acoustic activity at selected magnetic
fields is shown in figure 7.34. Interestingly, the maximum of this smoothed
acoustic activity shows a shift of about 3 K towards lower temperatures at higher
magnetic fields before the AE activity is completely suppressed.
Figure 7.35 shows this shift as a function of the applied field. Because mea-
surements with a magnetic field applied in both directions [001] and [1¯10]
revealed very similar results, the peak temperatures Tp of the smoothed AE curves
corresponding to both directions have been averaged.
It is worth mentioning that the suppression of the acoustic activity at fields
above 2.5 kOe is not an artifact related to the temperature shift towards lower
temperatures, resulting in a hypothetical masking of the intermediate transition
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Figure 7.35: Temperature shift of the premartensitic transition of the Ni52Mn23Ga25
sample as a function of the applied magnetic field. The dotted line is a guide to the
eye.
by the martensitic transition. Both transitions remain well separated by several
Kelvin at all applied fields. In fact, in the range of the applied magnetic field,
the martensitic transition also shows a shift of a few Kelvin towards lower
temperatures (see section 7.2.4 and [91]).
Figure 7.36 shows the distribution of the extracted characteristic AE signal
features (duration, amplitude, and energy) at selected applied magnetic fields on
a log-log scale. All features show a power law behavior (amplitude and energy
over more than two decades) for fields up to 1.5 kOe. For higher applied fields
the acoustic activity is either absent or so low that the poor statistics does not
allow quantitative conclusions.
A fit of the power-law behavior of the regions unaffected by the window
effect7 has been performed using the maximum likelihood method. The fitted
exponents δ, α, and  of the duration, amplitude, and energy as a function of the
magnetic field are shown in figure 7.37. It is worth mentioning that the exponents
of all corresponding features increase with increasing fields and saturate at
approximately 1.5 kOe where the acoustic activity is already very low (almost
suppressed). Therefore, the exponents show that higher fields lead to signals of
7The window function effect describes the impact of non-detectable hits due to hardware
limitations on the results (for more details see the discussion in section 8.1).
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Figure 7.36: Duration (a), amplitude (b), and energy (c) distributions of the premarten-
sitic forward transition of the Ni52Mn23Ga25 sample at selected fields applied along
the [001] direction. Because of an amplitude threshold, the amplitude distribution
shows a sharp cutoff whereas the duration and energy distributions show a window
effect. Data affected by the window effect cannot be used for statistical analysis (see
introduction of chapter 8).
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Figure 7.37: Exponents and exponential corrections for the premartensitic transition
of the Ni52Mn23Ga25 sample. Exponents with error bars for the duration (a), the
amplitude (b), the energy (c), and the corresponding λ-values (d - f) as a function of
the magnetic field applied in [001] direction. The values have been determined by the
maximum likelihood method using the equation p(X) ∝ X−xe−λXX . The dotted lines
serve as guides to the eye.
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Table 7.5: Zero field exponents for the AE distributions of the premartensitic transition
obtained by a maximum likelihood fit. The inverse of λ indicates where the exponential
correction becomes relevant.
feature exponent at zero field λ−1
duration 4.3 ± 1.1 (353 ± 146)µs
amplitude 2.44 ± 0.03 (1.34 ± 0.49) V
energy 1.73 ± 0.02 (3620 ± 1060) aJ
smaller amplitudes and energies with shorter durations. It is noteworthy that
in case of the amplitude a zero field exponent α = 2.3± 0.15 has been reported
[139], which is in very good agreement with the result of this work. The zero field
exponents are listed in table 7.5. The λ-values of the exponential correction terms
to the power law behavior are plotted in figure 7.37. In order to estimate the
importance of the exponential correction the inverse of λX has been calculated
and compared with the corresponding value X. For all features λ−1X is of the
same order as the highest occurring values Xmax. For these high values, power
laws naturally have poor statistics and the exponential term consequently has no
relevance (see table 7.5 and figure 7.37).
Results for applied fields along both crystallographic directions [001] and
[1¯10] are quantitatively in good agreement with each other. In contrast to results
from the martensitic transition, where the effect of a field is considerably more
pronounced when applied along [001] than along [1¯10] (see section 7.2.4 and
[91]), here the cubic symmetry is preserved (at least on average) and no variants
are formed. Consequently the field direction cannot couple to any anisotropies.
Martensitic transition
In the following section, the magnetic field-dependence of the martensitic transi-
tion will be studied. Figure 7.38 (a) shows examples of the acoustic activity as a
function of temperature during the forward martensitic transition on cooling
at selected values of the magnetic field applied along the [001] direction. The
acoustic activity is obtained as the number of AE events (hits) recorded per
temperature interval of 0.1 K. Results show that the energy released in the form
of acoustic waves is emitted intermittently, thus confirming the jerky character
of the transition. The accumulated number of hits as a function of temperature
is depicted in figure 7.38 (b). It shows that the integrated number of hits over
the whole transition increases with the applied magnetic field for the forward
transitions. It is worth mentioning that the obtained values represent a lower
bound to the total amount of possible AE events since it was not possible to
guarantee that the temperature was sufficiently lowered to complete the transition,
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Figure 7.38: Acoustic activity of the Ni52Mn23Ga25 sample during the martensitic for-
ward transition on cooling at selected values of the field applied along the [001]
direction (a). Accumulated acoustic activity during forward transition at selected
fields applied along the [001] direction (b). Inset: Martensitic start temperature Ms as
a function of the applied magnetic field with a dotted line as a guide to the eye.
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especially at higher magnetic fields. For the reverse transition on heating the
integrated amount of hits is smaller than for the forward transition and remains
basically independent of the applied field. The transition temperature Ms was
estimated as usual from the first detected rise in AE above the noise threshold.
The dependence of Ms on the applied magnetic field is shown in the inset of
figure 7.38 (b). The obtained decrease of Ms with increasing the field is consistent
with results reported in [74] where transition temperatures were estimated from
resistivity measurements.
The distributions of hit amplitudes (A) and energies (E) corresponding to the
forward transition at selected values of the applied magnetic field are shown in
figure 7.39 (top) on a log-log scale. In all cases, the distributions display power
law behavior over more than two and a half decades in amplitude and over more
than six decades in energy. Fitted values of α and  describing the amplitude
and energy distribution are shown in figure 7.39 (center). The corresponding
λ-values of the exponential correction terms are without exception equal or close
to zero and depicted in figure 7.39 (bottom).
For both forward and reverse transitions the exponents α and  decrease with
increasing the field. Results essentially indicate that by increasing the field,
signals of higher amplitude and energy are emitted. This behavior is consistent
with the reported increase of dissipated energy with increasing the applied field
obtained from calorimetric measurements [100].
Magnetic-field-induced variant rearrangement
In this section, the magnetic-field-induced rearrangement of martensitic variants
at constant temperature will be studied. The magnetic field has been applied
either along the crystallographic direction [001] or [1¯10]. As will be shown in the
discussion in section 8.4.3, both field directions give rise to similar results. The
field cycles between 0 kOe and 10 kOe have been performed either at a high or at
a low rate with periods of τmf = 130 s (quick cycles) respectively τmf = 1300 s
(slow cycles). The different field cycle rates have been found to influence the
results considerably.
Figure 7.40 shows the acoustic activity, the energy, and the applied magnetic
field as a function of time with a time binning of 1 s. The cycles of the magnetic
field applied along the [1¯10] crystallographic direction extend from 0 kOe to
10 kOe (no field inversion) with τmf = 130 s. Results show the highest acoustic
activity and energy during the first cycle. With increasing run numbers the
acoustic activity decreases monotonically. It is important to note that the recorded
amount of AE during the first cycle represents a lower bound to the total activity
due to memory overflow hardware limitations of the AE acquisition system.
During slow cycles and for higher cycle numbers (2, 3, ...) of quick cycles this
problem does not arise anymore. It is worth mentioning that AE is not only
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Figure 7.39: Power laws, exponents, and exponential corrections for the forward and
reverse martensitic transition of the Ni52Mn23Ga25 sample at selected magnetic fields
applied along the [001] direction.
Top: Amplitude (left) and energy (right) distributions of the forward transition. Note
that the energy distributions cover more than 6 decades.
Center: Amplitude α (left) and energy exponents  (right). The dotted lines serve as a
guide to the eye indicating the trends.
Bottom: λ-values of the exponential correction terms e−λAA (left) and e−λEE (right) of
the amplitude and energy distributions.
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Figure 7.40: Acoustic emission by the magnetic-field-induced rearrangement of marten-
sitic variants in the martensitic phase of the Ni52Mn23Ga25 sample measured in
acoustic activity and energy versus time. The maximal acoustic activity and energy de-
tected during the first field cycle represent a lower bound due to hardware restrictions.
The lower part of the figure displays the magnetic field applied along [1¯10] with a
period of τmf = 130 s.
measured during increasing fields, which is associated with variant alignment,
but as well during decreasing fields, which is assumed to be associated with a
back rotation of some variants due to a bias force, as reported in literature, e. g.
[113]. The observation of AE detected in higher run numbers (cycle 2, 3, ...)
supports this assumption.
The distributions of the amplitude and the energy display power law behavior
for increasing and decreasing fields and for both slow and quick cycles, as can
be seen in figure 7.41 (top) for the quick cycles and in figure 7.42 (top) for the
slow cycles. Due to λ-values, which are in all cases equal or close to zero, the
exponential terms are essentially irrelevant and the power laws cover more than
two and a half decades in amplitude and more than four decades in energy.
Figure 7.41 (bottom) and 7.42 (bottom) show the amplitude exponents deter-
mined by the maximum likelihood method corresponding to quick and slow
cycles. The energy exponents (not depicted here) show similar results. The ampli-
tude exponents of the quick cycles have a constant value within the error bars and
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Figure 7.41: Amplitude distributions (top) and corresponding exponents (bottom) de-
tected during quick cycles of the magnetic field in the martensitic phase of the
Ni52Mn23Ga25 sample. The quick magnetic field cycles have an amplitude of 10 kOe,
a period of τmf = 130 s, and are applied along the [001] direction.
Top: The amplitude distributions on the left belong to increasing fields, the distribu-
tions on the right to decreasing fields.
Bottom: Exponents of the amplitude distribution with increasing fields on the left and
decreasing fields on the right. The exponents of the first cycle have been ignored due to
a memory overflow arising from hardware limitations. The exponent values have been
determined by the maximum likelihood method using the equation p(A) ∝ A−αe−λAA.
The dotted lines are guides to the eye and represent a mean value.
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Figure 7.42: Amplitude distributions (top) and corresponding exponents (bottom) de-
tected during slow cycles of the magnetic field in the martensitic phase of the
Ni52Mn23Ga25 sample. The slow magnetic field cycles have an amplitude of 10 kOe, a
period of τmf = 1300 s, and are applied along the [001] direction.
Top: The amplitude distributions on the left belong to increasing fields, the ones on
the right to decreasing fields.
Bottom: Exponents of the amplitude distribution with increasing fields on the left
and decreasing fields on the right. The values of the exponents have been determined
by the maximum likelihood method using the equation p(A) ∝ A−αe−λAA. The dotted
lines serve as guides to the eye.
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do not depend on the cycle number.8 By contrast, the amplitude exponents of the
slow cycles decrease with increasing run numbers, indicating a shift of the signal
towards higher amplitudes and energies. A new approach explaining the rate-
dependent exponent behavior within the framework of martensite stabilization
will be discussed in section 8.4.3.
8The exponents of the first cycle have been ignored due to the memory overflow hardware
limitation.
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In this chapter, the results presented in chapter 7 will be discussed. Additionally,
the results gained in this work are compared with each other and with literature.
First, this chapter deals with a few observations that are shared by all analyzed
samples and can be understood as general characteristics of martensitic shape
memory materials. Afterwards the results of each material class will be discussed
in a separate section. For the sample of Ni63Al37, the rate-dependence of the
total acoustic activity and the exponents will be explained by an interaction of
isothermal kinetics and the different driving rates in the presence of inherent
disorder. Additionally, it will be shown that fingerprint-like changes arising in
the AE signals first occur in the forward transition and are then inherited by the
reverse transition (see section 8.1). Dealing with the sample of Au50.5Cd49.5, the
author proposes that a martensite stabilization process is responsible for stronger
AE signals under decreasing heating rates (see section 8.2). The discussion on the
Fe68.8Pd31.2 samples concentrates on the common characteristics and differences
between the single and the polycrystalline sample (see section 8.3). The results
of Ni52Mn23Ga25 will be reviewed in three subsections: First, the effect of the
magnetic field on the premartensitic transition, which suppresses the acoustic
activity and leads to an overall weakening of the first order character, will be
discussed (see section 8.4.1). Next, modifications of the martensitic transition
under an applied field will be analyzed (see section 8.4.2). Finally, it will be dealt
with the magnetic-field-induced rearrangement of martensitic variants and the
influence of twin stabilization (see section 8.4.3).
AE experiments and calorimetric measurements are interesting techniques for
analyzing structural first order phase transitions. On the one hand they are sensi-
tive towards different observables. Nevertheless they reveal very similar results
on the other hand. Due to this strong correlation, which has been confirmed for
all samples analyzed in this work, they can both serve as reference measurements.
Furthermore, quantitative correlations between both techniques can be found
by comparing curve peak ratios (see for example Fe68.8Pd
single
31.2 or Ni63Al37). This
observation is in agreement with results presented in literature (see e. g. [21]). AE
experiments are particularly suitable for the analysis of structural phase transi-
tions due to their high sensitivity to small transforming domains and their high
time resolution. Owing to this high time resolution the jerky and intermittent
character of the transition can be uncovered. Figure 8.1 exemplarily shows the
153
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Figure 8.1: Acoustic activity of the martensitic transition of the Au50.5Cd49.5 sample at
a rate of 0.1 K/min. The bin width of 1 s is equivalent to a temperature bin width of
1.667 mK. The inset shows a section of the activity between 200 s and 300 s. Due to
the fine binning the jerky transition character is evident.
jerky acoustic activity of Au50.5Cd49.5 during the martensitic transition at a rate
of 0.1 K/min with a fine time binning of 1 s, which is equivalent to a temperature
binning of 1.667 mK.
For a further analysis of the intermittent transition dynamics a comparison is
carried out between total time without signal (silence) and total time with signal.
The former is the sum of all waiting times between hits and the latter the sum of
all hit durations. This comparison is as well interesting for the evaluation whether

a pile up of AE events1 is a relevant mechanism and needs to be considered for
the interpretation of the results [135, 201].
The total sum of the durations of all AE hits occurring during a transition can
be calculated to be less than one second regardless of the sample. The ratio of the
sum of all hit durations to the total silence time is influenced by three factors:
(i) the temperature rate, (ii) the width of the transition interval, and (iii) the
acoustic activity of the sample. Exemplarily the ratios are given for Au50.5Cd49.5
and Ni63Al37 , which have very distinct characteristics. Because of its narrow
transition interval and a high acoustic activity Au50.5Cd49.5 has a signal to silence
ratio of approximately 1/30 at a rate of 10K/min, which is the largest value of all
analyzed samples. By contrast, Ni63Al37 has a ratio of approximately 1/500 at a rate
of 10K/min and approximately 1/50000 at a rate of 0.1K/min, because of a quite broad
transition interval. These numbers show that the sample response to constant
cooling respectively heating is discontinuous in nature. Moreover, it reveals that
the transition does not move on until a sufficiently large undercooling is realized
to enable jumps towards the next metastable state.
Besides this integrated information of total signal and silence times it is impor-
tant to analyze whether the AE signals cluster or show a homogeneous distribution.
A very fine time binning of 1ms, which is equivalent to a temperature binning of
0.16mK at a rate of 10K/min and 1.6µK at a rate of 0.1K/min, has been chosen to
answer this question. Results show a rather uniform distribution of the AE signals.
Clustering is very unlikely to occur, even at the highest rates in the areas of most
activity. In an interval of 1000 bins of 1ms, exemplarily analyzed, clustering of
three or more events could not be found more than five times.
It can be concluded that under given experimental parameters a pile up of AE
events is not relevant and cannot be considered the reason for rate-dependent
behavior of the acoustic activity (see discussion on Ni63Al37 in section 8.1) or the
rate-dependence of exponents (see discussion on Au50.5Cd49.5 in section 8.2).
In contrast to the irrelevant impact of a signal pile up, hardware limitations can
cause a window effect that potentially affects the AE results. Figure 8.2 shows the
window effect concerning the AE results of this work in a four-quadrant-histogram
1Higher rates lead to a reduction of the time between successive signals which can cause a pile
up of two or more acoustic events. This overlap can have the following consequences: (i)
A constructive interference, leading to an increase of the signal energy. (ii) A destructive
interference leading to a decrease of the signal energy. (iii) A superposition of both effects.
The constructive pile up can have two opposing effects: On the one hand, it can lead to a
smaller number of hits because two or more hits above the threshold merge and form a new hit.
Consequently, the detected hits have a higher energy resulting potentially in smaller exponents.
On the other hand, it is possible that two or more hits below the threshold pile up and form a
hit that exceeds the threshold. In this scenario the total number of hits increases and new hits
have a lower energy leading to higher exponents. In the case of destructive interference the hit
number and energy is always reduced. The resulting effect in real measurements is assumed to
be a mixture of constructive and destructive interference.
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Figure 8.2: The four quadrants of all possible amplitude and duration values in a log-log
histogram of the martensitic transition in the Ni63Al37 sample. The first quadrant
shows the color-coded amplitude-duration distribution including all accessible data.
The other three quadrants are not accessible due to hardware limitations.
of duration versus amplitude. As indicated by the blue hatched areas only one of
the four quadrants contains measurable data, whereas the other three quadrants
contain signals that are not accessible due to amplitude and/or time window
function effects. It is worth mentioning that the amount of hits discriminated due
to the amplitude threshold is much larger than the number of hits discriminated
due to their short duration (see figure 8.3 and its discussion below).
The amplitude threshold is an adjustable parameter in order to distinguish
between noise and signal (see figure 4.3). The duration hardware limitation arises
from the maximal transducer operating frequency of 750 kHz, which leads to a
minimal duration of approximately 1.3µs. Due to its high sampling frequency of
40 MHz the time resolution of the AE acquisition system is no additional limiting
factor. Because of the correlation between duration and amplitude, as can be
seen in figure 4.3, and the amplitude and the energy as will be shown later (see
equation 8.2), each window function has an influence on the other AE features.
The amplitude threshold of approximately 15µ V (see section 4.1) leads to a
deviation from power law behavior both in duration and amplitude. Whereas the
duration distribution shows a rather large deviation, the energy distribution is
only affected over a small energy interval, as can be exemplarily seen in figure 8.3
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Figure 8.3: Amplitude window effect and its influence on the power law distributions of
the duration (a), the energy (b), and the amplitude (c).
(a) and (b). The cutoff due to time or energy window functions has no measurable
influence on the amplitude data, as can be seen by the well defined amplitude
power laws in figure 8.3 (c). As a summary figure, 8.4 indicates by the red hatched
area which type of data is most influenced by the window functions.
AE features reveal correlated behavior, as shown by the duration-amplitude
histograms, indicating that hits with large amplitudes are accompanied by large
durations. Because of the arrow-like broad shape of these histograms, which look
qualitatively the same for all samples, the correlation is not strict and cannot be
formulated as a scaling relation. By contrast, the values of the amplitude and
energy exponents α and  suggest the existence of a generic statistical dependence
E ∝ Az. For simplicity reasons and due to their limited influence, the exponential
correction terms will not be considered in the following calculation yielding a
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Figure 8.4: Color-coded acoustic activity in a log-log histogram showing the duration
against the amplitude of all measurable AE events. The red hatched area indicates a
region of strong acoustic activity with low amplitudes and short durations, which
cannot be detected owing to hardware settings causing a window effect.
change of variables of the power law probability densities. Thus, the amplitude A
can be described by p(A)dA ∝ A−αdA and the energy E by p(E)dE ∝ E−dE. The
approach E ∝ Az leads to
p(E)dE ∝ E−dE
∝ A−zdE
∝ A−zAz−1dA
∝ A−z(−1)−1dA .
(8.1)
By comparing the expression with p(A)dA ∝ A−α the following scaling relation
can be deduced
z =
α − 1
 − 1 . (8.2)
The mean z value of all measurements can be calculated to be z = 1.99± 0.19, as
can be seen in tables 8.1 and 8.2, which summarize all exponents determined
experimentally in this work.
The resulting dependence of E ∝ A2 can directly be tested with experimental
data by plotting a cloud map of E versus A. Figure 8.5 shows a typical example
originating from cooling runs of Fe68.8Pd
single
31.2 , which is in very good agreement
with the proposed scaling relation E ∝ Az. Similar plots for other samples and
heating runs reveal the same good agreement.

Table 8.1: Part I of the overview of the experimentally determined mean exponents of
the rate-dependent measurements. In cases of detected significant rate-dependence
(Au50.5Cd49.5, Ni63Al37) the corresponding values are listed explicitly. The z value
describes the scaling relation between amplitude and energy α−1/−1 = z. Abbreviations:
r = rate, fwd = forward transition, and rev = reverse transition.
sample transition rate α  z
Ni63Al37 fwd 0.1K/min 3.41± 0.07 2.23± 0.03 1.95± 0.11
Ni63Al37 fwd 0.5K/min 3.29± 0.04 2.18± 0.01 1.94± 0.06
Ni63Al37 fwd 1K/min 3.27± 0.04 2.17± 0.02 1.94± 0.07
Ni63Al37 fwd 2K/min 3.25± 0.04 2.15± 0.02 1.96± 0.06
Ni63Al37 fwd 3K/min 3.21± 0.03 2.14± 0.02 1.94± 0.06
Ni63Al37 fwd 4K/min 3.24± 0.02 2.14± 0.01 1.96± 0.04
Ni63Al37 fwd 5K/min 3.25± 0.02 2.15± 0.01 1.96± 0.04
Ni63Al37 fwd 10K/min 3.18± 0.03 2.12± 0.01 1.95± 0.04
Ni63Al37 rev mean all r 3.14± 0.05 2.15± 0.02 1.86± 0.08
Au50.5Cd49.5 fwd mean all r 3.732± 0.04 2.38± 0.05 1.98± 0.10
Au50.5Cd49.5 rev 0.1K/min 2.85± 0.26 2.12± 0.09 1.66± 0.37
Au50.5Cd49.5 rev 0.5K/min 3.76± 0.23 2.50± 0.08 1.84± 0.25
Au50.5Cd49.5 rev 1K/min 3.93± 0.20 2.55± 0.07 1.88± 0.21
Au50.5Cd49.5 rev 2K/min 3.91± 0.22 2.63± 0.07 1.79± 0.21
Au50.5Cd49.5 rev 3K/min 4.04± 0.14 2.75± 0.05 1.74± 0.13
Au50.5Cd49.5 rev 4K/min 4.03± 0.14 2.77± 0.08 1.71± 0.16
Au50.5Cd49.5 rev 5K/min 4.05± 0.16 2.79± 0.05 1.70± 0.14
Au50.5Cd49.5 rev 10K/min 4.02± 0.12 2.61± 0.12 1.87± 0.21
Fe68.8Pd
single
31.2 fwd mean all r 2.18± 0.1 1.62± 0.01 1.90± 0.19
Fe68.8Pd
single
31.2 rev mean all r 2.31± 0.1 1.61± 0.01 2.13± 0.19
Fe68.8Pd
poly
31.2 fwd mean all r 1.93± 0.05 1.61± 0.02 1.54± 0.13
Fe68.8Pd
poly
31.2 rev mean all r 2.943± 0.02 1.99± 0.01 1.97± 0.05
Cu68Zn16Al16 fwd mean all r 2.74± 0.1 1.99± 0.05 1.75± 0.19
Cu68Zn16Al16 rev mean all r 2.46± 0.06 1.85± 0.02 1.72± 0.11
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Table 8.2: Part II of the overview of the experimentally determined mean exponents
of the magnetic-field-dependent measurements. The value z describes the scaling
relation between amplitude and energy α−1/−1 = z. Abbreviations: r = rate, fwd pm =
forward premartensitic transition, and rev pm = reverse premartensitic transition.
sample transition field α  z
Ni52Mn23Ga25 fwd 0 kOe 2.60± 0.02 1.71± 0.01 2.25± 0.07
Ni52Mn23Ga25 fwd 2 kOe 2.60± 0.03 1.61± 0.07 2.61± 0.36
Ni52Mn23Ga25 fwd 4 kOe 2.36± 0.03 1.60± 0.01 2.27± 0.08
Ni52Mn23Ga25 fwd 6 kOe 2.19± 0.01 1.540± 0.004 2.20± 0.03
Ni52Mn23Ga25 fwd 8 kOe 2.05± 0.08 1.48± 0.03 2.17± 0.31
Ni52Mn23Ga25 rev 0 kOe 2.68± 0.10 1.75± 0.03 2.24± 0.23
Ni52Mn23Ga25 rev 2 kOe 2.70± 0.13 1.64± 0.08 2.66± 0.55
Ni52Mn23Ga25 rev 4 kOe 2.03± 0.03 1.43± 0.02 2.42± 0.17
Ni52Mn23Ga25 rev 6 kOe 2.09± 0.03 1.48± 0.01 2.27± 0.10
Ni52Mn23Ga25 rev 8 kOe 1.99± 0.19 1.43± 0.07 2.30± 0.84
Ni52Mn23Ga25 pm fwd 0 kOe 2.42± 0.04 1.74± 0.02 1.93± 0.10
Ni52Mn23Ga25 pm fwd 0.5 kOe 2.54± 0.01 1.79± 0.01 1.94± 0.03
Ni52Mn23Ga25 pm fwd 1 kOe 2.99± 0.08 1.99± 0.02 2.02± 0.11
Ni52Mn23Ga25 pm fwd 1.5 kOe 2.87± 0.13 2.00± 0.02 1.87± 0.17
z mean value of all exponents (table 8.1 and 8.2): 1.99± 0.19
Despite the excellent experimental verification the found relation is in con-
tradiction to some hypotheses, proposed in the context of theoretical models of
criticality in disordered systems [82] and in the context of Barkhausen noise [106].
According to these publications, criticality implies a scaling of the average pulse
shape in a universal way. Thus, a pulse with amplitude A and duration D should
be described by
VA,D(t) = AΦ(t/D), (8.3)
where Φ is a universal function. In addition to this hypothesis a scaling relation
between amplitude and duration is assumed to be A ∝Dx. Combining these two
hypotheses with the definition of the energy given in equation 4.2, the energy can
be written as
E ∝
∫ D
0
A2Φ2(t/D)dt ∝ A2D ∝ A2+1/x. (8.4)
The experimentally obtained value z = 2 is not compatible with any reasonable
value of the exponent x. However, the relation of amplitude and duration has been
evaluated several times in this work and an arrow-like shape of the distribution
has been found in all cases (see e. g. figure 8.4). Because of the bend at large
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Figure 8.5: Exemplary hit energy versus hit amplitude cloud map corresponding to
cooling ramps of the Fe68.8Pd
single
31.2 sample. Data have been averaged over 20 ramps at
a cooling rate of 1 K/min. The amplitude is given in dB with 20 dB being equal to one
decade (dB = 20 log( U01µV )). The dashed line indicates the behavior E ∝ A2.
amplitudes the hypothesis A ∝ Dx is not compatible with the experimental
results.2
Because of the strong relation between amplitude and energy, signals with high
amplitudes always have high energies, too. Therefore, hits with high energies will
be subsequently referred to as strong hits and hits with small energies will be
called weak hits.
The analysis of all samples includes both the forward transition under cooling
as well as the reverse transition under heating. Although literature primarily
concentrates on the forward transition, both transition directions are interesting
2In earlier publications [192] [147], in which the poorer quality of the statistics did not allow to
distinguish the bend at large amplitude regions, Vives et. al. proposed a relation of A ∝Dx
with x = 1.
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Table 8.3: Overview of the transition enthalpy of the analyzed samples.
sample Ni63Al37 Au50.5Cd49.5 Fe68.8Pd
single
31.2 Fe68.8Pd
poly
31.2 Cu68Zn16Al16
enthalpy 4.4 J/g 2.46 J/g 0.52 J/g 0.28 J/g 5.05 J/g
sample Ni52Mn23Ga25 (premar) Ni52Mn23Ga25
enthalpy 0.15 J/g 4.13 J/g
because their mechanisms show fundamental differences. During the martensitic
forward transition the high temperature phase with a high (cubic) symmetry
transforms under spontaneous symmetry-breaking into a low-symmetry phase
with a domain structure. It is evident that the AE technique is very sensitive to
these structural changes. Whether one of the transition directions is associated
with a higher amount of AE can be answered by the comparison of the mean
acoustic activity divided into cooling and heating runs, as shown in figure 8.6.3
The amount of acoustic activity and energy is normalized to a sample mass of 1 g
in order to compare material characteristics instead of sample characteristics.
The sample overview allows for some general remarks: First, the total amount
of acoustic activity and energy released during a transition varies significantly be-
tween the different samples. Cu68Zn16Al16 and Ni63Al37 belong to the most active
samples, whereas Au50.5Cd49.5 and the premartensitic transition of Ni52Mn23Ga25
reveal the lowest activities. Second, the acoustic energy scales with the acoustic
activity in all cases. Third, the activities show diverse results depending on the
transition direction. In Ni63Al37 and Cu68Zn16Al16 more AE arises during the
reverse transition whereas for the other samples more AE arises in the forward
transitions.
However, results have been reported from three polycrystalline samples
Au0.525Cd0.475, Au0.51Cd0.49, and Ni62.7Al37.3 where the ratio of the AE is inverse
to what has been found in this work [14, 15]. This difference can be probably
explained by the different stoichiometries. Furthermore, several publications
[41, 99, 140, 191] report that the forward transition of CuZnAl shows less AE than
the reverse transition, in agreement with the results of this work. In addition, no
correlation can be found between the amount of AE and the transition enthalpy,
as can be estimated by comparing table 8.3 with figure 8.6. It can be concluded
that no obvious systematic relation exists between the acoustic activity and the
transition enthalpy.
3Due to its high acoustic activity the Cu68Zn16Al16 sample has been measured with an amplitude
threshold of 29 dB, which leads to a lower amount of AE. Under equal system parameters the
activity differences would have been even larger.
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Figure 8.6: Mean total acoustic activity and mean total energy of the forward and reverse
transitions of all analyzed samples on a linear scale (top) and a log scale (bottom).
Cooling runs are colored in blue and heating runs in red. The acoustic activity is
represented by the first two columns respectively symbols. The energy is represented
by the last two columns respectively symbols. For a better comparison, the mean total
activity has been normalized to a sample mass of 1 g.
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Table 8.4: Overview of the crystal structures in the high and low temperature phase. In
the high temperature phase all shape memory samples exhibit a cubic symmetry. If all
atoms of the B2, L21, DO3 structures were the same they would form a bcc structure.
sample structure
austenite
structure
martensite
higher activity at
Ni63Al37 B2 3R, 7M or 7R reverse transition
Cu68Zn16Al16 L21 or DO3 18R reverse transition
Au50.5Cd49.5 B2 ζ′2 (trigonal) forward transition
Fe0.688Pd0.312 fcc fct forward transition
Ni52Mn23Ga25 L21 10M forward transition
In the austenitic phase all shape memory alloys have a cubic structure, whereas
in the low-symmetry phase the structures differ from each other. In table 8.4
the low temperature structures of the samples analyzed in this work are listed
together with the transition direction which emits more AE. It worth noting
that those samples showing more AE in the reverse transition have a monoclinic
(α , 90 ° and β = γ =90 ° and a , b , c) low temperature phase (Ni63Al37 and
Cu68Zn16Al16), whereas the samples emitting more AE under cooling transform
into a tetragonal (α = β = γ = 90 ° and a = b , c; Fe0.688Pd0.312 and Ni52Mn23Ga25)
or a trigonal (α,β,γ ,90 ° and a = b = c; Au50.5Cd49.5 ) structure. This relation
suggests that the symmetry of the low temperature phase is responsible for the
amount of AE during the transition. A similar hypothesis has been reinforced
by Carillo et al., who have reported two universality classes of exponents for
Cu based Hume-Rothery alloys transforming either into an 18R (monoclinic
structure) or into a 2H (hexagonal) structure. As will be shown in section 8.5, the
amplitude exponents of Ni63Al37 and Cu68Zn16Al16 determined in this work are
in agreement with the proposed universality classes. It is worth mentioning that
difficulties in comparing experimentally determined exponents with reported
values can arise either because of different fit routines, or due to driving rate
effects [135]. In order to achieve comparable exponents their values should be
examined under adiabatic conditions [135], leading to two implications: On the
one hand, the rate should be slow enough to prevent an overlap of the signals
corresponding to independent transformation events [201]. On the other hand,
for systems that do not behave athermally, the driving should be fast enough to
prevent nucleation due to thermal fluctuations.
As proposed by Carillo et al., the amplitude exponents of the samples analyzed
in this work indicate that the symmetry of the low temperature phase is a
relevant parameter for the transition. Both samples, which show less AE in
the forward than in the reverse transition (Ni63Al37 and Cu68Zn16Al16 with an
orthorhombic low temperature phase), have as well a higher amplitude exponent

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Table 8.5: Comparison of the acoustic activity ratio and the signal strength ratio of the
forward and reverse transition. Samples that transform into an orthorhombic low
temperature symmetry have in their forward transition more acoustic activity with
stronger signals than in their reverse transition. For samples with a tetragonal or
trigonal low temperature symmetry the situation is inverse.
samples forward transition reverse transition
NiAl and CuZnAl acoustic activity < acoustic activity
NiAl and CuZnAl signal strength < signal strength
AuCd, FePd, and Ni2MnGa acoustic activity > acoustic activity
AuCd, FePd, and Ni2MnGa signal strength & signal strength
α in the forward than in the reverse transition. By contrast, the other samples
(Au50.5Cd49.5, Fe0.688Pd0.312, and Ni52Mn23Ga25), which have more AE in the
forward than in the reverse transition, in general show stronger signals in this
forward transition.4 It can be concluded that the transition direction with more AE
has stronger signals. Table 8.5 summarizes this correlation. In the scaling behavior
of the acoustic activity both samples with an orthorhombic low temperature phase
again differ from the other samples, as they exhibit the largest rate-dependence.
Interestingly, in both samples one of the transition directions shows excellent
scaling, whereas the other transition direction shows time-dependent results.5
8.1 Ni63Al37
Ni63Al37 has been analyzed by rate-dependent measurements and by a multi-
cycle measurement. The multi-cycle measurement consists of approximately
150 temperature cycles. Figure 8.7 (top) shows the total acoustic activity of this
multi-cycle measurement as a function of the run number. The total activity
shows for cooling and heating a decreasing trend with some superimposed jumps
of approximately 10 % of the total activity. The decreasing trend can be explained
by a training effect, which optimizes the transition path and leads to a saturation
of the transition characteristics (see e. g. [136]). The discontinuity around run
number 40, which can be observed in both transition directions, is not associated
with such a training effect and will be discussed in the following.
Figure 8.7 (bottom) shows the numerical derivative and the correlation of
4For samples showing an explicit rate or field-dependence, the amplitude exponents of forward
and reverse transition overlap but still show the described asymmetry.
5Although the data of this work as well as experimental and theoretical results from literature
suggest a strong correlation between transition characteristics and symmetry aspects a general
model, which incorporates these results, is still missing.
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Figure 8.7: Analysis of the correlation of the total activity of the forward (blue) and the
reverse transition (red) of the Ni63Al37 sample during a multi-cycle measurement of
approximately 150 temperature cycles at a rate of 10 K/min.
Top: The acoustic activities of both transition directions show a strong correlation. For
clarity reasons, the acoustic activity (left) of the forward transition has been divided
by two. Note that the abrupt activity changes first occur in the martensitic transition
and subsequently in the austenitic transition (cooling run i is followed by heating run
i). Scatter plot of the total acoustic activity of each cooling and heating run i (right).
The linear shape with a positive slope indicates a high positive correlation with a
correlation coefficient of ρ = 0.922.
Bottom: Numerical derivative of the activity (left). Enlargement of a selected interval
of the activity derivative where the high positive correlation can be explicitly observed
(right).
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the cooling and the heating data set. A strong correlation between the acoustic
activities of cooling and heating runs can be observed. The correlation coefficient
can be determined to be ρ = 0.922 (with 1 indicating a perfect correlation,
0 absence of correlation, and -1 a perfect negative correlation). It is worth
mentioning that the jumps first occur in the martensitic and subsequently in
the austenitic transition, for this behavior reveals some information about the
transition process.
In the carried out experiment all externally controlled parameters and, in
particular, the rate of 10 K/min are constant. Consequently, the change of the
total amount of AE events is supposed to be related to the partly irreversible
transition character during repeated cycling. It is known that the transition path
proceeds through a complex high dimensional energy landscape, where pinning-
depinning processes are responsible for the occurrence of a series of metastable
states that lead to avalanche dynamics (see e. g. [21]). It is further assumed that
the defect structure and the associated disorder are mainly responsible for the
self-accommodation of the martensitic variants during the transition, which is
known to be very sensitive towards changes in the local strain fields (see section
3.2.1). Thus, the local strain fields can support or hinder the self-accommodation
process as well as the phase boundary propagation, which is proposed to be
reflected in the released AE (see section 3.4.1 and e. g. [21]).
On this basis it becomes very likely that the observed jumps in the acoustic
activity are related to changes in the local strain fields arising from changes in
the microstructure of the system. This hypothesis can be corroborated by the
observation of a training effect, which modifies the "untrained" path through
the changed energy landscape and results in a decreasing acoustic activity, as
can be seen between run number 40 and 80. The fact that the changes in the AE
first arise in the forward transition and subsequently in the reverse transition
indicates that the changes in the microstructure (in comparison to the previous
cycle) are triggered during the symmetry-breaking martensitic transition. Taking
the asymmetry between the forward and reverse transition into account (single
crystal into multi-domain state and vice versa), it is remarkable that this new
microstructure has such a pronounced effect on the heating process, too. This
gives rise to the assumption that the martensitic transition drives changes in the
defect microstructure, leading to higher energy barriers because of enhanced
pinning processes. The new microstructure of the austenitic phase is inherited
from the martensitic phase, which gives rise to stricter boundary conditions and
leads to an AE increase.
The author assumes that the less optimized way through the energy landscape
is reflected by higher energy barriers separating the metastable states. This
hypothesis can be experimentally tested by observing the exponent behavior,
where higher barriers are associated with stronger AE signals. Indeed, it can be
seen in figure 8.8 that the large change of the exponents towards lower values

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Figure 8.8: Amplitude exponents of cooling and heating runs during a multi-cycle mea-
surement with the Ni63Al37 sample at a rate of 10 K/min.
occurs in both transition directions at the same run number where the activity
shows strong increase. In addition, a general correlation can be found between
the decreasing trend of the acoustic activity and the increasing trend of the
exponents. This indicates that cycles of less activity produce hits of lower strength.
To validate this observation a correlational analysis between the total acoustic
activity of a cooling run and the corresponding amplitude exponents has been
run. Results are shown in figure 8.9 (left). The shape of the scatter plot and the
correlation coefficient ρ = -0.508 for cooling and ρ = -0.466 for heating confirm
this negative correlation: the higher the activities the smaller the amplitudes.
Furthermore, the amplitude exponents of subsequent cooling and heating runs
positively correlate with ρ = 0.644, as shown in figure 8.9 (right). It can be
concluded that the forward transition with its symmetry-breaking character is
the driving force of irreversible changes, manifesting themselves in the defect
microstructure.
Rate-dependent AE experiments with Ni63Al37 reveal an ambivalent scaling
behavior of the acoustic activity. The reverse transition shows excellent scaling
over all tested rates between 0.1 K/min and 10 K/min, which indicates athermal
transition dynamics and can be described by dN(T,T/r)dT = f (T ). Furthermore, the
exponents of the amplitude and energy distributions each have a constant value
without any rate-dependence.
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Figure 8.9: Correlations between AE transition characteristics of the Ni63Al37 sample
during a multi-cycle measurement at a rate of 10 K/min. On the left can be seen a scatter
plot of the total acoustic activity of the forward transition and the corresponding
exponents of the amplitude distribution. The oval shape with a negative slope and the
correlation coefficient of ρ ≈ -0.5 for cooling and heating indicate a negative correlation.
On the right is shown a scatter plot of the amplitude exponents of the forward and
reverse transition. The oval shape with a positive slope and the correlation coefficient
of ρ ≈ 0.644 indicate a rather strong correlation.
By contrast, the activities of the forward transitions do not show any scaling
due to a strongly decreased acoustic activity at lower rates (see figure 8.11
(left)). However, all curves have a similar shape, as can be seen in the depiction
of the normalized activity curves in figure 8.10. The isothermal behavior of
Ni63Al37 is a special case of
dN(T,T/r)
dT = f (T ,r), because f (T ,r) can be written
as f (T )g(r), with g(r) being an almost monotonic function that can be used to
normalize the measured activities. However, earlier experiments have proven the
isothermal character of the forward transition of the same sample by optical and
AE incubation time measurements [31, 90].
In order to make sure that the rate-dependent activity does not originate from
measurement artifacts, it has been proven that window effects due to hardware
limitations can be neglected. Furthermore, the merging of avalanches as proposed
in [135] and similar rate-dependent effects can be ruled out, too (for a detailed
analysis see the introduction to this chapter).
In order to explain the increased activity with increasing cooling rates, the
author proposes an interplay of the time scale associated with thermal activation
τth (due to the isothermal dynamics), with the rate-dependent time scale τdr , and
with the high degree of intrinsic disorder of the material system. As reported
in [135], driving rate effects are closely related to all time scales related to the
dynamics. Relevant time scales are here: (i) The time scale of the avalanche
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Figure 8.10: Normalized acoustic activity of the Ni63Al37 forward transition at selected
rates.
relaxation τav that has been determined for Ni63Al37 (see figure 8.12) to lie
between 2µs and 103 µs (which is supported by [77]). (ii) The time scale τdr that
arises from the driving rate r and the transition interval ∆T ≈ 50 K. It can be
calculated by τdr = ∆T/r and it ranges between 5 min and 500 min. (iii) The time
scale τth associated with the thermal activation by fluctuations.6
Figure 8.11 shows the mean total acoustic activity per cycle as a function of
the driving time τdr . A decreasing trend with the largest changes occurring at
small driving times i. e. highest driving rates is visible. The isothermal aspects
of the dynamics under cooling implies that thermal fluctuations play a relevant
role during the transition process. Under cooling, the high symmetry phase
transforms into the low-symmetry phase of martensitic variants. As already
shown for the multi-cycle measurement (see figure 8.7), the forward transition
can take place under a relatively low amount of AE when the transition path
has been trained several times. By contrast, a high amount of AE occurs when
the transition propagates under large changes in the strain fields [21], which
can arise e. g. from an imperfect self-accommodation [91]. As an explanation
of the rate-dependent behavior of this measurement the author proposes that
slower rates provide sufficient time to the fluctuation-controlled system for
6The adiabatic limit, where fluctuations are irrelevant, can be characterized by τdr/τth→0 and
τav/τdr→0, which is equivalent to well separated time scales τav < τdr <τth.
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Figure 8.11: Rate-dependent behavior of the Ni63Al37 sample. Amplitude exponents of
cooling and heating runs (top). Total acoustic activity of the forward transition under
cooling sorted according to the rate (left). Mean total activity as a function of the
driving time τdr (right). The dotted line is a guide to the eye.
testing several configurations until an appropriate accommodation is found. At
higher rates, less time is available for optimizing the accommodation process,
because a rapid further undercooling forces the system to transform immediately.
This interpretation assumes that the driving time τdr and the characteristic
time scale to trigger avalanches by fluctuations τth are of the same order. This
assumption can directly be tested by incubation time experiments. The isothermal
incubation times, measured with the same sample, reveal athermal activation
times τth between some minutes and about one and a half days.7 This indicates
that, instead of being close to the adiabatic limit, where the time scales are well
7Short incubation times have to be taken carefully because a temperature shift, after reaching
the temperature plateau cannot be completely neglected, for long times this limitation is
absent. However, according to Kakeshita et al. short incubation times have higher probability
than long incubation times when the system is close to the next transition step. This is always
guaranteed in the two phase coexistence regime during a transition [67, 70].
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separated τav < τdr < τth [135], the time of the thermal activation in the case of
Ni63Al37 is of the same order as the driving time τav « τdr ≈ τth.
The approach can further be corroborated by the rate-dependent signal strength,
as can be seen in figure 8.11 (top). At high rates, the system fluctuations have
limited attempts to minimize the internal strains, which leads to high energy
barriers and strong AE signals (low exponents). At slow rates, in contrast, the
rather perfect accommodation associated with low internal strains leads to low
energy barriers, resulting in weak AE signals and high exponents. In Ni63Al37,
the probing of an optimal accommodation seems to be particularly difficult, due
to its high amount of intrinsic disorder, which arises from the non-stoichiometric
composition and the frozen-in vacancy distribution from elevated temperatures
(see section 3.5.1). A similar behavior of the rate-dependent amount of AE during
heating is found in the polycrystalline Fe68.8Pd31.2 sample, which underlines the
importance of disorder (see figure 7.27 in section 8.3). It is worth mentioning
that the observed rate-dependence does not fit into the model of driving rate
effects proposed in [135]. Nevertheless, the suggested interpretation could be
a useful supplement to it. It can be concluded that the thermal activation in
combination with the different driving rates provides a potential explanation for
the rate-dependent acoustic activity and signal strength in the highly disordered
material class Ni-Al.
Transition kinetics played a central role in previous considerations. Especially
the avalanche trigger mechanism, either athermal or isothermal in nature, has
been discussed. However, the propagation dynamics, once the metastable barrier
is overcome, still has to be considered in detail. Figure 8.12 shows the distri-
butions of the hit durations of Ni63Al37 at different rates with the normalized
cooling runs showing isothermal aspects on the left and the heating runs exhibit-
ing athermal behavior on the right. These results confirm that both distributions
show scaling, regardless of the transition direction.
This scaling further shows that the time scale of the avalanches τav (i. e. dura-
tion of AE events) is not coupled to the time scale of the driving rate τdr or the
mechanism that is responsible for the nucleation process. Once the new transfor-
mation step has been triggered, it occurs with its intrinsic duration independently
of the driving rate or the transition mechanism, be it athermal or isothermal. In
agreement with what has been shown before, it can be concluded that the time
scale of the avalanche relaxation τav is much shorter than the time scale of the
driving force τdr at all chosen rates.8
From a broader perspective the data collapse, the decoupled scales, and the
identified power laws9 in both transition directions support the concept of a scale-
8The case of τav ≈ τdr , would lead to correlated time scales. As a consequence event pile up
would occur and scaling would be absent [201].
9Keeping in mind the existence of a window effect (see section 8.)
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Figure 8.12: Distribution of the hit duration of the forward (left) and reverse (right)
transition of the Ni63Al37 sample at three selected rates. For a better comparison
the cooling curves have been normalized to compensate the rate-dependent hit num-
ber. Both transition directions show each a high degree of scaling in spite of their
different classification as partly isothermal (forward transition) and athermal (reverse
transition).
free process as well. Interestingly, no scaling of the duration distributions can be
found between cooling and heating, which seems to result from the asymmetry
between the forward and the reverse transition.
8.2 Au50.5Cd49.5
The discussion on Au50.5Cd49.5 starts with the absent activity scaling observed
during cooling and heating runs. Next, the rate-dependence of the signal strength
during heating will be explained within the framework of martensite stabiliza-
tion. This section will end with some statistical considerations by a detrended
fluctuation analysis (dfa).
The acoustic activity of Au50.5Cd49.5 shows a strong rate-dependence under
both cooling and heating, as can be exemplarily seen in figure 7.21 for cooling
runs. The curves that differ considerably in their shape show a common trend: the
higher the rate, the broader and lower the curves. Additionally, a displacement
of the cooling curves towards lower temperatures can be observed. The fact
that a contrary displacement can be noted during heating runs suggests that the
described effects originate from the transition enthalpy, which has not been taken
into account in the temperature calibration procedure. This explanation is sup-
ported by the large enthalpy and quite narrow transition interval (approximately
one Kelvin; equivalent to a 6 s time interval at 10 K/min) of Au50.5Cd49.5. By com-
parison with the other samples, Au50.5Cd49.5 shows by far the smallest transition
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interval and the second largest absolute enthalpy (see table 8.3), which reveals
the relevance of this consideration. The author proposes that the combination of
these two characteristics leads to a temporary offset of the real and the measured
sample temperature. Due to a limited heat transfer between the sample and the
cooling device, the emitted respectively absorbed enthalpy leads to the described
temperature shift. Only the martensitic and austenitic start temperatures (Ms
and As) should not be influenced, as indicate the very beginning of the transition,
where no enthalpy has been exchanged before. However, assuming that the influ-
ence of the enthalpy has been correctly described, the conventional representation
of the acoustic activity as a function of the temperature is inapplicable to decide
whether the transition behaves isothermally or athermally.
In order to analyze the degree of scaling, a new normalization procedure
is applied to the data which eliminates the rate-dependent (enthalpy) effects.
The new procedure consists of a data normalization to its maximum activity
A(r) and of a temperature shift (T − Tmax(r)) that moves all maxima to the same
temperature Tmax(r). The described rescaling leaves the areas under the activity
curves invariant. It is evident that the normalization procedure leaves the sharpest
curve (of the lowest rate) unchanged, whereas the lowest curve receives the largest
changes. The following equations describe the approach:
dN
dT
→ dN
dT
1
A(r)
T → (T − Tmax(r)) A(r)Amax .
(8.5)
Figure 8.13 shows the rescaled acoustic activity of the cooling runs with the
corresponding rate-dependent values of A(r) and Tmax(r). The recalculated curves
scale much better, although they do not reach a perfect data collapse. Differences
can be especially noted at the Mf temperatures, which indicates a certain degree
of isothermal behavior. This explicit rate-dependence can as well be evidenced
by the rescaling parameters. They do not show a monotonic trend, as would be
the case for fully athermal behavior. The verified degree of isothermal behavior
is in good agreement with earlier experiments that revealed an explicit time
dependence of Au50.5Cd49.5 by incubation time measurements [158].
Even under rescaling, a data collapse for the reverse transition of Au50.5Cd49.5
cannot be realized, which reflects a high degree of isothermality. This can be
evidenced as well by the curve shapes, as can be seen in figure 8.15 (top). However,
the total amount of acoustic activity remains basically constant in spite of the
varying curve shapes.
The evidenced explicit time dependence of Au50.5Cd49.5 is in contrast to re-
sults of Baram et al. who reported a purely athermal transition dynamics of
Au0.525Cd0.475 and Au0.51Cd0.49 by incubation time measurements [15]. This
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Figure 8.13: (top) Rescaling of the acoustic activity of the forward transition of the
Au50.5Cd49.5 sample at selected rates. An incomplete data collapse of the rescaled
activity can be seen. The legend displays the randomized order of the rates. (bottom)
Rate-dependent rescaling coefficients as defined in equation 8.5. The non-monotonic
behavior indicates partly isothermal kinetics.
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apparent contradiction can probably be solved by taking the differing stoichiome-
tries into account as well as the fact that the above-mentioned samples were
polycrystals. Moreover, the absence of AE under isothermal holding is only a
compelling argument if no incubation is observed after very long waiting times at
many temperatures close to Ms; both criteria not being fulfilled in [15].
Besides the rate-dependence of the acoustic activity, Au50.5Cd49.5 shows a clear
rate-dependence of the α and  exponents during the reverse transition. It has
been found to be the largest driving rate-dependent variation of all analyzed
samples. A pile up of the AE signals can be neglected because, even at the highest
rate of 10 K/min, the ratio between signal and waiting time is smaller than 1/30 (for
a further discussion see the introduction to this chapter in section 8).
In the following the author proposes a new approach by taking martensite
stabilization into account as a factor influencing the rate-dependent AE signal
strength. A convincing model for martensite stabilization has been introduced by
Otsuka et al. and is called symmetry-conforming short-range order model. This model
explains aging effects, such as rubber-like behavior and martensite stabilization,
with the help of local short-range diffusion on a sublattice or associated defect
microstructures, which follows the long-range ordered lattice structure (see e. g.
[127, 149, 151]. A schematical depiction of this model can be found in figure 8.14.
Aging is considered to be relevant in rate-dependent measurements with
Au50.5Cd49.5 because of two reasons: First, the experimental temperature inter-
val10 implies that the sample remains in the martensitic state in the range of
180 min at a rate of 0.1 K/min and approximately 1 min at a rate of 10 K/min. Second,
the characteristic time constant for martensite stabilization effects in Au-Cd is
reported to be approximately 30 min, as can be found in table 8.6. This implies
that at slow rates martensite stabilization should be expected, whereas at high
rates the aging time is too short to exert any relevant influence.
Consequently, the author assumes that martensite stabilization modifies the
transition dynamics in two ways: First, as proposed in [151], a stabilized marten-
10The arbitrarily chosen temperature interval of Au50.5Cd49.5 ranges from 296 K to 316 K and the
characteristic temperatures are Ms ≈ As ≈ 305 K.
Table 8.6: Overview of experimentally observed characteristic times for martensite stabi-
lization tg of different materials at room temperature. Additionally, the martensitic
transition temperature reduced by the melting temperature Ms/Tm is given, which
correlates with the stabilization times [149].
alloy Ni-Ti Cu-Al-Ni Cu-Zn-Al Au-Cd In-Tl
Ms/Tm ≈ 0.19 ≈ 0.23 ≈ 0.27 ≈ 0.34 0.5–0.79
tg ≈∞ ≈ 10months ≈ 5h ≈ 0.5h < 1s
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3 Martensitische Phasenübergänge
α sublattice (A atom predominant)
β  sublattice (B atom predominant)
i
P i
B 
Pi
A =1-Pi
B
(a)
(b) (c) (d) (e)
(f )
diffusionless
P       M
diffusionless
M       P
stress 
+aging aging
unload
stress 
Abbildung 3.21: Illustration des Alterns innerhalb des symmetriekonformen Nahordnungs-
modells. (a) Hochtemperaturphase einer nicht perfekt geordneten Legierung A-B; (b)
Tieftemperaturphase (Martensit) direkt nach der Transformation. (c) Durch Altern stellt
sich durch Diffusion eine neue, der neuen Kristallsymmetrie entsprechende, Gleich-
gewichtsunordnung ein. (d) Durch mechanische Spannungen wird eine neue Variante
erzeugt, welche aufgrund der Unordnung nicht im Gleichgewicht ist. Wird der Martensit
sofort wieder entlastet, so bildet sich die neue Variante wieder zurück. Dies wird als
gummiartiges Verhalten bezeichnet. (e) Wird der Druck dagegen längere Zeit aufrecht-
erhalten so entsteht wiederum durch Diffusion das thermodynamische Gleichgewicht
in der neuen Variante, so dass die Formänderung nicht mehr reversibel ist. (f) Nach der
diffusionslosen Umwandlung in die Hochtemperaturphase aus einem gealterten Martensit
ist die Ordnung der Hochtemperaturphase zunächst nicht im Gleichgewicht. Die daraus
resultierende Energieerhöhung bedingt die Erhöhung der Transformationstemperaturen
As und Af. Dies wird als Martensitstabilisierung bezeichnet. Übernommen aus [134].
Altern durch stärkere Abweichung von der stöchiometrischen Zusammensetzung,
wodurch ein größeres Ausmaß an inkohärenter Unordnung generiert wird, verstärkt.
Außerdem wird das Altern durch Abschrecken von hohen Temperaturen verstärkt,
wobei in diesem Fall Leerstellen eingefroren werden.
Wird das Modell auf ungeordnete Legierungen wie z. B. In-Tl übertragen, so
existiert nur noch ein Untergitter, und das Modell reduziert sich auf das Modell
von Christian [30].
Auch der Multivarianteneffekt kann durch dieses Modell beschrieben werden.
Während des Alterns bilden sich in den verschiedenen martensitischen Varianten
unterschiedliche Nahordnungen aus, welche bei der Rücktransformation in die
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Figure 8.14: Illustration of the aging process as explained by the symmetry-conforming
short-range order model. The black and grey areas symbolize the probability of finding
an A atom (P Ai grey) or a B atom (P
B
i black) at l ttice site i.
(a) High temperature phase of an alloy A-B with disorder.
(b) Low temperature phase immediately after the martensitic phase transition with an
inherited local structure ("microstructure").
(c) Diffusion leads to ne equilibrium configurations of the sublattices A and B.
(d) The stress-induced reorientation of the variants leads to new out-of-equilibrium
sublattices. If the stress is only applied for a short time, the variant jumps back into
the old orientation due to t e constraints arising from the pre rv d local atomic
configuration. This time-dependent out-of-equilibrium effect is called rubber-like
behavior or twin stabilization.
(e) In case of a stress applied for a sufficiently long time, diffusion leads to a new
equilibrium situation that stabilizes the new variant orientation.
(f) Under increasing temp ratures th stabilize martensite is exposed to constraints
from the equilibrated sublattices that hinder the sample from sta ting the reverse
transition immediately. A larger driving force, i. e. a larger superheating, is required
to start the reverse transition, leading to higher As and Af temperatures. This effect is
called martensite stabilizatio (adapted from [151] and [127]).
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site needs a larger superheating to start the reverse transition than a non-stabilized
martensite. This hypothesis can be confirmed by the acoustic activity of the
reverse transition, shown in figure 8.15. Both the As and the Af temperature show
a shift towards higher values (larger superheating) with lower rates. A0.1K/mins is
shifted against A10K/mins by approximately (0.4 ± 0.025 )K, which is comparable
to temperature shifts reported in [127]. It is important to keep in mind that
the transition enthalpy does not affect As as it marks the transition start where
no enthalpy has been absorbed before. Second, lower rates and the associated
martensite stabilization give rise to higher energy barriers dividing the metastable
states. Besides the larger superheating this should lead as well to stronger AE
signals manifested in lower amplitude and energy exponents. As expected, results
show strongly decreasing amplitude and energy exponents with decreasing rates.
Figure 8.16 exemplarily depicts this behavior for α by plotting the exponent
as a function of the time spent in the low temperature phase, which is anti-
proportional to the rate. The black dotted line indicates the stabilization time
of approximately 30 min. In agreement with the explanation approach it sets
apart the areas of large and low influence of the stabilization process. It is worth
mentioning that the characteristic aging time of half an hour, as reported in
literature, is not only confirmed by this work but additionally by X-ray photo
correlation spectroscopy (XPCS) measurements. This modern technique uses a
coherent synchrotron beam for the detection of diffusive dynamics in Au50.5Cd49.5
by correlating changes in the speckle patterns at Ms - 0.05 K. This temperature
corresponds to the phase coexistence regime [111].
Baram et al. analyzed the effect of varying cooling rates on the microstructure
and the acoustic emission of Au-Cd [13]. They found signals of higher energies at
slower cycles, which is in full agreement with the results of this work. Additionally,
an optical analysis of the martensitic microstructure shows that the surface
patterns associated with slow cycles have a finer structure than the surface
patterns which are emerged during quick cycles. Whereas Baram et al. did not
provide a further interpretation, the author proposes that the effect of martensite
stabilization is responsible for their results. This hypothesis can be supported
by the reported (but not explained) microstructure changes under higher rates,
which probably result from an inherited high temperature microstructure [150].
An interesting counterexample to the discussed martensite stabilization is
the absent rate-dependence of Cu68Zn16Al16. This material neither shows rate-
dependent exponents nor undercooling or overheating effects (results of Cu68Zn16Al16
can be found in [172]). This rate independent behavior fits well into the framework
of martensite stabilization: The characteristic time of aging effects of Cu-Zn-Al
is reported to be approximately 5 h (see table 8.6), which exceeds the largest
remaining time in the low temperature phase at the lowest rate. Consequently,
no rate-dependence is observed. Furthermore, Ni63Al37 does not show any rate-

8.2. Au50.5Cd49.5
304.5 305 305.5 306 306.50
100
200
300
400
temperature T (K)
a
c o
u
s t
i c
 a
c t
i v
i t y
 ( h
i t s
)
 
 
heating 0.5 K/min
heating 5 K/min
heating 0.1 K/min
0 50 100 150
304.5
304.6
304.7
304.8
304.9
305
stabilization time in low temperature phase (min)
a u
s t
e n
i t i
c  
s t
a r
t  t
e m
p e
r a
t u
r e
 A
s 
( K
)
 
 
martensite
stabilization
time of AuCd
approx. 30min
Figure 8.15: Acoustic activity (top) and start temperature (bottom) of the reverse transi-
tion of the Au50.5Cd49.5 sample at selected rates. The acoustic activity curves show
absent scaling and a shift of As towards higher temperatures with lower rates, i. e.
longer aging times. The austenitic start temperature shows a shift towards higher
temperatures with longer aging times.
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Figure 8.16: Amplitude exponents of Au50.5Cd49.5 during heating cycles after staying for
different time periods in the low temperature phase owing to different driving rates.
The black dotted line indicates the characteristic time for martensite stabilization in
Au-Cd which is fully consistent with the fact that the two exponents belonging to
larger times are considerably lower than the others. The red dotted line is a guide to
the eye.
dependence during heating (see section 7.2.1 and 8.1), which is fully compatible
with the infinite aging times proposed for that material system.
In the last section it has been shown that the time lag of the short-range
order following the new symmetry after sudden changes in the crystal structure
has a considerable influence on the signal strength during heating. However,
due to symmetry considerations, the forward transition should be influenced
by an inherited martensite short-range order as well. In fact, this effect has
been observed by Ren et al. using transmission electron microscopy (TEM) and
optical microscopy. Additionally, it is manifested in the macroscopic two-way
shape memory effect [150]. However, the results of this work only show a
significant effect in heating runs. This asymmetry can be explained by taking
two aspects into consideration: First, the time, which the sample remains in the
high temperature phase, is (at all rates) about 20 % longer than the respective
time in the low temperature phase. Second, due to the higher temperature of
the parent phase diffusion is thermally activated and leads to a shorter time lag
between short-range and long-range order. The diffusion-controlled relaxation
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time is given by τre = τ0 exp(∆H/kT ), where τ0 and ∆H are the attempt time and
the activation enthalpy of diffusion [36]. As a consequence, the author concludes
that the characteristic austenite stabilization time for Au-Cd is much shorter than
the martensite stabilization time - an assumption that is supported by similar
observations in different materials (see e. g. [160, 161, 205]). A stabilization time
of a few minutes would lead to a stabilized austenite at all measured rates and
would provide an explanation for the absent rate-dependence.
The observation of jerky dynamics as a fundamental character of phase transi-
tions in shape memory alloys (see figure 8.1 in the introduction to this chapter)
calls for an analysis of the fluctuation behavior of the dynamics in some more
details, which was exemplarily done with Au50.5Cd49.5. A simple autocorrelation
analysis would not be meaningful because of an instationary time series (see
figure 8.1). A suitable technique is the detrended fluctuation analysis (dfa), which
first eliminates a polynomial trend from the data distribution. The dfa method,
which has been introduced by Peng et al. for the analysis of long-range correlation
in DNA sequences [132, 133], analyzes the degree of correlation of the data points
of a timeline and can estimate the relevant timescales and statistics of fluctuations.
The dfa was used for the first time by Stadler et al. to analyze dynamics in solids
by computing the correlation between X-ray speckles. A comprehensive overview
of the dfa technique can be found in [111].
Figure 8.17 depicts the result of the dfa analysis.11 The slope in the log-log
representation, i. e. the exponent of the power law, slightly changes its value at
approximately 102.07 s ≈ 117s. This change indicates that the fluctuations of the
system show different characteristics on short time scales (t . 120 s) and on long
time scales (t & 120 s). The two occurring exponents indicate which statistics
describe the analyzed fluctuations. A tabular overview of the exponents and their
meaning extracted from [59, 132, 133] can be found in table 8.7. The exponent
α = 0.88 for small time scales indicates that the distribution basically follows a
pink noise distribution, i. e. 1/ν-noise. The exponent of α = 0.55, corresponding to
longer fluctuation time scales, indicates an almost randomly distributed signal
(white noise: p(ν) ∝ ν0).
The analysis points out that AE signals emitted during a relatively short time
interval of approximately 2 min or respectively 0.2 K have a higher degree of
correlation than data that are more separated in time respectively temperature.
Supposing a single habit plane, these results indicate that AE processes originating
from the same sample region are highly correlated. The different degrees of
correlation probably reflect varying defect configurations depending on the
sample section. This would be of essential significance as defects are known as a
11The logarithmic abscissa values indicate the width of the time intervals, which are fitted by an
polynomial of the 6th order. The F-value, which is plotted logarithmically at the ordinate,
represents the square of the deviation of the data from the fit. The positive slope of the curve
shows that larger fit intervals lead to larger root mean square values.
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Figure 8.17: Results of the detrended fluctuation analysis applied to the acoustic activity
of the Au50.5Cd49.5 sample at a cooling rate of 0.1 K/min (see figure 8.1). The log-log
plot reveals a correlated behavior of the data over short time intervals of less than
117 s and a rather uncorrelated distribution over longer time scales. Red lines indicate
the fits of the two regimes.
Table 8.7: Overview of the exponents determined by the detrended fluctuation analysis
and the corresponding statistics [59, 132, 133].
exponent α statistics
α < 0.5 negative correlation (anti-correlation)
α = 0.5 white noise (p(ν) ∝ ν0)
0.5 < α < 1 correlation with power law behavior (p(ν) ∝ ν−x)
α = 1 pink noise (p(ν) ∝ ν−1)
α = 1.5 Brownian noise (p(ν) ∝ ν−2)
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Figure 8.18: Hit amplitude as a function of the waiting time between subsequent hits of
the forward transition of the Au50.5Cd49.5 sample at a rate of 0.1 K/min. The main plot
shows the correlation of hiti with the waiting time between hiti and hiti+1. The inset
shows the amplitude of hiti+1 with the waiting time between hiti and hiti+1.
main source of AE (see e. g. [12, 191]). In order to prove this assumption, further
investigations are needed in this field. However, connecting characteristic time
scales (found by dfa) with transition mechanisms (that give rise to AE) seems to
be a promising approach.
The following brief analysis focuses on the correlation between the waiting time
between successive signals hiti and hiti+1 and the corresponding signal strength
of hiti and hiti+1. It intuitively seems evident that longer waiting times, i. e. larger
undercooling, lead to stronger signals. However, the analysis shows opposing
results. Large amplitudes have only been found after short waiting times (see
figure 8.18).
Vives proposes a positive correlation between the amplitude of a hit and the
subsequent waiting time until the next hit occurs [188]. This hypothesis has been
tested with the same data set and the results are shown in the inset of figure
8.18. Both figures display the same negative correlation of waiting times and
amplitudes, which is in contrast to the hypothesis.
A possible explanation of the results is given by figure 8.19. It shows the
histogram of the acoustic activity and a scatter plot of the amplitude distribution.
Large amplitudes predominantly arise in regions of very high activity, where
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Figure 8.19: Acoustic activity and amplitude distributions of the martensitic transition of
the Au50.5Cd49.5 sample at a rate of 0.1 K/min. The acoustic activity is represented in a
time-histogram with a bin width of 1 s, which corresponds to a temperature bin width
of 1.667 mK. The amplitude is depicted in a scatter plot. The similar distribution of
the features indicates that high amplitudes occur predominantly in regions of high
activity.
waiting times between successive hits are naturally short. For an experimental
design with one AE transducer, the spatial origin of the signals cannot be detected.
As a consequence, it is not possible to identify whether the AE signals originate
from the propagation of a single or from more than one interface, as has been
found for Cu-Zn-Al by Bonnot et al. [21]. The occurrence of more than one parallel
source of AE would result in the detection of too short waiting times. Keeping
this in mind, the real waiting time distribution may vary and the above presented
results have to be taken with care.
8.3 Fe68.8Pd
single
31.2 and Fe68.8Pd
poly
31.2
The discussion in this chapter focuses on the similarities and differences between
the single and the polycrystalline sample of Fe68.8Pd31.2. To the best knowledge
of the author no AE experiments have been reported on Fe-Pd so far.12
12The AE measurements presented in [20] originate from this work.
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The figures 7.23 and 7.24 (see section 7.2.3) depict the acoustic activity and the
calorimetric data of the single crystal and polycrystal as a function of temperature.
What catches the eye first is the strong similarity between the acoustic activity and
the calorimetric curves, an observation that applies to all materials of this work
and that is reported for many other martensitic transitions [140]. Nevertheless,
the acoustic activity allows a much better resolution of the details of the transition
kinetics in temperature. As a consequence, large differences can arise between
the transition temperatures determined with calorimetric and AE experiments.
In the case of the polycrystal the higher resolution of the AE data allows to detect
the beginning of the martensitic transition at a temperature more than 25 K above
the value estimated by the DSC standard procedure.
A second interesting observation, in agreement with calorimetric and AE
data, is that the single crystal exhibits a much more structured transition than
the polycrystal (see figures 7.23 and 7.23 in section 7.2.3). In contrast to the
single peak curve shape of the polycrystal, the single crystal shows two to three
prominent peaks on cooling and three to four prominent peaks on heating. This
peak structure does not depend on the driving rate, as is illustrated in figures 7.26.
Note that the rate has been changed by two orders of magnitude. Although the
scaling is not as good as that found for other martensitic systems [137], it indicates
pronounced athermal character of the single crystal transition. Additionally,
a similar structure and especially the high peak obtained at the final part of
the heating process have been reported from calorimetric measurements in a
Fe70.4Pd29.6 single crystal [33]. This means that this structure is, to some extent,
not a sample-dependent property and that it can be observed in a broad range of
compositions.
In contrast to the athermal dynamics of the single crystal, the reverse transition
of the polycrystal shows a rate-dependent acoustic activity, as has been observed
in Ni63Al37 for cooling. The interpretation of the monotonic activity increase
with increasing rates is analogous to the interpretation proposed for Ni63Al37
because again, isothermal dynamics meets different driving rates in a crystal with
large disorder due to grain boundaries. However, different to Ni63Al37, here a
constant signal strength can be observed and the isothermal behavior occurs in
the reverse transition. The constant signal strength probably results from the
(isothermal) transition direction, which is exhibited without accommodation
processes. Moreover, the athermality of the forward transition leads to the
storage of a constant amount of strain energy at all rates. Consequently, the
signal strength does not depend on the rate [13]. The increase of AE with
higher rates is supposed to be related to the reduced strain field relaxation times
after pinning-depinning interactions because of quicker super-heating. The
decoupling of the rate-dependence of the activity and the exponents suggest
that rate-dependent exponents are a sufficient but not a necessary condition for
explicitly time-dependent dynamics.
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The single peaked and quite smooth transition of the polycrystal is probably
owed to the fact that grains exhibit a distribution of internal strains and boundary
conditions that smooth out the diverse structure of the acoustic activity from the
various grains. An interesting observation is that, although the activity peaks of
the polycrystal and the single crystal show a temperature offset of approximately
15 K, there are tails of activity that clearly extend many degrees above and below
the peak position. The tails of the AE above 240 K can be seen in figure 7.25
in section 7.2.3. The first observation is that the beginning of the transition on
cooling and the end of the transition on heating coincide for both the single crystal
and the polycrystal (Msingles = A
single
f = M
poly
s = A
poly
f = 247±1 K). Moreover, the
acoustic activity also reveals that there is almost no hysteresis (<2 K), which is in
agreement with calorimetry and magnetic-susceptibility measurements [20].
In this context, the absence of measurable acoustic activity above 250 K is worth
noticing. It indicates that, if AE associated with pretransitional effects exists, it
is below the limit of detectability. Moreover, the temperature intervals, where
the nonlinear behavior of the lattice parameters has been reported, are much
larger than the transition temperature interval found by AE and calorimetry
measurements.13 Based on this finding it can be inferred that AE is strictly related
to first-order phase transitions and occurs all over the coexistence of tetragonal
and cubic phases.
As can be seen in figures 7.28 and 7.29 in section 7.2.3, none of the crystals
shows a significant rate-dependence of the exponents. Moreover, the single crystal
does not show any relevant dependence of the exponents when comparing cooling
and heating ramps, whereas for the polycrystal this difference is obvious for both
the amplitude and energy exponents.
The value α =2.25 obtained for the single crystal can be compared with the
values found for other single-crystalline samples. A few years ago, it was proposed
that this exponent is universal and characteristic of all the martensitic transitions
with the same symmetry change [22]. Different Cu-based alloys transforming
from a cubic structure to a monoclinic one (18R) had α =3.1±0.2 and those
transforming from cubic to orthorhombic (2H) had α =2.4±0.2. Later, it was
realized [135] that the true universal value is only obtained when the thermal
driving of the sample is adiabatic. This has two implications: on the one hand,
13Measurements of the dependence of the lattice parameter on temperature [33, 110] reveal
that the transition is first order, spreading over a temperature range of approximately 25 K.
Within this range a coexistence of the x-ray peaks of the two phases exists. Moreover, for
temperatures well below this coexistence region the a and c lattice parameters of the tetragonal
lattice exhibit a remarkable monotonous increase on cooling, which extends more than 75 K
up to 100 K. This monotonous increase has been found to be nonlinear and similar to the
increase expected for a second-order-like behavior for an alloy similar to the one of this work
[64]. Actually, in previous work, the transition was classified as nearly second order [33], also
because of its small latent heat compared to that of other shape-memory alloys.
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the rate should be slow enough to prevent an overlap of the signals corresponding
to independent transformation events [201]. On the other hand, for systems that
do not behave athermally, the driving should be fast enough to prevent nucleation
due to thermal fluctuations. Supposing that the materials analyzed in [22] were
less athermal and driven too slow, this last point suggests that the value proposed
for the transformation from cubic to orthorhombic can be potentially higher than
α =2.4±0.2. In the Fe68.8Pd31.2 case, corresponding to a transition from cubic to
tetragonal symmetry, the independence of the exponent from the driving rate
(while changing it by two orders of magnitude) provides ample evidence that the
exponent is close to the adiabatic one.
Figure 8.20 shows the amplitude exponents of all approximately 150 temper-
ature cycles during cooling. It can be seen that the change of the exponents is
rather large during the first approximately 50 cycles before it reaches saturation
after approximately 80 runs. It is worth mentioning that this behavior reveals
interesting insights into the training effect. First, the exponent shift towards
higher values can be identified with the establishment of an easier transition
path. This interpretation is also in agreement with the experimental results for
Ni63Al37, showing that a well trained sample needs less undercooling to start the
martensitic transition than an untrained sample (for details, see [90]). Second,
the fluctuation of the exponent can be viewed as a manifestation of the attempt
of the system to find a new transition path. The clustering of the exponents at
values of approximately 2.2 after 80 cycles is consistent with the idea that a rather
optimal path has been found.
8.4 Ni52Mn23Ga25
This section deals with the discussion on the AE generated during the premarten-
sitic and the martensitic transition in a Ni–Mn–Ga ferromagnetic Heusler alloy.
Associated with the transitions, these materials display magnetic shape-memory
properties [186]. These properties are related to the ability of magnetically
inducing large deformations, which is a consequence of the existence of strong
coupling between elastic and magnetic degrees of freedom. Due to this coupling
nucleation and growth of the intermediate and the martensitic phase are expected
to be affected by the presence of an applied field. Moreover, these transitions
show jerky character, which means that the growth process occurs through a
sequence of discontinuities related to sudden changes of the local strain field
[134]. These discontinuities can be understood as jumps from a marginally stable
state to a metastable state within a complex free energy landscape. These changes
in the strain field give rise to the AE waves, which carry the dissipated energy in
the process [21]. Indeed, owing to the mentioned coupling an applied field could
modify these barriers and thus influence the nucleation and growth processes.
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Figure 8.20: Development of the exponent α of the amplitude distribution of
Fe68.8Pd
single
31.2 as a function of the cooling run number. The trend of the exponent is
visualized by the red dotted line. The black dotted lines indicate the saturation range
of the majority of the exponents. The exponent  of the energy distribution shows a
similar behavior.
The discussion on Ni52Mn23Ga25 closes with an analysis of the AE during the
field-induced rearrangement of variants, which has, to the best knowledge of the
author, not been analyzed before.
8.4.1 Premartensitic transition
Acoustic activity has been detected during the forward and reverse intermediate
transition in a range of weak applied magnetic fields. The occurrence of AE for
sufficiently low applied fields shows that the intermediate transition displays
jerky character. Amplitude, energy, and duration of AE signals show power law
distributions which reflect the absence of characteristic length and time scales
associated with the transition process. This behavior is common to a broad class
of processes [164], which occur through a sequence of discontinuous steps of the
order parameter. Each step is supposed to be related to a fast relaxation from a
marginally stable configuration towards a new metastable one. This relaxation
can be understood as taking place in a complex energy landscape determined
by disorder, long-range effects, or the coupling to a secondary (inhomogeneous)
field. In the case of structural transitions, such as martensitic transitions, these
discontinuous steps are related to sudden changes of the local strain field that
occur due to the interplay between transition and some pinning effects and are
responsible for the observed acoustic activity. The author suggests that for the
intermediate transition studied here, the magnetic field plays essentially the role
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Figure 8.21: Comparison of the temperature shift of the premartensitic transition as a
function of the applied magnetic field, in the field range relevant here, reported by
various authors. Note that directions of the applied field as well as results from single
and polycrystals are displayed together (see legend and table 8.8).
of an ordering field that controls pinning effects. This is supported by the fact that
the acoustic activity during forward and reverse intermediate transitions decreases
with increasing the field and is suppressed for fields larger than about 2.5 kOe,
which is close to the magnetization saturation field (see e. g. [16, 34, 197]). This
effect is accompanied by a decrease of the temperature Tmax at which a maximum
acoustic activity is detected (dTmax/dH ' 1 K/kOe). By identifying Tmax with an
effective transition temperature TI of the forward premartensitic transition,
results indicate that the intermediate transition shifts to lower temperatures
when a weak magnetic field is applied. The decrease of TI at low applied fields is
consistent with all previous reported results (see figure 8.21). For comparison,
values of the intermediate transition temperature, reported in the literature
for alloys of slightly different compositions, are included in the figure. In the
depicted field range of 0 kOe–3 kOe all authors consistently report a decreasing
transition temperature with the applied field, independent of the direction of
the field. However, the maximum temperature shift varies between less than
one Kelvin [16] and approximately 40 Kelvin [211]. Table 8.8 summarizes these
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Table 8.8: Published values for the temperature shift from various authors.
composition crystal field direction TI (K) shift ∆T at H= 0.5 kOe max. shift ∆Tmax at H reference
Ni49.5Mn25.4Ga25.1 single - 244 -0.8 K +8.5 K at 140 kOe [16]
Ni51.1Mn24.9Ga24.0 poly - 261 -0.4 K +7.5 K at 140 kOe [16]
Ni50.5Mn24.5Ga25.0 single [001] / [010] 202 -0.7 K / -1.0 K -3.5 K / -5 K at 16 kOe [34]
Ni50Mn25Ga25 single [100] / [110] 251 -1.4 K / -2.0 K -3 K / -4.25 K at 0.8 kOe [197]
Ni50Mn25Ga25 - - 270 0 K -58 K at 8 kOe [211]
Ni50Mn25Ga25 single [100] 230 - -0.5 K at 0.02 kOe [117]
Ni52Mn23Ga25 single [001] and [1¯10] (average) 233 -1.3 K -3 K at 2.5 kOe this work
results. In some cases, much larger fields up to 140 kOe are applied and the sign
of the temperature shift even changes [16].
The results clearly show that the transition path strongly depends on the
applied magnetic field. This is corroborated by the fact that the exponents
characterizing the distributions of amplitude, energy, and duration of AE signals
increase as the field is increased. This increase means that signals of lower energy
and duration occur when a magnetic field is applied, which suggests that the
magnetic field leads to an overall weakening of the first order character of the
transition.
The effect of the field on the transition path can be understood from the change
of the micromagnetic structure taking place at the intermediate transition. In
most shape-memory alloys precursor texture known as tweed, which consists
of cross-hatched nanoscale modulated structural domains, occurs far above the
martensitic phase transition [71]. In magnetic shape-memory alloys, magnetic
nanodomains are formed inside these domains [157]. Moreover, modulated
nanoscale domains play the role of nucleation embryos at the intermediate
transition where tweed texture locks into the intermediate micromodulated phase
[209]. In the absence of an applied magnetic field, the distribution of magnetic
domains gives rise to a distribution of local magnetic moments in the intermediate
phase [131], which is mainly determined by magnetocrystalline anisotropy. Note
that compared to the cubic phase, the intermediate phase shows larger uniaxial
anisotropy [197]. It can be argued that this larger magnetocrystalline anisotropy
is responsible for the coupling of transition and magnetization in this system.
Therefore, under an applied magnetic field, the distribution of magnetic moments
will be modified which in turn should affect the transition path. Moreover, it is
also responsible for the (weak) decrease of magnetization taking place during
the transition. Actually, this scenario for the intermediate transition is similar
to the picture of martensitic transition under an applied magnetic field where
coupling between transition and magnetism is acknowledged to be driven by
magnetic anisotropy (see section 8.4.2 and [125]. There is, however, an important
difference: the intermediate transition is not accompanied by a uniform distortion
of the lattice as happens in the case of the martensitic transition [210]. Therefore,
the transition is not constrained by an invariant plane condition necessary to

8.4. Ni52Mn23Ga25
minimize the elastic strain energy arising from the crystal lattice misfit along
interfacial boundaries. Thus, for the intermediate transition, selective growth
of those variants with magnetic moments parallel to the applied magnetic field
is possible. Hence it is expected that when magnetization saturation is reached,
energy barriers that have to be overcome for the transition to progress should
have a minimal value. This scenario explains the overall decrease of the acoustic
activity as well as the decrease of the exponents characterizing the amplitude,
energy, and duration distributions of AE signals. Whether the reduction of energy
barriers due to the ordering field is able to yield a second order transition remains
an open question. In case this occurs, the absence of interfacial energies would
exclude all pinning-depinning processes and would explain the suppression of
AE with increasing the magnetic field.
8.4.2 Martensitic transition
In the martensitic transition the applied magnetic field not only modifies the
relative stability between parent and martensitic phases due to their different
magnetic moments but, and more importantly here, breaks the degeneracy of
the low temperature martensitic phase as a consequence of its strong uniaxial
magnetocrystalline anisotropy. Thus, the martensitic variant with an easy axis
forming a lower angle with the applied magnetic field will be favored in relation
to other variants [4, 125].
In the following will be discussed the amplitude distribution of the AE signals
recorded during the martensitic transition at selected values of the applied
magnetic field. These distributions, which are shown in figure 7.39, reflect the
distribution of energy barriers, which separate metastable states and thus provide
information on the transition path and dissipated energy. Interestingly, in a
number of systems undergoing martensitic transitions, after some amount of
cycling through the transition (which increases the density of lattice defects),
the distribution of AE amplitudes displays power law behavior. This reflects
the absence of any characteristic scale, which is a typical feature of criticality
[134]. Note that the power laws found in transitions of Ni52Mn23Ga25 can exceed
more than six decades (see figure 7.39). It has been suggested that such a
criticality is related to the athermal character of the transition and an intrinsic
amount of disorder [163]. The idea has been substantiated by the study of simple
lattice models that exhibit fluctuationless first-order phase transitions [35, 163].
However, as has been shown in the last sections, explicit time-dependent processes
can be characterized by power laws, too.
It has been suggested that the amplitude exponent α depends on the degeneracy
of the martensitic phase, which in turn depends on its crystallographic structure
[20, 22]. Actually, the obtained value α ' 2.5 at zero field (consistent with a
previous estimate [139] for a system which transforms to a 10 M structure) fits
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well within this framework [20]. As the field is increased, the system has the
tendency to transform into a single variant martensite with associated reduced
degeneracy, which is due to the symmetry-breaking effect of the magnetic field.
In accordance with this a decrease in the exponent α can be found. It is worth
pointing out that in addition to the amplitude distribution, the distribution
of hit energies has also been studied. The energy E of hits has been obtained,
as described above, from the integration of the square of the voltage signals
over their time duration divided by a reference resistance. Obtained results are
qualitatively similar to those obtained from the analysis of amplitudes. At zero
field an exponent of  =1.75±0.1, characterizing the energy distribution, has been
found. This value is compatible with the relationship  =(α + 1)/2 between  and α,
which results from the scaling relation E ∝ A2 (see equation 8.2 at the beginning
of this chapter).
Results for the field applied in the [1¯10] direction are also qualitatively similar
to those reported for fields applied along the [001] direction, but the effect of the
magnetic field is more pronounced when applied along the [001] direction. This
is the expected result, taking into account that, when the field is parallel to the
[001] direction, a single variant with easy axis (short c-axis) parallel to the field is
favored while more than one variant is equally likely to develop when the field is
applied along the [1¯10] direction (see, e. g. [118]).
The analysis of the distributions of hit amplitudes and energies shows that AE
events of higher energy occur by increasing the field. This reflects the existence
of higher barriers to be overcome for the transition to proceed as the temperature
is decreased/increased. This result can be understood by taking into account
that in these systems, nucleation gives rise to plates formed by parallel strips
of twin-related variants with an appropriate amount of each variant so that the
parent-martensite interface satisfies the invariant plane condition [73]. This
configuration minimizes the elastic strain energy arising from the crystal lattice
misfit along interfacial boundaries. Under an applied magnetic field it has
been shown [125] that nucleation still requires two different variants to form
simultaneously. However, in this case the two variants are not energetically
equivalent, which gives rise to higher barriers to be overcome. At the late stages
of the forward transition process, rearrangement of variants (with tendency to
form a single variant martensite) is expected, which is responsible for the increase
in the total amount of AE associated with the transition with increasing magnetic
field (see figure 7.38). In order to confirm this result, it has been proven that this
increase in acoustic activity corresponds, to a good approximation, to the acoustic
activity generated during isothermal rearrangement of martensitic variants under
magnetic field in a zero-field cooled martensitic state (see results in section 7.2.4
and the discussion in the subsequent section).
By contrast, the acoustic activity of the reverse transition remains practically
constant regardless of the applied field, as can be seen in figure 8.22. At suf-
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Figure 8.22: Total acoustic activity during the forward and the reverse transition at
selected fields applied along the [001] direction. The acoustic activity under heating
shows, in contrast to the cooling runs, essentially no field-dependence.
ficiently high fields all variants are aligned and a single variant martensite is
achieved. Okamoto et al. observed that under field heating twinning occurs in
order to satisfy the invariant habit plane condition prior to the transformation into
the high temperature phase [125]. From the constant amount of acoustic activity
it can be inferred that under heating, in contrast to the forward transition, the
variant reorientation and the transition, i. e. the twin and phase boundary motion,
occur in a single step instead of proceeding as a twofold process. This assumption
would explain the constant activity. However, higher fields are expected to exert
larger magnetic constraints on the process, leading to higher energies. This
assumption can be supported by the observation of strongly increased acoustic
energy associated with the reverse transition under applied fields. Figure 8.23
compares the constant amount of acoustic activity with the field-dependent
energy distribution, both belonging to the same reverse transitions.
The discussion about the martensitic transition closes with a brief analysis of
the emitted frequency spectrum.14 Neither the spectrum of the premartensitic
transition nor the spectrum of the martensitic transition show any dependence on
the applied field. The mean peak frequency, including the forward and reverse
14Note that the frequency spectrum strongly depends on the resonance frequency of the used AE
transducer (R15-LT: nominal resonance frequency 150 kHz).
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Figure 8.23: Acoustic activity (left) and energy (right) versus temperature during the
reverse transition on heating at selected values of the field applied along the [001]
direction. Note that the acoustic activity is basically field independent, whereas the
acoustic energy strongly increases with increasing fields and that both plots originate
from the same heating runs. This observation is consistent with the rate-dependent
signal strength, as depicted in figure 7.39.
transition, at all applied fields, and both for field directions, can be determined to
be 128±4.6 kHz (see figure 8.24). As can be seen in the small standard deviation,
all martensitic transitions show the same frequency distribution within a small
error. However, the premartensitic transition shows a significantly lower mean
frequency of 112±2.4 kHz.
8.4.3 Rearrangement of variants under magnetic field
This section discusses the effects observed under field-induced rearrangement of
martensitic variants, which have to the best knowledge of the author not been
analyzed before by AE spectroscopy.
It can unmistakably be proven that the magnetic-field-induced rearrangement
of martensitic variants occurs under large amounts of AE.15 Figure 8.25 shows
the acoustic activity detected during the first magnetic field cycles after zero-field
cooling at a high rate with a cycle period of τmf = 130 s and at a low rate with a
cycle period of τmf = 1300 s. It is important to note that during the first cycle at
τmf = 130 s a certain amount of acoustic events has not been detected by the AE
acquisition setup because the high number of AE events per time step exceeded
the buffer capacity of the AE acquisition system. As shown in figure 8.25 (right),
the hardware limit results in a sudden decrease of the activity during the first
15Interestingly, during an similar experiment with Fe68.8Pd
single
31.2 , no AE could be detected associ-
ated with magnetic field cycles.
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Figure 8.24: Frequency spectrum detected with an AE transducer resonant at 150 kHz
during the martensitic transition of the Ni52Mn23Ga25 sample without applied mag-
netic field. Note that the discrete spectra result from a 10 kHz binning of the AE
acquisition system.
field increase. However, it can be guaranteed that only the first quick cycle is
affected by this limitation. It has further been proven that all hits have been
detected during all slow cycles.
The shape of the acoustic activity curve under the first field increases after
zero-field cooling reveals useful information about the rearrangement process. As
can be seen in figure 8.25, the maximum activity occurs at approximately 5 kOe.
Under further increasing field the activity decreases and reaches almost zero at
approximately 10 kOe. In agreement with literature it is shown that saturation
of the variant alignment, i. e. a single variant state, is reached at approximately
10 kOe (see e. g. [186]).
Moreover, the comparison of the total activities during increasing cycle numbers
reveals for both quick and slow cycles that the by far largest amount of AE occurs
during the first cycle. After the strong activity decrease from cycle number one to
two a further weak decrease is visible.
In a stress- and bias-free sample it is assumed that, after applying a sufficiently
large field of approximately 10 kOe, all variants form a single variant state and
remain in this aligned configuration after removing the field due to absent
restoring forces. However, as shown in literature, even a small applied stress
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Figure 8.25: Acoustic activity during magnetic-field-induced rearrangement of marten-
sitic variants under increasing and decreasing fields. For a better comparison the
subsequent cycles have been plotted within the same time frame. On the left, the
acoustic emission is shown for slow cycles with τmf = 1300 s and on the right for quick
cycles with τmf = 130 s. The bin width of 10 s in case of the slow cycle and 1 s in case
of the quick cycle compensate the different rates and are both equivalent to a field
change of approximately 0.15 kOe. The inset (left) enlarges the region of small activity
during increasing fields of the cycle numbers 2, 3, 4, and 5. Note that the drop in AE
during the first quick cycle between 25 s and 50 s is caused by hardware limitations of
the AE acquisition system.
can lead to the back rotation of a certain number of variants during the removal
of the field [113]. For those variants the repeated application and removal of
a field during field cycles would lead to a repeated variant alignment with the
field and a subsequent back orientation without field. In fact, the detected AE is
fully consistent with the described process. The field-free self-accommodation
process during cooling leads to the formation of appropriate amounts of each
variant (see equation 3.7 and [125]). During the subsequent first field increase
the highest amount of activity arises due to an alignment of all variants that
were not aligned before. During the removal of the field only those variants
flip back that are exposed to the largest bias forces arising from internal strain
fields and in addition from the sample mounting, which applies a small stress of
approximately 0.05 Mpa perpendicular to the applied field. It is important to
keep in mind that the magnetic easy axis lies parallel to the short c-axis. During
the second cycle only those variants which rearranged under field removal align
again with the field. This can be detected by a certain amount of AE. Based on
these observations the author assumes that the amount of AE is an indicator
of the amount of rotating variants. Moreover, the assumption that under field
removal only those variants flip back that are subjected to large constraints can
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Figure 8.26: Total acoustic activity of increasing and decreasing magnetic fields at a slow
rate with a period of 1300 s and at a high rate with a period of 130 s. The figure starts
with run number two to exclude a problem arising from hardware restrictions.
be corroborated by the following observation: In contrast to the first cycle, the
maximum of the acoustic activity during the following field increase is found to
be close to 10 kOe. This shows that only the strongest field is sufficiently large to
overcompensate the constraints and to reach a realignment.
Taking all aspects described above into account, the slow and the quick magnetic
field cycles show similar results. However, a closer look at figure 8.25 reveals
differences in the amount of AE occurring at higher field cycle numbers. As can
be seen in figure 8.26, quick cycles show a higher amount of AE during the cycles
2, 3, ..., than slow cycles. After approximately 20 cycles both activities saturate at
comparable values. With the proposed correspondence of AE events with the
number of reorientating variants it can be concluded that under slow cycles the
amount of variants that remain in the single variant state after field removal is
larger than under quick cycles.
An explanation of this rate-dependent behavior can be given within the frame-
work of martensite respectively twin stabilization, which are aging phenomena.
A general model for martensite stabilization is given by Ren and Otsuka (see
e. g. [127, 149, 151] and section 8.2, where the symmetry-conforming short-range
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order model is presented).16 For magnetic shape memory alloys as Ni2MnGa a
second approach exists that considers twin stabilization as a consequence of the
time-dependent adaptation of the nanosized short-range magnetic cluster to the
martensite symmetry [36]. In high-temperature Ni2MnGa samples aging times
ranging from minutes to several days have been found [36] [161] [205].
The author proposes that the different cycle times of τmf = 130 s and τmf =
1300 s lead to different degrees of twin stabilization, which in turn lead to varying
total AE amounts between slow and quick cycles.
After zero-field cooling and before applying a magnetic field, the samples were
held in the martensitic phase for approximately one hour, which stabilized the self-
accommodated variant configuration. In spite of the stabilization the application
of a magnetic field leads to a rearrangement of martensitic variants reaching a
single variant state at 10 kOe. Once the single variant state is realized, the large
total time of the slow cycles leads to a stabilization of the new configuration
because of lowered twin boundary mobility [35]. Under field removal only those
variants flip back that are exposed to sufficiently large (local) constraints, which
are not compatible with the single variant state. Under the subsequent field
increase of the second cycle only the small fraction of variants that have already
flipped back realign. For subsequent cycles this process of realignment and back
orientation is repeated, which is fully consistent with the observed AE behavior.
For quick cycles the situation is different: Due to the rather short cycle time τmf
= 130 s the single variant state is not stabilized. By contrast, the microstructure
of the self-accommodated variant distribution after zero-field cooling is passed
on to the single variant state [127, 149, 151] and leads to the back rotation of a
considerable large number of variants under field removal. This effect is known
from the two-way shape memory effect [150]. As a consequence, the amount of AE
under quick field removal is considerably higher than under slow removal. During
the second cycle the number of variants to realign with the field is relatively large,
which leads again to a high amount of AE.17
An observation that accounts for both slow and quick cycles is the monotoni-
cally reduced AE as a function of the cycle number, which can be identified with
a constantly decreasing number of variants that flip back from the single variant
state (see figure 8.26). Here again, the twin stabilization offers an explanation:
All variants that remain aligned after field removal will not flip back during sub-
sequent cycles, because the time without rotation leads to a further stabilization.
Moreover, it can be assumed that the higher degree of stabilization leads to a
smaller misfit between long-range and short-range order, which lowers the local
strain fields [35]. The author supposes that because of the reduced constraints the
16Ni52Mn23Ga25 has a relatively low ratio of Ms = 210 K to the melting point Tm ≈ 1380 K Ms /Tm
≈ 0.15 (see table 8.6).
17It is evident that the stabilization of the self-accommodated variants, i. e. the two-way shape
memory effect gets lost with increasing cycle numbers.
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stabilized variants adopt the role of a catalyst for further variant alignment and
subsequent stabilization. Due to this positive feedback the amount of flipping
variants is constantly reduced, which is reflected by the decreasing amount of
AE. The observation that the saturation-like level is reached after a smaller cycle
number for low rates supports this interpretation.
Moreover, the lower twin boundary mobility due to stabilization effects is
expected to be associated with higher energy barriers separating different twin
respectively variant orientations. A main conclusion of the last chapter has
been that higher energy barriers are manifested in stronger AE signals, i. e.
lower exponents. In this case, the lower twin boundary mobility due to higher
stabilization is expected to have the same effect on the signal strength.
During slow cycles with long stabilization times a variant selection process
is supposed to occur due to the reduced twin boundary mobility: After each
field removal the number of variants that flip back is reduced by those variants
where the twin stabilization exceeds the bias forces and constraints. This is
expected to occur predominantly for those variants that are exposed to the lowest
constraints and whose reorientation process is associated with the weakest AE
events. Consequently, the variant selection with increasing cycle numbers filters
small events and results in decreasing exponents. The constraints are known
to hinder the alignment during field application and to drive the back rotation
during field removal. This turns out to be the reason why both exponents of
increasing and decreasing fields show lower values with higher cycle numbers
(see figure 8.27 (top)).
The stabilization hypothesis can be tested by the opposite case of quick cycles.
Due to the absent twin stabilization18 and associated low energy barriers, even
variants exposed to small constraints can flip back to their energetic minimum
position under a decreasing field. Without stabilization and associated higher
energy barriers no selection process is active and the amplitude distribution
remains constant under increasing cycle numbers, as reflected by the exponents
(see figure 8.27 (bottom)).
It can be concluded that the effect of twin stabilization in magnetic-field-
induced variant rearrangement leads to a reduced number of flipping variants
under field cycles which are accompanied by stronger signals. The observed
characteristics are fully compatible with the reported time-dependent reduction
of the twin boundary mobility [36].
Besides the influence of the different field driving rates the influence of the field
direction on the reorientation process has been analyzed. According to O’Handley
(see reference [118]), the force on the variants is largest with a magnetic field
applied along the twin boundary, i. e. along the [1¯10] direction. This has been
18The stabilized martensite after zero-field cooling cannot be identified in the exponent, because
the exponents of the first cycle are missing due to memory overflow problems.
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Figure 8.27: Amplitude exponents α as a function of the run number obtained during
magnetic-field-induced rearrangement of martensitic variants of Ni52Mn23Ga25 under
increasing fields (left) and decreasing fields (right). The field is applied in [001]
direction. Results of the energy exponents  are similar and follow the scaling relation
 = α+1/2.
Top: Decreasing amplitude exponents during slow field increase (left) and slow field
decrease (right) with a cycle period τmf = 1300 s.
Bottom: Constant amplitude exponents during quick field increase (left) and quick
field decrease (right) with a cycle period τmf = 130 s. Experiments with an applied
field in [1¯10] direction yield comparable results.
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Figure 8.28: Comparison of the integrated acoustic activities as a function of the cycle
number of both field orientations [001] and [1¯10]. In contrast to O’Handley’s prediction
that the strain should be maximized by a field applied along [1¯10] (see reference [118]),
both directions show the same total amount of AE.
tested by applying identical field cycles along the directions [001] and [1¯10]. As
can be seen in figure 8.28 both field directions reveal comparable amounts of AE,
which is not in line with the calculations of O’Handley. Moreover, results confirm
the occurrence of aging effects during the rearrangement of variants regardless of
the orientation of the applied field.
8.5 Comparison of results
This chapter ends with a brief comparison of the discussed results of the different
samples and the corresponding exponents.
Athermality or time-dependent sample characteristics such as aging or isother-
mality can be analyzed by acoustic activity. The absence of scaling during
rate-dependent temperature or magnetic field cycles indicates explicit time
dependence.
The analysis of the exponents has a different focus. Because of the positive
correlation between amplitude, energy, and duration, a change of the exponents
draws a specific picture of the acoustic emission events: Smaller exponents
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Table 8.9: Overview of cooling amplitude exponents of materials that transform into the
same low temperature symmetry. Two universality classes are proposed, which are
compatible with literature [22]. The exponents of Ni2MnGa have been determined at
zero magnetic field, the exponents of the other materials in the adiabatic limit at a
cooling rate of 10 K/min (see the tables 8.1 and 8.2).
material system low temp. symmetry cooling amplitude exp. class
NiAl monoclinic 3.18 ± 0.03 3.1 ± 0.2
CuZnAl monoclinic 2.85 ± 0.05 3.1 ± 0.2
Ni2MnGa (pseudo) tetragonal 2.60 ± 0.02 2.4 ± 0.2
FePd tetragonal 2.18 ± 0.1 2.4 ± 0.2
indicate longer acoustic signals with higher amplitudes and energies. In short
they indicate stronger signals.
As has been confirmed by this work, the strength of the AE events reveals
information about the transition path through the complex energy landscape
which is dominated by metastable states giving rise to jerky avalanche dynamics.
The signal strength provides a useful tool for analyzing the modifications of
energy barriers, which have been shown to depend on several sample properties.
These properties are: (i) disorder, which in case of the premartensitic transition
of Ni52Mn23Ga25 can be controlled by a magnetic field, (ii) strain fields arising
from a biased self-accommodation process that satisfies the invariant plane
condition during the martensitic transition of Ni52Mn23Ga25 under an applied
magnetic field, (iii) the defect microstructure and the disorder during a multi-
cycle experiment with Ni63Al37, (iv) the local diffusion and domain relaxation
giving rise to martensite and twin stabilization in Au50.5Cd49.5 and Ni52Mn23Ga25,
and (v) the pinning at grain boundaries in the polycrystalline Fe68.8Pd31.2 sample.
Figure 8.29 gives an overview of all amplitude and energy exponents deter-
mined in this work. Exponents showing an explicit time or field-dependence are
included by colored bars sufficiently large to include all values found experimen-
tally. In spite of the seemingly unsystematically varying exponent distributions,
some conclusions can be drawn: (i) The signal strength of the forward and the
reverse transitions of single crystalline shape memory alloys only show small
differences. By contrast, rather large differences occur between the transition
directions of the analyzed polycrystalline Fe68.8Pd31.2 sample. (ii) The exponents
of different material classes have different values ranging from 2 to 4 in case of
the amplitude and from 1.5 to 2.75 in case of the energy, satisfying the scaling
relation  = (α+1)/2, given in equation 8.2. (iii) The amplitude exponents during
cooling can be grouped into universality classes according to the symmetry of the
low temperature phase. Table 8.9 gives an overview of the material systems, their
low temperature symmetries, the exponents (in the adiabatic limit at 10 K/min and
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Figure 8.29: Overview of all experimentally determined amplitude (top) and energy
exponents (bottom) of all analyzed samples. Exponents with an explicit time- (Ni63Al37
and Au50.5Cd49.5) or field-dependence (Ni52Mn23Ga25) are included in a sufficiently
large bar.
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without applied field), and the proposed universality class. The polycrystalline
Fe68.8Pd31.2 sample, the Au50.5Cd49.5 sample, and the premartensitic transition
of the Ni52Mn23Ga25 sample are not listed because they each represent a single
group and cannot be compared with a reference. As shown in table 8.9, Ni63Al37
and Cu68Zn16Al16, both have a monoclinic low temperature symmetry and fit
into the universality class proposed by Carillo et al. Moreover, both samples with
the tetragonal low temperature symmetry are covered by an exponent value of 2.4
± 0.2. Interestingly, this is exactly the value of the universality class proposed for
systems transforming into a hexagonal 2H structure [22]. In the case the results
of this work can be confirmed by experiments with other samples of the same
symmetry, the universality classes of hexagonal and tetragonal structures could
probably be merged. Presuming the adequacy of the proposed classification, it is
no surprise that the exponents of Ni52Mn23Ga25 range at the upper border of its
universality class. The structure is described as pseudo-tetragonal with a slight
deviation of one angle from 90 ° (a ≈ b , c, α = γ = 90 ° and β = 91 °, see table
3.2), i. e. the symmetry of Ni52Mn23Ga25 is close to both structures.
In addition to the proposed universality classes, matching can be found with
simulated amplitude exponents proposed in literature [2]. The simulated value
of α = 2.6 is very similar to the exponents of Ni52Mn23Ga25 and Cu68Zn16Al16
determined in this work. Furthermore, the simulated exponent δ = 3.2, describing
the hit duration distribution [2], is similar to the corresponding value found in
Ni52Mn23Ga25 and to the experimental result δ = 3.5± 0.8 obtained for CuZnAl
[192].
From all observed effects martensite stabilization seems to have the largest
influence on the signal strength. It is followed by the effect of the magnetic field
on the premartensitic and martensitic transition strength. The isothermal aspect
of the forward transition in Ni63Al37 has the smallest noticeable influence on the
signal strength. This hierarchy can be supported by the fact that the isothermal
character of the reverse transition of Fe68.8Pd
poly
31.2 has no measurable influence on
the signal strength.
It is worth mentioning that Ni63Al37 and Au50.5Cd49.5 reveal opposing rate-
dependent behavior with respect to their AE signal strength. Ni63Al37 shows
weaker signals at smaller cooling driving rates than Au50.5Cd49.5. This has been
explained by an interplay of isothermal transition dynamics, the varying time
scales of the temperature cycles, and the intrinsic disorder. The increasing transi-
tion signal strength of Au50.5Cd49.5 with longer cycle periods has been explained
by an approach taking martensite stabilization as a relevant factor into account.
Because Ni-Al and Cu-Zn-Al are known to have long aging times, they fit as
counterexamples into the framework of martensite stabilization. Furthermore,
both material systems Ni63Al37 and Au50.5Cd49.5 show unconventional behavior
which is not part of the classical martensite theory. The martensitic transition
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dynamics, formally known to be athermal and diffusionless, can either be dramat-
ically influenced by local diffusion as in the case of aging in Au-Cd, or show a
thermal activation providing a better accommodation as in Ni-Al.
It is noteworthy that an applied magnetic field has opposing effects on the
acoustic fingerprints of the premartensitic and the martensitic transition in
Ni52Mn23Ga25. The acoustic activity of the premartensitic transition is sup-
pressed by relatively low fields, whereas the acoustic activity of the martensitic
transition is strongly increased by an applied field. In case of the premartensitic
transition, fields have an ordering character which leads to a reduction of pinning-
depinning processes. By contrast, the martensitic transition occurs with more
AE under applied fields due to field-induced rearrangement of variants after
the spontaneous symmetry-breaking. A decrease of the signal strength can be
detected during the premartensitic transition under increasing fields, which is
interpreted to be an indicator for an overall weakening of the first order transition
character. Due to the associated symmetry-breaking the situation is different
in the martensitic transition. The applied magnetic field lifts the degeneracy of
the system during the accommodation process and modifies the energy barriers
arising from the invariant plane condition, which leads to stronger transition
signals.


9 Conclusions and summary
In this work the avalanche dynamics of five shape memory samples has been
analyzed by acoustic emission spectroscopy. The acoustic emission spectroscopy
is particularly suitable for this analysis as it couples with high sensitivity to
small structural changes caused by nucleation processes, interface movements,
or variant rearrangements [91]. Owing to its high time resolution it provides
a statistical approach to describe the jerky and intermittent character of the
avalanche dynamics [20].
Rate-dependent cooling and heating runs have been conducted in order to
study time-dependent aspects of the transition dynamics of the single crys-
tals Ni63Al37, Au50.5Cd49.5, and Fe68.8Pd
single
31.2 , and the polycrystalline sample
Fe68.8Pd
poly
31.2 . Moreover, a ferromagnetic Ni52Mn23Ga25 single crystal has been
studied by temperature cycles under applied magnetic field and additionally by
magnetic-field cycles at a constant temperature in the martensitic phase. The
access to the amplitude, energy, and duration power law spectra of the acoustic
emission data allows a further investigation of energy barriers separating the
metastable states, which give rise to avalanche transition dynamics.
By performing rate-dependent experiments under both temperature and mag-
netic field cycles the importance of thermal fluctuations and the impact of marten-
site respectively twin stabilization processes have been examined. It has been
found out that the named processes co-occurring with the associated structural
changes lead to modifications in the acoustic emission fingerprint: In the case of
the Ni52Mn23Ga25 sample, the magnetic-field-induced variant rearrangement
at slow field cycles leads to stronger signals than the rearrangement at quick
cycles. This rate-dependent behavior can be explained by twin stabilization pro-
cesses, which are accompanied by a reduction of the twin boundary mobility. For
Ni63Al37 the combination of relevant thermal fluctuations, different involved time
scales, and a high degree of intrinsic disorder leads to a lower acoustic activity and
weaker signals under decreasing cooling rates. By contrast, for Au50.5Cd49.5 the
low rates allow aging to become significant leading to higher energy barriers and,
as a consequence, to stronger acoustic emission signals. The excellent agreement
of this result with a martensite stabilization model introduced by Otsuka et al.
[127], suggests that aging should be included into the framework of driving rate
effects in avalanche-mediated phase transitions [135].
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In contrast to what has been stated earlier [20, 172], the author concludes (on
the base of Au50.5Cd49.5, Ni63Al37, and Fe68.8Pd
poly
31.2 data) that only the detection
of rate-dependent acoustic activity curves or the detection of incubation times are
necessary and sufficient conditions for time-dependent dynamics. Rate-dependent
exponents are a sufficient but not necessary condition for time-dependent behav-
ior, as shown by the example of Fe68.8Pd
poly
31.2 , where rate-dependent curves can be
observed at constant exponents.
All samples analyzed in this work show power law behavior in the acoustic
emission features amplitude, energy, and duration. This indicates scale-free
behavior. The determination of power law exponents has been proven to be a
reliable tool for the characterization of the transition dynamics and associated
energy barriers, because they are robust and do not depend on experimental
details, as far as they are determined in the adiabatic limit [135]. The occurrence
of power laws covering several decades regardless of the chosen experimental
window in frequency,1 signal strength, rate, or magnetic field suggest a universal
nature of the scale-free behavior for structural phase transitions in shape memory
alloys. Moreover, the existence of scale-free behavior in first-order structural
transitions, which does not depend on certain experimental settings or a specific
tuning of experimental parameters, reveals a close relation to the concept of self
organized criticality [9, 10].
In this work it has been shown for the first time by the evaluation of power law
exponents how an applied magnetic field alters energy barriers during structural
transitions of magnetic shape memory alloys. Depending on the product phase
symmetry, phase transitions under applied magnetic fields can lead to opposing
results: The symmetry-breaking process of a martensitic transition under an
applied magnetic field leads to an increase of the activity due to a twofold process,
including phase and twin boundary motion. Furthermore, the satisfaction of
the invariant habit plane condition under an applied field which breaks the
degeneracy leads to larger constraints reflected in stronger signals. By contrast,
less acoustic activity and weaker signals appear in association with the symmetry-
conserving premartensitic transition under an applied field. The application of
a field leads to an alignment of the magnetic moments, lowering the disorder.
Lower energy barriers are supposed to be a consequence of the lower disorder,
which lead to less acoustic activity and weaker signals. At (moderate) fields
equal to or higher than 2.5 kOe the acoustic activity is completely suppressed.
These observations suggest an overall weakening of the first order character of
the premartensitic transition.
1The frequency window during the measurements arises from the acoustic emission transducers,
which have a relatively small resonance frequency interval on the order of 30 kHz (see section
8.4.2).
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The amplitude and energy exponents for the material systems NiAl, FePd,
and Ni2MnGa under applied magnetic field (premartensitic and martensitic
transition) have been, to the best knowledge of the author, for the first time
experimentally determined in this work. The following amplitude exponents of
NiAl and CuZnAl (3.1 ± 0.2) and of Ni2MnGa and FePd (2.4 ± 0.2), determined
in this work and reported in literature (see section 8.5 and [22, 94, 139]) can be
grouped by similar values. This reinforces the universality hypothesis [52] and the
assumption that the symmetry of the product phase determines the universality
class of the exponents [22]. However, the pronounced rate-dependence of the
AuCd exponents and the large difference between the exponents of the single
and polycrystalline Fe68.8Pd31.2 samples (see section 7.2.3 and 8.3) suggests that
further criteria, such as the degree of disorder or rate-dependent aging effects,
should be taken into consideration as well.


10 Outlook
The presented results of this work recommend a continuation of research activities
in several directions. New approaches can either arise from the combination of
the established AE technique with complementary experimental methods or from
the analysis of additional material systems.
Small modifications of the AE acquisition setup would allow the use of two
AE transducers. The resulting linear design would enable a localization of the
source of the AE events (see e. g. [21, 97]). Assuming a speed of sound in the
sample on the order of 1000 m/s, the high time resolution1 of 5·10−8 s enables a
localization within a small sample section of approximately 10µm thickness. This
could reveal valuable information on nucleation and growth processes. Spatial
information is especially useful to examine whether AE signals have a high degree
of correlation if they originate from a narrow sample region as opposed to events
resulting from different sample regions (see results of the detrended fluctuation
analysis of Au50.5Cd49.5 in section 8.2).
The application of stress to the sample provides the possibility to study the
transition under biased conditions and to analyze its effect on the transition
temperature and the signal strength. In addition to this, the use of strain gauges
enables the detection of length and volume changes occurring during the marten-
sitic transition. This is particularly valuable in combination with magnetic-field-
induced strain measurements, as it can prove or disprove some of the assumptions
presented in section 8.4.3.
The combination of AE and optical measurements is an interesting approach
as it compares surface and volume aspects of the transition. This is especially
interesting for the identification of the potent defect relevant for the formation of
a supercritical nucleus that starts the heterogeneous nucleation process. In-situ
imaging of the sample surface combined with the AE technique2 would provide
new means to correlate the surface pattern resulting from the self-accommodation
process with associated acoustic events during multi-cycle measurements. A
detailed analysis could help to further verify the hypothesis that changes in the
self-accommodation process can be observed in the total acoustic activity and the
associated signal strength, as described for Ni63Al37 in section 8.1.
1The sampling frequency of the AE acquisition system operating with two AE transducers is
20 MHz.
2The combination of optical surface imaging and the AE technique has already been used to
analyze the front propagation process in a CuZnAl single crystal [21].
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An in-situ measurement of AE spectroscopy during an XPCS experiment is
a promising approach due to the high sensitivity of both techniques towards
avalanche dynamics. It is in particular compelling since both techniques work on
complementary time and length scales: The AE technique monitors structural
changes occurring in the whole sample with a very high time resolution (see
above). By contrast, state-of-the-art measurements with coherent X-rays directly
monitor the sample dynamics on long time scales in the range of 1 s. Due to a
small spot size and a low penetration depth the X-ray technique only integrates
over a small sample volume of approximately 1000µm3.
Besides the combination of different in-situ measurement techniques it would
be interesting to evaluate further the adequacy of the universality classes proposed
in section 8.5. This would require experiments with additional shape memory
alloys that reveal different low temperature symmetries. The influence of the
sample dimension on the power law exponents as well as on the universality
class appear to be an interesting field of study with shape memory samples of
reduced dimensions such as thin-layer samples or nano-wires. Furthermore, the
study of new material classes that transform under AE such as ferroelectrics can
broaden the understanding of avalanche interface dynamics in multi-domain
systems. The measurement and evaluation procedures, proposed in this work,
will help to achieve comparable results in this context. Finally, a further analysis
of the proposed scaling relation E ∝ A2 would be interesting. This study should
be undertaken by comparing curve shapes of different AE signals by means of the
transient AE signal, instead of the extracted AE features, which have been mainly
analyzed in this work.
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A.1 Results of temperature calibration
In this section are given all parameters for the sample temperature calibration
(see section 5.2). With the temperature calibration it is possible to estimate the
(unknown) sample temperature TB from the measured sample holder temperature
TA. The two temperatures show the linear dependence:
TB = A · TA +B (A.1)
and should be measured in Kelvin.
NiAl
rate (K/min) 10 5 4 3 2 1 0.5 0.1
cooling, B 11.7445 9.8603 9.4585 9.0890 8.7073 8.0022 7.3357 6.9472
cooling, A 0.9629 0.9680 0.9690 0.9701 0.9712 0.9734 0.9756 0.9766
heating, B 11.0458 9.5209 9.1372 8.7975 8.4186 7.7794 7.3231 6.9947
heating, A 0.9597 0.9661 0.9676 0.9690 0.9706 0.9732 0.9750 0.9764
AuCd
rate (K/min) 10 5 4 3 2 1 0.5 0.1
cooling, B 24.2087 14.4267 12.8603 11.1108 9.1559 7.8484 7.0125 5.8094
cooling, A 0.9220 0.9533 0.9582 0.9638 0.9700 0.9740 0.9765 0.9805
heating, B 24.4182 14.6264 12.6262 10.8493 9.1446 7.5722 6.7285 5.4626
heating, A 0.9178 0.9503 0.9570 0.9630 0.9688 0.9742 0.9772 0.9815
FePd
rate (K/min) 10 5 4 3 2 1 0.5 0.1
cooling, B 3.1012 3.4527 2.8389 3.3668 3.2425 2.9363 2.6700 3.5355
cooling, A 0.9898 0.9884 0.9907 0.9889 0.9892 0.9902 0.9912 0.9884
heating, B 2.9614 3.3739 2.6988 3.2766 3.1460 2.9358 2.6891 3.4810
heating, A 0.9901 0.9877 0.9909 0.9878 0.9884 0.9895 0.9906 0.9863
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CuZnAl
rate (K/min) 10 5 4 3 2 1 0.5 0.1
cooling, B 1.9411 1.7242 2.1187 2.0990 1.9209 2.1686 1.7243 1.5394
cooling, A 0.9937 0.9943 0.9931 0.9932 0.9937 0.9932 0.9943 0.9949
heating, B 1.9442 1.7096 2.0881 2.0581 1.9107 2.1058 1.7254 1.5992
heating, A 0.9931 0.9941 0.9922 0.9922 0.9929 0.9916 0.9937 0.9946

List of Figures
2.1. Phase diagram of water with the triple point (A), the critical point
(C), the sublimation line (D), the vaporization line between (A) and
(C), and the melting line (B). . . . . . . . . . . . . . . . . . . . . . . 5
2.2. Representation of the free energies of two phases in the vicinity
of the phase transition. At the thermodynamic equilibrium tem-
perature T0 both phases have the same free energy. At a lower
temperature, the low temperature phase is energetically favored
whereas at a higher temperature the high temperature phase is
favored. The temperature is only one example of a possible control
parameter. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.3. Representation of the free energy G calculated within a Landau
theory as a function of the order parameter η at selected temper-
atures. (Left for a continuous, right for a discontinuous phase
transition.) Note the different local and global energy minima for
both transitions at the relevant temperatures, which reveal the con-
tinuous respectively the discontinuous character of the transitions
(adapted from [78] and [172]). . . . . . . . . . . . . . . . . . . . . . 8
2.4. Nucleation energy barrier as a result of competing interfacial and
volume energies (left). A generic radius dependence is supposed,
G ∝ r2 for the interfacial term (blue line) and G ∝ r3 for the volume
term (red line). The resulting nucleation barrier (black line) has
its maximum at the critical radius rc, which has to be overcome
for a successful nucleation. On the right hand side is shown the
non-equilibrium temperature-density phase diagram of a fluid.
The area of coexistence is divided into an unstable and a metastable
region between the phase boundary curve and the (dotted) spinodal
curve. By quenching outside the critical point the system crosses
a metastable state of undercooling and reaches the (unstable)
area of spinodal decomposition, which is the separation of two
macroscopic phases inside the coexisting region. . . . . . . . . . . 12
2.5. Comparison of the discontinuous (left) and the continuous (right)
phase transition. The figure shows the behavior of the free energy
and its first and second derivative as a function of the temperature. 13
215
List of Figures
2.6. Temperature-density phase diagram of several fluids including a
discontinuous (blue isotherms with short bars) and a continuous
phase transition (red isotherm with long bars) at and below the
critical point. After normalizing the data of all substances to their
critical values all curves collapse on an universal curve. The fitted
line represents a power law (ρ − ρc) ∝ (T − Tc)β with T ≤ Tc and a
critical exponent β = 1/3 (adapted from [53]). . . . . . . . . . . . . 14
2.7. A power law f (x) = xα is form-invariant under a linear rescaling
of x. Graphically, this can be understood by comparing the two
scaled functions f (x) = xα and f (n · x) = (n · x)α normalized by
their maxima max(f (x)) and max(f (n ·x)), respectively. By contrast,
exponential functions cannot be normalized in a way that they
scale after a rescaling of x. . . . . . . . . . . . . . . . . . . . . . . . 15
3.1. All forms of ferroic order and their characterization under parity
operations of space and time (adapted from [185]). . . . . . . . . . 22
3.2. Classification of solid-solid phase transitions by their symmetry
characteristics [80, 178] (and adapted from [75]). . . . . . . . . . . 23
3.3. Classification of heterogeneous solid-solid phase transitions with
regard to their predominant growth processes. The characteristics
marked in red are typical for martensitic transitions (adapted from
[27] and [75]). Some numerical values of characteristic properties
of typical classical martensitic transitions and of shape memory
alloys can be found in table 3.1. . . . . . . . . . . . . . . . . . . . . 24
3.4. Classification of diffusionless phase transitions in solids by ener-
getic considerations. The path marked in red is characteristic for
shape memory alloys (adapted from [30] and [75]). . . . . . . . . . 25
3.5. Formation of martensitic variants under cooling in two dimensions
(left) and three dimensions (right). The transition leaves the orien-
tation relationship and nearest neighbors unchanged. Nevertheless,
the distortion results in a reduction of the symmetry of the unit
cell. On the left hand side is shown the distortion of the square
two-dimensional elementary cell into the two possible variants.
Note that the two occurring variants cannot be converted into each
other by a rotation. On the right hand side can be seen a three-
dimensional cubic unit cell in the parent phase and one possible
variant in the product phase. In higher dimensions more variants
are available to be formed. . . . . . . . . . . . . . . . . . . . . . . . 26

List of Figures
3.6. Hysteretic dependence of the amount of transformed martensite as
a function of the temperature. The blue line represents the cooling
and the red line the heating process. The hystereses widths vary
between 100 K in case of classical ferrous alloys and 10 K in case of
shape memory alloys (see as well table 3.1). . . . . . . . . . . . . . 27
3.7. The minimization process of strain energies during the martensitic
transformation leads to a spontaneous self-arrangement of strain
domains resulting in a highly oriented surface relief. . . . . . . . . 28
3.8. Schematic representation of self-accommodated variants during
the martensitic transition separated by the habit plane from the
high temperature phase. The variant pairs V1 and V2, and V3 and
V4 each share a twin boundary [54]. . . . . . . . . . . . . . . . . . . 28
3.9. Microscopic delineation of a half-transformed crystal with the
martensitic variant structure on the right (twin boundaries) and the
parent phase on the left. The atoms situated along the interfacial
boundary store elastic energy due to the crystal lattice misfit, which
is indicated by small springs. . . . . . . . . . . . . . . . . . . . . . . 29
3.10. The martensitic transition implies a change of shape and sound
(see definition of Clapp [29]), which allows for both optical and
acoustical experimental methods. Several experimental methods
(x-ray techniques, neutron scattering, AE-techniques and optical re-
flection methods) are possible, from which two suitable techniques
are schematically depicted. The optical method (top) works with
the reflection of a laser beam which is scattered in a characteristic
pattern by the martensitic surface relief (e. g. [77, 90, 111]). The
acoustic emission (AE) technique (bottom) used in this work is a
volume-sensitive method measuring the acoustic emission gener-
ated during the martensitic transition (for details see section 4.1
and 6). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.11. Depiction of the concise definition of a martensitic transition given
by Christian, Olsen, and Cohen [28], which serves as a summary of
the main characteristics of martensitic transitions described in this
section. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.12. Depiction of nucleation thermodynamics for both isothermal and
athermal transitions [68]. The nucleation barrier and driving force
∆G are displayed at the thermodynamical equilibrium tempera-
ture T0, at the martensitic transition temperature Ms , and at a
temperature T in between [68]. . . . . . . . . . . . . . . . . . . . . 32

List of Figures
3.13. Thermodynamics of isothermal transitions. On the left is shown a
schematic depiction of two opposing effects leading to a maximum
of the transition rate. High temperatures enable thermal activation
but reduce the driving force of the transition. Low temperatures
lead to a high driving force, but result in a low thermal activation.
On the right hand side is depicted a TTT-diagram of a generic
isothermal transition with the characteristic nose-temperature TN
where the waiting time shows a minimum until a certain amount
has transformed. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.14. TTT-diagrams of an athermal (a) and an isothermal transition (b) in
the Kakeshita model. The arrows indicate the holding temperatures
[128]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.15. Comparison of the classical picture of athermal transition kinet-
ics with the models proposed by Kakeshita et al. [67], Otsuka
et al. [128], and Planes et al. [143]. The authors follow different
approaches which are contradictory with respect to the role of diffu-
sion, the statistical nature of Ms, and the coexistence of isothermal
and athermal transitions [90, 112]. . . . . . . . . . . . . . . . . . . 35
3.16. Schema of the development of avalanche dynamics in athermal
martensites. A continuous driving force is applied to a system,
for example by changing the temperature at a fixed rate (a). The
way through the complex energy landscape consisting of several
metastable states (here represented by the football Teamgeist) (b)
leads in spite of the continuous excitation to a discontinuous
response (c). The sudden changes of the response function (d)
indicate the avalanche behavior of the transition dynamics. . . . . 36
3.17. Simulation of a fluctuationless first-order phase transition of Cu-
Al-Mn as a function of disorder. Hysteresis cycles at different
degrees of disorder on the left. Little disorder leads to a few
(large) avalanches and a sharp hysteresis (bottom), whereas large
disorder results in many (tiny) avalanches with a smooth hysteresis
(top). The corresponding avalanche distributions on the right are
shown as a function of disorder, too. The dotted curves are fits of
equations 3.2. The first four histograms show subcritical behavior
(λ > 0). The fifth histogram almost displays critical behavior
without exponential correction (λ ≈ 0) and the last two histograms
show supercritical behavior ((λ < 0)) (adapted from [190]). . . . . 38

List of Figures
3.18. Incomplete phonon softening of the [ζζ0] TA2 mode in Ni62.5Al37.5,
analyzed by neutron scattering. (a) Dispersion curves of the TA2
mode at different temperatures with a minimum at ζ = 0.16. (b)
Temperature-dependence of elastic neutron scattering in the same
direction leading to the central peak. (c) Temperature-dependence
of the squared energy of the same mode at its minimum (adapted
from [166]). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.19. Incomplete phonon softening of the [ζζ0] TA2 mode in Ni2MnGa,
analyzed by neutron scattering. (a) Dispersion curves at differ-
ent temperatures with a minimum at ζ = 0.33. (b) Temperature-
dependence of the squared energy of the same mode at its mini-
mum. Tp indicates the premartensitic transition, Tm the martensitic
transition and TC the Curie temperature [209]. . . . . . . . . . . . 42
3.20. Pretransitional tweed pattern experimentally observed (left) and
simulated (right). Micrograph of the mesoscopic tweed structure of
a Ni-Al sample observed via transmission electron microscopy [72]
(left). Visualization of calculations based on a two dimensional
model for tweed pattern [71] (right) (for more details about the
simulation process and for some visualizations of the simulation
results see [162]). . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.21. Magnetic-field-dependent shift of the martensitic equilibrium
temperature T0 for a Ni2MnGa alloy. The solid curve represents the
calculated result using the integrated Clausius-Clapeyron equation
3.4 (adapted from [74]). . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.22. Mechanism of the magnetic-field-induced twin boundary mo-
tion (left) and phase boundary motion (right) in case of the weak
anisotropy limit with a relatively large Zeeman energy [118]. . . . 45
3.23. Mechanism of the magnetic-field-induced twin boundary motion
(left) and phase boundary motion (right) in case of the strong
anisotropy limit with a relatively low Zeeman energy [118]. . . . . 46
3.24. Depiction of the optimal field orientation for achieving large strains
regarding the twin boundary Θ as a function of the angle φ, de-
scribing the orientation relation between both twin variants [118]. 47
3.25. Summary of the stress-strain behavior of a generic shape memory
alloy at different temperatures. The first coordinate system in the
front shows the usual stress-strain behavior of solids with the linear
elastic strain and a plastic deformation at high stresses. The second
coordinate system shows superelasticity at a constant temperature.
In the back of the coordinate system the shape memory effect is
shown (adapted from [11]). . . . . . . . . . . . . . . . . . . . . . . . 48

List of Figures
3.26. Two applications of the shape memory effect: A stent used in
medical engineering (left) and an adaptive winglet as part of an
aircraft (right). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.27. Schematic representation of the microscopic mechanism responsi-
ble for the shape memory effect. One cycle consists of three steps:
1) cooling into the martensitic phase, 2) deformation by an external
force, and 3) heating into the high temperature phase. . . . . . . . 50
3.28. Illustration of the shape memory effect. The temperatures of the
paper clip example at the bottom have been chosen according to
the transition temperatures of the Ni63Al37 sample analyzed in
this work (Ms = 298 K, As = 264 K; see table 7.1 in section 3.5.1)
(adapted from [129] and [56]). . . . . . . . . . . . . . . . . . . . . . 51
3.29. Typical stress-strain diagram of a NiTi shape memory alloy exhibit-
ing superelasticity [105]). . . . . . . . . . . . . . . . . . . . . . . . . 52
3.30. Magnetic-field-induced growth of twin-variants with a favorable
orientation consuming the unfavorably oriented variants with
respect to the externally applied field. At zero field (left) the
martensitic structure consists of self-accommodated variants. At
small fields H1 (middle), when the pressure caused by the differ-
ences in anisotropy energy exceeds the effective elastic modulus,
some variants rotate and align with the field. Fields H2 larger than
the critical field Hc give rise to a single-variant state (right). An
important factor in this process is the mobility of the martensitic
domain walls [184]. . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
3.31. Magnetic-field-induced strains in a Ni0.498Mn0.285Ga0.217 single
crystal at selected stresses externally applied opposing the strain
(with 795.77kA/m being equivalent to 10 kOe being equivalent to
1 T) [113]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
3.32. Acoustic activity of a stress-driven martensitic transition. The
red dashed line shows the acoustic activity N˙ and the black con-
tinuous line represents the time derivative of the strain ˙, both
as a function of time. The correlation indicates a proportionality
relation between the transformed fraction of martensite and the
corresponding acoustic activity N˙ . The curves in (a) correspond
to a constant stress and the curves in (b) to increasing stress at a
fixed rate (σ˙ = 0.28 Mpa/s). The inset shows the correlation function
between the acoustic and the strain data [21]. . . . . . . . . . . . . 58
3.33. Illustration of possible components of a strain tensor σij(t, ~x) in
Cartesian coordinates [155]. . . . . . . . . . . . . . . . . . . . . . . 59

List of Figures
3.34. Equilibrium phase diagram of Ni-Al [145] which has been extended
to the martensitic transitions. Martensitic transitions are observed
only in a narrow composition range of 0.60 ≤ x ≤ 0.68 NixAl1−x.
The represented martensitic transition temperatures have been
extracted from [154]. The combined phase diagram can be found
in [141]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
3.35. Equilibrium phase diagram of Au-Cd with indicated martensitic
phase [145]. Close to its stoichiometric composition Au-Cd shows
a martensitic transition and the shape memory effect. . . . . . . . 66
3.36. Equilibrium phase diagram of Fe-Pd (left). Martensitic phase
diagram with a composition of approximately 30 % Palladium
(right). The black arrow indicates a possible path through the
martensitic transition. The shape memory effect occurs in the
ferromagnetic phase which enables a magnetoelastic coupling
(adapted from [146]). . . . . . . . . . . . . . . . . . . . . . . . . . . 67
3.37. Lattice parameters a and c of the cubic high temperature phase and
the tetragonal low temperature phase of a Fe0.312Pd0.688 polycrystal
on cooling (left) (adapted from [169]). Lattice parameter a and c
of a Fe0.312Pd0.688 single crystal as function of temperature under
cooling (right) (adapted from [64]). Both samples have the same
nominal composition as the samples analyzed in this work. . . . . 68
3.38. Unit cell of the austenitic phase of Ni2MnGa in the L21 structure.
Ni atoms are represented in blue, Mn and Ga in red and green,
respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
3.39. Functional phase diagram of the ternary alloy Ni-Mn-Ga. In the
ferromagnetic region (yellow), the red area has the highest mag-
netization. The dotted line surrounds the region of reversible
martensites. In the overlapping areas a magnetostructural inter-
play is possible (adapted from [174]). . . . . . . . . . . . . . . . . . 70
3.40. Transition temperatures of Ni2+xMn1−xGa as a function of the
composition parameter x. The number 1 labels the ferromagnetic-
paramagnetic coexistence line. Line 2 represents the temperature
of the premartensitic transition. Line 3 represents the martensitic
transition. Note that there is a composition where the premarten-
sitic transition temperature meets the martensitic transition tem-
perature and the martensitic transition temperature is equal to the
Curie temperature (adapted from [174]). . . . . . . . . . . . . . . . 71
3.41. The magnetic and martensitic transition temperatures (a) and the
tetragonal distortion of the martensitic unit cell via the c/a-ratio (b)
as a function of the electron concentration. The relation between
the stoichiometry and the electron concentration can be found in
table 3.3 (adapted from [186] and [174]). . . . . . . . . . . . . . . . 72

List of Figures
4.1. Flow process chart of the acoustic emission measurement chain
(adapted from [50]). . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
4.2. Photograph of the acoustic emission transducers used in this work.
From left to right: R15-LT, NANO30, PICO, and as a reference a
1-cent coin (adapted from [172]). . . . . . . . . . . . . . . . . . . . 76
4.3. A wave packet recorded during a martensitic transition. Two
extracted acoustic emission features, amplitude, and duration of a
hit are illustrated (adapted from [172]). . . . . . . . . . . . . . . . . 79
4.4. Interior view of the vacuum chamber. The compound of the heat
reservoir, the thermopile, and the sample holder with an embedded
temperature sensor are mounted on an isolated column (adapted
from [172]). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
4.5. Top view of the vacuum chamber and its lead-throughs. Starting
at the bottom, the following lead-throughs can been seen in a
clockwise order: power supply for the thermopile, tubes for the
cooling liquid, measuring leads for the AE signals, vacuum tube,
and measuring leads for the temperature sensor [172]). . . . . . . . 83
4.6. Schematic representation of the acoustic emission setup consisting
of a temperature-controlled sample holder and an electromagnet. 85
4.7. The figure shows a photograph of the disassembled custom-made
differential scanning calorimeter. On the left thermopile the
Ni52Mn23Ga25 sample (analyzed in this work) is placed, and on
the other thermopile is situated a copper reference sample. In the
background can be seen the copper housing of the apparatus on
the right and the disk for sample fixing on the left. . . . . . . . . . 86
5.1. Photograph of an aluminium test block prepared for the trans-
ducer performance test (left). The concentrically arranged points
mark the breaking points. Due to different transducer diameters,
circles of three radii are drawn. On the right hand side is shown
a customized mechanical pencil from the manufacturer Physical
Acoustics, which enables a constant breaking angle of 45 ° (right)
[172]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
5.2. Three-dimensional computer-aided design (CAD) model of the Au50.5Cd49.5
dummy sample, consisting of two copper parts and a temperature
sensor. The upper and the lower part, which perfectly match, have
a gap for the Pt-100 sensor. With the temperature data from the
embedded sensor the real sample temperature can be calculated
(c.f. equation 5.2). . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

List of Figures
5.3. The plot shows temperature TA, which is measured inside the
sample holder, and temperature TB, which is measured on top of
the sample holder. Both temperatures are measured at equilibrium
conditions with a homogenous temperature in order to estimate
the constant offset between both sensors. . . . . . . . . . . . . . . 91
5.4. The temperature of the dummy sample TB and the temperature of
the sample holder TA show a linear dependence. The represented
data belong to the Ni63Al37 calibration, which spreads over a wide
temperature range because of the relatively broad transition. For
clarity reasons, only every sixth point is plotted (adapted from [172]). 92
5.5. Exemplary results of the temperature calibration with the AuCd
dummy sample using the relation TB = A · TA +B, where TA is the
temperature of the sample holder and TB the temperature inside
the dummy sample. Results are depicted as a function of the rate
for both cooling and heating. . . . . . . . . . . . . . . . . . . . . . . 93
5.6. Three-dimensional model of the inner components of the vacuum
chamber. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
5.7. Exemplary part of the grid for the FEM simulation at the sam-
ple/sample holder interface. Note the different node densities with
a maximum at the interface between the sample and the sample
holder where the highest temperature gradients are expected. . . . 95
5.8. Results of an FEM temperature simulation of the sample environ-
ment. The figures show the temperature distribution at different
sample holder temperatures TA. At TA = 223K a small temperature
gradient between the sample holder and the reservoir can be seen
(left). As the sample is the coolest point in the chamber, a positive
heat flux into the sample occurs. At TA = 293K the sample holder
is the hottest point in the chamber, resulting in a large temperature
difference to the thermal reservoir (right). A different microclimate
develops, showing large gradients. The thermal bypass of the
screws and the thermal mass of the sandwich brass plate can be
identified by the deformed microclimate. . . . . . . . . . . . . . . . 96
5.9. Temperature distribution calculated by an FEM simulation. The
(almost) unicolored areas of the sample holder, the surrounding
teflon disk, and the sample show that the temperature gradients
appear at the interfaces. This behavior is reflected by the abrupt
temperature changes between the components. . . . . . . . . . . . 97

List of Figures
5.10. Thermal network representing the components of the AE setup, in-
cluding thermal masses and resistivities of the components sample,
sample holder, AE transducer, thermal reservoir, screws, brass-
teflon disk, and the chamber. All components named with a leading
C are thermal capacities. Their numerical values have the unit J/K.
Thermal resistances are named with a leading R and are measured
in K/W . The temperatures of the components are located at the
intersection points, named with a leading T and are given in Kelvin. 98
5.11. Qualitative comparison between experimental and simulated data
for Au50.5Cd49.5. The experimental data are measured with the
dummy Au-Cd sample (see section 5.2) For clarity reasons, only
every 5th point is plotted. Both curves show similar features. A
quantitative comparison can be found in figure 5.13. . . . . . . . . 101
5.12. Simulated heat fluxes into the sample and the transducer and the
temperature of the sample holder for Au50.5Cd49.5. The different
thermal masses of the sample and the transducer result in largely
varying time constants. To ensure the absence of transient effects
the second cycle is depicted. For clarity reasons, only every 4th
point is plotted. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
5.13. Quantitative comparison between experimental data from the
temperature calibration with the AuCd dummy sample and sim-
ulated data. All rates are represented using the linear relation
TB = A·TA+B. A qualitative comparison can be found in figure 5.11.
Despite of the large error bars, the simulation results are robust,
because the errors on A and B stabilize each other. A smaller factor
A leads in agreement with the error bar to a small increment of B
and vice versa. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
7.1. Exemplary histograms of the amplitude (left) and energy (right)
distribution with exponentially corrected power law fits (red line).
The data originate from a martensitic transition in Au50.5Cd49.5 at
a rate of 1K/min. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
7.2. Noise measurement with the vacuum setup using a steel dummy
sample and the PICO AE transducer. The diagram shows the
acoustic activity with a bin width of 200 mK. Several runs at
selected rates are averaged for cooling (blue line) and heating (red
line). The acoustic activity of the analyzed martensitic transitions
is much higher than this noise level. Depending on the sample the
signal to noise ratio lies between 100 and 2000. . . . . . . . . . . . 112

List of Figures
7.3. Noise measurement with the magnetic field setup using a cop-
per dummy sample and the R15-LT AE transducer. The diagram
shows the acoustic activity histogram with a bin width of 100 mK
in analogy to the real measurements with Ni52Mn23Ga25. In the
range of the martensitic transition below 210 K the noise can be ne-
glected. At higher temperatures in the region of the premartensitic
transition the noise level is comparable to the transition activity. . 113
7.4. Noise measurement with the field setup using a copper dummy
sample and the R15-LT AE transducer. The figure shows the color-
coded acoustic activity in a log-log histogram of the amplitude-
duration distribution. The comparison with figure 7.5 reveals that
the noise displays a special pattern, which allows to distinguish
between transition and noise signals. . . . . . . . . . . . . . . . . . 114
7.5. On the left can be seen the color-coded acoustic activity in a log-log
histogram showing the duration against the amplitude of useful
AE events and noise, which can be separated by an amplitude-
duration filter as indicated by the white dotted line (noise above
and transition signal below). On the right hand side is depicted a
histogram of the unfiltered amplitude data from the premartensitic
forward transition of the Ni2MnGa sample at selected applied
magnetic fields. The distributions show marked deviations from
power law behavior. . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
7.6. On the left hand side is shown the color-coded acoustic activity in
a log-log histogram showing the filtered signal distribution of the
duration against the amplitude (analog figures of the unfiltered
data set can be seen in figure 7.5). The right hand side shows the
corresponding histogram of the filtered amplitude distribution
of the premartensitic forward transition of the Ni2MnGa sample.
In contrast to the unfiltered data the distributions now can be
described by power laws over more than three orders of magnitude,
providing evidence for a consistent filtering procedure. . . . . . . 115
7.7. Schematical depiction of the hit energy detection process where
the vertical cutoff at the threshold leads to a smaller hit energy.
The energy integral includes the green colored oscillations and
excludes the red edge regions. In real waveforms, the fraction of
rejected areas is usually very small (see figure 4.3). . . . . . . . . . 116

List of Figures
7.8. Photograph showing the analyzed samples in their parent phase at
room temperature and a 1-eurocent coin as a reference. From left
to right: Au50.5Cd49.5, Ni63Al37, Cu68Zn16Al16 (which will serve
as a reference in section 8.5 and in the introduction of chapter 8),
and Fe68.8Pd
single
31.2 (both the single crystal and the polycrystal have
identical shapes). In the upper right corner a photograph of the
Ni52Mn23Ga25 sample has been added according to scale. . . . . . 117
7.9. Micrograph showing the Ni63Al37 sample surface in the martensitic
phase. The surface relief, originating from the self-accommodation
process, is highly oriented. . . . . . . . . . . . . . . . . . . . . . . . 118
7.10. Micrographs showing a section of the Ni63Al37 sample surface in
the high temperature phase (top) and in the low temperature phase
(center and bottom). In the low temperature phase cracks can be
identified. The dotted white line is a guide to the eye tracing a crack.
In the micrograph at the bottom the same crack is highlighted by
arrows [90]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
7.11. Comparison between the mean acoustic activity and calorimetric
data during the martensitic forward and reverse transition of the
Ni63Al37 sample. For clarity reasons, the data of the reverse transi-
tion have been plotted with negative values. The temperature offset
between the acoustic and calorimetric data can be explained by the
absent temperature calibration of the calorimetric measurement. . 120
7.12. Comparison of the mean energy distribution and the acoustic
activity of the Ni63Al37 sample as a function of temperature, exem-
plarily shown at a rate of 1 K/min. With adequately chosen ordinates
both curves show a high degree of scaling. The forward transition
can be seen on the left and the reverse transition on the right. . . . 120
7.13. Color-coded acoustic activity in an amplitude-duration histogram
of all rate-dependent measurements of the Ni63Al37 sample. Am-
plitude and duration show a positive correlation centered at low
amplitudes and small durations. . . . . . . . . . . . . . . . . . . . . 121
7.14. Mean acoustic activity of the forward (left) and reverse transitions
(right) of the Ni63Al37 sample at three selected rates (0.1 K/min,
1 K/min, and 10 K/min). . . . . . . . . . . . . . . . . . . . . . . . . . . 121
7.15. Total acoustic activity of the forward (blue) and reverse transitions
(red) of the Ni63Al37 sample during a multi-cycle measurement
(152 cycles at a rate of 10 K/min). For clarity reasons, the acoustic
activity of the forward transition has been divided by two. . . . . . 122

List of Figures
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Bottom: λ-values of the exponential correction terms e−λAA (left)
and e−λEE (right) of the amplitude and energy distributions. . . . 124
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31.2 sample at selected rates.
Top: Log-log histograms of the mean amplitude (left) and energy
distributions (right).
Center: Amplitude and energy exponents α (left) and  (right).
The exponents have been determined by the maximum likelihood
method using the equations p(A) ∝ A−αe−λAA and p(E) ∝ E−e−λEE .
The red dotted lines are guides to the eye indicating the mean
values.
Bottom: λ-values of the exponential correction terms e−λAA (left)
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The red dotted lines are guides to the eye indicating the mean
values.
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