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Abstract
Neural coding is a key problem in neuroscience, which can promote people’s understanding of the mechanism that
brain processes information. Among the classical theories of neural coding, the population rate coding has been
studied widely in many works. Most computational studies considered the neurons and the corresponding presynaptic
synapses as pre-determined excitatory or inhibitory types. According to physiological evidence, however, that the
real effect of a synapse is inhibitory or excitatory is determined by the type of the activated receptors. The co-
release of excitatory and inhibitory receptors in the same synapse exists widely in the brain. In this paper, we study
the population rate coding in recurrent neuronal networks with undetermined neurons and synapses, different from
the traditional works, in which one neuron can perform either excitatory or inhibitory effect to the corresponding
postsynaptic neurons. We find such neuronal networks can encode the stimuli information in population firing rate
well. We find that intermediate recurrent probability together with moderate Inhibitory-Excitatory strength ratio can
enhance the encoding performance. Suitable combinations of the previous two parameters with the noise intensity, the
excitatory synaptic strength and the synaptic time constant have promoting effects on the performance of population
rate coding. Finally, we compare the performance of population rate coding between the traditional (determined)
model and ours, and we find that it is rational to consider the co-release of inhibitory and excitatory receptors.
Keywords: Neural coding, population rate coding, recurrent neuronal network
1. Introduction
One of the most fundamental question in neuroscience is the problem of neural coding, which is a key to under-
stand the brain. A neural coding is a system of rules and mechanisms by which a signal carries information[1]. To
our knowledge, generally two types of neural coding are mainly considered including rate coding[2–7]and temporal
coding[8–12]. In the rate code paradigm, neuronal information is carried by the mean firing rate of neurons. In the
temporal code paradigm, which is also called synchrony code, neuronal information is represented by the precise
spiking timings of neurons. Though the two paradigms are alternative to each other, however, some works thought
that the brain may work in a combination of both paradigms[13–17]. Up to now, how neuronal information is coded
in the brain cortex is still under debate.
In these neural coding hypothesis, population rate coding is an ingenious hypothesis worth paying attention to.
According to the classical rate coding, neurons encode the information in rate coding through representing it in the
number of spikes per observation time window(firing rate)[18, 19]. The neurons, however, need a short integration
time to estimate the signal[20]. If it is required for every synaptic stage to average in time calculating the firing
rate, the rate code is highly impossible for the information coding in the brain in that the brain is a highly efficient
machine so its mechanism of information coding is ought to be efficient. The population rate coding was introduced,
which calculates the population firing rate instead of the mean firing rate, improving the efficiency of rate coding.
The population rate coding is based on the experimental observation with the intensity of the external stimuli[21, 22].
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The population rate coding is capable of faster and more accurate processing since averaging is performed across
many fast responding neurons[21, 23–25]. Recently, the population rate coding has been widely investigated in many
works[6, 14, 26–28].
In most theoretical studies mentioned above, they only considered excitatory neurons or synapses but ignored the
recurring properties in neuronal networks. In the real biological neuronal network, there exist not only excitatory
neurons or synapses. The dynamics of excitatory-inhibitory (E-I) neuronal networks has been investigated in many
works[29–33]. Activity patterns and spiking dynamics in E-I recurrent networks were systematically studied in these
works. What’s more, signal coding in recurrent E-I network also attracted much research[12, 17, 27, 28, 31, 34, 34–
39]. In most works, neurons are considered into excitatory and inhibitory neurons and whether the synaptic connec-
tions are excitatory or inhibitory is mainly determined by the type of presynaptic neurons. However, according to
physiological evidences, the property of the synapses should be determined by the type of activated receptors[40]. If
excitatory receptors are activated, then the synapses are excitatory; Otherwise, they are inhibitory. Shrivastava et al.
reviewed that inhibitory receptor GABA co-releases with the excitatory receptor, e.g., glutamate, at the same presynap-
tic synapse, which suggested that the cross-talk between different types of receptors might be a general phenomenon
in the nervous system[41]. Furthermore, recently Kantamneni reviewed that how GABA receptor activity influences
glutamate receptor function and vice versa, which concluded that the cross-talk between excitatory and inhibitory
receptors plays a key role in the balance between excitatory and inhibitory neurotransmission in brain[42]. There-
fore, inspired by these experimental studies, we construct a novel neuronal network, instead of taking pre-determined
excitatory and inhibitory neurons, in which the excitatory and inhibitory synapses grow from the same one neuron
with the ratio of 4:1. Meanwhile, for simplicity, that one postsynaptic neuron receives the excitatory and inhibitory
synapse from the same presynaptic neuron at the same time is avoided. Unlike the former works, in this paper, we will
discuss population rate coding in such neuronal network, in which the excitation or inhibition of synaptic connections
is just determined by the type of activated receptors, namely, the same presynaptic neurons might perform excitatory
or inhibitory effects on the corresponding postsynaptic neurons. In the following content, we will mainly study the
representation of population firing rate in such a recurrent neuronal network.
In this paper, we construct a neuronal network in a more biological manner to study the population rate coding. The
contents are arranged as follows. In ’Model and method’ section, we introduce the computational model of neurons,
synapses, and networks as well as the measurements of the neuronal information coding. In ’Results’ section, the
effects of some critical parameters on the population rate coding will be illustrated and discussed. Lastly, we try
to compare the performance of population rate coding in the different model and ours. In ’Conclusion’ section, we
summarize the conclusions of this work and have some discussions about the further works in the future.
2. Model and Method
2.1. Network Topology
The recurrent network constructed in this paper is shown in 1. The network consists of N neurons coupled
through excitatory and inhibitory synaptic connections. Neurons connect to each other with probability Prc through
recurrent connections, 80% of which are excitatory synaptic connections while 20% are inhibitory, namely, excitatory
probability PErc = 0.8 and inhibitory probability P
I
rc = 0.2. Notably, excitatory connections could grow from a neuron
who also grow inhibitory connections. Generally, N = 100 and Prc = 0.12 otherwise specified.
2.2. Neurons and Synapses
The neuron model used in this paper is the Hodgkin-Huxley model[43] whose dynamics is shown as follows.
C dVidt = I
ext − gNam3i hi(Vi − VNa) − gKn4i (Vi − VK) − gl(Vi − Vl) + I syni + Dξ,
dmi
dt = am(Vm)(1 − m) − bm(Vm)m,
dhi
dt = ah(Vh)(1 − h) − bh(Vh)h,
dni
dt = an(Vn)(1 − n) − bn(Vn)n,
(1)
where Vi denotes the membrane potential of each neuron i (i = 1, . . . ,N). C = 1 µF/cm2 is the membrane capacity.
Iext denotes the external stimuli injected into all neurons in the network. m, h, n are activation and inactivation gate
2
Exc. Inh.
Figure 1: The illustration of the recurrent network. The light blue circles denote the neurons whose total number is N. The red arrow lines
denote excitatory synaptic connections while the blue lines with a point denote inhibitory synaptic connections. The ratio between the quantity of
excitatory and inhibitory synaptic connection in such a network is about 4:1.
variables of sodium channels, activation gate variable of potassium channels, respectively. gNa = 120 mS/cm2; gK =
36 mS/cm2 are the maximal sodium and potassium conductance, respectively. VNa = 50 mV , VK = −77 mV , Vl =
−54.4 mV are the reversal potential of sodium, potassium, leaky currents, respectively. I syni is the synaptic current of
each neuron from the coupled presynaptic neurons. Dξ is the background noise with D denoting the noise intensity
and ξ being the white Gaussian noise, whose mean is zero and the standard deviation is 1. The function ax(V)
and bx(V) with x = m, n, h are given by: am = 0.1(V + 40)/(1 − exp[(−V − 40)/10]), bm = 4exp[(−V − 65)/18],
ah = 0.07exp[(−V − 65)/20], bh = 1/(1 + exp[(−V − 35)/10]), an = 0.01(V + 55)/(1 − exp[(−V − 55)/10]),
bn = 0.125exp[(−V − 65)/80] from Hansel et al[44].
A neuron’s synaptic currents are shown as follows. Synaptic connections here are modeled as a conductance-based
model.
I syni =
N∑
1
G(t)(V(t) − Vsyn), (2)
where N denotes the amount of presynaptic neurons coupled with the neuron (i). Vsyn denotes the reversal potential
of synapse with Vsyn = 0 for excitatory connections and Vsyn = −75 mV for inhibitory connections. G(t) denotes the
synaptic conductance. In detail, the conductance is written as
Gx(t) =
{
gxα(t − tspk), t − tspk > 0
0, else , (3)
with α(t) = (t/τ)e(−t/τ). tspk is the spike timings of the presynaptic neurons. τ is synaptic time constant. For excitatory
connections, τexc = 0.3 ms. For inhibitory connections, we set τinh = 0.6 ms. If not specified below, the excitatory
synaptic strength is set as gexc = 0.102. The inhibitory synaptic strength ginh is calculated by excitatory one. The ratio
between them is
R =
ginh
gexc
, (4)
through which we could control the value of ginh to modulate the degree of inhibition in the population as well as the
population firing pattern.
2.3. Time-varying external input current
In order to study the rate code, we use a kind of time-varying external input current I(t) which is used ubiquitously
in many papers[6, 27, 28, 38], also named a half-wave rectified Gaussian noise.
I(t) =
{
Kη(t), i f η ≥ 0
0, i f η < 0 , (5)
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with K = 15 denoting the modulation strength. η(t) is an Ornstein-Uhlenbeck process whose dynamics equation is
τc
dη(t)
dt
= −η(t) + √2Aξ(t), (6)
where ξ(t) is a Gaussian white noise, correlation time τc is set as 80 ms. If not specified, the external input current
intensity is set as A = 200.
2.4. Methods
2.4.1. Population firing rate
The population firing rate is used to represent the signal, which is calculated as
p(t) =
N(∆t)
∆t
, (7)
where ∆t is a given short time interval centered at time t, whose value here is taken as 1 ms, N(∆t) is the total amount
of spikes in the neuronal population during the given time interval.
2.4.2. Encoding quality
The correlation coefficient C(τ) of input s(t) and population rate p(t) in target layer i is introduced to quantify how
well the input is encoded and propagated by the network. C(τ) is calculated as[12]
C(τ) =
〈[s(t) − s¯][p(t + τ) − p¯]〉t√〈
[s(t) − s¯]2〉t 〈[p(t + τ) − p¯]2〉t , (8)
where p(t) is the population firing rate in a 10 ms time window sliding with a step of 1 ms. Here we term the
maximum of the correlation coefficients as encoding fidelity, Q = max{(C(τ)}, through which we could know how
much information is captured by population firing rate.
2.4.3. Synchrony degree
The synchrony degree is used to quantify how synchronously the neurons in the network generate spikes, by which
we could determine the local state of neuronal population and do more analysis. The synchrony degree S is quantified
by the population coherence measure S. S is calculated as[45]
S =
1
N(N − 1)
N∑
i=1
∑
j=1, j,i
ki, j(∆t), (9)
where N is the size of a subnetwork. ki, j is the coherence measure of a neuron pair calculated as
ki, j =
∑T/∆t
l=1 X(l)Y(l)√∑T/∆t
l=1 X(l)
∑T/∆t
l=1 Y(l)
, (10)
where X,Y are the discretizing action potential trains of neuron pair respectively. In detail, one would divide the two
time trains whose interval is T into small bins of τ, then write the trains as
X(l),Y(l) =
{
1, i f spike
0, else ,
where l = 1, . . . ,T/∆t.
3. Results
In this section, the simulation results and relevant analysis are presented. We mainly pay attention to discussing
how stochastic stimuli can be represented with the population firing rate in the studied neuronal network and how to
improve the encoding quality. The key parameters we investigate include I/E strength ratio R, recurrent probability
Prc, noise intensity D, excitatory strength gexc, and the synaptic time constant τexc, τinh. Finally, we compare the
encoding quality in our considered network with the neuronal network with determined neuron types in the previous
studies.
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3.1. I/E strength ratio and recurrent probability
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Figure 2: (a) A glimpse that the effect of R on the encoding quality Q. The coding quality in the first layer as a function of the I/E synaptic strength
ratio R. The encoding quality has a better performance as R locates in a moderate range. Prc = 0.1, D = 1, gexc = 0.102, τexc = 0.3, τinh = 0.6.
(b)(c)(d) The typical results of population firing rate encoding from the same stimuli injected into the recurrent network. From the top to the bottom
are input, spike raster, and population firing rate, respectively. (b), (c), (d) are R = 5, R = 25, R = 60, respectively, and the case of R = 25 is of the
best performance.
The network state has a directive effect on information encoding. How the network state affects the population rate
coding quality is an important problem. In the current studied network, the ratio between inhibitory and excitatory
synaptic strength directly determine the network state, making which more excitatory or inhibitory. If the ratio is
small, the excitation dominates, otherwise, inhibition dominates. Meanwhile, the recurrent probability Prc determines
how much tightly the neurons in the network connect with, which directly influences the total number of excitatory
and inhibitory connections, respectively. That is to say that the I/E strength ratio R and recurrent probability Prc
definitely have a great influence on the network’s state. In this subsection, therefore, we first discuss the effects of R
and Prc on the encoding quality Q.
We first show a curve of Q versus R under some certain parameters in Fig. 2(a). From this glimpse that the effect
of R on the encoding quality Q, we see that there might exist an optimal range of R for a better encoding performance,
which in this figure suggests a range of 15 < R < 40. The encoding quality Q takes higher than 92% denoting that
the current studied network encodes the stimuli into population firing rate as much as 92% or even more. It is a
positive phenomenon for us because the high Q suggests that the model we construct in this paper is able to encode
input information and the population rate code could represent the stimuli well. The typical results are shown in the
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Fig. 2(b)(c)(d), in which the top, middle, and bottom represent the stochastic input, network spiking raster and the
corresponding population firing rate, respectively. Comparing to the other two cases, the case R = 25 has a better
performance on representing the input using population firing rate, which preserves the input more completely while
in the other two cases some signals are weakened or amplified.
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Figure 3: Encoding quality Q depending on R and Prc. The color code denotes the coding quality with dark blue being the best cases. In the
parameter space of R and Prc it seems that Q takes higher values below the black dashed curve(noted as blue area) while smaller values above
the dashed curve(noted as white area). In the blue area, especially around Prc = 0.1, the quality Q has a clear tendency to increase first and then
decrease similar to the curve shown in 2(a). The encoding quality has a better performance when the recurrent probability is set around 0.1. D = 1,
gexc = 0.102, τexc = 0.3, τinh = 0.6. (Averaged in 10 trials).
The Fig. 2 obviously shows that the I/E strength ratio has an important role in the population rate coding and the
firing of neurons in the network. What does it happen if Prc is altered? Now, we test the encoding quality versus
different R and Prc. The results that effects of Q on the parameters Prc and R are shown in the Fig. 3. From this figure,
however, we see that the curve as is shown in the Fig.2(a) is not adapted to every values of Prc. In the parameter
space of R and Prc it seems that Q takes higher values below the black dashed curve(noted as the dark blue area)
while smaller values above the dashed curve(noted as the light blue area). Interestingly, for every Prc, there exists an
optimal range of R in which Q takes higher values while smaller values out of the range.
From the statistical characteristic shown in the Fig. 4(a), the mean values of Q, however, present a decaying
trend as R increases, in which the large error bars are almost due to the lower encoding quality in the light blue area.
Therefore, we should focus on the dark blue area with high encoding performance. The green curve in Fig. 4(b)
shows that Q presents a decaying trend with increasing Prc and takes optimal values around Prc ≈ 0.1. According to
the two statistical results and corresponding analysis, we now turn to the Fig. 3 again. Obviously, most optimal ranges
of R located in the dark blue area, though the range gets narrower as Prc increases. In the dark blue area, especially
around Prc = 0.1, the quality Q has a clear tendency to increase first and then decrease similar to the curve shown in
2(a). We call this curve with such a tendency the idealized curve. The encoding quality has a better performance as
the recurrent probability is set around 0.1.
In order to determine the relationship of Q versus Prc around R ≈ 0.1, we show some curves selected from the
results around R ≈ 0.1 in the Fig. 3. As the Fig. 4 illustrates, almost all of the five curves have the idealized tendency
of Q versus R. However, in details, the curve tends to be saturated as R increases if Prc > 0.12; the curve tends to
decay rapidly as R increases if Prc < 0.12. In other word, the optimal range tends to be wider for Prc > 0.12 while
narrower for Prc < 0.12. In the following simulations, we choose Prc = 0.12 cause that it is a compromise of the
previous two cases which has no obvious saturation and sharp decay but a suitable optimal range of R.
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Figure 4: Statistical results and samples of data from the effects of Prc and R on the population rate coding. (a) The purple line denotes the mean
values of Q vs. R under different Prc. The purple bar denotes the corresponding SD. (b) The green line denotes the mean values of Q vs. Prc under
different R and the green bar denotes the corresponding SD. (c) The effects of R and selected Prc on the population rate coding. The subgraph
denotes the overlapping curves located in the gray area where R takes value from 12 < R < 30. The encoding quality performs worse in the case of
low and high values of R while better in the moderate values of R. 0.08 <= Prc <= 0.16.
3.2. Effects of considered parameters on population rate coding
3.2.1. Noise intensity
Neurons in the biological environment receive background noise from time to time and fire spikes spontaneously.
In the studied work, we use Gaussian noise to mimic the background noise and spontaneous spikes. It turned out that,
in the previous studies, the noise intensity is a key parameter for information coding[6, 46]. The encoding quality
depending on the noise intensity D vs. R is shown in the Fig. 5.
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Figure 5: Encoding quality depending on D and R. The color denotes the encoding quality and red denotes higher Q. We slice three cases of
D = 0.7, 1, 1.2 in the left part with different color and plot the corresponding curve of Q vs. R in the right part. Prc = 0.12, gexc = 0.102,
τexc = 0.3, τinh = 0.6.
As is shown in the Fig. 5, the left part denotes the encoding quality Q on the parameter space of R and noise
intensity D. The red color represents better performance on information coding. Obviously there exist an optimal area
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of R and D in which Q takes high value(red area). For 0.6 < D < 1.2, the network encodes the input information very
well within an optimal range of R. Meanwhile, in the range of 0.6 < D < 1.2, the lower limits and upper limits of
the optimal range of R(eg., the case that Q > 0.9) changes with varying D. In details, we found that as D is small the
upper and lower limits of R are both larger, otherwise they are smaller. To see the relationship between Q and D,R,
we perform some statistical analysis of the data from the effects of noise intensity on the population rate coding. The
statistical results are shown in the Fig. 6. The orange curve shows the same trend that lower Q for lower R and higher
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Figure 6: Statistics of the data from the effects of noise intensity on the population rate coding. (a) The orange line denotes the mean values of Q
vs. R under different D. The orange bar denotes the corresponding SD. The curve shows the same trends that lower Q for lower R and higher Q
for moderate R.(b) The blue line denotes the mean values of Q vs. D under different R and the blue bar denotes the corresponding SD. With the
exception of the cases D < 0.2, in most values of D the encoding quality increases as D increases and decay for the large D, which means there
exist an optimal range of D for high encoding quality.
Q for moderate R. Notably, the trend is weaker than that we ’see’ from the Fig. 5 in vision due to the bad performance
out of the red area, but that does not affect us to get such a conclusion. Similarly, the blue curve in the Fig. 5(b) tells
us that there exists an optimal range of D where the encoding quality takes high values.
Take a closer look at the results. We slice three cases of D = 0.7, 1, 1.2 in the left part of Fig. 5 with different
color and plot the corresponding curve of Q vs. R in the right part. As we discussed above, the three cases all have
an optimal range of R, the case D = 0.7 has a wider optimal range of R and its lower and upper limits are larger, the
case D = 1.2 has a narrower optimal range of R and its lower and upper limits are smaller. Comparing to the other
cases, the case D = 1 has a moderate optimal range of R maintaining the high level of Q and Q does not decay rapidly
if R exceeds the corresponding optimal range, which makes the case D = 1 be a compromise of the other two cases
and proves the rationality of the parameter D = 1 that we selected before. Of course, we could get some very high
encoding quality with some noise intensity like D = 0.7. We still select D = 1 in the later simulations because that
does not affect the results we investigate the effects of other parameters on the encoding performance.
3.2.2. Excitatory synaptic strength
The excitatory synaptic strength is a key parameter who directly determines the strength of excitatory synapses and
indirectly determines the inhibitory synaptic strength together with R. Therefore, the excitatory synaptic strength gexc
together with I/E ratio R have a great influence on the network state and the performance of population rate coding.
The encoding quality depending on the gexc and R is shown in the Fig. 7.
As is shown in the figure, there is an obvious orange area denoting the better performance where most of the
encoding quality is almost beyond 0.9, which is located between the black dashed parallel lines. We note that values
of Q is high in the orange area almost overlapping with the line whose slope approximates −1 from the lower-right
corner to the upper-left corner, while Q outside the orange area is lower. To describe the graph in details, Q takes higher
values in the middle area on the 2-D parameter space(orange color), second-high values in the lower-left corner(white
color) and low values in the upper-right corner(purple color). Meanwhile, we note that the product of R and gexc takes
lower values in the lower left corner, moderate values in the middle area and high values in the upper right corner. It
seems that the product of R and gexc has a positive relationship with the encoding quality. The product of R and gexc
is exactly the inhibitory synaptic strength ginh. The inhibitory synaptic strength might have a great influence on the
encoding quality, which is understood as follows. For a large ginh, the encoding quality is worse, which suggests that
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Figure 7: Encoding quality depending on gexc and R. The color decodes the encoding quality and the orange color denotes higher Q. Q takes higher
values in the area between the two black dashed parallel lines but lower values out of the area especially in the upper right corner. The underlying
mechanism might is the large Rg˙exc namely ginh depresses the synaptic activity in the network making the encoding quality worse. Prc = 0.12,
D = 1, τexc = 0.3, τinh = 0.6.
the too strong inhibitory synapses depress the encoding ability of the network making Q smaller; for a small ginh, Q
is larger than the values for large ginh but still smaller than Q for intermediate ginh, which suggests that the decreasing
inhibitory strength could facilitate the encoding quality of the network but too weak inhibition could indirectly excite
the network activity to decrease the accuracy of information coding. For intermediate ginh, the network could keep in
an intermediate state not too excitatory or too inhibitory so that the network could respond to the signals well and
possess a better performance for coding. Notably, it explains why in the results that we fix the value of gexc above
there exists an optimal range of R, namely, the network needs an intermediate state to have a better coding ability.
In a summary, we find the effects of ginh on the encoding quality, which is determined by the excitatory synaptic
strength gexc and I/E ratio R. That’s to say the excitatory synaptic strength and I/E ratio influence the encoding quality
together. For a gexc(not too large), there always exists an optimal range of R locating in the intermediate values of R.
We, therefore, fix the value of gexc, e.g., gexc = 0.102, in the previous simulations which is enough for our works.
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Figure 8: The effects of synaptic time constant on the population rate coding. The color decodes the encoding quality and the blue color denotes
higher Q. Prc = 0.12, D = 1, gexc = 0.102.
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3.2.3. Synaptic time constant
In this subsection, we investigate the effects of synaptic time constant on the encoding performance. In the
simulations, we fix the ratio between the excitatory and inhibitory synaptic time constant τinh = 2 τexc, then we alter
the values of τexc. The results are shown in the Fig. 8, which suggests that only small synaptic time constant is good
for encoding performance. It is easy to understand that only if a synapse with a small synaptic time constant, namely,
fast dynamics, could respond to the coming synaptic currents with high speed so that the coding is more accurate.
3.3. Comparison with the determined network
We have studied the effects of multiple parameters on the population rate coding quality of the neuronal network,
in which we claimed that one presynaptic neuron might perform either excitatory or inhibitory effects on the corre-
sponding postsynaptic neurons. That is different from the previous works in which they considered the neurons into
determined types inhibitory or excitatory. In order to determine the differences, we compare the population rate cod-
ing quality between the previous networks(determined EI model) and our studied network(undetermined EI model).
The synaptic strength and noise intensity are mainly considered in this subsection.
First, let us introduce the set up of the determined EI model. The network consists of 100 neurons with 80
excitatory neurons and 20 inhibitory neurons, which could be named as excitatory subpopulation E and inhibitory
subpopulation I. The connection probability of these subpopulations is PEE = PEI = PIE = PII = 0.12 denoting
excitatory-excitatory connection, excitatory-inhibitory connection, inhibitory-excitatory connection, and inhibitory-
inhibitory connection, respectively. The other parameters are the same as the parameters in our considered network
mentioned above.
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Figure 9: Effects of synaptic strength and noise intensity on the encoding quality in determined EI model. (a) The noise intensity has a similar
effect with us on the encoding quality that too weak and strong noise depress the population rate coding while intermediate noise facilitate coding.
gexc = 0.08. (b) The synaptic strength has a similar effect with us on the encoding quality that only intermediate Rg˙exc has the optimal effect on the
population rate coding. D = 0.7.
The results of the determined model are illustrated as in the Fig. 9. As is shown in the subgraph(a), the noise in-
tensity has a similar effect with ours on the encoding quality that too weak and strong noise depress the population rate
coding while intermediate noise facilitates coding. The synaptic strength has a similar effect with us on the encoding
quality that only intermediate R ∗ gexc has the optimal effect on the population rate coding. We note that the values of
gexc and R both are smaller than the counterparts in our model, which might be due to the determined excitatory and
inhibitory neurons have the different and separating effects so that they do not need some larger parameters. With the
same parameters, however, the encoding quality in the determined model seems worse than ours like the Fig. 9(b). To
confirm that point, we show comparisons of some cases in the following figures. The comparison of noise intensity
on the encoding quality in two models is shown in Fig. 10(a), which shows us that in both models, as R increases,
Q reaches the optimal value sooner under large noise intensity than the counterpart under the smaller noise intensity,
but its value is smaller. The optimal Q takes higher values in our model than the counterpart in the determined model.
As is shown in the Fig. 10(b), the synaptic strength has a similar effect and better performance in our model than the
determined model.
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Figure 10: Comparison of synaptic strength and noise intensity on the encoding quality in two models. (a) The red color denotes the determined
model while blue color denotes our model. In both models, as R increases, Q reaches the optimal value sooner under large noise intensity than the
counterpart under the smaller noise intensity, but its value is smaller. The optimal Q takes higher values in our model than the counterpart in the
determined model. gexc = 0.1. (b) The green color denotes the determined model while the purple color denotes our model. In both models, as R
increases, Q reaches the optimal value sooner under large synaptic strength than the counterpart under the smaller synaptic strength, but its value is
smaller. The optimal Q takes higher values in our model than the counterpart in the determined model. D = 0.7.
4. Conclusion
Information coding in cortical network is one of critical questions for people to understand the brain, which has
attracted extensive attention. In the past decades, people developed many potential strategies of information coding[2,
6, 10, 12, 47–51], in which there are two main types of coding paradigm including temporal coding[8, 10, 11] and
rate coding[2, 6]. Among thses neural code hypthesis, the population rate coding has been widely studied in many
works[6, 14, 21, 23–28].
People constructed many recurrent networks consisting of pre-determined excitatory and inhibitory neurons to
model the cortical neuronal networks. In these works, whether the synaptic connections are excitatory or inhibitory
is mainly determined by the type of presynaptic neurons. Considering the physiological evidences, however, the
property of the synaptic connection should be determined by the type of activated receptors. Many experimental works
illustrated that both excitatory and inhibitory receptors might co-exist and in the same presynaptic synapse[41, 42],
as well as the cross-talk between excitatory and inhibitory receptors plays a key role in the balance of excitation and
inhibition in brain[42]. Inspired by these evidences, therefore, we construct a recurrent neuronal network in which
one presynaptic neuron might perform excitatory or inhibitory effect on the corresponding postsynaptic neurons.
In this paper, we study the population rate coding in our considered neuronal network. The I/E strength ratio
R is a key parameter that determines how different between the excitatory and inhibitory synaptic strength, which
indirectly influences the network state. We find there exists an optimal range of R for better population rate coding
performance, which usually locates in the intermediate values of R. The recurrent probability has a similar optimal
intermediate range in which the population rate coding performs well. After determining the two key parameters, in
the following simulations effects of the noise intensity, synaptic strength and synaptic time constant on the population
rate coding are investigated. The noise intensity has an obvious effect on the population rate coding that intermediate
noise intensity could facilitate the encoding quality while large and small noise intensity depresses the encoding
quality. Excitatory synaptic strength together with I/E strength ratio influences the encoding quality illustrating that if
the excitatory synaptic strength is not too large there exists an optimal range of R. The optimal range of R slides with
the increasing excitatory synaptic strength. The synaptic time constant determines the speed of neurons’ response to
signals so that small synaptic time constant promotes the accuracy of population rate coding. All the results above
suggest that the optimal range of every parameters(besides synaptic time constant) locates in the intermediate values.
With the suitable combination of these parameters the neuronal network will encode signal information in population
rate code very well.
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Furthermore, we compare the population rate coding performance of our considered network(undetermined EI
model) and the previous networks(determined EI model). We find that the determined EI model has a similar optimal
range of R, but R in the model usually takes lower than ours. The noise intensity also has a similar effect on the
population rate coding that too weak and too strong noise both are bad for the population rate coding. The synaptic
strength has a little different effect on the encoding quality. Weak excitatory synaptic strength could enhance the
performance of population rate coding while the strong counterpart decreases the performance. Notably, with the
same setting parameters, the population rate coding performance in the determined model is worse than ours. In
conclusions, our simulation results suggested that the neuronal network with determined types of neurons has a similar
effect as the network without determined types of neurons(ours) on the performance of population rate coding, but
our model has a better performance in population rate coding and a more rational architecture to some degree.
Although we improve the neuronal network by considering the actual effect of synaptic connections determined
by the types of activated receptors, it is still not very biological enough. In fact, many unknown issues about the
co-release of excitatory and inhibitory synaptic receptors remain. There are lots of further works on this topic. On
the one hand, the more complex and realistic synapse model should be considered such as introducing the stochastic
process of neural transmitter and receptor. On the other hand, apart from the population rate coding, it seems there
are kinds of more accurate code representing the neural information, which are worth studying to open our minds.
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