The production possibility set in data envelopment analysis is a polyhedron and it is defined by the intersection of a finite number of half spaces which are constructed by their corresponding defining hyperplanes. Because of the importance of the characterisations of the production possibility sets in data envelopment analysis, we suggest two multi objective linear programming problems and then we identify some characterisations of the production possibility set by investigation of the relations among the suggested multi objective linear programming models and the input oriented envelopment and multiplier BCC models. In this paper, we use weighted sum and epsilon-constraint scalarisation methods to present some mathematical properties for finding some relations among the efficient solutions of the proposed multi objective linear programming models and the characteristics of the production possibility set and data envelopment analysis models.
Introduction
Data envelopment analysis (DEA), which was formally established by Charnes et al. (1978) , is a non-parametric approach to assess the relative efficiencies of decision making units (DMUs) with multiple inputs and multiple outputs. Using some postulates in DEA, a set of possible DMUs is constructed which is called the production possibility set (PPS). One of the well known postulates to construct the PPS is convexity assumption. If this is done, then the PPS is a convex set and its frontier is considered as an estimation of the production function. The frontier of the PPS is a collection of possible (virtual) DMUs which are weak efficient although, some of them are efficient. In other words, the frontier of the PPS is divided to two sets; efficient frontier and weak efficient frontier. The other DMUs in the PPS which are not on the frontier are inefficient. Each DEA model is constructed based on the used production technology which is clarified by the production possibility set.
DEA is a linear programming problem technique to investigate the efficiency status of DMUs. On the other hand, some researchers have shown that the most of the DEA models are transferred to the multi-objective linear programming (MOLP) models. In other words, the efficient DMUs can be obtained using an MOLP problem. DEA and MOLP are helpful for managements to draw a planning for future. DEA is used to evaluate the past preferences while MOLP is used for future preferences. The similarities and relations between DEA and MOLP have been discussed by some researchers. Belton and Vickers (1993) and Stewart (1987) explained about the equivalency between DEA and multiple criteria decision analysis (MCDA) formulations. Belton and Stewart (2002) found that DEA emphasises on evaluating DMUs and finding targets to improve efficiency while MCDA focuses on ranking based on a set of criteria that include subjective judgment. Liu et al. (2000) , and Keshavarz and Toloo (2015) used DEA technique to obtain the efficiency status of a feasible solution in MOLP. Also, Hosseinzadeh-Lotfi et al. (2010) , Ebrahimnejad and Hosseinzadeh-Lotfi (2012) , Yang et al. (2009) as well as Yang and Xu (2014) found an equivalence relationship between the envelopment CCR model, proposed by Charnes et al. (1978) , and the weighted min-max MOLP formulation. Moreover, Yougbaré and Taghem (2007) and Li (2013) investigated the applications of MOLP efficiency in DEA efficiency.
The characterisations of the PPS in DEA is found by specifying all defining hyperplanes of the PPS which construct the frontier of the PPS. Jahanshahloo et al. (2009) have shown that the hyperplane which corresponds to an extreme optimal solution of the multiplier form whose components corresponding to inputs and outputs are non-zero is an efficient defining hyperplane of the PPS. Fukuyama and Sekitani (2012) decomposed the efficient frontier in to a new class of maximal efficient faces, and they have found a method to identify all maximal efficient faces. Wei et al. (2007) and Davtalab-Olyaie et al.(2014 proposed some approaches to identify all full dimensional efficient and weak efficient facets of the PPS. Also, Jahanshahloo et al. (2008) and Mehdiloozad et al. (2015) proposed methods to find the reference sets of DMUs which can identify some characterisations of the PPS.
In this paper, we propose two MOLP models based on the multiplier BCC model, established by Banker et al. (1984) , and then we investigate the relationships among the proposed MOLP models, the input oriented multiplier BCC model and the input oriented envelopment BCC model. We show the relations between feasible solutions, particularly the optimal solutions, of the multiplier BCC model and the efficient solutions of the proposed MOLP models. Also, we find some properties when the MOLP problem are solved by the weighted sum scalarisation approach where the weights are extracted from the optimal solution of the envelopment model. This article is organised as follows. In Section 2, we review some basis of linear programming, multi objective linear programming and data envelopment analysis which are used in this study. In Section 3, we present some of the properties and theories among the proposed MOLP models, the input oriented multiplier and the input oriented envelopment model. A conclusion has been written in Section 4.
Preliminaries
Suppose that we have n DM U s, where all DM U s (DM U j (j = 1, 2, ..., n)) use the same number, m, of inputs (x ij (i = 1, 2, ..., m)) to produce the same number, s, of outputs (y rj (r = 1, 2, ..., s) 
where A is an m × n matrix and x is a vector of dimension n in R n .
Definition 1:x is an extreme solution of (1) if and only if there exist n linearly independent constrains of problem (1) which are binding atx.
The set of feasible activities is called the production possibility set (P P S) and denoted by T ; T = {(x, y)|y can be produced by x}.
Based on the postulates including observation, constant returns to scale, possibility and convexity, set T is determined by T c as follows:
Note that, T c is built on the assumption of constant returns to scale of activities. When we add the constraint ∑ n j=1 λ j = 1 to T c , it is equivalent to omitting the constant returns to scale assumption. So, by considering postulates including observation, possibility and convexity, PPS T v is defined as follows:
The production possibility sets T c and T v are polyhedrons and so they are the intersection of finite numbers of half spaces which are built by the defining hyperplanes of T c and T v . The frontier of the PPS is constructed by some facets which are the subset of the defining hyperplanes. The frontier of the PPS is divided to two parts which are called the efficient and the inefficient parts of the frontier. The efficient part of the frontier is defined as
Regarding to T v , to evaluate DM U p (p ∈ {1, 2, ..., n}), we use the following input oriented envelopment BCC model:
The dual of (2) is called the input oriented multiplier form of the BCC model and it is as follows:
where W ∈ R s and V ∈ R m . We can transform (3) to
Definition 2: DMU p with activity vector
is a weak BCC efficient DMU if and only if the optimal objective value of (2) equals one. Particularly, if the optimal objective value of (2) equals one and all constraints of (2) (except the non-negativity constraints) are binding at optimality, then DMU p is a BCC efficient DMU.
is a supporting hyperplane of the PPS if the following conditions hold:
Definition 4: H is an efficient defining hyperplane of the PPS if it is a supporting hyperplane of the PPS and there exist at least one affine independent set with m + s elements of efficient DMUs that lie on H.
Let SE be a set of all BCC efficient DMUs. Here, we present some preliminaries of multi objective linear programming problems. For more studying on multi objective optimisation, see Ehrgott (2005) and other multi objective optimisation books. Consider the following MOLP problem:
where C is a p × n matrix, whose rows are shown by vectors c
Definition 5: x 0 ∈ X is called a weakly efficient solution of (5) if there does not exist any x ∈ X such that Cx < Cx.
Definition 6: x 0 ∈ X is called an efficient solution of (5) if there does not exist any x ∈ X such that Cx ≤ Cx 0 and Cx ̸ = Cx 0 .
We define sets X W E and X E as the sets of weak efficient and efficient solutions of (5), respectively. Moreover, R n ≥ and R n > are the sets of vectors (
The weak efficient and the efficient solutions of problem (5) can be found by solving the following single objective linear programming problem:
The above single objective optimisation problem (6) is called the weighted sum scalarisation of MOLP problem (5).
Proposition 2.2:
Suppose that x 0 is an optimal solution of the weighted sum optimisation problem (6) with λ ∈ R n ≥ . The following statements hold.
≥ and x 0 is an unique optimal solution of (6) then
Besides the weighted sum scalarisation approach, the εconstraint method is one of the well known techniques in multi objective optimisation. In this approach, one of the objective functions is minimised, and the other objective functions are used as addition constraints of the problem. Haimes et al. (1971) introduced this method and Chankong and Haimes (1983) presented an extensive discussion about this approach.
The εconstraint problem to solve MOLP problem (5) is as follows which is a single objective linear programming problem.
where k = 1, 2, ..., p and ε j ∈ R, which is determined by the decision maker.
Proposition 2.3:
Letx be an optimal solution of (7) for some j. Thenx is a weakly efficient solution of (5), i.e.,x ∈ X wE .
Proposition 2.4:
Letx be an unique optimal solution of (7) for some j. Thenx is an efficient solution of (5), i.e.,x ∈ X E . Let x 0 be an arbitrary feasible solution of MOLP problem (5). Consider the following parametric linear programming problem:
where λ ∈ R p ≥ is a vector of the parameters which are consider as the weights of the objective functions of (5). This method is called the hybrid method and it is a combination of the weighted sum method and the ε-constraint method.
Proposition 2.5: Let λ ∈ R n ≥ and x 0 ∈ X be an optimal solution of problem (8), then x 0 ∈ X W E . specially, if the optimal solution of problem (8) is unique then it is an efficient solution, i.e., x 0 ∈ X E . Proposition 2.6: Let λ ∈ R n > and x 0 ∈ X be an optimal solution of problem (8), then
The proof of the presented properties are found in Ehrgott (2005) .
Characterisations of the PPS: properties and theories
Suppose that F i (i = 1, ..., S) be the maximal efficient faces of the PPS. Efficient frontier of the PPS is constructed by these maximal efficient faces, i.e., Ef f :
It means that these maximal efficient faces (F i ) are the smallest number of convex polyhedrons that construct the efficient frontier.
In this section, we propose two MOLP problems to present some relations between MOLP and DEA. By these investigations, some characterisations of the PPS are found. Using the presented properties of the PPS, an algorithm to find the efficient defining hyperplanes of the PPS is proposed.
Corresponding tox = (W ,V ,ū 0 ), consider an MOLP problem as follows:
is an efficient solution of (9).
Proof: (W ,V ,ū o ) is a feasible solution of ( (9)). Let (W 1 , V 1 , u 01 ) be an arbitrary feasible solution of ( (9)
This implies that, (W ,V ,ū o ) is an optimal solution of the following problem:
The objective function of the above problem is the weighted sum of the objectives of MOLP (9) where all the weights equal one. Using Proposition 2.2 where all components of vector λ equal one, (W ,V ,ū o ) is an efficient solution of (9).
Corollary 3.2: Letx = (W ,V ,ū o ) be an extreme point of (3) then (W ,V ,ū o , 0) is an efficient solution of (9).
Consider an MOLP problem, corresponding to DM U p , as follows:
Consider the following weighted sum scalarisation of M OLP problem (11):
where
Letλ be an optimal solution of (2). Usingλ as the weight vector in (12), the following proposition is obtained.
Proposition 3.3:
The set of all optimal solutions of (3) is equal to the set of all optimal solutions of the following problem:
Proof: Let S 1 be the set of all optimal solutions of (3) and S 2 be the set of all optimal solutions of (13).
(⇒) Suppose that (W ,V ,ū 0 ) ∈ S 1 is an optimal solution of (3). Regarding to equality of the feasible space of (3) and (13), (W ,V ,ū 0 ) is a feasible point of (13). Sinceλ is an optimal solution of (2) so, the following condition (KKT condition) hold:
Because the objective value of (13) corresponding to all feasible solutions is non-negative so, (W ,V ,ū 0 ) is an optimal solution of (13) and S 1 ⊂ S 2 as well as the optimal value of the objective function of (13) is zero .
(⇐) Let (Ẃ ,V ,ú 0 ) ∈ S 2 be an optimal solution of (13). The objective function of (13) is non-negative. Because the feasible spaces of (13) and (3) are equal, and λ is an optimal solution of (2), so there exist a feasible solution of (13) such that the objective function at this solution is zero. Thus,
is a feasible solution of (3) and also λ is a feasible solution of (2). The above complementary slackness condition implies that
is an optimal solution of (3) and so, S 2 ⊂ S 1 .
Therefore, S 1 = S 2 and the proof is completed.
Proposition 3.4: Suppose thatx = (W ,V ,ū 0 ) is an optimal solution of the following problem:
Thenx is an optimal solution of (3) and it is a weakly efficient solution of (11). Moreover, ifx is an unique optimal solution of (14) thenx is an optimal solution of (3) and an efficient solution of (11).
Proof:λ is an optimal solution of (2) and soλ ≥ 0. According to Proposition 2.2,x is a weakly efficient solution of (11) and according to Proposition 3.3,x (an optimal solution of (14)) is an optimal solution of (3). Moreover, ifx is an unique optimal solution of (14) then, regarding to Proposition 2.2,x is an efficient solution of (11).
Example 1: Consider four DMUs with two inputs and two outputs listed in Table 1 . Let λ = (1, 1, 1, 1). The optimal solution of (13) In the following proposition, we prove that the extreme points of (3) are the efficient extreme points of (11).
Proposition 3.5:
be an extreme point of (3) and
is an efficient extreme point of (11).
Proof: The feasible space of (3) and (11) (3) where (W * , V * ) > 0. Then x 0 is an extreme point of (11), and for all j ∈ {1, ..., n}, V * t x j − W * t y j − u * o ≥ 0, and V * t x p = 1. Now, we show that x 0 is efficient in (11). By contradiction, suppose that x 0 is not an efficient solution of (11). Therefore
is a feasible solution of (3). This implies that
These show thatx = (Ŵ ,V ,û 0 ) is a feasible solution of (3). Furthermore,
and it is a contradiction to this fact that x 0 is an extreme point of (3). Therefore, x 0 is efficient.
Proposition 3.6:
be a feasible point of (3) then x 0 is an optimal solution of problem (8) with λ ∈ R n > , corresponding to MOLP problem (9).
Proof: According to Proposition 3.1, x 0 is an efficient point of (9). Moreover, x 0 is an optimal solution of problem (8), corresponding to (9), where λ ∈ R n > . Because, if it is not an optimal solution of (8), then there exist feasible solution x 1 of (8) such that Cx 1 ≤ Cx 0 and Cx 1 ̸ = Cx 0 . This is a contradiction to the fact that x 0 is efficient for (9).
Proposition 3.7:
is an optimal solution of problem (8) with λ ∈ R n > , corresponding to problem (11).
Proof: Due to Proposition 3.5, x 0 is an efficient extreme point of (11). Moreover, x 0 is an optimal solution of problem (8), corresponding to (11), where λ ∈ R n > . Because, if it is not an optimal solution of (8), then there exist feasible solution x 1 of (8) 
These imply that (15) (3), where
is an efficient point of (11).
Proof: An unique optimal solution of a linear programming problem is an extreme optimal solution of that, and the result is obtained from Proposition 3.9.
Example 2: Here, we would like to find an efficient solution of the following MOLP problem:
Consider five DMUs with one input and one output listed in Table 2 . The extreme (basic feasible) optimal solution of (3) corresponding to DM U 3 is (w * , v * , u * 0 ) = (0.5, 0.5, 0). Regarding to Proposition 3.9, because of (w * , v * ) > 0, we conclude that (w * , v * , u * 0 ) = (0.5, 0.5, 0) is an efficient solution of MOLP problem (17).
Conclusions
All DEA models are constructed based on different production possibility sets which are recognised by different postulates. To analyse DEA models and their results, we should have complete information about the PPS and its characterisations. All DEA models evaluate the DMUs by assessing the ability of the decreasing inputs to produce more outputs than the outputs of the under assessment DMU. In this paper, the characterisations of the PPS, which is constructed under variable returns to scale, have been investigated using two multi objective linear programming problems based on the multiplier BCC model. There are some research works which combine the fields of DEA and MOLP. These approaches usually used the weighted min-max method in an MOLP problem, constructed by the envelopment CCR model, to show the equivalency of the results obtained from the envelopment CCR model and the weighted min-max MOLP formulation. While the proposed MOLP models have different structures and we can analyse and compare the optimal solutions obtained from the envelopment and multiplier models to the efficient solutions of the proposed MOLP models using the scalarisation methods such as weighted sum and ε-constraint methods. Some properties among the input oriented envelopment BCC model, the input oriented multiplier BCC model, and the two proposed multi objective linear programming models have been introduced in the current paper. A similar discussion can be used for the PPS which is constructed based on the constant returns to scale.
