The surplus process of an insurance portfolio is defined as the wealth obtained by the premium payments minus the reimboursements made at the times of claims. When this process becomes negative (if ever), we say that ruin has occurred. The general setting is the Gambler's Ruin Problem. In this paper we address the problem of estimating derivatives (sensitivities) of ruin probabilities with respect to the rate of accidents. Estimating probabilities of rare events is a challenging problem, since naïve estimation is not applicable. Solution approaches are very recent, mostly through the use of Importance Sampling techniques. Sensitivity estimation is an even harder problem for these situations. We shall study three methods for estimating ruin probabilities: one via importance sampling (IS), and two others via indirect simulation: the storage process (SP), which restates the problems in terms of a queueing system, and the convolution formula (CF). To estimate the sensitivities, we apply the RPA method to IS, the IPA method to SP and the Score Function method to CF. Simulation methods are compared in temrs of their efficiency, a criterion that appropriately weighs precision and CPU time. As well, we indicate how other criteria such as set-up time and prior formulae development may actually be problem-dependent.
Introduction: Ruin Probabilities
The canonical model in Risk Theory assumes that claims due to accidents arrive according to a Poisson process N (t) of rate λ. The successive claim amounts, denoted {Y i }, are i.i.d. random variables with general distribution G and premiums are received at a constant rate c. If the initial endowment is u > 0, the wealth of the insurance company, known as the surplus process is:
The event epochs of the process N (t) are denoted by {T n , n ≥ 0}, and W n = T n − T n−1 are the interarrival times. The cumulative claims process S(t) =
N (t)
i=1 Y i is a compound Poisson process. We shall often write U n = U (T n ) to denote the embedded discrete event process and S n = n i=1 Y i , with an obvious abuse of notation. If we set τ = min{n : U (T n ) < 0} = min {n : u + cT n ≤ S n } then the ruin probability is ψ(u, λ) = P {τ < ∞} and it is a measure of the credit risk of the company. Call β = E[Y 1 ]. If c ≤ λβ, then ψ(u, λ) = 1 for all initial endowment u 1 . As a consequence of this result, it is common to assume that premiums satisfy c > λβ, which we shall do.
We briefly review some actuarial notation. The relative security loading θ is defined by c = (1+θ) 
and ψ(u, λ) < e −Ru , known as Lundberg's exponential bound, under the assumption that R < ∞ exists 2 .
The sensitivity of a function ψ(u, λ) to λ is defined as the corresponding derivative (if it exists). It can yield important information for forecasting, prevision and optimization. For a large number of models, sensitivities to the parameters β, c and λ bear simple relationships 3 , so it is enough to know how to estimate just one of them. Estimting ψ by simulation is an example of a problem where absorption (ruin, in this case) may or may not happen in a particular trajectory, making it difficult to establish a stopping rule for the simulated trajectories. Section 2 contains a review of three methods for simulating ruin probabilities:
one via importance sampling (IS), and two others via indirect simulation: the storage process (SP), which restates the problems in terms of a queueing system, and the convolution formula (CF). Section 3 introduces the methods for estimating the sensitivities. The RPA method is used for IS, the IPA method for SP and the Score Function method for CF. We have chosen a different sensitivity method per simulation method, based on the ease of implementation and applicability of sensitivity estimation methods for each problem.
Section 4 explains our simulation results, where we have chosen various scenarios, including the difficult case where claims have a Pareto distribution, which induces long-range dependencies. Our findings show that the performance of the estimators, measured in terms of precision (variance), execution time and set-up time, may greatly depend on the problem. For example, while the SP+RPA method is robust and need no set up time, it can be the worst to perform for some distributions of the claim sizes. The CF+SF, while yielding overall the best results is very hard to implement in many situations, since the so-called ladder distribution of the claim sizes has to be computed in advance and generated within the simulation.
Which method to use in practice will largely depend on the needs of the estimation: if the estimation has to be performed very often with different scenarios (including use of historical data for the empirical distribution of claim sizes) then neither IS nor CF would be recommended. However, if the distribution is known and one very accurate estimation of risk must be performed to aid in critical decision making, robustness of SP may well be outperformed by CF or IS, even if a considerable amount of time and effort may have to be invested setting up the methods.
Estimating Ruin Probabilities
For general distributions G there is no analytical expression for the ruin probability available, and one often resorts to simulation techniques. However, estimating ψ(u, λ) via direct simulations of the process U (t) would require estimating P (A), where A is a rare event. For paths where ruin is not achieved, we don't have any infallible stopping rule for the simulation. Evaluating the sensitivity of ψ to the various model parameters may be even more difficult. In this work, we shall focus on the estimation of the sensitivities to the arrival rate λ. Under some assumptions on G ruin is certain under the new measure 5 , while under the original measure,
Importance Sampling
Consider the measure P (·) restricted to the event A = {τ < ∞} ⊂ Ω, where Ω is the underlying probability space. The restricted measure is a defective probability defined on the inherited σ-algebra σ(A) ⊂ σ(Ω) = F and is absolutely continuous w.r.t. the new measure, which is a probability on A, so we can apply Radon-
where L is the Radon-Nykodim derivative, also known as likelihood-ratio:
Notice that by definition, cT τ − S τ < −u < 0 for any u > 0, ensuring that the estimator has a variance bounded by one 7 .
Storage Process
There is a dual relationship between the surplus process (1) and the queueing, or storage process defined by:
, and so on. This process describes the workload dynamics of a single server M/G/1 queue with a rate of service of c units per unit time, and the sequence t 1 , t 2 , . . . are regeneration points 8 . Changing the time units to make the server rate unity, the incoming rate becomes λ/c and the mean service time β, so that if c > λβ then λ/c < β −1 and the queue is stable, so that cycles are finite a.s., which implies that the limit: ρ(u) = lim t→∞ P {X(t) > u} exists and is unique.
The functions 1 − ψ(u, λ) and 1 − ρ(u) satisfy the same integro-differential renewal equation for general claim amount distribution G 5, 9 , namely: 
Convolution Formula
We shall briefly review the arguments used in actuarial textbooks 11 . Let t 1 = min(t : U (t) < U(0)) be the first moment that there is a loss, and let L 1 be the amount of the loss. Similarly, let t 2 = min(t > t 1 :
, etc. Given any surplus level U (t) = u, the probability that the process will ever fall bellow u is independent of u and equals ψ(0, λ), which follows from the memoryless properties of have the same distribution as a sequence of independent random variables with common distribution, which can be calculated as: 
and L i are independent, and independent of N .
Estimating the Sensitivities
Several approaches have been proposed to estimate gradients using only one simulated trajectory of the system 12, 13, 14, 15, 16, 17 .
In the simple context of estimating the derivative of E[X] we can write:
where the random variable X has density f depending on λ and, under an alternative representation, X is a function of a uniform random variate. This latter representation is often used in the context of simulation. Infinitesimal Perturbation Analysis (IPA) uses the stochastic derivative X (u, λ) as estimator and it is valid only when the interchange between the derivative and the expectation is possible. It is almost universally accepted as the best estimation whenever applicable.
An alternative estimator can be obtained under a change of measure approach, when f (x, λ) = S(x, λ)f (x, λ), so that the product X S(X, λ) is an unbiased estimator of the derivative:
The function S is called the Score Function and the method is somethimes known as the "likelihood-ratio" method 17 . In many problems, however, this method suffers from large variance and much of the recent research effort related to this method has focused on variance reduction. 
RPA with Importance Sampling
The main difficulty in evaluating the derivative of (3) is that the the process N (t) is a.s. discontinuous in λ, and τ is piecewise constant, so the stochastic derivative of (3) is zero a.s., which prvents the application of IPA. However, the phantom RPA estimators 12 can be used. 
where we have explicitly indicated the rate of the corresponding Poisson process in the subscript of the expectation. Claim amounts follow the same distribution for the nominal process with accident rate λ 0 as for the perturbed process with accident rate λ 0 − ∆λ.
Consider the Poisson process N (t) with rate λ 0 and define {η i } as a sequence of i.i.d. Bernoulli variables
system is associated with a particular sequence η and is defined as the surplus process obtained with interarrival times and claim amounts {(
disregarded, as if it had disappeared. We call such claims the phantom claims. The phantom surplus process has exactly the desired distribution for the perturbed process. Now τ (η) becomes a function of the sequence η = {η i , i ≤ τ (0)}, and we denote by τ (0) the nominal stopping time where no claims are disregarded. Conditioning on the sets of m phantoms, we obtain for the finite difference:
where E m is the expectation given m phantoms, and given the nominal trajectory. For m = 0 the two processes coincide and the corresponding term in the finite difference is zero. It can be shown 12, 18 that
so the contribution of the sum for m ≥ 2 to the finite difference will be
In this case, we obtain the limit:
where we use equiprobability of the τ (0) claims to be chosen as the phantom one, given that there is only one phantom claim, and τ (j), T (j), S(j) refer to the corresponding quantities when the j-th claim is disregarded.
The Virtual RPA formula 7 is obtained using λ + ∆λ with ∆λ > 0, noticing that if instead of λ 0 we now use λ 0 + ∆λ with ∆λ > 0, the perturbed process behaves as if an additional Poisson stream of rare claims (called the virtual claims) was added to the nominal process.
IPA for the Storage Process
Consider the embedded process evaluated at the times
, where (8) . The ensuing process is called the perturbed process. Let F n be the σ-algebra generated by
Notice first that such a change will not propagate from one regenerative cycle to the next, which follows from the observation that the ensuing embedded process is always below the nominal. When a cycle starts, both nominal and perturbed processes reach the same level Y n and their evolution will therefore be identical-in distribution, to the first cycle (even though the time continuous process has an infinitesimal time shift).
We thus concentrate on evaluating the derivatives within one cycle, using the regenerative formula 8 for (5):
The stochastic derivative of the amount D n is given by:
where the derivative of ∂ ∂λ r n = 1 c ∂ ∂λ X n has been calculated recursively via the process X n as follows (recall that we only consider claims within one cycle):
Interchange between the derivative and the expectation for n D n in the numerator of (9) is justified if the possible discontinuities or "critical events" have probabilities bounded by ∆λ and their contribution to the finite difference of the estimator n D n has uniformly bounded expectation (in n, ∆λ). There are two types of such changes, which we shall call level changes and residual changes, explained presently. In the remainder of the discussion, callX n the perturbed process when λ − ∆λ is used instead of λ, and
Level changes: 
In addition, the probability that a level change occurs can be bounded as follows.
where Z n−1 = u − (X n−1 − cW n ) ∈ F n−1 and we assume that the density of Y 1 is bounded by B < ∞.
Calling E 1 the set of trajectories for which {∃n ≤ τ : X n > u,X n ≤ u}, then by the foregoing,
which will converge to 0 as ∆λ → 0 whenever E[τ T 2 τ ] < ∞. Residual changes: GivenX n > u, the second type of critical event, denoted by E 2 (n), is when W n+1 < r n butW n+1 >r n , as depicted in Figure 2 . We have D n −D n = W n+1 −r n < r n −r n = δ 1 + . . . + δ n . In this case we have:
where we have usedr n ≤ r n ,W n = λ/(λ − ∆λ)W n , and W n+1 ∼ exp(λ) to evaluate the conditional expectation. Finally, as ∆λ → 0, we obtain
Call E 2 the event that E 2 (n) occurs for at least one n = 1, . . . , τ. Then
which also tends to zero if E[τ T 2 τ ] < ∞. These results establish:
using (10) for the stochastic derivatives. From (9), it follows that:
and the IPA derivative of the cycle length (which is unbiased due to absolute continuity) can be obtained directly from the expression T τ = τ n=1 W n , yielding −T τ /λ as the derivative estimator. For the estimation, a total of M cycles of the simulated process are used to build the sample averages (which are consistent estimators of the individual quantities), that is:
where (10) is used for estimatingD M and the limits are w.p.1. Finally, this yields:
which is estimated over M cycles. Regenerative simulation 19, 20 also allows the estimation of appropriate confidence intervals. 
SF for the Convolution Formula
, where L i ∼ F as in (6) . Taking derivatives, we have:
Since S(N ) is independent of λ 0 , we can use again the change of measure argument to obtain:
Simulation Experiments
Our simulations were all performed in Ultra Sparc Stations using SIMOD 21 , a simulation package which compiles in MODULA2. We used λ = 1, c = 1.5 and experimented with three different claim amount distributions. For the surplus process ( (3) and (7)) as well as for the convolution formula ( (6) and (12)),
we estimate the confidence intervals by the Central Limit Theorem using independent replications. For the storage process ( (5) and (11) 
Exponential Claims
In this section β = E[Y ] = 1.0. The model for exponential claims can be solved analytically, which gives us a basis for comparison with the true value of both ψ(u, λ) and ψ (u, λ). Here R = β − λ/c and
So that the derivative w.r.t. λ is:
Importance Sampling: The change of measure in (3) and (7) for this example prescribes simulating the surplus process with Poisson arrivals at rate λ 0 = c/β and claim amounts Y ∼ exp(λ/c). We performed 3,500 independent replications of a cycle.
Storage Process: There is no set-up required for the implementation of equations (5) and (11) . We used 30,000 cycles for the estimation. Convolution Formula: According to equations (6) and (12), we first generate a geometric random variable N with parameter (1 − λβ/c) and then generate L 1 , . . . , L N as independent random variables with exponential distribution with mean β. 50,000 independent replications were performed. Table 1 shows the results for IS (3), SP (5) and CF (6) for the ruin probability and RPA (7), IPA (11) and SF (12) for the derivatives. We show also the confidence intervals (IC). As u increases the ruin probability and its derivative become harder to evaluate, since the event of ruin becomes rarer and rarer.
All confidence intervals in Table 1 are similar, CF and CF-SF being the most accurate ones, particularly for the derivative ψ . The computaional effort, however, is very different for every method. For IS, cycles end when ruin occurs, and the initial surplus level is u: as this increases, the cycle length (and thus the CPU time) increase. In addition, the bookkeeping required for the phantom systems (which are longer than the nominal) will also hinder performance. In contrast, both SP and CF share the property that the simulation lengths do not depend on u, however, for each regenerative cycle (or iteration) the probability of overflow being computed may yield many vanishing samples, entailing worse variance performance. To adequately reflect the compromise between precision and length of the simulations, Table 2 compares the estimated efficiencies. Clearly for this case the benefit from IS which is evident in estimating the ruin probabilities, is outweighed by the CPU time required for the derivative estimation and overall CF+SF seems to be more robust.
Ruin Probability 
Weibull Claims
The general form of this distribution is g(y) = ba b y b−1 e −(ay) b for y > 0. With a = 1/ √ 2 and b = 2, the density of the claims becomes:
Importance Sampling: The change of measure for (3) and (7) requires evaluating the adjustment coefficient with the implicit equation (2), with: In order to generate these variables, we used a combination of three methods as described by Ross 22 ,  namely composition, inversion and acceptance/rejection. The densityg is shown in Figure 3 , 6] . Choose first an interval according to p j , and generate X from the conditional distribution r j using the inversion method, then apply acceptance/rejection by generating an independent uniform variate U and accepting the sample point Y = X only if U < g(X)/t(X). This method accepts C −1 ≈ 71% of all the generated values. We performed 3,500 independent replications of a cycle.
Storage Process: There is no set-up required for the implementation of equations (5) and (11) . We used 30,000 cycles for the estimation.
Convolution Formula: According to equations (6) and (12), we must generate a geometric random variable N with parameter (1 − λβ/c) and then generate L 1 , . . . , L N as independent random variables with distribution:
which can be achieved most efficiently by noticing that this is the distribution of a standard normal random variable. 50,000 independent replications were performed. Table 3 shows the results for IS (3), SP (5) and CF (6) for the ruin probability and RPA (7), IPA (11) and SF (12) for the derivatives. We show also the confidence intervals (IC). In these experiments the theoretical value was not available, as for the exponential claim distribution.
All CI's however show very consistent results in the estimation. Once again IS seems to perform well especially for increasing u, which is when IS is better suited to yield performance improvement. Nontheless, the effort required to generate the claims according to the new change of measure outweighs the benefits for moderate values of u, as shown in Table 4 . Because for this example it was straightforward to generate the ladder height distribution F (y), once again consideration of the computational effort makes CF+SF a very robust estimator, whose efficiency seems constant for u.
Pareto Claims
Our last experiments use Pareto distributed claim amounts. Historical data seems to agree rather well with the assumption of a Pareto distribution, which makes this model important in practice. We use: (3) has to be modified using:
and (7) becomes:
which is not necessarily a good estimator (as we shall verify from the experiments), since T τ no longer has a moment generating function either.
Storage Process: There is no set-up required for the implementation of equations (5) and (11) .
Recall, however, that to justify interchange of derivative and expectation we used as a sufficient condition
, which is no longer true. We used 30,000 cycles for the estimation. Convolution Formula: According to equations (6) and (12), we must generate a geometric random variable N with parameter (1 − λβ/c) and then generate L 1 , . . . , L N as independent random variables with distribution:
which is the Pareto distribution with parameter (a − 1). We used for a = 2, Table 5 shows the results for IS (3), SP (5) and CF (6) for the ruin probability and RPA (7), IPA (11) and SF (12) for the derivatives, with the confidence intervals (IC). The theoretical values of the ruin probability and its derivative are no longer known (other than for u = 0, which is independent of the claim distribution 2 ). Nonetheless, inspection of the estimation makes it clear that IS is not a good method. We performed extensive simulation results to assess the pathological behaviour (expected from the theoretical requirements of finite moments). In order to obatain a reasonable coverage, extremely long samples would have been required, we show only those with same computational budget as the previous examples, for comparison purposes. Table 6 compares the estimated efficiencies.
The method CF dramaticaly outperforms the other methods inthis experiment, as can be seen from their efficiencies. To understand why, notice that the particular choice of of distribution resulted in a deceivingly simple ladder height distribution F (y) that can be generated at virtually no cost. The combination of these factors: IS no onger applicable, especially to estimate the derivatives, and CF being extremely easy to generate, explain why the results tilt so notably towards CF and CF+SF. 
Conclusion
Estimating derivatives of rare events is a challenging problem and still unsolved for many models. In this work we have focused on the study of Ruin Probabilities under the canonical model of Risk Theory.
While indirect estimation methods can be built, our results show that the performance and applicability of the methods is problem dependent. The Importance Sampling method is excellent whenever it is easy to implement, but it will in general require a considerable set-up time and the ensuing distributions may be hard to generate, which affects performance. For Weibull claims, we optimized the generation of the claims under the new measure by using a hybrid method, but for the Pareto claims the choice of change of measure is very delicate, especially for the derivative. The convolution formula seems to yield overall the best results, but it is also necessary to calculate in advance the distribution F and look for an efficient way of generating it. The main drawback of the method is that, as of today, it is only applicable in the linear case studied here. Vázquez-Abad 7 analyzes the model of surplus processes with interest, in which case the method is not applicable, while the other two are. As should be apparent, the Storage Process method is the more flexible and robust, not needing much set-up time. It is also capable of handling empirical distributions for the claim amounts.
In addition to point estimation, both the SP and CF are particularly well suited for functional estimation. The simulations follow a process dynamics which is independent of u, and therefore it is straightfor- We would like to conlcude with a word of caution: which method outperforms the rest is largely dependent on the problem. Extensions of our research include multidimensional and stratified portfolios, and non-linear dynamics.
