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We review the intermediate coupling model for treating electronic correlations in the cuprates.
Spectral signatures of the intermediate coupling scenario are identified and used to adduce
that the cuprates fall in the intermediate rather than the weak or the strong coupling limits.
A robust, ‘beyond LDA’ framework for obtaining wide-ranging properties of the cuprates via
a GW-approximation based self-consistent self-energy correction for incorporating correlation
effects is delineated. In this way, doping and temperature dependent spectra, from the undoped
insulator to the overdoped metal, in the normal as well as the superconducting state, with
features of both weak and strong coupling can be modeled in a material-specific manner with
very few parameters. Efficacy of the model is shown by considering available spectroscopic data
on electron and hole doped cuprates from angle-resolved photoemission (ARPES), scanning
tunneling microscopy/spectroscopy (STM/STS), neutron scattering, inelastic light scattering,
optical and other experiments. Generalizations to treat systems with multiple correlated bands
such as the heavy-fermions, the ruthenates, and the actinides are discussed.
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1. Introduction
Ever since their discovery, modeling the electronic structure of the cuprate high-Tc
superconductors has remained a fundamental theoretical challenge. Although the
density functional theory (DFT) provides an accurate theory of predictive value for
weakly correlated materials−the topological insulators being the most spectacular
recent example where first-principles band theory predictions have often led to the
discovery of new materials classes[1, 2], the DFT fails just as spectacularly for the
cuprates in that it produces a metallic state and not the insulating state assumed by
the parent half-filled compounds from which superconductivity arises via electron
or hole doping. The DFT appears to reasonably describe the overdoped metallic
phase of the cuprates, where correlations have presumably weakened sufficiently,
but since it fails in the undoped limit, DFT cannot be expected to provide a
meaningful theory of the doping dependencies of electronic spectra in the cuprates.
While cuprates have been treated traditionally via strong coupling formalisms,
recent work has revealed that intermediate coupling models can capture many
salient features of cuprate physics, including the doping dependencies of disper-
sion, and neutron and optical properties[3–7]. Generally speaking, in weak cou-
pling models a sharp dispersion can be defined, while in intermediate coupling
a self-energy correction is invoked, which can describe coupling to electronic and
phononic bosons, leading to a significant broadening of the spectrum, including a
splitting of the spectrum into low-energy ‘coherent’ and higher energy ‘incoherent’
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features. This is typically incorporated via a GW, quantum Monte Carlo (QMC),
or dynamic mean-field theory (DMFT) scheme or the related cluster extensions.
Interestingly, a recent variational calculation finds a smooth evolution from a spin-
density wave (SDW) to a Mott gap with increasing U , without an intervening phase
transition or spin-liquid phase in the cuprate parameter range.[8]
Our purpose in this review is to discuss a ‘beyond DFT’, GW-approximation
based comprehensive modeling scheme, which we have developed, for treating the
electronic spectra of correlated materials, including their doping and tempera-
ture dependencies. We describe the methodology underlying this quasiparticle-GW
(QP-GW) scheme, and discuss its implications for various spectroscopies, casting
this discussion in the broader context of current models of the cuprates. Our QP-
GW self-energy reasonably captures in the cuprates the dressing of low-energy
quasiparticles by spin and charge fluctuations,[3] the high-energy kink (HEK) seen
in ARPES,[3] the residual high-energy Mott features in the optical spectra,[7] gos-
samer features,[9] anomalous spectral weight transfer (ASWT) with doping[10],
and the magnetic resonance in neutron scattering.[11, 12] Our model also captures
a number of characteristic signatures of strong coupling physics of the Hubbard
model, including suppression of double-occupancy, the t−J-model-like dispersions,
spin-wave dispersion, and the 1/U scaling of the magnetic order.
Our focus on the cuprates is a natural one. The reason is that substantial insight
into the physics of the cuprates can be gained within the framework of a mini-
mal, single-band model, without the need to address interband contributions to
the susceptibility and the associated complexities resulting from the increased de-
grees of freedom. Nevertheless, extension to a three-band model is quite practical,
especially if important correlation effects are assumed to be limited to the band
nearest to the Fermi level EF , allowing exploration of relative roles of copper and
oxygen electrons in, for example, the evolution of Zhang-Rice physics with doping.
Moreover, a tremendous amount of systematic experimental data is now available
on the cuprates as a function of doping, energy, momentum, and other external
controls such as pressure and magnetic field. Therefore, model predictions can be
directly tested in some depth against the corresponding experimental results, and
one is in a position thus to assess the robustness of the models and their limitations.
Finally, we emphasize that robust first-principles methodologies for treating the
electronic spectra of strongly correlated materials at the level of predictive capabili-
ties comparable to those available currently for weakly correlated systems are likely
to remain elusive for some time to come. We hope that the beyond-DFT modeling
schemes, such as the present comprehensive QP-GW scheme, will be viewed in
this larger context as a pathway for making progress toward realistic modeling of
wide-ranging properties of complex quantum matter by helping to isolate spectral
features that require more sophisticated approaches for analysis and interpretation.
This review is organized as follows. Section 2 analyzes the strength of correlations,
and shows how intermediate coupling models can capture many salient features of
the physics of the cuprates. In Section 3 we give an overview of intermediate cou-
pling models, while in Section 4 we discuss our QP-GW scheme, with further de-
tails taken up in Appendices A-F. The spectral functions associated with electronic
bosons, and the resulting electronic susceptibilities are described in Section 5. An
emphasis is placed on the spin waves and spin fluctuations, and the resulting self-
energies are presented in Section 4.5 and Appendix D. Sections 6 and 7 turn to the
comparison of theoretical spectra with experiments for a large variety of one-body
(Section 6) and two-body (Section 7) spectroscopies. After briefly summarizing
electron (6.1) and hole-doped cuprates (6.2), we discuss ARPES (6.3), STM/STS
(6.4), x-ray absorption (XAS) (6.5), momentum density and Compton scattering
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Figure 1. Schematic illustration of characteristics of the electronic spectrum in the weak, strong and
intermediate coupling cases. Bare (dashed blue lines) and correlated (solid red lines) band dispersions
are compared in panels a1, b1, and c1 with itinerant (Itn.) and localized (Loc.) regions of the spectrum
indicated. Related densities of states (DOS) are shown in panels a2, b2 and c2. Real and imaginary
parts of the self-energy, Σ, are shown in panels c3 and c4 for intermediate coupling. Z is the dispersion
renormalization factor. [Figure adapted from Ref [13].]
(6.6), optical (7.1), resonant inelastic x-ray scattering (RIXS) (7.2), and neutron
scattering (7.3) results. In Section 8 we consider general features of the doping de-
pendence of the cuprates derived from various analyses, while aspects of non-Fermi
liquid physics are discussed in Section 9. Section 10 discusses superconductivity,
both the extraction of possible ‘glue’ functions (10.3) and the calculation of the
gaps and Tcs assuming an Eliashberg formalism (10.4). Possible competing phases,
charge and spin density waves (C/SDWs), are described in Section 11. Section 12
summarizes several extensions of the model for the cuprates, while Section 13 con-
siders applications to other materials, and Section 14 presents our conclusions and
suggestions for future work. Comparisons with strong coupling models are made
in Sections 4.7 and 12.3. Acronyms are summarized in Appendix G.
2. Correlation Strength and Fingerprints of Intermediate Coupling
2.1. What is Intermediate Coupling?
Correlated materials can be sorted into three categories based on the relative
strength of the Coulomb interaction (U) compared to the DFT bandwidth (W ). We
have weak coupling when U W , strong coupling when U W , and an interme-
diate coupling scenario applies when U lies between these two limiting cases. [More
specifically, we suggest in Section 2.2 below that intermediate coupling for cuprates
corresponds to W/2 < U < 2W .] Fig. 1[13] illustrates characteristic features of the
electronic spectrum in the three cases. For weak coupling (e.g. Landau’s Fermi liq-
uid theory), the quasiparticle band retains nearly the same momentum information
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as the corresponding non-interacting system, the renormalization of the dispersion
given by the factor Z < 1 is not drastic, and the spectral function is dominated
by sharp quasiparticle peaks. Moreover, the renormalization factor for the spectral
weight, Zω (see Section 9.2), is the same as the dispersion renormalization factor
Z. In sharp contrast, in the strong coupling limit, the non-interacting band splits
into two distinct subbands separated by the insulating gap U , so that at half-filling
the quasiparticle weight at EF is nearly zero. Each subband has very small disper-
sion, representing nearly localized electrons. Since the subbands are separated by
U , the spectral weight is spread over an energy range > W , so that the bandwidth
effectively becomes larger than the bare bandwidth W . If we now think of the
renormalization factor as the ratio of U to bandwidth, we obtain an effective Z >1
for the high-energy band. We will see in Section 9.2 that the effective Z values can
display quite complex behavior with doping and energy. In the QP-GW scheme,
which is the focus of this review, we will mainly be concerned with the near-Fermi
level value of Z.
Properties of electrons in the intermediate coupling limit, U ∼ W , interpolate
smoothly between those for the weak and strong coupling limits as depicted in
Figs. 1(c1) and 1(c2). In particular, states near EF resemble the itinerant states
of the weak coupling limit, but with a larger renormalization, Z < 1. At the same
time, there are incoherent states at higher energies, so that the total bandwidth
remains large (∼ U), yielding an effective Z > 1 at high energies as in the strong
coupling case. There is a crossover energy scale between the coherent and incoherent
parts of the spectrum where the real part of the self-energy changes sign. This
causes the band near EF , where Σ
′(−ω) > 0, to become renormalized toward EF ,
while the band at higher energy, where Σ′(−ω) < 0, shifts to even higher energy.
These two parts are connected by a crossover energy where the band is effectively
unrenormalized. The interpolative nature of the resulting spectrum is clear: the
coherent bands near EF retain many properties of weakly correlated Fermi liquids,
albeit with narrower bands, while the incoherent features far from EF appear
to be nearly localized precursors of strong coupling effects. Corresponding to the
crossover energy scale, there is a temperature scale above which coherence at EF is
destroyed. Such coherence temperatures are well known in heavy-fermion materials,
where the localized (f) and itinerant states begin to hybridize.[14]
Anomalous energy dependence of Σ′ yields via Kramer’s-Kronig relation a peak
in its imaginary part Σ′′ where Σ′ changes sign. As a result, spectral weight is
transferred away from the crossover energy toward both the low-energy quasiparti-
cle peak and the high-energy incoherent hump features. This is the mechanism for
forming kinks in the dispersion, also referred to as ‘S’-shapes or ‘waterfalls’, and
the corresponding peak-dip-hump features in the density-of-states (DOS) found in
the one-particle spectra, Fig. 1(c2). This anomalous electronic structure induces
anomalies in correlation functions, first explored by Moriya in his classic book.[15]
The peak in Σ′′ also distinguishes intermediate coupling case from the weak cou-
pling limit. Whereas in weak coupling the dispersion is always sharp and quasipar-
ticles are well defined, the peak in Σ′′ splits the dispersion into two almost distinct
branches lying below and above EF . The peak in Σ
′′ represents a large concentra-
tion of electronic bosons [electron-hole pairs], which act to split and dress electrons
into coherent electronic states near EF , and incoherent states across the kink en-
ergy where electrons are nearly localized. Correlations thus play an increasing role
as their strength increases. Note that the bosonic strength is given by the imagi-
nary part of the susceptibility, but when electrons are renormalized by the bosons,
the associated dispersions will change and shift the peaks in the susceptibility.
Therefore, calculations must be carried out self-consistently so that the suscepti-
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Figure 2. Phase diagram of the t− t′ − U Hubbard model discussed in the text. [From Ref. [16].]
bility peaks line up properly with the peaks in self-energy. Stated differently, at
low energies, electrons can be considered to behave either as quasiparticles or as
components of bosons – electron-hole or electron-electron pairs. The renormaliza-
tion Z must be chosen self-consistently so that a fraction of the electronic spectral
weight contributes to the Fermi quasiparticles, and a fraction 1−Z to the bosons,
which shows up at higher energies as the incoherent contribution to the electronic
spectral weight.
2.2. Quantifying the Degree of Correlation
In order to quantify how strong the correlations are in the cuprates, we must
first get a handle on the boundaries between weak, intermediate, and strong cou-
pling regimes. Since mean-field theories such as the random-phase approximation
(RPA) provide a reasonable description of the weak coupling case, we may locate
the crossover between weak and intermediate regime via the interaction strength
at which RPA still predicts the correct phases, but overestimates the transition
temperature by say up to ∼20%. In a recent Gutzwiller approximation (GA) +
RPA study of the t − t′ − U Hubbard model[16] (where t and t′ are nearest and
next-nearest neighbor tight-binding hopping parameters), this criterion yielded the
weak/intermediate coupling boundary at ≈ U = W/2, where U is the Hubbard on-
site interaction and W ∼ 8t is the electronic bandwidth.
Turning to the strongly correlated case, one typically associates this limit with
a very small probability of double-occupancy, i.e. when the renormalization factor
Z → 0, or equivalently, the effective mass m∗ → ∞. Within the GA, this occurs
at the Brinkman-Rice (BR) transition when U = UBR ' 2W [17]. The exact value
of UBR for the t − t′ − U model is shown in Fig. 2 (red solid line). Also shown
are results of the t′/t − U phase diagram of Tocchio et al.[8] (green lines), along
with results for the Gutzwiller transition[16] U˜GA obtained by considering only the
(pi, pi) [(pi, 0)] magnetic order (dashed [dotted] blue line). A spin-liquid phase is
found only above UBR in the presence of frustration, close to the (pi, pi) − (pi, 0)
crossover. In contrast, RPA-like magnetic phases arise for much lower values of U .
For |t′/t| < 0.5 there is no obvious change in the structure on crossing the BR
line. The commensurate GA transitions are in excellent agreement with the results
of Ref. [8]. We thus adduce that the intermediate coupling regime corresponds
approximately to W/2 < U < 2W .[18, 19] For the cuprates, U is usually estimated
to be ∼ 8t = W , while −0.5 < t′/t < 0, placing the cuprates far from the strong
correlation regime or any spin-liquid phase. For this reason, we will generally speak
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Figure 3. (a) Rate of anomalous spectral weight transfer, β, at half-filling, as a function of U/t.[20] Blue
dashed line shows linear extrapolation to β∞ at U = 14.5t, close to the calculated UBR = 13.5t (green
arrow). (b) Fractional double occupancy, docc, obtained via cellular DMFT computations for the t− t′−U
Hubbard model using t′ = t at various temperatures. [Frame (b) from Ref. [21].].
of upper and lower magnetic bands (UMB/LMBs) rather than upper and lower
Hubbard bands (UHB/LHBs).
One property that depends sensitively on double-occupancy is the anomalous
spectral weight transfer (ASWT)[10, 20], see also Section 9.1 below. We expect that
the rate of spectral weight transfer from the upper to the lower magnetic band, β,
defined by the slope of the spectral weight transfer versus doping, will vary linearly
with the degree of double-occupancy, and hence linearly with U−UBR. Based on the
current exact diagonalization calculations[20], which provide only two data points,
β extrapolates to the infinite-U limit β∞ = −1 at U = 14.5t, close to the expected
UBR = 13.5, Fig. 3(a). Further insight comes from a cellular-DMFT calculation
by Parcollet et al.[21], who frustrate the system with a large anisotropic t′ = t,
forcing it to be in the paramagnetic phase, where double-occupancy was found to
decrease linearly with U for small U , extrapolating to zero at U = 13t, Fig. 3(b).
However, Ref. [21] also found a metal-insulator transition (MIT) near U = 9t,
a signature of the true Mott transition, even though double-occupancy retained
∼ 20% of its uncorrelated value at the transition, falling to only half that value at
their largest U = 14t. This MIT has been further analyzed in Refs. [22, 23]. Hence,
it appears that the Mott transition is controlled by a Brinkman-Rice transition
near UBR ∼ 2W , superceded usually by a more conventional AFM transition at
smaller U . A Mott-type MIT can be found at smaller values of U , but to realize
this transition the AFM order must usually be suppressed.
3. Survey of Intermediate Coupling Models
Here we provide a broader overview of the intermediate coupling models, even
though our focus in this review is on a particular intermediate coupling model,
the QP-GW model. Extensive reviews of the DMFT formalism and its cluster
extensions are available in the literature[24–27]. We note that an essential feature of
intermediate coupling is the introduction of a self-energy to describe the interaction
of electrons with bosonic modes. In this spirit, one may consider local-density
approximation (LDA)+U to be a weak-coupling model since this scheme describes
gap opening in different orbitals via a Hartree-Fock description, but fails to provide
a self-energy.
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3.1. DMFT
The dynamical mean field theory (DMFT) generalizes earlier mean field theo-
ries (MFTs) such as the coherent-potential-approximation (CPA, KKR-CPA)[28–
31] by computing the dynamical interaction between a quantum impurity and
an electronic bath to obtain an optimal local (k-independent) self-consistent self-
energy.[24] DMFT can treat the coexistence of localized or atom-like and low-
energy band-like features in the electronic spectrum, and the renormalized mass of
the quasiparticles.[32] DMFT calculations have been combined with first-principles
band structure theories giving rise to the LDA+DMFT schemes.[26, 27]. The
DMFT was one of the first to show how a Mott gap at half-filling can develop
a narrow coherent in-gap band at EF with doping[6].
Since the interaction is solved on a single site, DMFT lacks momentum resolution
and a number of approaches have been developed to extend the DMFT to an
impurity cluster[25]. These extensions attempt to solve the impurity problem on
a cluster exactly, embedding the cluster into a lattice bath to self-consistently
obtain the self-energy. An obvious limitation of any cluster model [including DMFT
as a 1×1 cluster] is that it can only accurately describe fluctuations up to the
scale of the cluster size. For example, DMFT includes only on-site fluctuations,
and therefore, it cannot describe either the AFM or d-wave SC order, although it
can describe a Mott transition since the AFM order is frustrated. While a 2 × 2
cluster can describe both the AFM and d-SC order, longer range fluctuations are
underestimated, resulting in mean-field phase transitions. Finally, cluster models
can only determine correlation lengths smaller than the cluster size, limiting the use
of cluster approaches for investigating critical dynamics. Diagrammatic extensions
of DMFT, which calculate correlation functions beyond the self-energy, promise
overcoming these limitations.
The preceding considerations also underlie a number of limitations of the DMFT,
which have been discussed in the literature as follows. Since DMFT cannot describe
the AFM order, it does not account for ∼ Nln2 spin-entropy, where N →∞ is the
number of sites, which distorts the doping-dependent phase diagram[33]. The mean-
field phase transitions predicted by DMFT are particularly problematic in lower-
dimensional systems, but even in the 3D Hubbard model significant fluctuation
effects are missed below T ∼ 5TN , where TN is the Neel temperature.[34] Millis’
group has explored the underpinnings of DMFT to find that vertex corrections
appear to be as significant in the DMFT as in GW calculations.[35–37] The vertex
corrections are important not only for the self-energy, but also for calculating two-
body spectroscopies, and for capturing the correct orbital ordering physics in multi-
orbital systems such as the pnictides. It has been suggested that DMFT could be
improved by including a self-consistent GW calculation[38] (see also Refs. [39, 40]).
3.2. Extensions of DMFT
3.2.1. Cluster Extensions: CPT, DCA, Cluster DMFT
As we already pointed out above, the premise of various cluster extensions of the
DMFT is straightforward: an interacting Hamiltonian can be exactly diagonalized
on a small cluster, even when it is coupled to a self-consistent bath. The results,
however, are often sensitive to how the cluster impurity problem is solved, and
there is now a growing emphasis on developing improved ‘impurity solvers’. To
date, three main approaches have been followed. Perhaps the simplest is the cluster
perturbation theory (CPT)[41], in which the lattice is treated as a lattice of clusters,
the self-energy is found exactly for an isolated cluster, and the lattice Green’s
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function is found by treating the inter-cluster hopping as a perturbation.
The other two approaches also solve for the self-energy exactly on a cluster, but
then embed the cluster self-consistently into an infinite lattice. They differ in the
nature of the embedding. The cellular dynamical mean-field theory (CDMFT)[42]
is a direct cluster generalization of DMFT. The embedding is done at a local
cluster in real space, so that the translational symmetry is violated. In contrast, the
dynamical cluster approximation (DCA)[43] employs a periodic cluster to preserve
translational symmetry. Although we will return to comment on applications of
various DMFT models to the cuprates below, we note that the DCA procedure
amounts to coarse-graining in momentum space, so that the size of the cluster
dictates the number of k-points where the self-energy and susceptibility can be
calculated. The CDMFT encounters a similar problem. A DCA calculation can only
determine the temperature at which a correlation length becomes larger than the
cluster size (see Fig. 50). This presents a problem in dealing with quantum phase
transitions and competing phases, especially for 2D systems, where the Mermin-
Wagner theorem shows that fluctuations can drive the phase transition to T =
0.[44] For further discussion of these and related issues bearing on the stability of
competing phases, see Refs. [21, 45–54] and Section 11.1.2 below.
3.2.2. Diagrammatic Extensions
While cluster extensions are suitable for short-range correlations, another ap-
proach is needed when long-range correlations become important as, for example,
for treating quantum phase transitions, Luttinger liquid physics, and Van Hove
singularities. Instead of going from a single impurity site to a cluster of impurities,
in either real- or k-space, DMFT can be extended diagrammatically by including
the local two-particle vertex of the Anderson impurity model in the computations.
The momentum dependence of the self-energy can now be computed using this two-
particle vertex. Various approaches for approximating the vertex include the dy-
namical vertex approximation (DΓA) [full two-particle irreducible local vertex][55–
57], dual fermion (DF) [one- and two-particle reducible local vertex][58, 59], and
the one-particle irreducible approach (1PI).[60] Since the DΓA approach includes
both GW and DMFT contributions, ab initio calculations with DΓA should be su-
perior to GW+DMFT.[57] In this way, Mermin-Wagner physics has been accessed
down to low temperatures[56, 59], where the spin-wave spectrum is found.[59] Fluc-
tuations also cause large reductions of the Neel temperature in the 3D Hubbard
model[61] (see Refs. [34, 62] for related cluster results).
3.3. QMC
A variety of quantum Monte Carlo (QMC) techniques have been applied to
study the Hubbard model to determine its phase diagram and the possibility of
superconductivity.[63, 64, 67] Also, the DCA calculations typically use QMC as
an ‘impurity solver’ to treat the cluster Hamiltonian.[43, 65] At various points in
the text below we will compare our results with QMC and other approaches as
appropriate.
3.4. GW theory and the QP-GW model
3.4.1. Introduction
The one-particle Green’s function G(k, ω) can be written in terms of the bare
Green’s function G0(k, ω) via Dyson’s equation as G
−1 = G−10 −Σ, where Σ(k, ω)
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is the self-energy. The perturbation series for Σ can be solved exactly to give
Σ(k, ω) =
∑
q
∫ ∞
0
dω′
2pi
Γ(k,q, ω, ω′)G(k+ q, ω + ω′)Im[W (q, ω′)], (1)
where Γ is a vertex correction and W ∼ U2χ, with U denoting an appropriate
interaction parameter, and χ is an electronic susceptibility whose imaginary part
yields the spectrum of electronic bosons in the model. Hedin proposed a simpler
alternative in which vertex corrections are ignored [Γ → 1], yielding the so-called
GW model of self-energy.[68, 69]
While the exact Eq. 1 involves the fully dressed Green’s function G, the simpler
approximation of using the bare G0 is often made when the interactions are not
too strong. Since χ, and hence W , is built from the Green’s functions, one can
also use W or W0. Interestingly, a fully dressed GW calculation often performs
worse than the bare G0W0 computation. This is because when correlations modify
the electronic degrees of freedom, the electronic bosons can form preformed pairs,
excitons for neutral pairs or Cooper pairs for charged bosons. Therefore the vertex
correction Γ, which describes the interactions between the electron and hole or
between two electrons that make up the boson, must be included. Vertex corrections
seem to be important whenever the imaginary part of the self-energy, Σ′′, displays
a significant frequency dependence.
Correlations in the cuprates are sufficiently strong that the G0W0 approach fails,
and must be replaced by a self-consistent calculation.[3] This may be viewed as a
form of spin-charge separation in higher dimensions. More precisely, bare electrons
contribute to both the fermionic [quasiparticle] and bosonic [electron-hole pair]
excitations, and these two contributions must be reasonably well aligned in energy
and momentum, i.e., peaks in χ′′ [corresponding to maxima in bosonic spectral
weight] must line up with peaks in Σ′′ [maxima in scattering]; see Ref. [70] for an
example with important corrections due to superconductivity. In other words, peaks
in the susceptibility must fall approximately midway between EF and the band
edges, so that the peak in Σ′′ will compress the coherent, dressed quasiparticles
toward EF , while shifting to higher energies the incoherent weight resulting from
the residues of the electrons used to make electron-hole [and electron-electron]
pairs. This is where G0W0 fails: when the bandwidth is renormalized by a factor
of order ≥2, peaks in χ′′0 lie outside the dressed bandwidth, yielding only coherent
states, which are unphysically compressed into a very narrow bandwidth, and no
incoherent spectral weight is left to make up the bosons.
It seems, however, that correlations in cuprates are not so strong that the full
apparatus of the GWΓ approach is needed. We have therefore introduced an ‘in-
termediate’ model, which we call the quasiparticle (QP)-GW, or GZWZ , method,
where we attempt to retain the simplicity of the G0W0 scheme while overcoming
its key shortcomings. Here the Green’s function, GZ , which enters the convolu-
tion integral, is the bare Green’s function renormalized by an energy independent
renormalization constant Z, and WZ = U
2χZ , with χZ calculated from GZ . Equiv-
alently,
G−1Z = G
−1
0 − ΣZ , (2)
ΣZ(ω) = (1− Z−1)ω. (3)
The parameter Z is then found self-consistently such that the spectral weight of GZ
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Random Phase App. 
χ=χ0/(1-Uχ0) 
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G-1 = G0-1-Σ 
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W =Uχ′′(q,ω)U 
Figure 4. Schematic of the self-consistency loop for a QP-GW computation of susceptibility and self-
energy. ‘Conv.’ denotes a convolution. Figure taken from Ref. [13].
matches the coherent or the low-energy part of the spectral weight of G. Equation 3
is the key to the QP-GW model: ΣZ is the most complicated self-energy one can
introduce with Σ′′Z = 0, so that the vertex correction is unimportant. There is
some ambiguity in the choice of Γ for the model. For a strict GW model, Γ should
be taken as 1. However, for the present ΣZ , the corresponding Γ = 1/Z, and we
generally use this value, although results are not very sensitive to its precise value.
We further discuss this point in the following section and in Appendix A. Typical
values of Z are listed in Table F1 in Appendix F. When only the low-energy physics
is of interest, one may work just with the GZ Green’s function as a quasi-Landau
Fermi liquid model [‘quasi’, since Z < 1.]
3.4.2. Other ‘QP-GW’ Type Models
Other QP-GW type methods in the literature with a similar underlying con-
ceptual framework include FLEX and quasiparticle self-consistent GW (QS-
GW)[71, 72], although the way self-consistency is obtained in each method makes
a substantial difference. In Refs. [71, 72], self-consistency involves evaluating the
band renormalization Z only at EF . But bands are renormalized by a variety of
different processes spread over multiple energy scales (high-energy kink, low-energy
kink, and phonons), and these effects are not captured in the value of Z at EF ,
leading to a greatly reduced bandwidth and inconsistencies with experiments. Our
QP-GW method, in contrast, invokes an effective renormalization factor, Z, which
is based on self-energy corrections extending to the high-energy kink scale, which
marks the crossover between the coherent and incoherent states. As a consequence,
different scales involving bosons and kinks get aligned reasonably, resulting in a
wider coherent bandwidth, and the crossover or waterfall energy scale is pushed
into the experimental range (300-500meV in cuprates and around 500meV in ac-
tinides).
4. Theory of the intermediate coupling model
4.1. Self-consistency loop for computing momentum-dependent dynamical
fluctuations
Fig. 4[13] schematically lays out the self-consistency loop in our QP-GW scheme.
The matrix of the starting Hamiltonian is generated by extracting a tight-binding
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representation of the LDA band structure and the associated wavefunctions. The
wavefunctions are important in evaluating matrix element effects in various spec-
troscopies discussed throughout this review.[73, 74] Using the LDA parameters, we
construct both a bare Green’s function G0 and a Z-renormalized Green’s function
GZ as in Eq. 2. With the latter Green’s function, we evaluate the susceptibilities,
and from the susceptibilities, the self-energy Σ and the dressed Green’s function G
via G−1 = G−10 − Σ. We then impose self-consistency by requiring that the DOS
calculated from GZ , which is the Green’s function used to calculate the bosonic
spectrum χ′′, is the same as the coherent part of the DOS calculated from the
full G. This ensures that the bosons and the resulting kinks line up reasonably in
energy. This can lead to inaccuracies at energies above the HEK, but these are not
important for many purposes.
By including a self-energy correction, our model captures effects of the important
bosons with which the electrons interact. The resulting dispersion is naturally
broadened and splits into coherent and incoherent branches separated by kinks. The
electronic bosons are weighted to reflect their importance via the spectral weight
∼ χ′′(q, ω) and renormalized self-consistently, leading to the related (multiple)
kinks in the dispersion. Spin- and charge-excitations are separated in the RPA
(random phase approximation) susceptibility. The computationally intensive steps
are the calculation of the full RPA spin- and charge-susceptibility χ(q, ω) and the
associated self-energy Σ(k, ω), the latter involving a convolution over χ andG(k, ω).
We note that if one is interested mainly in the coherent part of the spectrum,
the GW correlations play little role beyond renormalizing the bandwidth, and one
can use the simpler Green’s function GZ of Eq. 2 above. On the other hand, in
cuprates it is mainly the band closest to EF which is correlated, and the associ-
ated self-energy can be used in multi-band models. Indeed, we have exported this
one-band self-energy into first-principles methodologies for realistic modeling of
ARPES, inelastic X-ray scattering, scanning tunneling, and other highly resolved
spectroscopies including matrix element effects.[73–77] It is important here to un-
derstand the mean-field theory for the three-band model, which reproduces the
spectral features of the one-band model, a point to which we return in Section 12.4
below.
We use a mean-field RPA to account for broken-symmetries, leading to tensor
susceptibilities and Green’s functions. Typically, when both superconductivity and
a density-wave order are involved one obtains 4× 4 tensors. We have modeled the
simplest density wave order, a commensurate Q = (pi, pi) spin-density-wave (SDW)
state,[78–82] although the methodology is readily generalized to treat other orders,
including incommensurate orders, at the expense of working with larger tensors.
The Q = (pi, pi) order, however, appears to be an ideal choice for a variety of rea-
sons: (1) It captures many salient features of the competing order in electron-doped
cuprates over a wide doping range and in hole-doped cuprates for doping x ≤ 0.03;
(2) It has a special place in a number of strong-coupling calculations at arbitrary
hole-doping[83–86]; (3) As discussed in Section 11.1.2 below, the cluster DMFT
extensions will tend to find only (pi, pi)-order due to limitations of momentum reso-
lution; (4) A number of factors, including high temperatures, high energies ω, and
large disorder cause the susceptibility to smear out, shifting the peak susceptibility
toward (pi, pi) (Section 11); (5) Finally, many spectroscopies are insensitive to the
exact nesting vector, and insight can be obtained by using the (pi, pi)−SDW to
estimate the self-energy.[87]
That said, note that at higher hole-doping there is evidence for a variety of
incommensurate spin- and charge-density waves, possibly in the form of stripes,[88,
89] which we have explored using only GZ to model the coherent part of the
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spectrum[90], see Section 11 below for further discussion. Treating the pseudogap
as a single ordered state competing with superconductivity also allows us to avoid
the complications arising from competing density-wave phases, see Fig. 53 below.
In 3D materials, the correlation length diverges as soon as the Stoner criterion
for a particular phase is satisfied, which cuts off other competing phases. In 2D,
Mermin-Wagner[44] physics (strong fluctuations) restricts the divergence of the
correlation length to T = 0, while Imry-Ma physics[91] (strong impurity pinning)
can eliminate this divergence completely. The issue of what would happen if two or
more phases would have diverged (at slightly different temperatures) in the absence
of fluctuations/disorder has to our knowledge not been addressed in the literature.
4.2. Cuprates including mean-field pseudogap and superconducting gap
The Hamiltonian which includes competing pseudogap (modeled as (pi, pi)- order)
and superconducting orders is:[87]
H =
∑
k,σ
(k − F )c†k,σck,σ + U
∑
k,k′
c†k+Q,↑ck,↑c
†
k′−Q,↓ck′,↓
+
∑
k,k′
V (k,k′)c†k,↑c
†
−k,↓c−k′,↓ck′,↑ (4)
where c†k,σ(ck,σ) is the electronic creation (destruction) operator with momentum k
and spin σ, k is the material-specific dispersion taken from a tight-binding parame-
terization of the LDA band structure with no adjustable parameters [listed in Table
F1], U is the on-site Hubbard interaction energy, and F is the chemical potential.
By expanding the quartic terms as in Hartree-Fock, the d−wave superconducting
gap can be calculated using the BCS formalism as ∆k = V gk
∑
k′ gk′
〈
σc†k′,↑c
′
−k′,↓
〉
and V is the pairing interaction. The average here is taken over the ground state
with combined superconducting (SC) and SDW (pseudogap) order. Similarly, the
SDW gap ∆SDW = US is found from the self-consistent mean-field solution of
the order parameter S =
〈∑
k σc
†
k+Q,σck,σ
〉
(spin index σ = ±). The resulting
Hartree-Fock (HF) Hamiltonian is[92]
HHF =
∑
k,σ
(k − F )c†k,σck,σ + ∆SDW
∑
k,k′
[c†k+Q,↑ck,↑ − c†k′−Q,↓ck′,↓]
+
∑
k
[∆kc
†
k,↑c
†
−k,↓ + ∆
∗
kc−k,↓ck,↑]. (5)
The parameters employed for various materials in our QP-GW calculations are
summarized in Tables F1 and F2 of Appendix F. We emphasize that the effec-
tive onsite energy U in a one-band Hubbard model must be doping dependent
to correctly capture the observed gap evolution in both electron- and hole-doped
cuprates.[93] Physically, this reflects effects of changes in screening near the metal-
insulator transition, and would seemingly require corrections beyond the one-band
Hubbard model in the form of longer-range Coulomb interactions[3, 7, 94] or a
three-band model[95, 96]. The doping-dependent U -values are given in Figure F1,
and these and other relevant parameters are summarized in Tables F1 and F2. A
doping and temperature dependent U has also been found in DCA calculations,[97]
shown as orange stars in Fig. F1. For hole-doped cuprates, we find the Hubbard Us
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to be quite similar for different materials, and to be nearly independent of doping
after a large drop near half-filling.
While we have carried out some Eliashberg equation based calculations of the su-
perconducting gap, see Section 10.4, these computations do not incorporate effects
of the pseudogap, prompting us to typically introduce momentum independent in-
teraction strengths V , which reproduce experimental d-wave gaps. The resulting
gap values are given in Table F2. As the strength of the pairing interaction V is
adjusted to reproduce the experimental superconducting gaps, and the bare dis-
persion is taken from LDA, no free parameters are invoked in the modeling of the
various spectroscopies discussed below.
The Hamiltonian in Eq. 5 can be diagonalized straightforwardly with quasipar-
ticle dispersion consisting of upper (ν = +) and lower (ν = −) magnetic bands
(U/LMB) further split by superconductivity:
Eνk = ±
√(
Es,νk
)2
+ ∆2k. (6)
Here Es,νk = ξ
+
k + νE0k are the quasiparticle energies in the non-superconducting
SDW state, E0k =
√(
ξ−k
)2
+ (US)2, and ξ±k = (ξk ± ξk+Q)/2. The SDW and SC
coherence factors for these two bands are given by
αk(βk) =
√
(1± ξ−k /E0k)/2,
uνk(v
ν
k) =
√
[1± (ξ+k + νE0k)/Eνk]/2. (7)
In term of the SDW and SC coherence factors, the coupled self-consistent gap
equations become
∆0 = −V
∑
k
gk
[
u+k v
+
k tanh (βE
+
k /2) + u
−
k v
−
k tanh (βE
−
k /2)
]
= −V∆0
∑
k
g2k
[
1
2E+k
tanh (βE+k /2) +
1
2E−k
tanh (βE−k /2)
]
(8)
S =
1
N
∑
k
αkβk
[(
(v−k )
2 − (v+k )2
)
+
(
(v+k )
2 − (u+k )2
)
f(E+k )
− ((v−k )2 − (u−k )2)f(E−k )],
=
US
N
∑
k
1
4E0k
[
Es,+k
E+k
tanh (βE+k /2)−
Es,−k
E−k
tanh (βE−k /2)
]
. (9)
The spin-susceptibility in the SDW state is complicated by the associated unit
cell doubling, so that the correlation functions (Lindhard susceptibility) have off-
diagonal terms in a momentum space representation[78, 80], which arise from Umk-
lapp processes with respect to Q. Therefore, we define susceptibilities as the stan-
dard linear response functions[78]
χij(q,q′, τ) =
1
2N
〈
TτΠ
i
q(τ)Π
j
−q′(0)
〉
(10)
where the response operators (Π) for the charge and spin density correlations,
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respectively, are
ρq(τ) =
∑
k,σ
c†k+q,σ(τ)ck,σ(τ), and
Siq(τ) =
∑
k,σ,γ
c†k+q,σ(τ)σ
i
σ,γck,γ(τ). (11)
The σi are 2D Pauli matrices along the ith direction. For the transverse spin re-
sponse, S± = Sx±iSy, the longitudinal fluctuations are along the z−direction only.
In the present (pi, pi)-commensurate state, charge and longitudinal spin-fluctuations
become coupled at finite doping[80]. In common practice, the transverse, longitudi-
nal spin- and charge-susceptibilities are denoted as χ+−, χzz and χρρ, respectively.
We collect all the terms into a single notation as χσσ¯, where σ¯ = σ gives the charge
and longitudinal components and σ¯ = −σ stands for the transverse component.
The noninteracting Lindhard susceptibility in the SDW-BCS case is a 2×2 matrix
whose components are [78, 80]
χσσ¯ij (q, ω) =
1
Nβ
∑
k
∑
n
∑
s
Gis(k, σ, iωn)Gsj(k+ q, σ¯, iωn + ω) (12)
=
1
N
′∑
k
∑
νν′=±
Bνν
′,σσ¯
ij (k,q)
3∑
n=1
Aνν
′
n (k,q)χ
νν′
0n (k,q, ω). (13)
Eq. 13 is obtained from Eq. 12 after performing a Matsubara summation over n.
G is the 4 × 4 single-particle Green’s function. The summation indices ν(ν ′) = ±
refer to the UMB and LMB, respectively, and B is the coherence factor due to the
SDW order in the particle-hole channel,
Bνν
′,σσ¯
11/22 (k,q) =
1
2
(
1± νν ′ ξ
−
k ξ
−
k+q + σσ¯(US)
2
E0kE0k+q
)
Bνν
′,σσ¯
12/21 (k,q) = −ν
US
2
(
σ
E0k
+ νν ′
σ¯
E0k+q
)
(14)
The pair-scattering coherence factors are
Aνν
′
1 (k,q) =
1
2
(
1 +
Es,νk E
s,ν′
k+q + ∆k∆k+q
EνkE
ν′
k+q
)
Aνν
′
2/3(k,q) =
1
4
(
1± E
s,ν
k
Eνk
∓ E
s,ν′
k+q
Eν
′
k+q
− E
s,ν
k E
s,ν′
k+q + ∆k∆k+q
EνkE
ν′
k+q
)
.
(15)
Lastly, the index m represents summation over three possible quasiparticle po-
larization bubbles related to quasiparticle scattering (m = 1), quasiparticle pair
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creation (m = 2), and pair annihilation (m = 3), defined by
χν,ν
′
01 (k,q, ω) = −
f(Eνk)− f(Eν
′
k+q)
ω + iδ + (Eνk − Eν
′
k+q)
, (16)
χν,ν
′
02,03(k,q, ω) = ∓
1− f(Eνk)− f(Eν
′
k+q)
ω + iδ ∓ (Eνk + Eν
′
k+q)
. (17)
Once the mean-field Green’s functions and susceptibilities are known, they can
be renormalized by Z and used to calculate the QP-GW self-energy, as discussed
above.
4.3. SDW Order in RPA
For the case with only SDW order, the 2 × 2 transverse susceptibility within the
RPA is given by the standard formula[78]
χσσ¯RPA(q, ω) =
χσσ¯(q, ω)
I− U˜σσ¯χσσ¯(q, ω) . (18)
Away from half-filling, the charge and longitudinal parts get mixed.[80] Therefore,
the interaction vertex becomes,
U˜σσ¯ =
(
U 0
0 −σσ¯U
)
. (19)
We write the non-interacting charge and longitudinal susceptibility matrix explic-
itly as χzρ11 = χ
zz(q, ω), χzρ22 = χ
ρρ(q+Q, ω) and χzρ12 = χ
zρ(q,q+Q, ω). The
explicit forms of the RPA susceptibilities are instructive and bear on important
physical insights. In this spirit, we expand Eq. 18 to obtain
χσσ¯RPA,11(q, ω) =
[
1 + σσ¯Uχσσ¯22 (q, ω)
]
χσσ¯11 (q, ω) + U
[
χσσ¯12 (q, ω)
]2[
1− Uχσσ¯11 (q, ω)
][
1 + σσ¯Uχσσ¯22 (q, ω)
]
+ σσ¯
[
Uχσσ¯12 (q, ω)
]2 ,
χσσ¯RPA,22(q, ω) =
[
1− Uχσσ¯11 (q, ω)
]
χσσ¯22 (q, ω) + U
[
χσσ¯12 (q, ω)
]2[
1− Uχσσ¯11 (q, ω)
][
1 + σσ¯Uχσσ¯22 (q, ω)] + σσ¯
[
Uχσσ¯12 (q, ω)
]2 ,
χσσ¯RPA(q, ω) =
χσσ¯12 (q, ω)[
1− Uχσσ¯11 (q, ω)
][
1 + σσ¯Uχσσ¯22 (q, ω)] + σσ¯
[
Uχσσ¯12 (q, ω)
]2 .
(20)
The gap equation for ∆SDW is given by the vanishing of the Stoner denominator
Uχzz0 (Q,ω = 0) = 1, (21)
where Q is the momentum at which χzz0 (Q,ω = 0) has its maximum. For Q =
(pi, pi), this gives the self-consistent SDW gap equation, Eq. 9 above, which at
T = 0 becomes
1 = U
∑
k
f(E+k )− f(E−k )
2E0k
. (22)
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The highest temperature at which a solution of Eq. 9 is found is the Neel tem-
perature TN . For a second order transition, ∆SDW → 0 as T → TN . However,
mean-field calculations find a weakly discontinuous, first-order transition near the
quantum critical point[98]. We will discuss nesting at various other q-vectors, as is
appropriate for most hole-doped cuprates, in Section 11 below.
4.4. Hartree-Fock Self-energy from SDW order
The Green’s function for the (pi, pi)-SDW can be written as
G(k, ω) =
ω − ξk+Q
(ω − ξk)(ω − ξk+Q) + ∆2SDW
,=
1
ω − ξk − ΣHF (k, ω) , (23)
where the HF self-energy is
ΣHF (k, ω) =
∆2SDW
ω − ξk+Q . (24)
Generalization of Eqs. 23 and 24 to the full tensor QP-GW formulation is pre-
sented in Appendix A.2. We have previously used the HF model to study AFM gap
collapse[87, 92, 93, 99]. Since the coherent states in the QP-GW model are self-
consistently related to GZ , these results are nearly unchanged by the introduction
of a GW-like self-energy correction.[28, 31, 100–103]
4.5. Self-energy
The self-energy (a 4× 4 tensor) due to all magnetic and charge modes is
Σ(k, σ, iωn) =
1
2
U2Z
′∑
q,σ′
ησ,σ′
∫ ∞
0
dωp
2pi
G(k+ q, σ′, iωn + ωp)Γ(k,q, iωn, ωp)Im[χσσ
′
RPA(q, ωp)]. (25)
Here the spin degrees of freedom ησ,σ′ take the value of 2 for the transverse and 1
for both the longitudinal and charge modes. G is the 4× 4 single particle Green’s
function including the Umklapp part from SDWs and the anomalous term coming
from the SC gap. The real part of the self-energy is linear-in-ω near EF , which
gives the self-consistent dispersion renormalization Σ(ω) = (1 − Z−1)ω1 to the
input LDA band. Here 1 denotes a 4× 4 unit matrix.
While many models employ empirical hopping parameters to fit the experimen-
tal dispersions, we use first-principles band parameters, which we self-consistently
renormalize by the GW self-energy. This in turn renormalizes the coupling to
bosonic excitations, i.e., the effective coupling U is similarly renormalized, Ueff ∼
ZU , which largely offsets the enhanced bare susceptibility χ0,eff ∼ χ0/Z. This
suggests that theories which invoke dressed [experimental] dispersion as a staring
point will exaggerate coupling to bosonic modes, and hence the strength of the
associated kinks and the magnetic resonance mode.
The efficacy of our procedure is clear from the fact that we not only reproduce the
low-energy dispersion found in ARPES, but also the high-energy kink or waterfall
seen in ARPES, which represents an ‘undressing’ of the electrons. Moreover, we
are able to capture the doping evolution of both the mid-infrared feature and the
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Figure 5. Calculated angle-dependence of self-energy. Various curves show energy dependence of the
coefficients of the cosine expansion, Eq. 26. Only the constant term Σ0 (red line) displays a large magnitude
and ω-dependence. [From Ref. [9].]
high-energy ‘residual Mott gap’ seen in optical studies. Details are summarized in
Sections 6 and 7 below. The relevant parameters used are given in Appendix F.
While we can calculate the self-energy at an arbitrary wave-vector q, we have
found that its k-dependence is rather weak, and the use of a k-independent value
is typically justified. Figure 5 shows an estimate of this angle-dependence, which is
based on fitting four QP-GW calculations at different k-values to the tight-binding
form
Σ(k, ω) = Σ0(ω) + Σ1(ω)(cos(kxa) + cos(kya)) +
+Σ2(ω) cos(kxa) cos(kya) + Σ3(ω)(cos(2kxa) + cos(2kya)). (26)
The energy dependence in Fig. 5 is seen to be dominated by the k-independent
Σ0 term. Note that reference to strong k-dependence of Σ in the literature usually
implies inclusion of the SDW self-energy, Eq. 24, in a scalar Σ. In contrast, when
one employs a tensor form of Σ, this contribution is automatically included, as is
the case here, and the tensor components of Σ are less sensitive to k.
Figure 6[104] illustrates the doping evolution of the diagonal and off-diagonal
elements of the self-energy matrix with the example of La2−xSrxCuO4 (LSCO). At
half-filling (x=0), both the real and imaginary part of the normal (Σ11) and SDW
gap (Σ12) self-energy are featureless over the energy range of the insulating gap.
The dramatic particle-hole asymmetry in self-energy seen in Figs 6(a) and (b) arises
from the presence of the VHS below EF . The real part of the self-energy changes
sign just outside the insulating gap, splitting the LMB into coherent and incoherent
portions, while the imaginary part has a peak at this energy scale, which distributes
the spectral weight between these two parts of the spectrum. Therefore, a waterfall
feature will be present even at half-filling, as has been observed in the ARPES
spectra of Ca2CuO2Cl2 (CCOC), see Fig. 15(f). Notably, this waterfall feature is
also produced by QMC calculations [Fig. 15(i)], but not by the DMFT [Fig. 15(g)].
At finite doping (x = 0.12), where the SDW and d-wave SC orders coexist, many
features can be seen in the self-energy (middle row in Fig. 6). The low-energy
feature stems from the total SDW+SC gap, which renormalizes the quasiparticle
pseudogap. The high-energy peak in Σ′′ and the corresponding change-of-sign in
Σ′ creates the UHB and LHB. In the overdoped region at x = 0.18 where the
pseudogap has disappeared, the self-energy shows a linear-in-energy dependence in
the low-energy spectrum, signaling the recovery of pure d-wave character in the
SC state.
Many interesting aspects of the self-energy correction to the quasiparticle spec-
trum occur when the pseudogap and the SC gap are present simultaneously. For
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Figure 6. Doping dependence of diagonal- and off-diagonal components of the self-energy matrix in LSCO.
(a)-(b) x = 0 (half-filling); (c)-(e) x = 0.12, with coexisting SDW and d-wave SC orders; (f)-(g) x = 0.18,
where the SDW induced pseudogap is absent. [From Ref. [104].]
example, Fig. 6 shows that the slope of Σ′11 at EF gradually decreases with decreas-
ing doping, as the size of the pseudogap increases. This implies that the dispersion
renormalization Zd (defined in Eq. 49) increases (towards 1) with decreasing dop-
ing, giving the surprising result that the bands are less renormalized as the system
approaches half-filling. In sharp contrast, the spectral weight renormalization Zω,
defined in Eq. 46, at EF decreases with decreasing doping. Such non-Fermi liquid
or ‘gossamer’-like behavior is further discussed in connection with Fig. 33 below.
As noted earlier, the waterfall feature is present from half-filling to the overdoped
regime, and disappears for x >0.30 (precise doping is material dependent), where
the VHS crosses EF and the particle-hole fluctuations which drive the waterfall
feature (see Sec. 6.3) are destroyed. At the same time, the anomalous spectral
weight transfer with doping from the high-energy ‘Hubband bands’ to the quasi-
particle states also disappears as seen in ARPES, optical spectra, XAS, and other
spectroscopies, see Fig. 32.
4.6. Off-diagonal self-energy
Note that the anomalous (off-diagonal) self-energies Σ12 and Σ13 renormalize the
SDW gap and SC gap, respectively. Fig. 6 shows that the SC gap self-energy
Σ13 exhibits the expected particle-hole symmetry. When both SDW and SC gaps
are present, the GW calculation generates a new gap, associated with Σ14, see
Section 10.2. That is, the QP-GW model naturally leads to a theory with a [broken]
SO(5) symmetry[105] or to a related extension[106].
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4.7. Comparison with Strong Coupling
Insight into the QP-GW model is obtained by seeing how it evolves into the strong-
coupling limit. Here we briefly consider a recent phenomenological strong-coupling
model introduced by Yang, Rice, and Zhang (YRZ)[83], while further comparisons
are discussed in Section 12.3 below. YRZ invoke a no-double-occupancy picture of
strong coupling in which for hole-doping x the upper Hubbard band (UHB) contains
1−x states, while the lower Hubbard band (LHB) contains 1+x electrons, of which
1 − x lie below EF . Introducing the parameter b, the LHB is assumed to have an
incoherent part, with 1 − b electrons and a coherent part containing x + b states.
The model then ignores the incoherent states and assumes that the low-energy
physics is controlled by the coherent states. Luttinger’s theorem is approximately
satisfied by requiring that the fractional filling of the coherent band is equal to the
fractional filling of the full band, or (b−x)/(b+x) = (1−x)/2. Defining b+x ≡ 2gt,
leads to
gt = 2x/(1 + x), (27)
where gt is the dispersion renormalization factor of t− J models.
What distinguishes the YRZ model from other t−J models is the introduction of
a pseudogap, which is treated at the mean field level as a phase transition described
by the self-energy
ΣY RZk =
∆2SDW
ω − ξ0k , (28)
where ξ0k = 0k−µ, and µ is the chemical potential. So far, this would be the strong
coupling version of any density-wave instability, as long as the energy 0 = k+Q,
where Q is the nesting wavevector, e.g., (pi, pi) for the commensurate SDW order,
as in Eq. 24. YRZ, however, introduce:
0k = +2t(cos(kxa) + cos(kya)), (29)
so that the resulting Green’s function has a zero at EF along the AFM zone bound-
ary.
How does this model compare with the QP-GW model? Since both YRZ and the
conventional SDW model satisfy Eq. 24, and both have the same Fermi surface up
to the AFM zone boundary, both models would make the same predictions for most
experiments. Indeed, many calculations purporting to test the YRZ model[84–86]
should probably be redone to see if the results are distinguishable from the SDW
model predictions. As noted above, Eq. 29 is unique to YRZ theory, and this
can be tested experimentally. With the conventional AFM choice of 0, the model
would constitute a strong coupling version of the SDW phase of QP-GW, where
only the coherent part, GZWZ is analyzed. However, in many experiments the
incoherent parts of the bands can be explored, which requires the full QP-GW
Green’s function. Moreover, experiments seem to require a renormalization factor
Z >> gt, implying that double-occupancy is not strictly forbidden. To describe
this situation, the QP-GW model instead assumes that the occupancy of the UHB
is always 1 and that the ASWT is controlled by the collapse of the SDW gap and
not by strong correlations.
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4.8. GZ vs Gexp
Considering the paramagnetic state for simplicity, the intermediate Green’s func-
tion GZ can be written as
GZ =
Z
ω − Zk,LDA + iδ , (30)
with the associated susceptibility
χZ(ω, q) = Z
2
∑
k
f(Zk,LDA)− f(Zk+q,LDA)
ω − Z(k,LDA − k+q,LDA) + iδ . (31)
Equation 30 is to be compared to
Gexp =
1
ω − k,exp + iδ . (32)
Here we have introduced LDA for the LDA dispersion, and exp for the experimental
dispersion. Equation 32 is a common approximation in weak coupling calculations
add leads to the susceptibility
χexp(ω, q) =
∑
k
f(k,exp)− f(k+q,exp)
ω − (k,exp − k+q,exp) + iδ . (33)
We have found that k,exp ∼ Zk,LDA, i.e., the experimental bands are the coherent
part of the dressed LDA bands, so that GZ = ZGexp, and UχZ = Uexpχexp,
where Uexp = Z
2U . Finally, we take W = UUexpχexp. This suggests that models,
which are based on experimental dispersions, will exaggerate the tendency of the
system toward instability [Uχ = 1] unless U is renormalized downward because
one assumes that all the electronic states are included in the coherent part of the
band.
While the QP-GW approach captures these features reasonably, it should be kept
in mind that the intermediate function GZ is not a full Green’s function, but only
its coherent part in that its imaginary part integrates to Z and not unity. Similarly,
while the final G is a full Green’s function, it underestimates the incoherent part of
the spectrum. Further, the distribution of incoherent spectral weight is relatively
uniform, leading to reduced electron-hole asymmetry.
5. Bosonic Features
In condensed matter systems, bosonic excitations such as ‘magnons’, ‘plasmons’,
and ‘Cooperons’ can arise from the spin, charge and pairing degrees of freedom of
electrons when the corresponding scattering cross-sections are favorable. In one di-
mension, this includes the well-known spinon and holon excitations. These bosons
modify electronic dispersions, giving rise to a variety of dispersion and spectral
weight renormalizations. At low temperatures a mode can ‘soften’, leading to var-
ious forms of long-range density or orbital order, or superconductivity. Hence an
important aspect of the physics of correlated systems is the identification of the
dominant bosonic modes. The spectral weights of various excitations are quantified
by the imaginary part of the susceptibility χ′′RPA, and can be directly probed by
Raman, RIXS and inelastic neutron scattering (INS). The modes can be sorted
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Figure 7. Bare susceptibility χ′′ in NCCO at half-filling in the paramagnetic state in (eV )−1 units,
comparing LDA-based results[110] (a) with the corresponding results based on a tight-binding model (b)
along high symmetry lines Γ = (0, 0) to X = (pi, 0) to M = (pi, pi) to Γ in the Brillouin zone (BZ). [From
Ref. [109].]
by the susceptibility channel, and accordingly the fluctuations can be detected by
different measurements. For example, magnon dispersions will show up only in the
transverse channel of the spin susceptibility (observed in spin-flip INS, RIXS and
Raman) and plasmons in the longitudinal + charge channel (measured by RIXS,
optical probes), while the Cooperons appear along any spin- or charge channel
(measured by spin-flip and non-spin-flip INS, RIXS, Raman and optical probe).
Furthermore, these excitations appear in different regions of the (q, ω) phase space
and are strongly doping dependent, which makes it easier to observe them sepa-
rately. Notably, proper treatment of plasmons, and especially of acoustic plasmons
in 2D-materials, requires extension of the QP-GW model from Hubbard interac-
tion U to include long-range Coulomb interaction.[107, 108] Figure 7[109] shows a
typical map of the bare susceptibility in Nd2−xCexCuO4 (NCCO), comparing our
calculations based on tight-binding dispersions with LDA calculations[110]. The
agreement is quite good, confirming that our dispersions accurately represent the
LDA bands.
5.1. Spin-wave spectrum in undoped cuprates
Gapless spin waves are the Goldstone modes associated with any ferro- or anti-
ferromagnet. The spin-wave spectrum of the Hubbard model was calculated by
Schrieffer, Wen, and Zhang[78]. Figure 8[104] shows that the spin-wave spectra are
quite similar in the parent compounds of both electron-doped NCCO and hole-
doped LSCO, in good agreement with experiment[88, 89, 111–113]. For the non-
interacting susceptibility, Eq. 13, all intraband excitations are gapped in all spin
and charge channels, as shown in the upper panel of Fig. 8. At the RPA level, the
longitudinal (∆Sz = 0) and charge channels remain gapped, some intensity modu-
lation notwithstanding. But the transverse spin-flip channel (∆Sz = 1) undergoes
dramatic changes.
For the pure Hubbard model (nearest-neighbor hopping t only) Schrieffer et
al.[78] showed that gapless spin-wave modes occur at the AFM vector Q in the
undoped SDW state, finding an analytic solution for the mean-field problem, which
has been extended to a more general dispersion.[79–81] The necessary condition
for the occurrence of a Goldstone mode is that the off-diagonal term of the non-
interacting susceptibility, χ12/21 in Eq. 13, which drives the system away from
the instability [at (1 − Uχ+−11 (q, ω))(1 − Uχ+−22 (q, ω)) = 0], reduces exactly to
the SDW gap equation at q = Q given in Eq. 9. At q = (pi, pi), the spin-wave
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Figure 8. χ′′ in the insulating half-filled state, modeled via an SDW order parameter. Bare values of χ′′
along the high-symmetry directions in the BZ are shown for the transverse spin channel in (a), and along the
longitudinal plus charge channel in (b) for electron doped Nd2CuO4 (NCO). (c)-(d) Corresponding results
for hole-doped NCO. (e)-(h): RPA components of susceptibility in the corresponding channels. Results are
compared with RIXS data for insulating LCO [blue symbols from Ref [112]], underdoped LSCO [black and
cyan symbols from Ref. [112]], and undoped SCOC [grey symbols].[111] Magenta and green symbols are
from neutron data for undoped and optimally doped LSCO[88, 113], which are compared with the LBCO
data at 1/8 doping (deep green symbols)[89]. [From Ref. [104].]
Figure 9. Spin and charge spectral dispersion in doped LSCO, Bi2212 and NCCO. The imaginary part
of the susceptibility is plotted along the high-symmetry lines in the BZ for transverse [top row] and
longitudinal plus charge channels [bottom row] for two hole-doped and one electron-doped cuprate near
optimal doping. Experimental data are the same as in Fig. 8. [From Ref. [114].]
shows linear-dispersion as in AFM Cr [Ref. [82]], which extends to zero energy. In
addition, the spectra along the zone diagonal possess a symmetry between the Γ−
and (pi, pi)−points at low-energies, consistent with experiments and t − J model
calculations[111], reflecting the presence of long-range magnetic order.
5.2. Spin-waves in the SDW state at finite doping
Upon doping, a spin-wave dispersion persists up to the overdoped regime, but be-
comes gapped in the SC state to give rise to a magnetic resonance mode. Here we
discuss the example of the near-optimal doping region in the SC state, where a
residual SDW dressed pseudogap is still present in the low-energy region along all
directions. Computed χ′′ spectra at finite doping are presented in Fig. 9[114] in the
transverse (top row) and longitudinal spin plus charge (bottom row) channels for
three different materials. The spectra in the transverse channel can be determined
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directly by INS in the spin-flip mode[88, 89, 113], whereas transverse, longitudinal,
and charge channels can all be observed by RIXS[111, 112] or indirectly via optical
spectroscopy[115–117]. Also shown are the experimental single magnon RIXS re-
sults for undoped La2CuO4 (LCO), neutron data from the same sample, and RIXS
data of undoped Sr2CuO2Cl2 (SCOC) and NCO. The spin-waves persist through-
out the BZ, are doping dependent, and become gapped in the SC state near Q,
as discussed in Section 7.3. Along Γ → (pi, 0), an additional paramagnon feature
appears which extends from ω = 0 at Γ to ω ∼ 500meV at q = (pi, 0) at half-filling
which reduces to ω ∼ 300meV near optimal doping, Fig. 9.
This dispersing paramagnon like spin-wave feature reflects inelastic scattering
from the Van-Hove singularity (VHS) in the bands near k = (pi, pi) in cuprates,
and it is not from the low-lying SDW Goldstone mode or magnetic resonance
mode around q = (pi, pi). This feature is representative of the bi-magnon spectrum
as observed in Raman spectra at the same energy scale [see, e.g, Refs. [118, 119]],
and it is present in both longitudinal (Figs. 9(b,d,f)) as well as transverse spec-
tra (Figs. 9(a,c,e)). The extent to which these high-energy joint density-of-states
(JDOS) features evolve into multi-magnon features in more sophisticated models of
the self-energy[120] remains to be seen. We emphasize that the overall agreement
with RIXS [blue symbols in Fig. 9(a)] is remarkable, even without the inclusion of
core-hole and other matrix element effects. This is the main susceptibility feature
responsible for the HEK, and it is consistent with the fairly doping independent
energy range of the HEK as discussed in Section 6.3.1 below. Note that suscepti-
bility in the SC state up to the gap energy (≤ 2∆) also controls Friedel oscillations
around impurities, and the closely related quasiparticle interference (QPI) patterns
seen in STM measurements.[87, 121–123]
6. Single-particle spectra
We begin this section with a few general remarks on electron- and hole-doped
cuprates, followed by a detailed comparison of our calculations with various one-
body spectroscopies, particularly ARPES and STM, and a brief discussion of x-ray
absorption (XAS), and Compton scattering results.
6.1. Electron-doped cuprates
An important clue to the role of self-energy corrections was provided by the striking
ARPES results on electron-doped NCCO[124], where early analysis[125] indicated
that the experimental dispersions are close to the LDA-bands renormalized by a
constant factor Z ∼ 1/2.
While proximity of the VHS and ‘stripe’ phenomena greatly complicate the anal-
ysis of hole-doped cuprates, NCCO seems to be free of these complications, and
the doping evolution of the normal state band structure can be readily captured
by a model of (pi, pi) AFM order, Fig. 10[93]. At low doping, electrons enter the
bottom of the UMB near (pi, 0), Figs. 11(b), (c). As doping increases the magnetic
gap collapses, and just below 15% doping the LMB crosses EF near (pi/2, pi/2),
Fig. 11(d), leading to the appearance of a hole-pocket near the zone diagonal,
Fig. 10. The electron- and hole-pockets form a necklace, separated by ‘hot-spots’
along the zone diagonal, which represent the residual magnetic gap separating the
UMB and LMB. At a higher doping, near x=0.18, the magnetic gap collapses, and
the pockets merge into the large FS predicted by the LDA.
A key signature of the magnetic-gap-collapse scenario is the presence of a se-
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Figure 10. Fermi surface (FS) maps (defined as spectral intensity at EF ) in NCCO: Theoretical FS maps
(top row) at three dopings, x = 0.04, 0.10, and 0.15, compared to the corresponding experimental ARPES
data[124] (bottom row). [From Ref. [93].]
Figure 11. Theoretical dispersion at four different dopings x in NCCO, showing collapse of the magnetic
gap. [From Ref. [93].]
quence of two ‘topological transitions’ or changes in the FS topology, the first
from an initial electron-pocket to the appearance of a hole-pocket, and the sec-
ond to a merging of the pockets into a single large FS. An important datum of
the model is the doping at which the hole pocket first appears. This would affect
many properties, and the consistency of its value in different experiments pro-
vides a test of the model. In photoemission the pocket appears between 10 and
15% doping, and from the model dispersion, Fig. 11, probably closer to the latter.
There are three other independent indications of this transition, close to the same
doping in NCCO or Pr2−xCexCuO4 (PCCO): (1) The Hall effect starts to change
sign between 14 and 15% doping[126], Fig. 12; (2) The penetration depth crosses
over from an exponential temperature dependence to an exponential-plus-linear
T -dependence near 14% doping[99, 127], Fig. 13, as expected, since the nodal gap
is present only on the hole-pocket; and, (3) Quantum oscillations (QO) have been
observed in NCCO[128], finding a clear nodal pocket at 15% and 16%, and an
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Figure 12. Hall angle θH = tan
−1(ρxy/ρxx) at B=14T vs temperature for a variety of dopings in PCCO.
Note the low-T upturn starting near x = 0.15. [From Ref. [126].]
Figure 13. Penetration depth in PCCO [127] at several dopings, separated into a part varying exponen-
tially in temperature (a) and a part varying linearly in T (b), with the latter only present at x=0.152.
[From Ref. [99].]
apparent crossover to the large LDA FS (second topological transition) at 17%
doping, Fig. 14. An extension to lower doping, x=0.13, was unable to find QOs
below 15% doping, again consistent with the first topological transition[129]. It is
surprising that QOs associated with the electron pockets have not been observed,
but they are expected to be fairly weak.[129] Note that the penetration depth re-
sults are particularly important as they require the superconducting electrons to
see the gapped FSs produced by the AFM order. In other words, magnetism and
superconductivity must coexist on the same electrons, and cannot be separated in
different parts of the sample.
The second topological transition was predicted to occur near 19% doping, but it
has not proven practical to fabricate bulk samples at such high dopings. However,
films can be made, and the Hall effect measurements[126] find a purely positive
Hall effect at x=0.19, Fig. 12. While the early QO measurements[128] reported
the large FS at x=0.17, more recent measurements find that this is a magnetic
breakdown effect[129, 130] with a small but finite residual gap of ∼ 14 meV for
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Figure 14. Quantum oscillations in NCCO. Top Row: (a) Large FS expected above the second topological
transition; (b) electron (blue) and hole (red) pockets expected above the first topological transition. Bottom
Row: (c) QO frequencies found at x =0.15, 0.16, and 0.17. The smaller areas (lower frequencies) at the
lower two dopings are consistent with the nodal hole pocket, while the larger area at x=0.17 is consistent
with the large FS. [From Ref. [128].]
x=0.16, and 5 meV for x=0.17. Note that details of theoretical predictions are
sensitive to band parameters. For example, in a t− t′ model, the hole-pocket never
crosses EF , and for this transition to occur a t
′′ parameter is needed. For hole-doped
LSCO, we find a complementary evolution of the pockets with doping where the
electron-pocket first appears at x = 0.15 (see the blue line in Fig. 2(a) of Ref. [9]);
see also Fig. 22(b) for Bi2Sr2CaCu2O8 (Bi2212).
6.2. Hole-doped cuprates
The preceding modeling is most appropriate for electron doping, where only the
(pi, pi) commensurate SDW order is observed, and theoretical predictions are in
very good accord with experiments. Remarkably, however, the same model ap-
plied to hole-doped cuprates seems to capture many aspects of the two-gap
scenario[87, 131], despite the fact that it does not describe the incommensurate
magnetization. For example, the SDW order is observed to survive up to ∼10-12%
doping in several families of hole-doped cuprates, although at incommensurate
q-vectors[132–136]. We have analyzed other candidates for the competing order in-
cluding charge, flux, and d−density waves[87], and find that results are insensitive
to the detailed nature of the competing order state. Thus, Eqs. 5-9 continue to
hold for any Q = (pi, pi) order, as long as the appropriate gap ∆ is used. This is
important because of the 3D computations involved first in evaluating susceptibili-
ties, and then the self-energies, and each of these quantities is q- and ω-dependent,
as well as being a 4×4 tensor when treating competing superconducting and (pi, pi)
order in QP-GW modeling. Treating incommensurate orders would require higher
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order tensors and many additional calculations, as the nesting q vector is doping-
dependent and would also need to be determined self-consistently. Hence we have
divided our computational strategy into two parts: a full QP-GW calculation as-
suming (pi, pi) magnetic order, and a more comprehensive analysis in which correla-
tions are included via the Gutzwiller approximation + RPA (GA+RPA) and both
the spin and charge orders are included to obtain q-dependent phase diagrams. The
QP-GW calculations are discussed below, while the GA+RPA results are discussed
in Section 11.2.1. We shall see that results are sensitive to the band structure, and
whereas most cuprates have properties similar to Bi2212, LSCO may possess sig-
nificant differences. To some extent, self-energy corrections and the nesting vectors
are addressing complementary aspects of the problem, and it is not too surprising
that the good agreement of this section is insensitive to the proper q-value.
6.3. ARPES: Renormalization and Kinks
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Figure 15. Spectral intensity as a function of energy and momentum along the high-symmetry lines in
the BZ for several dopings at T = 0. (a)-(e): QP-GW derived spectral functions for NCCO as a function of
doping, ranging from half-filling to overdoping through the SDW state [after Ref. [94]]. (f) ARPES results at
half-filling in CCOC.[138] (g)-(h) LDA+DMFT results at half-filling and a finite doping for NCCO.[66] (i)
QMC calculation at half-filling,[65], (j) spectral intensity in NCCO from CDMFT computations for U = 8t,
t′ = −0.3t[53], and (k) DCA calculation for an overdoped cuprate.[67] At half-filling both QP-GW in (a)
and QMC in (i) demonstrate the presence of an incoherent Mott band outside the AFM insulating gap,
consistent with the ARPES result in (f). The waterfall shape is present at all dopings, and is consistently
reproduced by various calculations. [From Ref. [104].]
The classical picture of dressing an electronic dispersion by bosons is well
understood.[137] For phonons, for example, the dressed bosonic spectral weight
is generally given by the Eliashberg function α2F , where F gives the bare phonon
density-of-states and α is a measure of electron-phonon coupling. For electronic
bosons the equivalent function is U2χ′′, where χ′′ is an appropriate susceptibility,
usually evaluated within the RPA. A peak in α2F leads to a peak in Σ′′, i.e., a
kink or waterfall, which splits the dispersion into two parts: a dressed branch at low
energies with sharp dispersion and enhanced effective mass, and a bare branch of
incoherent excitations further from EF . The latter follows approximately the bare
dispersion, but it is broadened by coupling with bosons. The crossover between the
two branches occurs near a peak in Σ′′. Depending on the strength of bosonic cou-
pling, the two branches can make up a single dispersion joined by a region of more
rapid dispersion, creating a kink or waterfall, or they can appear as two nearly
disconnected branches. Figs. 15(a-e)[104] shows calculations of spectral functions
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Figure 16. HEK in LSCO, Bi2212 and NCCO at optimal dopings. (a)-(b) Theoretical and experimental
spectra for LSCO. Blue and green dashed lines give MDC peak positions. The corresponding real parts of
the self-energy as extracted from the MDC cuts with reference to LDA dispersion (red dashed line) are
shown in (c), together with the computed real and imaginary parts of the self-energy. (d-f) Same as (a-c),
except that these panels refer to Bi2212. (g-i) Same as (a-c), except that these panels refer to NCCO.
Experimental spectra are from Refs. [143] (b), [140] (e), and [144] (h). [From Ref. [104].]
for NCCO at a number of dopings[94]. While the coherent bands near EF resemble
dispersions of Fig. 11, they are separated by kinks from incoherent features at more
distant energies, both below and above the EF . The remaining frames of Fig. 15
show that similar kinks and incoherent subbands arise in experiment[138], and in
a variety of other calculations in cuprates.[65–67]
At finite doping, our QP-GW results are in good agreement with the QMC result
in terms of producing an underlying band connecting the coherent and incoherent
bands, and with experiments in Fig. 16, while the DMFT results in Figs. 15(g,h)
show these two bands to be disconnected. This is presumably related to an over-
estimation of the coupling strength and/or due to neglect of the momentum de-
pendence of self-energy. Such disconnected splitting of the bands also persists in
the CDMFT calculations for large U/t as shown in Fig. 15(j).[53] However, if
U ∼ 2 eV is fixed by the optical gap, U/t = 8 would require t = 0.25 eV, much
smaller than the expected bare LDA value. Some of the variety in the shape of the
HEK is illustrated in Figs. 16 and 17. In particular, Fig. 17 shows high-resolution
laser ARPES results from optimally doped Bi2212[139], with features enhanced by
taking second-derivative of either the momentum distribution curves (MDCs) or
energy distribution curves (EDCs), the latter clearly displaying a split dispersion.
Just as α2F may have multiple peaks associated with different phonons, χ′′ can
also display multiple peaks. These can be either electron-hole continuum peaks
July 10, 2018 7:1 Advances in Physics AIP˙Review
31
Figure 17. HEK in Bi2212 at optimal doping along three different cuts shown in insets in the top row.
Photoemission data are shown in the top row (a1-a3), and replotted as second-derivative MDC images in
the second row (b1-b2), and as second-derivative EDC images in the third row (c1-c3). The third row shows
the separate dispersions for the coherent and incoherent parts of the band most clearly. [From Ref. [139].]
associated with structure in the bare susceptibility χ0 or collective peaks associated
with near zeroes of the RPA denominator, indicating proximity to a density-wave
or SC instability. In the cuprates there are two prominent peaks: the HEK and
LEK, which are discussed in the following subsections.
6.3.1. Renormalized quasiparticle spectra and the high energy kink
The LEK, which was discovered first, falls in the low energy range of ∼50-70meV
in the cuprates. It has been associated with either phonons or the magnetic reso-
nance mode, there being a continuing debate as to which effect is dominant. The
HEK, found above 200meV, provided the first unambiguous evidence for strong
coupling to electronic bosons in the cuprates.[3, 138, 140–142] Figure 16 compares
theoretical predictions of the HEK (left column) to the corresponding ARPES ex-
periments for LSCO, Bi2212, and NCCO near optimal doping.[104, 140, 143, 144]
How the kinks develop from the self-energy can be seen by referring to the right
column of Fig. 16. The various waterfalls occur when the spectra are broadened by
peaks in Σ′′ (red dashed lines). These peaks fall around 200-400 meV, depending
on the band-structure. As pointed out in connection with Fig. 1(c) above, when
the real part of the self-energy Σ′ (blue solid lines) is positive, it pushes the states
toward EF , increasing the low energy effective mass, while negative Σ
′ pushes
weight away from EF , into the incoherent spectral weight. Note that all the spin
and charge components of Σ′ are linear in the low-energy region as a result of
linear dispersion of the fluctuation spectrum along Γ→ (pi, 0) and Γ→ (pi/2, pi/2)
(two left columns), yielding a total dispersion renormalization of the order of 2-3,
consistent with experiments. From the excellent agreement between theory and
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experiment with respect to both the shape and magnitude of the HEK, we con-
clude that near optimal doping the HEK arises primarily from the paramagnon
branch around q = (pi, 0) of the particle-hole continuum as discussed in connection
with Fig. 9. As discussed in Section 5, these paramagnons can be directly seen in
neutron, RIXS, and Raman scattering.
DMFT has also been used to examine kinks in electronic bands[66]. However,
dispersion of the paramagnon branch noted above suggests a strong momentum
transfer mechanism in dynamical fluctuations, which would not be captured by
the DMFT.
6.3.2. ARPES Matrix Element effects on the high energy kink
In Bi2212, the waterfall feature observed in ARPES changes its spectral shape
substantially at different photon energies.[139, 145–147] To understand this ef-
fect, in Ref. [75] we incorporated our QP-GW self-energy into the first-principles
one-step ARPES methodology [148–156]. Figure 18 compares the theoretical pre-
dictions with the corresponding experimental spectra, and shows a good accord
[75].
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Figure 18. ARPES spectra in Bi2212. (a)-(b): Experimental photoemission spectra at photon energies of
81 eV and 64 eV[147]. (c)-(d): Corresponding theoretical spectra based on first-principle one-step calcula-
tions in which the self-energy correction is included. (e)-(f): Computations where the self-energy correction
is excluded to highlight the key role of self-energy corrections in capturing the experimentally observed
waterfall effect. [From Ref. [75].]
It can be useful to consider photoemission intensities within the framework of a
tight-binding model in parallel with first-principles modeling. The ARPES matrix
element M in a tight-binding scheme can be written in terms of a structure fac-
tor. [75] For a bilayer system, the relevant structure factor involves the separation
of the two bilayers along the c-axis:
M±(kf ) = M0(k
‖
f )[1± e−ik
⊥
f d], (34)
where the + sign refers to the anti-bonding band and the - sign to the bonding band,
M0(k
‖
f ) is the matrix element of a single layer, independent of k
⊥
f , and d denotes
the separation of the CuO2 layers in a bilayer[157, 158]. The key feature of Eq. 34
is the interference term in brackets, where k⊥f depends on the photon energy[75].
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Figure 19. ARPES spectra of LEK. (a1) Theoretical and (a2) experimental[163] single-particle dispersions
in the energy range of the LEK for LSCO. Blue and red lines give MDC peak positions, while the non-
interacting LDA dispersion is plotted as a black dashed line. (a3) Real part of the self-energy, defined as the
difference between MDC peaks and the LDA dispersion. Dashed green line gives the computed imaginary
part of the self-energy. Similar results are shown for Bi2212 [Ref. [164]] in panels (b1)-(b3) and for NCCO
[Ref. [165]] in panels (c1)-(c3). [From Ref. [114].]
Since the two bilayer terms in Eq. 34 are out of phase [note ±-sign], whenever k⊥f d
changes by pi, the spectrum switches from the odd to the even bilayer, a change that
can be induced via the photon frequency ν. This behavior is indeed seen in panels
(c) and (d) of Fig. 18, and is reproduced by the model calculations using Eq. 34. In
particular, at 64 eV in panel (d), the anti-bonding band gets highlighted resulting
in a Y-shaped spectrum with a tail extending to high energies. In contrast, in panel
(c) at 81 eV, the bonding band dominates and the spectral shape reverts to that
of a waterfall with a double tail. Due to the frequency dependence of k⊥f d, Eq. 34
predicts that the spectrum would oscillate between the anti-bonding and bonding
bands as a function of photon energy, consistent with experiments.[75]
6.3.3. Low energy kink
Experimental observation of kinks in the quasiparticle dispersion near 50−70meV
in the cuprates suggested that the bosonic excitations responsible for these kinks
might also mediate electron pairing in these materials. The nature of the associ-
ated bosons (or even whether a boson model is appropriate) has been a subject
of intense scrutiny, with the leading candidates being phonons[159, 160] and spin
fluctuations[161, 162]. An important property of the LEK is that it has a strong
temperature dependence, being intense in the superconducting phase and much
weaker above Tc, losing intensity without significant shift in energy as T increases.
This T -dependence is suggestive of a close connection with magnetic resonance
scattering as discussed in Section 7.3 below. Here we use the theory of the magnetic
resonance peak discussed there to show that the salient experimentally observed
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features of the LEK can be explained in terms of electronic bosons. Figure 19 com-
pares our QP-GW based spectral weights (frames a1-c1) with the corresponding
experimental ARPES data (frames a2-c2) for three different cuprates near optimal
doping.[163–165]
Whereas for HEKs, Fig. 16 in Section 6.3.1, the self-energy has a peak in Σ′′
accompanied with a characteristic change in sign in Σ′, the origin of the LEK
is different. At an LEK, the transverse spin Σ′ shows a break in slope with no
significant structure in Σ′′. The reason is that in this low-energy region, the self-
energy is controlled by the linear dispersion of the magnetic scattering near (pi, pi),
and the break in slope occurs at the energy of the magnetic resonance peak.
Fig. 19 presents a quantitative comparison of our calculated LEKs with the corre-
sponding experimental results[163–165] in the nodal [Γ→ (pi, pi)] direction for three
different materials near optimal doping. For ease of comparison, the dashed lines
give dispersions defined as peak positions in the MDCs. Our theory (left column) is
seen to reproduce the experimental behavior (central column) reasonably well both
in shape of the dispersion and in the associated spectral weight. For single layer
systems, the LEK is around 70meV in LSCO, but 50meV in NCCO both in the-
ory and experiment, while in Bi2212 our theory (neglecting bilayer splitting) finds
a larger value of the kink energy around 100meV whereas the experimental data
show a kink near 70 meV. Since the strength of this mode is weak compared to the
HEK, it seems unlikely that the LEK is by itself responsible for the intermediate
coupling strength of cuprates.
Experimental (red lines) and theoretical (blue lines) results for Σ′ are compared
in the rightmost column of Fig. 19. Theoretical Σ′ here is defined as the difference
between the MDC peaks and the bare LDA dispersion (black dashed lines in the
left/central columns). The ARPES-derived Σ′ often shows a more pronounced peak
at the LEK, rather than a break in slope. This is due partly to the assumed form
of the bare dispersion, which is taken as a straight line from EF to the dressed
band at a high energy usually chosen at -300meV, rather than the correct LDA
band. Ref. [114] further explores the temperature and doping dependence of the
LEK. Overall, the calculations are in very good agreement with the ARPES data,
with some discrepancies in Bi2212, which may be related to the neglect of bilayer
splitting in the calculations, or to possible additional contributions associated with
phonons.
6.3.4. Lower-energy kinks
At even lower energies, additional kinks have been reported, especially a mode
near 15 meV[166–170]. These features are not reproduced in our calculations, sug-
gesting that they may be signatures of electron-phonon coupling. In addition,
phonon fine structure has been reported at energies of 40-46 meV and 58-63 meV,
and possibly at 23-29 meV and 75-85 meV in LSCO[171], suggesting contributions
from multi-phonon modes to the 70 meV nodal kink[172].
6.4. STM
6.4.1. Matrix element effects in STM/STS
Modeling scanning tunneling microscopy/spectroscopy (STM/STS) spectra is
quite challenging. In order to trace the path of electrons from the active CuO2
plane to the STM tip requires modeling of the hopping path from the cuprate to
the surface layer in the presence of overlayers. For this purpose, we have devel-
oped a multiband tight-binding methodology based on the LDA band structures
including effects of SDW-SC order.[76, 173–176] The Hamiltonian is a multiband
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generalization of Eq. 5. The tensor (Nambu-Gorkov) Green’s function G is found
from Dyson’s equation:[177]
G−1 = G0−1 − V, (35)
where
G =

Ge↑ 0 0 F↑↓
0 Ge↓ F↓↑ 0
0 F †↓↑ Gh↑ 0
F †↑↓ 0 0 Gh↓
 with cα =

cα↑
cα↓
c†α↑
c†α↓

Ge and Gh denote the tensor Green’s functions for electrons and holes,
respectively[178], F is the anomalous Green’s function tensor, and matrix elements
of the operator V represent interaction terms in the Hamiltonian, which can in-
clude self-energy corrections to model effects of phonons and impurity scattering,
in addition to those of electron-electron interactions.
Within the Todorov-Pendry approach[179], the differential conductance σ be-
tween orbitals of the tip (t, t′) and the sample (s, s′) can be written in the
form[76, 174]
σ =
dI
dV
=
2pie2
~
∑
tt′ss′
ρtt′(EF )tt′sρss′(EF + eV )t
†
s′t, (36)
where the tts are hopping parameters and the density matrix
ρss′ = − 1
pi
Im[G+ss′ ] =
1
2pii
(
G−ss′ −G+ss′
)
= − 1
pi
∑
α
(G+sαΣ
′′
αG
−
αs′ + F
+
sαΣ
′′
αF
−
αs′) (37)
is expressed in terms of the retarded and advanced electron Green’s functions or
propagators.
STM/STS spectra are strongly influenced by the tunneling matrix element. For
example, when the tip is above a Bi atom, it turns out that there is no direct
signal from the dx2−y2 orbital on the Cu atom lying below the Bi atom due to the
symmetries of the orbitals involved. Instead, the signal comes indirectly from the
neighboring Cu’s.[76, 180] In fact, tunneling matrix element from dx2−y2 orbitals
is much weaker than from dz2 orbitals, which is not symmetry-forbidden.[76]
6.4.2. Doping-dependent dispersion in Bi2212
In STM/STS spectra, cuprates appear remarkably inhomogeneous on exceed-
ingly fine length scales: electronic density, pairing gap, and even the local FS, all
differ on patches of ∼ 30A˚ diameter. These patches appear to be pinned by local
doping[181], especially by apical oxygen vacancies[182]. The observed concentra-
tion of impurities is consistent with the bulk average oxygen nonstoichiometry,
suggesting that similar patches are responsible for the short correlation lengths
in bulk Bi2212[183]. In a recent study, we analyzed the doping dependence of
STM/STS spectra of Bi2212 by assuming that the patches represent regions of
local doping[173].
Figure 20 compares the calculated STS spectra with the corresponding
experiments[181, 184, 185] in the SC-state, including some ARPES data[186]. Sim-
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Figure 20. Doping-dependent tunneling spectra of Bi2212. (a) Theoretical (solid) and experimental
(dashed, Ref. [181]) SC-state spectra over the hole doping range from x = 0.19 at the top to x = 0.08 at
the bottom of the figure.[184] For comparison, the experimental ARPES spectrum[186] at x = 0.08 (black
dashed curve) is shown. The dot-dashed line is drawn through the hump feature in the computed spectra
to guide the eye. (b) Blowup of theoretical spectra near EF is compared with the corresponding data of
Ref. [185]. [From Ref. [173].]
ilar comparisons have also been made for the normal state STS spectra.[173] At low
energies, there are two gap features in the SC state spectra, Fig. 20(b)[185], which
display a doping dependence consistent with two-gap physics[187] seen in Raman
scattering[188, 189], ARPES[190, 191], and recent STM studies[192, 193]. One gap
component is a nodal pairing gap ∆n with a parabolic doping dependence reminis-
cent of the superconducting Tc, while the second component is an antinodal gap
∆∗ which increases roughly linearly with underdoping, similar to the pseudogap
onset temperature T ∗. The gap features are absent in normal state spectra taken
at 93K, above the highest superconducting transition temperature.[194, 195] All
these low energy features are seen to be well reproduced in the theoretical spectra
of Fig. 20.
STS spectra of Fig. 20(a) also show a prominent doping dependent peak at nega-
tive energies, which evolves from ∼-500 to -100 meV as doping increases. We iden-
tify this peak as the VHS, which is enhanced by the AFM order. More accurately,
it is the VHS of the lower magnetic band, which evolves into the conventional VHS
as the AFM-gap collapses. A similar VHS feature is found in Bi2Sr2CuO6 (Bi2201),
Fig. 21(a).[196] This negative energy hump bears a striking relationship to super-
conductivity: as the hump gets closer to EF , the superconducting gap decreases
monotonically, Fig. 21(b). This is opposite to the behavior expected in the BCS
theory, where a peak in the DOS would enhance Tc.[194] Scaling of this feature
(dotted curve) is captured by the relation
∆2 + ∆20 = A|EV HS |, (38)
with empirical parameters ∆0 ∼18 meV and A ∼ ∆0/2, suggesting a quantum
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Figure 21. (a) Tunneling dI/dV spectra for Bi2201 corresponding to EVHS = -10 meV (upper, red line)
and -56 meV (lower, violet line, offset for clarity), after Ref. [196]. (b) Plots of ∆ vs EVHS for Bi2212 (red
diamonds and violet triangles from Ref. [185] and blue circles from Ref. [194]) and Bi2201 (inverted green
triangles from Ref. [196]). Dotted line indicates the square-root dependence of ∆ on EVHS + 36 meV,
Eq. 38. [From Ref. [173].]
critical point (QCP) associated with the VHS.[90, 197] The anti-correlation of the
VHS peak position with superconductivity could arise because the VHS can drive
a competing ferromagnetic instability.[198, 199]
6.4.3. Gap Collapse: Two Topological Transitions
Collapse of the SDW gap with doping is shown in Fig. 22. Dispersions of the the-
oretical and experimental VHS features are compared in Fig. 22(a). The model in-
cludes bilayer splitting. The solid blue [short-dashed red] curve represents the VHS
peak of the antibonding [bonding] band. We see that the experimental hump agrees
with the doping dependence of the antibonding VHS, both in the normal (blue filled
circles)[194] and in the superconducting state (violet filled diamonds)[181]. When
the SDW pseudogap turns on, a second feature appears [green long-dashed and
orange dotted lines for the antibonding and bonding bands, respectively]. To bet-
ter understand the doping evolution of this feature, labeled B, frames (b) and (c)
show the dispersion and the near-EF DOS of one band in the SDW state. From
Fig. 22(b), it can be seen that the SDW gap has a strong k-dependence, splitting
the band into UMBs and LMBs. Features A and D are the VHSs of the LMB and
UMB, respectively, while feature B is the bottom of the UMB, and C is correlated
with the top of the LMB. Note the characteristic form of the DOS associated with
each feature in Fig. 22(c).
Figure 22(b) should be compared with the equivalent figure for electron doping,
Fig. 15(e). It can be seen that in both cases there are two pockets crossing EF ,
an electron-pocket near (pi, 0) and a hole-pocket near (pi/2, pi/2). Thus, for hole
doping in Bi2212, the FS must also undergo two topological transitions (TTs),
starting with just a hole-pocket near half-filling, then developing an electron-pocket
when the upper magnetic band crosses EF , and finally developing a single large
FS as the gap collapses and the electron- and hole-pockets merge. [This process
will, of course, repeat itself for each of the bilayer split bands.] At the second
TT, as the SDW pseudogap shrinks to zero, features A and B as well as C and
D merge concomitantly. This is the reason that there is no near-EF feature in
the three normal state spectra at higher dopings.[173] At lower dopings, a feature
corresponding to B appears in the low-T theoretical curves, but it seems to be
absent in the 93K experimental data, suggesting a T -dependent pseudogap closing.
Note that at lower doping, feature B moves closer to EF , and should persist to
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Figure 22. (a) Doping dependence of VHS-related features in the SDW phase. The filled blue circles
[Ref. [194]] and violet diamonds [Ref. [181]] are the hump features derived from the STS spectra of Bi2212.
These are compared to the calculated doping dependence of the bonding [B] and antibonding [A] VHS
(red short-dashed and blue solid lines, respectively) in Bi2212, based on the analysis of Ref. [173]. (b)
Calculated dispersion at x = 0.15, with feature A, the VHS of the lower magnetic band, corresponding
to the blue solid line [or red short-dashed line, for the bonding band] in (a), and feature B, the bottom
of the upper magnetic band, corresponding to the green long-dashed line [orange dotted line] in (a). The
thickness of the lines represents the spectral weight due to the SDW structure factor. (c) Corresponding
DOS, showing features derived from A, B, C, and D in (b). (d) Blow-up of the near-EF dispersion. [From
Ref. [173].]
higher temperatures since the pseudogap is larger. Feature B crosses EF at the
first TT, near x = 0.08 or 0.12 for the two bilayers.
By analyzing the anomalous Green’s function, we find that the gaps on both
pockets are superconducting. The (pi, 0) peak is the total gap
√
∆2SDW + ∆
2
SC ,
which predominantly represents the SDW order with a Bilbro-McMillan-like dress-
ing by superconductivity[200], while the (pi/2, pi/2) peak is a pure SC gap. With
decreasing doping, the gap between the LMB and UMB increases, leading to a
monotonically increasing antinodal gap energy. In contrast, the FS on the LMB
near (pi/2, pi/2) shrinks monotonically since its area is proportional to x. For a
d-wave gap, which vanishes at (pi/2, pi/2), its maximum value must ultimately de-
crease with underdoping, thereby explaining the opposite doping dependencies of
the two gaps. Notably, a similar double transition has now been found in Bi2201,
although so far there is no clear evidence for two separate pockets.[201] Our calcu-
lations of Fig. 22(a) also provide insight into the transition to a large-gap insulator
at half-filling. The AF pseudogap is essentially given by the separation between
the VHS and the bottom of the upper magnetic band, i.e. features A and B in
Figs. 22(b) and 22(c). From Fig. 22(a), this is seen to be approximately 0.3 eV at
x = 0.08, and the route to a 2 eV gap at half-filling is clear.
6.5. X-ray absorption
In order to understand how the Mott insulating gap at half-filling evolves into the
SC state, we need to probe the spectral weight transfer from the Mott-Hubbard
band to the in-gap states near EF . In electron-doped cuprates, the Mott gap and
the associated lower Hubbard band can be directly probed by photoemission spec-
troscopy as discussed earlier. For hole-doping, on the other hand, this gap lies above
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Figure 23. (a) Doping-dependent theoretical (upper curves) and experimental[202] (lower curves) O K-
edge XANES spectra for LSCO. Computations are performed using DFT-based FEFF code in which
realistic QP-GW self-energy corrections were incorporated. Results for different dopings x are shown by
lines of various colors (see legend). The vertical line marks the edge energy. (b) Corresponding experimental
data[203] (lower set of broken curves) are compared with the theoretical single-band p-DOS (upper curves)
for Opl for x = 0 and x = 0.10. [From Ref. [77].]
EF , so that techniques sensitive to empty states within a few eV above EF must
be deployed. Among the light scattering techniques, x-ray absorption near edge
spectroscopy (XANES) can directly probe the single-particle DOS of empty states
above EF via excitations from core levels.[77, 202, 203] Accordingly, we studied the
XANES spectrum of LSCO as an exemplar hole-doped cuprate in order to compare
and contrast our QP-GW predictions with available experimental data.[202, 203]
The analysis is based on using a real-space Green’s function approach as imple-
mented in the FEFF9 code[204, 205], which was modified to include self-energy
corrections to the electronic states near EF .[77] FEFF simulations compute the
DFT based real-space Green’s function by incorporating multiple scattering pro-
cesses due to core-hole excitations.[204, 205] The QP-GW generated self-energy was
included via Dyson’s formula to dress the low-energy CuO2 bands. Given the fact
that O p-orbitals are strongly hybridized with Cu d-bands, the O K-edge spectrum
is the most relevant data to access Mott physics in LSCO.
Fig. 23 compares experimental results[202] with the corresponding theoretical
O K-edge XANES spectra in overdoped LSCO. All spectra are calculated in the
paramagnetic phase except that an insulating phase is used at half-filling. Focusing
first on the overdoped regime for hole doping between x = 0.20 and 0.30, both
theory and experiment display a small, systematic shift of the edge to lower energies
with increasing doping. The low-energy peak at 528.5 eV in Fig. 23(a) shows the
experimental and theoretical edges, both of which are seen to display a similar
shift of EF with doping. Otherwise, the XANES spectra undergo relatively little
change in the overdoped system. As the doping is reduced, intensity of the 528.5
eV peak decreases while a new peak appears near 530 eV and rapidly grows with
underdoping until at x = 0, the 528.5 eV peak disappears, see Fig. 23(b). The
remaining 530 eV peak represents the upper Hubbard band, and its shift in energy
from EF is consistent with optical measurements. Turning to the x = 0.10 spectra
in Fig. 23(a), we see that now theory differs substantially from experimental results.
This is expected, since we have not included the effect of the pseudogap opening
in the calculations. Although theory correctly reproduces the reduced intensity of
the 528.5 eV peak, it does not show the observed enhanced intensity of the upper
peak at 530 eV. Instead, the spectral weight is shifted halfway between the lower
and upper peaks. In Fig. 23(b), experimental results indicate the opening of a gap
in the spectrum which is not captured in our modeling. However, the experimental
doping dependence[203] can be reproduced in a simpler calculation in which the
XANES spectrum is modeled via the empty DOS, including self-energy corrections
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Figure 24. Theoretical occupation density in momentum space, n(k), using the QP-GW scheme is shown
for various dopings in NCCO in (a)-(c), and for LSCO in (d)-(f). (g) n(k) for NCCO and LSCO along the
high-symmetry lines in the BZ at several representative dopings with dashed lines showing the discontinu-
ous jump at the Fermi momenta (highlighted in inset). Gold arrows mark features from the shadow bands
which cross EF . [From Ref. [9].]
with the magnetic gap. Fig. 23(b) compares the experimental XANES spectrum
with this approximation at x = 0.10. The splitting of the spectrum into two peaks
with the appropriate gap is well reproduced. We will see in Sections 7.1 and 7.2
that the same self-energy reproduces the doping dependent optical and RIXS gaps.
6.6. Momentum density and Compton scattering
The bulk FS of a system can be measured via the x-ray Compton scattering tech-
nique, which probes the momentum density of the correlated many-body ground
state of the electronic system in the extended momentum space in ordered and
disordered materials.[206–208] It has been shown that by taking the difference be-
tween the momentum density n(p) at two different dopings, one can visualize the
correlated wave function of the doped holes in momentum space.[209] From the 3D
momentum density n(p), one can obtain the occupation density, n(k), of electronic
states by folding n(p) at higher momenta into the first BZ.[206, 210] Distinction
between the two densities n(k) and n(p) should be understood clearly. Here, k
is the Bloch momentum which is restricted to the first BZ. Magnitude of the FS
discontinuity of n(k) provides a direct measure of the spectral weight renormaliza-
tion factor Zω in a correlated electronic system.[9, 207, 210–213] Note that the l
th
order moment Ml(k) of the spectral function is,
∫∞
−∞ ω
lA(k, ω)f(ω), where A is the
spectral function and f is the Fermi function. In this section, we are considering
the 0th-order moment, which is the electron occupation density, while higher order
moments are discussed in Sec. 9.2 below.
While Zω is controlled by the singularities at the Fermi momentum, which are
characteristic of coherent gapless QP excitations, the spectral density A involves
both coherent (QP) and incoherent parts. In fact, the shape of n(k) is modified
substantially by the incoherent part. Fig. 24 shows maps of n(k) as a function
of doping for NCCO and LSCO. In the present QP-GW case, the combination of
self-energy and SDW coherence factors leads to characteristic structures in n(k)
at all dopings. At half-filling n(k) shows a maximum at the Γ-point, and away
from Γ, it decreases gradually and smoothly from inside to outside the LDA-like
FS [magenta solid line in Figs. 24(a) and 24(d)]. As we dope the system with
electrons, the spectral weight increases at the Γ-point and, in addition, (pi, 0) and
its equivalent points largely gain spectral weight due to the development of electron
pockets in NCCO [Fig. 24(b)]. With further increase of doping, the FS undergoes
two topological transitions [see Sections 6.1 and 6.4 above], as reflected also in
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the momentum density calculations here. The first topological transition in n(k)
occurs in NCCO when the LMB approaches EF and forms hole-like pockets at
(±pi/2,±pi/2). At x = 0.15, the hole pockets are fully formed and they as well as
the electron pockets increase in size with further doping. At x = 0.18 the electron
and hole pockets merge at the hot-spot, the SDW gap collapses, and the full metal-
like n(k) appears [second topological transition]. These results are consistent with
the other observation of two topological FS transitions, discussed in Sec. 6.1 above.
For hole doping, the FS topological transition is complimentary to the electron
doped one in that the hole pocket appears first as shown in Fig. 24(e) and above
the QCP, the electron-like full FS appears in Fig. 24(f).
A more quantitative account of the effect of self-energy corrections on the resid-
ual coherent QP spectral weight is provided in Fig. 24(g), which shows n(k) along
high-symmetry lines for NCCO and LSCO. Some important effects of correlations
on the insulating state should be noted here. At x = 0, n[k = Γ] ≈ 0.9 and
n[k = (pi, pi)] ≈ 0.1, implying that the self-energy redistributes the spectral weight
from the filled states to the unfilled regions even in the insulating phase. Starting
from the resonating valence bond (RVB) limit and allowing some double occu-
pancy, Paramekanti et al,[213] generally find similar results. At half-filling n(k)
is a smoothly varying function throughout the BZ, due to the absence of gapless
quasiparticles for both NCCO (green line) and LSCO (not shown). As we increase
electron doping, the spectral weight at Γ [(pi, pi)] gradually increases [decreases]
whereas the spectral weight increases rapidly at (pi, 0) due to the development of
electron pockets, while discontinuities in n(k) arise at the FS. In the underdoped re-
gion, n(k) shows additional singularities along Γ→ (pi, 0) and (pi/2, pi/2)→ (pi, pi)
due to the presence of shadow bands as marked by gold arrows. Since the shadow
bands are usually weak in the cuprates, experimental data are available predomi-
nantly along the arcs - that is, along the antinodal direction for NCCO and nodal
direction for LSCO. These are compared with our theory in Fig. 33 below.
7. Two-particle spectroscopies
7.1. Optical absorption spectroscopy: Explaining the opposite doping
dependences of the Mott gap and pseudogap
7.1.1. Optical spectra of electron and hole doped cuprates
Most experiments on cuprates find that doping the insulating state leads to a
gap collapse at a quantum critical point[124, 188, 214]. However, the large ∼2 eV
optical gap seen at half-filling actually shifts to higher energies as doping increases,
and persists into the overdoped regime, suggesting that strong electron correlation
continue to play an important role in the cuprates at all dopings. The intensity
of this high energy feature decreases systematically with doping,[215–220] as its
spectral weight is transferred into the Drude peak and the mid-infrared (MIR)
feature[221–224] that shifts to lower energies with increasing doping. Modeling and
understanding the optical spectra of the cuprates thus becomes of key importance
in unraveling the routes by which the insulator becomes a superconductor.
The QP-GW model provides a viable explanation of the doping dependencies of
the optical spectra. In our one-band model, the MIR gap is associated with a Slater-
type gap near EF due to the presence of AFM order[93], which splits the CuO2-
band into UMB and LMB. On the other hand, the large optical gap is produced
by correlation or fluctuation effects, involving transitions from the coherent states
near the EF to higher energy incoherent states, which are separated by a spectral
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Figure 25. Comparison between calculated and experimental optical spectra in NCCO (a) and LSCO
(b). Experimental results for NCCO are taken from Refs. [215] and [216], and for LSCO from Ref. [216].
Background subtractions [dashed line for x = 0] are discussed in Ref. [7]. [From Ref. [7].] (c,d) DMFT
based optical conductivity for LSCO from Refs. [228] and [4]. For the latter, Uc2 = 4.4W , bandwidth W
estimated as 3eV, and for x > 0 only paramagnetic results are shown.
weight loss due to the HEK. Note that in a three-band model of the cuprates, the
LMB has strong oxygen character and the UMB is mainly copper-like, making this
an effective charge transfer (CT) gap. At half filling the CT and magnetic gaps are
indistinguishable, but they split at finite doping with the magnetic gap collapsing
at a finite doping and a residual CT gap associated with incoherent spectral weight
persisting at high energies.[95, 225, 226] [see Section 12.4]
We compute the optical conductivity from a standard linear response theory in
the presence of an AFM pseudogap including self-energy corrections.[7, 94] In the
paramagnetic state, σ(ω) takes a simplified form for k-independent Σ:[227]
σ(ω) =
iω2p
4piω
∫ ∞
−∞
dω′
f(ω′)− f(ω′ + ω)
ω + Σ∗(ω′)− Σ(ω′ + ω) . (39)
Extension to the AFM phase is discussed in Appendix E. The computed optical
conductivities σ(ω) for the electron-doped NCCO and hole-doped LSCO are com-
pared with experiments[215, 216] and with DMFT results for LSCO[4, 228] over a
wide doping range in Fig. 25, and show that the computed evolution of σ(ω) is in
very good accord with experiments. The theoretical spectra show an isosbetic or
equal absorption point near 1.3 eV for NCCO and 1 eV for LSCO [black vertical
line], consistent with the experimental behavior. Within our model, the isosbetic
point is a signature of strong magnon scattering, closely related to the HEK seen
in ARPES[144, 229]. The doping evolution is completely different on the opposite
sides of the isosbetic point. Above this point, the spectrum is dominated by a
broad hump feature associated with the CT gap. At half-filling, only this feature
is present and the calculated optical spectra show an insulating gap whose energy,
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Figure 26. Connection between optical spectra and spectral intensity maps in NCCO. (a) Computed
spectral intensity (log scale) as a function of ω along the high symmetry lines in the BZ at a representative
doping of x = 0.10. (b) Calculated optical spectra are compared with the corresponding experimental
results[215]. Green solid line gives the spectrum calculated with the coherent bands only, i.e. without the
self-energy corrections. Dashed green line is based on using LDA bands with self-energy corrections but
without the pseudogap. The shaded regions of different colors (left to right) approximately mark Drude,
MIR and high energy regions. Two vertical black lines indicate the photon energies at which frames (d)
and (e) are calculated. (d) and (e) give source (initial state) and sink (final state) maps corresponding to
the optical transitions at fixed photon energy ω along the high symmetry directions. White vertical arrows
indicate the photon energy connecting source and sink points involved in a particular transition. White
shaded region in (e) highlights the incoherent part of the spectral weight, not visible in (d). (c) Optical
spectrum as a function of photon energy is plotted along the high symmetry lines. Cyan line gives the
band velocity as a function of k (arbitrary units). The two white arrows indicate the two photon energies
at which (d) and (e) are calculated. [From Ref. [7].]
structure, and intensity match remarkably well with measurements[215, 216]. As
doping increases, the high energy peak shifts to higher energy and broadens, and
its spectral weight is transferred to the Drude and MIR peaks. The MIR peak shifts
to lower energy with doping and gradually sharpens. Note that in both NCCO and
LSCO at the highest doping, when the MIR peak collapses into the Drude peak,
CT-gap features are still present in the spectrum. Our calculations also describe
the anomalous σ ∼ 1/ω-dependence found in most cuprates and associated with
magnetic scattering. A similar doping evolution is found in other cuprates[215–
220, 230, 231]
We can readily understand the microscopic origin of the optical spectra by consid-
ering ARPES results. Fig. 26 compares the spectral intensities relevant for ARPES
and optical spectra at a representative doping of x = 0.10 for NCCO. In the com-
puted ARPES spectrum in Fig. 26(a), the underlying LDA dispersion is clearly
visible, but the spectral weight has split into four subbands, as was found origi-
nally in variational cluster calculations[65]. The highest and lowest bands are an
incoherent residue of the undressed bands, which we will refer to as the upper and
lower charge transfer (CT) bands. The two inner bands are coherent in-gap states
split by the AFM gap into UMB and LMB. The in-gap states and the high energy
CT bands are separated by the HEKs associated predominantly with magnetic ex-
citations, as observed universally in all cuprates by ARPES[3, 140, 144], and found
in QMC[67] and variational[65] calculations.
The optical spectrum in Fig. 26(b) consists of three main regions marked by
shadings of different colors: (1) The low frequency Drude region for ω . 30meV;
(2) The MIR region; and, (3) the high-energy CT gap region for ω & 1.5eV. We
concentrate here on the MIR and CT-gap regions, and return below to comment on
the Drude region. The interband optical absorption is proportional to the JDOS,
so that at each energy we can construct a ‘source map’ showing the filled states
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Figure 27. Optical sum rule and spectral weight transfer with doping. (a) Effective number of electrons
Neff (ω) obtained from the optical spectra in Fig. 25 is compared with the corresponding experimen-
tal results[215, 220] on NCCO. (b) Low energy weight Neff at ω = 30 meV as an estimate of Drude
weight, compared with experimental results on various cuprates[216, 219, 220]. Green line gives a direct
computation of the normalized Drude weight n/m∗. [From Ref. [7].]
which make a strong contribution to the transition, and a ‘sink map’ showing the
contribution of the corresponding empty states. Figs. 26(d) and (e) show the states
responsible for optical transitions along high symmetry lines in the BZ at repre-
sentative photon energies of ω = 0.5 eV near the MIR peak and ω = 2 eV around
the high energy peak (vertical bars in Fig. 26(b)). At ω = 0.5 eV, the transitions
are confined within the in-gap [coherent] states only, whereas at ω = 2 eV, the
optical subbands predominantly involve the incoherent region. The depletion in
the optical spectral weight near the isosbetic point in Figs. 25 and 26(b) is thus
associated with the waterfall region marked by arrows in the ARPES spectrum in
Fig. 26(a)[229]. We summarize the doping dependence of these competing gaps in
Section 8 below.
The total optical spectral weight obtained in Fig. 26(b) is the integral of JDOS
times the band velocity. The role of the latter factor is explicated in Fig. 26(c),
where contributions to σ are plotted as a function of photon energy ω and momen-
tum k. Although the source-sink map shows a symmetry about the (pi, 0) point,
the quasiparticle velocity is low along the Γ → (pi, 0) direction [cyan solid line
in Fig. 26(c)], leading to greatly reduced spectral intensity associated with those
regions. In contrast, the large quasiparticle velocity in the other two directions is
responsible for two distinctive intense streaks labeled d and e. The MIR peak is
clearly dominated by the antinodal quasiparticles, whereas the high energy hump
stems from a wider k-range.
7.1.2. Optical sum rule
It is interesting to consider the integrated optical spectral weight to illustrate
the magnetic gap collapse. The effective electron number (per Cu atom), Neff (ω),
can be defined in terms of the optical conductivity integrated up to an energy ω:
Neff (ω) =
2m0V
pie2~N
∫ ω
0
σ(ω′)dω′, (40)
where m0 and e are the free electron mass and charge, respectively, and N is the
number of Cu-atoms in a cell of volume V . The results in Fig. 27(a) show how
rapidly spectral weight shifts to low energies with doping, correctly reproducing
the experimental behavior. These results, however, are incompatible with strong
coupling models such as the t − J or U → ∞ Hubbard model, where one strictly
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assumes no double occupancy of Cu sites. The present intermediate coupling model
of Mott gap collapse, on the other hand, properly captures these spectral weight
transfers as a function of doping.
Finally, we consider the Drude weight ∝∑k nk/m∗k, which can be compared to
an experimental estimate, taken as Neff at a characteristic energy ω = 30 meV in
Fig. 27(b) for NCCO[220], and with results for PCCO[219] and LSCO[216]. The
agreement is seen to be quite good. Interestingly, at low doping, the Drude weight
increases almost linearly with x. Within our model, this simply reflects scaling with
the area of the FS pockets in the pseudogap state. At optimal doping, the weight
shows a sharp jump (green arrow) associated with the appearance of the hole
pocket. This transition in the FS topology is an intrinsic feature of the model, and
it has been found in NCCO near x ≈ 0.15 by several experimental probes, namely,
ARPES[124], Hall effect[92, 232], and superconducting penetration depth[99]. For
LSCO (blue symbols), experiments[216] show a similar linear behavior of the Drude
weight, which also corresponds to the doping dependence of the area of the FS
pocket[233]. The peak around x ∼ 0.2 corresponds to the doping of the VHS.
7.2. RIXS
In Cu K-edge resonant inelastic x-ray scattering (RIXS), an incident x-ray excites
a Cu 1s → 4p transition with an intermediate state shakeup involving mainly Cu
dx2−y2 and O p states, after which the 1s hole and 4p electron recombine, emitting a
second photon.[234, 235] The RIXS cross section is a function of the energy (ω) and
momentum (q) transferred from the medium to the photon. In the limits of either
a weak core-hole potential or an ultrashort core-hole lifetime, this cross section is
proportional to the dynamic structure factor S(q, ω), which can be thought of as a
q-resolved JDOS. RIXS can, in principle, provide direct access to the unoccupied
states above EF , which are otherwise difficult to probe spectroscopically, optical
spectrum being restricted to q = 0. The connection with S(q, ω) and hence with the
spin and charge susceptibilities suggests that RIXS should be sensitive to spin-wave
physics, a point to which we will return in the neutron scattering Subsection 7.3
below.
When core-hole effects are strong, the RIXS intensity becomes S(q, ω) to the
leading order, modulated by the associated matrix element effects.[236] RIXS can
thus be used to monitor the evolution of the pseudogap in cuprates. We computed
the RIXS spectrum for NCCO as a function of doping in the weak-core-hole limit,
neglecting the GW self-energy but using the experimental dispersion, and obtained
good agreement with the magnetic gap collapse determined by ARPES[95, 237].
However, the computed higher energy features lie at relatively low energies com-
pared to the experimental results. This discrepancy between theory and experiment
is removed when QP-GW self-energy is included in the RIXS computations.[238]
In this way, we have shown that signatures of the three key normal-state energy
scales, the pseudogap, the charge transfer gap, and the Mott gap, can be identified
in the RIXS spectra of cuprates.
Our RIXS modeling involves a three-band Hubbard Hamiltonian based on Cu
dx2−y2 and O px, py orbitals with a self-energy correction applied to the antibonding
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band nearest to EF [Section 12.4]. The Hamiltonian can be written as[95]:
H =
∑
j
(∆d0d
†
jdj + Unj↑nj↓) +
∑
i
Upni↑ni↓
+
∑
<i,j>
tCuO(d
†
jpi + (c.c)) +
∑
<i,i′>
tOO(p
†
ip
′
i + (c.c)), (41)
where ∆d0 is the (bare) difference between the onsite energy levels of Cu dx2−y2
and O p−σ, tCuO is the copper-d to oxygen-p hopping parameter, tOO the oxygen-
oxygen hopping parameter, and U (Up) the Hubbard interaction parameter on Cu
(O). nj = d
†
jdj and ni = p
†
ipi are the number operators for Cu-d and O-p electrons,
respectively. The equations were solved at the Hartree-Fock (HF) level to obtain a
self-consistent mean-field solution. Hartree corrections lead to a renormalized Cu-
O splitting parameter ∆ = ∆d0 + Und/2 − Upnp/2, where nd (np) is the average
electron density on Cu(O) [239]. The AFM order splits the three bands into six
bands as seen in Fig. 55(a)[95], while the QP-GW self-energy renormalizes the dis-
persion near EF . The hopping parameters are taken from LDA while interaction
parameters U and ∆d0 are adjusted to optimize agreement between the antibond-
ing band-splitting and the one-band results [239, 240]. When this is done, ∆d0 is
found to be small and negative, while the three-band Hubbard U is much larger
than the effective one-band U , and it exhibits a much weaker doping dependence
[241]. [In this subsection, U refers to the three-band value, unless noted otherwise.]
The resulting small value of ∆0 is consistent with the common view of the un-
doped cuprates being charge-transfer insulators[242], even though the true Mott
gap between the Cu-dx2−y2 orbitals is much larger.
Note that the UHB and LHB of the Cu orbitals are intimately related to the
antibonding and bonding bands of the three-band model. Remarkably, the Hubbard
U not only plays a role in splitting the hybridized Cu-O states into UHB and
LHB separated by ∼ U/2 from the nonbonding O states, but it is also involved
in dehybridizing the Cu and O orbitals by opening an AFM gap in both UHB
and LHB, the former being the pseudogap. [In analogy to the one-band model, we
refer to the AFM-split subbands of the antibonding bands as the LMB and UMB.]
While the AFM gap collapses rapidly with doping[243], a residual charge-transfer
gap persists at high energies, due to strong magnetic fluctuations. A similar effect
is seen in optical spectra, and the RIXS spectrum at q = 0 closely resembles the
optical spectrum. Our three-band calculation reproduces the experimental finding
that the magnetization scales with the AF gap.[244, 245]
With the preceding considerations in mind, cuprate magnetism naturally sepa-
rates into two regimes. At high energies, Mott physics produces localized spins on
each copper site, splitting the Cu dispersion by an energy ∼ U into UHB and LHB.
In the presence of hybridization with oxygens, the LHB [UHB] becomes identified
with the bonding [antibonding] band of the three-band model. At lower energies,
the spins on different sites interact, leading to magnetic gaps in both UHB and
LHB of magnitude ∼ SU via the more conventional Slater physics associated with
an AFM order, where S is the magnetization on Cu. The Mott physics thus arises
here as an emergent phenomenon. When the AFM gaps open at half-filling, hy-
bridization between Cu and O is mostly lost. In particular, when the antibonding
band develops magnetic order the electrons in the UMB develop mainly Cu char-
acter, while states near the top of the LMB are of nearly pure oxygen character
[95]. The opposite happens in the bonding band.
Within the RPA framework, the K-edge RIXS cross section is given by: [95, 237,
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246]
W (q, ω, ωi) = (2pi)
3N |w(ω, ωi)|2∑
µ Im
[
Y +−µ,µ (q, ω)
] |αµ|2 cos (2q ·Rµ), (42)
where ωi is the initial photon energy, and ω and q are the energy and momentum
transferred in the RIXS process. w(ω, ωi) contains the matrix-element of the initial
and final state transition probabilities [95], N is the total number of Cu atoms and
Rµ is the position of the µ
th orbital present in the intermediate state. The nearest
neighbor (NN) O excitations and second NN Cu excitations are included via α1
and α2, respectively. We assume small values α1 = 0.1 and α2 = 0.05, whereas α0 is
taken to be equal to 1. Y +−µ,µ (q, ω) is the Fourier transform of the charge correlation
function or the JDOS. Y +µ′σ′,µσ(q, t
′ − t) = 〈ρq,µ′σ′(t′)ρ−q,µσ(t)〉 with ρq,µσ(t) the
charge operator, is given by[227, 246]
Y +−µ′σ′,µσ(q, ω) =
′∑
k
∫
dω1
∫
dω2Aµµ′(k + q, ω1)
× Aµ′µ(k, ω2) f(ω2)− f(ω1)
ω + iδ + ω2 − ω1 (43)
where f(ω) is Fermi function and σ is the spin index. The prime in the
k−summation means that the summation is restricted to the AFM zone. In
Ref.[238], we computed the spectral weight A of Eq. 43 using the three-band
Hubbard model, using the QP-GW self-energy for the antibonding band[9], and
a constant broadening, Σ
′′
= 0.5 eV for ω > 4 eV, consistent with the ARPES
data [247].
Figure 28 shows the calculated RIXS spectra of NCCO for x = 0 and x = 0.14.
Frames (a) and (d) include AFM order but without self-energy corrections, whereas
the calculations in frames (b) and (e) include the self-energy. The high intensities
at energies around 5.6 eV involve transitions from the lower magnetic band to the
unoccupied states of the antibonding band, reflecting the Mott gap feature. This
‘6 eV’ feature is present for all dopings. At half-filling, in frames (a) and (b), the
high intensities around 2 eV occur due to the transition within the antibonding
Cu-O band across the AFM gap. This gap collapses with doping, and as a result,
we find a smaller AFM gap at 14% electron doping in frames (d) and (e), close to
the QCP, consistent with earlier results [237]. A key result is that the self-energy
produces a realistic broadening comparable to that observed experimentally.
The weak-core-hole RIXS calculations discussed so far cannot capture the distinc-
tion between well- and poorly-screened intermediate states. This is most apparent
around 6 eV, where most experiments find an intense feature in the cuprates[248–
253], but there is an energy window where this feature is weak[254], allowing more
detailed analyses of the lower intensity features, as in Figs. 28(c,f)[237]. The present
RIXS calculations capture only the former, intense 6 eV feature. Except for this
feature, most features in the calculated RIXS intensities follow the experimental
trends.
As to the various energy scales reflected in the RIXS spectrum, we find numeri-
cally that the magnitude of the Mott gap is approximately equal to U and the AFM
gap to SU as shown by the arrows in Fig. 28(a). Also, the charge transfer energy
is the difference between the average oxygen energy and the upper Cu band[242],
which we find to be ∼ U/2. Thus all these energy scales are controlled by U . In our
calculations, the 6 eV feature represents transitions across the true Mott gap, and
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Figure 28. RIXS spectra from NCCO for x = 0: (a) theory without and (b) with self-energy corrections,
and (c) experiment[237]. (d)-(f) Similar figures for x = 0.14. Dotted lines in (b,e) give experimental peak
positions. [From Ref. [238].]
the good agreement with experiment indicates that RIXS can be used to probe this
important scale and how it is modified by hybridization with oxygens. In optical
spectra at half-filling, the ∼2 eV charge transfer gap is indistinguishable from the
AFM gap[94]. At finite doping, these two features separate, with the AFM gap re-
flected as a mid-infrared peak which collapses rapidly with doping, while a residual
charge transfer gap persists as a weak feature near 2 eV even in the strongly doped
regime. A similar evolution is found in RIXS. The leading RIXS edge follows the
doping dependence of the AFM gap [95, 237], while a residual charge transfer gap
feature can be seen in the RIXS spectra near the Γ point, see Fig. 3 of Ref.[238].
7.3. Neutron scattering
Many relevant results of neutron scattering studies of spin waves have already
been discussed in Section 5 above, and therefore, here we focus on the modifi-
cations of the spin-wave spectrum in the SC state. The phenomenology of the
low-energy neutron mode in cuprates is well-known, and a number of univer-
sal features have been identified experimentally [88, 89, 255–261] and interpreted
theoretically.[11, 80, 262, 263] A distinct low energy magnetic mode is found near
the AFM nesting vector Q = (pi, pi) in almost all cuprates. Intensity of this mode is
enhanced in the SC state while its energy scales as, ωres(Q) ∝ 2∆,[264, 265] suggest-
ing a close connection with SC pairing. The dispersion of spectral weight away from
this resonance peak also has a fairly universal character in that it forms an ‘hour-
glass-like’ pattern centered on the resonance mode, which undergoes a 45o rotation
on passing through the resonance peak. Below the resonance energy, the spectral
weight disperses along the Cu-O bond direction, while above the resonance, the
dispersion peak lies along the diagonal direction. Despite these similarities, many
details of the hour-glass dispersion are material specific.
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Figure 29. Material dependent magnetic resonance modes. (a-f): Blow-up of low-energy region of Fig. 9 in
the vicinity of the magnetic-resonance mode in the SC state. Left column is the imaginary part of transverse
susceptibility, while the right column gives the longitudinal part. Inset in (a) is the non-SC component
at half-filling, exhibiting a gapless Goldstone mode at Q. Various symbols are the same experimental
data as in Fig. 9. (g1-g3) Computed χ′′(ω) spectra (log scale) for three representative constant energy
cuts: below, near, and above the resonance. (h1-h3) Corresponding experimental data on YBa2Cu3O6+y
(YBCO) from Ref. [259] for the acoustic channel, obtained after subtracting the corresponding normal-
state data to enhance weak features away from Q. In (g1) and (h1), circles of different colors depict various
MQPS vectors, similar to the QPI vectors seen in STM studies. [After Ref. [11].]
The preceding phenomenology can be understood within the QP-GW model
as follows. As superconductivity turns on, the normal state susceptibility in the
particle-hole continuum, χ1 (Eq. 16), becomes gapped by ω ≤ 2∆, and within
the SC gap, the particle-particle and hole-hole scatterings χ2,3 in Eq. 17 become
active on the FS. However, their contribution to the total spin-resonance spectrum
is controlled by the corresponding magnetic scattering form factor C2,3 given in
Eq. 15. On the normal-state FS [Es±(k) = 0], the SC coherence factor reduces to
C2,3 = 1/2[1−sgn(∆k)sgn(∆k+q)], which attains its maximum value of 1 whenever
∆k and ∆k+q have opposite signs.[11, 80, 262, 263] This scattering process may
be called magnetic quasiparticle scattering (MQPS),[11] in analogy with the very
similar quasiparticle interference (QPI) pattern observed in STM. Furthermore,
at small |q − Q|, the SDW coherence factor, Eq. 14, simplifies[266] to A → 1 −
(ξ−k + ξ
−
k+q)
2(US)2/4E40k ≈ 1 − O([Q − q]2), which attains its maximum value
of 1 at q = Q. This is why the intensity in MQPS attains its maximum value
near Q despite the presence of many other possible scattering vectors, which can
accommodate sign-reversal of the d-wave SC pairing in cuprates. Taken together,
two simple necessary conditions for the occurrence of the resonance are
Ωres = |∆kF |+ |∆kF+q| (44)
sgn[∆kF ] 6= sgn[∆kF+q]. (45)
Figs. 29(a-f) compare the dispersion of the spin-resonance spectrum in transverse
(left column) and longitudinal (right column) susceptibilities around Q along the
diagonal direction for two hole-doped and one electron-doped system with the cor-
responding INS data. Despite some material dependence in dispersion and intensity,
a universal feature is seen for all materials in that an upward and a downward dis-
persion in the INS spectra meet at Q at finite energy. Our QP-GW model explains
this hour-glass shape as originating from the intersection of the gapped residual
spin-wave and the MQPS spectrum in the SC state. At this contact point, intensity
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attains its maximum value, resulting in the so-called spin-resonance. Spin-waves are
absent along the longitudinal direction, while pair-excitations, being scalar bosons,
appear in both channels.
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Figure 30. (a-d): Magnetic resonance peak at (pi.pi) in cuprates in the SC and normal states. Solid
red lines give theoretical χ′′(Q,ω) in the SC state. The corresponding normal state (∆ = 0 at T > Tc)
spectrum near optimal doping is given by black lines. Symbols of various colors show experimental data
as follows: PLCCO [Ref. [269]]; LSCO [red circles and green stars from Ref. [88], red triangles and black
squares from Ref. [270], cyan diamond from Ref. [271], blue stars from Ref. [272], and brown cross for
LBCO at 1/8 from Ref. [89]]; YBCO- [red square, blue stars and green circles from Ref. [261], magenta
diamond from Ref. [259], and black squares from Ref. [273]]; and, Bi2212 [Ref. [258, 274]]. Black and
red symbols in all cases should be compared with the theoretical curves (lines with the same colors) as
these experimental data are for similar doping and temperature values. All experimental datasets are
normalized to their maximum values because some experimental results are not given as absolute values,
while others are given only as differences between the SC- and normal-state results. Theoretical datasets
are normalized to the maximum of the corresponding experimental values since the matrix element involved
in neutron scattering is not included in the calculation[275]. Theoretical spectra have been broadened by
1-3 meV to account for impurity scattering. (e) Resonance energy vs superconducting gap for a various
SC materials. Theoretical results are added to the redrawn experimental data from Ref. [264] (see legend).
[From Ref. [104].]
The preceding scenario also explains the 450 rotation of the spectra as we move
from the spin-wave energy scale to the MQPS as shown in Figs. 29(g-h)[104]. Above
the resonance, since spin-wave dispersion is aligned along the diagonal direction,
the maximum intensity spot lies along this direction, see Fig. 29(g3) and 29(h3) for
theoretical and experimental results, respectively. In contrast, below the resonance,
the bright spots in the INS spectra are dominated by FS-nesting, as given by
conditions of Eqs. 45, and seen in Figs. 29(g1) and 29(h1). Comparing the nodal-
nesting vector Q1 = 2(pi±δ, pi±δ), aligned along the commensurate direction, with
its slightly incommensurate version along the bond direction, Q′1 = 2(pi± δ, pi) and
July 10, 2018 7:1 Advances in Physics AIP˙Review
51
2(pi, pi±δ), one finds that the latter connects twice as many Fermi momenta as any
other Q1.[11] Therefore, the INS spot along the bond direction is twice as intense
as its counterpart along the diagonal direction, yielding a 45o rotation of the INS
profile in going through the resonance. The MQPS dispersion is clearly different
in the electron- and hole-doped cuprates due to differences in FS topologies. In
particular, the downward MQPS dispersion is weak or absent because the nodal
pocket in the electron-doped case is absent or small as discussed in Section 6.1
above. The FS topology of both electron- and hole-doped samples become similar
in the optimal to overdoped region, where the electron and hole-pockets coexist.
For the hole doped sample, we have extended our INS calculation to such a FS
topology and found that the presence of the electron-pocket gives an additional
collective mode at an incommensurate wavevector above the hour-glass energy
scale.[267] This is because the electron-pocket lying around the (pi, 0) momentum
region possesses higher d-wave SC gap amplitude than the nodal pocket, and the
corresponding collective mode appears almost around Ωres ≈ 2∆, according to
Eq. 45. The second resonance mode is also observed in a YBCO sample in the
computed energy and momentum scale.[268]
Figure 30 shows that the energy scale of the resonance mode is directly related
to the SC-gap[88, 89, 258, 259, 261, 264, 269–275]. As pointed out already, the
magnetic resonance mode in the theoretical spectra develops in the SC-state at
the contact point of the spin-wave and MQPS, the spectrum being relatively fea-
tureless in the normal state. The computed lineshapes in Figs. 30(a-d) are in good
agreement with data in the SC-state. The experimentally observed broadening of
the resonance peak is essentially accounted for by the theory in which only a small
additional broadening (∼ 1-3 meV) has been added to account for impurity scat-
tering. Notably, the normal state experimental data are taken at temperatures just
above Tc where fluctuation and precursor SC effects might be present in the in-
coherent spectra as seen, for example, in the Nernst signal.[276] Such incoherent
SC gaps could sharpen the normal state resonance spectra compared to theory in
which SC fluctuations are not included.
As discussed earlier, the Q resonance, Ωres, is related to the SC-gap by the
universal relation, Ωres/2∆max = Cresgko , where gko is the d-wave structure factor
at the hot-spot momentum ko. A fit to the whole dataset gives an average value of
the constant Cres ∼0.64 in cuprates,[264], and about 1 in the isotropic s±-pairing
pnictides.[265] Our calculations are consistent with this value, Fig. 30(e), with
deviations from this average value coming from the material dependence of the
hot-spot position. As discussed in Sec. 6.3.3, the coupling of the Q resonance mode
to the electronic spectra governs the 50-70 meV energy LEK.
8. Doping dependent Gaps
Figure 31 summarizes the contrasting doping dependencies of the pseudogap and
effective charge transfer (CT) gap extracted from various spectroscopies[124, 187,
191, 215, 216, 219, 237, 277–282]. While a strong case can be made that in electron-
doped cuprates the pseudogap is associated with a coexisting (pi, pi)-SDW order,
nature of the pseudogap in hole-doped cuprates remains controversial. There is a
growing consensus, however, that it originates from some form of density-wave-
like competing order, which could include coupling to phonons[160, 283, 284], and
may involve several competing modes driven by proximity to the VHS[90]; we
will discuss the evidence for other, often incommensurate, competing phases in
Section 11. Our analysis here has been based on invoking a (pi, pi)−-SDW order, but
as noted already, the shape and doping dependence of the pseudogap is insensitive
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Figure 31. Doping dependent magnetic and CT gaps in the cuprates. Theoretical results are compared
with optical MIR data[215, 216, 219] and pseudogap data from ARPES[124, 277] and RIXS[237] for
electron-doped NCCO and various other experiments for hole-doped cuprates. Red squares give pseudogap
data for four different compounds [Bi2212, YBCO, TBCO and HBCO] from ARPES, tunneling, Raman,
Andreev reflection, and heat capacity experiments (reproduced from the survey of Ref. [187]). Red triangles
for the MIR data of LSCO are taken from Lee et al.[278]. Red circles and ’+’ symbols are the pseudogap
measured via ARPES on Bi2212[191] and optical spectra on YBCO.[279] Red ’x’ symbols are theoretical
results[280] for the MIR in a Mottness model (t = 0.4 assumed in plotting this dataset). Red diamond and
star symbols represent independent MIR peak positions, and the same symbols in green color give FIR
gaps measured simultaneosly in optical spectra of Bi2212 and YBCO[281]. Green circles give a Coulomb
gap seen in ARPES[282] [energy values obtained by assuming 2∆/kBT = 4]. Remaining green symbols
are reproduced from Lupi et al.[281] Open symbols of same colors in all cases refer to our corresponding
theoretical results, which are obtained self-consistently at each doping. Dashed lines are guides to the eye
for CT gaps (gold), pseudogaps for electron- (blue) and hole-doping (red), and the FIR and Coulomb gaps
(green). [From Ref. [7].]
to the particular order chosen so long as this competing order vanishes in a QCP
near optimal doping. This conclusion should hold even more strongly for the optical
spectrum. Note that in the severely underdoped regime (x ≤ 0.05) the pseudogap
must increase substantially to match the optical gap. Our recent STM analysis of
the doping dependent gaps, Fig. 22(a), finds a larger gap at low doping, allowing
an extrapolation to the undoped limit. In this doping range superconductivity is
quenched, and there is a metal-insulator transition. Fortunately, good spectroscopic
data for deeply underdoped cuprates are starting to appear.[285]
In NCCO, the MIR-gap corresponds to the true SDW gap, and its doping evolu-
tion is in good agreement with ARPES[93, 124, 277] and RIXS[237] results, which
are consistent with a QCP near x = 0.18[87, 99]. In contrast, the CT-gap shows
an opposite doping dependence in that it increases (slowly) with doping. Although
the CT gap does not show a real QCP, it rapidly loses intensity with doping, as
discussed in more detail in Section 9.1 below.
Similar results are found in optical studies of hole-doped LSCO[216,
278], Bi2212[218], YBCO[217], Tl2Ba2CuO6+δ (TBCO), and HgBa2Ca2Cu3O8+δ
(HBCO)[230] as well as in x-ray absorption spectroscopy[286] and QMC
computations.[63] Figure 31 presents data on the MIR gap and the pseudogap
obtained from a wide range of experiments, including a recent comprehensive
survey[187], as detailed in the caption to Fig. 31. In the intermediate and high
doping regimes, there is very good agreement between the MIR and other mea-
sures of the pseudogap, providing evidence for the rapid growth of the pseudogap
in the deeply underdoped regime, consistent with theory. While all the hole-doped
cuprates seem to have a very similar doping dependence of the pseudogap, they
differ subtly from electron-doped systems with regard, for example, to the steep-
ness of the rise at low doping and the exact position of the QCP.[187, 287] Some of
these differences seem to be correlated with the doping dependence of the screened
Hubbard U ’s shown in Fig. F1(a), and arise presumably from the strong screening
associated with the VHS on the hole-doped side.[107, 288]
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Although our calculations reproduce the gap structures of the cuprates, especially
on energy scales of ≥ 100 meV, additional effects would arise at lower energies
involving coupling to phonons and impurities. In several cuprates, Lupi et al.[281]
find that in addition to the MIR feature there is an additional far-infrared peak
which appears near 10% doping, which shifts to higher energies at lower doping
(green symbols in Fig. 31). This seems to be a disorder effect, and displays a doping
dependence similar to that of the so-called Coulomb gap seen in ARPES data from
Bi2212 (green circles and diamonds) in the low-temperature region.[282]
Our QP-GW model predicts that the MIR feature will extrapolate to the CT-
gap, ∼1.8 eV in hole-doped cuprates, as x→ 0, whereas the experimental data at
the lowest doping of x ∼ 0.02 in Fig. 31 have reached only about 1/3 of this value.
We make several brief points on this thorny issue: (1) Looking at the experimental
σ(ω) in Figs. 25(a,b), there is a substantial transfer of spectral weight between the
CT-peak at x = 0 and the MIR feature at x = 0.02, but it is not clear whether this
spectral weight transfer arises via a peak-shift or by the growth of a new peak at
intermediate energies. This issue also underlies the ongoing theoretical debate as to
whether the first doped holes go into the upper magnetic band or in midgap states;
(2) We find that the screening of U in hole-doped cuprates only begins to turn off
when x is reduced below 0.05, Fig. F1(a), and in this underdoped regime results
can be expected to be sensitive to details of the metal-insulator transition; (3)
More generally, disorder is likely to play a significant role. In particular, in LSCO,
holes get trapped by the dopant atoms at very low doping, and the screening of
U is turned off at very low temperatures [289]. Notably, in this doping regime the
measured Drude lifetimes are quite small, Fig. 27(b); and finally, (4) For hole-
doped cuprates there is likely to be an issue of competing pseudogap phases[90], a
striped-phase being a candidate for introducing mid-gap states.
We emphasize that the dichotomy between the pseudogap and CT gap and the
presence of the QCP are robust features of our QP-GW model of the cuprates,
which does not involve any free parameters beyond essentially the one-band value
of U = 1.7 eV at half-filling. In particular, we have self-consistently computed the
doping dependence of U due to screening effects of charge fluctuations[107, 288] to
obtain the effective U values shown Fig. F1(a).
9. Non-Fermi liquid physics
Understanding how non-Fermi-liquid (NFL) behavior[290–295] arises near the half-
filled insulating state is one of the key questions for unraveling the physics of not
only the cuprates but that of correlated electron systems more generally. Features
considered to be of a NFL form can arise from a number of different sources. These
include: (1) proximity to a Mott insulator, or a quantum phase transition, or a VHS;
(2) some form of (nanoscale) phase separation; and, (3) strong impurity effects. In
narrow band systems, such as heavy-fermion materials, there can also be effects
related to a coherence transition in the narrow band with the associated Kondo
physics. In this section we discuss two aspects of NFL physics in the cuprates.
9.1. Anomalous Spectral Weight Transfer
In conventional insulators, each band holds a fixed number of states independent
of doping. In this respect, Mott insulators are very anomalous: as holes are added,
weight of the UHB decreases as spectral weight is transferred to the top of the
LHB. This anomalous spectral weight transfer (ASWT) with doping can be under-
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(a) 
Figure 32. ASWT in cuprates. (a) Schematic diagram of ASWT for hole-doped cuprates. (b) Estimates of
WUHB (for hole-doping) and WLHB (for electron-doping) from various experimental results (see legend)
[124, 202, 215, 216, 220, 297] are compared with our theoretical results (open symbols of same color).
Dashed lines of various colors show exact diagonalization calculations for different values of U taken from
Ref. [20]. QMC results[63, 64] are plotted as blue stars. All curves are normalized to WUHB → 1 at
half-filling. [From Ref. [10].]
stood readily in the strong correlation limit, U →∞, Fig. 32(a).[20] Since double-
occupancy of an atom is forbidden in this case, when one electron is present, there
is a large penalty U for adding a second electron, i.e., there is an empty state in the
UHB. If the electron is removed there is no more penalty, so that the hole is lost
from the UHB and two holes appear at the top of the LHB. For electron-doping
the ASWT is associated with a loss of states in the LHB, and described by the
mirror image of Fig 32(a) with respect to EF .
As U decreases, an alternative source of ASWT arises. At intermediate coupling,
double-occupancy is reduced collectively via long-range magnetic order. As mag-
netic order disappears at a QCP[87, 99], a much higher degree of double-occupancy
is restored, and the UHB can completely vanish. Indeed, the rate of ASWT is found
to increase monotonically as U decreases and, therefore, this rate can be used to
quantify the degree of correlations in the cuprates. In a recent study[10], we com-
pared ASWT in XAS, ARPES, and optical measurements, finding similar doping
dependencies in all these spectroscopies for both electron- and hole-doped cuprates.
The results are consistent with intermediate coupling values of U , Fig. 32(b), and
also suggest that the effective U varies with doping.
When x electrons are removed from a half-filled insulator, Fig. 32(a), 1 +x holes
are distributed between p low-energy states, either at the top of the LHB or in the
gap, and WUHB = 1 +x− p states in the UHB. The ASWT can now be quantified
in terms of the coefficient β, which is defined such that WUHB = 1 − βx and
p = (1 + β)x. For a conventional insulator β = 0, while β = 1 holds for a very
strongly correlated Mott insulator (t−J model or U →∞ Hubbard model). Exact
diagonalization calculations on small clusters[20, 296] (dashed lines in Fig. 32(b))
find that reducing U leads to larger values of β: β ' 1.5 (at low doping) for U = 10t
and β ' 2.0 for U = 5t. Shown also in Fig. 32(b) are QMC results for U = 8t with
t′ = 0 [63, 64], which are consistent with the exact diagonalization results.
In Ref. [10], we extracted values of β for cuprates from several spectroscopies,
which are shown in Fig. 32(b), along with XAS results on LSCO[297], ARPES
on NCCO[124], and optical absorption on both NCCO[215, 220] and LSCO[216],
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including additional XAS data for LSCO, YBCO and TBCO from Ref. [202]. All
experimental measures of the high-energy spectral weight display a rapid falloff of
the spectral weight with doping, and at low doping, this weight is seen to decrease
almost linearly with doping with approximately the same slope of β ' 3.7. These
results are consistent with U < 5t, indicating that the cuprates are far from being
in the strong correlation limit. The observed falloff in Fig. 32(b) supports a gap
collapse around xUHB ∼ 1/β = 0.27. Notably, the value of U ∼ 5t is incompatible
with the measured gap at half-filling. For example, optical spectra yield a gap
consistent with U ∼ 8t, but the value of β calculated for fixed U = 8t is far from
the experimental results in Fig. 32(b). On the other hand, the experimental data
can be explained by intermediate coupling model calculations[3, 75, 94] based on a
doping-dependent effective U . The QP-GW results are plotted in Fig 32(b) as filled
symbols of same color as the corresponding experimental data. A good agreement
between QP-GW predictions and experiments is seen.
Note that the ASWT plays out quite differently in different spectroscopies. Due
to strong electron-hole asymmetry in the cuprates, it is important to keep in
mind the sensitivity of the probe to empty states for hole-doped cuprates, and
to filled states for electron-doped cuprates. In particular, ARPES[298] or X-ray
emission spectroscopies are well-suited for examining ASWT under electron dop-
ing, while XAS is appropriate for hole doping. Optical[94] and resonant inelastic
x-ray scattering[95, 237] experiments would be applicable for both cases, as they
measure the joint density of states. In principle, STM/STS[76] could follow either
sign of charge, but would require a rather wide energy range of ∼2eV to see the
full effect.
Within the QP-GW model, two main factors contribute to ASWT. Firstly, the
pseudogap collapses with doping, shifting the optical MIR peak to low energies
while transferring weight to the Drude peak. Secondly, the residual incoherent
weight associated with the Hubbard bands decreases with doping[94] due to a
decrease in magnon scattering. Within our model, part of this decrease is due to
the doping dependent value of the effective U . The separation of low and high
energy spectral weight is made easier by the presence of a clear energy where the
spectral weight is minimal in each spectroscopy. In all cases, our model finds this
minimum to be related to the HEK, which separates the coherent and incoherent
parts of the spectra. In order to test our method for extracting high energy spectral
weight, we considered optical spectra computed using the DCA with U = 8t,
which are in good agreement with the exact diagonalization results [blue stars in
Fig 32(b)]. Fig 32(b) shows that neither exact diagonalization nor DCA results
using a constant U capture the ASWT, suggesting that the doping dependence
of U is an effect beyond the simplest t − U one-band Hubbard model. Recent
DMFT calculations, which include next-nearest-neighbor hopping, provide a better
description of the doping evolution of the cuprates[4, 299, 300]. Interestingly, the
doping dependence of an effective U can be explained by long-range Coulomb
screening.[94]. This effective doping dependence is reduced significantly in going to
a three-band model[66, 95]. But multiple-band and long-range Coulomb effects are
not included in the Hubbard model, and are therefore not captured in the QMC,
exact diagonalization, and DMFT calculations.
9.2. Non-Fermi-liquid Effects due to Broken Symmetry Phase
Here we discuss how one property which is very difficult to understand within
the conventional Fermi liquid theory finds a natural explanation in a model of an
AFM Fermi liquid. In the Fermi liquid theory, dispersion and spectral weight would
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Figure 33. Renormalization factors in cuprates. (a) Zω at EF along the antinodal (red) and nodal (blue)
directions for NCCO. Filled (open) symbols give the main (shadow) bands, compared with the corre-
sponding analytical approximation, ZSDWω , plotted as solid (dashed) line of same color. ARPES results
(green symbols) are extracted from Ref. [124]. (b) Same as (a) but for LSCO along the nodal direction.
These results are compared with calculations of Ref. [213] for hole doping, and ARPES results[233] for
LSCO along the nodal direction. All experimental data and theory results of Ref. [213] in (a) and (b)
are normalized to highlight their doping evolution. Brown dashed line shows that if there is nanoscale
phase separation in LSCO then Zω would scale linearly with doping in the extreme underdoped region. (c)
Dispersion renormalization Zd for NCCO along the antinodal direction, compared with the approximate
analytical result ZSDWd of Eq. 51 (solid line). (d) Same as (c) but for LSCO along the nodal direction,
and the related experimental data[303]. [From Ref. [9].]
both have the same renormalization, unless the self-energy has a strong momen-
tum dependence, which is not the case in cuprates[3, 63]. In contrast, quasiparti-
cles in cuprates are very fragile or gossamer-like[301]: the spectral weight of the
quasiparticles fades away on approaching the insulator and renormalizes to zero at
half-filling[233, 302], even though the electronic dispersion remains finite or even
appears to become unrenormalized with underdoping.[303] In contrast, the elec-
tronic specific heat behaves in a more or less Fermi-liquid manner over the entire
doping range from the overdoped metal to the insulator[233, 304–306]. These re-
sults clearly demonstrate that a non-Fermi-liquid or ‘strange metal’ superconductor
emerges from the Fermi-liquid background as doping is reduced. We have shown[9]
that this can be understood in a density-wave ground state, where the FS breaks
up into pockets, and the self-energy develops a strong momentum dependence. The
model is simple enough that analytic expressions for the renormalization factors
can be obtained. In addition to the SDW order, we have analyzed other candidates
for the competing order including charge, flux and d−density waves[87], and find
that the results are insensitive to the particular nature of the competing order. Our
results are in good overall agreement with an intermediate coupling calculation by
Paramekanti, et al.[213], which approached the problem from the strong coupling
(RVB) limit.
The spectral weight renormalization Zω is defined as the jump in the momentum
density n(k) (see Section 6.6) at the FS,
Zω = ∆n(kF ), (46)
where kF is the Fermi momentum. Zω is plotted in Fig. 33(a) for NCCO and
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in Fig. 33(b) for LSCO as a function of doping. Shown also are other theoreti-
cal estimates for this renormalization factor. The experiments are seen to be in
good agreement with Zω calculated from Eq. 46, but disagree strongly with the
conventional Fermi-liquid form,
Z0ω =
(
1− ∂Σ
′(ω)
∂ω
)−1
ω=0
. (47)
It is interesting also to consider an approximate analytical form for Z in an SDW
metal,[9]
ZSDWω =
Z0ω
2
1±(1 + ( 2∆
ξkF − ξkF+Q
)2)−1/2 , (48)
which captures the correct doping dependence. Similar results are found for LSCO,
Fig. 33(b), except that in the underdoped region the ARPES data[233] seem to
extrapolate smoothly to zero at half-filling (dashed line), which may be related to
nanoscale phase separation in LSCO, as discussed below.
A similar analysis can be carried out for the Fermi velocity. Despite a substantial
decrease of Zω, the quasiparticle velocity vF does not diminish upon entering into
the pseudogap phase. Although in the SDW-mean-field case vF decreases smoothly
with underdoping as the gap grows, when a self-energy is introduced, the reduction
of the coherent spectral weight (Zω) with underdoping compensates this decrease,
leading to a net enhancement of vF . The corresponding dispersion renormalization
factor,
Zd = vF /v
0
F , (49)
is plotted in Figs. 33(c,d), where v0F is the bare (LDA) Fermi velocity, and compared
with the usual Fermi liquid dispersion renormalization,
Z0d = Z
0
ωZ
0
kF = Z
0
ω
(
1 + ∂Σ′/v0F∂k
)
. (50)
Since the QP-GW self-energy is approximately k-independent, Z0d ≈ Z0ω. In sharp
contrast, the calculated Zd in Fig. 33(c) shows a striking opposite doping depen-
dence to Zω. This is because the SDW-gap introduces a new k-dependence in the
dispersion renormalization given by [9]
ZSDWd = Z
0
ωZ
SDW
kF = Z
0
ω
(
1 +
∆2
ξkF ξkF+Q
)
. (51)
Figures 33(c,d) compare Zd with Z
SDW
d . The doping dependence of Zd implies
that as we go toward the Mott insulator, the dispersion tends towards the LDA-
bands, consistent with LSCO results (blue open circles)[303]. The opposite doping
dependences of Zd and Zω can be understood from the analytical formulas, Eqs. 51
and 48: ZSDWd ∼ ∆SDW increases with underdoping, while ZSDWω ∼ 1/∆SDW
decreases.
The Sommerfeld specific heat coefficient γ = cV /T is given by[307]
γ = cV (T )/T ≈ 2pi
2k2B
3
N(0)/Z0ω, (52)
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Doping (x)
Figure 34. (a) Specific heat coefficient γ(x) from various calculations, and experimental results on NCCO
(red squares)[305] and PLCCO (red circles)[306]. (b) Same as (a) but for LSCO (red squares[233] and
triangles[304]). Results are compared with ns [filled green squares[233] and open green squares[308]] and
χ (blue)[309]), all normalized at the VHS. The red dashed line shows that in underdoped LSCO γ scales
linearly with doping. Theoretical γ has been scaled by a factor of 1.1, consistent with a weak electron-
phonon renormalization. [From Ref. [9].]
where N0(0) is the DOS in the SDW state without self-energy corrections. Fig-
ure 34(a) compares experimental values of γ in NCCO[305] and Pr1−xLaCexCuO4
(PLCCO)[306] with several calculations including bare LDA, mean-field theory
(MFT) of SDW, and QP-GW model. The nearly flat N(0) for x < 0.11 reflects
the quasi-two-dimensionality of the electron pocket (constant DOS) in cuprates.
The step at x ∼ 0.11 signals the appearance of the hole-pocket. Corresponding
data[233, 304] for LSCO are plotted in Fig. 34(b), along with the related quanti-
ties ns[233, 308] and χ[309]. The large peak near x = 0.2 is due to the presence
of the VHS near EF . These results are in striking contrast to the strong coupling
limit where γ would diverge with the effective mass as x→ 0.[310] While agreement
with experiment is quite good in LSCO for x ≥ 0.10, at lower dopings γ → 0 as
x→ 0, an effect that is not captured by our model. This discrepancy could be due
to a Coulomb gap[304] (green symbols in Fig. 31) and/or signal a nanoscale phase
separation. The linear dashed line in Fig. 34(b) illustrates the corrected form ex-
pected in the latter case. Note that nanoscale phase separation would produce the
dashed line seen in Fig. 33(c) as well as explain the anomalous doping dependence
of the chemical potential.[311]
9.3. Role of VHS
A number of studies show that the VHS plays a significant role in high-Tc super-
conductivity and/or in driving competing phases in cuprates via the divergence in
the DOS in an ideal 2D material[312–314]. It is puzzling, therefore, that many in-
stabilities are found theoretically to optimize near the VHS, whereas the pseudogap
order vanishes in a QCP near optimal doping where the VHS is expected. Detailed
susceptibility calculations reveal a factor that appears to have been overlooked in
earlier models, namely, conventional FS nesting is also present in the cuprates, and
could compete with VHS nesting[90]. In particular, near the VHS, the antinodal
parts of the FS are flat and nearly parallel, leading to a nearly 1D antinodal nesting
(ANN). The ANN has the important feature that when the VHS is approached,
the nesting is lost as the FS pinches down to produce the VHS. ANN must thus
have a QCP near the VHS, making it a prime candidate for the pseudogap, at least
at higher dopings, Section 11.2.2.
Initially, it was thought that the superconducting Tc would optimize at xV HS ,
July 10, 2018 7:1 Advances in Physics AIP˙Review
59
the point at which EF crosses the VHS, and that is approximately the case in
LSCO[315], but in other cuprates xV HS lies in the overdoped regime, presumably
due to a competition between Mott physics and VHS physics. There seems to be an
optimal VHS doping away from half-filling, and the Tc is suppressed if xV HS is too
close (LSCO) or too far (Bi2201) from zero. Indeed, in Bi2201 there is tunneling
evidence that the VHS crosses EF close to the termination of the superconducting
dome as in Fig. 21(b)[173, 196, 316]; see also Fig. 46. This is quite suggestive, since
the linear-in-T resistivity also seems to terminate at the same doping[317], and the
VHS has long been known to be a source of linear-in-T, ω scattering rate. Initially,
there was some question whether this linearity in scattering rate translated into
a linearity in resistivity,[318] but more recent work shows a qualitative agreement
between the predicted doping- and temperature-dependence of the resistivity near
a VHS with the corresponding experimental results for LSCO, at least in the over-
doped regime.[319] In a number of correlated materials, a nearly pure linear-in-T
resistivity is found at the competing-order QCP, in a narrow doping range near
optimal doping, but a linear-in-T contribution to the resistivity persists over a wide
doping range, finally vanishing near the end of the superconducting dome[320].
Near a QCP, there are two relevant VHS’s, the paramagnetic VHS and the VHS
of the ordered phase. Specifically, if we consider the (pi, pi)-magnetic order, the VHS
of the lower magnetic band must cross EF close to the QCP, and if it crosses before
the QCP, then three separate dopings will be dominated by linear scattering: (1)
Doping where the VHS of the lower magnetic band crosses EF ;[173] (2) Doping of
the QCP; and, (3) Doping where the VHS of the reconstructed large FS crosses
EF , which appears to be where the superconducting dome ends. In earlier work, it
was assumed that all three crossings merged at a single doping[313], but this does
not have to be the case, as illustrated in Fig. 22(a).
In this connection, recent DCA results were interpreted in terms of a VHS cross-
ing EF near a quantum critical point.[197, 321] However, Ref. [322] pointed out
that this cannot be a conventional VHS instability, since the gap opens after the
Fermi level has crossed the VHS. We suggest that these results could be understood
if the QCP was SDW collapse, and the observed VHS was actually the VHS of the
LMB. The computations of Ref. [197] are for the t − U Hubbard model (t′ = 0),
for which the paramagnetic VHS falls at exactly half-filling, suggesting that what
Ref. [197] may be seeing at finite x = δ (Fig. 35(a)) is the VHS of the lower mag-
netic band. As doping δ increases, the VHS peak moves toward EF , crossing it near
δ = 0.2. Figure 35(b) shows that a similar transition occurs for finite t′. Note that
as the VHS approaches EF , there is also a small pseudogap just at EF (ω = 0),
which disappears after the VHS crosses EF .
Insight into this pseudogap feature is obtained by considering the Hartree-Fock
results of Fig. 35(c), which show the gap-collapse as a function of doping of a form
expected for a (pi, pi)-SDW. The sharp dip near ω = 0 in Figure 35(a) and (b) is
seen to have the same shape and doping dependence as the dips in Figure 35(c)
[see also features A and B in Fig. 22(c)]. These features represent the VHS of
the lower magnetic band and the bottom of the upper magnetic band, and as the
magnetic gap collapses they merge and evolve into the VHS of the full band. This
is exactly what is seen in Fig. 35(a), and the relation of this SDW phase to the
pseudogap is discussed in Section 11.1.2. We note that the higher energy peak
near ω = 1.5 in Fig. 35(a) corresponds to the VHS of the upper magnetic band,
feature D in Fig. 22(c). In a mean-field calculation, this peak vanishes when the
gap collapses and features C and D merge, but when a self-energy is included,
an incoherent remnant of this peak remains as seen in Figs. 15(d) and (e) due to
the kink at positive energies, and contributes to the residual Mott gap seen in the
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Figure 35. Origin of the pseudogap. (a) DOS for a series of dopings δ for the t − U Hubbard model
calculated within the DCA. [From Ref. [63].] (b) Similar calculations showing effect of t′. [From Ref. [321].]
In frames (a) and (b) the frequencies are given scaled by t. (c) Calculated DOS for a series of hole-doped
cuprates, assuming Ueff = 2.3t for various dopings x: 0.176 (solid line), 0.184 (long dashed line), 0.202
(short dashed line), 0.225 (dotted line), and 0.244 (dot-dashed line). [From Ref. [245].]
optical spectra of Fig. 25.
Recent CDMFT calculations using 2×2 plaquettes have found a similar pseudo-
gap phase diagram, with a transition at low doping between two metallic phases
involving a change of FSs[323, 324]. In these pure Hubbard model (t′ = 0) cal-
culations, the small FS-metal at low doping plays the role of the doped (pi, pi)
SDW-metal found in DCA [63], and the large FS-metal corresponds to the non-
magnetic state. At low-T the transition is first order, but at higher T , the two
phase regime ends at a critical point, and emanating from that critical point is a
‘Widom line’,[325] as in conventional liquid-gas transitions[326]. The compressibil-
ity has a peak along this line, and diverges at its end point. Similar results are
found in mean-field studies of electron-doped cuprates. The mean-field magnetic
transition is mainly second order, but near the QCP it develops a tricritical point
and ends in a first order transition between magnetic pockets and a large nonmag-
netic FS[98]. Due to Mermin-Wagner physics[44], the finite-T crossover will have
many properties of a Widom line. Thus, at the onset of a first order transition,
the compressibility must diverge. Most other properties will be spin-glass like due
to the critical slowing down. Different probes will detect the crossover at different
temperatures due to the internal time-scale of the probe[327, 328]. One caveat to
the preceding picture of a Widom line should be noted. The particular 2×2 pla-
quette utilized in this study can produce anomalous results, as it does not allow a
clear separation between the nodal and antinodal regions of the Fermi surface.[45]
Hence, these calculations should be repeated on a larger cluster.
It is interesting to speculate whether the Widom line of the pure Hubbard model
is also related to the trace of the VHS of the lower magnetic band, terminating in
the critical end point. This interpretation is suggested by a number of factors: (1)
Figure 9 of Ref. [324] shows the effective chemical potentials at three k-points vs
doping and Hubbard energy U . For (pi, 0), corresponding to the VHS, µeff crosses
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Figure 36. (a) Theoretical and experimental angle dependence of various gaps ∆ in underdoped LSCO
(x=0.15) along the FS, where φ =0 denotes the antinodal and φ = 45o the nodal direction. Solid lines
give our results for the normal (T=50 K, red line) and the superconducting (T=10 K, blue line) states,
and the corresponding experimental data are plotted with filled symbols of the same color (Ref.[330]).
Blue dashed line shows the computed coherence peak position at T=10 K, while blue open circles give the
corresponding experimental leading-edge-gap, green lines in frame (c). Blue open triangles denote ∆ based
on peak positions from the data of Ref.[331]. (b) Computed spectral functions at different momentum
points along the FS (see inset) for the normal (T =50 K, blue lines) and the SC (T=10 K, red lines) states.
Spectra at the bottom of the figure refer to the antinodal direction (φ =0), while those at the top to the
nodal direction (φ = 45o). Blue and red tick marks on the spectra denote total gap values, while green
lines mark the leading-edge-gap. (c) Same as (b), except that this figure refers to the experimental EDCs
taken from Figs. 2(a) and 2(b) of Ref.[330]. In order to highlight spectral changes, normal state spectra
(red) are plotted on top of those for the SC-state (blue) in several cases, even though these pairs of spectra
are not taken at exactly the same angle φ. [From Ref. [87]]
EF very close to the doping of the first order transition for all Us for which there
is a first order transition (5.8 < U < 6.2), but crosses at half-filling for smaller U ’s,
where there is no transition. [Recall that when t′ = 0, the nonmagnetic VHS crosses
EF at half-filling.] For larger U ’s there is no longer a first order transition, but µeff
crosses EF close to the point where the DOS at (pi, pi) starts to decrease [Fig. 6
of Ref. [324]], marking the opening of a pseudogap; (2) As noted in Sections 4.3
and 4.5, upon entering a phase of short or long-range order, the self-energy develops
a strong momentum dependence, Eqs. 24 and 28. This in turn leads to a strong
momentum dependence of µeff,k = µ − Σ′k(ω → 0), which represents the opening
of a [pseudo]gap. Such a strong momentum dependence of µeff is found in the
small-FS phase, Fig. 9 of Ref. [324]; (3) The large compressibility[325] and strong
scattering rate along the Widom line [Fig. 10 of Ref. [324]], as well as the broad
peak in spin susceptibility (Fig. 14 of Ref. [324]) are all consistent with the presence
of a VHS.
In trying to construct a viable VHS model, it is important to keep in mind that
the simple idea that xV HS can be found from a single LDA calculation, assuming
rigid band filling, is of very limited applicability since xV HS varies with hole doping,
and it is shifted by strong correlations[197, 321] and ionic substitutions[329].
10. Superconducting state
10.1. Separating the SC-Gap from Competing Orders
Figure 36(a) is a typical ARPES result demonstrating the two gap scenario[330,
331]. At high temperatures, an antinodal gap is seen with a gapless Fermi arc or
pocket in the nodal region. At low temperatures, superconductivity turns on, and
the arc becomes gapped with a d-wave gap, while the antinodal region remains
nearly the same. This is usually interpreted as superconductivity competing with
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(a) (b) 
Figure 37. CDW-SC competition in YBCO. (a) Temperature dependence of the peak intensity at Q =
(1.695,0,0.5) (circles) and (0,3.691,0.5) (squares) for different applied magnetic fields. Square data points
have been multiplied by a factor of four. (b) Gaussian linewidth of the Q = (1.695,0,0.5) CDW modulation
as a function of temperature. [From Ref. [332].]
some density wave order, which is responsible for the antinodal gap. However, Bil-
bro and McMillan showed that when two gaps compete, the second gap grows at
the expense of the first.[200] This can be seen in Fig. 37, where a CDW-gap devel-
ops in YBCO, growing with decreasing temperature until the SC-gap is reached, at
which point superconductivity grows and the CDW-gap is suppressed.[332] A mag-
netic field kills superconductivity and restores the CDW-gap. This suggests that,
hidden under the antinodal gap in Fig. 36(a) are contributions from both gaps. In-
deed, this can be seen in Figs. 36(b,c): in the SC-state, non-pairbreaking scattering
becomes ineffective, leading to a sharpening of the spectrum and the appearance
of coherence peaks. The antinodal coherence peak (bottom curves of Fig. 36(b,c))
is consistent with data from Bi2212[333], developing at a Tpair > Tc.[334]
10.2. Nodeless d-wave gap due to competition with SDW
The nodal d-wave SC-gap of the optimal and overdoped samples transforms into
a nodeless or fully gapped SC state in the underdoped region of both electron-
[335–340] as well as many hole-doped cuprates.[191, 341–346] On the electron-
doped side, we have demonstrated that strong SDW order removes the hole-
pocket from the nodal region in the underdoped system, and the total band gap
(=
√
∆2SDW + ∆
2
dSC) appears to be nodeless even though the underlying pairing
maintains d-wave symmetry.[99, 347] This explanation does not hold in the hole-
doped case, where a hole-pocket is present at any doping. We have recently ex-
tended our QP-GW modeling to treat the transition from an SDW phase to d-wave
superconductivity, accompanied by a robust triplet superconductivity, to obtain an
odd parity Fulde-Ferrell-Larkin-Ovchinnikov state, consistent with the observed
fully gapped SC-state on the hole-doped side.[348]
10.3. Glue Functions
In conventional superconductors, phonons responsible for superconductivity mod-
ify the electronic spectrum. This phononic imprint can be measured and used
to extract a weighted electron-phonon coupling DOS, or Eliashberg function,
α2F .[349, 350] For an electronic pairing mechanism, there is a similar function,
∼ U2χ′′d, where χd is an appropriate d-wave susceptibility.[351] Attempts have
been made to extract this electronic ‘glue’ function from photoemission, tunneling,
and optical experiments.
There is an ongoing debate concerning the dominant bosons responsible for pair-
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ing in cuprates. Two sharply different scenarios have been proposed. One view-
point holds that a ‘pairing glue’ is not necessary as the pairs are bound by a
superexchange interaction J = 4t2/U , and the dynamics of pairs involves virtual
excitations above the Mott gap set by the energy scale U .[199, 352–355] In the
opposing view, pairing is mediated by a bosonic glue which originates from SDW
spin fluctuations[259, 356, 357]. We may think of this as a debate between uncon-
ventional pairing with bosons of energies > 100 meV (J or ∼ 2 eV U/CT scale)
vs a more conventional pairing with lower energy bosons (around the scale of the
magnetic resonance mode or lower energies). [353] In fact, many studies adduce a
finite high-energy contribution to pairing fluctuations[70, 199, 353, 358, 359], in ad-
dition to the low-energy AFM fluctuations, some exceptions notwithstanding[360].
Notably, Ref. [358] finds pairing fluctuations up to energies of ∼ 2t, but the calcula-
tion was only carried out to energies of ≤ 2.5t, which is too low to see higher-energy
fluctuations. Ref. [359] concludes that high-energy fluctuations are present in the
one-band Hubbard model, but not in the three-band model. A recent analysis of the
2D Hubbard model based on the dynamical cluster approximation (DCA) indicates
that superconductivity is not driven by resonating valence bond physics.[361]
While many experimental probes show the presence of low-energy bosons in
the cuprates[362–367], often with significant isotope effect[160, 368, 369], ARPES
shows a HEK suggestive of significant coupling to electronic bosons in the 300-
600 meV range.[138, 140, 370–375] These bosons are believed to be predominantly
magnetic,[3, 75] with charge bosons lying at even higher energies extending to
the charge-transfer energy scale of ∼2 eV. We should keep in mind that many
experimental studies concentrate on the coherent part of the spectrum, and are
thus not suited for probing high energy fluctuations. Also, one usually extracts a
susceptibility from experiments, which is not predominantly d-wave, and a model
must be used to extract the appropriate d-wave component.
10.3.1. Optical extraction techniques
Ref. [376] shows how optical measurements can be used to extract a q-averaged
susceptibility
α2F (ω) = U2[χ¯′′c (ω) + 3χ¯
′′
s(ω)]/2, (53)
with χc [χs] the charge [spin] susceptibility, and χ¯i(ω) =
∫
a2d2qχi(q, ω)/(2pi)
2,
i = s, c. Within the RPA (see Eq. 18)
χs = χ0/(1− Uχ0), (54)
χc = χ0/, (55)
where χ0 is the bare (LDA) susceptibility, and the dielectric constant within the
Hubbard model can be written as  = 0 +Uχ0, with 0 ∼ 4.8 being a background
dielectric constant. Note that the Hubbard model does not properly describe plas-
mon physics, and longer range Coulomb interactions, not considered here, may
need to be included.[3, 108]
We now discuss an approach for extracting the Eliashberg function based on
analyzing the degree to which the experimental or theoretical optical conductivity
σ(ω) of Eq. 39 can be represented by an extended Drude form[377, 378]
σ(ω) =
iω2p
4pi
1
ω − 2Σop(ω) , (56)
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where ωp =
√
4pine2/m is the plasma frequency, n is the carrier density, and e and
m are the electronic charge and mass, respectively. By assuming that the optical
self-energy Σop is related to the electronic self-energy Σ by[379–382]
Σop =
∫ ω
0 Σ(ω
′)dω′
ω
, (57)
at T = 0, for ω > 0, the electronic self-energy becomes
Σ′′(ω) = −
∫ ω
0
α2F (Ω)N˜(ω − Ω)dΩ, (58)
where N˜(ω) = [N(ω) +N(−ω)]/2Nav is the average of the electron and hole DOS,
and Nav is the average of the DOS over the energy range of interest, chosen to
make N˜ dimensionless. In this case,
Σ′′op(ω) =
∫ ω
0
dΩ
ω
α2F (Ω)neh(ω − Ω), (59)
where
neh(ω) =
∫ ω
0
dωN˜(ω). (60)
Many groups have used a finite-temperature version of this result[367, 383].
In many inversion schemes, DOS is approximated by a constant, and in this case
Eq. 58 becomes[384]
α2F0(ω) = −∂Σ
′′(ω)
∂ω
. (61)
The subscript ‘0’ on α2F here refers to the constant DOS case. The glue function
given by Eq. 61 can become negative unless |Σ′′| is a monotonically increasing
function of ω.[385] Similarly, from Eq. 59, it follows that −∂Σ′′op/∂ω must be > 0
(as for Eq. 61), and
α2F1(ω) = − ∂
∂ω
(
ω2α2F0(ω)
)
, (62)
where α2F1 is the glue function corresponding to Eq. 59. While this substitution is
appropriate for phonon contributions to the self-energy, it is not appropriate over
a 2-3 eV energy range. We emphasize that since Σ′′ cannot be monotonic over the
full bandwidth, one can expect to encounter negative α2F values in analysis based
on Eq. 61, unless the analysis is restricted to fairly low energies. In sharp contrast,
these problems do not arise with Eqs. 58 and 59.
10.3.2. Application to Bi2212
Given the optical spectrum, we can extract the glue function over the full band-
width. Figure 38(a) shows the optical self-energy of Bi2212 (solid blue line) ex-
tracted from the data of Ref. [231] by using Eq. 56. For simplicity, we calculated
Σop using the full optical spectrum, but features above ∼2.5 eV are probably due to
interband transitions and should be disregarded. In the low-energy limit, the self-
energy is in reasonable agreement with earlier work[386] (blue triangles), which
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Figure 38. (a) Self-energy in Bi2212 extracted from the optical data[231] (dark blue solid line), compared
with the self-energy obtained via Eq. 59 (red dashed line), and the measured low-energy self-energy[386]
(blue triangles). (b) The corresponding glue function (red dashed line) is compared to the sum of the
calculated spin α2Fs plus the charge glue function, Eq. 63, for Uc,eff = 2 eV (blue solid line). [After
Ref. [376].]
neglected the DOS factor (i.e., using Eq. 61). Shown also is the model self-energy
based on Eq. 59 (red dashed line), representing the glue function by a simple his-
togram shown in Fig. 38(b) (red dashed line). The blue solid line in Fig. 38(b)
represents the expected sum of spin and charge susceptibilities, Eq. 53, which
should describe the glue function. Here, we use the calculated spin susceptibility,
but since our calculated charge susceptibility does not capture plasmon physics,
we used
α2Fc(ω) = −Uc,eff
2
Im(
1
(ω)
), (63)
where Uc,eff is a phenomenological charge vertex, and  is the measured dielec-
tric constant. Figure 38(b) shows that the combination of spin and charge glue
functions qualitatively reproduces the glue function extracted directly from the
optical spectrum, including a significant contribution near 1 eV. Differences above
1 eV may be due to limitations in extracting the true Σ from Σop as discussed in
Ref, [376]. The contribution of the loss function to the optical glue has not been
recognized previously. Note that Figure 38(b) reproduces the three energy scales
postulated by Anderson[352], namely, the spin-wave scale (green arrow), J-scale
(red arrow), and U , or charge transfer scale (peak near ∼ 1 eV). These results
have now been confirmed by Ref. [387], who find that significant spectral weight of
fluctuations extends up to 2.2 eV in Bi2212 and 1.2 eV in Bi2201, for all dopings.
Notably, a recent time-resolved optical study of near-optimally doped Bi2212[367]
argues that high-energy features are necessary to preserve the optical sum rule in
the SC-state, including a 2.72 eV feature which they identify as the shifted remnant
of the ∼2 eV optical gap of the undoped material.
The present results are consistent with other recent quasi-first-principles calcula-
tions of the optical spectra, which find that the cuprate intraband optical spectrum
extends up to ∼2.5 eV, with a residual charge transfer gap, associated with the
incoherent part of the band, persisting well into the overdoped regime[4, 7, 66, 300].
Moreover, several optical studies[367, 388, 389] have found evidence that the onset
of superconductivity affects spectral weight in an energy range extending beyond
1 eV. While optical experiments cannot separate out the relevant d-wave compo-
nent of the glue, we find it has a similar energy dependence as seen by comparing
Fig. 38(b) with Fig. 41(a) below.
Overall, the glue extracted from optical experiments[115–117] displays two main
peaks at energy scales in qualitative agreement with our QP-GW theory, as indi-
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Figure 39. Imaginary part of self-energy, Σ′′, at T = 0 vs energy, comparing experimental and theoretical
results derived by several techniques. The impurity contribution has been approximately removed by
subtracting Σ′′(0) in all cases. Experimental points are from ARPES data for: (a) LBCO (blue diamonds,
Ref. [371]); Bi2201 (gold squares, Ref. [370] and green circles, Ref. [372]); (b) Bi2212 (violet triangles,
Ref. [371], open red squares, Ref. [373], and open blue circles, Ref. [374]); and, (c) CCOC (open red-
brown diamonds, Ref. [375]). Included in (b) and (c) are optical data from Bi2212 (inverted red triangles,
Ref. [386]), taken at T = 130K > Tc to avoid complications associated with superconductivity. Theoretical
curves are from: LSCO (light blue dotted line), Ref. [7]; Bi2201 (gold line), Ref. [3]; and, Bi2212 (red
dashed line), Ref. [75]. Magnitudes of several data sets have been rescaled. [From Ref. [376].]
cated by the arrows in Fig. 38(b) at 300-400meV and ∼ 70meV. The high energy
peak mainly stems from the strong intensities in the magnetic susceptibility near
(pi, 0), which are responsible for the HEK in ARPES, while the low-energy peak
arises from the magnetic resonance mode, which dominates within the gap around
(pi, pi), giving rise to the LEK. While our calculations reproduce both these energy
scales, the 70 meV feature in the experimental spectra is more intense than that in
our computations[366], even after superconductivity is included (see column 3 of
Fig. 6 in Ref. [11]). This is surprising, since our model reproduces both the mag-
netic resonance peak and the resulting LEK in ARPES. This discrepancy suggests
a role for electron-phonon coupling, consistent with the time-resolved optical study
of Ref. [390], which indicates that the 70 meV feature is more than 50% of phononic
origin.
Ref. [376] surveys a number of attempts to directly extract the self-energy
from optical and photoemission experiments. While the energy dependence of the
self-energy is readily extracted, Fig. 39, there are substantial variations in the
normalization of the spectra. Figure 39 shows measured[370–375] and calculated
values[391, 392] of the imaginary part of the self-energy as a function of the exci-
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tation energy ω. Results for a number of different cuprates for various dopings are
collected, and Σ′′(ω) is seen to exhibit a similar shape in all cases, in good accord
with our calculations.
It should be noted that values of Σ′′ extracted from experimental data differ by
as much as a factor of four in magnitude for a given material, see Fig. 39(a). Recall
that Σ′′ is obtained as the product of the measured momentum-space width ∆k
and the bare Fermi velocity, vF0. The variation in magnitude of Σ
′′ arises from the
uncertainty in estimating vF0. The best way to analyze the data may be to assume
that the bare dispersion is given by the LDA.[125]
10.4. Calculation of Tc
Here we discuss our calculations of Tc based on solving the Eliashberg equation
for spin-fluctuation mediated pairing in which both the low-energy magnon-like
modes (near the LEK) as well as the high-energy paramagnon modes (near the
HEK) are included. A good estimate of Tc is obtained, highlighting the importance
of high-energy fluctuations on the HEK energy scale in this connection. In order
to assess effects of the pseudogap, we have also computed Tc by a simpler BCS
approach, self-consistently solving the mean-field gap equations in the presence of
SC and SDW orders by assuming a momentum-independent pairing potential, see
Table F2 for results. In particular, a dome-like pairing interaction must be assumed
in order to reproduce the dome-like doping dependence of Tc.
10.4.1. Formalism
Our Eliashberg calculations[199] are based on a one-band Hubbard Hamiltonian,
extended to include pairing interaction. The singlet pairing potential is[351]
Vs =
U
1− U2χ20(k′ − k)
+
U2χ0(k
′ + k)
1− Uχ0(k′ + k) , (64)
in terms of the bare susceptibility χ0 and the Hubbard on-site repulsion U . The
mass renormalization potential (Eq. [8] of Ref. [351](a)) is used:
Vz =
U2χ0(k
′ − k)
1− U2χ20(k′ − k)
+
U3χ20(k
′ − k)
1− Uχ0(k′ − k) , (65)
where p and p′ are the electron momenta, which are constrained to lie on the FS.
Vz [Vs] is the potential contributing to the normal [anomalous] part of the self-
energy. These expressions give Tcs in good agreement with QMC results[97, 393].
The resulting coupling constants in various pairing channels α are
λ¯α = −
∫ ∫
d2kd2k′g˜α(k)g˜α(k′)ReV (p, p′, ω = 0) (66)
where V = Vs for the even parity channels. The normalized weighting func-
tion is g˜α = gα(k)/(N0|vk|), where vk is the Fermi velocity and N20 =
(2pi)3
∫
gα(k)
2d2k/|vk|. The gα are weighting functions of various symmetry[351],
of which the most important are the lowest harmonics of the s-wave and dx2−y2
symmetry, with gs = 1 and gd = cos(kxa)− cos(kya). We also define the coupling
constant λz via the s-wave version of Eq. 66 with V = Vz. Then the effective BCS
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Figure 40. Eliashberg functions α2Fd and α
2Fz for hole-doping (x = 0.30) (green line) are compared
with results of Refs. [397] (red dotted line) and [404] (blue dashed line). [From Ref. [199].]
coupling becomes λα = λ¯α/(1+λz), and the symmetrized Eliashberg functions are
α2Fα(ω) = − 1
pi
∫ ∫
d2kd2k′g˜α(k)g˜α(k′)V ′′(k, k′, ω), (67)
where V ′′ is the imaginary part of the corresponding V .
Concerning technical details, we use a tight-binding parameterization of the dis-
persion of Bi2212 obtained by renormalizing the first-principles LDA results via
Z0 = 1/Z = 2, which is appropriate for the overdoped regime[394–396], with a
reduced U = 3.2t. Effects of bilayer splitting and the pseudogap are neglected.
The latter approximation means that the Tc is likely overestimated in the under-
doped regime, and underestimated near optimal doping where critical fluctuations
may be important. χ0, renormalized by Z0, is first computed within the RPA
throughout the BZ for frequencies up to 2.88 eV. α2F ’s and λ’s are then computed
from Eqs. 64-67. FS-restricted Eliashberg equations[397] are finally used to self-
consistently obtain the ∆(ω) and Z(ω), with Z(0) ≡ Z = 1 + λz.[385] Note that
Migdal’s theorem is not obeyed in the presence of the pseudogap[398, 399], and our
calculations do not account for modifications of Migdal’s theorem in the SC-state.
Nevertheless, our results provide a benchmark for the Eliashberg formulation in
that we do not invoke empirical susceptibilities as has been the case in much of the
existing literature.
10.4.2. Pure d-wave solution
Fig. 40 shows d-wave pairing weights α2Fd and α
2Fz, highlighting a key finding.
The α2Fd (green line) in (a) displays two clear features[400]: A low energy peak
(LEP) around 40 meV and a broad hump-like high-energy feature (HEF) extending
from ∼ 0.5 − 1.0 eV, see also Fig. 41(a) below. The LEP arises mainly from the
magnetic resonance mode near (pi, pi), but the HEF is connected with the response
from other parts of the BZ, particularly near (pi, 0) and (pi/2, pi/2). [These fluctua-
tions are also responsible for the HEK.] The negative dip in Fig. 40(a) at energies
below 20 meV deserves comment. This dip reflects pair-breaking magnetic scat-
tering (PBS) near Γ, which is related to earlier indications of ferromagnetic (FM)
instabilities near the VHS[401, 402]. A similar scenario of competing d-wave pair-
ing vs pair-breaking effects has been discussed in the context of electron-phonon
pairing[403]. Pair-breaking effects have also been reported in Ref. [358].
Figure 40 also compares our results to early calculations of magnetic pairing
in the cuprates, which employed parameterized models of susceptibility based
on neutron scattering [Radtke, et al. (RULN)[397]] or NMR data [Millis, et al.
(MMP)[404]]. Our LEP in panel (a) is similar to the weights assumed by RULN
and MMP, and indeed provides a good description of the neutron scattering data
near (pi, pi), Section 7.3. The MMP analysis, based on the NMR data, captures
more of the weight, although it still misses the HEF and underestimates the total
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Figure 41. Eliashberg functions α2Fd and α
2Fz over the doping range x = 0.0−0.4. Lines of various colors
refer to different dopings (see legend in (a)). Panels (a) and (c) give results over an extended frequency
range of 0−1.5 eV, while panels (b) and (d) highlight the low energy region of 0−250 meV on an expanded
energy scale. [From Ref. [199].]
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Figure 42. Doping dependence of: (a) λz ; (b) λd; and (c) ∆d(T = 0) (left scale), compared to that of λd
(right scale, note change in scale from (b)). In (a) three different computations of λz are compared based
on the full Vz of Eq. 65 (blue solid line), a simplified Vz0 = U2χ0 (red dotted line), and the estimate
N(0)U (green dashed line), where N(0) is the DOS at EF . [From Ref. [199].]
weight. Note that neutron scattering near (pi, pi) accounts for only about 1/8th of
the integrated spectral weight expected from a total scattering sum rule[357, 405].
RULN and MMP models also strongly underestimate the renormalization weight
α2Fz as well as the PBS, both of which oppose the tendency for pairing.
Figure 41 shows how α2F ’s evolve with doping. In (a), the pairing weight in
the high energy feature of α2Fd is seen to increase monotonically with increasing
doping, displaying an approximate isosbestic point at ω ∼ 0.24 eV. In the low
energy region in (c), the peak in α2Fd shifts to lower energies with increasing dop-
ing, while a negative pairbreaking peak grows dramatically, providing a plausible
explanation for the termination of the superconducting dome. The nature of α2Fd
is seen to change quite substantially as EF approaches the VHS around x = 0.39.
Interestingly, by comparing (c) and (d), the low energy peak in α2Fz is seen to
follow that in α2Fd to lower energies with doping.
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Figure 43. (a) Real part of the gap function ∆(ω, T ) at x=0.10 as a function of frequency for a series
of temperatures (see legend). Thin black line is the plot of ∆ = ω used to obtain the low energy gap
as discussed in the text. (b) Computed temperature dependence of the low-energy gap ∆d(T ) at various
dopings (see legend). (c) Typical computed superconductor-insulator-superconductor tunneling spectrum
at x = 0.10. Inset shows the high energy tail on an expanded scale. [From Ref. [199].]
Figure 42 shows the doping dependence of λz, λd and the low-temperature gap
∆d(T = 0). Three different estimates of λz are compared in (a) for illustrative
purposes. Values based on using the bare susceptibility, Vz0 = U
2χ0 (red dashed
line), are seen to be quite similar to the simple estimate N(0)U (green dotted line),
where N(0) is the DOS at EF . The full Vz (blue line), on the other hand, yields a
significant enhancement of λz over that obtained from χ0, especially near the region
of the VHS peak, indicating that the system is close to a magnetic instability. Note
that λd is positive for dopings less than ≈ 0.4, but as EF enters the region of the
VHS with increasing doping, λd rapidly becomes large and negative due to FM
fluctuations. Panel (c) shows that this doping dependence of λd is well correlated
with that of the pairing gap. We stress that these results hold for a pure dx2−y2
order parameter. Harmonic content plays an important role, a point to which we
return below.
We turn now to discuss our solutions of the Eliashberg equations. Following
common practice, we proceeded by discretizing the α2F ’s on the real frequency
axis.[406] The results are sensitive to the number Nm of points in the mesh. Our
calculations are based on a 768-point non-uniform mesh over 0− 2.88 eV, and the
resulting gap ∆(ω) is approximately converged in the low-ω regime, allowing us
to extract ∆d(T ). Figure 43(a) shows typical results for the real part of ∆(ω) for
a range of temperatures at x = 0.10. The prominent oscillations in ∆(ω) curves
are the well-known consequence of discretizing α2F ’s in solving the Eliashberg
equations.[407] We define the gap by taking the intersection of the ∆(ω) = ω line
(thin black line in Fig. 43(a)) with the ∆(ω) curve. Fig. 43(b) shows how the
computed low-energy gap ∆d evolves with temperature at various dopings. Due
to the difficulty of finding well-converged solutions when ∆ is small, we calculate
∆d(T ) at a few low temperatures, and use a fit to a d-wave BCS gap to estimate Tc.
We find 2∆d(0)/kBTc ∼ 3.2 for different dopings. The resulting Tc’s are somewhat
smaller than QMC values[97], perhaps due to the effect of a finite t′. Note that
there is a well-defined superconducting dome. The upper limit of the dome seems
to be associated with the strong pair-breaking ferromagnetic scattering near the
VHS, Figs. 41(a,c). Indeed, Storey, et al.[198] find that in Bi-2212 the VHS induces
strong pair-breaking, suppressing superconductivity, so that the optimum Tc falls
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at a doping below the VHS. This is consistent with the evidence for strong FM
pair-breaking adduced by Kopp et al.[402], and with the STM results of Fig. 21(b).
It is striking that the gap features in Fig. 43(a) extend to very high energies,
raising the obvious question as to how this high-energy tail would show up in the
tunneling spectra.[408] Insight in this regard is provided by Fig. 43(c), where we
show a typical tunneling spectrum computed[409] within our model. [Tunneling
spectra computed at other dopings are similar, except that the features scale with
∆d.] The weight in Fig. 43(c) at energies above the peak-dip-hump feature is seen
to be quite small with weak energy dependence (see inset) and would not be readily
observable in the presence of an experimental background.
Our calculations will be seen to yield reasonable values of Tc’s. However, getting
accurate gap values is more important as Tc can be lowered by pair-breaking effects.
For this reason, Ref. [173] compares our gap calculations to values derived from
tunneling studies. There we found that the pseudogap splits the gap into separate
gaps on two pockets, and the larger, antinodal gap is about twice as large as
our estimate, but with a comparable doping dependence. It is possible that this
underestimate is due to neglect of the corresponding charge fluctuations, phonons,
or critical fluctuations.
10.4.3. Low vs High Energy Pairing Glue
Within the present model, the LEP and HEF both play an essential role in gener-
ating large gaps. For example, at x = 0.3, the HEF by itself produces a gap of only
∼ 0.4 meV, while the LEP is virtually non-superconducting, even though the full
α2Fd yields a gap of 5.5 meV. [Note, we separate α
2F into LEP and HEF at the
minimum in α2F , ωmin = 0.3 eV.] Similarly, for x=0.1, LEP [HEF] by itself has a
∼3 [0.4] meV gap, with a combined gap of ∼17 meV, with ωmin = 0.16 eV. This
behavior can be readily understood from a 2-λ model.[410] Since this is a purely
electronic mechanism, we use a modified Allen-Dynes formula[411, 412]
Tc =
ωln
1.2
exp(
−1.04(1 + λz)
λ¯d
) =
ωln
1.2
exp(
−1.04
λd
),
∆(0) = 3.54Tc, with
λ¯d = 2
∫ ∞
0
α2F (ω)
ω
(68)
and
ln(ωln) =
2
λ¯d
∫ ∞
0
ln(ω)
α2F (ω)
ω
. (69)
The Allen-Dynes equation has a well-known limitation[412] in that it predicts a
maximum Tc = ωln/1.2, whereas the Eliashberg equations have a solution that
grows without limit ∼
√
λ¯ as λ¯ → ∞. This leads to an underestimate of ∆LEP ,
while the model provides good estimates for the remaining gaps. For instance, at
x = 0.1, λLEP = λHEF=0.15, ωln,LEP = 83 meV, ωln,HEF = 530 meV, so that
∆LEF = 0.26 meV and ∆HEF = 1.4 meV. When both features are combined,
ωln = 200 meV and λd = 0.3, leading to ∆d = 19 meV, in good agreement with the
full calculation. While the Allen-Dynes model is highly simplified, it does capture
the observed trend that both peaks contribute significantly. Physically, the effective
λ is in the weak coupling regime, λ ∼<< 1, so that high Tc arises from the large ωln,
and the large boost from combining LEP and HEF arises since e−1/2λ >> 2e−1/λ.
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Figure 44. Doping dependence of λd (blue line), λs (red line), λdxy (green line), λp (violet line), and λsp
(brown line), calculated from a 15×15 harmonic matrix in each symmetry sector. [From Ref. [199].]
Clearly, an electron-phonon coupling could play a similar role in further enhancing
Tc, and explaining the isotope effect.[160]
Our finding that both the low- and high-energy fluctuations are important is
reminiscent of two-component α2F models, with a strong peak at low frequencies
and a weak [electronic] peak at very high frequencies,[410, 412] and is consistent
with the predictions of Refs. [352, 353], but contradicts the conclusion of Ref. [413]
that low energy fluctuations near the magnetic resonance alone can produce a
100K superconductor. This resonance mode is found to be far too weakly coupled
to electron-hole pairs to explain high Tcs in cuprates [357, 414]. Furthermore, ex-
periments on overdoped LSCO find that strong kinks near 70 meV persist even at
dopings where Tc = 0, suggesting that pairing is mediated by a broad electronic
spectrum.[415] Ref. [413] may also have overlooked the role of ferromagnetic pair-
breaking fluctuations, which are widely expected to be limiting Tc on the overdoped
side.[198, 402] We should keep in mind that a key impediment to obtaining high
Tcs is the emergence of competing phases[416].
10.4.4. Competing SC gap symmetries
The preceding analysis has been limited to a pure d-wave gap symmetry, without
any harmonic content. For tetragonal symmetry, there are five symmetry classes
of the SC-gap, and each class can involve higher harmonics[417]. While we have
not solved the tensor Eliashberg equations, it is straightforward to generalize our
calculations to include harmonic structure to obtain the leading λ eigenvalue for
each symmetry class. The results are shown in Fig. 44 following the analysis of
Ref. [418]. We see that: (1) The pure-d analysis holds in the low-doping regime;
(2) Near the VHS, harmonic content stabilizes d-wave symmetry, leading to the
largest gaps; and, (3) in this regime, other symmetries can become comparable to
d-wave. In particular, there is a tendency toward s-wave pairing in the overdoped
case.
10.4.5. Comparison with Other Calculations including DCA and CDMFT
The SC transition is the most important property of the cuprates, and a va-
riety of techniques have been applied to try to calculate the gaps and transition
temperatures. Here we briefly summarize some recent studies.
Baeriswyl et al.[419] has reviewed a number of early variational[213, 420–422],
quantum cluster[53], and Gaussian Monte Carlo[423] calculations of gaps and Tcs,
finding an overall measure of agreement. For the pure Hubbard or t − J models
(t′ = 0), most calculations indicate a d-wave superconducting dome, starting from
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half-filling and ending at possibly a U -dependent doping of x ∼ 0.2 [U/t = 8][421]
or 0.36 [U/t = 10, t−J model][213]. Inclusion of AFM order yields an extended tail
of pairing at higher doping[420]. Notably, a Gaussian Monte Carlo calculation[423]
failed to find superconductivity. However, since U = 6t was assumed, and only
dopings larger that x = 0.18 were probed, these results are, in fact, consistent
with a recent DCA calculation which obtains superconductivity only for x < 0.13
at U = 6t.[424] For finite t′ = −0.3t and U = 8t, variational[422] and quantum
cluster[53] calculations yield results similar to the corresponding t′ = 0 results, but
with a slightly larger upper limit of the superconducting dome (larger for hole-
than electron-doping). All these results seem to be consistent with the notion of a
universal superconducting dome, which terminates around x = 0.27.
While QMC calculations are consistent with a magnetic fluctuation mechanism
for cuprate superconductivity, the fermion sign problem restricts the calculations
to small cluster sizes and high temperatures[425]. The issue cannot be addressed by
DMFT, since some momentum dependence is required to generate a d-wave gap.
This has motivated a number of groups to apply cluster extensions of DMFT to the
problem.[25] It is important to recognize in this connection that since computa-
tions involve 2D-clusters, the Mermin-Wagner theorem would limit the transition
temperature of conventional superconductors to Tc = 0[426]. Calculations on a fi-
nite cluster would see an effective Tc > 0, which corresponds to the temperature
at which the correlation length ξ becomes comparable to the cluster size. [For the
analogous results on the Neel transition temperature, TN , see Fig. 50.] Beyond the
Mermin-Wagner physics, 2D-superconductors can also undergo a vortex-unbinding
transition at a finite Kosterlitz-Thouless (KT) transition temperature[427].
With the preceding consideration in mind, and extending the discussion in Sec-
tion 3.1 above, we comment on the effects of cluster size, Nc, on the results of
cluster calculations. Nc = 4, a 2×2 cluster, is the smallest cluster that can support
a d-wave pairing function. Since pairs cannot fluctuate at this cluster size, a mean-
field transition temperature is obtained, which nevertheless provides an estimate
of the temperature T ′ at which pairing fluctuations first begin in the system. A
DCA calculation[25] finds a superconducting dome for a Hubbard model (U = 8t,
t′ = 0), Fig. 45, much like the results discussed above, with maximum T ′ ' 230K
at x = 0.05 and a dome terminating near x = 0.30. At low doping, Ref. [25] sees an
AFM order and a pseudogap driven by short-range AFM fluctuations, which start
at T ∗ = 1100K at x = 0 and go to 0K somewhere around x ∼0.2-0.3 [with large
error bars]. For Nc > 4, the transition temperature drops, but seems to saturate
for large Nc to a KT transition (Tc ∼ 55K) at x = 0.1 (assuming t = 250 meV).[50]
However, the error bars are quite large so that a residual size dependence cannot
be ruled out, and the computed Tc is an upper bound. This suggests that interlayer
coupling may be necessary to explain the larger experimental Tcs.
In contrast to the one-band results outlined above, computations based on three-
band models derived from downfolded LDA bands[240] are generally not in good
agreement with experiments and mostly fail to reproduce d-wave superconductivity.
In one scheme that does find d-wave superconductivity, the order is reversed in
that LSCO is predicted to have a larger Tc than HgBa2CuO4.[240] These problems
may be tied to the choice of a large ∆ ≡ d − p=3.25 eV, since such a large
charge-transfer energy causes the cuprates to behave as Mott insulators rather
than charge-transfer insulators, see Section 12.4 below.
Concerning other properties, the gap is found to show a d-wave symmetry with
a significant second harmonic component, and its eigenvector Φd(K, iωn) [with
K = (pi, 0)] varies with the Matsubara frequency ωn in a very similar manner to
the spin-susceptibility χ(Q, iωn) [Q = (pi, pi)][64], suggesting that the pairing is
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Figure 45. Phase diagram of the t − U Hubbard model for U = 8t based on DCA calculations. [From
Ref. [25].]
driven by spin fluctuations. While the authors of Ref. [64] claim that Φd cuts off at
a scale of order ∼ J = 4t2/U , it would appear from Fig. 7 of Ref. [64] that it cuts off
at an energy ∼ t ∼ 250 meV independent of U/t. Note that this scale is comparable
to the HEK scale we found above. At the temperature of the simulation, the lower
(∼ 55 meV) scale could not be resolved. While the Tc is calculated from a Bethe-
Salpeter equation involving the irreducible part of the four-point particle-particle
vertex function, Γpp, a BCS-like pairing-energy Vd can be defined[64], which grows
as T is lowered and x decreases toward half-filling. It is further demonstrated in
Ref. [64] that the pairing interaction can be approximated by the RPA form
Vs,eff =
3
2
U¯2χ(K −K ′), (70)
where K = (K, iωn), U¯ is a temperature and doping dependent effective Hubbard
U [see Fig. F1], and χ is the (transverse) spin-susceptibility.[97] Eq. 70 should be
compared with Eq. 64 above.
The possible role of electron-phonon coupling in modifying Tc has been ex-
plored via three popular models: the Holstein polaron, the buckling and the
breathing modes.[428] All three models display qualitatively similar effects. Anti-
ferromagnetism and polaronic effects act to strengthen each other, and while all
phonons enhance d-wave pairing strength, the polaronic localization dominates,
and in all cases Tc is suppressed. These results are not supportive of a combined
electronic-phononic pairing mechanism.
A CDMFT study of pairing in the t − t′ − t′′ − U model shows that a pairing
glue description is appropriate[70]. The principle contribution is associated with a
low-frequency peak in the (pi, pi) spin susceptibility χ′′ [for a 2×2 plaquette, there
are only three independent susceptibility components], but there is a significant
contribution near ω = U/2. This is comparable to our results in Fig. 38(b) in that,
in both calculations, the low-energy peak seems to fall at energies larger than the
magnetic resonance peak. For example, in optimally doped LSCO, Ref. [70] reports
two peaks, which would lie at 70 and 126 meV for an LDA-like bare t (420 meV),
compared to the corresponding experimental values of 20 and 50 meV.[429]
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Figure 46. Superconducting dome in Bi2201. Results based on LDA-derived dispersion (green dotted line)
are compared with various experimentally-derived dispersions based on: Ref. [430] (red circles and blue
squares); Ref. [431] (violet triangles); and, Ref. [432] (green solid line). Various colored arrows show the
corresponding xVHS , the doping where the VHS crosses EF . [From Ref. [104].]
10.4.6. Universal Superconducting dome
Models based on LDA dispersions can generally be expected to have difficulty in
explaining a universal superconducting dome because the dispersion, and especially
the position of the VHS, is quite material dependent. In this connection, it is
interesting to compare the superconducting domes (Tc vs x) derived in Bi2201 on
the basis of various experimentally determined dispersions, see Fig. 46.[104, 430–
432] While some of the spread in the figure is associated with the different ways in
which Bi2201 can be doped, much of the uncertainty reflects difficulty of obtaining
dispersions from experimental spectra.
11. Competing Phases
11.1. (pi, pi)-order
The mean-field theory of the (pi, pi) SDW order and the effects of self-energy cor-
rections therein are discussed in Sections 4.3 and 4.4 above. Our model provides
a comprehensive picture of pseudogap physics in electron-doped cuprates and for
hole-doped cuprates at very low doping as discussed in Sections 6.1 and 6.2 above.
However, at higher hole-doping we find evidence of competition from SDW and
CDW orders with incommensurate q-vectors, see Section 6.2. Nevertheless, we have
shown that salient features of much spectroscopic data are reasonably well captured
by assuming the (pi, pi) SDW order for all hole-dopings. The reason is that the self-
energy is relatively insensitive to the specific nature of the competing order, as long
as the ordering vector is q = (pi, pi) for SDW, CDW, or flux phase order.[87] An
incommensurate order would mainly manifest itself through a change in the small
pockets of the residual FS, but such pockets are rarely seen clearly in experiments
[see below]. In fact, in the following subsection, we will show that at high temper-
ature (T ) or energy (ω), there is a commensurate-incommensurate crossover, and
the high-T and/or ω behavior is dominated by the (pi, pi)-plateau in susceptibility.
Details of possible incommensurate phases will also be discussed in this Section.
While this review is mainly concerned with competition between different phases,
a more complicated intertwining of phases is also possible. An example is of coexist-
ing SDW and CDW phases, which are widely discussed in the stripe literature[433],
see also Ref. [90] for some preliminary results.
11.1.1. Commensurate-incommensurate crossover
The broad, intense susceptibility plateau around (pi, pi) leads to a commensurate-
incommensurate crossover as we increase temperature (see Fig. 47) or energy ω
(see Fig. 48).[434] We illustrate this generic effect with the example of Bi2212 for
x = 0.134. With increasing temperature, features in χ0 wash away, leaving just
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Figure 47. T -dependence of susceptibility in Bi2212. (a) Susceptibility, χ0, along the high symmetry lines
in the BZ at ω = 0 at a series of increasing temperatures: from top to bottom, T = 0, 100, 200, 400, 1000,
2000, and 4000 K. (b-f) Maps of χ0 in the first BZ at various temperatures as marked on the figures. [From
Ref. [434].]
the broadened (pi, pi) plateau at high temperature. Details of this evolution are
interesting, and can be seen by following the labeled peaks in Figs. 47(a). Note
that the four peaks A-D constitute four competing nesting vectors, with the most
intense peak leading to the initial instability. At lowest T , there is no peak at the
(pi, pi) commensurate position (marked by E) at this doping. The peaks A and B
represent near-(pi, pi) or near-nodal nesting (NNN), while peaks C and D represent
antinodal nesting (ANN). Specifically, A drives nesting at (pi, pi−δ) and equivalent
directions, B at (pi − δ, pi − δ), C at (δ, δ) and D at (δ, 0), where δ/pi is small. D
corresponds to nesting between the flat portions of the FS near (pi, 0), and thus
represents ANN. The results of Figs. 47 and 48 neglect bilayer splitting in Bi2212,
with the doping chosen so that at low T peaks A and C have the same height.
For higher [lower] doping peak C [A] is stronger, leading to a transition in nesting
vectors.
As to the temperature evolution, Fig. 47[434], as T increases, peaks C and D,
associated with ANN fade away rapidly, and at higher doping there can be a
crossover from predominantly ANN nesting at C to NNN nesting at A. With in-
creasing temperature, the structure in susceptibility around the (pi, pi)-plateau in
Fig. 47(a) collapses in two stages. At low temperatures, the ridge is anisotropic,
with higher weight at A than at C. As T increases, the ridge first becomes isotropic,
then the weight along the ridge shifts toward (pi, pi). At this doping, coherent
features disappear near Tcoh =1000K or ωcoh = 200 meV ∼ 2Tcoh [green lines
in Figs. 47(a), 48(a)]. Similar effects are found on increasing the frequency ω,
Fig. 48[434], or the scattering rate (not shown).
11.1.2. Comparison with Other Calculations: DCA, DMFT, and effects of finite
q-resolution
In the DCA computations, one typically obtains the susceptibility over a set of
points in the BZ. Here we comment on how a limited momentum resolution of such
a susceptibility impacts the determination of the dominant nesting vectors. For this
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Figure 49. (a) Patch susceptibility (χ0) based on an increasing number of momentum points Nc in the
BZ using the Bi2212 data at T = 0 and ω = 0 of Fig. 47(b). Results for low to high resolution are shown:
Nc = 4 [dark blue line], 16 [violet], 64 [green], 400 [brown], 1600 [light blue], and 40000 [red]. (b-f) Maps of
patch susceptitbility χ0 over the first BZ for Nc = 4 (b), 16 (c), 64 (d), 400 (e), and 1600 (f). Figure 47(b)
corresponds to Nc = 40000. [From Ref. [434].]
discussion, we define the ‘patch’ susceptibility as the average of the susceptibility
over all k-points in the patch, although the result would not be sensitive to a
different choice, such as the susceptibility at a representative k-point in the patch.
Figure 49[434] shows the susceptibility of Fig. 47(b) when the averaging is carried
out by using an increasing number of momentum points Nc where a uniform patch
of intensity is associated with each momentum point. The susceptibility peak in
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Figure 50. Calculated temperature dependence of the correlation length ξ in NCCO[245] for x=0 (red
solid line), -0.04 (blue long-dashed line), -0.085 (green dotted line), and -0.10 (violet short-dashed line).
Experimental data are from Ref. [436] for x = 0 (blue open diamonds) and -0.15 (blue open squares); from
Ref. [244] for x = 0 (red solid diamonds), -0.10 (red solid up triangles), -0.14 (red solid down triangles),
and -0.18 (red solid circles). Temperatures are shown in units of J = 125meV. Also shown are DCA results
of the t−U Hubbard model with U/t = 6 (green up triangles)[435] and 8 (violet down triangles)[50]. [After
Ref. [245].]
Fig. 49 is seen to remain around (pi, pi) until Nc = 16 (frames (b) and (c)); at Nc =
64 (frame (d)), one starts to see that the leading susceptibility is incommensurate,
with its peak corresponding to the feature A in Fig. 47(a), while the corresponding
feature C is just starting to be resolved. However, at this doping, features A and C
are of equal intensity, whereas for the patches, feature C remains weaker even for
Nc = 1600 (frame (f)). These results suggest that the use of a susceptibility with
limited momentum resolution would tend to favor the (pi, pi)-SDW order as the
dominant competing order for essentially all dopings. This tendency is enhanced
by restricting the calculations to models with only t and t′ hopping, with small t′.
As expected, the DCA pseudogap is associated with short-range (pi, pi)-SDW-
order (Section 9.3), which collapses in a QCP near optimal doping, Fig. 45. These
results are similar to a calculation incorporating Mermin-Wagner physics[245],
which found that at x = 0, a (pi, pi) pseudogap turns on at T ∗ ∼1400 K, much
larger than the 3D Neel temperature TN3d ∼300 K associated with weak interlayer
coupling, but much smaller than the mean-field transition temperature TMF =
∆MF /1.76kB ∼ 13,000 K for ∆MF ∼2 eV. DCA finds T ∗ ∼1100 K.[25] We would
expect that DCA captures Mermin-Wagner physics, so that the observed[50, 435]
patch size dependence of TN can be translated into a T -dependence of the SDW-
correlation-length ξ, which is compared in Fig. 50 to the correlation length in
NCCO at several dopings.[244, 245, 436] The agreement is seen to be surprisingly
good.
11.2. Incommensurate order
The possibility of nanoscale phase separation or stripe physics is a large subfield
in the study of cuprates and other correlated materials[433]. We will concentrate
our remarks on the nature of stripes and their relationship to CDWs and SDWs,
especially on whether stripes are simply a form of a CDW with an associated SDW
order, or are they better viewed as a form of SDW with an associated CDW order,
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Figure 51. Susceptibility and double-FS-nesting. (a) Real part of susceptibility, χ′0(q), at doping x = 0.12.
Arrows show dominant ANN (antinodal nesting) peak B (red arrow) and subdominant (pi, pi)-plateau peak
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the ANN-plateau- peak B in panel (a). Solid red and blue lines give cuts along the solid lines of same
color in (a), while the blue dashed and dotted lines are cuts along lines parallel to the blue line in (a), but
displaced in opposite direction along the red line. [After Ref. [90].]
or are stripes a new phenomenon altogether tied to frustrated phase separation. In
fact, we find that all three scenarios can be realized in different materials and doping
regimes. As noted already in Section 4.1, hole-doped cuprates are susceptible to
SDW/CDW instabilities at FS-nesting q-vectors, including those associated with
double-nesting [16, 90, 437]. However, we also find that the energy vs doping curves
can become concave, indicative of a tendency towards phase separation, especially
at low doping[437]. The resulting phase separation is confined by Coulomb repulsion
at short length scales. It can thus appear as a 1D stripe, where the stripe periodicity
is not related directly to nesting q-vectors. Hence, different types of order may be
present in different doping ranges. Moreover, there is competition between different
DWs in certain doping ranges, which appears to be sensitive to band structure
effects.
Figure 51, which considers χ′0(q) (real part of bare magnetic susceptibility) at
ω = 0, gives insight into how susceptibility peaks are related to FS-nesting. Fig-
ures 51 (a) and (b) show the intensity map of χ′0 over the BZ for NCCO[90] at
x = 0.12. Two different peaks are seen to dominate the susceptibility, leading to
two competing SDW orders, as noted above in connection with Fig. 47. There is a
clear plateau in χ′0 centered on (pi, pi) with peak at A (green arrow) and another
peak of a competing order at B (red arrow). These peaks and the connecting ridges
are associated with q = 2kF nesting as shown in Fig. 51(b). Here, the red curve
is the FS expressed in terms of the nesting variable q/2, while the other curves
are its 2pi(n,m)-shifted images with n,m = 0, 1. The ridges in (a) match these
FS images, indicating that these features provide calipers of the FS. For exam-
ple, point C is associated with antinodal nesting (ANN) across the flat sections of
the FS-neck near (pi, 0), while peaks A and B originate from the crossing of two
July 10, 2018 7:1 Advances in Physics AIP˙Review
80
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Figure 52. (a) Phase diagram of the t − t′ − U Hubbard model at half-filling including incommensurate
phases. Results based on Hartree-Fock UHF (brown line) and Gutzwiller approximation UGA (blue line)
are compared. Shown also is the line of first order transitions to commensurate (pi, pi) or (pi, 0) order (light
green solid line), and the (pi, pi) to (pi, 0) crossover line (light green dashed line). For ease of comparison, the
crossover line of Ref. [8] (green dotted line) from Fig. 2 is reproduced. The dominant q-vectors involved are
marked on the HF+RPA curve and numbered consecutively. (b) Position of the dominant susceptibility
peak in HF+RPA, color code and numbers match those shown in frame (a). Note that some metastable
points are included here, which are not shown in (a). Blue dotted line traces evolution of stable points.
(c) nd/nd0 as a function of t
′, assuming a constant U = 8t (red line) or 10t (blue line). Here, nd denotes
fractional double-occupancy, and nd0 = 0.25 is the corresponding uncorrelated value. Symbols indicate
experimental dispersion renormalization Zdisp as a function of t
′ (from Ref. [125]), and give an experimental
measure of nd/nd0. Letters refer to L = LSCO; N = NCCO; B = Bi2212. [From Ref. [16].]
Doping (x) Doping (x) 
Figure 53. Gutzwiller-approximation based (a) magnetic and (b) charge phase diagrams of Bi2201. (a)
Dashed lines indicate metastable states, i.e. extensions of the condition UGutzχ = 1 beyond the point
where some phase becomes unstable. Red curves labeled (pi, pi) refer to phases with near-(pi, pi) or NNN
ordering vectors. [From Ref. [90].] (b) Threshold strengths of electron-phonon coupling λep as a function
of x for several values of U . Symbols represent symmetries of different CDW ordering vector: Vertical
[diagonal] near-(pi, pi) (NNN) phase by triangles [diamonds], and vertical [diagonal] ANN phase by squares
[circles]. Dashed lines indicate transitions between different symmetries, while dotted line corresponds to
the expected λep for Bi2201. [From Ref. [440].]
nesting curves or double-FS-nesting, see Fig. 51(c). All the aforementioned ridge
features involve nonanalytic contributions to the susceptibility as seen, for exam-
ple, from Figure 51(d), which shows various cuts through cusp B in Fig. 51(a).
Similar non-analyticity is found for peaks A and B over the full doping range.
11.2.1. SDWs
While Fig. 2 showed the commensurate phases of the undoped t−t′−U Hubbard
model, it is generally found that, due to FS nesting, competing incommensurate
phases become unstable at lower values of U . This is shown in Fig. 52(a), where
UGA [UHF ] is the critical value of U in the GA [HF] calculations above which the
system is unstable to magnetic order. While the HF+RPA calculations overestimate
the stability of the magnetic phase, the overestimate is not very large.[438] In all
cases, the most unstable q-vector along the symmetry lines considered is the same
in both the HF+RPA and GA+RPA results. The main effect of the GA thus is
to renormalize U → UGA < U and reduce the range of ordered magnetic phases.
In Fig. 52(a), the HF+RPA calculations are coded with variously colored circles
which match the points in Fig. 52(b), and identify the ordering q-vectors involved.
These changes are associated with the evolution of the FS with t′.
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Figure 53(a) shows the magnetic phase diagram for Bi2201 calculated in the
Gutzwiller GA+RPA approach based on the Stoner criterion of Eq. 21. The phase
diagram is fairly generic, and similar results are obtained for Bi2212 [neglecting
bilayer splitting], SCOC, and even for electron-doped NCCO (for x < 0). The
phase diagram for LSCO [not shown], however, is different due to the smaller value
of t′, and exhibits only the NNN order. The phase diagram for electron doping is
simpler, being dominated by the simple SDW order with q very close to (pi, pi),
while for hole-doping there is a competition between the NNN and ANN orders,
except in LSCO, where the NNN order dominates.
11.2.2. CDWs
Although ANN order seems to be relevant to the ‘checkerboard’ phase seen in
STM studies of several cuprates,[439] STM is sensitive to charge order rather than
magnetic order. While we have not found a charge ordered phase in a pure Hubbard
model, the inclusion of electron-phonon coupling via a modulation of the hopping
parameters leads to a phonon-softening CDW instability.[440] The phase diagram
can be described in terms of a critical electron-phonon coupling λep vs x for fixed
U , as in Fig. 53(b). As doping changes, the threshold q-vector varies, and its sym-
metry can also change as indicated by various symbols in the figure. Despite some
differences, the phase diagram of Fig. 53(b) resembles the magnetic phase diagram
of Fig. 53(a), including the dominant q-vectors. This similarity arises because the
CDW instability, driven by phonon softening, is also controlled by peaks in sus-
ceptibility, which lead to Kohn anomalies, Fig. 54(a). Figure 54(b) shows that the
dominant nesting vectors in STM studies of Bi2212[192] are in reasonable agree-
ment with the predictions for charge order. Note that if the density-wave order
here was a magnetic NNN order, as in LSCO, then the magnetic q-vector would
lie in the (pi, q)-direction, while the secondary charge order would have an opposite
doping dependence from experiment, see blue dotted line in Fig. 54(b).
Very recently, strong evidence for CDW order has been found in YBCO[332, 441–
444], Bi2201[445], and Hg1201[446], with nesting vectors consistent with Fig. 54(b).
A number of purely electronic models of the CDW have now appeared[447–453].
However, all proposed models are based on an assumed (pi, pi)-dominated spin sus-
ceptibility with a quantum critical point xc where Uχ(pi,pi)(T = 0) ∼ 1, leaving
strong, commensurate fluctuations for x > xc, which induce a competition between
CDW and superconductivity. As we have seen in Fig. 53(a), as doping increases,
most cuprates crossover to a regime where the ANN susceptibility is the largest,
and the near-(pi, pi) fluctuations are cut off. Although near-(pi, pi) fluctuations dom-
inate in LSCO at all dopings, the CDW seems to be absent, and the high-doping
regime is consistent with a spin-density wave with an incommensurate (pi, pi − δ)
nesting vector.[90] Notably, Ref. [332] estimates that x-ray diffraction intensities are
enhanced by a factor of ∼ 600 due to coupling of the CDW to a lattice distortion,
an effect which cannot be treated within a purely electronic CDW model.
Quantum oscillations have been observed in YBCO[454–457] and Hg1201[446],
indicating a strong FS renormalization, which leaves only a single small electron-
like pocket. The area of this FS-pocket can be explained by a model of coherent
crossed ANN CDWs[458], similar to the model discussed in Ref. [90] Also, ARPES
studies indicate the existence of a trisected SC dome, suggestive of quantum critical
points (QCPs) near both the lower and upper ends of the dome[343]. The dopings
of the QCPs are consistent with the scenario developed here, with SDWs at low
doping crossing over to the CDWs at higher doping, terminating in a Fermi liquid
phase in the overdoped regime. The model proposal of the CDW induced electron
pocket in the nodal region, however, has a serious issue. The electron pocket, by
construction, has a band folding below the Fermi level, which means there should
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Figure 54. (a) Phonon renormalization in Bi2201. Bare phonon dispersion (dashed lines) is compared to
the dressed dispersion assuming U/UBR= 0.60 (solid lines) at x = 0.20. Longitudinal [transverse] phonons
are plotted as blue [red] lines. For Bi2201, UBR = 13.6t. Only modulation of the nearest-neighbor hopping
t is included. Real Ωph’s are shown as positive numbers, and imaginary Ωph’s as negative numbers. (b)
Nesting vectors, (q, q), in Bi2212 for the charge order state of the antibonding band (violet solid line)
are compared with the experimental, (0, q), charge-stripe vectors (green circles)[192]. Results for the NNN
secondary charge-stripe order expected for LSCO (red dashed line) or Bi2212 (blue dotted line) are also
shown. [After Ref. [440].]
be a quasiparticle gap in the electronic structure along the nodal direction.[459]
No ARPES evidence of the nodal gap below the Fermi level is reported in any
hole-hoped materials.
12. Extensions of present model calculations
12.1. Mermin-Wagner Physics and Quantum critical phenomena
In a 2D material, the MW theorem[44] states that fluctuations destroy density-wave
order at finite temperatures, although a transition at T = 0 is allowed. Our QP-GW
calculations have been informed by earlier work on cuprates, which incorporated
Mermin-Wagner (MW) physics[44] via mode coupling theory.[245] This amounts
to introducing a vertex correction which modifies the HF self-energy to
ΣMW (k, ω) =
∆¯2(T )
ω − k+Q + iΓMW (T ) , (71)
where ∆¯(T ) is a pseudogap and ΓMW (T ) → 0 as T → 0. If there is a residual
3D coupling, the system can develop long range order at a finite Ne´el temperature
TN , with relatively little change in the gap if TN << TMF . This justifies taking
the MF gap and transition temperature as pseudogap ∆∗ and pseudogap onset
temperature T ∗, respectively, as we generally do in our QP-GW modeling. In this
connection, optical conductivity was calculated in the paramagnetic phase with
thermally-disordered antiferromagnetism, and compared to experiments as well as
other calculations using mean-field SDW order.[460] The paramagnetic results were
found to approach the accuracy of mean-field calculations, but only when vertex
corrections were included. MW fluctuations have recently been introduced into
diagrammatic extensions of DMFT. [56])
Finally, we note that superconductivity is often found in the vicinity of a QCP,
and the Tc may well be enhanced by the associated quantum fluctuations.[461]
Our treatment at the mean-field level, however, does not account properly for the
anomalous quantum critical phenomena expected in phase transitions near T = 0,
and would require MW-physics to be incorporated for addressing such issues. It
would be interesting to check if a transition from a 3D long-range order to a 2D
short-range order takes place as the QCP is approached.
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12.2. Disorder Effects
The QP-GW results discussed in this article neglect disorder effects. Their inclusion
can be anticipated to give various corrections as follows. (1) Since long range order
is quenched by charged impurities, which act as random fields.[91], density wave
correlations will be frozen at a finite size without a transition to long-range order.
As already noted, QP-GW captures dominant fluctuations at the mean-field level,
so that our gap should generally be considered a pseudogap, or the onset of strong
fluctuations, either dynamic (due to MW physics) or static (due to random fields).
(2) In the deep underdoping limit, close to the metal-insulator transition, deviations
from the QP-GW results can be seen in Section 9.2 for LSCO, where both the
renormalization factor Zω, Fig. 33(b), and the Sommerfeld coefficient γ, Fig. 34(b),
approximately scale to zero as x → 0. While this could be a stripe related effect,
it is also possible that the first doped holes are localized on impurities. There
is evidence for Coulomb gap effects in this doping regime[304, 462], which could
explain these residual effects.[463] (3) Finally, we expect a density-wave order to
break the FS into pockets, but ARPES shows instead the so-called FS-arcs where
the spectral intensity from portions of the FS disappears. Disorder effects could
contribute to this loss of intensity in addition to those of fluctuations.[464]
12.3. Stronger Correlations
The transition between local moments and itinerant magnetism has proven one
of the most intractable problems in condensed matter physics, and also lies at
the heart of the debate on intermediate vs strong correlations in cuprates. One
possibility[465] is that much of the evolution from weak to strong correlations takes
place in the incoherent part of the spectrum. Near half-filling there is a large gap
associated with magnetic order, i.e., with significant local moments on the Cu sites.
As correlations increase, electrons will become more localized, destroying long range
magnetic order, while local moments remain, leading to incoherent spectral weight
resembling the magnetic gap. This can be seen in CDMFT calculations, Fig. 15(j),
where the incoherent bands have clearly become the UHB and LHB, while the
coherent states are confined to a very narrow mid-gap feature. The strong-coupling
pseudogap[466] can then be seen as a small gap near EF . This is the remnant of the
SDW gap in the coherent band as discussed in Section 11.1.2, Fig. 35. Such stronger
coupling features however are not clearly seen in the cuprates. Firstly, when the
Mott gap is so large, it is hard to understand the rapidity of the anomalous spectral
weight transfer with doping in Fig. 32 of Section 9.1. Secondly, cuprates are charge
transfer insulators, not Mott insulators. We will see in Section 12.4 how this physics
is captured in three-band models through a Cu-like Mott gap spanning mainly the
O-like bands, with the low-energy physics driven by the SDW order in the UHB.
It is less clear, however, how one can understand both the Mott physics and the
SDW order in the Cu bands above the oxygen bands. While our QP-GW model
is designed to handle intermediate coupling, it also contains a number of features
expected in the strongly correlated limit of the Hubbard model as follows.
12.3.1. Suppression of double-occupancy
Correlations in cuprates are expected to be most important at half-filling, where
suppression of double-occupancy can lead to a Mott insulating phase. For example,
when a Gutzwiller projection is applied to an assumed paramagnetic or supercon-
ducting ground state, double-occupancy is significantly reduced[467]. However, the
mean-field SDW suppresses double-occupancy so well that Gutzwiller projection on
an assumed SDW ground state actually increases double-occupancy as discussed
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in Ref. [467].
12.3.2. Spin-wave dispersion
Schrieffer, Wen, and Zhang[78] demonstrated that the mean-field SDW correctly
reproduces the spin-wave spectrum of the Hubbard (t− U) model, and by includ-
ing more distant hoppings (t′, t′′), the experimental spin-wave dispersions in the
undoped cuprates can be described reasonably. At half-filling, the predicted on-site
magnetic moments are also of the correct order of magnitude.
12.3.3. Mott vs Slater Physics
A Mott insulator is traditionally distinguished from a conventional Slater in-
sulator or a band insulator in that the gap in the latter case is associated with
symmetry breaking transitions and long-range order. In sharp contrast, the gap
in a Mott insulator is driven by a reduction in double-occupancy, which opens a
gap without an accompanying long-range order or a reduction in symmetry. The
situation in 2D is, however, less clear cut. As discussed in Section 12.1 above, the
Mermin-Wagner theorem turns the density wave gap into a pseudogap at T > 0.
On the other hand, in strong correlation models of cuprates it is often found that
long-range order turns on at temperatures well below the temperature where the
Mott gap first appears, indicating that the distinction between the density-wave
gap and the Mott gap becomes less clear. For instance, the spin-correlation length
in the doped Heisenberg model[468] has an exponential divergence at low temper-
atures, which is of the same form as that in the SDW model with Mermin-Wagner
corrections[245].
12.3.4. Quasiparticle dispersion
Even at the mean-field level, the large-U limit antiferromagnet reproduces the
one-hole [one-electron] dispersion of the lower [upper] Hubbard band in the t − J
model. Self-energy corrections add an incoherent part to the dispersion (t-scale).
Thus, when U is large, the magnetization saturates (S = 1/2), so that ∆SDW =
U/2, and the dispersion of the upper and lower magnetic bands approximately
becomes
E±k = 
+
k ± [
U
2
+
(−k )
2
U
]. (72)
This should be compared to the results of the t−J model. In the large U limit, the
hopping t renormalizes to zero at half-filling, and the model reduces to the Heisen-
berg model. Adding a hole to the Heisenberg model yields a finite dispersion, which
can be calculated in the non-crossing approximation[469], leading to a dispersion
of width ∼ 2J . Remarkably, the RPA solution of Eq. 72 matches this dispersion of
upper and lower Hubbard bands for arbitrarily large values of U . Taking the sim-
plest case of the pure Hubbard model with nearest neighbor hopping (t) only, with
Q = (pi, pi) and k+Q = −k, so that +k = 0 and −k = k = −2t[cos(kxa)+cos(kya)],
we obtain
E±k = ±[
U
2
+ J [cos(kxa) + cos(kya)]
2]
= ±[U
2
+ J(1 +
cos(2kxa) + cos(2kya)
2
+ 2 cos(kxa) cos(kya))], (73)
where J = 4t2/U . From the second form of Eq. 73, it can be seen that all hop-
ping is on the same SDW sublattice, and hence does not lead to any double-
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occupancy. Equation 73 provides a good fit to the numerical results for the Heisen-
berg model[469]. Similarly, when more distant hoppings (t′ and t′′) are included,
Eq. 72 provides the correct extension. The underlying dispersion is thus given cor-
rectly by the HF result for arbitrarily large U . The HF model has two important
advantages over the t− J model. First, it includes both the upper and lower mag-
netic bands, which play the role of upper and lower Hubbard bands. In contrast,
the t−J model describes only one, say the LHB, while sending the UHB infinitely
far away as U → ∞. In this way, the HF model can describe optical interband
transitions inaccessible to the t − J model. Moreover, as U decreases into the in-
termediate coupling regime, the HF model would intrinsically provide a better
approximation.
12.3.5. Transition temperature at strong coupling
A characteristic feature of Mott physics is that as U increases the Mott gap
grows but the magnetic transition temperature ultimately decreases. The electrons
become more localized, interacting weakly by the t−J model, or Heisenberg model
at half-filling. In this case the magnetic transition temperature should scale as
TN ∼ J ∼ 1/U .
It is straightforward to see that a similar effect arises in the QP-GW formalism
due to a breakdown of RPA associated with spin localization. Even though the
gap grows with increasing U , we expect the energy difference between any two
magnetically ordered phases to scale as J . We illustrate this with the example of
a half-filled band with only nearest neighbor hopping. Of all possible magnetic
phases, the lowest in energy is the (pi, pi)-AFM, while the highest in energy is the
FM. Repeating the argument of Section 12.3.4, the FM state has dispersion
E±k,FM = k ±
U
2
. (74)
For large U , one band is below EF , and the other above, and the average energy
per occupied electron is E¯FM = −U/2. The average energy of the AFM state is
lower than this by ∆E¯AFM = −J . By choosing a particular magnetic order, the
energy per particle can be lowered by ∼ J , but by allowing the spin direction to
fluctuate the entropy is increased, lowering the free energy per particle by ∼ T .
Thus when T > J , magnetic order will be lost, even though the moment per site
or the average gap is large.
12.3.6. Anomalous spectral weight transfer (ASWT)
As already noted in Section 9.1, doping a Mott insulator leads to ASWT with
doping: removing one electron from a Mott insulator leads to two empty states
at low energies (in the lower Hubbard band), since there is no longer a penalty
U to be paid when the spin-reversed electron occupies the state[20]. The QP-GW
model captures most of this effect due to collapse of the magnetic gap at a QCP,
Section 9.1.[10], although it underestimates ASWT in the very low doping regime,
where however this effect might become unobservable as a result of masking effects
of strong disorder.
12.3.7. Zhang-Rice Physics
In a three-band model, the HF also reproduces much of the Zhang-Rice
phenomenology[226], i.e., the first holes dope predominantly into oxygen states.
This point will be discussed further in Section 12.4.
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Figure 55. (a) Three-band model DOS for NCCO and its Cu (red) and O (green) components at half-filling
using a bare three-band Cu-Cu interaction U3b = 7.5 eV on Cu-sites. [After Ref. [95]] (b) Corresponding
DMFT results of DOS ρ(ω) for LSCO at x = 0.24. [From Ref. [228]]
12.3.8. One-dimensional Hubbard Model
Finally, we recall the 1D Hubbard model to gain further insight. Here one usually
considers electrons fractionalizing into spinons and holons. However, spinons and
holons arise as topological defects in a 1D SDW background. That is, the MF
ground state would be SDW, but fluctuations destroy long range order. The holons
and spinons thus describe fluctuations in a 1D SDW in the spirit of Mermin-Wagner
physics.
12.4. 3- and 4-band models of cuprates
An important desideratum for a viable model of cuprates is that the key low-energy
physics of the model be insensitive to the number of bands included in the model.
In particular, how can the Mott gap of a one band [copper only] model become
the charge-transfer gap of a three-band model [Cu dx2−y2 , O1 px, O2 py]? We
address this issue with the example of our three-band model[95]. In the absence of
SDW order, the Cu-O hybridized antibonding band of the three-band model can
be identified with the nonmagnetic band of the one-band model, with no charge
transfer gap. However, the three bands are split into six bands when the SDW is
introduced, accompanied by a dehybridization of Cu and O, so that the LMB of the
bonding band (labeled LMB(1) in Fig. 55(a)) and the UMB of the antibonding band
(labeled UMB(3)) are now nearly pure Cu. This restores the picture of a charge
transfer insulator, with the upper and lower Cu Hubbard bands straddling the O-
bands, Fig. 55(a).[242] The gap near EF is a magnetic gap between the antibonding
LMB of mainly an O-character and the antibonding UMB of mainly Cu-character,
Fig. 55(a). Note that the true Mott gap is approximately U3b = 7.5 eV, but since
tCuO = 1.5 eV, we obtain U3b/tCuO ∼ 5. In this way, the model captures an
important aspect of Zhang-Rice physics in that the LMB of the antibonding band
is mainly oxygen-derived, and the first doped hole will have about 85% oxygen
character. In order to recover the charge transfer insulator model, we chose a very
small value for the onsite energy difference ∆CuO = Cu − O ∼ 0. For large values
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Figure 56. DMFT results for DOS in a three-band model of the cuprates for undoped (left column) and
x = 0.18 hole doping (right column), assuming the oxygen-oxygen hopping parameter tpp = 1.1 eV (top
row) or 0 (bottom row). [From Ref. [471]]
of ∆CuO, most of the Cu-weight lies above the O-weight, and the system becomes a
Mott insulator. A small value for ∆CuO has also been discussed in Refs. [240, 470].
The results of Fig. 55(a) provide a conceptual basis for how Zhang-Rice physics
arises within the intermediate coupling scenario, and show how a three-band charge
transfer insulator is consistent with the model of a one-band Mott insulator. The
key is that both the Cu-like UMB(3) and the O-like LMB(3) in Fig. 55(a) are
effectively half-bands, a feat that can be accomplished via Slater physics but is
difficult in a pure Mott system. Said somewhat differently, why should an ordinary
charge transfer gap scale with SDW magnetization?[245] The reason is that the
antibonding band of the three-band model is similar to the Cu-band of the one-band
model, and one may view the spectrum as being derived from an SDW or a Mott-
like framework. These considerations provide a robust basis for invoking multi-band
models for treating properties of the cuprates as we have done in modeling matrix
element effects in a number of cases. For example, Figure 28(a) shows how by using
the dispersion of Fig. 55(a), the Hubbard U generates both the large charge gap
and a much smaller magnetic gap seen in RIXS experiments.
Similar results have been obtained in DMFT calculations shown in
Figs. 55(b)[228] and 56[471], some differences notwithstanding. In comparing the
DMFT and QP-GW results with reference to Figs. 55(b)[228] and 56[471], exact
agreement is not expected, as the calculations assume different hopping and inter-
action parameters and Fig. 55(a) lacks self-energy corrections. Also, Fig. 55(b) is
for x = 0.24 hole-doping, which would move EF in frame (a) into LMB3 and open
a pseudogap. Nevertheless, all calculations correctly capture, to varying degrees,
the Cu character of the highest and lowest energy bands. Notably, we suggested in
Section 7.2 that an intense feature seen in RIXS spectra of most cuprates represents
the Mott gap, which corresponds to transitions between these two bands.
13. Other materials and multiband systems
As discussed in connection with Fig. 1 above, the emergence of an intermediate cou-
pling scenario involves strong dynamical fluctuations, which drive a sign reversal
in Σ′ and a related peak in Σ′′, yielding a kink in dispersion and a peak-dip-hump
feature in the DOS. In this connection, we have extended our QP-GW methodology
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Figure 57. Electronic spectrum of several different multiband systems including QP-GW self-energy cor-
rections. Theory color plots give the one-particle spectral intensities without including effects of the ARPES
matrix element. (a-b) Sr2RuO4.[13, 476], computed bare bands and spectral intensity (a) and experimen-
tal ARPES results. (c-d) Similar results for a representative actinide compound.[472] Related Pu-based
compounds exhibit similar behavior.[473, 479] (e-f) A pnictide superconductor.
to treat multiband systems[472–474]. Illustrative results for a number of materials
are shown in Fig. 57 to highlight the generic nature of the QP-GW phenomenology
in correlated materials more generally. Although a simple waterfall-like dispersion
is more difficult to draw in multiband systems, nevertheless, a visual inspection
of various spectra in Fig. 57 reveals the ubiquitous signature of the intermedi-
ate coupling scales. A few material-specific comments are made in the following
subsections.
13.1. Sr2RuO4
Figs. 57(a) and (b) show that QP-GW calculations capture the HEK in Sr2RuO4.
The low-energy spectrum of interest in Sr2RuO4 is dominated by t2g-orbitals with
moderate spin-orbit coupling. Theoretical results of Fig.57(a) are based on tight-
binding parameters obtained from Ref. [475]. Orbital- and momentum-dependent
QP-GW self-energy is computed assuming a paramagnetic phase. The dressed
single-particle spectrum is shown in Fig. 57(a), and it is seen to be in reason-
able accord with the corresponding ARPES data from Ref. [476] reproduced in
Fig. 57(b). The strongest spin-fluctuations arise from particle-hole transitions be-
tween two flat regions of bands near (pi, 0)[13], and involve dxz/dyz orbitals below
EF and hybridized dyz/dxz and dxy orbitals above EF . Mass enhancement is es-
timated to be Z ∼ 0.41 for all orbitals in good agreement with the value of 0.4
extracted from the ARPES data.[477] LDA+DMFT calculations predict a mass
renormalization of 0.43±0.5.[478].
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13.2. UCoGa5
The 115 series of actinide compounds, superconducting PuCoGa5, PuRhGa5 and
PuCoIn5, and the non-superconducting UCoGa5, all appear to lie in the interme-
diate coupling regime with evidence of itinerant/local duality,[472] and a peak-
dip-hump structure in their photoemission spectra[479]. In these materials, the
low-energy 5f -electrons experience strong spin-orbit coupling of ∼1 eV (larger
than Hund’s coupling), which splits the low-energy spectrum into conduction and
valence portions.[480, 481] The resulting bands are quite flat near (pi, pi) with sub-
stantial three-dimensionality in the particle and hole channels, and thus give rise to
strong spin-fluctuations[473], or more precisely, spin-orbit fluctuations.[482]) The
computed QP-GW self-energy exhibits the characteristics of intermediate coupling,
and splits the low-energy spectrum into itinerant and localized states as shown in
Fig. 57(c). These results were predicted in Ref. [472] and observed subsequently in
ARPES measurements on UCoGa5, with a computed momentum averaged renor-
malization at EF of Z ∼ 0.5, comparable to the corresponding experimental esti-
mate of 0.38.[472]
13.3. Pnictides
We comment on the pnictide superconductors with reference to Figs. 57(e) and (f).
Theoretical results on LaOFeAs in Fig. 57(e) are compared with available data for
LiFeAs over a large energy and momentum range[483] in Fig. 57(f). In pnictides,
the crystal-field splitting is relatively small while the Hund’s coupling is large,
which causes all five d-electrons to be present near EF . This complicates the spin-
fluctuation spectrum and the associated self-energy. [13] QP-GW calculations in
Fig. 57(e) are based on tight-binding parameters taken from Ref. [484]. The com-
puted renormalization of various orbitals is estimated as: Zxz/yz ∼0.35; Zxy ∼0.45;
and, dx2−y2 and dz2−r2 around 0.48-0.53, in agreement with DMFT results[485].
The ARPES spectra in Figs. 57(e-f) exhibit the itinerant/localized duality in low-
and high-energy regions like other correlated materials.
14. Conclusions and Outlook
We have shown that the intermediate coupling scenario provides a robust basis
for gaining significant insight into wide-ranging properties of the electron- and
hole-doped cuprates, including the interplay of their complicated doping and tem-
perature dependencies and aspects of their phase diagrams. Our specific implemen-
tation of this scenario in the form of the comprehensive, beyond LDA, material-
specific QP-GW scheme is shown to capture many key features of the ARPES,
STM/STS, RIXS, optical, neutron and other spectroscopic measurements on the
cuprates. Extensions of the intermediate coupling scheme to encompass multiple
correlated bands, other orders than mainly the (pi, pi)-SDW-order considered in
much of this review, and application to complex materials such as the pnictides,
actinides, heavy-Fermion materials, and other oxides, as well as extensions to con-
sider transport properties are warranted.
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Appendix A. Coexisting antiferromagnetic and superconducting orders
A.1. Phase Coexistence
The Hamiltonian for a coexisting (pi, pi)- AFM and d-wave superconductor is
H =
∑
k,σ
ξkc
†
k,σck,σ + US
2 − US
∑
k,σ
σc†k+Q,σck,σ
−
3∑
i=1
∆2i
Vi
+
∑
k
∆k(c
†
k,↑c
†
−k,↓ + c−k,↓ck,↑). (A1)
It is convenient to rewrite the momentum sums into sums over the reduced magnetic
zone, in which case the Hamiltonian becomes
H =
′∑
k,σ
[
ξkc
†
k,σck,σ + ξk+Qc
†
k+Q,σck+Q,σ
]
− 2US
′∑
k,σ
σc†k+Q,σck,σ
+
′∑
k
∆k
[
c†k,↑c
†
−k,↓ + c−k,↓ck,↑ − c†k+Q,↑c†−k−Q,↓ + c−k−Q,↓ck+Q,↑
]
. (A2)
Defining a Nambu operator
Ψk =

ck,σ
ck+Q,σ
c†−k,σ¯
c†−k−Q,σ¯

one can obtain a 4× 4 Matsubara Greens function matrix G(k, τ − τ ′) component-
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wise with components
[
G(k, τ − τ ′)
]
i,j
= −
〈
TτΨk,i(τ)Ψ
†
k,j(τ
′)
〉
, as follows
G(k, τ − τ ′) = −
〈
Tτ ck,σ(τ)c
†
k,σ(τ
′)
〉 〈
Tτ ck,σ(τ)c
†
k+Q,σ(τ
′)
〉 〈
Tτ ck,σ(τ)c−k,σ¯(τ ′)
〉 〈
Tτ ck,σ(τ)c−k−Q,σ¯(τ ′)〈
Tτ ck+Q,σ(τ)c
†
k,σ(τ
′)
〉 〈
Tτ ck+Q,σ(τ)c
†
k+Q,σ(τ
′)
〉 〈
Tτ ck+Q,σ(τ)c−k,σ¯(τ ′)
〉 〈
Tτ ck+Q,σ(τ)c−k−Q,σ¯(τ ′)
〉
〈
Tτ c
†
−k,σ¯(τ)c
†
k,σ(τ
′)
〉 〈
Tτ c
†
−k,σ¯(τ)c
†
k+Q,σ(τ
′)
〉 〈
Tτ c
†
−k,σ¯(τ)c−k,σ¯(τ
′)
〉 〈
Tτ c
†
−k,σ¯(τ)c−k−Q,σ¯(τ
′)
〉
〈
Tτ c
†
−k−Q,σ¯(τ)c
†
k,σ(τ
′)
〉 〈
Tτ c
†
−k−Q,σ¯c
†
k+Q,σ(τ
′)
〉 〈
Tτ c
†
−k−Q,σ¯c−k,σ¯(τ
′)
〉 〈
Tτ c
†
−k−Q,σ¯c−k−Q,σ¯(τ
′)
〉

.
With the Hamiltonian of Eq. A1, a set of self-consistent equations can be derived
for the Green’s function components G11, G12, G13 and G14. The remaining compo-
nents can then be derived from these four components using the symmetries which
will be discussed later. The unitary matrix Uˆ that diagonalizes the Hamiltonian is
given by

ck,σ
ck+Q,σ
c†−k,σ¯
c†−k−Q,σ¯
 =

αku
+
k σβku
−
k −αkv+k σβkv−k
−σβku+k αku−k σβkv+k αkv−k
αkv
+
k σβkv
−
k αku
+
k −σβku−k
σβkv
+
k −αkv−k σβku+k αku−k


Bk,σ
Bk+Q,σ
B†−k,σ¯
B†−k−Q,σ¯
 ,
where the coherence factors are defined in Eq. 7. The diagonal Hamiltonian then
is
Hdiag =

E+k 0 0 0
0 E−k 0 0
0 0 −E+k 0
0 0 0 −E−k

The resulting quasiparticle dispersion consists of upper (ν = +) and lower (ν = −)
magnetic bands (U/LMB) further split by superconductivity:
Eνk =
√(
ξ+k + νE0k
)2
+ ∆2k.
Here,
E0k =
√(
ξ−k
)2
+ (US)2 (A3)
and ξ±k = (ξk ± ξk+Q)/2. The condensation energy then becomes:
Econ =
∑
k,σ
[
2ξk − E+k − E−k
]
, (A4)
where the summation is over all k. The equilibrium state is the state of minimum
(most negative) condensation energy among the normal, AFM, SC, and AFM-SC
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states. In these calculations, values of the order parameters and chemical potentials
must be determined separately for each phase.
A.2. Tensor Green’s function
Fourier transform of the Matsubara Green’s function can be defined as
Gˆ(k,Q, iωn) = Uˆ(iωn −Hdiag)−1Uˆ † (A5)
This equation can be used to obtain components of the Green’s function as
G11 = −
〈
Tτ ck,σ(τ)c
†
k,σ(τ
′)
〉
= (αku
+
k )
2g(−E+k ) + (βku−k )2g(−E−k )
+(αkv
+
k )
2g(E+k ) + (βkv
−
k )
2g(E−k )
G12 = −
〈
Tτ ck,σ(τ)c
†
k+Q,σ(τ
′)
〉
= σαkβk[−(u+k )2g(−E+k ) + (u−k )2g(−E−k )
−(v+k )2g(E+k ) + (v−k )2g(E−k )]
G13 = −
〈
Tτ ck,σ(τ)c−k,σ¯(τ ′)
〉
= α2ku
+
k v
+
k g(−E+k ) + β2ku−k v−k g(−E−k )
−α2ku+k v+k g(E+k )− β2ku−k v−k g(E−k )
G14 = −
〈
Tτ ck,σ(τ)c−k−Q,σ¯(τ ′) = σαkβk[u+k v
+
k g(−E+k )− u−k v−k g(−E−k )
−u+k v+k g(E+k ) + u−k v−k g(E−k )]
G21 = −
〈
Tτ ck+Q,σ(τ)c
†
k,σ(τ
′)
〉
= G12
G22 = −
〈
Tτ ck+Q,σ(τ)c
†
k+Q,σ(τ
′)
〉
= G11(α→ β;β → α)
G23 = −
〈
Tτ ck+Q,σ(τ)c−k,σ¯(τ ′)
〉
= −G14
G24 = −
〈
Tτ ck+Q,σ(τ)c−k−Q,σ¯(τ ′)
〉
= −G13(α→ β;β → α)
G31 = −
〈
Tτ c
†
−k,σ¯(τ)c
†
k,σ(τ
′)
〉
= G13
G32 = −
〈
Tτ c
†
−k,σ¯(τ)c
†
k+Q,σ(τ
′)
〉
= G23
G33 = −
〈
Tτ c
†
−k,σ¯(τ)c−k,σ¯(τ
′)
〉
= G11(u→ v; v → u)
G34 = −
〈
Tτ c
†
−k,σ¯(τ)c−k−Q,σ¯(τ
′)
〉
= −G12(u→ v; v → u)
G41 = −
〈
Tτ c
†
−k−Q,σ¯(τ)c
†
k,σ(τ
′)
〉
= G14
G42 = −
〈
Tτ c
†
−k−Q,σ¯c
†
k+Q,σ(τ
′)
〉
= G24
G43 = −
〈
Tτ c
†
−k−Q,σ¯c−k,σ¯(τ
′)
〉
= G34
G44 = −
〈
Tτ c
†
−k−Q,σ¯c−k−Q,σ¯(τ
′)
〉
= G11(α→ β;β → α;u→ v; v → u), (A6)
where g(νEk) = 1/(ipn − νEk). When ipn is analytically continued to ω + iδ, the
Green’s function G11 is the full tensor extension of Eq. 23. As in Eq. 24, we can
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write G11 = 1/(ω − k − Σ˜11(k, ω)), where
Σ˜11(k, ω) = Σ11 +
g˜2 −B0(ω + ξk+Q)
ω − ξk+Q −B0 , (A7)
B0 =
2ξ+k ∆
2
k
(ω + ξk)(ω + ξk+Q)− g˜2 , (A8)
g˜2 = g2 + ∆2k. (A9)
In these equations, the QP-GW self-energy can be incorporated by the substitu-
tions: ξk → ξk + Σ11; ξk+Q → ξk+Q + Σ22; g → g+ Σ12; and, ∆k → ∆k + Σ13. This
is the origin of the explicit Σ11 in Eq. A7.
A.3. Transverse spin-susceptibility
From the expression for the spin-susceptibility, we have the transverse component
χ+−0 (q,q
′, τ) =
1
N
∑
k,k′
〈
Tτ c
†
k+q,↑(τ)ck,↓(τ)c
†
k′−q′,↓(0)ck′,↑(0)
〉
=
1
N
′∑
k,k′
〈
Tτ
(
c†k+q,↑(τ)ck,↓(τ) + c
†
k+Q+q,↑(τ)ck+Q,↓(τ)
)
×
(
c†k′−q′,↓(0)ck′,↑(0) + c
†
k′+Q−q′,↓(0)ck′+Q,↑(0)
)〉
=
1
N
′∑
k,k′
[〈
Tτ c
†
k+q,↑(τ)ck,↓(τ)c
†
k′−q′,↓(0)ck′,↑(0)
〉
+
〈
Tτ c
†
k+q,↑(τ)ck,↓(τ)c
†
k′+Q−q′,↓(0)ck′+Q,↑(0)
〉
+
〈
Tτ c
†
k+Q+q,↑(τ)ck+Q,↓(τ)c
†
k′−q′,↓(0)ck′,↑(0)
〉
+
〈
Tτ c
†
k+Q+q,↑(τ)ck+Q,↓(τ)c
†
k′+Q−q′,↓(0)ck′+Q,↑(0)
〉]
= − 1
N
′∑
k,k′
[〈
Tτ ck,↓(τ)c
†
k′−q′,↓(0)
〉〈
Tτ ck′,↑(0)c
†
k+q,↑(τ)
〉
+
〈
Tτ ck,↓(τ)ck′,↑(0)
〉〈
Tτ c
†
k+q,↑(τ)c
†
k′−q′,↓(0)
〉
+
〈
Tτ ck,↓(τ)c
†
k′+Q−q′,↓(0)
〉〈
Tτ ck′+Q,↑(0)c
†
k+q,↑(τ)
〉
+
〈
Tτ ck,↓(τ)ck′+Q,↑(0)
〉〈
Tτ c
†
k+q,↑(τ)c
†
k′+Q−q′,↓(0)
〉
+
〈
Tτ ck+Q,↓(τ)c
†
k′−q′,↓(0)
〉〈
Tτ ck′,↑(0)c
†
k+Q+q,↑(τ)
〉
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+
〈
Tτ ck+Q,↓(τ)ck′,↑(0)
〉〈
Tτ c
†
k+Q+q,↑(τ)c
†
k′−q′,↓(0)
〉
+
〈
Tτ ck+Q,↓(τ)c
†
k′+Q−q′,↓(0)
〉〈
Tτ ck′+Q,↑(0)c
†
k+Q+q,↑(τ)
〉
+
〈
Tτ ck+Q,↓(τ)ck′+Q,↑(0)
〉〈
Tτ c
†
k+Q+q,↑(τ)c
†
k′+Q−q′,↓(0)
〉]
= − 1
N
′∑
k,k′
δk′,k+q′
[〈
Tτ ck,↓(τ)c
†
k,↓(0)
〉〈
Tτ ck+q′,↑(0)c
†
k+q,↑(τ)
〉
+
〈
Tτ ck,↓(τ)c
†
k+Q,↓(0)
〉〈
Tτ ck+Q+q′,↑(0)c
†
k+q,↑(τ)
〉
+
〈
Tτ ck+Q,↓(τ)c
†
k,↓(0)
〉〈
Tτ ck+q′,↑(0)c
†
k+Q+q,↑(τ)
〉
+
〈
Tτ ck+Q,↓(τ)c
†
k+Q,↓(0)
〉〈
Tτ ck+Q+q′,↑(0)c
†
k+Q+q,↑(τ)
〉]
+ δk′,−k
[〈
Tτ ck,↓(τ)ck,↑(0)
〉〈
Tτ c
†
k+q,↑(τ)c
†
k+q′,↓(0)
〉
+
〈
Tτ ck,↓(τ)ck+Q,↑(0)
〉〈
Tτ c
†
k+q,↑(τ)c
†
k+Q+q′,↓(0)
〉
+
〈
Tτ ck+Q,↓(τ)ck,↑(0)
〉〈
Tτ c
†
k+Q+q,↑(τ)c
†
k+q′,↓(0)
〉
+
〈
Tτ ck+Q,↓(τ)ck+Q,↑(0)
〉〈
Tτ c
†
k+Q+q,↑(τ)c
†
k+Q+q′,↓(0)
〉]
(A10)
As we did for the pure AFM state, we rewrite the susceptibility as a two-by-two
matrix, with χ+−ij (q, ω) = χ
+−
0 (qi,qj, ω), with q1 = q, q2 = q+Q. For example,
for q′ = q, we get
χ+−11 (q, τ) = −
1
N
′∑
k
[
G11(k, σ¯, τ)G11(k+ q, σ,−τ) +G12(k, σ¯, τ)G21(k+ q, σ,−τ)
+G21(k, σ¯, τ)G12(k+ q, σ,−τ) +G22(k, σ¯, τ)G22(k+ q, σ,−τ)
+G13(k, σ¯, τ)G31(k+ q, σ¯,−τ) +G14(k, σ¯, τ)G41(k+ q, σ¯,−τ)
+G23(k, σ¯, τ)G32(k+ q, σ¯,−τ) +G24(k, σ¯, τ)G42(k+ q, σ,−τ)
]
.
(A11)
The q′ = q+Q (Umklapp)-components are
χ+−12 (q, τ) = −
1
N
′∑
k
[
G11(k, σ¯, τ)G21(k+ q, σ,−τ) +G12(k, σ¯, τ)G11(k+ q, σ,−τ)
+G21(k, σ¯, τ)G22(k+ q, σ,−τ) +G22(k, σ¯, τ)G12(k+ q, σ,−τ)
+G13(k, σ¯, τ)G41(k+ q, σ,−τ) +G14(k, σ¯, τ)G31(k+ q, σ¯,−τ)
+G23(k, σ¯, τ)G42(k+ q, σ,−τ) +G24(k, σ¯, τ)G32(k+ q, σ,−τ)
]
(A12)
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A Fourier transformation yields
χ+−11 (q, iωm)
= − 1
N
∑
k
1
β
∑
pn
[
G11(k, σ, ipn)G11(k+ q, σ, ipn + iωm)
+G22(k, σ, ipn)G22(k+ q, σ, ipn + iωm)
+G13(k, σ, ipn)G13(k+ q, σ, ipn + iωm)
+G24(k, σ, ipn)G24(k+ q, σ, ipn + iωm)
− 2{G12(k, σ, ipn)G12(k+ q, σ, ipn + iωm)
+G14(k, σ, ipn)G14(k+ q, σ, ipn + iωm)
}]
(A13)
and
χ+−12 (q, iωm)
= − 1
N
∑
k
1
β
∑
pn
[
G11(k, σ, ipn)G12(k+ q, σ, ipn + iωm)
+G22(k, σ, ipn)G12(k+ q, σ, ipn + iωm)
+G13(k, σ, ipn)G14(k+ q, σ, ipn + iωm)
−G24(k, σ, ipn)G14(k+ q, σ, ipn + iωm)
−G12(k, σ¯, ipn)G11(k+ q, σ, ipn + iωm)
−G12(k, σ¯, ipn)G22(k+ q, σ, ipn + iωm)
−G14(k, σ¯, ipn)G13(k+ q, σ, ipn + iωm)
+G14(k, σ¯, ipn)G24(k+ q, σ, ipn + iωm)
]
(A14)
Here we have used the symmetry of the Green’s functions as described earlier
along with its spin symmetry.
A.4. Writing a 4× 4 matrix for susceptibility
We use Green’s function notation to define components of susceptibilities. Some
useful frequency summations are
χνν
′
01 (k,q, iωm) = −
1
β
∑
ipn
(
1
ipn − Eνk
)(
1
ipn + iωm − Eν′k+q
)
= − (f(E
ν
k)− f(Eν
′
k+q))
iωm + (Eνk − Eν
′
k+q)
χνν
′
02 (k,q, iωm) = −
1
β
∑
ipn
(
1
ipn + Eνk
)(
1
ipn + iωm + Eν
′
k+q
)
=
(f(Eν
′
k )− f(Eνk+q))
iωm − (Eνk − Eν
′
k+q)
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χνν
′
03 (k,q, iωm) = −
1
β
∑
ipn
(
1
ipn − Eνk
)(
1
ipn + iωm + Eν
′
k+q
)
= −1− (f(E
ν
k) + f(E
ν′
k+q))
iωm − (Eνk + Eν
′
k+q)
χνν
′
04 (k,q, iωm) = −
1
β
∑
ipn
(
1
ipn + Eνk
)(
1
ipn + iωm − Eν′k+q
)
= −1− (f(E
ν
k) + f(E
ν′
k+q))
iωm + (Eνk + E
ν′
k+q)
(A15)
where ν, ν ′ = ±. When both k and q are summed over, we obtain, χν,ν′01 = χν,ν
′
02 .
The frequency sums of various terms of the susceptibility thus are
T11 =
1
β
∑
pn
G11(k, σ, ipn)G11(k+ q, σ, ipn + iωm)
=
[
(αku
+
k )
2g(−E+k ) + (βku−k )2g(−E−k ) + (αkv+k )2g(E+k ) + (βkv−k )2g(E−k )
]
×
[
(αk+qu
+
k+q)
2g(iωn − E+k+q) + (βk+qu−k+q)2g(iωn − E−k+q)
+(αk+qv
+
k+q)
2g(iωn + E
+
k+q) + (βk+qv
−
k+q)
2g(iωn + E
−
k+q)
]
T22 =
1
β
∑
pn
G22(k, σ, ipn)G22(k+ q, σ, ipn + iωm)
=
[
(βku
+
k )
2g(−E+k ) + (αku−k )2g(−E−k ) + (βkv+k )2g(E+k ) + (αkv−k )2g(E−k )
]
×
[
(βk+qu
+
k+q)
2g(iωn − E+k+q) + (αk+qu−k+q)2g(iωn − E−k+q)
+(βk+qv
+
k+q)
2g(iωn + E
+
k+q) + (αk+qv
−
k+q)
2g(iωn + E
−
k+q)
]
T13 =
1
β
∑
pn
G13(k, σ, ipn)G13(k+ q, σ, ipn + iωm)
=
[
α2ku
+
k v
+
k g(−E+k ) + β2ku−k v−k g(−E−k )− α2ku+k v+k g(E+k )− β2ku−k v−k g(E−k )
]
×
[
α2k+qu
+
k+qv
+
k+qg(iωn − E+k+q) + β2k+qu−k+qv−k+qg(iωn − E−k+q)
− α2k+qu+k+qv+k+qg(iωn + E+k+q)− β2k+qu−k+qv−k+qg(iωn + E−k+q)
]
T24 =
1
β
∑
pn
G24(k, σ, ipn)G24(k+ q, σ, ipn + iωm)
=
[
β2ku
+
k v
+
k g(−E+k ) + α2ku−k v−k g(−E−k )− β2ku+k v+k g(E+k )− α2ku−k v−k g(E−k )
]
×
[
β2k+qu
+
k+qv
+
k+qg(iωn − E+k+q) + α2k+qu−k+qv−k+qg(iωn − E−k+q)
− β2k+qu+k+qv+k+qg(iωn + E+k+q)− α2k+qu−k+qv−k+qg(iωn + E−k+q)
]
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−2T12 = −2 1
β
∑
pn
G12(k, σ, ipn)G12(k+ q, σ, ipn + iωm)
= −2αkβkαk+qβk+q
[
− (u+k )2g(−E+k ) + (u−k )2g(−E−k )
− (v+k )2g(E+k ) + (v−k )2g(E−k )]
]
×
[
− (u+k+q)2g(iωn − E+k+q) + (u−k+q)2g(iωn − E−k+q)
− (v+k+q)2g(iωn + E+k+q) + (v−k+q)2g(iωn + E−k+q)]
]
−2T14 = −2 1
β
∑
pn
G14(k, σ, ipn)G14(k+ q, σ, ipn + iωm)
= −2αkβkαk+qβk+q
[
u+k v
+
k g(−E+k )− u−k v−k g(−E−k )
− u+k v+k g(E+k ) + u−k v−k g(E−k )
]
×
[
u+k+qv
+
k+qg(−E+k+q)− u−k+qv−k+qg(−E−k+q)
− u+k+qv+k+qg(E+k+q) + u−k+qv−k+qg(E−k+q)
]
(A16)
And for the cross-terms,
L11 =
1
β
∑
pn
G11(k, σ, ipn)G12(k+ q, σ, ipn + iωm)
=
[
(αku
+
k )
2g(−E+k ) + (βku−k )2g(−E−k ) + (αkv+k )2g(E+k ) + (βkv−k )2g(E−k )
]
×αk+qβk+q
[
− (u+k+q)2g(iωn − E+k+q) + (u−k+q)2g(iωn − E−k+q)
− (v+k+q)2g(iωn + E+k+q) + (v−k+q)2g(iωn + E−k+q)]
]
L22 =
1
β
∑
pn
G22(k, σ, ipn)G12(k+ q, σ, ipn + iωm)
=
[
(βku
+
k )
2g(−E+k ) + (αku−k )2g(−E−k ) + (βkv+k )2g(E+k ) + (αkv−k )2g(E−k )
]
×αk+qβk+q
[
− (u+k+q)2g(iωn − E+k+q) + (u−k+q)2g(iωn − E−k+q)
− (v+k+q)2g(iωn + E+k+q) + (v−k+q)2g(iωn + E−k+q)]
]
L13 =
1
β
∑
pn
G13(k, σ, ipn)G14(k+ q, σ, ipn + iωm)
=
[
α2ku
+
k v
+
k g(−E+k ) + β2ku−k v−k g(−E−k )− α2ku+k v+k g(E+k )− β2ku−k v−k g(E−k )
]
×αk+qβk+q
[
u+k+qv
+
k+qg(−E+k+q)− u−k+qv−k+qg(−E−k+q)
− u+k+qv+k+qg(E+k+q) + u−k+qv−k+qg(E−k+q)
]
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L24 =
1
β
∑
pn
G24(k, σ, ipn)G14(k+ q, σ, ipn + iωm)
=
[
β2ku
+
k v
+
k g(−E+k ) + α2ku−k v−k g(−E−k )− β2ku+k v+k g(E+k )− α2ku−k v−k g(E−k )
]
×αk+qβk+q
[
u+k+qv
+
k+qg(−E+k+q)− u−k+qv−k+qg(−E−k+q)
− u+k+qv+k+qg(E+k+q) + u−k+qv−k+qg(E−k+q)
]
−L12 = −2 1
β
∑
pn
G12(k, σ, ipn)G11(k+ q, σ, ipn + iωm)
= −αkβk
[
− (u+k )2g(−E+k ) + (u−k )2g(−E−k )− (v+k )2g(E+k ) + (v−k )2g(E−k )]
]
×
[
(αk+qu
+
k+q)
2g(iωn − E+k+q) + (βk+qu−k+q)2g(iωn − E−k+q)
+(αk+qv
+
k+q)
2g(iωn + E
+
k+q) + (βk+qv
−
k+q)
2g(iωn + E
−
k+q)
]
−L14 = − 1
β
∑
pn
G14(k, σ, ipn)G13(k+ q, σ, ipn + iωm)
= −αkβk
[
u+k v
+
k g(−E+k )− u−k v−k g(−E−k )− u+k v+k g(E+k ) + u−k v−k g(E−k )
]
×
[
α2k+qu
+
k+qv
+
k+qg(iωn − E+k+q) + β2k+qu−k+qv−k+qg(iωn − E−k+q)
− α2k+qu+k+qv+k+qg(iωn + E+k+q)− β2k+qu−k+qv−k+qg(iωn + E−k+q)
]
(A17)
The other terms can be found by using symmetry arguments. Finally, combining
the preceding results, the transverse susceptibility can be written in the compact
form:
χσσ
′
ij (q, iωm) =
1
N
′∑
k
∑
n,νν′
Cνν
′,σσ′
n,ij χ
νν′
0n (k,q, iωm) (A18)
where σ′ = σ¯ = −σ denotes transverse susceptibility, and σ′ = σ is for the longi-
tudinal and charge component, as introduced in Eq. 13. The total coefficients are
[subscript n denotes χ-components, and (ij) denote SDW components]
Cνν
′,σσ′
n,ij = A
νν′
n B
νν′,σσ′
ij , (A19)
the Aν,ν
′
n are coefficients for superconductivity, and B
νν′,σσ′
ij are for SDW. The
momentum dependence in all coefficients is implicit. From symmetry, χνν
′
01 = χ
νν′
02 ,
so that we find
χ+−ij (q, iωm) =
1
N
′∑
k
∑
ν,ν′
[
(Aνν
′
1 +A
νν′
2 )χ
νν′
01 +A
νν′
3 χ
νν′
03 +A
νν′
4 χ
νν′
04
]
Bνν
′,σσ′
ij
(A20)
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Now the SC coefficients can be written as
Aνν
′
1 +A
νν′
2 = u
ν
ku
ν′
k+q(u
ν
ku
ν′
k+q + v
ν
kv
ν′
k+q) + v
ν
kv
ν′
k+q(u
ν
ku
ν′
k+q + v
ν
kv
ν′
k+q)
=
1
2
(
1 +
(ξ+k + νE0k)(ξ
+
k+q + ν
′E0k+q) + ∆k∆k+q
EνkE
ν′
k+q
)
Aνν
′
3 = u
ν
kv
ν′
k+q(u
ν
kv
ν′
k+q − vνkuν
′
k+q)
=
1
4
(
1 +
ξ+k + νE0k
Eνk
− ξ
+
k+q + ν
′E0k+q
Eν
′
k+q
−(ξ
+
k + νE0k)(ξ
+
k+q + ν
′E0k+q) + ∆k∆k+q
EνkE
ν′
k+q
)
Aνν
′
4 = v
ν
ku
ν′
k+q(u
ν
kv
ν′
k+q − vνkuν
′
k+q)
=
1
4
(
1− ξ
+
k + νE0k
Eνk
+
ξ+k+q + ν
′E0k+q
Eν
′
k+q
−(ξ
+
k + νE0k)(ξ
+
k+q + ν
′E0k+q) + ∆k∆k+q
EνkE
ν′
k+q
)
. (A21)
The AFM coefficients are
Bν=ν
′,σσ¯
11 = (αkαk+q − βkβk+q)2 =
1
2
(
1 +
ξ−k ξ
−
k+q − (US)2
E0kE0k+q
)
Bν 6=ν
′,σσ¯
11 = (αkβk+q + βkαk+q)
2 =
1
2
(
1− ξ
−
k ξ
−
k+q − (US)2
E0kE0k+q
)
Bν=ν
′,σσ¯
22 = B
ν=ν′,σσ¯
11 (q→ q+Q) = (αkβk+q − βkαk+q)2
=
1
2
(
1− ξ
−
k ξ
−
k+q + (US)
2
E0kE0k+q
)
Bν 6=ν
′,σσ¯
22 = B
ν 6=ν′,σσ¯
11 (q→ q+Q) = (αkαk+q + βkβk+q)2
=
1
2
(
1 +
ξ−k ξ
−
k+q + (US)
2
E0kE0k+q
)
Bν=ν
′,σσ¯
12 = B
ν=ν′,σσ¯
21 = −ν(αkβk − αk+qβk+q) = −ν
US
2
(
1
E0k
− 1
E0k+q
)
Bν 6=ν
′,σσ¯
12 = B
ν 6=ν′,σσ¯
21 = −ν(αkβk + αk+qβk+q) = −ν
US
2
(
1
E0k
+
1
E0k+q
)
.
(A22)
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A.5. Charge and Longitudinal Spin Susceptibility:
We now evaluate charge and longitudinal spin-susceptibilities by proceeding the
same way as we did for the SDW case above. The charge and longitudinal (z-
component) susceptibilities are obtained from Eq. 13:
χρρ(q,q′, τ) =
1
N
∑
k,k′,σ,σ′
〈
Tτ c
†
k+q,σ(τ)ck,σ(τ)c
†
k′−q′,σ′(0)ck′,σ′(0)
〉
(A23)
and
χzz(q,q′, τ) =
1
N
∑
k,k′,σ,σ′
σσ′
〈
Tτ c
†
k+q,σ(τ)ck,σ(τ)c
†
k′−q′,σ′(0)ck′,σ′(0)
〉
=
1
N
′∑
k,k′,σ,σ′
σσ′
〈
Tτ
(
c†k+q,σ(τ)ck,σ(τ) + c
†
k+Q+q,σ(τ)ck+Q,σ(τ)
)
(
c†k′−q′,σ′(0)ck′,σ′(0) + c
†
k′+Q−q′,σ′(0)ck′+Q,σ′(0)
)〉
=
1
N
′∑
k,k′,σ,σ′
σσ′
[〈
Tτ c
†
k+q,σ(τ)ck,σ(τ)c
†
k′−q′,σ′(0)ck′,σ′(0)
〉
+
〈
Tτ c
†
k+q,σ(τ)ck,σ(τ)c
†
k′+Q−q′,σ′(0)ck′+Q,σ′(0)
〉
+
〈
Tτ c
†
k+Q+q,σ(τ)ck+Q,σ(τ)c
†
k′−q′,σ′(0)ck′,σ′(0)
〉
+
〈
Tτ c
†
k+Q+q,σ(τ)ck+Q,σ(τ)c
†
k′+Q−q′,σ′(0)ck′+Q,σ′(0)
〉]
= − 1
N
′∑
k,k′,σ,σ′
δσ,σ′
[〈
Tτ ck,σ(τ)c
†
k′−q′,σ′(0)
〉〈
Tτ ck′,σ′(0)c
†
k+q,σ(τ)
〉
+
〈
Tτ ck,σ(τ)c
†
k′+Q−q′,σ′(0)
〉〈
Tτ ck′+Q,σ′(0)c
†
k+q,σ(τ)
〉
+
〈
Tτ ck+Q,σ(τ)c
†
k′−q′,σ′(0)
〉〈
Tτ ck′,σ′(0)c
†
k+Q+q,σ(τ)
〉
+
〈
Tτ ck+Q,σ(τ)c
†
k′+Q−q′,σ′(0)
〉〈
Tτ ck′+Q,σ′(0)c
†
k+Q+q,σ(τ)
〉]
+ δσ,σ¯′
[〈
Tτ ck,σ(τ)ck′,σ′(0)
〉〈
Tτ c
†
k′−q′,σ′(0)c
†
k+q,σ(τ)
〉
+
〈
Tτ ck,σ(τ)ck′+Q,σ′(0)
〉〈
Tτ c
†
k′+Q−q′,σ′(0)c
†
k+q,σ(τ)
〉
+
〈
Tτ ck+Q,σ(τ)ck′,σ′(0)
〉〈
Tτ c
†
k′−q′,σ′(0)c
†
k+Q+q,σ(τ)
〉
+
〈
Tτ ck+Q,σ(τ)ck′+Q,σ′(0)
〉〈
Tτ c
†
k′+Q−q′,σ′(0)c
†
k+Q+q,σ(τ)
〉]
= − 1
N
′∑
k,k′,σ
δk′,k+q′
[〈
Tτ ck,σ(τ)c
†
k,σ(0)
〉〈
Tτ ck+q′,σ(0)c
†
k+q,σ(τ)
〉
+
〈
Tτ ck,σ(τ)c
†
k+Q,σ(0)
〉〈
Tτ ck+q′+Q,σ(0)c
†
k+q,σ(τ)
〉
+
〈
Tτ ck+Q,σ(τ)c
†
k,σ(0)
〉〈
Tτ ck+q′,σ(0)c
†
k+Q+q,σ(τ)
〉
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+
〈
Tτ ck+Q,σ(τ)c
†
k+Q,σ(0)
〉〈
Tτ ck+q′+Q,σ(0)c
†
k+Q+q,σ(τ)
〉]
+ δk,−k′
[〈
Tτ ck,σ(τ)ck,σ¯(0)
〉〈
Tτ c
†
k+q′,σ¯(0)c
†
k+q,σ(τ)
〉
+
〈
Tτ ck,σ(τ)ck+Q,σ¯(0)
〉〈
Tτ c
†
k+Q+q′,σ¯(0)c
†
k+q,σ(τ)
〉
+
〈
Tτ ck+Q,σ(τ)ck,σ¯(0)
〉〈
Tτ c
†
k+q′,σ¯(0)c
†
k+Q+q,σ(τ)
〉
+
〈
Tτ ck+Q,σ(τ)ck+Q,σ¯(0)
〉〈
Tτ c
†
k+Q+q′,σ¯(0)c
†
k+Q+q,σ(τ)
〉]
(A24)
The charge components are the same as the transverse ones with the only difference
that all the Green’s function terms are positive. This is also true in the pure SDW
case, so that only the SDW coefficients will be affected here, which we can write
using symmetries as
Bν=ν
′,σσ
11 = (αkαk+q + βkβk+q)
2 =
1
2
(
1 +
ξ−k ξ
−
k+q + (US)
2
E0kE0k+q
)
Bν 6=ν
′,σσ
11 = (αkβk+q − βkαk+q)2 =
1
2
(
1− ξ
−
k ξ
−
k+q + (US)
2
E0kE0k+q
)
Bν=ν
′,σσ
22 = B
ν=ν′,σσ
11 (q→ q+Q) = (αkβk+q + βkαk+q)2
=
1
2
(
1− ξ
−
k ξ
−
k+q − (US)2
E0kE0k+q
)
Bν 6=ν
′,σσ
22 = B
ν 6=ν′,σσ
11 (q→ q+Q) = (αkαk+q − βkβk+q)2
=
1
2
(
1 +
ξ−k ξ
−
k+q − (US)2
E0kE0k+q
)
Bν=ν
′,σσ
12 = B
ν=ν′,σσ
21 = −ν(αkβk + αk+qβk+q) = −ν
US
2
(
1
E0k
+
1
E0k+q
)
Bν 6=ν
′,σσ
12 = B
ν 6=ν′,σσ
21 = −ν(αkβk − αk+qβk+q) = −ν
US
2
(
1
E0k
− 1
E0k+q
)
,
(A25)
where the subscript L stands for longitudinal/charge.
A.6. RPA Susceptibility:
The RPA values of the susceptibilities above are the same as in the SDW case. The
2× 2 transverse susceptibility is obtained from the standard formula[78]
χ+−RPA(q, iωn) =
χ+−(q, iωn)
1− Uχ+−(q, iωn) , (A26)
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where, away from half-filling, the charge and longitudinal parts get mixed, leading
to the modified RPA formula [80]
χzρRPA(q, iωn) =
χzρ(q, iωn)
1− U˜χzρ(q, iωn)
. (A27)
Here components of the mixed susceptibilties are χzρ11 = χ
zz(q, ω), χzρ22 =
χρρ(q+Q, ω) and χzρ12 = χ
zρ(q,q+Q, ω), while U˜ was defined in Eq. 19. Note
that since χ is a 2× 2 matrix, the denominators in the above equations are matri-
ces as well.
Appendix B. Antiferromagnetic order only
From Eqs. 6 and 7, when the superconducting order is absent, uνk = 1, v
ν
k = 0, for
ν = ±1. Hence from Eq. A19, Aν,ν′1 +Aν,ν
′
2 = 1, A
ν,ν′
3 = A
ν,ν′
4 = 0. Thus, χ becomes
χσσ
′
ij (q, iωm) =
1
N
′∑
k
∑
ν,ν′
Bνν
′,σσ′
ij χ
ν,ν′
01 . (B1)
The general expression when both the lower and upper magnetic bands are partially
filled is quite involved. Results are simpler at half-filling and low temperatures when
χν,ν01 = 0. In order to compare our results with those of Schrieffer, Wen, and Zhang
(SWZ)[78], we further assume that ξ+k = 0, so that E
ν
k = νE0k. Then
χ+−11 (q, ω) =
1
2N
′∑
k
[
1− ξ
−
k ξ
−
k+q − (US)2
E0kE0k+q
]
×
[
1
ω + E0k + E0k+q − iδ −
1
ω − E0k − E0k+q + iδ
]
, (B2)
χ+−22 (q, ω) =
1
2N
′∑
k
[
1 +
ξ−k ξ
−
k+q + (US)
2
E0kE0k+q
]
×
[
1
ω + E0k + E0k+q − iδ −
1
ω − E0k − E0k+q + iδ
]
, (B3)
χ+−12 (q, ω) = −
US
2N
′∑
k
[
1
E0k
+
1
E0k+q
]
×
[
1
ω + E0k + E0k+q − iδ +
1
ω − E0k − E0k+q + iδ
]
, (B4)
which reproduces the SWZ result. For the longitudinal/charge modes, the only
change is replacing Eq. (A22) by Eq. (A25), which gives
χz(q, ω) = χzρ11(q, ω) =
1
2N
′∑
k
[
1− ξ
−
k ξ
−
k+q + (US)
2
E0kE0k+q
]
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×
[
1
ω + E0k + E0k+q − iδ −
1
ω − E0k − E0k+q + iδ
]
, (B5)
χc(q+Q, ω) = χzρ22(q, ω) =
1
2N
′∑
k
[
1 +
ξ−k ξ
−
k+q − (US)2
E0kE0k+q
]
×
[
1
ω + E0k + E0k+q − iδ −
1
ω − E0k − E0k+q + iδ
]
,(B6)
χzρ12(q, ω) = −
US
2N
′∑
k
[
1
E0k
+
1
E0k−q
]
×
[
1
ω + E0k + E0k+q − iδ +
1
ω − E0k − E0k+q + iδ
]
= 0. (B7)
Since the off-diagonal term vanishes, the longitudinal and charge susceptibilities
decouple. From Eq. B6, shifted by Q, we see that χc(q, ω) = χz(q, ω), Eq. B5, the
SWZ result.
Appendix C. Superconducting order only
Again, Eqs. 6 and 7 are used, but now assuming the SDW order is absent, αkβk = 0.
Unpacking the SC susceptibility is more complicated, and therefore we discuss it in
detail. Firstly, α2k = (1+ξk/|ξk|)/2 = 1 [0] if ξk >0 [<0]. At the same time, the sign
of ξk also influences the eigenenergies, such that E
+(k) = E0(k) =
√
ξ2k + ∆
2
k if ξk
>0, and = E0(k+Q) if ξk <0, with the opposite result for E
−(k) [recall that we
are now assuming US = 0.]. As ξk and ξk+q independently change sign, the factors
B switch from 1 to 0 in such a way that we always remain on the correct branch,
and the result is the same as that we would get if we assume both ξk and ξk+q to
be positive. Secondly, when there is no SDW order, q and q + Q are independent
vectors, and we only need the formula for χ+−11 [note χ
+−
12 = B
νν′,+−
12 = 0]. In this
case, Bνν
′,+−
11 = δνν′ , and
χ+−11 (q, iωm) =
1
N
′∑
k
∑
n,ν
Bν,νn (11)χ
ν,ν
0n , (C1)
=
1
2N
∑
k
[(
1 +
ξkξk+q + ∆k∆k+q
E+k E
+
k+q
)
χ01
+
1
2
(
1 +
ξk
E+k
− ξk+q
E+k+q
− ξkξk+q + ∆k∆k+q
E+k E
+
k+q
)
χ03
+
1
2
(
1− ξk
E+k
+
ξk+q
E+k+q
− ξkξk+q + ∆k∆k+q
E+k E
+
k+q
)
χ04
]
. (C2)
χ0i are given in Eq. A15 above. This corrects the formula given in Ref. [486].
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Appendix D. Calculating the Self-Energy
The bosonic modes cause an increase in the low-energy electronic mass and a
shortening of the lifetime at higher energies. This effect can be described in
terms of a complex self-energy Σ that the electrons acquire as a consequence of
electron-boson couplings. Corresponding to each susceptibility component (trans-
verse, longitudinal-plus-charge), there is a self-energy Σ which is itself a 4×4 tensor.
The transverse self-energy[487, 488] can be written as
Σ+−ij (q, ω) =
∑
k,k
∫
dω′χ′′+−ik (k, ω
′)Gkj(k− q, ω, ω′)Γ(k,q, ω, ω′), (D1)
where (Eq. A5)
Gˆ(k, ω, ω′) = Uˆ gˆ(k, ω, ω′)Uˆ †, (D2)
where gˆ is a diagonal matrix with gii(k, ω, ω
′) = g˜(Ek,i, ω, ω′), Ek,i =
(E+k , E
−
k ,−E+k ,−E−k ), i = 1, 4, and
g˜(E,ω, ω′) =
f(E)
ω + ω′ + iδ − E +
1− f(E)
ω − ω′ + iδ − E . (D3)
In the previous section, χ+− was a 2×2 matrix, whereas Eq. D1 involves a 4×4
matrix, which is formed by
χˆ+− =
(
χ+− 0
0 χ+−
)
. (D4)
The formalism for the longitudinal plus charge self-energy is similar, the only
change being the substitution of the correct susceptibility in Eq. D1. In our QP-
GW formalism, we generally set the vertex function to Γ→ 1/Z.
The high-energy kink is associated with the peak in Σ′′. The strength of this peak
may be described in terms of the area under the Σ′′ curve, Fig. D1, which gives a
direct measure of the tendency of the spectrum to split into coherent and incoherent
parts, and hence a measure of the weight of the Hubbard bands. Fig. D1 shows
this quantity as a function of doping above and below EF for both NCCO and
LSCO. While high-energy kinks should be present both above and below EF , for
both materials we find that the occupied state kink, represented by
∫
Σ′′ dω below
EF , shows a much faster fall-off with doping. Note that only this occupied kink
can be seen in ARPES. This fast fall-off seems to terminate around x ∼ 0.20−0.25
close to the point where the high energy spectral weight extrapolates to zero,
xUHB = 1/β ∼ 0.25 (Section 9.1). This is also close to the doping where AFM order
ends in a critical point, suggesting an intimate connection between the decrease of
magnon scattering and the collapse of the AFM gap.
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Figure D1. Integrated imaginary part of the calculated self-energy as a function of doping broken up into
contributions from positive and negative energies. [From Ref. [10]]
Appendix E. Optical conductivity
Within the framework of the linear response theory, optical conductivity is given
by the Kubo formula in the limit q→ 0
σij(iωn) =
ie2
ω
′∑
k,σ
{
Tr
[
nk,σ
mk,ij
]
−
′∑
k′,σ′
∫ ∞
−∞
dω1
∫ ∞
−∞
dω2
Tr
[
vk,iA(k, σ, ω1)Γ
op
j (k,k
′, ω1, ω2)A(k′, σ′, ω2)
] f(ω2)− f(ω1)
iωn + ω2 − ω1
}
(E1)
where (i, j) = x, y, z−directions. Real frequency optical conductivity is extracted
from the Matsubara results by analytic continuation iωn → ω+ i/τ , where τ is the
impurity scattering term. The first term in Eq. E1 corresponds to the diamagnetic
response kernel (Drude weight), which depends only on the FS topology, while
the second term (paramagnetic) gives the dynamical contribution to the optical
response[227]. The vk,i (mk,ij) are the band velocities (masses) of the coherent
band, and nk,σ is the momentum density of quasiparticles at the FS. The spectral
weights A(k, ω) are obtained from the imaginary part of the dressed Green’s func-
tion. Finally, the optical vertex correction is approximated by its lowest order term
as Γopj (k,k
′, ω1, ω2)→ vk,jδk,k′δσ,σ′ .
Appendix F. Parameters
Our bare dispersions are all taken from self-consistent first-principles LDA calcula-
tions, which we have parameterized by tight-binding fits. These are collected in Ta-
ble F1[76, 125, 187, 199, 233] for Bi2Sr2CaCu2O8 (Bi2212), La2−xSrxCuO4 (LSCO),
Nd2−xCexCuO4 (NCCO), and YBa2Cu3O6+x (YBCO). More tight-binding model
for YBCO with including the CuO chain state is given in Ref. [489], and for
HgBa2Ca2Cu2O8 (HBCCO) by including the low-lying Hg-O band can be obtained
from Ref. [490]. The interaction parameters V and U , discussed in Section 4.2, are
listed in Table F2, while the doping-dependent effective U is plotted in Fig. F1.
Note that Table F2 lists the experimental ∆pg values, from which we obtained
the S values via Eq. 9, shown in Fig. F1(b). U is then defined as U = ∆pg/S,
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and listed in Table F2 and plotted as symbols in Fig. F1(a). We emphasize that
these experimentally-derived values of U are generally quite close to the parameter-
free values obtained self-consistently to account for screening effects[7] as seen by
comparing the symbols and solid lines in Fig. F1(a). A similar procedure was used
for obtaining the pairing potential V from the experimental ∆sc, listed in Table
F2.
Material t t′ t′′ t′′′ tiv Z
NCCO [Ref. [125]] 0.42 -0.1 0.065 0.0075 0 0.4
LSCO [Ref. [125]] 0.4195 -0.0375 0.018 0.034 0 0.3
Bi2212 [Ref. [76]] 0.44 -0.1 0.05 0.0 0 0.4
YBCO [Ref. [11]] 0.35 -0.06 0.035 -0.005 -0.01 0.55
Table F1. Tight-binding parameters obtained by fitting to LDA band-structures and the associated band renor-
malization factors Z.
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Material Doping (x) ∆pg (meV) U/t ∆sc (meV) Pairing Potential Tc (K)
(Exp./Theory) (Theory) (Exp./Theory) V (meV) (Theory) Exp.(Theory)
NCCO 0.0 950 (at hotspot) 5.7 – – –
NCCO 0.04 628 4.4 – – –
NCCO 0.10 322 3.5 0.5 -104 ∼ 8 (7)
NCCO 0.15 160 3.1 5.5 -113 24 (31)
NCCO 0.18 0 3.1 3.7 -100 22 (20)
LSCO 0.0 770 5.5 – – –
LSCO 0.06 150 2.35 6 -93 18 (27)
LSCO 0.12 120 2.27 11 -63 30 (48)
LSCO 0.16 63 2.25 15 -51 40 (85)
LSCO 0.18 43 2.25 13 -35 37 (75)
LSCO 0.22 0 2.25 8 -28 26 (48)
Bi2212 0.0 790 6.0 – – –
Bi2212 0.10 113 2.46 15 -77 55 (85)
Bi2212 0.12 95 2.42 17.5 -75 65 (95)
Bi2212 0.16 75 2.36 20 -67 91 (115)
Bi2212 0.19 50 2.36 17.5 -58 70 (90)
Bi2212 0.22 25 2.36 12.5 -50 55 (75)
YBCO 0.21 9 2.9 35 -130 89 ( 90)
Table F2. Parameters for NCCO, LSCO and Bi2212 for various dopings x. U/t values are chosen to reproduce the experimental pseudogaps (∆pg) (third column) along the hot-spot direction in
NCCO, and the antinodal direction in LSCO and Bi2212. The pairing potential V is similarly taken to reproduce the experimental superconducting gap (∆SC), whose maximum value along the
antinodal direction is given. Our mean-field calculations overestimate the values of Tc, presumably due to the neglect of phase fluctuations[199]. Experimental data are taken from: Ref. [233] for
LSCO; Ref. [99] for NCCO; Ref. [187] for Bi2212; and Ref. [11] for YBCO.
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Figure F1. Doping dependent values of effective U and magnetization S. (a) Solid lines give self-consistent,
parameter-free values of U as a function of doping in the QP-GW model[7] for electron- (red line) and
hole-doped (blue line) cuprates. Various symbols give experimentally-derived values: NCCO: Red diamond,
PCCO: red circles, PLCCO: green, LSCO: black, Bi212: cyan, YBCO: magenta. Orange stars are an
effective U¯(T ) at T/t = 0.1, taken as representative of the low-temperature limit assuming a bare U = 2 eV,
see Ref. [97]. (b) Corresponding values of the staggered (AFM) magnetization S. Yellow symbols are
neutron data for NCCO from Ref. [244]. [After Ref. [114].]
Appendix G. Acronyms
angle-resolved photoemission (ARPES)
antinodal nesting (ANN)
anomalous spectral weight transfer (ASWT)
Brillouin zone (BZ)
Brinkman-Rice (BR)
cellular dynamical mean-field theory (CDMFT)
charge-density wave (CDW)
charge transfer (CT)
cluster perturbation theory (CPT)
coherent-potential-approximation (CPA)
density functional theory (DFT)
density-of-states (DOS)
dual fermion (DF)
dynamical cluster approximation (DCA)
dynamical vertex approximation (DΓA)
dynamic mean-field theory (DMFT)
energy distribution curve (EDC)
the Fermi level (EF )
Fermi surface (FS)
ferromagnetic (FM)
fluctuation-exchange (FLEX)
Gutzwiller approximation (GA)
Hartree-Fock (HF)
high-energy feature (HEF)
high-energy kink (HEK)
inelastic neutron scattering (INS)
joint density-of-states (JDOS)
Kosterlitz-Thouless (KT)
local-density approximation (LDA)
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low energy peak (LEP)
lower Hubbard band (LHB)
lower magnetic band (LMB)
magnetic quasiparticle scattering (MQPS)
mean-field theory (MFT)
metal-insulator transition (MIT)
Mermin-Wagner (MW)
mid-infrared (MIR)
momentum distribution curve (MDC)
nearest neighbor (NN)
near-nodal nesting (NNN)
non-Fermi-liquid (NFL)
one-particle irreducible approach (1PI)
pair-breaking magnetic scattering (PBS)
quantum critical point (QCP)
quantum Monte Carlo (QMC)
quantum oscillations (QO)
quasiparticle-GW (QP-GW)
quasiparticle interference (QPI)
quasiparticle self-consistent GW (QS-GW)
random-phase approximation (RPA)
resonant inelastic x-ray scattering (RIXS)
resonating valence bond (RVB)
scanning tunneling microscopy/spectroscopy (STM/STS)
spin-density wave (SDW)
superconducting (SC)
topological transition (TT)
upper Hubbard band (UHB)
upper magnetic band (UMB)
Van-Hove singularity (VHS)
x-ray absorption near edge spectroscopy (XANES)
x-ray absorption spectroscopy (XAS)
Yang, Rice, and Zhang (YRZ)
Materials
Bi2Sr2CuO6 (Bi2201)
Bi2Sr2CaCu2O8 (Bi2212)
Ca2CuO2Cl2 (CCOC)
HgBa2Ca2Cu3O8+δ (HBCO)
La2−xBaxCuO4 (LBCO)
La2CuO4 (LCO)
La2−xSrxCuO4 (LSCO)
Nd2−xCexCuO4 (NCCO)
Nd2CuO4 (NCO)
Pr2−xCexCuO4 (PCCO)
Pr1−xLaCexCuO4 (PLCCO)
Sr2CuO2Cl2 (SCOC)
Tl2Ba2CuO6+δ (TBCO)
YBa2Cu3O6+y (YBCO)
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