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Clear-Sighted Statistics: An OER Textbook 
Module 16: One-Way ANOVA Tests 
 
Figure 1: The NHST Cycle 
 
I. Introduction 
In Module 15, we conducted hypothesis tests for two sample means. In this module, we will 
review the most basic ANOVA test, a one-way or single-factor ANOVA test. ANOVA tests are 
a series of statistical techniques used to determine whether two or more means are equal. 
While we use ANOVA to determine whether two or more means are equal, this test analyzes 
variance; hence the name ANOVA, which stands for ANalysis Of VAriance. To test multiple 
proportions we use Chi-Square techniques, which will be reviewed in Module 17. 
Ronald A. Fisher developed ANOVA tests in 1918 and formalized them in his 
groundbreaking book Statistical Methods for Research Workers published in 1925.1 He invented 
ANOVA tests while conducting agricultural experiments at the Rothamsted Experimental 
 
Station, one of the world’s oldest agricultural research institutions, which is now called 
Rothamsted Research. 
Fisher was interested in determining whether different “treatments” of crop fertilizers 
produced different average (mean) yields. A treatment is a specific source of variation in each 
data set or treatment. In Fisher’s experiments, the treatments were different ways fertilizers were 
used on the crops. Treatments are nominal or ordinal categories, they are not quantitative 
(interval or ratio) measures. Treatments are often considered independent variables or controlled 
inputs. We also have dependent or outcomes variables, which must be interval or ratio data as we 
must calculate their means and variances. These dependent variables are measurements within 
the treatments.  
Many people find the acronym, ANOVA, confusing because we are interested in 
determining whether all the treatment means are equal, but the analysis is based on analyzing the 
ratios of variance measured three ways: 
1. Treatment Variation: The sum of the squared differences between each 
treatment mean, X̅T, and the grand mean, X̅G. The grand mean is the mean of all 
the random variables regardless of the treatment. Treatment Variation has 
numerous names: Excel uses the term “Between Groups.” We will follow Excel 
and call this source of variation, “Between Groups,” or SSB. This measure is 
also called “Between Samples;” “Treatments (SST),” or “Factors.” Because 
ANOVA is usually used with three or more treatments, the word “between,” 
which implies a space separating two things, is grammatically incorrect. The 
correct preposition would be “among.” 
 
2. Random Variation: The sum of the squared differences between each 
observation and its treatment mean. Excel calls this source of variation “Within 
“Groups.” We will follow Excel’s nomenclature. We will abbreviate “Within 
Groups” as SSW, This measure is also called “Error” and is sometimes 
abbreviated as “SSE.” 
 
3. Total Variation: The sum of the squared differences between each observation 
and the overall or grand mean, X̅G. This is usually abbreviated as Total, SS total 
or Total SS. Excel calls this source of variation “Total.” 
 
 
Table 1 shows the structure of a one-way ANOVA table using Excel’s nomenclature. 
ANOVA tables follow the F-distribution. You will recall from Module 15, F-distributions are 
defined by two different degrees of freedom. The first is degrees of freedom in the numerator 
(SSB), the number of treatments, k, minus one. The second is degrees of freedom in the 
denominator (SSW), which is defined as the total number of observations in all treatments, n, 
minus the number of treatments, n minus k. These are the degrees of freedom used to find the 
critical value of the F-distribution using paper tables or Microsoft Excel. A third degrees of 
freedom is found by n minus 1. It is also the sum of the two other degrees of freedom. The 
ANOVA test finds the ratio between the three estimates of variation as shown on Table 1. The 
result of this analysis is an F-value that will tell us whether this ratio is too large to be the result 
of random sampling error, or not all of the treatment means are equal. 
Table 1: Structure of a One-Way ANOVA Table 
Source of 
Variation 








Between Groups SSB k - 1 SSB/(k - 1) = MSB MSB/MSW 
Within Groups SSW n - k SSW/(n – k) = MSW  
Total Total n - 1   
 
Where: k = number of treatments 
 n = total number of random variables regardless of treatment 
 
Here is how ANOVA works if we were to calculate the ANOVA table by hand. We start 
with the Sum of the Squares (SS) column. First we calculate Total, which is the sum of the 
squared deviations of each variable regardless of treatment from the grand mean, X̅G. Next we 
calculate SSW, the sum of the squared deviations of each treatment variable from its treatment 
mean, X̅T. The SSB is found using the following formula: Total minus SSW = SSB. We will go 
through these calculations in our first example. 
 
The next step is to find the degrees of freedom for SSB, which is the numerator, and 
SSW, which is the denominator, using the formulas shown in Table 1. We could, however, find 
degrees of freedom before we calculate the three Sum of the Squares. Please note: The SS total 
has its own degrees of freedom, found by n minus 1. But, this figure is not used for finding the 
critical value of F. 
Once the Sum of the Squares and degrees of freedom have been entered, we move to the 
right and calculate the Mean Squares (MS) for the numerator and denominator. MSB, mean 
squares for between groups, is defined as SSB/(k minus 1). MSW, mean squares for within 
groups, is defined as SSW/(n minus k).  
With the Mean Squares calculated, we complete the basic ANOVA table by calculating 
the F-value, which is the ratio between MSB and MSW, defined as MSB/MSW. 
The Null Hypothesis for ANOVA test is that all of the treatment means are equal:  
H0: μ1 = μ2 … = μn, 
Or, all treatments come from the same population. The Alternate Hypothesis states that at least 
one pair of treatments have unequal means. The Alternate Hypothesis is not written with 
mathematical notation. Here is an example of the Alternate Hypothesis for an ANOVA test. 
H1: The treatment means are not all equal 
It is a serious mistake to write the Alternate Hypothesis with mathematical notation: 
H1: μ1 ≠ μ2 … ≠ μn 
This statement indicates that all treatment means are unequal. But, all it takes to reject the Null 
Hypothesis is for just one pair of treatments to be unequal. 
After completing this module, you will know how to: 
• Conduct a One-Way ANOVA test by hand and with Microsoft Excel. 
 
 
• Understand that ANOVA is an omnibus test. This means that when you reject 
the Null Hypothesis, you cannot tell which specific treatments are statistically 
different from the others. To determine which pairs of treatments differ from 
each other, you need to use a post hoc test. “Post hoc” means “after the fact.” 
 
• Know how to conduct a rudimentary post hoc analysis using Microsoft Excel to 
construct Fisher’s least square difference (LSD) confidence intervals. 
 
• Calculate the statistical power of the one-way ANOVA test. 
 
• Use Excel to calculate the effect size using eta-squared, η2. 
 
• Know that there are a variety of ANOVA tests. 
 
• Use charts of the F distribution to draw conclusions about the results of your null 
hypothesis significance tests. 
 
For this module you should download the following files: 
• Critical Values Tables for F-distributions at 1 and 5 percent significance levels. 
These files are available in Excel and pdf formats: 
o F-Distribution_.05.xlsx and F-Distribution_.01.xls 
o F-Distribution_.05.pdf and F-Distribution_.01.pdf 
 
• p-value calculator: p-value_Calculators.xlsx. 
 
• The Excel file for the examples shown in this module, 16_Examples.xlsx. 
 
• The Excel file for the exercises at the end of the module:  
o Data for the exercises: 16_Exercises.xlsx 
 
• An Excel template for calculating statistical power, the probability of a Type II 
error, and Fisher’s LSD confidence intervals, 16_ANOVA_Power_PostHoc.xltx. 
 
II. Key ANOVA Assumptions 
There are three key assumptions for an ANOVA test: 
 
Figure 2: The Key ANOVA Assumptions 
 
 
Assumption 1: The treatments are independent. The independence of the treatments is 
ensured with good research design that randomly assigns subjects to the treatments. 
ANOVA tests cannot be used for dependent samples. All examples in this module have 
independent treatments.  
Assumption 2: The treatments are normally distributed. When the treatment data is 
not normally distributed, the ANOVA test may provide misleading results. ANOVA tests, 
like t-tests, are considered robust; which is to say, these tests are useful even when the 
data is somewhat skewed. The assumption of normality can be tested using chi-square 
tests for normality, which we will cover in Module 17. We can also draw histograms to 
visually determine whether the data are normally distributed. We could also use 
dedicated statistics programs such as SPSS to conduct Shapiro-Wilk or Kolmogorov-
Smirnov tests for normality. Some third-party plug-ins for Excel can calculate a Shapiro-
Wilk test. 
When the normality assumption is violated, we use a nonparametric test. The 
most commonly used nonparametric alternative is the Kruskal-Wallis H test, which does 
not require the data to be normally distributed, but does require the treatments to be 
independent.  
For tests using larger sample sizes, we can relax the assumption of normality. The 
normality assumption becomes more important when the sample sizes are very small or 
the effect size is small.  
Assumption 3: The treatments have nearly equal variances. A key assumption of the 
ANOVA Null Hypothesis is that the treatments come from the same population. This 
assumption mandates that the treatments have equal variance. SPSS includes the Levene, 
 
Welch, Brown-Forsythe, and Bartlett’s tests for equality or homogeneity of variance. 
They examine the Null Hypothesis that the treatment variances are equal. When the Null 
Hypothesis is rejected, a nonparametric test like Kruskal-Wallis H should be used instead 
of a One-Way ANOVA test. When using Excel, we can run the F-Test Two Sample for 
Variance tool using the samples with the smallest and largest variance to determine 
equality of variance.  
The rule of thumb for one-way ANOVA tests with treatments that have equal 
sample size is that the ratio between the smallest and largest treatment standard 
deviations should be less than 2:1, or 4:1 when using variance although some 
commentators say that the variance ratio as high as 5:1 is acceptable. One-way ANOVA 
tests are robust and can be used when treatment variances are not equal. When the 
treatments do not have equal sample sizes, however, there is an issue with equality of 
variance, the largest treatment sample size should be no more than 1.5 times the size of 
the smallest sample size.  
III. Advantages of the ANOVA test Over Two-Sample t-tests For Independent Means 
ANOVA is actually an extension of the two-sample t-test for independent means, where F = t2. 
We could use an ANOVA test instead of the two sample t-tests for independent means when we 
have only two samples. The big advantage of the ANOVA test, however, is that it allows us to 
compare more than two samples simultaneously. With a two-sample t-test for independent 
means, we would have to test each combination of two samples out of the total number of 
samples. You can calculate the number of two-sample t-tests you would have to conduct using 
this formula: Number of two-sample t-test = k(k – 1)/2, where k is the number of treatments. 
Table 2 shows the number of two-sample t-tests based on the number of treatments.  
 







2 1 2(2 - 1)/2 =1 
3 3 3(3 - 1)/3 = 3 
4 6 4(4 - 1)/4 = 6 
5 10 5(5 - 1)/5 = 10 
6 15 6(6 - 1)/6 = 15 
 
Not only is running multiple t-tests time consuming, the probability of committing a Type 
I error increases drastically. Consider testing four treatments: A, B, C, and D using two-sample t-
tests. We would be required to conduct 6 two-sample t-tests: 1) A vs. B, 2) A vs. C, 3) A vs. D, 
4) B vs. C, 5) B vs. D, and 6) C vs. D. If we are using a 5 percent level of significance for a 
single test, the probability of avoiding a Type I error is 95 percent found by 1.00 – 0.05. The 
probability of running six tests with no Type I error is 0.95 to the sixth power, or 0.95 * 0.95 * 
0.95 * 0.95 * 0.95 * 0.95 = 0.735. The probability of at least one Type I error is 0.265, found by 
1 – 0.735, not 0.05. 
IV. One-Way ANOVA Test Examples 
Example 1: By Hand 
 
1) Test Set-Up 
 
Let’s start with an example using small data sets. Gotham Sprockets makes finely machined 
sprockets. The Vice President of Production wants to find out which of three production 
methods—X, Y, and Z—yields the highest hourly production rate. She randomly assigned 
experienced machinists to use one of the three production methods. The research question: Are 
the yields equal for all three treatments? Here are the results: 
Table 3: Number of Sprockets Produced in an Hour 
 Method X Method Y Method Z 
 52 58 69 
 44 55 64 
 59 48 60 
 
 60 50 46 
 44 45 40 
 55 54 52 
 60 44 62 
 52 52 65 
 55 54 61 
 57 --- --- 
n 10 9 9 
Mean, X̅ 53.80 51.11 57.67 
SD, s 5.92 4.73 9.60 
 
As part of good research design, the sample size should be determined before the data is 
selected. A major consideration in determining how large a sample is needed is to consider the 
size of an effect we want to uncover. Remember: When our sample is too small, we may not be 
able to determine whether there is a difference in the production rate among the three treatments. 
In other words, we are prone to commit a Type II or β error: Failing to reject a Null Hypothesis 
when there is actually an important effect. We can determine the probability of committing a 
Type II and statistical power, 1 minus P(Type II), after the ANOVA test has been conducted. 
This is called a post hoc power analysis. Many statisticians argue that this is not ideal. They 
prefer a priori power analyses, or an analysis conducted before the data are collected. We will 
conduct a post hoc or after the event analysis of statistical power using the Excel template found 
in Module16_ANOVA_Power_PostHoc.xltx. This template will also calculate effect size using 
eta-squared, η2, the most commonly used measure of effect size for one-way ANOVA Tests. 
G*Power can conduct an a priori power analysis, but we shall not cover it in this module. 
2) Select a Level of Significance, α 
The level of significance is 5 percent.  
3) State the Null and Alternate Hypotheses 
 
The Null and Alternate Hypotheses are: 
H0: μX = μY = μZ; H1: The treatment means are not all equal. 
 
4) Compose the Decision Rule 
The critical values table for F-distributions are very large. To make them a bit more manageable, 
all F-tests are forced to be right-tailed tests based on degrees of freedom in the numerator and in 
the denominator. Even so, these tables often are missing critical values for some combinations of 
degrees of freedom. Excel will calculate the critical F values for any combinations of 
significance levels and degrees of freedom in the numerator and denominator 
As previously stated, degrees of freedom in the numerator is defined as the number of 
treatments, k, minus one. In this case, there are three treatments, so we have 2 degrees of 
freedom found by 3 minus 1. Degrees of freedom in the denominator is defined as the total 
number of observations minus k. In this case, n is 28 with 3 treatments so we have 25 degrees of 
freedom found by 28 minus 3. Table 4 shows the formulas for finding the degrees of freedom in 
the numerator and denominator. 
Table 4: Finding Degrees of Freedom (df) in the Numerator and the Denominator 
df in the Numerator k - 1 
df in the Denominator n - k 
 
Here is the critical value for F(2, 25) with a 5 percent significance level is 3.39, found using 
the critical values table: 
 
Figure 3: Critical Value for F(2, 25) at a 5% significance level 
 
When using a critical value table it is imperative that you double-check that you are using 















You can also determine the critical value of F using Excel. Here is the Excel formula for 
finding the critical value of F: =F.INV.RT(α,df numerator,df denominator), where α is the level 
of significance. As shown in Figure 4, Excel reports the critical value as 3.38518996, which is 
rounded off to 3.39 in the critical values table. 
 
Figure 4: F.INV.RT Function 
 
The decision rule: Reject the Null Hypothesis if F is > 3.39. Figure 5 shows a chart for 
F(2,25) with a 5 percent rejection region, which is the area in black on the right tail: 
 
Figure 5: F-Distribution at a 5% significance level for F(2, 25) 
 
5) Calculate the Value of the Test Statistic, p-Value, and Effect Size 
 
Table 5 shows the basic ANOVA table calculations: 

















Between Groups SSB k – 1 SSB/(k – 1) =MSB MSB/MSW 
Within Groups SSW n – k SSW/(n – k) = MSW  
Total Total n – 1   
 
There are several steps to complete an ANOVA table: 
 
# 1: Fill in the degrees of freedom 
 
We already did this step when we wrote the decision rule. Table 6 shows the ANOVA table with 
the degrees of freedom added: 
Table 6: Basic ANOVA Table Calculation 












Between Groups SSB 2 SSB/(k – 1) =MSB MSB/MSW 
Within Groups SSW 25 SSW/(n – k) = MSW  
Total SS Total 27   
 
# 2: Calculate the Sum of the Squares Total (Total) 
 
Equation 1 shows the formula for the Sum of the Squares Total, which Excel calls Total is: 
 
 Total =  Σ(X − X̅G)
2 
Equation 1: Sum of the Squares Total 
 
The grand mean, X̅G, is the mean of all the variables regardless of which treatment they have 
been assigned to.  
Table 7: Calculation of the Grand Mean, X̅G 
 Method X Method Y Method Z  
 52 58 69  
 44 55 64  
 59 48 60  
 60 50 46  
 44 45 40  
 55 54 52  
 60 44 62  
 52 52 65  
 55 54 61  
 57 --- ---  
n 10 9 9 ΣX = 1,517 
Mean 53.80 51.11 57.67 n = 28 
SD, s 5.92 4.73 9.60 X̅G = 54.18 
 
 
Once the grand mean is found, the next step for the calculation of the SS total is to subtract the 
grand mean for each random variable, as shown in Table 8. 
Table 8: X - X̅G (X̅G = 54.18) 
X X X X - X̅G (54.18) 
Method X Method Y Method Z Method X Method Y Method Z 
52 58 69 -2.18 3.82 14.82 
44 55 64 -10.18 0.82 9.82 
59 48 60 4.82 -6.18 5.82 
60 50 46 5.82 -4.18 -8.18 
44 45 40 -10.18 -9.18 -14.18 
55 54 52 0.82 -0.18 -2.18 
60 44 62 5.82 -10.18 7.82 
52 52 65 -2.18 -2.18 10.82 
55 54 61 0.82 -0.18 6.82 
57 --- --- 2.82 --- --- 
 
The final step for calculating SS total is to square these deviations from the grand mean and then 
sum them as shown in Table 9. 
Table 9: Σ(X - X̅G)2 = SST 
Method X Method Y Method Z 
4.75 14.60 219.67 
103.60 0.67 96.46 
23.25 38.17 33.89 
33.89 17.46 66.89 
103.60 84.25 201.03 
0.67 0.03 4.75 
33.89 103.60 61.17 
4.75 4.75 117.10 
0.67 0.03 46.53 
7.96 --- --- 
 Total = 1,428.11 
 
We then enter the SS total into the ANOVA Table. See Table 10. 
 
Table 10: Basic ANOVA Table Calculation With SS total 











Between Groups SSB 2 SSB/(k – 1) =MSB MSB/MSW 
Within Groups SSW 25 SSW/(n – k) = MSW  
Total 1,428.11 27   
 
# 3: Calculate the Sum of the Squares Error Within Groups (SSW)  
 
The formula is: 
 
Sum of the Squares Within Groups =  Σ(X − X̅T)
2 
Equation 2: SSW 
 
The first step in calculating SSW is to find each of the treatment means. Then subtract the 
treatment for each variable in the treatment. See Table 11. 
Table 11: X - X̅T 
 Method X Method Y Method Z  Method X Method Y Method Z 
 52 58 69  -1.80 6.89 11.33 
 44 55 64  -9.80 3.89 6.33 
 59 48 60  5.20 -3.11 2.33 
 60 50 46  6.20 -1.11 -11.67 
 44 45 40  -9.80 -6.11 -17.67 
 55 54 52  1.20 2.89 -5.67 
 60 44 62  6.20 -7.11 4.33 
 52 52 65  -1.80 0.89 7.33 
 55 54 61  1.20 2.89 3.33 
 57 ---  ---   3.20 ---  ---  
n 10 9 9     
Mean 53.80 51.11 57.67     
SD, s 5.92 4.73 9.60     
 
The final step is to square the deviations of the treatment means, sum them, and add the SSW to 
the ANOVA table. See Tables 11 and 12. 
Table 12: Σ(X - X̅T)2 = SSE 
Method X Method Y Method Z 
3.24 47.46 128.44 
96.04 15.12 40.11 
 
27.04 9.68 5.44 
38.44 1.23 136.11 
96.04 37.35 312.11 
1.44 8.35 32.11 
38.44 50.57 18.78 
3.24 0.79 53.78 
1.44 8.35 11.11 
10.24 ---  ---  
 SSE = 1,232.49 
 
Table 13: Basic ANOVA Table Calculation With SSE 
 











Between Groups SSB 2 SSB/(k – 1) =MSB MSB/MSW 
Within Groups 1,232.49 25 SSW/(n – k) = MSW  
Total 1,428.11 27   
 
# 4: Calculate the Sum of the Squares Treatments Between Groups (SSB)  
 
The formula for the SSB is: SSB = Total – SSW. The SSB is 195.62, found by 1,428.11 minus 
1,232.49. Once this value has been calculated, we add it to the ANOVA table. See Table 13. 
Table 14: Basic ANOVA Table Calculation With SSE 












Between Groups 195.22 2 SSB/(k – 1) =MSB MSB/MSW 
Within Groups 1,232.49 25 SSW/(n – k) = MSW  
Total 1,428.11 27   
 
# 5: Calculate the Mean Square Between Groups (MSB) and Mean Square Within Groups 
(MSW) 
 
Moving to the right, we calculate the Mean Squares using the formula shown in Table 14. The 
results are shown in Table 15. 
Table 15: Basic ANOVA Table Calculation With SSE 












Between Groups 195.22 2 97.809 MSB/MSW 
Within Groups 1,232.49 25 49.300  
Total 1,428.11 27   
 
# 6: Solve for F (MST/MSE) 
 
The final step is to calculate F, which is the ratio between MSB and MSW. Table 16 shows the 
completed ANOVA Table. 
Table 16: Basic ANOVA Table Calculation With SSE5 











Between Groups 195.22 2 97.809 1.984 
Within Groups 1,232.49 25 49.30  
Total 1,428.11 27   
 
The F-value is 1.984. Unfortunately, we cannot use the critical values table to calculate p-
values, but we can calculate it using Excel. Here is the formula:  
=F.DIST.RT(F-value,df in numerator,df in denominator) 
Equation 3: p-Value Function in Excel 
 
The p-value is 15.86 percent. Because the p-value is greater than the significance level, we fail to 
reject the Null Hypothesis. Our tentative conclusion: All treatment means are equal. A power 
analysis is needed whenever we fail to reject the null hypothesis.  
Because we will fail to reject the Null Hypothesis, there is no need to conduct a post hoc 
analysis to determine which of the three treatments are unequal. But, we do need to determine 
the power of this test. Most statisticians suggest that power should be at least 80 percent. Some 
are willing to accept a test with only 70 percent power. Figure 6 shows the statistical power 
calculation using Excel for our example. This analysis is based on the one that appears in Conrad 
Carlberg’s book, Statistical Analysis: Microsoft Excel 2016.2 Figure 6 shows that statistical 
power is only 37 percent, which is far too low because we have a 63 percent probability of 
committing a Type II error. In Module 13 we compared NHST to a jury trial that either convicts 
 
the defendant (reject the Null Hypothesis) or fails to convict the defendant (does not reject the 
Null Hypothesis). Sometimes, however, we end up with a mistrial. In cases like this with low 
statistical power, the prosecutor—the researcher—failed to properly design the test. The sample 
sizes are far too small to uncover an effect, should one actually exist. In a jury trial, the judge 
could declare a mistrial because the decision is invalid due to an error in the proceedings. When 
we lack statistical power—when sample sizes are too small, for instance—findings are 
inconclusive. While there is no double jeopardy in a jury trial, researchers can redo their 
ANOVA test using larger sample sizes. 
 
Figure 6: Example 1 - Statistical Power is only 37% and the P(Type II) is 67% 
 
The ANOVA test tells us whether or not the treatment means are equal. The ANOVA test 
does not tell us how much the treatment means differ. Nor does it say whether the differences are 
small, medium, or large. Effect size, which most reputable scholarly publications require 
whenever researchers use ANOVA tests, estimates the size of the difference we found. With 
ANOVA tests there are several commonly used measures of effect size. Eta-squared, η2, is the 
 
measure most commonly used for one-way ANOVA tests. Here is the formula for eta-squared 








Equation 4: Formula of Eta-Squared and Its Calculation 
 
An eta-squared value of 0.1367 means that 13.67 percent of the total variance is accounted for by 
the treatments. This effect size does not imply causation. Jacob Cohen, a psychologist and 
pioneer of effect sizes, suggested the following guidelines for interpreting effect size:3 
• Minimal Effect: <0.01 
• Small Effect: 0.01 
• Medium Effect: 0.059 
• Large Effect: 0.138 
 
Our effect is 0.1367, is nearly a large effect. A large effect size may indicate practical 
significance even we the data lack statistical significance. 
6) Decide and Report 
 
The F-value of 1.98 is less than the critical value of 3.39 and the p-value, 15.86 percent, is 
greater than the 5 percent significance level. This provides support for our decision not to reject 
the Null Hypothesis. Figure 7 shows a chart of the rejection region and p-value for this F-
distribution 
 
Figure 7: F-Distribution for F(2, 25) at a 5% significance level with a p-value of 15.91. 
 
 
Conclusion: We lack sufficient evidence to reject the Null Hypothesis. But, given the high 
probability of a Type II Error, 63%, the test is inconclusive. We cannot confidently declare that 
any difference in the mean hourly production rates is merely random sampling error.  
 
Another thing that should be apparent: Completing an ANOVA table by hand is time-
consuming even when we use tiny samples. To achieve statistical power, we must use bigger 
samples, but bigger samples require more time-consuming calculations. We can save time by 
using Microsoft Excel. In addition to saving time, ANOVA tables constructed by Excel tend to 
be more accurate than performing a lot of mundane calculations by hand. Remember: No one 
should invest a half hour doing ANOVA’s simple arithmetic when Excel can construct an 
ANOVA table in a few seconds. 
Example 2: Using Microsoft Excel 
 
1) Test Set-Up 
 
In Module 15, we looked at a two-sample t-test with unequal variances. With one of our 
exercises, we had two overly caffeinated brothers: Jittery Joe and Caffeine Carl. The brothers 
operate competing espresso stands at either end of a very large shopping mall. They have been 
arguing heatedly about whose espresso stand is more successful. Their mother hired you to settle 
this dispute. You found a p-value of 96.26 percent, and properly concluded that there is no 
evidence that either brother has higher daily sales of espresso.  
Your analysis impressed the boys’ mother. She also owns a stand at the mall that sells hot 
beverages. She calls her stand Muriel Bristol’s Proper English Tea even though her name is 
Marge.4 She claims her tea is proper English tea with milk always placed in the cup before the 
tea. After seeing her sons’ results, she thinks her stand has higher sales. She thinks it would be a 
 
good lesson to prove this, so she asked you to determine if she and her two sons have equal daily 
beverage sales at their respective stands. Table 16, shows the daily sales data for Muriel and her 
sons. Please note: Despite the fact that we had to use an unequal variance t-test when we 
compared the daily sales for the two brothers, we can still compare the daily sales for the three 
vendors because the ratio between the lowest and highest variances, 2.10, is not so large as to 
violate the assumption of equality of variance. 














1 $1,503 $1,755 $1,588 34 $1,250 $1,675 $1,603 
2 $1,495 $1,655 $1,517 35 $1,497 $1,411 $1,595 
3 $1,565 $1,755 $1,537 36 $1,498 $1,428 $1,592 
4 $1,625 $1,525 $1,625 37 $1,475 $1,802 $1,575 
5 $1,495 $1,333 $1,540 38 $1,445 $1,565 $1,532 
6 $1,702 $1,755 $1,602 39 $1,359 $1,795 $1,555 
7 $1,500 $1,465 $1,574 40 $1,403 $1,875 $1,555 
8 $1,450 $1,777 $1,595 41 $1,402 $1,875 $1,532 
9 $1,325 $1,426 $1,555 42 $1,566 $1,755 $1,616 
10 $1,685 $1,553 $1,532 43 $1,450 $1,685 $1,539 
11 $1,503 $1,495 $1,555 44 $1,027 $1,324 $1,632 
12 $1,703 $1,475 $1,555 45 $1,345 $1,322 $1,552 
13 $1,410 $1,358 $1,551 46 $1,551 $1,625 $1,558 
14 $1,502 $1,420 $1,555 47 $1,498 $1,355 $1,574 
15 $1,455 $1,423 $1,543 48 $1,602 $1,358 $1,525 
16 $1,399 $1,335 $1,518 49 $1,598 $1,315 $1,539 
17 $1,503 $1,301 $1,532 50 $1,402 $1,495 $1,552 
18 $1,498 $1,525 $1,524 51 $1,545 $1,375 $1,560 
19 $1,586 $1,333 $1,588 52 $1,552 $1,695 $1,622 
20 $1,550 $1,775 $1,573 53 $1,648 $1,350 $1,709 
21 $1,398 $1,777 $1,752 54 $1,703 $1,375 $1,585 
22 $1,402 $1,495 $1,620 55 $1,755 $1,785 $1,620 
23 $1,650 $1,335 $1,525 56 $1,545 $1,350 $1,563 
24 $1,455 $1,459 $1,519 57 $1,550 $1,288 $1,555 
25 $1,565 $1,403 $1,612 58 $1,553 $1,325 $1,555 
26 $1,503 $1,425 $1,567 59 $1,535 $1,810 $1,711 
27 $1,575 $1,436 $1,618 60 $1,553 $1,320 $1,535 
28 $1,425 $1,354 $1,608 61 $1,549 $1,333 $1,575 
29 $1,552 $1,402 $1,715 62 $1,402 $1,325 $1,535 
30 $1,547 $1,485 $1,578 63 $1,555 $1,322 $1,565 
31 $1,386 $1,726 $1,604 64 $1,501 $1,455 $1,540 
32 $1,235 $1,595 $1,632 65 $1,543 $1,350 $1,535 
33 $1,799 $1,279 $1,600 66 $1,558 $1,550 $1,550 
 
Given that we have more than two samples, you cannot conduct a t-test without an 
unreasonable high probability of committing a Type I error. You, therefore, correctly decide to 
 
conduct a one-way ANOVA test. Of course, you will have to conduct a post hoc analysis, effect 
size measurement, and power analysis. 
2) Select a Level of Significance, α 
 
You select a 5 percent significance level. 
3) State the Null and Alternate Hypotheses 
 
H0: μj = μc = μM; H1: The treatment means are not all equal 
 
4) Compose a Decision Rule 
 
Degrees of freedom in the numerator is defined as the number of treatments, k, minus one. In this 
case, there are three treatments, so we have two degrees of freedom. Degrees of freedom in the 
denominator is defined as the total number of observations minus k. In this case, 198 
observations minus 3 treatments = 195 degrees of freedom. Table 18 shows the formulas for 
finding the degrees of freedom in the numerator and denominator.  
Table 18: Finding Degrees of Freedom (df) in the Numerator and the Denominator 
df in the Numerator k - 1 3 – 1 = 2 
df in the Denominator n - k 198 – 3 = 195 
 
The critical value for F2,195 at a 5 percent significance level is not available on the critical values 
table. You can find the critical value using Excel. Equation 5 shows Excel’s critical value 
function for F-distributions is the formula: 
=F.INV.RT(α,df numerator,df denominator) 
Equation 5: Excel's Critical Value Function for F 
 
Excel’s ANOVA tool will report the critical value as well. 
 
Excel reports the critical value as 3.0422299, which we round off to 3.04. The decision 
rule is: Reject the Null Hypothesis if F is greater than 3.04. Figure 8 shows a chart of the F-
distribution for 3 degrees of freedom in the numerator and 195 in the denominator with a 5 
percent significance level. The decision rule: Reject the Null Hypothesis if F is > 3.04. 
 
 
Figure 8: F-distribution with 2 degrees of freedom in the numerator and 195 in the denominator with 5% 
significance level 
 
5) Calculate the Value of the Test Statistic and p-Value 
 
Here is how to construct in a few seconds a one-way or single factor ANOVA table using 
Excel’s Data Analysis ToolPak. The process has three simple steps: 
# 1: Click on the Data Analysis icon on Excel’s Ribbon. The icons for this tool for Windows and 
Macintosh versions of Excel are shown in Figure 9: 
 
 
Figure 9: Data Analysis icon in Excel's ribbon 
 
# 2: Click on “Anova: Single Factor” and click OK. The “Anova: Single Factor” option is the 




Figure 10: Data Analysis: Analysis Tools 
 
# 3: In the data input window, enter the data in the input range, the significance level under 
Alpha, and the Output range. See Figure 11. 
 
Figure 11: Data input window for Anova: Single Factor 
 
Enter the input range, which is in columns. Make certain the “Labels in first row box” is 
checked. Enter the significance level in the Alpha box and select the output range. Then click 
OK. Excel will return the analysis in the output range. Figure 12 shows the output. Excel 
 
generates this analysis in a few seconds. Constructing this ANOVA table by hand could take 
well over 30 minutes. 
 
Figure 12: One-Way ANOVA Table 
 
The calculated value for F is 6.83 with a p-value of only 0.0014 or 0.14 percent. Excel also 
provides the critical value for F, 3.0422299 or 3.04. The output also provides a very handy 
statistical summary of the three treatments: Sample size (count), Average (mean), and Variance 
(s2).  
Unfortunately Excel’s ANOVA tool fails to conduct three important analyses: 1) Post 
hoc analysis, 2) Calculate statistical power, and 3) Calculate effect size. Let’s turn to the 
calculations of statistical power and effect size now, which are easy to do in Excel. We will 
conduct a post hoc analysis in the next section. 
Figure 13 shows the results for effect size, statistical power, and the probability of a Type 
II error. This worksheet also calculates eta-squared. A 6.55 percent effect size is a moderate 
effect size; suggests that our findings have practical significance.  
Statistical power is high at 91.8 percent and the probability of a Type II error is low, 8.2 
percent. We should be confident that the results of this test have sufficient power. 
Anova: Single Factor
SUMMARY
Groups Count Sum Average Variance
Jittery Joe 66 99361 1505.4697 15253.2375
Caffeine Carl 66 99278 1504.21212 31982.5697
Muriel Bristol's 66 104050 1576.51515 2405.11515
ANOVA
Source of Variation SS df MS F P-value F crit
Between Groups 226088.859 2 113044.429 6.83172817 0.00135628 3.0422299




Figure 13: Post hoc power analysis for F(2, 189) and a 5% significance level. 
 
6) Decide and Report 
 
Our decision is to reject the Null Hypothesis: 6.85 is greater than the critical value of 3.04 and 
the p-value of 0.14 percent is less than the 5 percent significance level. We conclude that there is 
a statistically significant difference among the three vendors of hot beverages. Given this low p-
value, we would also reject the Null Hypothesis had we used a stricter 1 percent significance 
level. We need not be concerned with statistical power when we reject the null hypothesis, with 
power at over 90 percent, there is little chance that our findings are due to random sampling 
error. Conclusion: The three hot beverage stands do not have equal daily sales.  
As previously stated, ANOVA is an omnibus test. We now know that the three treatments 
are not all equal, but we do not know which treatments are not equal. A post hoc analysis is 
required to answer this question. There are many types of post hoc analyses, the simplest of 
which is to construct a series of confidence intervals. We could create a LSD (Least Significant 
Difference) confidence intervals for all the pairs: 1) Jittery Joe and Caffeine Carl. 2) Jittery Joe 
Statistical Power for a One-Way ANOVA Test
Directions: Enter the values in the RED cells from the data in the ANOVA table.
You may use Excel's Paste Special ==> Values command to enter this data.
Level of Significance, α 0.05 User Entered
SS Between Groups, (SSB) 226,099.859 User Entered
Mean Square  Within Groups, (MSW) 16,546.974 User Entered
Lambda, λ 13.6641
df1 2 User Entered
df2 195 User Entered
Total (SS Total) 3,452,748.810 User Entered
Effect Size (Eta-Squared, η2) 0.0655
e 2.7183
CV for F 3.04
Power 91.8%
P(Type II or β Error) 8.2%
 
and Muriel Bristol and 3) Caffeine Carl and Muriel Bristol. Equation 6 shows the formula for 
constructing a LSD confidence interval: 







Equation 6: Formula for LSD Confidence Intervals 
 
Where: X̅1 = mean from the first treatment 
 X̅2 = mean from the second treatment 
 n1 and n = number of observations in the selected treatments 
 t is the critical value = t with n – k degrees of freedom 
 MSW = Mean Squares With Groups 
 
Please note: You can find the number of pairs using combinations. Equation 7 shows the 
formula for combinations in Excel: 
=COMBIN(number,number_chosen) 
=COMBIN(3,2) = 3 
Equation 7: Finding the Number of Combinations in Excel 
 
Out of three treatments there are three pairs, for four treatments there are six pairs, and for five 
treatments there are ten pairs. 
Here is how we interpret the results of our LSD confidence intervals: 
Table 19: Interpreting LSD Confidence Intervals 
LCL* is UCL* is Conclusion 
Negative Positive Treatment means are equal 
Negative Negative Treatment means are unequal 
Positive Positive Treatment means are unequal 
*LCL is lower confidence limit, UCL is upper confidence limit 
Let’s compare Jittery Joe with Caffeine Carl. The degrees of freedom for t with a 95 
percent confidence level with 195 degrees of freedom is 1.653. This was found using the 
following Excel Formula: T.INV(1-alpha,df), or TINV(1-0.05,198). 














) = −35.749 & + 38.265 
Equation 8: LSD Confidence Interval: Jittery Joe's Sales Equals Caffeine Carl's 
 
As expected, at a 95 percent confidence level, there is no statistically significant difference 
between Jittery Joe and Caffeine Carl given that the LCL is negative and the UCL is positive. 
Here is the comparison between Jittery Joe and Muriel Bristol: 






) = −108.057 & − 34.043 
Equation 9: LSD Confidence Interval: Jittery Joe's Sales Does Not Equal Muriel Bristol’s 
 
Daily beverage sales at Jittery Joe’s stand are not equal to the daily sales at Muriel Bristol’s 
stand. His mother’s stand has higher sales because both the LCL and UCL are negative.  
The LSD confidence interval also shows that Caffeine Carl’s sales does not equal 
sales for Muriel Bristol. 






) = −109.310 & − 35.296 
Equation 10: LSD Confidence Interval: Caffeine Carl’s Sales Does Not Equal Muriel Bristol's 
 
Calculating the LSD confidence intervals by hand can be time consuming. While Excel lacks 
built-in post hoc analysis function, you can use the attached LSD confidence interval template 
found in Module16_ANOVA_Power_PostHoc.xltx to conduct this analysis quickly. When you 
open this Excel template, a standard workbook opens with the formatting and functions 
contained in the template. Enter the data for the red cells. These data are in your completed 
ANOVA table. Remember: You must construct LSD confidence intervals for all the pairs.  
LCD #1: Jittery Joe and Caffeine Carl – No Difference 
 
 
Figure 14: LSD Confidence Intervals for Post Hoc Analysis from LSD_ConfidenceIntervals.xltx – Jittery Joe vs. 
Caffeine Carl 
 
LCD #2: Jittery Joe and Muriel Bristol –Difference 
 
 
Figure 15: LSD Confidence Intervals for Post Hoc Analysis from LSD_ConfidenceIntervals.xltx – Jittery Joe vs. 
Muriel Bristol 
 
LCD #3: Caffeine Carl and Muriel Bristol –Difference 
Post Hoc Analysis Using Least Significant Difference Confidence Intervals
Enter data in the RED cells.
Level of Significance, α: 0.05 User Entered
Mean 1: 1,505.46970 User Entered
Mean 2: 1,504.21212 User Entered
Difference: 1.2576
Critical Value for t: 1.653
df for MSW (MS-Within Groups): 195 User Entered
MSW (MS-Within Groups): 16,545.97 User Entered
n1: 66 User Entered
n2: 66 User Entered
t(SQRT(MSW(1/n1+1/n2)): 37.007
Lower Confidence Limit (LCL): -35.749
Upper Confidence Limit (UCL): 38.265
Decision: No Difference
Repeat this analysis for each of the treatment pairs.
Post Hoc Analysis Using Least Significant Difference Confidence Intervals
Enter data in the RED cells.
Level of Significance, α: 0.05 User Entered
Mean 1: 1,505.46970 User Entered
Mean 2: 1,576.51515 User Entered
Difference: -71.0454
Critical Value for t: 1.653
df for MSW (MS-Within Groups): 195 User Entered
MSW (MS-Within Groups): 16,545.97 User Entered
n1: 66 User Entered
n2: 66 User Entered
t(SQRT(MSW(1/n1+1/n2)): 37.007
Lower Confidence Limit (LCL): -108.053
Upper Confidence Limit (UCL): -34.038
Decision: Difference




Figure 16: LSD Confidence Intervals for Post Hoc Analysis from LSD_ConfidenceIntervals.xltx – Caffeine Carl  vs. 
Muriel Bristol 
 
Conclusion: Daily sales at Muriel Bristol’s beverage stand are higher than the sales of Jittery Joe 
and Caffeine Carl. 
Please note: Some commercial Excel plug-ins conduct a post hoc analyses when the 
ANOVA test is performed. Figure 17 shows the ANOVA test results with two post hoc analyses: 
Pairwise t-tests and a Tukey simultaneous comparison t-values test using the MegaStat plug-in. 
Information about MegaStat can be found at this link. Dedicated statistical programs like SPSS 
can run a wide variety of post hoc analyses when the ANOVA test is conducted.  
Post Hoc Analysis Using Least Significant Difference Confidence Intervals
Enter data in the RED cells.
Level of Significance, α: 0.05 User Entered
Mean 1: 1,504.21212 User Entered
Mean 2: 1,576.51515 User Entered
Difference: -72.3030
Critical Value for t: 1.653
df for MSW (MS-Within Groups): 195 User Entered
MSW (MS-Within Groups): 16,545.97 User Entered
n1: 66 User Entered
n2: 66 User Entered
t(SQRT(MSW(1/n1+1/n2)): 37.007
Lower Confidence Limit (LCL): -109.310
Upper Confidence Limit (UCL): -35.296
Decision: Difference
Repeat this analysis for each of the treatment pairs.
 
 
Figure 17: ANOVA and post hoc analysis found using MegaStat 
 
V. Other Types of ANOVA 
There are many types of ANOVA tests not typically covered in an introductory statistics course. 
These tests include: 
1. One-Way Repeated Measures ANOVA: These ANOVA tests make repeated measures 
over time. A pharmaceutical company testing two or more medications for controlling 
adult onset diabetes may test the blood sugar of participants several times a day; which is 
to say, it will take repeated measures. Such tests are also known as within-subject 
ANOVA and ANOVA for correlated samples. 
One factor ANOVA
 Mean n Std. Dev
1,505.5 66 123.50 Jittery Joe
1,504.2 66 178.84 Caffeine Carl
1,576.5 66 49.04 Muriel Bristol's
 1,528.7 198 132.39 Total
 
ANOVA table  
Source SS    df MS F    p-value
Treatment 226,088.86 2 113,044.429 6.83 .0014
Error 3,226,659.95 195 16,546.974 
Total 3,452,748.81 197
Post hoc  analysis
p-values for pairwise t-tests
Caffeine Carl Jittery Joe Muriel Bristol's
1,504.2 1,505.5 1,576.5 
Caffeine Carl 1,504.2 
Jittery Joe 1,505.5 .9553
Muriel Bristol's 1,576.5 .0015 .0018
Tukey simultaneous comparison t-values (d.f. = 195)
Caffeine Carl Jittery Joe Muriel Bristol's
1,504.2 1,505.5 1,576.5 
Caffeine Carl 1,504.2 
Jittery Joe 1,505.5 0.06 
Muriel Bristol's 1,576.5 3.23 3.17 




2. Two-Way Anova Without Replication: An ANOVA Test with two sets of independent 
variables or treatments. Excel’s Data Analysis ToolPak can conduct this test. 
3. Two-Way Anova With Replication: An ANOVA Test with two sets of independent 
variables or treatments. Replication refers to whether the researcher is replicating the test 
with multiple groups. Excel’s Data Analysis ToolPak can conduct this test. 
4. Factorial ANOVA: Like a two-way ANOVA test with additional independent variables, 
treatments, or factors. 
5. MANOVA: Multivariate Analysis of Variance: An ANOVA test with more than one 
dependent variable. 
6. ANCOVA (Analysis of Covariance): An extension of ANOVA used to determine 
whether the treatments are equal across independent variables. 
7. MANCOVA (Multivariate Analysis of Covariance): An extension of ANCOVA for 
multiple dependent variables. 
8. Kruskal-Wallis H test: A nonparametric version of a One-Way ANOVA test. 
VI. Summary 
The one-way ANOVA test is a very simple and extremely useful way of determining whether 
two or more independent samples have equal means. When we meet the basic assumptions of the 
ANOVA test, Microsoft Excel is a very handy tool for running these tests. Unfortunately Excel’s 
ANOVA test tool does not conduct a post hoc analysis when the Null Hypothesis is rejected, nor 
does it calculate effect size as measured by eta-squared, or estimate statistical power and the 
probability of committing a Type II error. Fortunately, these analyses can be performed using 
Excel’s built-in functions. Templates for these analyses were shown. 
VII. Exercises 
 
Conduct one-way ANOVA tests for the following problems using Microsoft Excel. The data is 
available in 16_Exercises.xlsx. Using the templates found in 16_ANOVA_Power_PostHoc.xltx, 
estimate eta-squared, statistical power, and the probability of committing a Type II error. 
Perform a post hoc analysis when necessary using LSD confidence intervals.  
Exercise 1: 
 
1) Test Set-Up 
General Cereals is a large manufacturer of pre-sweetened, ready-to-eat children’s cereals. One of 
its oldest brands is Super Golden Sweeties. As part of its marketing efforts, General Cereals has 
been running a test market for new package designs for Super Golden Sweeties. The test ran for 
50 weeks in small test markets. Table 20 shows the results based on cases sold per week in the 
test markets for each of the four package designs: 
Table 20: Weekly Cases sold of Super Golden Sweeties  
Week Design 1 Design 2 Design 3 Design 4 
1 11 20 17 15 
2 22 22 17 18 
3 16 16 12 17 
4 14 19 17 17 
5 15 16 16 18 
6 11 18 15 20 
7 17 15 17 19 
8 24 17 18 17 
9 18 19 17 18 
10 15 18 19 19 
11 11 14 16 19 
12 11 19 17 18 
13 22 20 17 16 
14 16 16 12 17 
15 14 19 17 14 
16 15 16 16 13 
17 11 19 15 20 
18 17 18 17 17 
19 24 15 18 18 
20 18 19 17 18 
21 15 18 19 17 
22 11 12 17 20 
23 22 19 17 15 
24 16 20 12 16 
 
25 14 19 17 21 
26 15 16 16 16 
27 11 12 15 20 
28 17 15 17 17 
29 24 15 18 19 
30 18 19 17 19 
31 15 18 19 20 
32 11 12 17 19 
33 22 10 17 18 
34 16 15 12 20 
35 14 19 17 18 
36 15 16 16 20 
37 11 12 15 20 
38 17 15 17 20 
39 24 15 18 15 
40 18 19 17 14 
41 15 18 19 16 
42 11 12 16 19 
43 15 18 19 18 
44 11 12 16 16 
45 16 16 16 19 
46 12 15 19 20 
47 22 10 17 19 
48 15 18 19 20 
49 19 16 18 17 
50 16 17 15 18 
 
2) Select a Level of Significance, α 
 
The level of significance has been set at 5 percent. 
3) State the Null and Alternate Hypotheses 
4) Compose a Decision Rule 
 
5) Calculate the Value of the Test Statistic, p-Value, and effect size 
 
6) Decide and Report. Conduct a post hoc analysis if you reject the Null Hypothesis 
 
Exercise 2: 
1) Test Set-Up 
Pützmeister Schwing Ltd. is a large multinational pharmaceutical company headquartered in 
Transylvania (Romania). The company has been developing an over-the-counter medication to 
 
help students improve their memory and focus so they can perform better on exams. As part of 
the test, 177 accounting students attending Nunya School of Business were randomly assigned to 
one of three treatment groups. The first group was given a placebo. The second group was given 
formula Q1 and the third received formula Z1. Participants in each group were given one week 
to prepare for a standardized accounting examination. Possible scores on the exam range from a 
low of zero to a high of 100. The test results are shown in Table 19: 
Table 19: Pützmeister Schwing Drug Test Statistics 
 Placebo Q1 Z1 
1 60 72 80 
2 82 91 82 
3 74 81 68 
4 62 91 97 
5 83 84 86 
6 78 81 95 
7 69 75 98 
8 84 82 95 
9 80 63 89 
10 61 69 75 
11 92 85 55 
12 59 82 78 
13 89 88 86 
14 86 66 83 
15 64 70 82 
16 92 58 89 
17 78 70 75 
18 85 75 96 
19 74 94 65 
20 62 68 79 
21 67 83 84 
22 76 73 66 
23 91 98 95 
24 88 72 73 
25 71 71 83 
26 66 98 75 
27 66 85 96 
28 78 72 83 
29 68 85 89 
30 89 65 76 
31 74 90 87 
32 85 81 67 
33 92 88 97 
34 62 98 88 
35 62 73 72 
 
36 85 98 82 
37 89 98 99 
38 55 87 76 
39 84 64 77 
40 90 62 90 
41 59 69 74 
42 71 85 64 
43 65 78 87 
44 61 69 75 
45 67 62 66 
46 63 61 65 
47 83 80 98 
48 57 76 68 
49 85 58 79 
50 61 95 95 
51 89 65 76 
52 74 90 87 
53 85 81 67 
54 92 88 97 
55 62 98 66 
56 62 73 72 
57 85 98 82 
58 89 98 99 
59 55 87 76 
 
The summary statistics are shown in Table 21.  
Table 21: Pützmeister Schwing Drug Test Summary Test Score Statistics 
 Placebo Q1 Z1 
Treatment Size, n 59 59 59 
Treatment Mean, X̅ 74.86 79.61 81.37 
Treatment Variance, s2 140.29 142.04 123.44 
 
2) Select a Level of Significance, α 
You decided to use a 5 percent significance level. 
3) State the Null and Alternate Hypotheses 
4) Compose a Decision Rule 
5) Calculate the Value of the Test Statistic, p-Value, and effect size 
6) Decide and Report. Conduct a post hoc analysis if you reject the Null Hypothesis 
 
Exercise 3: 
1) Test Set-Up 
 
Gotham Paint is testing three prototypes for a new house paint. The paints are labelled X, Y, and 
Z. The production department wants to determine how quickly the three different paints dry 
under real-world conditions. To that end, they randomly distributed the three paints to 
professional house painters. Members of the production staff went into the field with these 
painters to determine how long it took for the paint to dry. Table 22 shows the results of this test: 







79.00 88.00 83.00 
85.00 86.45 88.00 
84.75 89.70 83.00 
80.60 94.90 83.00 
84.50 84.50 83.25 
85.80 85.80 85.00 
86.50 87.10 85.15 
88.00 87.75 85.80 
90.00 86.45 83.20 
88.00 85.80 83.50 
80.00 89.70 88.40 
93.00 86.45 86.25 
94.00 92.30 86.45 
80.60 94.90 86.00 
83.20 84.50 81.00 
85.80 85.80 82.25 
92.00 88.73 82.25 
93.00 87.10 84.50 
95.00 87.10 83.20 
87.75 85.80 83.20 
90.00 88.73 81.90 
--- 92.30 82.10 
--- --- 82.10 
--- --- 83.50 
--- --- 80.00 
 
2) Select a Level of Significance, α 
A 5 percent significance level has been selected. 
3) State the Null and Alternate Hypotheses 
4) Compose a Decision Rule 
5) Calculate the Value of the Test Statistic, p-Value, and effect size. 
6) Decide and Report. Conduct a post hoc analysis if you reject the Null Hypothesis 
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