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1. INTRODUCTION 
In [7], the author proved the following result concerning the rate of 
growth of the means IV, of Moebius invariant Green potentials on the unit 
ball B in C”, n Z 1: 
THEOREM A. Let G, be the invariant Green potential of a measure p on 
B satisfying Se (1 - 1~1’)~ C@(W) < co. 
(1) Ifl<P<(2n-1)/2(n-l), then 
lim (1 - r*)“(’ ~ ‘%I M,,(G,, r) = 0. 
r-l 
(2) Zfn>2and(2n-1)/2(n-l)bp<(2n-1)/(2n-3), then 
lim inf (1 - r’)“(’ lip) M,(G,, r) = 0. 
r-1 
The purpose of the present paper is to extend the results of Theorem A 
in several directions. In Section 3 we consider weighted limits of the means 
kf, of invariant potentials G,, of measures atisfying sB (1 - I WI 2)p &(w) < co 
for some /I E R with /I < n. In this setting the appropriate weighting factor 
in Theorem A becomes (1 - r ) ~ 2 p “lp. Although this in itself is not very 
surprising, we include the result because the method of proof, as well as the 
result itself, is applicable in subsequent sections. 
The main results of the paper are contained in Sections 4 and 5, in which 
we investigate the rate of growth of the means M,, 1 dp d co, of potentials 
of absolutely continuous measures. Specifically we consider potentials of 
the form 
G,“(z,=s (1 - IwI’YG(z, w)f(w)dJ(w), 
B 
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where i is the invariant measure on B, and f is a nonnegative measurable 
function satisfying 
5 (1 - JW12)P f”(w) dJ(W) < clj, B 
for some j E R, and some q, 1 d q < CC The allowable range of the 
parameter a is determined by /I, q, and p. The special case of a = n + 1 will 
give potentials of functions with regard to the euclidean volume measure 
on B. 
Analogues of these results for euclidean Green potentials on a half space 
have also been considered by Y. Mizuta in [3]. 
2. NOTATION AND PRELIMINARY RESULTS 
For n > 1, let @” denote n-dimensional complex space. Let B denote the 
unit ball {z E @” : IzI cl} with boundary S= {zEC’ : IzI = l}, where lzj 
denotes the usual norm in C”. For each a E B, let 4, denote the involutive 
automorphism of B satisfying d,(a) = 0, d,(O) = a, and 4,(4,(z)) = z. By 
t-4, P. 261 
1 _ ,c,(z)12Jl - Ial’Nl- lz12) 
11-(z,d12 . (2.1) 
Let M denote the group of holomorphic automorphisms of B. Then any 
$ E M has a unique representation y9 = U. C$~ for some a E B and U E U(n), 
the group of unitary transformations of C”. Each $ EM is continuous on 
B with +(S) = S (see [4]). 
The invariant Laplacian or Laplace-Beltrami operator d” on B is defined 
by 
Jf(4 = A(f.d,)(O) (fEC')> 
where A = 4 x7= i (a2/8zi afi) is the ordinary Laplacian. It follows that 
(Jf)(U)=4(1 - [al’) i (6j,k-u,rsk) 2. 
j,k= 1 
The operator 2 is invariant under M, i.e., d”( f. IJ?) = (Jf) . $ for all $ E M. 
An uppersemicontinuous function u: B + [ - co, 00) is M-subharmonic 
or invariant subharmonic if for each a E B, 
u(a) G s  44,@-5)) MO, O<r<l, 
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where da is Lebesgue measure on S normalized so that a(S) = 1. For 
u E C*(B), the above is equivalent to d”u >, 0. If equality holds in the above, 
then u is said to be M-harmonic on B. Also, u is M-superharmonic if --u 
is M-subharmonic. 
The M-invariant Green’s function on B is given by 
G(z, w) =g(dz(w))> 
where 
g(z)=c, j’ (1 -t’)“-’ c-*~+’ dr 
Izl 
(2.2) 
for an appropriate constant c,. For M-subharmonic functions u, the 
following analogue of the Riesz decomposition theorem was proved by 
Ullrich in [9]. 
THEOREM B. Zf u is M-subharmonic in B satisfying supo< r<, js Ju(rt)l 
do(t) < 00, then 
4~) = h(z) - jB G(z, WI &L(w), 
where d,u is a nonnegative measure on B satisfying 
(2.3) 
s (I- 1~1~)~ 44w  < 0, (2.4) B 
and h is the least M-harmonic majorant of u. 
The measure d,u is related to u (in the sense of distributions) by 
dp(w)=d”u(w)(l- IwI*)-“-I dv(w), 
where dv is Lebesgue measure on B, normalized so that v(B) = 1. Let A be 
the measure on B defined by 
d]“(w)= (1 - IwI*))~-’ dv(w). 
The measure 2 is invariant under M, and thus for each f E L’(I), 
jB f(icz(w)) 4w) = jB f(w) dA(w). (2.5) 
A nonnegative M-superharmonic function V, V$ + co, is called an 
invariant potential on B if the greatest M-harmonic minorant of V is 0. This 
is equivalent to 
lim s V( rt ) da(t) = 0. r-l s 
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By (2.3), V is an invariant potential if and only if 
J’(z) = G,(z) = 5, W, w) d/~(w), (2.6) 
where ~1 is a nonnegative Bore1 measure satisfying (2.4). 
As was indicated in the introduction, the purpose of this paper is to 
consider the rate of growth of the pth means M,(G;, r), 1 <pd co, 
where G;i is defined for suitable a by 
c;(-)=~B(l-l~l’)“f~w)G(z, w)~w), (2.7) 
and f> 0 is a measurable function on B satisfying 
s 
(1 - IW12)x+n f(w) d/l(w) < co. (2.8) 
B 
The hypothesis (2.8) is necessary and sufficient that G;(Z) is an invariant 
potential on B. For a= 0, we will denote the potential (2.7) by G,-, For 
a = n + 1 one obtains potentials with regard to the euclidean volume 
measure v on B. 
The following lemma provides sufficient conditions on f in order that G; 
defines an invariant potential on B. 
LEMMA 2.1. Let 1~ q -C 00, and let f be a nonnegative measurable 
function on B satisfying 
I 
(1 - /zpy f”(z) dA(z) < 00 (2.9) 
B 
for some fi E R. 
(a) If 1 K q < 00, then G; is a potential for all a > (p - n)/q. 
(b) Ifq= 1, G; is a potential if and only ifa>P-n. 
(c) Zff’b dd 1s oun e on B, then CT is a potential for all a > 0. 
Proof: The proof is an immediate consequence of Holder’s inequality 
and (2.8). 
Remark. If q > 1 and a = (fl- n)/q, then Holder’s inequality is no 
longer applicable. Thus in order that G.; defines a potential, f must also 
satisfy (2.8). 
For O<R<l, let B,={z~B:jzl<R) and let A.=(z:R<lzl<l). 
Also, for 0 < 6 < 1, and z E B, let 
E(z, 6) = {w E B : Id=(w)l < S} = d,(B,). (2.10) 
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Throughout the paper we will use C(a, b, . ..) or C to denote a positive 
constant depending only on the constants a, h, . . . . not necessarily the same 
on any two occurrences. 
The following two lemmas will be needed throughout the paper. 
LEMMA 2.2. Fix 0 < 6 < 1, and let g be defined by (2.2). Then there exist 
constants C1 and C,, depending only on 6 and n such that 
g(w) 3 C,(l - Iw12Y for all w E B; (2.11) 
g(w)G G(1 - 142)n for all WEB- Bd; (2.12) 
and 
c, I4 ~ 2(“-1)<g(w)<C* IWI-*(“-‘) for all WEBB. (2.13) 
Proof The above inequalities are immediate consequences of the 
definition of g. 
LEMMA 2.3. Let $ < q < co. Then 
s 1 do(t)<C(n,q)(l-r* IwI*)-*~~+~. (2.14) s II- (rt, w)[*~~ 
Furthermore, for all y, n < y < 2nq, 
dA(w)< C(n, q, y)(l - JzI~)~~*~~. (2.15) 
Prooj For the proofs of the above, the reader is referred to [4, Prop. 
1.4.101. 
Since the method of proof in several instances will depend on decreasing 
rearrangements and maximal function techniques, we include the required 
definitions and results at this point. Let (X, p) be a a-finite measure space 
and f a measurable function. The distribution function pr off for 12 0 is 
given by 
The decreasing rearrangement off with respect o the measure p, denoted 
by f ,*, is defined on [0, a] (a = p(X)) by 
where here m denotes Lebesgue measure. For the special case where p 
is Lebesgue measure on R, we denote the decreasing rearrangement of 
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f by f *. The following results concerning the distribution function and 
decreasing rearrangements are well known: Let f and g be nonnegative 
measurable functions on X. Then 
and 
jx fg & 6 j; f 3, g,*(s) &
(2.16) 
(2.17) 
where a = o(X). Inequality (2.17) is due to Hardy and Littlewood. A proof 
of it and (2.16), as well as other facts about decreasing rearrangements may 
be found in [l 11. 
Finally, for any interval ZC [O, l), let A(Z)= (WEB: jw( EZ}. If p is a 
finite measure on B, the maximal function M(dp) is defined for each 
SE [0, 1) as 
W&)(~)=SUP 
M(Z)) ~ : Z is an interval with s E Z 
14 
, (2.18) 
where 111 denotes the Lebesgue measure of the interval Z As in [7], for 
each I > 0 and every interval Z, 
I{.=ZM4 l):M(d~)(s)>~)l~(2/3,)~L(A(Z)). (2.19) 
If Z is any interval with p(A(Z)) >O, by taking L=4p(A(Z))/lZl, (2.18) 
shows that there exists r, E Z for which 
4p(A(Z)) 
M(dp)(rI) d lzI . (2.20) 
3. RATE OF GROWTH OF THE pth MEANS OF THE POTENTIALS G, 
In this section we consider the rate of growth of the pth means of 
the potential G,, where p is a nonnegative regular Bore1 measure on B 
satisfying 
s Cl- lw12)p 44w) < 00, (3.1) B 
for some BE R with /I <n. The requirement that /?<n is sufficient to 
guarantee that the function G, as defined by (2.6) is a potential on B. 
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For a measurable function f on B, 0 < r < 1, and 1 <p < a, set 
Also, for p = co, set 
McG(f3 r)=sup If(r 
I E s 
ForO<r<landfixed6,0<6<1,set 
E(r)= u E(rt, 6). (3.2) 
res 
For WEE(~), by [7, Lemma 21 there exist constants cr, c2, and c(6), 
depending only on 6, such that 
and 
c,(l-r2)<(l-[w~2)<C2(1-~2), (3.3) 
E(r)c {WEB: I (WI -rl <c(6)(1 -r’)}. (3.4) 
For completeness, we include the following estimates on the pth means 
of the invariant Green’s function as a lemma. The proof of the lemma may 
be found in [7]. 
LEMMA 3.1. There exists r(6), 0 < r(6) < 1, such that for all w E E(r) and 
all r, r(d)<r<l, 
M,(G(., WI, r) 
1 C(n, P, 61, 1 <p<(2n- 1)/2(n- l), 
<(l -r2)n’p C(% P, 6) 1% 
[ 
(1 -r2) 
C(6) I IwI _ r, 9 1 p=(2n- 1)/2(n- l), 
1-r2 K-1 
Ch P, 6) I Iw, -rl [ 1 9 p > (2n - 1)/2(n - l), 
(3.5) 
where K = (2n - 1 )( 1 - l/p). 
Remark. The lemma in [7] was stated only for p < (2n - 1)/(2n - 3). 
However, the proof of the last inequality is valid for all p > (2n - 1)/2(n - 1). 
For (2n-1)/2(n-l)<p<(2n-1)/(2n-3), 1<~<2. 
We are now prepared to state and prove the following extension of 
Theorem A. 
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THEOREM 3.2. Let p be a regular Bore1 measure on B-satisfying (3.1) for 
some PER with fl<n. 
(a) Ifl<p<(2n-1)/2(n-l)and -n(l-l/p)</I<n, then 
lim (1 -r2)flpn’PMP(Gp, r)=O. 
r-1 
(b) rf n > 2, (2n - 1)/2(n - 1) < p < (2n - 1)/(2n - 3), and 
-n(l - l/p)<jI<n, then 
lim inf (1 - rz)b-n’p M,(G,, r) = 0. 
r-l 
Pro@ Define the functions V,(z) and Vz(.z) on B as follows: 
V,(z)= J G(z> w) &L(w), B-E(r) 
and 
J’zb) = i,, ) Gk wf 44w). r 
Let E > 0 be given. Choose R such that JAR (1 - 1 WI 2)8 dp(w) < E. For this R 
there exists R,(R) such that G(z, w) < C(r)( 1 - Iz~‘)” for all w E B, and all 
z, R,(r) < JzJ < 1. Thus 
I G(z, w) &L(w) < C(R)(l - 1~1~)~ @RI. BR 
Hence by the continuous version of Minkowski’s inequality, 
M,C VI, r)G C(R)(l -r*Y i4BR) + j ~,K& w), r) 44w). (3.6) 
AR - E(r) 
On A,- E(r), by (2.12), G(rt, w) ,< C(6)(1 - r*)” (1 - 1~1~)~ 11- 
(rl, w)/ --‘Y Thus by (2.13) 
M,(G(.,w),r)dC(6)(1-r*)“(l-Iwl’)”(l-r* IwI*))*~+~“‘. (3.7) 
Since 2n - n/p = (n - /?) + (n + p - n/p), 
(1-r*IWI*)--2n+nlP~(l-(W(*)B-~(1_r*)~n-B-n/P~ 
Consequently, 
s AR - E(r) 
Mp(G( .) ~1, r) ddw) 
d C(6)(1 -r2)--8+“‘p s (I- lw12Y4W. AR 
40?/165/2-6 
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Combining this with (3.6) gives 
(1 - r2)B-nip M,( V,, r) < C(R) p(BR)( 1 - r2)b+n(’ Ifp) + C(~)E 
for all r > R,(R). Hence 
lim (1-r2)~~niPMp(V1,r)=0. (3.8) r-l 
We now consider A4,,( V,, r). Again, by the continuous version of 
Minkowski’s inequality, 
M,,(G(., ~1, r) 44~). 
Suppose 1 <p< (2n- 1)/2(n- 1). Then by (3.3) and (3.5), 
M,( V,, r) < C(n, p, 6)( 1 - r2)n’pPB s Cl- lw12Y 44w). E(r) 
Since lim, j , ~,c,,(1-~w~2)8dp(w)=0, lim,,,(l-r2)P~“‘PMp(Vz,r)=0. 
This combined with (3.7) proves part (a). 
Suppose (2n- 1)/2(n- l)<p<(2n- 1)/(2n-3) (the proof of the case 
p = (2n - 1)/2(n - 1) is done similarly). Although the proof of (b) could be 
obtained with a method of proof identical to that in [7], we provide a 
slight variation which will be used subsequently. As above, by (3.3) and 
(3.5), 
M,(V/,, r)< C(6)(1 -r2)Pp+n’p (1 -r2)K--’ 
X 
s 
I Iwl -dp” (1 - Iwl*)“44wL (3.9) E(r)
where K = (2n - l)(l - l/p). For the given range of p, 1 <K < 2. By (3.4) 
there exists a constant c(d)>0 so that E(r)c A(Z(r)), where Z(r) = 
{p : Ip - rJ < c(6)(1 -r’)}. Let h(p) be defined by h(p) = Ip - rl leK xl&), 
where for any set E, xE denotes the characteristic function of E. A straight- 
forward computation gives 
O<t<c(6)(1-r2), 
t > c(d)( 1 - r2). 
Also, for ,I>O, let Zi.={p:h(p)>l}. Then (wEE:~((wI)>A}=A(Z,). 
Thus if p* is the finite measure on B defined by &*(w) = (1 - 1 WI 2)8 dp( w), 
L&w) = P*(A(zA)). 
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Suppose SE [0, 1) is such that M(&*)(s) < co. Then p*(A(Z,))Q 
M(+*)(s) IZ, 1 and hence p:(A) < M(&*)(s) m,(I). Therefore, for such 
an s, by (2.16) and the above, 
But 
s,z mh( t) dt = J;(‘)(’ ~“) h*(t)dt=C(&rc)(l-s*)*-“. 
Hence by (3.9), 
(1 -s2)B~n’PMp(7/2,~)~C(S, ~)(l-s*)M(dp*)(s). (3.10) 
Let {pk} be any increasing sequence with pk + 1, and set Zk = [pp, 1). 
Since the result is obviously true if p has compact support, we can assume 
without loss of generality that p*(A(Z,)) >O for all k. Also, if r~l,, then 
(1 -Y) < ]Z,]. By (2.20) there exists rk EZ~ such that M(d,u*)(r,) < 
4,u*(A(Zk))/lZk I. Hence by (4.12), 
(1 -r:)Bp”‘P M,(V,, rk) < C(6, fc) p*(A(zk)). 
Since ,u* is a finite measure on B, ,u*(A(Z,)) -+ 0 as k -+ co. This combined 
with (3.10) proves part (b). 
Remark. Variations of the examples of [7] show that the results 
of Theorem 4.2 are best possible for each /? in the specified range. The 
following result, which is a variation of the result of [lo], shows that the 
theorem cannot be improved to /? = - n( 1 - l/p). 
PROPOSITION 3.3. Let G, be the potential of a regular Bore1 measure ,u. 
v 
liminf(l-r’))“M,(G,,r)=O, 
r-1 
for some p, 1 <p < co, then G, E 0. 
Proof: Since M,( G,, r) Q M,( G,, r), we can assume without loss of 
generality that p = 1. Let K be any compact subset of B. Then by (2.11) and 
Fubini’s Theorem, 
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! Il-(rt,w)l ~2”da(t)3C(n)(l-r21U’12)~‘I. s 
Therefore, by Fatou’s Lemma, 
lirnninf(1 -r2))“Mp(Glcr ~)3C(n)p(K). 
Thus if G, satisfies the hypothesis, p(K) = 0 for every compact set K. 
4. RATE OF GROWTH OF THEPTH MEANS OF THE POTENTIALS CT 
In this section we consider the rate of growth of the pth mean of the 
potential G; of a nonnegative measurable function f satisfying 
s (1 - IW)*)B f”(w) &(W) < cc (4.1) L3 
forsomeBER,andsomeq, 16q<co.Fix6,0<6<l,andletE(z,6)be 
as defined by (2.10). For f satisfying (4.1), set 
and 
w=J Cl- IwI*)~ G(z, w) f(w) 4~1, (4.2) 
B- E(z. 6) 
(I- Iw12Y W, w)f(w) 4~). (4.3) 
Also, for 0 < R < 1, set 
N$f, R)= j (1 - Iw12)@fq(w)dA(w) I”. 
AR > 
(4.4) 
LEMMA 4.1. Let f be a nonnegative measurable function on B satisfying 
(4.1) for some PER and some q, 1 <q< oo. Then for allp, q<p< co and 
all CI, 
B-n 1 P -<a<n 1-- +-, 
4 ( > P 4 
lim (1 -r2)8’y--n’p-‘aMp(VI,r)=0. 
r-1 
(4.5) 
(4.6) 
If q = 1, then the result also holds when M = (p-n). 
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Proof. By letting &L(w) = (1 - 1~1’)~ f(w) dA( w), and replacing fi by 
/I - IX, the case q = 1 is just a special case of the corresponding part of the 
proof of Theorem 3.2. Hence we can assume q > 1. Let s = q/(q - l), and 
for the moment, let K and z be arbitrary. Then by Holder’s inequality, 
5 G(z, w)(l - Iw12)’ f(w) d4w) B- E(z.6) 
< D 
IIs 
(~-IwI~)(~++G(z, w)(‘~+&(w) 
B- E(z,d) 1 
X 
[j 
uq 
G(z, w)?~ (1 - Iw~~)"~~~(w) &(w) 1 . (4.7) B- E(2.b) 
On B - E(z, 6), by (2.12) G(rt, w) 6 C(6)(1 - r*)” (1 - 1~1’)~ 11 - 
(z, w ) I -2n. Therefore 
s (1 - Iw12)++G(z, w)“-*)W(w) B-E(2.6) 
<q-r2)ns(l-~) 
I 
(1 _ Iw12)(r-Kb+ns(l--r) no 
B 11 - (z, W)12”s(‘Pr) . 
By (2.15) this last integral is <C(l -r2)(rpK)Spns(1pr), where r= IzI 
provided z and K satisfy 
n<(C(-K)S+W(l-T)<2TLS(1-T). 
If this is the case, then by (4.7) and the above, 
(4.8) 
1 
l/q 
z, WY4 (1 - I WI 2)Kq x&, w) f”(w) d4w) , 
where, for notational convenience, 
X&v WI = 
0, if w~E(z, 6) 
1, if w E B N E(z, 6). 
Suppose q <p < cc. By the continuous version of Minkowski’s 
inequality, 
G(rt, w)” XJrt, w) do(t) 
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Let 0 < R < 1 be arbitrary, and let R,(R) be such that G(z, W) < 
C(R)( 1 - 1zI *)” for all w E B, and all z, Iz/ > R,(R). Then for all Y > R,(R), 
[j 
BR 
(1 - ,w,*)~~ of” [j.Y G(rt, M’)‘~ Jrr, W) do(Q]“’ &(w)]“’ 
< C(f, R)( 1 - r*)“. 
Also, by (2.12) and (2.14), 
s G(G U’JTP Xa(rt, WI Wt) d c (1 - ?)rpn (1 - IWI2)TPn s (1 --* ,w,,2)2rp”~n 
Therefore. 
Write 2znq - nq/p = (znq + j3 - Icq - nq/p) + (nzq - /I + rcq). Then 
(1 -,.2 ~,,4*)-2W+W/P<(1 _ I,,,I*)--W+bKY (1 -,.*)~W~+W+V/P, 
provided ?nq + /i’ - Kq - nq/p and znq - /I + Icq are both positive. This is the 
case if and only if 
b/q---rn<ti<w+/l/q-n/p. (4.9) 
If K and r can be chosen such that both (4.8) and (4.9) hold, then 
(l-?)Piy-n,+ “M,(V,,r) 
<C(f, R)(l -r2)S’4~n;p~R+T”+CN~(f, R). 
If K, T satisfy (4.9), then p/q -n/p - K + zn > 0, and (4.6) follows as in the 
proof of Theorem 3.2. 
It is easily seen that K and r satisfy both (4.8) and (4.9) if and only if K 
and r satisfy 
and 
/?/q < K + zn < c1+ n/q 
c( - n < K - zn < /l/q + n( 1 - l/p). 
Since t(, /I, p, and q satisfy (4.5), one can easily show that there exist K and 
T for which both inequalities hold. In fact, since the above inequalities 
define a quadrilateral, any convex combination of the vertices will work. 
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Suppose p = 0~). For O< R< 1, let R,(R) be such that G(z, w) 6 
C(R)( 1 - IzI ‘)” for all w E B, and all z, IzI > R,(R). Then for all such z, 
v,(z) d C(f, R)(l - Iz12Y +s,,-E,, 6, (1 - IwI~)~ f(w) G(z, w) 4~). 
As in (4.7), by taking z = 0 and K = p/q, 
I (1 - /w12Y f(w) G(z, w) d4w) A,?-E(z,6) 
wtfT R) JAR-.(; 6) c 1 l/J (1 - Iw~~)(~-~‘~)’ G(z,w)“&(w) . 
But on A R~E(~,6), G(rt,w)~C(6)(1-r2)“(1-(w~2)“~l-(z,w)~-2”. 
Therefore 
I (l- AR- E(s.6) - ~w~*)(“-~‘~)~ G(z, w) dA(w) 
<C(l- lW?*, 
(1 _ l~I?)‘“-Pl”“+“.‘~~(w) 
ll-(Z,W)12ns . . 
Since (/f - n)/q < c1< n + P/q, ns < (a - /?/q)s + ns < 2ns. Hence by (2.15), 
this last integral is < C( 1 - IzI *)(+ ply)s--ns. Therefore, 
VI(z) < C(f, R)( 1 - Jz[‘)~ + CN,(f, R)( 1 - IzI 2)z- p1y 
for all z, IzI > R,(R), from which the result for p = co now follows. 
We are now ready to state and prove the main result of the paper. 
THEOREM 4.2. Let f be a nonnegative measurable function on B satisfying 
(4.l)for some PER, and some q, 1 <q< co. 
(a) If q 3 n, then for all p, q <p < co, and all a satisfying (4.5), 
lim (1 _ r*)~/4-n/Pe~ M 
P( 
G" 
r+l f, r) = 0. (4.10) 
(b) If q > n, then (4.10) holds for p = 00, and all a, 
U-nYq<a<n+P/q. 
(c) Zf 1 <q < n, then 
(i) Equation (4.10) holds for all p, q<p< (2n- l)q/2(n-q), and 
all a satisfying (4.5). 
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(ii) If(2n-l)q/2(n-q)dp<(2n-l)q/(2n-2q-l), then,fbr ufl 
a satisfving (4.5) 
liminf(l-r2)~‘y~~,1’p~~MP(G;,r)=0. 
r-l 
(4.11 )
Remark. If q = 1, then the results of (c) are still valid for c1 = /I -n. 
Proof As a consequence of Lemma 4.1, it suffices to prove the result 
for the function Vz(z) as defined by (4.3). Also, since the case q = 1 is a 
special case of Theorem 3.2, we will assume that q > 1. Let s = q/(q - 1) 
be the conjugate exponent of q, and for the moment, let z, 0 < r < 1, 
be arbitrary. For w E E(z, 6), by (3.3), (1 - 1 WI’) is of the same order as 
(1 - JzI *). Thus 
v,(z)~c(l-~z/2)“-~‘~~ (1 - IwI’)~‘~ G(z, w) f(w) &(w). 
EC:.61 
By Holder’s inequality, 
V2(z) < C( 1 - r2)a-DBly D G(z, w)‘(’ -‘) d(w) E(z.6) 1 
l/s 
1 
114 
X (1 - 1~1~)~ G(z, w)‘“S”(w) &(w) , 
where r = (zl. Since 2 is M-invariant, 
G(z, w)'(' ~ *) 
This last integral is finite provided s( 1 - r) < n/(n - 1). If this is the case, 
then since E(z, 6) c E(r), 
V*(z) d C( 1 - r2)L2--p19 1 
l/Y 
(1 - Iw(*)~ G(z, w)‘~~~(w) dJ(w) (4.12) 
If q > II, then s < n/(n - 1). Hence with r = 0, 
(1 -r*)PIq-rM 
AV2, rlGC[jEc I ) (l- l~l’)~f’(w)~~(w~]l-l 
Thus, since lim, _ , JECr) (1 - I WI 2)8 fq( w) dA( w) = 0, we obtain the result for 
the case p= co. 
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Assume 0 < z < 1 is such that s( 1 - t) < n/(n - 1). Then by Minkowski’s 
inequality applied to (4.12), for all p > q, 
M,(V,,r)~C(1-r2)“-~“lY 
[I 
(1 - 142w(w) 
E(r) YIP l/u 
X 
[s 
G(rt, w)” do(t) 11 . (4.13) s 
If in addition z is such that zp satisfies 1~ zp < (2n - 1)/2(n - l), then by 
(3.5), for all WEE(r), 
1 
YIP 
G(rt, w)” d(w) < C( 1 - r2)nyiP. 
Thus 
1 
114 
Mp(V2,r)<C(1-r2)a-~lq+n’p (1 - 142Ysq(w) d(w) , 
from which (4.10) now follows. 
As a consequence of the above, in order that (4.10) holds, we need to be 
able to choose z, 0 <z < 1, such that 
n 
s(1 -z)<- and 
2n-1 
n-l 
l<zp<----- 
2(n - 1)’ 
If q > n, then s < n/(n - 1). Hence for any z, 0 < z -=z 1, such that 
1~zp<(2n-1)/2(n-1),s(l-r)<n/(n-1). 
Suppose 16 q < n and q 6 p < (2n - 1) q/2(n - q). Since s = q/( q - 1 ), 
n 
s(l-T)<--- if and only if n-q 
n-l &ziy. 
Forq>l,q<(n-l)q/(n-q)<(2n-l)q/2(n-q).Ifq~p<(n-l)q/(n-q), 
take z= l/p. Then zp= 1 and z>(n-q)/(n- l)q. If (n- I)q/(n-q)<p< 
(2n - l)q/2(n - q), choose a r < 1 satisfying 
(n - 4) (2n-1) 
dn- 1) <‘<2p(n- 1)’ 
Such a 5 exists since for the given range of p, (n - q)/q(n - 1) < 
(2n- 1)/2p(n- 1) and (n-q)/q(n- 1) < 1. Such a T will then satisfy the 
required properties. 
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Suppose p > (2n - l)q/2(n - q) and r > (n - q)/q(n - 1). Then rp > 
(2n- 1)/2(n- l), and thus by Lemma 3.1, for WEE(~), 
I G(rt, wYp do(t) 6 C(l - r2Y , S 
where K = (2n - I )( 1 - l/rp). Therefore by (4.13), 
M,(V,, r)<C(l -r2)1pB’y+nip 
Let p denote the finite measure on B defined by &(w)= 
(1 -l~l~)~f~(~)dA(w). If rq(lc-l)< 1, then as in the proof of 
Theorem 3.2, we obtain a sequence {r,}, with r,, + 1, such that 
lim (1 -rfi)P’Y~“‘p-aMp(V2, rn)=O, 
I, - cc 
which combined with Lemma 4.1 establishes (4.11). 
Thus to prove (4.11) we need to determine the range of p 
(pa (2n- l)q/2(n-q)) which will enable us to choose z, (n-q)/q(n- 1)~ 
r < 1 such that Tq(K - 1) < 1. Since K = (2n - 1 )( 1 - l/rp), 
if and only if 
1 
tq(K-l)< 1 T < 
(2n - 1) 
2q(n- 1)+2&r-l). 
In order to be able to choose a r > (n - q)/q(n - 1) satisfying the above, we 
need 
(n-4) 1 (2n- 1) 
q(n<l)iq(n- 1)+2&z- 1)’ 
This is the case if and only if p < (2~ - 1 )q/(2n - 2q - I). Thus (4.11) holds 
for allp satisfying (2n-l)q/2(n-q)<p<(2n-l)q/(2n-2q-l). 
Remark. If one sets CI = 0, then by (4.5), B is restricted by 
-nq( 1 - l/p) < /? < n. In particular, the case CI = 0, p = cc yields the 
following generalization of [ 1, Theorem 21. 
COROLLARY 4.3. Let n < q -C co and let f be a nonnegative measurable 
function on B satisfying 
5 (1 - (z12)li f”(z) dA(z) < cc B 
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for some /?, -nq<a-cn. Then 
lim (1 - r2)~‘q M,(Gf, r) = 0. 
r-1 
If q = 1, then as was mentioned previously, the result of Theorem 4.2 is 
still valid for a = p -nn. We now consider the case where q > 1 and 
a < (fl - n)/q, i.e., p >, qcc + n. For this case, in order to guarantee that G; 
is a potential, we will in addition need to assume that f satisfies (2.8). For 
the statement of the result, it is more convenient to assume that CI is fixed 
and that fi is allowed to vary. 
THEOREM 4.4. Let f be a nonnegative measurable function on B satisfying 
(2.8) for some M E R. Suppose in addition that f satisfies (4. f ) for some q > 1 
andsome 8, qol+n<j?<q(a+n). 
(a) Ifq>n, then for all p, q<p< GO, 
lim (1 - r2)rr-n’p M&G;, r) = 0. 
r-1 
(4.15) 
(b) Zf q > n, then (4.15) holds for p = 00. 
(c) If1 <q<n, then 
(i) Equation (4.15) h Id f 0 s or al/p, q<p<(2n- l)q/2(n-q). 
(ii) If(2n- 1) /2( - ) q n q <p<(2n-l)q/(2n-2q-I), then 
liy+ipf ( I- r*)‘* pn’P Mp(G;, r) = 0. (4.16) 
Proof. Let I/, and Vz be as defined by (4.2) and (4.3), respectively. 
Since f satisfies (2.8), by Lemma 4.1 (with q = 1 and fl= a + n), 
lim (l-r2)nPn’pM,(VI,r)=0. 
r-1 
forallp, l<p<co.AsinTheorem4.2,ifp>q3n(q>nforp=oo)orif 
q<p<(2n- l)q/2(n-q) for 1 <q<n, 
1 
l/q 
X (1 - Iw12)DfY(~) d]“(w) . 
As long as n + a - /3/q B 0, i.e., j3 ,< q(n + cc), the above term goes to zero as 
r + 1, thereby proving (4.15). The proof of the limit inferior result (4.16) 
for the specified range of p is identical to that of Theorem 4.2. 
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5. POTENTIALS OF Llog’ L FUNCTIONS 
When q = 1, the results of Theorem 4.2 are identical to those of Theorem 
3.2. In this section, we will show that by imposing additional restrictions 
onf, we can obtain 
lim (1-r’)“~ n’PPsrMP(G~,r)=O 
r-r1 
for p in the range (2n - 1)/2(n - 1) dp < (2n - 1)/(2n - 3). Our main result, 
which will be a generalization of [S, Theorem 21, will deal only with the 
case p = (2n - 1)/2(n - 1). However, at the end of the section we indicate 
how the results may be extended to include the case (2n - 1)/2(n - 1) <p < 
(2n - 1)/(2n - 3). 
For a measure space (X, p), let Llog+ L denote the Zygmund space of 
measurable functions f on X for which 
5 x Ifl log+ Ifl &< ~0. 
If p(X) < co, then it is well known that f E Llog + L if and only if 
s 
“f;(t)log;dt< co, 
0 
(5.1) 
where a = p(X). For the proof of the main result of this section we need the 
following lemma, which for a 2 0 was proved in [8]. 
LEMMA 5.1. Let f be a nonnegative measurable function on [0, 1). Then 
for all cI> - 1, (1 -r)bf(r)ELlog+ L ifand only if 
s 
’ (1 -r)’ f(r) log+ f(r) dr < co. 
0 
Proof: Let g(r) = (1 - r)” f(r). If c( > 0, we clearly have 
j’ g(r) log+ f(r) dr 6 J” (1 - r)’ f(r) log+ f(r) dr. 
0 0 
Suppose - 1 < c1< 0. Choose E > 0 such that CI - E > - 1. Let 
E={r:f(r)>(l-r)-“}, 
and set F= [0, 1) w E. Then 
l 
1 
g(r)log+ g(r)dr< ‘(l-~)~f(r)log+f(r)dr 
0 s 0 
- a 
s 
,: (1 - r)“l f(r) log $-J dr. 
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The first integral on the right is finite by hypothesis. For the second 
integral, 
(1 -r)’ f(r) log+ f(r) dr 
- (l-r)“-“log(l-r)dr. s F 
Since a-s > - I, (1 - r)“-“log(1 -r) is integrable on [0, 1). Thus 
g(r) E Llog+ L. 
Conversely, suppose g(r) = (1 - r)’ f(r) E Llog+ L. If - 1 < tl< 0, then 
(1 -r)‘> 1, and thus (1 - r)* f(r) log+ f(r) <g(r) log+ g(r). Suppose 
a>O. Since log+ ab<log’ a+log+ b, a, b>,O, 
J’,I (1 -r)’ f(r) log+ f(r) dr < ji g(r) log+ g(r) dr + a 1: g(r) log & dr. 
For h(r) = - log( I- r), h*(t) = -log t. Thus by (2.17), 
I 
1 
0 
g(r)log&dr<j’ 
0 
g*(r) log f dt. 
By (5.1), this last integral is finite since g E Llog+ L. 
The following theorem is a generalization of the result of [S], where the 
theorem was stated and proved for the special case n = 1, p = co, fl Z 2, and 
a = 2. 
THEOREM 5.2. Let f be a nonnegative measurable function on B satisfying 
i 
(l-b~l*)~f(w)log+ f(w)dA(w)<co (5.2) 
3 
for some b > n. Then for all p, 1 <p 6 (2n - 1)/2(n - I), and all a, 
(B-n)<a<n(l-l/p)+/?, 
lim (1 -r2)P-“‘ppa MJGT, r)=O. 
r-1 (5.3) 
ProoJ Since /? > n, (1 - JwI 2)8 d,?.(w) is a finite measure on B. Since 
Llog+ LC L’ for finite measure spaces, f satisfies (4.1) with q= 1. Thus 
(5.3) holds for all p, 1 <p < (2n - 1)/2(n - 1) and all a as specified. Hence 
all that remains to be proved is the case p= (2n- 1)/2(n - 1). Also, as 
a consequence of Lemma 4.1, we only need to prove the result for the 
function V, as defined by (4.3). 
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Suppose n> 1 and thus p< a. Since q= 1, as in (3.9) or (4.14) 
(1 -v’)~~“‘~ ’ M,,(G;, r) 
j [ 
1 -r2 
GC Bb3 C(6) , ,u’, --, (1 - bJ12)l’~ ‘)
1 
’ f(w) do( u.), 
As in Theorem 3.2, E(r) c ,4(1(r)), where Z(r) = {p : Ip - YI < c(6)( 1 - r2)j 
for an appropriate constant c(6). Thus 
1 (1 - Iw/2)pP’*- ’ f(w) dv(w) 
where g(p) = p2n-’ (1 -p2)@-nP’f#(p), f#(p)=Jsf(pt)do(r) is the 
radialization of f, and h(p) = log[C(6)( 1 - r*)/lp - rl]. Since Y(x) = 
x log+ x (x > 0) is convex, by Jensen’s inequality, 
f “(p)b+ f ‘(p)= ~(j-sf(/W+js WfW))Wt) 
Therefore, 
= I s f(pt) log+ f(pt) da(t). 
s ’ (1-p2)P~n--12n-If#(p)log+ f#(p)dp 0 
< 
s 
B (1 - Iw12)B f(w) log+ f(w) di,(w). 
Thus since /I > n, by Lemma 5.1, g(p) E Llog + L. For h as above, 
h*(t) = log[2C(6)(1 - r2)/t]. Hence by (2.17), 
j,, , ) 4~) g(p) dp 6 j;‘(r)’ h*(t) s*(f) dt 
I 
II(r)1 
d 
0 
g*(l)log;dr. 
Since gELlog+ L, by (5.1) g*(t)logtEL’([O, 1)). Thus since II(r)1 = 
W(1 -r’)), 
s 
M(r)1 
lim 
r+l 0 
g*(r)log:dt=O, 
which proves the result. 
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Ifn= 1, thenp=co. Since (1-lwl’)is ofthe sameorder as (1 -1z12)for 
WEE(r), r= IzI, 
(1-1212)“~“V,(Z)<C~ G(z, w)(l - l~l~)~f(w) d4w). 
E(r) 
But for WEE(~), in the case rz= 1, G(z, w)QClog[C(6)(1 -?)/I IwI -rl], 
from which the result now follows as above. 
Remark. By imposing additional restrictions on the function f, one can 
obtain improvements on the results of Theorem 4.2. For example, suppose 
fsatisfies (4.1) with q = 1. Then with V, and I/, as previously defined, 
lim (1-r2)b~“‘p~“Mp(V,,r)=0 
r+l 
forallp~landalla,~-n6cr~n(l-l/p)+~.Suppose(2n-1)/2(n-1)~ 
p<(2n-1)/(2n-1). Set rc=(2n-1)(1-l/p). Then l<rc<2. Thus as 
in (3.9) 
(1 - r2)P--n’p-’ M,( V2, r) 
which by (2.19) 
<C(6)(1 -r2)K-1 [:“r” t’-“g*(t) dt, 
where g*(t) is the decreasing rearrangement of g(p) = p*“- ‘( 1 - P*)~-~-’ 
f”(p). As a consequence, for (2n- 1)/2(n- l)<p<(2n- 1)/(2n-3), a 
sufficient condition that 
lim (1-r2)P~n~P~ZMp(G~,r)=0 
r-r1 (5.4) 
is that 
lim(1 -r*)+l Ji’@” g*(t)t’-“dt=O. (5.5) 
If p > (2n - 1)/(2n - 3), then K 2 2. However, for K 2 2, the only function 
for which 1; g*(t) t’ --K dt is finite is the zero function. As a consequence, 
the above method gives no results for the case p > (2n - 1)/(2n - 3). 
396 M. STOLL 
Although we restricted our discussion above to the case q = 1, the 
method may also be used when q> 1 and (2n - l)q/2(n - q) dp < 
(2n- l)q/(2n-2q- 1). 
6. POTENTIALS OF BOUNDED FUNCTIONS 
We now consider the analogue of Theorem 4.2 for the case p = CC when 
f is a nonnegative bounded measurable function on B. For 0 < R < 1, set 
N,(f, R)=sup{f(w): R< Iw1-c 1). 
Also, set IlfIjcc=sup{f(w):wEB} 
THEOREM 6.1. Let f be a bounded nonnegative measurable function on B. 
(a) For all a, 0 < a <n, 
limsup (1 - r2)-’ M,(G;, r) 6 C(a, n) limsup N,(f, r) (6.1) 
r-rl r-1 
(b) For a=n, 
6 C(n) limsup N,(f, r). 
,+I 
(6.2) 
(c) For all a>n, 
M,(GT, I4 ) G C(a, n) W, 2) llfll m. (6.3) 
ProoJ Since G is superharmonic on B, js G(z, rt) do(t) 6 G(z, 0) for all 
ZEB. Thus for a>n and all ZEB, 
GJ(z)<~If~~,G(z,0)~~(1-r2)U-n-1r2n-1dr 
= C(n, a) Ilf II 5 Gk 01, 
which proves (6.3). Suppose 0 <ad n. For $ < R < 1, let VR and UR be 
defined as follows: 
VAz) = j (I- lw12Yf(~) G(z, w) 4wL 
BR 
U,(z)= j (1 - Iw12)“f(w) G(z, w) d4w). 
AR 
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Since G(z, 0) G C( 1 - 1~1~)~ for 1.~1 >,i, then as above 
V,(Z) < llfll o. G(z, 0) joR (1 - F*)‘-~- ’ r2n-1 dr 
< C(% a, R) llfll cc (1 - M2Y. (6.4) 
Let p= IzI and assume that p> R. Since I#,,(rt)l= Id,,(pt)l, where 
e = ( 1, 0, . . . . 0), 
s G(z, rt) da(t) = j G(re, pt) da(t) < C( 1 - r2)n. 
s S 
Therefore, 
U,(Z) < c(n, a)( 1 - p’)” N,(f, R) 1:: (1 - r2)a-n- 1 r2np ’ dr 
But 
+ C(n, a) N,(f, p) j’ (1 - r2)+ ’ rZnp ’ dr. 
P 
f 
I(1 -r2)4-n-l r2n-I & 
< C(n, a) 
i 
(1 - p2y7 O<a<n, 
-loid -P’), a = n, 
and 
j 
‘(1-r2)“-‘r2”~1dr~C(or)(l-~2)1. 
P 
Let A > limsup, _ 1 NAS, p), and fix R, &<R<l,,such that N,(f,p)<A 
for all p L R. Suppose 0 < c1 -C n and lzl = p > R. Then by (6.4) and the 
above, 
(1-p2)-‘G.;(z)6C( 4 a, R) llfll, (1 - p2Y-’ + C(fl, a)4 
from which (6.1) now folows. If a = n, then 
1 1 
-I (1 -P2)"l% (l+Z) G; (2) <Cfn, RI llfll m-log( 1-g) +C(Y1)A, 
which proves (6.2). 
Remark. The constant function f= 1 shows that the estimates (6.1) 
through (6.3) are best possible. 
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