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Abstract
The main aim of this paper is to introduce au-
tomated generation of scripted dialogue as a
worthwhile topic of investigation. In particular
the fact that scripted dialogue involves two lay-
ers of communication, i.e., uni-directional com-
munication between the author and the audi-
ence of a scripted dialogue and bi-directional
pretended communication between the charac-
ters featuring in the dialogue, is argued to raise
some interesting issues. Our hope is that the
combined study of the two layers will forge links
between research in text generation and dia-
logue processing. The paper presents a rst at-
tempt at creating such links by studying three
types of strategies for the automated genera-
tion of scripted dialogue. The strategies are
derived from examples of human-authored and
naturally occurring dialogue.
1 Introduction
By a scripted dialogue we mean a dialogue
which is performed by two or more agents on
the basis of a description of that dialogue. This
description, i.e., the script, species the actions
which are performed in the course of the di-
alogue and their temporal ordering. We as-
sume that the script is created in advance by
an author. Automated generation of scripted
dialogue involves a computer programme in the
role of the author and execution of the script by
software agents. Andre et al. (2000) coin the
term ‘presentation team’ for such a collection
of software agents. In their words, presenta-
tion teams ‘[...] rather than addressing the user
directly{convey information in the style of per-
formances to be observed by the user’ (Andre
et al., 2000:220).
The plan of this paper is to rst motivate
why the study of scripted dialogues is interest-
ing and useful, whilst also pointing out the lim-
itations and complications of scripted dialogue.
We then present a number of strategies for the
automated generation of scripted dialogue. Our
discussion is illustrated by means of some ex-
tracts from mainly scripted dialogues. The pa-
per concludes with a brief overview of the ongo-
ing neca project in which scripted dialogues are
presented by embodied conversational agents.
2 Prospects and Problems
Scripted dialogues have interesting features,
both from a theoretical and a practical point
of view. Let us start by highlighting A the-
oretical issue. Scripted dialogues involves two
layers of communication. First, in a scripted di-
alogue there is a layer at which the participants
of the dialogue mimic communication with each
other. The communication is not real because
the actions of the participants are based on a
script; the participants do not interpret the ac-
tions of the other participants in order to de-
termine their own actions. Second, there is a
layer of uni-directional communication from the
author of the script to the audience of the dia-
logue. At this level, a scripted dialogue is very
much like a monologue. Thus scripted dialogue
presents a challenge because it requires simul-
taneous generation of a layer of real and one of
pretended communication, each layer having its
own participants with their (real or pretented)
goals, beliefs, desires, personalities, etc.
Also from a practical point of view scripted
dialogue has something to oer. Before we go
into its advantages, let us, however, rst dis-
cuss a feature of scripted dialogue which might
be perceived as one of its limitations. There
is a class of applications which requires the
generation of dialogue about a subject matter
that evolves in real-time. For such applications
Proceedings of EDILOG 2002142
scripted dialogue is not possible. For instance,
Andre et al. (2000)’s dialogues between two re-
porters about a live transmission of a Robocup
soccer event cannot be implemented as scripted
dialogue: the verbal reports of the agents are
determined to a large extent by events which
evolve in real-time. Hence it is impossible to
script the verbal reports in advance. Similarly,
automatically generated scripted dialogues do
not lend themselves well to user involvement in
the dialogue: because the script is created in ad-
vance there is no scope for reaction to the user’s
contributions.
These limitations are, however, oset by a
large number of benets. Firstly, it should be
noted that for large scale applications it has
been argued that a combination of scripted and
autonomous behaviours is required. For in-
stance, in the mre project at usc1 a combi-
nation of autonomous and scripted virtual hu-
mans is used to create a realistic training envi-
ronment. Thus applications do not necessarilly
force a strict choice between autonomous and
scripted behaviour (more specically dialogue).
Secondly, staying within the educa-
tion/training domain it should be noted
that in the literature on Intelligent Tutoring
Systems (its) a case has been made for so-called
vicarious learning (e.g., Lee et al., 1998; Cox
et al., 1999): learning by watching dialogues
of other people being taught or engaged in a
learning process. Various studies have been
carried out in this area and some positive
eects of vicarious learning by overhearing
dialogue (as opposed to monologue) have been
found (see Scott et al., 2000).
Thirdly, there is a large class of obvious appli-
cations for scripted dialogues. The dialogue in
lm scenes, commercials, plays, product demon-
strations, etc. can be treated as scripted dia-
logue. These are examples of situations in which
real-time interaction with the environment or a
user are not required.
Finally, there is not only a wide range of po-
tential applications for scripted dialogue, but
applying scripted dialogues also has some dis-
tinct advantages over relying on dialogue gener-
ated by autonomous agents:
1. The generation of a scripted dialogue
1See, e.g., Rickel et al. (2002).
requires no potentially complicated and
error-prone interpretation of the dialogue
acts produced by other autonomous agents.
2. More time is available for the generation
process, because scripted dialogue is not
generated in real time.
3. Not only more time but also more in-
formation is available to the generation
process of scripted dialogue. Whereas in
spontaneous dialogue an individual action
can only be constructed using information
about the actions which temporally precede
it, in scripted dialogue an action can be tai-
lored to both the actions which precede and
those which follow it.
4. It is much easier to create dialogues with
certain global properties (e.g., a certain
pattern of turn-taking), because the dia-
logue is constructed by a single author.
In spontaneous dialogue, such properties
emerge out of the autonomous actions of
the participants, which makes it dicult to
control them directly.
3 Strategies for Scripted Dialogue
Generation
We have already pointed out that in one impor-
tant respect scripted dialogue resembles mono-
logue: information flows from a single author
to an audience. Hovy (1988) was one the rst
to systematically consider how the (communica-
tive) goals of an author can be related to var-
ious strategies for communicating information
through a monologue. In particular, he de-
scribes a natural language generation (nlg) sys-
tem (Pauline) which implements a number of
such strategies. He thereby abandoned an as-
sumption which was and still is implicit in many
nlg systems, namely that a text is generated
from a database of facts and that the task is
mainly one of mapping these facts onto declara-
tive sentences which express them. Hovy’s work
on the influence of pragmatic factors on natural
language generation is currently followed up by
various researchers involved in building embod-
ied conversational agents (for a bibliography of
recent work in this newly emerging area of nat-
ural language generation see Piwek, 2002).
The new picture that emerges is one where
an author uses a text as a device for influencing
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the attitudes of his or her audience. Amongst
the attitudes which an author might want to in-
fluence are the beliefs, intentions (plans for ac-
tion), goals, desires and opinions (judgements
about whether something is good, bad or neu-
tral) of the audience. All of the aforemen-
tioned attitudes are about something (that is,
they are intentional; see, for instance, Searle,
1983). Roughly speaking, one can discern atti-
tudes which are about the subject matter/topic
of a text and those which pertain to the context
(e.g., the author, the audience and the relation
between the two). Attitudes about the context
are normally communicated implicitly. Hovy
discusses how style (formal, informal, forceful)
can be used to do so. Generally speaking, ev-
erything that is discussed explicitly in a text is
part of its subject matter. Thus, whenever con-
textual aspects are discussed explicitly (e.g., ‘I
am your boss, therefore listen to what I have to
say’), they become also part of the subject mat-
ter. This leaves us with a class of information
that is neither discussed explicitly (and there-
fore not part of the subject matter) and is nei-
ther part of the context. For instance, take an
opinion about a person which can be expressed
explicitly as in ‘X is a bad guy’, but also implic-
itly as in ‘X killed John’.2
Scripted dialogue oers the same communica-
tive opportunities (i.e., for communicating facts
and influencing an audience in other ways) as
ordinary text, plus a number of other ones in
addition. To illustrate some of the issues, let
us summarize one of the rst dialogues written
by the humanist philosopher Erasmus of Rot-
terdam in 1522 (Erasmus, 1522).3
E1 1. A: Where have you been?
2. C: I was o to Jerusalem on
pilgrimage.
3. A: Why?
4. C: Why do others go?
5. A: Out of folly if I’m not mistaken.
6. C: That’s right; glad I’m not the
only one though.
7. A: Was the trip worthwhile?
2Hovy (1988) discusses how reporting that a person
is the actor of an action which is generally considered to
be bad can be used to implicitly convey the opinion that
the person is bad.
3Large parts of the dialogue were omitted, reworded,
or summarized, since we wil be focusing on a specic set
of issues. The (very tentative) translation is our own.
8. C: No.
9. A: What did you see?
10 C: Pilgrims causing mayhem.
11. A: Were you morally uplifted?
13 C: No, not at all.
14 A: Did you get richer?
15. C: No, quite the contrary.
16 A: Was there nothing good about
the trip then?
17 C: Yes, in fact there was. In
particular, I can now entertain
others with my lies,
like other pilgrims do.
18. A: But that’s not very decent,
is it? [...]
19. C: True. But I may also be able to
talk others out of the idea of
pilgrimage.
20. A: I wish you had talked me out
of it.
21. C: What? Have you been as stupid
as I?
22. A: I’ve been to Rome and
Santiago de Compostela.
23. C: Why?
24. A: Out of folly I guess [because ...]
25 C: So why did you do it?
26. A: My friends and I vowed to go
when we were drunk.
27. C: Surely a decision worth taking
when you’re drunk [...]
Did everyone arrive back home
safely?
28. A: All except three: Two died;
the third we left but he’s
probably in heaven now.
29. C: Why? Was he so pious?
30. A: No, he was a scoundrel.
31. C: Then why is he in heaven?
32. A: Because he had plenty of
letters of indulgence with
him [...]
33. A: Don’t get me wrong: I’m
not against letters of indulgence
but I have more admiration for
someone who leads a virtuous
life. Incidentally, when do we
go to these parties that you
mentioned?
34. C: Let’s go as soon as we can,
and add to other pilgrims’
lies.
The central question that we will start address-
ing in this paper is ‘what strategies for influenc-
ing the attitudes of the audience are specic to
scripted dialogue?’ A number of these strate-
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gies will be introduced below. We will return
to Erasmus’ dialogue at various points in our
discussion and highlight parts of the dialogue
which illustrate the aforementioned strategies.
3.1 Strategies of information
distribution
As we have seen, the main dierence between
monologue and scripted dialogue is that the
latter communicates with the audience via the
(pretended) communication between the dia-
logue participants. This has a number of im-
mediate eects:
1. The author can let a participant say some-
thing without being directly responsible for
the content.
2. Each participant can represent a particular
chunk of information, making the combined
content more easily digestible.
3. In particular, the participants can repre-
sent dierent points of view on the same
subject matter, which may even be incon-
sistent with each other.
4. One participant may express an opinion
concerning something the other participant
has raised.
Point 1 was clearly relevant to Erasmus, in
whose case direct criticism of the Catholic
church could have made him a target for the
Inquisition. (A’s last utterance seems intended
to further milden any criticism.) Point 2 is
relevant because each of the two participants
represents a particular journey. Both journeys
could have been related in one monologue, but
this might have led to confusion and would cer-
tainly have been less exciting to read. In fact,
it is patently clear from reading the whole dia-
logue that one participant’s questions are used
for making more lively what would otherwise
have been a story with some rather boring parts.
Point 3 is not directly relevant in the case of
the present dialogue but the very fact that both
participants agree on all essentials can only re-
inforce the strengths of Erasmus’ implied po-
sition. (See also under Strategies of Empha-
sis.) Point 4 is relevant again, since both par-
ticipants frequently express evaluative opinions
concerning various elements of the two stories.
In many cases, evaluative opinions are expressed
in highly indirect fasion, and this brings us to a
second class of strategies.
3.2 Strategies of association
One way to influence the attitude of the audi-
ence about, for instance, a person is to men-
tion the person in combination with something
else to which the audience already has the in-
tended attitude. Hovy (1988) suggests, for ex-
ample, that we can make somebody look good,
bad or neutral by presenting him or her as the
actor of an action which is generally (or specif-
ically by the audience) perceived to be good,
bad or neutral, respectively: \Mike killed Jim"
makes Mike look bad, whereas \Mike rescued
Jim" makes him look good.
In fact, this strategy seems to be an instance
of a more generally applicable strategy: To con-
vey that X has property P, one can present X in
combination with something which has or im-
plies property P. Thus, to convey that Mike is a
clever guy we might say \Mike managed to solve
this partial dierential equasion in no time",
i.e., Mike is presented as being able to solve a
dicult problem quickly, which implies being
clever.
Information conveyed in a text is not only
presented in the context of other information
which can influence its interpretation but also
by the author (and possibly speaker) of the
text. If any properties of this author/speaker
are known, these can rub o on the points s/he
is trying to make. The appeal to this tendency
in an argument is considered to be a fallacy
(Argumentum ad Hominem). For instance, one
might argue that Bacon’s philosophy is untrust-
worthy because he was removed from his chan-
cellorship for dishonesty (Copi, 1972:72).
Scripted dialogue lends it particularly well
to this type of association. The presence of
the second layer of communication allows
the author to distribute communicative acts
over characters which were conceived by the
author. These characters can be given certain
traits which influence the interpretation by
the audience of what they say in the dialogue.
These traits can be conveyed by various means.
In the case of Erasmus’ dialogue, the fact that
the protagonists and their pilgrim friends are
avid partygoers { evidently something Erasmus
didn’t approve of { is used to discredit their
pilgrimage. If the dialogue is enacted by a
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collection of embodied agents, their physical
appearance can be used. Alternatively, certain
characteristics of the dialogue can also suggest
a particular property. For instance, Thomas
(1989) discusses various ways in which a
speaker can come across as dominant or an
authority (interruptions, abrupt changes of
topic, marking new stages in the interaction,
metadiscoursal comments, etc.). The following
is an example of a marking of a new stage in
the interaction taken from Thomas (1989:146):
E2 A: Okay that’s that part. The next part
what I want to deal with is your suit-
ability to remain as a CID ocer.
3.3 Strategies of emphasis
For various reasons, an author might want
to highlight certain information and suppress
other information. In a monologue, repetition
of information signals emphasis. For instance,
de Rosis and Grasso (2000) analyse an ex-
planation text about drug prescription and
point out that certain information is rather
redundant, i.e., repeated with identical or
equivalent wording such as:
E3 \The good is news is that we do have tablets
that are very eective for treating TB", and
\but it is something we can do something
about".
Here it seems that positive information is
repeated intentionally. In dialogue, repetition
can be achieved naturally due to the presence
of two interlocutors at the second layer of com-
munication. Consider the dialogue fragment
below from Twain (1917:11) between a young
man and an old man.
E4 1. y.m. What detail is that?
2. o.m. The impulse which moves a
person to do things { the
only impulse that ever moves
a person to do a thing.
3. y.m. The only one! Is there
but one?
4. o.m. That is all. There is only
one.
5. y.m. Well, certainly that is a
strange enough doctrine.
What is the sole impulse that
ever moves a person to
do a thing?
6. o.m. The impulse to content
his own spirit{the necessity
of contending his own spirit
and winning its approval.
Here turns 3. and 4., which form a subdia-
logue, are both about the claim that there is
only one impulse which moves a person to do
things. Now imagine that we have an algorithm
which has already distributed the information
which it wants to get across to the audience
amongst the dialogue participants. Let us call
this step I. During step II, the algorithm will de-
termine how this information can be conveyed
through a sequence of turns. To generate E4,
we might at this stage produce the sequence:
1., 2., 5., 6. Step III would involve the addition
of further turns for the purpose of emphasizing
information. During step III, such an algorithm
could insert subdialogues like the one above (3.,
4.), if there are any matters which need partic-
ular emphasis.
Note that Erasmus also employs this strategy.
For instance, in Erasmus’ Dialogue (E1), the
turns 4. and 5. form a subdialogue which a
system like the one proposed here could insert
during step III, after already having created the
sequence 1., 2., 3., 6., ...
Note that the sketched approach presupposes
that realization (both verbal and non-verbal) is
performed only after steps I { III; during steps
I { III the algorithm manipulates abstract de-
scriptions of the semantic and pragmatic con-
tent of the utterances. The reason for this is
that before step III, the algorithm can not yet
know whether to realize the beginning of turn
6. as ‘That’s right’ or ‘Out of folly’, since this
depends on whether the subdialogue (4., 5.) is
inserted or not.
4 Application in the NECA project
The work reported in this paper is carried out in
the context of the neca project which started in
October 2001 and has a duration of 2.5 years.4
In this project a system is being built that
can generate scripted dialogues that are sub-
sequently performed by animated human-like
4neca stands for Net Environment for Embodied
Emotional Conversational Agents. The project is funded
by the Ec. The partners in the project are: Dfki,
Ipus (University of the Saarland), Itri (University of
Brighton), o¨fai, Freeserve and Sysis ag. Further details
can be found at http://www.ai.univie.ac.at/NECA/.
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characters. One prototype to be delivered by
neca is an electronic showroom (eShowroom).5
The idea is that a user/customer can select a
class of cars and/or attributes (friendly for the
environment, luxury, sportiness, etc.) in which
s/he is interested. Furthermore, the user can
set the personality traits of the characters which
are to discuss this car (introverted, extroverted,
agreeable, etc.). On the basis of these set-
tings, the system then produces dialogues about
specic cars and presents these to the user by
means of embodied conversational agents which
play out the dialogue. The strategies discussed
in the present paper are highly relevant in the
context of car sales. For example,
• Information about cars can be complex, so
it can be useful to have one or more partici-
pants ask clarication questions (somewhat
in the style of Conan Doyle’s Watson char-
acter, who triggers Sherlock Holmes into
explanations that benet us as readers).
• Not all customers are alike and it can be
useful to let dierent types of customers be
represented by dierent animated charac-
ters: one who is primarily interested in the
performance o the car, one who is inter-
ested in chrome and gloss, one who is very
aware of environmental and safety-related
issues, etc.
Let us describe in more detail how one of the
strategies of emphasis will be implemented in
the neca system. The neca system generates
the interaction between two or more characters
in a number of steps, where information flows
from a Scene Generator to a Multi-modal Natu-
ral Language Generator, to a Speech Synthesis
component, to a Gesture Assignment compo-
nent, and nally to a media player.
In the Scene Generator, the basic structure of
the dialogue is determined. For this purpose, a
top-down planning algorithm is used. The out-
put of this module is a rrl Scene Description
(see Piwek et al., 2002). Amongst other things,
this Scene Description contains a set of dialogue
acts. Individual dialogue acts are specied in
terms of the dialogue act type, the speaker, the
addressees, the semantic content, the actions
5This application builds on the work carried out at
Dfki and reported in Andre et al. (2000).
which the act is a reaction to, and the and emo-
tions (felt and expressed). The temporal or-
dering amongst the dialogue acts is represented
separately and allows for underspecication.
A Scene Description is constructed stepwise.
We might start by constructing the following
dialogue fragment:6
E5 x1 B: How fast is this car?
x2 S: Its top speed is 180mph.
x2 B: Wow, that’s great.
At this point, further elaboration of the dialogue
is possible. Assume, for example, that the pos-
itive information that the car has a top speed
of 180mph is to be emphasized. For this pur-
pose, the strategy of emphasis we discussed in
section 3.3 can be employed: a subdialogue can
be inserted after x2 consisting of a question by
the buyer (‘As much as 180mph?’) which pro-
vides the seller with the opportunity to repeat
a positive piece of information. This procedure
yields the following ‘enhanced’ dialogue:
E6 x1 B: How fast is this car?
x2 S: Its top speed is 180mph.
y1 B: As much as 180mph?
y2 S: Yes, no less than 180 mph.
x2 B: Wow, that’s great.
Note that the information which required em-
phasis has been mentioned no less than three
times in the dialogue. This has been achieved by
exploiting a very natural dialogue phenomenon:
the occurrence of conrmation subdialogues.
The thus created abstract representation of
the dialogue (the Scene Description) can sub-
sequently be processed further by the Multi-
modal Natural Language Generator, the Speech
Synthesis component, and the Gesture Assign-
ment component. The result is sent to a media
player which displays the dialogue to the user
by means of a collection of embodied conversa-
tional characters.
5 Conclusions
We are not aware of any work which lays
out strategies for the automated generation of
6In reality, at this stage in the processing linguistic
realization has not yet taken place; thus the texts in
E5. should be understood as mere paraphrases of the
abstract descriptions of the dialogue acts which are ac-
tually passed on.
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scripted dialogue. There is a rapidly growing
body of work on (Embodied) Conversational
Agents (see, e.g., Ball & Breeze, 1998; De Car-
olis et al., 2001; Loyall & Bates, 1997; Nitta et
al., 1997; Prendinger & Ishizuka, 2001; Walker
et al., 1996 and Zinn et al., 2002), but to the
extent that language generation is discussed
there7, it is from the perspective of the agents
who participate in the conversation, rather than
from the perspective of an author who produces
a script for their interaction. The only excep-
tion we came across is Andre et al. (2000)
which reports on implemented systems for both
spontaneous and scripted dialogue. Our aim
has been to take a step back from the domain-
specic implementation which they propose and
nd out whether it is possible to rst identify
more general strategies which are valid for the
automated generation of scripted dialogue. We
have tried to nd such strategies on the basis
of examples of human-authored and naturally
occurring dialogues. We hope that our tenta-
tive investigations will encourage further stud-
ies into this new topic. A topic which, in our
opinion, harbours interesting research questions
at the intersection between dialogue processing
and text generation, and which also lends itself
well for various types of practical applications.
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