Abstract: When analyzing spatial databases or other datasets with spatial attributes, one frequently wants to cluster the data according to spatial attributes. In this paper, we describe a novel density-based spatial clustering method called DBRS. The algorithm can identify clusters of widely varying shapes, clusters of varying densities, clusters which depend on non-spatial attributes, and approximate clusters in very large databases. DBRS achieves these results by repeatedly picking an unclassified point at random and examining its neighborhood. If the neighborhood is sparsely populated or the purity of the points in the neighborhood is too low, the point is classified as noise. Otherwise, if any point in the neighborhood is part of a known cluster, this neighborhood is joined to that cluster. If neither of these two possibilities applies, a new cluster is begun with this neighborhood. DBRS scales well on dense clusters. A heuristic is proposed for approximate clustering in very large databases. With this heuristic, the run time can be significantly reduced by assuming that a probabilistically controlled number of points are noise. A theoretical comparison of DBRS and DBSCAN, a well-known density-based algorithm, is given. Finally, DBRS is empirically compared with DBSCAN, CLARANS, and k-means on synthetic and real data sets.
Introduction
A spatial database system is a database system for the management of spatial data. Rapid growth is occurring in the number and the size of spatial databases for applications such as geo-marketing, traffic control, and environmental studies [1] . Spatial data mining, or knowledge discovery in spatial databases, refers to the extraction from spatial databases of implicit knowledge, spatial relations, or other patterns that are not explicitly stored [2] . Previous research has investigated generalization-based spatial knowledge discovery, spatial clustering, spatial associations, and image database mining [3] . Finding clusters in spatial data is an active research area, with recent results reported on the effectiveness and scalability of algorithms [4, 5, 6, 7] .
We are interested in clustering in spatial datasets with the following features: clusters may be of widely varying shapes; clusters may be of varying densities; the viability of clusters may be significantly affected by non-spatial attributes; and the datasets containing the clusters may be very large. (We refer to each spatial data object in a dataset as a point.) Let us consider these features in more detail.
First, our experience with spatial datasets suggests that cluster shapes vary widely. For example, in the dataset corresponding to all addresses for current and historical students at our university, clusters of addresses may match the bounds of groups of apartment buildings (roughly rectangular) or may be strung along major bus routes (long thin lines). In other spatial datasets, services are clustered along major streets or along highways leading into cities.
Secondly, handling clusters of varying densities, including very dense clusters, is needed. For example, suppose a supermarket company is investigating the distribution of its customers across the whole country. For metropolitan areas, clusters of customers may be very dense, because the population is large and people live very close together. On the other hand, for towns and the countryside, the population is smaller and customers are more sparsely distributed. Similarly, in the student address dataset mentioned, the density of addresses on campus and in the apartment blocks near the university is extremely high compared to all other areas.
Thirdly, the spatial dataset may have significant non-spatial attributes. Spatial clustering has previously been based on only the topological features of the data. However, one or more non-spatial attributes may have a significant influence on the results of the clustering process. For example, in image processing, the general procedure for region-based segmentation compares a pixel with its immediate surrounding neighbors. We may not want to include a pixel in a region if its non-spatial attribute does not match our requirements. That is, region growing is heavily based on not only the location of pixels but also the nonspatial attributes or 'a priori' knowledge [8] . As another example, suppose we want to cluster soil samples taken from different sites according to their types and locations. If a selected site has soil of a certain type, and some neighboring sites have the same type of soil while others have different types, we may wish to decide on the viability of a cluster around the selected site according to both the number of neighbors with the same type of soil and the percentage of neighbors with the same type.
Fourthly, we are interested in very large datasets, including those of at least 100 000 points. In this paper, we introduce the problem of α-approximate density based clustering. The goal is to find clusters until the probability that any cluster of at least MinPts points has not been found is at most α. Some traditional clustering algorithms, such as shortest spanning path, have O(n 2 ) worst-case time complexity [4] . For large spatial datasets, such algorithms are not practical. Not every application requires complete and accurate results. For example, if a construction company wants to distribute its advertisements to clusters of similar residences according to the residence type (non-spatial attribute) and location (spatial attribute) of residences in a city's title-registration database, then an α-approximate clustering may be satisfactory.
Although the clustering literature is extensive, we were unable to identify any previous research on the problem of approximate clustering with a controlled degree of inaccuracy.
In this paper, we describe a new density-based spatial clustering method called Density-Based clustering with Random Sampling (DBRS). We published a preliminary description of DBRS in [9] , but almost all theoretical, experimental, and comparative results are novel contributions of this paper. DBRS can discover density-based clusters with noise ( Figure 1(a) ) and follow clusters of many shapes (Figure 1(b) ). In addition, when density varies in the dataset, DBRS scales well on clusters with very dense neighborhoods ( Figure 1(c) ). It also handles non-spatial attributes along with spatial attributes by paying attention to the purity (or consistency) of a neighborhood. It avoids creating clusters of points with different values for non-spatial attributes even though they are close to each other according to the spatial attributes ( Figure 1(d) ). DBRS repeatedly picks an unclassified point at random and examines its neighborhood. If the neighborhood is sparsely populated or the purity of the points in the neighborhood is too low, the point is classified as noise. Otherwise, if any point in the neighborhood is part of a known cluster, this neighborhood is joined to that cluster. If neither of these two possibilities applies, a new cluster is begun with this neighborhood. With this approach, DBRS discovers multiple clusters concurrently. For large datasets, where reducing the run time is crucial, we propose a heuristic that saves significant amounts of time, but which somewhat reduces the accuracy and precision of the results. With the heuristic, DBRS can perform α-approximate density based clustering on very large datasets (Figure 1(e) ).
The remainder of the paper is organized as follows. In Section 2, we briefly categorize the clustering methods and discuss existing spatial clustering algorithms, including CLARANS and DBSCAN. In Section 3, the DBRS algorithm is presented with its complexity analysis. A heuristic is introduced to reduce run time by sacrificing a probabilistically controlled amount of accuracy. In Section 4, we compare DBRS and DBSCAN from theoretical viewpoints. Section 5 presents an empirical evaluation of the effectiveness of DBRS on the type of datasets described above and compares it with DBSCAN, CLARANS, and k-means. We also examine the costs and benefits of incorporating the heuristic. Section 6 concludes and gives directions for future work.
Related Work
Clustering is an active subject area in data mining and other research fields. In this section, we first give a broad categorization of clustering methods. Then we briefly survey one classical clustering method called k-means [4] and two spatial clustering algorithms, called CLARANS [7] and DBSCAN [6] .
Categorization of Clustering Algorithms
Based on the techniques adopted to define clusters, clustering algorithms can be categorized into four broad categories [10] , hierarchical, partitional, density-based, and grid-based.
Hierarchical clustering methods can be either agglomerative or divisive. An agglomerative method starts with each point as a separate cluster, and successively performs merging until a stopping criterion is met.
A divisive method begins with all points in a single cluster and performs splitting until a stopping criterion is met. The result of a hierarchical clustering method is a tree of clusters called a dendogram. Examples of hierarchical clustering methods include BIRCH [11] and CURE [5] .
Partitional clustering methods determine a partition of the points into clusters, such that the points in a cluster are more similar to each other than to points in different clusters. They start with some arbitrary initial clusters and iteratively reallocate points to clusters until a stopping criterion is met. They tend to find clusters with hyperspherical shapes. Examples of partitional clustering algorithms include k-means, PAM [12] , CLARA [12] , CLARANS [7] , and EM [13] .
Density-based clustering methods try to find clusters based on the density of points in regions. Dense regions that are reachable from each other are merged to formed clusters. Density-based clustering methods excel at finding clusters of arbitrary shapes. Examples of density-based clustering methods include DBSCAN [6] and DENCLUE [14] .
Grid-based clustering methods quantize the clustering space into a finite number of cells and then perform the required operations on the quantized space. Cells containing more than a certain number of points are considered to be dense. Contiguous dense cells are connected to form clusters. Examples of grid-based clustering methods include STING [15] and CLIQUE [16] .
Three clustering methods
In this section, we briefly discuss two partitional clustering methods, k-means and CLARANS, and one density-based clustering method, DBSCAN. DBSCAN will be explained in the most detail because it is most relevant to our research.
The k-means clustering algorithm is the simplest and most commonly used partitional algorithm. It randomly chooses k points as cluster centers, and then it assigns each point in the dataset to the closest cluster center. Then it recomputes the center of every cluster using the current member of the cluster. The algorithm repeats the assigning and recomputing steps until a convergence criterion is met. Two typical convergence criteria are no (or minimal) reassignment of points to new cluster centers and minimal decrease in squared error. The k-means algorithm is simple, straightforward, and is based on the firm foundation of analysis of variance. However, the k-means algorithm suffers from two weaknesses: first, the result strongly depends on the initial guess of centroids, and secondly, the process is sensitive with respect to outliers [4] .
CLARANS is a spatial clustering method based on randomized search [7] . It was the first clustering method proposed for spatial data mining and it led to a significant improvement in efficiency for clustering large spatial datasets. It finds a medoid for each of k clusters. Informally, a medoid is the center of a cluster. The great insight behind CLARANS is that the clustering process can be described as searching a graph where every node is a potential solution, i.e., a partition of the points into k clusters. In this graph, each node is represented by a set of k medoids. Two nodes are neighbors if their partitions differ by only one point. CLARANS performs the following steps. First, it selects an arbitrary possible clustering node current. Next, the algorithm randomly picks a neighbor of current and compares the quality of clusterings at current and the neighbor node. A swap between current and a neighbor is made if such a swap would result in an improvement of the clustering quality. The number of neighbors of a single node to be randomly tried is restricted by a parameter called maxneighbor. If a swap happens, CLARANS moves to the neighbor's node and the process is started again; otherwise the current clustering produces a local optimum. If the local optimum is found, CLARANS starts with new randomly selected node in search of a new local optimum. The number of local optima to be searched is bounded by a parameter called numlocal. Based upon CLARANS, two spatial data mining algorithms were developed: a spatially dominant approach, called SD_CLARANS, and a non-spatially dominant approach, called NSD_CLARANS. In SD_CLARANS, the spatial component(s) of the relevant data items are collected and clustered using CLARANS. Then, the algorithm performs attribute-oriented induction on the non-spatial description of points in each cluster. NSD_CLARANS first applies attributeoriented generalization to the non-spatial attributes to produce a number of generalized tuples. Then, for each such generalized tuple, all spatial components are collected and clustered using CLARANS.
CLARANS suffers from some weaknesses [6, 15] . First, it assumes that the points to be clustered are all stored in main memory. Secondly, the run time of the algorithm is prohibitive on large datasets. In [7] , its authors claim that CLARANS is "linearly proportional to the size of dataset". However, in the worst case, O(n k ) steps may be needed to find a local optimum, where n is the size of the dataset, and k is the desired number of clusters. The time complexity of CLARANS is Ω(kn 2 ) in the best case, and O(n k ) in the worst case.
DBSCAN was the first density-based spatial clustering method proposed [6] . To define a new cluster or to extend an existing cluster, a neighborhood around a point of a given radius (Eps) must contain at least a minimum number of points (MinPts), the minimum density for the neighborhood. DBSCAN uses an efficient spatial access data structure, called an R*-tree, to retrieve the neighborhood of a point from the dataset. The average case time complexity of DBSCAN is nlog n. DBSCAN can follow arbitrarily shaped clusters [6] .
Given a dataset D, a distance function dist, and parameters Eps and MinPts, the following definitions (adapted from [6] ) are used to specify DBSCAN. Definition 5 A density-based cluster C is a non-empty subset of D satisfying the following conditions: (1) ∀p, q: if p∈C and q is density-reachable from p, then q∈C; (2) ∀p, q∈C: p is density-connected to q. DBSCAN starts from an arbitrary point q. It begins by performing a region query, which finds the neighborhood of point q. If the neighborhood is sparsely populated, i.e., it contains fewer than MinPts points, then point q is labeled as noise. Otherwise, a cluster is created and all points in q's neighborhood are placed in this cluster. Then the neighborhood of each of q's neighbors is examined to see if it can be added to the cluster. If so, the process is repeated for every point in this neighborhood, and so on. If a cluster cannot be expanded further, DBSCAN chooses another arbitrary unlabelled point and repeats the process. This procedure is iterated until all points in the dataset have been placed in clusters or labeled as noise. For a dataset containing n points, n region queries are required.
Although DBSCAN gives extremely good results and is efficient in many datasets, it may not suitable for the following cases. First, if a dataset has clusters of widely varying densities, DBSCAN is not able to handle it efficiently. On such a dataset, the density of the least dense cluster must be applied to the whole dataset, regardless of the density of the other clusters in the dataset. Since all neighbors are checked, much time may be spent in dense clusters examining the neighborhoods of all points. Simply using random sampling to reduce the input size will not be effective with DBSCAN because the density of points within clusters can vary so substantially in a random sample that density-based clustering becomes ineffective [5] .
Secondly, if non-spatial attributes play a role in determining the desired clustering result, DBSCAN is not appropriate, because it does not consider non-spatial attributes in the dataset.
Thirdly, DBSCAN is not suitable for finding approximate clusters in very large datasets. DBSCAN starts to create and expand a cluster from a randomly picked point. It works very thoroughly and completely accurately on this cluster until all points in the cluster have been found. Then another point outside the cluster is randomly selected and the procedure is repeated. This method is not suited to stopping early with an approximate identification of the clusters.
Density-Based Clustering with Random Sampling
In this section, we describe a novel spatial clustering algorithm called Density-Based Clustering with Random Sampling (DBRS).
Basic Concepts
Given a dataset D, a symmetric distance function dist, parameters Eps and MinPts, and a property prop defined with respect to a non-spatial attribute, the following definitions are used to specify DBRS. (Extension to multiple non-spatial attributes is straightforward.)
Definition 6
The matching neighborhood of a point p, denoted by N' Eps (p), is defined as N' Eps 
DBRS is to handle non-spatial attributes in the neighbor finding function and to use a minimum purity threshold, called MinPur, to control the purity (or consistency) of the neighborhood. A core point is a point whose matching neighborhood is dense enough, i.e., it has at least MinPts points and over MinPur percent of matching neighbors. A border point is a neighbor of a core point that is not a core point itself. Points other than core and border points are noise.
Definition 7
A point p and a point q are directly purity-density-reachable from each other if (1) 
Directly purity-density-reachable is a reflexive relation. It is symmetric for two core points as well as for one core point and one border point, but it is not symmetric for two border points.
Definition 8
A point p and a point q are purity-density-reachable (PD-reachable) from each other, denoted by PD(p, q), if there is a chain of points p 1 ,…,p n , p 1 =q, p n =p such that p i+1 is directly puritydensity-reachable from p i for 1 ≤ i ≤ n-1.
Definition 9
A purity-density-based cluster C is a non-empty subset of D satisfying the following condition: ∀p, q∈D: if p∈C and PD(p, q) holds, then q∈C.
It is obvious that for ∀p, q∈C, PD(p, q) holds.
DBRS Algorithm
To guarantee finding purity-density-based clusters, determining the directly purity-density-reachable relation for each point by examining the neighborhoods is necessary, as with DBSCAN. However, performing all the region queries to find these neighborhoods is very expensive. Instead, we want to avoid finding the neighborhood of a point wherever possible, because this avoids performing a region query, which is the most expensive step in a density based algorithm.
We introduce an approximate clustering method, called DBRS, which can produce approximate puritydensity-based clusters with far fewer region queries. The intuition behind DBRS is that a cluster can be viewed as a minimal number of core points (called skeletal points) and their neighborhoods. In a dense cluster, a neighborhood may have far more than MinPts points, but examining the neighborhoods of these points in detail is not worthwhile, because we already know that these points are part of a cluster. If an unclassified point in a neighbor's neighborhood should be part of this cluster, we are very likely to discover this later when we select it or one of its other unclassified neighbors.
To find a cluster, it is sufficient to perform region queries on the skeletal points. However, identifying skeletal points is NP-complete (see Section 4.2). Instead, we can randomly select sample points, find their neighborhoods, and merge their neighborhoods if they intersect. If enough samples are taken, we can find a close approximation to the cluster without checking every point. The sample points may not be the skeletal points, but the number of region queries can be significantly fewer than for DBSCAN for datasets with widely varying densities.
In many cases, DBRS will find the same clusters as DBSCAN. However, when two groups have a common border point, since the points from two groups are PD-reachable from each other through the common point, DBRS will identify the two groups as one cluster. DBSCAN will separate the two groups into two clusters and the common point will be assigned to the cluster discovered first.
In Figure 2 , we present the DBRS algorithm. DBRS starts with an arbitrary point q and finds its matching neighborhood qseeds with D.matchingNeighbors(q,Eps) in line 4. If the size of qseeds is at least MinPts and the purity is at least MinPur, then q is a core point; otherwise q is noise or a border point, but it is tentatively classified as noise (-1) in line 6. If q is a core point, the algorithm checks whether its neighborhood intersects any known cluster. The clusters are organized in a list called ClusterList. If qseeds intersects with a single existing cluster, DBRS merges qseeds into this cluster. If qseeds intersects with two or more existing clusters, the algorithm merges qseeds and those clusters together, as shown in lines 11-18. Otherwise, a new cluster is formed from qseeds in lines 19- After examining the neighborhood of one point, the algorithm selects another arbitrary, unclassified point and repeats the above procedure. The procedure is iterated until every data point in the dataset is clustered or is labeled as noise.
The region query D.matchingNeighbors(q,Eps) in line 4 is the most time-consuming part of the algorithm. A region query can be answered in O(log n) time using spatial access methods, such as R*-trees [17] or SR-trees [18] . In the worst case, where all n points in a dataset are noise, DBRS performs n region queries, and its time complexity is O(n log n). However, if any clusters are found, it will perform fewer region queries. When DBRS finds a core point, all its neighbors are clustered and they will not be checked for matching neighbors. If none of these points were previously classified, then at least MinPts points will be transformed from unclassified to classified on the basis of a single region query. If the dataset is dense, more than MinPts points will be present in the neighborhood and thus be transformed to classified with one region query.
One crucial difference between DBSCAN and DBRS is that once DBRS has labeled q's neighbors as part of a cluster, it does not examine the neighborhood for each of these neighbors. This difference can lead to significant time savings, especially for dense clusters, where every point is a neighbor of many other points. The other crucial difference is that with its use random sampling and the addition of a heuristic stopping condition, DBRS can be used for α-approximate density-based clustering to handle very large datasets more efficiently.
Approximate Clustering
To reduce run times for very large datasets, a heuristic variation of DBRS, called DBRS-H, is proposed for approximate clustering. DBRS-H is based on the following observation. Given a dataset D with n points, the chance of missing a particular cluster of MinPts points by choosing the first single random point and finding its neighborhood is at most n MinPts n − . Let n j be the number of points removed after examining the j th randomly selected point. For noise, n j is 1. For core points, n j is at least one; and if the core point is in a newly found cluster, it is at least MinPts. Let be the cumulative number of points removed after i-1 points have been examined. After examining k points, the chance of not finding a cluster of at least MinPts is
. The value of α k becomes small as k increases, and each time a new cluster is found, it decreases more rapidly. Although determining α k analytically is not possible, it is easily computed while DBRS is running. The number of points left unclassified at step i is L i = n -N i . Initially, we let α 0 = 1 and L 0 = n. At step i, for i > 0, we compute:
DBRS is stopped if α i ≤ α max or if all points are clustered or labeled as noise. Although the user must choose a value for α max , it can be thought of as similar to statistical significance. We set α max as 0.01 in our experiments, so the algorithm stops when it is 99% confident that no cluster of at least MinPts points remains.
Theoretical Comparison of DBRS and DBSCAN
In this section, we compare DBRS and DBSCAN from three theoretical viewpoints, including the neighborhood graphs they construct, the heuristics they provide for the skeletal points decision problem, and the forests of cluster trees they correspond to. To simplify the discussion, we assume all points have the same property.
Comparison from the Viewpoint of Neighborhood Graphs
First, three definitions are introduced. Then we describe the neighborhood graphs relevant to DBSCAN and DBRS.
Definition 10
The neighborhood graph for a spatial relation neighbor is a graph G = (V, E) with a set of vertices V and a set of edges E such that each vertex corresponds to a point and two vertices v 1 and v 2 are connected iff neighbor(v 1 , v 2 ) holds [1] . Depending on the neighbor relation, a neighborhood graph can be directed or undirected.
Definition 11
A neighborhood (sub-)graph is connected iff for any pair of vertices in the (sub-) graph there is an undirected path joining the vertices.
Definition 12
A directed neighborhood (sub-)graph is strongly connected iff for any two nodes p, q with neighbor(p, q) holding, there is a directed path from p to q. Lemma 1 A density-based cluster corresponds to a connected neighborhood sub-graph with densityreachable used as the neighbor relation.
Proof: We must prove that: (1) all points in a cluster defined by Definition 5 are represented in a connected neighborhood sub-graph; (2) only the points belonging to the same cluster are represented in the same connected neighborhood sub-graph. Suppose p, q ∈ D and v p and v q represent the vertices corresponding to p and q in the neighborhood graph.
(1) Since a cluster defined by Definition 5 is determined by two conditions, we prove that any cluster defined by these conditions is in a single connected neighborhood sub-graph. (2) Assume p is not density-reachable from q, but v p and v q are represented in the same connected neighborhood sub-graph. Since p is not density-reachable from q, therefore neighbor(v p , v q ) does not hold. By the definition of the neighborhood graph, two vertices are connected only if neighbor relation holds for them. So there is no path connecting them. The assumption is wrong; the proof by contradiction is complete.♦ From Lemma 1, given n points, the clustering process of DBSCAN can be viewed abstractly as constructing neighborhood graphs. Each time a core point is found, the algorithm finds the directly density-reachable relation between the core point and each of its neighbors. The directly densityreachable relation holding for the two points can be viewed as the directed edge between the two corresponding vertices in the neighborhood graph. Each cluster in the dataset is constructed as a connected neighborhood sub-graph. Without considering noise, if a dataset has k clusters, then its corresponding neighborhood graph will have k connected sub-graphs.
For example, suppose the nine points in Figure 3 (a) are in one cluster. We assume MinPts is 3. DBSCAN is applied with Point 1 arbitrarily selected as the initial point. The region query for Point 1 finds that Points 2, 3, 4, 5 and 6 are Point 1's neighbors. These points are shown inside the circle centered on Point 1 in Figure 3(a) . So edges from 1 to its neighbors are inserted in the neighborhood graph. Points 2, 3, 4, 5 and 6 are organized in a list and checked for neighbors one by one, and so on for their neighbors. When DBSCAN terminates, the neighborhood graph is connected, as shown in Figure 3 (b).
Lemma 2
If the density-reachable relation is the neighbor relation, DBSCAN's clustering process corresponds to constructing the strongly connected neighborhood graph.
Proof:
The proof requires two parts: (1) neighbor(p, q) holds. Thus, the assumption is wrong, and the proof by contradiction is complete.♦ In Figure 3 (b), for any two points if one point is density-reachable from the other, then a directed path connects them. So, Figure 3 (b) shows a strongly connected neighborhood graph.
Lemma 3 A purity-density-based cluster correspond to a connected neighborhood graph with PDreachable used as the neighbor relation.
Proof We must prove two parts: (1) a cluster defined in Definition 9 is represented in a connected neighborhood graph; (2) only the points belonging to the same cluster are represented in the same connected neighborhood graph.
( Thus, the assumption is wrong, and the proof by contradiction is complete.♦ Since PD-reachable is a symmetric relation, the neighborhood graph corresponding to DBRS is an undirected graph. Suppose we apply DBRS to the points in Figure 3 (a), with Point 2 arbitrarily picked as the initial point. After calling the matchingNeighbors function, DBRS finds that Points 1, 3, and 9 are Point 2's neighbors and generates the neighborhood sub-graph shown in Figure 3 (c1). 1-2-3-9 becomes the first sub-cluster. Then DBRS randomly picks Point 6 and generates the neighborhood subgraph shown in Figure 3 (c2) for sub-cluster 1-5-6-7. This subcluster intersects existing sub-cluster 1-2-3-9 at Point 1. After merging, the sub-cluster includes 1-2-3-5-6-7-9. Next, suppose DBRS picks Point 4.
1-3-4-5-8 is generated and merged into the existing cluster. The final neighborhood graph is a connected neighborhood graph, as shown in Figure 3 (c3).
In the worst case, i.e., all points are noise points, the costs of constructing the two types of neighborhood graphs are the same, because no directed or undirected edges are generated. Otherwise, constructing a strongly connected neighborhood graph (as DBSCAN does) is more expensive than constructing a connected neighborhood graph (as DBRS does). In the simplest case, two core points are directly densityreachable from each other. In a strongly connected neighborhood graph with directly density-reachable as the neighbor relation, we need to check both nodes to find two directed edges to connect them. In the other words, with DBSCAN, for any two directly density-reachable core points, two directed edges are required to connect them. In the connected neighborhood graph generated with PD-reachable as the neighbor relation, if the two core nodes are directly PD-reachable from each other, we only need to check one of them because after checking one, the undirected edge connecting them is generated. In a strongly connected neighborhood graph, the number of directed edges required is greater than or equal to the number of undirected edges required in the corresponding connected neighborhood graph. Thus, constructing a strongly connected neighborhood graph requires making region queries for more points than constructing a connected neighborhood graph.
For the clustering process, regardless of whether the connectivity is directed or undirected, all connected points should belong to the same cluster. It is irrelevant whether two points are density reachable via a directed neighborhood path or via an undirected path. So, in most of the cases, DBRS can obtain the clusters more cheaply than DBSCAN.
Comparison from the Viewpoint of Skeletal Points
Definition 13 Given a cluster C, a set of S ⊆ C is a set of skeletal points S for C if and only if (2) there is no other set of points S' ⊆ C that satisfies condition (1) but |S'| < |S|.
Informally, the skeletal points are a minimal set of core points, whose neighborhoods cover the cluster. Every point in a cluster is a skeletal point or a neighbor of a skeletal point. Therefore, to find a cluster, it is sufficient to perform region queries on the skeletal points. Although skeletal points are defined for a cluster, the skeletal points for a dataset can be viewed as a union of the skeletal points for each cluster in the dataset.
The skeletal points can also be used to represent a clustering result, which saves space. Additionally, when a new point is added to a cluster, we can avoid running the cluster algorithm again if the new point belongs to the neighborhood of a skeletal point.
A relevant question to address concerns whether it is possible to identify the skeletal points for a cluster in polynomial time.
Definition 14
Given a cluster C, the skeletal points decision problem is to determine whether there is a set of skeleton points S for C of size J or less.
Theorem: The Skeletal Points Decision Problem is NP-complete.
Proof Sketch. Proof of the theorem is based on transforming the skeletal points decision problem for a cluster to the minimal cover decision problem for its corresponding neighborhood graph. The detailed proof is shown in the Appendix (Supplemental Material).
First, given a neighborhood graph, we can simply guess a cover with size J or less for the neighborhood graph and check in polynomial time whether the cover and the neighborhoods of every point in the cover include all nodes of the neighborhood graph. So the problem belongs to NP.
Then, we reduce a known NP-complete problem, the dominating set decision problem [19] to the minimal cover decision problem. The dominating set decision problem is defined for a general graph, but the minimum cover decision problem is defined for a neighborhood graph. We transform any general graph to a neighborhood graph with MinPts = 3, that is, where one vertex of every edge has a degree of at least 3. Vertices with degrees of 1 or 2 in the general graph are added to the neighborhood graph along with dummy vertices sufficient to ensure MinPts = 3. All other vertices and edges are transferred directly to the neighborhood graph. This transformation can be done in polynomial time.
Since the skeletal point belongs to NP and one subproblem (when MinPts ≥ 3) can be reduced from a known NP-complete problem, the skeletal point decision problem is NP-complete.♦
From the above theorem, we can conclude that no algorithm is known that obtains skeletal points in polynomial time. The next question is whether a heuristic method can find an approximate solution for the skeletal points decision problem in polynomial time. As explained below, DBSCAN and DBRS can be viewed as two kinds of heuristic methods for the skeletal points decision problem.
DBSCAN can be viewed as a heuristic method that uses a depth-first local spanning search. It randomly selects the first point, saying p, finds its neighborhood, and checks whether p and its neighbors cover the whole cluster. If not, it picks a neighbor of p, called it q, adds it to the set, and checks its neighbors. If q is a border point, the next selected point is another neighbor of p. If q is a core point, the next point will be one of q's neighbors. The process continues until the whole cluster has been covered. The selected points may not be skeletal points, but together they form a cover for the corresponding neighborhood graph.
DBRS can be viewed as a heuristic method that uses a random search. The algorithm randomly selects one point, finds its neighborhood, and checks whether the selected point and its neighbors cover the whole cluster. If not, another point is randomly selected and added to the set. After checking for overlap and merging as necessary, the algorithm checks whether the two points and their neighbors cover the whole cluster. If not, the process is repeated until the whole cluster has been covered. As with DBSCAN, the selected points may not be skeletal points, but together they form a cover for the corresponding neighborhood graph.
Comparison from the Viewpoint of Clustering Trees
Running either DBSCAN or DBRS corresponds to building a forest of cluster trees (i.e., a set of cluster trees).
Definition 15
A cluster tree is a tree in which each node corresponds to a point in the dataset and each edge corresponds to a neighbor relation between a parent node and a newly discovered child node.
DBSCAN builds each tree in a depth-first way and always finishes one tree before starting another. Suppose clusters C1, C2, and C3 in Figure 4 are to be found. Suppose MinPts is set to 3 and DBSCAN randomly picks point 1 first. Beside itself, Point 1 has neighbors Points 2 and 4, so they become children of Point 1 in the tree C1 shown in Figure 5 . If we assume that the neighborhood list is organized in the increasing order of the points' IDs, Point 2 is the first child of the Point 1. Point 2's neighbors include Points 1, 2, 3, 4, 5, and 6. Since Points 1, 2, and 4 are already present in C1, only newly discovered Points 3, 5, and 6 are inserted as children of Point 2. Point 3 is the first child of Point 2 and its neighbors are Points 2, 3, 5, and 6. Since Points 2, 5, and 6 are not newly discovered nodes, Point 3 has no children. This process continues in a depth-first manner. After finishing cluster tree C1, the clustering process moves to other trees. If Point 10 and Point 19 are the first points picked for C2 and C3, respectively, the forest of cluster trees will appear as shown in Figure 5 .
DBRS generates clustering trees in a random way. Every point picked by DBRS does not exist in any tree. DBRS randomly generates some branches of the tree and if possible connect them to existing branches. It randomly expands the tree both in height and in breadth. If we pick the points in the order 1-10-19-5-13-22-3, the tree shown in Figure 6 is generated. As described above, DBSCAN constructs the cluster trees one by one. If it is stopped early, it is likely to miss whole clusters. For DBRS, the construction of the cluster trees is performed in a less orderly fashion.
After a certain amount of time, it has already created some part(s) of each cluster. If it is stopped before every point has been classified, it is less likely than DBSCAN to lose whole clusters. Some points might be missed even though their neighbors are included in discovered clusters. This feature makes α-approximate density-based clustering feasible with DBRS. 
Performance Evaluation
In this section, we give a series of results from applying DBRS to cluster both synthetic and real datasets. Each synthetic dataset includes x, y coordinates and one non-spatial property for the attributes and 2-10 clusters. The real datasets include bird survey data, student distribution data, and population data for western Canada. The clusters in the datasets have different shapes and densities. Each result reported in a table or graph in this section represents the average of 10 runs. All experiments were run on a 500MHz PC with 256M memory.
DBRS is empirically compared with DBSCAN, CLARANS and k-means. DBRS is implemented using SR-trees. Since the original DBSCAN implementation, which is based on R*-trees, cannot handle duplicate points in datasets and also mistakenly removes some points from large datasets, we reimplemented DBSCAN using SR-trees, and called the result DBSCAN*. Other algorithms used in this section include CLARANS, as implemented by its authors, and a simple k-means algorithm, as implemented in Weka [13] .
In Section 5.1, we demonstrate the scalability of DBRS and compare its performance with DBSCAN* and CLARANS. The quality of clusters DBRS discovered is analyzed and compared with other algorithms in Section 5.2. The effects of the percentage of noise and the value of the Eps parameter on scalability are analyzed in Sections 5.3 and 5.4, respectively. In Section 5.5, we show that our heuristics can improve the run time significantly with a controlled amount of inaccuracy. Finally, we apply DBRS to three real datasets in Section 5.6. Table 1 shows the scalability of DBSCAN*, CLARANS, and DBRS on synthetic datasets. The second and third columns of Table 1 give the run time and number of region queries for DBRS when the Eps is 5, MinPts is 10, and MinPur is 0.98. As can be seen, the running time for DBRS increases with the size of the datasets in an almost linear fashion, going from 0.93 seconds in the case of 1000 points to 209 seconds for a dataset with 225000 points. The numbers of region queries for different datasets increases from 139 times for a 1000 point dataset to 33919 for a 225000 point datasets. We also applied DBSCAN* and CLARANS to the same set of datasets. The fourth and fifth columns in Table 1 show the results of using DBSCAN* with Eps of 5 and MinPts of 10. The running time goes from 5.49 seconds for 1000 points to 3038 seconds for 225 000 points. The number of region queries is almost equal to the size of the dataset, ranging from 941 times for 1000 points to 224 870 times for 225 000 point dataset. The last column in Table 1 gives the running time for CLARANS. The running time for CLARANS is slower than that for DBRS. Since CLARANS assumes that the points to be clustered are all stored in main memory, it should not be expected to handle with very large spatial datasets efficiently. In Table 1 , the symbol "*" represents a case where CLARANS ran out of memory during the tests.
Scalability

DBRS
Since we did not optimize the implementation of DBRS and DBSCAN* to use all main memory available, CLARANS had shorter running time than DBSCAN* for datasets of up to 7000 points. In Table 1 , our intention is to compare DBSCAN* and CLARANS with DBRS. Readers can see a comparison between the original DBSCAN and CLARANS in [6] . To test the quality of the clusters, we first applied the algorithms to a dataset with 203 points used in [6] . In our version of this dataset, the non-spatial property for the points in the right part of the "Y" shaped cluster is different from the value than for those in left part. Figure 7(a) shows the clusters found by DBRS in a dataset with the radius set to 2.2, MinPts set to 4, and MinPur set to 0. In this case, the running time is 0.33 seconds and the number of region queries is 69. The "Y" shape at the right-bottom corner is divided into two clusters because of a difference in the values of the non-spatial property. The accuracy of DBRS for this dataset is 100%. As shown in Figure 7 (b), DBSCAN* does not separate the clusters because it ignores non-spatial attributes. The run time is 0.88 seconds and the number of region queries is 177. The accuracy of DBSCAN* for this dataset is 78.33%. For the same dataset, we also tried CLARANS and k-means. As we discussed in Section 2, both k-means and CLARANS are not designed to find arbitrary shapes. The two clusters in the "Y" shaped group and the ellipse shaped cluster are placed in two clusters (shown in Figure 7(c) ). The accuracy of k-means is 77.34% for this dataset. For CLARANS, the "Y" shaped cluster is partitioned into three clusters (shown in Figure 7(d) ). The accuracy of CLARANS is 66.50%. Table 2 reports the details for each cluster from Figure 7 . For example, for DBRS, it took 0.33 seconds and 69 region queries to finish the clustering. It found 5 clusters. The first cluster found has 23 points, which come from the No. 1 cluster. This cluster has 100% accuracy. The following 4 clusters and the noise also have 100% accuracy. The accuracy of DBRS for this dataset is 100%. DBRS creates the highest quality clusters. Table 2 Accuracy Results on Data Set 1 (with 203 points adapted from DBSCAN's data) Figure 8 Results of Clustering 50000 Points (original in color)
Quality of the clusters
Scalability with respect to the number of noise points
The most time-consuming part of DBRS is the region query operation. One major factor affecting the number of region queries is the number of noise points in the dataset. Figure 9 shows the number of region queries for various percentages of noise for dataset sizes ranging from 10 000 to 100 000 points. As the percentage of noise increases, the number of region queries needed for DBRS increases. For example, for 100 000 points, when a dataset has 0% noise, it takes approximately 3000 region queries to finish the clustering, but when the percentage of noise reaches 100%, it takes exactly 100 000 region queries. For every dataset, when the percentage of noise reaches 100%, DBRS requires the same number of region queries as DBSCAN*. In every case, this number is approximately equal to the number of points in the dataset. Figure 10 shows the relationship between the numbers of region queries for the datasets and various percentages of noise points. 
Eps and Number of Region Queries
The second factor affecting the number of region queries is the value selected for the Eps parameter. Figure 11 shows the number of region queries required for a dataset of 10 000 points with clusters of varying densities. With DBSCAN, the number of region queries does not change as Eps increases, while with DBRS, it decreases. For our data, increasing Eps is equivalent to reducing the density of the overall cluster. Thus, for higher-density clusters, DBRS can achieve better performance than DBSCAN. 
Efficiency of the DBRS-H Heuristic Method
We ran a series of experiments to determine the rate at which points are placed in clusters. We observed that after a certain amount of time, most remaining points are either noise points or points for which most neighboring points have been clustered. Figure 12 shows the size of the increase (delta) in the number of clustered points, with respect to time, for datasets of 200k points with 40% noise. These results are representative of our results for all dataset sizes. As shown in Figure 12 , after approximately 240 seconds, the number of new points per second becomes fewer than 200 points, which means that mostly noise and border points are being examined.
As discussed in Section 2, large clusters and particularly dense neighborhoods are likely found early because they have more points to be randomly selected. The DBRS-H heuristic method is intended to stop the search for new clusters when the chance of finding a new cluster is small. In Figure 12 , the point indicated with the arrow is the point where the increase in the number of newly clustered points falls to a very low level. Table 4 lists the running time for DBRS and DBRS-H for datasets with 200 000 points and varying percentages of noise. The table also shows the number of points clustered, the percentage of points clustered, and the percentage of points not clustered for DBRS-H. For example, the sixth line shows that a dataset with 200 000 points, including 12 clusters and 80 000 (40%) noise points, was processed in 269 seconds with DBRS-H as compared to 583 seconds by DBRS. In this run, 148 353 points were clustered or marked as noise, i.e., 74.18% of the whole dataset. The remaining points include 50445 noise points and 1202 points that should have been clustered, representing 25.22% and 0.60% of all points, respectively.
Real Datasets
DBRS was also tested on three real datasets. The first dataset is from the North American Breeding Bird Survey (BBS). The BBS is a long-term, large-scale, international avian monitoring program initiated in 1966 to track the status and trends of North American bird populations [20] . Each year during the height of the avian breeding season, which is June for most of the U.S. and Canada, participants skilled in avian identification collect bird population data along roadside survey routes. Each survey route is 24.5 miles long with stops at 0.5-mile intervals. Over 4100 survey routes are located across the continental U.S. and Canada. Among the BBS data, we picked data for the Canada goose to test DBRS. There are 2091 survey routes reporting Canada goose populations. We set Eps to 1 and MinPts to 10. DBRS made 892 region queries, had a running time of 3 seconds, and found 6 clusters. The biggest cluster is in eastern North American. Figure 13 shows the clustering result. On the same dataset, DBSCAN* made 2066 region queries, had a running time of 12 seconds, and found 5 clusters.
The second data set was URADDR, which contains all Canadian addresses of University of Regina students since 1999 transformed to longitude and latitude using GeoPinpoint [21] . Eps was set to 0.5 and MinPts to 40. The dataset includes 52 216 records, which were clustered to form 16 clusters in 10 seconds with 1347 region queries, as shown in Figure 14 . A domain expert considered the clusters to be reasonable. The biggest cluster, which includes 46 464 points, is in Saskatchewan. Other clusters are distributed in other provinces. We also applied DBSCAN* to the same dataset. It formed 16 clusters in 737 seconds with 49 110 region queries. The biggest cluster includes 46 483 points. Figure 15 shows the top nine clusters (with the number of points) of the final result, overlaid on a map of western Canada. All nine clusters are around the major cities in the western Canada. We also overlaid the major roads on the map and found that some of the clusters, including the Okanagan cluster, occurred along the roads. DBRS is effective at finding long, thin clusters. Figure 15 Population counts of Western Canada
Conclusion
Clustering spatial data has been extensively studied in the knowledge discovery literature. In this paper, we proposed a new spatial clustering method called DBRS, which aims to reduce the running time for datasets with varying densities. Our experiments suggest that it scales well on high-density clusters. As well, DBRS can deal with a property related to non-spatial attribute(s), by means of a purity threshold, when finding the matching neighborhood. To increase the efficiency of clustering on very large datasets, we introduced a heuristic variation called DBRS-H, which reduces the run time significantly at the cost of missing a probabilistically controlled number of points.
The DBRS approach still needs improvement. The algorithm may miss joining certain clusters. For example, for the points shown in Figure 16 , all points are close together and should be placed in the same cluster. However, if the algorithm picks Point 1 and then Point 5, all points will be clustered, and no unclustered point will remain that can be picked to merge the two sub-graphs. We rarely encountered such cases in our experiments, but to reduce their occurrence, the algorithm could pick some random sample points from among the border points and check their neighborhoods. 
Appendix (supplemental material)
In this appendix, we present a proof that the skeletal points decision problem is NP-complete, along with background definitions.
As discussed in Section 4.1, the clustering process can be viewed as the process of building a neighborhood graph. We define the corresponding concepts on the neighborhood graph.
Definition A1 Given a neighborhood graph G = (V, E), K⊆V is a cover for G iff (1) ∀v∈V, v∈K or ∃(v, k)∈E where k∈K and (2) ∀k∈ K, k has a degree of at least MinPts.
Definition A2 Given a neighborhood graph G', the minimal cover decision problem is to determine whether there is a cover K for G' of size J or less.
Every neighborhood graph G = (V, E) has at least one cover since V is always a cover. Informally, since all non-cover vertices in a neighborhood are neighbors of points in the cover, the cover vertices and their neighbors comprise all vertices in G.
Definition A3 Given a neighborhood graph G = (V, E) with a cover K, K is a minimal cover if there does not exist a cover whose size is less than the size of K.
For the example shown in Figure A1 , {4, 6, 8, 10} is a cover. {1, 2} is a minimal cover. Lemma A1 Given a cluster C, if the directly PD-reachable relation is used as the neighbor relation to generate a neighborhood graph G = (V, E) for C, any minimal cover K for G is a set of skeletal points for C.
Proof. We must prove that if the directly PD-reachable relation is the neighborhood relation for G and K is a minimal cover for G, then (1) ∀k∈K, |neighbor(k)| ≥ MinPts and U and (2) no set smaller than K satisfies condition (1).
Since the neighborhood relation is directly PD-reachable, at least one of the vertices of each edge is a core point in C. Since every core point is directly PD-reachable from all its neighbors, so the vertices representing core points have more connecting edges than border points in the neighborhood graph. Since ∀k∈ K, k has a degree of no less than MinPts, ∀k∈K, |neighbor(k)| ≥ MinPts. By the definition of the cover, ∀v∈ V-K, ∃ k∈K, (v, k)∈ E, i.e. neighbor(v, k) holds, which means every non-cover vertex is a neighbor of a cover vertex. So
Suppose there is a set of points K' satisfying ∀k∈K', |Neighbor(k)| ≥ MinPts, and |K'| < |K|. That is K' is another smaller cover for G. This conflicts with the assumption that K is the minimal cover for G. Therefore, the assumption is wrong.
From Lemma A1, given a cluster, a set of skeletal points can be identified by finding a minimal cover of the neighborhood graph.
Theorem:
The Skeletal Points Decision Problem is NP-complete.
Proof Sketch.
From Lemma A1, we conclude that the skeletal points decision problem for a cluster is same as the minimal cover decision problem for its corresponding neighborhood graph.
Given a neighborhood graph, we can simply guess a cover with size J or less for the neighborhood graph and check in polynomial time whether the cover and the neighborhoods of every point in the cover include the nodes of the neighborhood graph. So the problem belongs to NP.
To show that the problem is NP-complete, we reduce a known NP-complete problem, the Dominating Set decision problem [19] , to the Minimal Cover decision problem. The Dominating Set Decision Problem is to determine for graph G = (V, E) and positive integer K≤ |V|, whether there is a dominating set of size K or less for G, i.e., a subset V'⊆V with |V'| ≤ K such that for all u∈ V-V' there is a v∈ V' for which {u, v}∈ E.
The dominating set is defined for a general graph. But the minimal cover is defined for a neighborhood graph. During the construction of neighborhood graph, we count the number of neighbors within the radius to determine the density. If the number of neighbors is less than MinPts, then the density is too low and it is not directly PD-reachable to its neighbors. Accordingly, the corresponding vertex is not connected to its neighbor vertices. We will transform a general graph to a neighborhood graph. We consider a sub-problem where the neighborhood graph corresponds to MinPts = 3, that is, where one vertex of every edge has a degree of at least 3.
In the following, we consider the vertex cases with degree of 1 or 2 separately to transform a general graph to a neighborhood graph in the polynomial time.
The five conditions shown in Figure A2 (a) to (e) are the conditions that need handling; their solutions are shown in Figure A2 (a') to (e'), respectively. For case (a), there is only one vertex. We add 3 dummy vertices represented by non-filled circles, and connect them to the original vertex. In case (a), the vertex itself should be in the dominating set. After adding three dummy vertices, the dominating set is not changed. For case (b), in which both vertices have degree of 1, we randomly pick either of them. If we pick u, we add two dummy vertices and connect them to u (as shown in case (b')). Then u is in the dominating set for both case (b) and case (b'). For case (c), where vertex v has degree 1 and vertex u of degree 2, we add one dummy vertex and connect it to u. Thus, u is in the dominating set for case (c) and case (c'). Case (d) is a cycle. We randomly pick one vertex as the first step, and connect a dummy vertex with it. If more than three vertices are present in the cycle, we consider an arbitrary vertex u and its two neighbors first. Then without considering the random node and its two neighbors, the remainder of this Figure A2 . For case (e), there are two nodes of degree 2 that each connects to two nodes of degree 3 or more. We use one dummy vertex to replace the two vertices of degree 2. In (e), to cover the four points, both vertices of degree 3 or more should be picked in the dominating set because they can cover other vertices as well as u and v. Although we replace u and v with v', we do not change the dominating set since u and v are not in this set.
Algorithm TransformGeneralGraph in Figure A3 identifies the cases described above and transforms a general graph to a neighborhood graph. As discussed above, this transformation does not change the dominating set.
Since the number of dummy vertices added to the graph is no more than three times than the number of original vertices. Since the complexity of the above transformation is O(n 3 ), it can be finished in polynomial time. Since the skeletal points problem belongs to NP and one subproblem (where MinPts ≥ 3) can be reduced to a known NP-complete problem, the skeletal points decision problem is NP-complete. ♦ 
