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As the author states in his introduction, this book could be used as a 
textbook for an introductory course in language testing, or it can serve as a 
resource for practicing language teachers who create or use language tests 
at their places of work. The book is actually two books in one. It also 
includes a 20-page glossary of terms and mathematical symbols used 
throughout the book. The book focuses on concepts and tools found in 
Classical Test Theory. 
The first 201 pages, (Part One), present a comprehensive overview of 
language testing theory and practice up to date. It examines the what, and 
whys that should be considered from the earliest stages of designing a test 
or when evaluating the usefulness of tests that already have been created. 
The remaining pages, (Part Two), present what is basically a manual for 
using Microsoft Excel in order to input, process and analyze data from test 
results. It can provide us with a way to ‘test our own tests’ and help us 
understand how confident we can be about the assumptions test users make 
based on test scores. The author’s decision to use Excel was based on its 
ubiquitous presence in many computers as part of Microsoft’s Office 
package. The book includes a CD-ROM containing worksheets and video 
【BOOK REVIEW】
Nathan Carr, Designing and Analyzing Language Tests
Oxford, Oxford University Press, 2011 (361+xvi pages+CD)
Jeffrey King HUBBELL
188
tutorials that are compatible with Pentium PC’s and Macs running OS X 
10.5, 10.6. 
Part One is comprised of 10 units; each approximately 20 pages long, with a 
unit summary, list of books and articles for further reading, and discussion 
questions at the end. 
The first unit suggests where to begin when choosing suitable assessment 
tools to inform educational decisions. To what degree is the assessment 
going to be based on some sort of curricula and assess progress or 
achievement? Is it to be used for diagnostic purposes to assess weak points 
that students and/or teachers need to attend to? Is it to be for purposes of 
screening for admission or qualification based on proficiency? One 
interesting approach that Carr takes is that the boundaries between 
distinctions such as norm-referenced vs. criterion referenced design; direct 
vs. indirect testing of abilities; discrete point vs. integrated formats, etc. 
are fuzzy and that any given test may have characteristics of both 
dichotomies. The most important idea to consider is that tests are only 
samples of language use that should represent ability in the real world 
beyond the performance on test itself. As to how well a test can fulfill that 
goal, the author refers to what Bachman & Palmer (1996) call ‘Qualities of 
Usefulness’: Reliability, Authenticity, Construct validity, Impact, and 
Practicality. That framework for test usefulness is what the rest of the book 
will address in detail.
Unit 2 focuses on test tasks. These tasks are what the author refers to as 
‘building blocks’because these are the first elements of any test content 
that are readily apparent to anyone who views a test regardless of any 
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theories about what the total score on the test is supposed to mean. Task 
types may be categorized in several ways: ‘selected response’ (true/false; 
multiple choice; matching, etc.), or ‘constructed response’ (limited or 
extended production of language in writing or speech). They may be 
‘passage dependant’ or ‘passage independent’ in writing or speech. Very 
clear examples of varieties in each type of task are given. Both the prompts 
and responses, however, are in English, or what we may assume as L2 — a 
point I may bring up later in this report. The pros and cons of using 
interviews and portfolios for assessment is noteworthy. 
To this reviewer, the most important message Carr has for readers in this 
unit is that tasks should be based on a construct of what the readers think 
fits best within the framework of usefulness that was presented in Unit 1. 
The salient consideration for choices among task types seems to be 
‘authenticity’ — or to what has been defined as ‘the way that task types 
resemble the way the language is to be used’ outside the context of 
performance on the test itself.
Units 3 & 4 cover important but too often underappreciated stages in test 
development: planning and designing (Unit 3), and writing specifications for 
individual tasks in the test. (Unit 4). These stages involve considerations and 
procedures that should take place even before creating the actual test. To skip 
these steps would be like trying to build a house without a blueprint or 
without knowing whether or not you even have the tools or materials you 
need. To extend the analogy, it will probably result in unexpected expenses 
and a structure that would be hard to sell to a discriminating buyer. It 
should be noted that in each of these units, the author points out how the 
awareness of specifications will help test users to evaluate the usefulness of 
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existing tests whenever they are called to do so.
The planning and designing stage covered in Unit 3 requires a consensus in 
writing up specifications for test context & purpose, and for the overall 
structure of the test. Those specifications should address 7 components: (a) 
who will use the test results and for what purpose; (b) definitions of the 
language abilities/constructs to be measured in the test such as reading 
comprehension, knowledge of grammar, etc.;  (c) whether the scores will 
be interpreted/used in terms of comparison with other test takers, or in 
terms of the criterion used to choose the test tasks; (d) how the test 
content is a sample of the language abilities the test-takers could 
demonstrate in the real world; (e) what the intended test-takers’ 
characteristics probably are, such as their probable level of knowledge; (f) 
what the minimum acceptable level in each of  the qualities of test usefulness 
mentioned in Unit 1 would be, and what the priority among them would be. 
Next is (g): an appraisal of the availability of resources in time, space, 
equipment & materials, personnel, etc., that would be required to create 
and use the test. The next step in the planning stage is to specify the 
overall structure of the test by looking over the constructs/abilities that 
were described in (b) above, and determining which task formats would 
best capture those constructs, and specifying how many of those tasks 
would be needed to get an adequate sample to assess each construct. (It 
may well be necessary to refer back to the minimal standards and the 
priorities that were specified in (f) above.) 
Unit 4 covers the last stage of planning & designing a test. That is to write 
specifications for each individual task format to be used. The specifications 
should have a component to describe the purpose and definitions of the 
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construct that the task purports to measure. Another component for 
describing the task formats characteristics such as the type of response, 
prompts, or passages, and any time allotted for constructed responses. A 
third component should specify the scoring method. The last component 
should be an example of the task format such as those introduced in Unit 2. 
Carr then goes into more detailed suggestions related to additional 
considerations and specifications for task format characteristics that were 
only briefly introduced or not covered at all in Unit 2, such as choosing to 
use the test-takers native language for some element in the task, or the 
aspect of choosing to score items dichotomously, for partial credit, or 
assigning more or less than one point. 
Finally, he points out that when test developers may be required to create a 
new version of an existing test without any existing specifications than the 
test itself, they would make the job easier by ‘reverse engineering’ the 
test to ascertain whatever specifications they can glean from it in order to 
create a new version.
Near the end of these 2 units that explain the importance of the planning 
stages, the author makes an important point — that a plan is merely a plan, 
and plans are more often than not altered to accommodate new insights or 
problems encountered when implementation begins and results are 
analyzed. But they result in refinements that might otherwise have been 
difficult to achieve. Units 5 (& 7) cover procedures and guidelines that, if 
applied when designing and creating the test, will lead to better usefulness.
In Unit 5, the author reminds the readers to ‘follow the plan’ and to be 
aware of and reconcile any deviations from the underlying assumptions 
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specified in the planning stage. Next he covers tips for writing particular 
types of task formats. Among them are for passage-based test tasks for 
reading or listening comprehension. Another area is writing items for 
selected response that are clear and free from elements that either give 
away or obstruct the correct answer. Another section is devoted to writing 
items for short or extended production. 
At the end of this unit, the author introduces the topic of ‘pilot testing’, or 
administering the newly created test unofficially to an independent group of 
test-takers with similar characteristics to those who will take the test 
officially (and whose scores will be used for the purposes of evaluation, 
with direct impact from any decisions based on their test scores). The data 
from this unofficial pilot test is not used for evaluating the test-takers, but 
to collect information to analyze solely for the purpose of how well the 
items in the test contribute to its quality of usefulness. In other words, pilot 
testing is a procedure necessary to evaluating a test rather than test-
takers. It is the first transition from designing a test based on research of 
language assessment to obtaining statistical evidence that will support the 
validity of claims to a particular test’s usefulness. The procedure involves 
what is called item analysis, which uses the data from test taker responses 
to use at least two of three possible points for consideration: for each test 
item, what the total number of correct responses was, (an indicator of the 
item’s difficulty); the correlation between the correct scores on an item 
with the total scores of those on the rest of the items, (an indicator of the 
item’s effectiveness to discriminate between test-takers with high scores 
and the rest of the test takers). When benchmarks for acceptable range for 
difficulty or discrimination are violated, counts for each choice in selected 
response items or each score in partial credit items can serve to indicate 
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problematic items for revision before the test is used for its intended 
purpose. 
This procedure plays a vital role in not only improving the reliability and 
aspects of construct validity in Qualities of Usefulness before the test is 
officially administered, but when repeated post-hoc after test scores are 
actually used for evaluation, it will serve to supply some empirical 
statistical evidence to support claims to those qualities if challenged by 
stakeholders in the results. A more comprehensive, more detailed 
explanation of the procedures and practice in using them are found in 
relevant sections of Part 2:  (Unit 14: Correlation, Unit 15: Item Analysis for 
Norm Referenced Testing, Unit 16: Item Analysis for Criterion-Referenced 
Testing, and 17: Distractor Analysis and Scoring Multiple Choice Items in 
Excel).
Unit 6: Consistency of Measurement, is on the topic of reliability, or for 
criterion-referenced tests dependability. The underlying idea is that no test 
is going to be free of some amount of error in measurement. Basically it is 
about examining the degree of error due to factors such as insufficient 
sampling of the constructs the test is supposed to measure, weaknesses in 
the items that may mislead or confuse the test takers, or the adverse 
condition of test-takers at the time they take the test. Carr describes in 
detail several ways to estimate the reliability or dependability of test 
scores: but the most commonly used procedure is to obtain estimates via 
Cronbach’s KR-21 or KR-20 formulas for norm-based tests or slight 
adaptations to them in criterion-based tests. The resulting statistic is 
expressed as a decimal number. The standard benchmark for this figure is 
anything above 0.79 as quite good, and anything below 0.70 as not good 
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enough. Once an estimate is obtained, it can be used to calculate the 
standard error of measurement, (SEM), and use that in turn to derive a 
confidence interval of plus or minus a certain number of points on either 
side of the test-takers score (‘observed score’) that is student’s true ability 
(‘true score’). A more comprehensive, more detailed explanation of the 
procedures for estimating the consistency or the standard error of 
measurement by using Excel are found in relevant sections of Part 2: Unit 
12, for obtaining the descriptive statistics, Unit 18 for reliability of norm-
referenced tests and Unit 19 for dependability for criterion referenced 
tests. Estimates of consistency for performance tests, which use raters and 
rating scales, must include correlations to determine inter-rater or intra-
rater agreement. 
Unit 7: Performance tests consist of extended production tasks such as 
interviews, monologues, role-plays, essays, etc. that involve raters and 
rating scales. Preparations for such test tasks were covered in Units 3, 4, 
& 5, but this unit adds additional considerations such as specifying whether 
the rating scales scores will be ‘holistic’ (with a single score on the 
performance of the task), or ‘analytic’ (with a set of separate scales for 
each of several traits or elements of the task such scoring an essay based 
on content, rhetorical control, or language usage.). Descriptors for each 
band in each scale will need to be specified for the purposes of rater 
training, and the clearer those descriptors are, the greater the consistency 
of scores. In holistic scoring, there have to be clear descriptions of the 
levels of ability. The author gives examples of different scales, and 
procedures for developing them. Also included in this unit are tips for rater 
training and administering the tests. Last, he explains the necessary steps 
to analyze the results so as to detect inconsistencies and correct them, as 
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well as collecting empirical evidence necessary to support any claims for 
the test’s construct validity.
Unit 8 is entitled ‘Validation’, or the need to compile evidence in support 
of a claim to the validity of using a test for the purpose it was intended. As 
such, this unit reviews many of the procedures and guidelines presented in 
all the previous lessons and shows how careful planning and monitoring of 
test development and test results will inform test users. It is analogous to 
having a prepared a portfolio and sound arguments for defense in a court 
case. In short, it must be able to prove that it had adequately met the 
standards of reliability, authenticity, construct validity, (social) impact, and 
practicality — the Qualities of Use. 
Units 9 & 10 are almost anticlimactic in that Unit 9 covers proper 
procedures for administering a test (whether or not it was not one you 
designed) that were not covered in previous sections; mostly about 
practical matters of logistics, the training of proctors, insuring that 
administrations are uniform and in proper environments and about 
archiving and destroying tests or sensitive data. Unit 10 is a potpourri of 
topics that couldn’t exactly fit into the length and breadth that an 
introductory course was intended to cover. It includes brief descriptions of 
computer-based testing, new resources for content for language tests such 
as corpus-based research; alternative statistical approaches for modeling 
and analyzing test scores such as item-response theory (IRT), and 
Generalizabilty (G) theory; for assessing young learners; use of discourse 
analysis, and others.
All in all, this book compiles insights and information in many earlier 
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publications that cover only parts of. It would serve as a very useful 
reference in the library of anyone who is involved in language testing.
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