Determining the layout of temporary facilities that support construction activities at a site is an important planning activity, as layout can significantly affect cost, quality of work, safety, and other aspects of the project. The construction site layout problem involves difficult combinatorial optimization. Recently, various artificial intelligence(AI)-based algorithms have been applied to solving many complex optimization problems, including neural networks(NN), genetic algorithms(GA), and swarm intelligence(SI) which relates to the collective behavior of social systems such as honey bees and birds. This study proposes a site facility layout optimization algorithm based on self-organizing maps(SOM). Computational experiments are carried out to justify the efficiency of the proposed method and compare it with particle swarm optimization(PSO). The results show that the proposed algorithm can be efficiently employed to solve the problem of site layout.
Introduction
Planning the site layout of temporary facilities in a construction project is a very important at the construction planning phase. This temporary construction plan is carried out using an heuristic method based on the planner's experience and insight. It has repeatedly been reported that a poor construction plan can cause productivity loss, frequent relocation of temporary facilities, and delay in finishing work [1] .
In particular, since the lifting equipment including tower crane that transports materials and workers vertically has a direct impact on construction duration, safety management, and construction cost, studies have been actively conducted to optimize the selection of equipment and location [2, 3] . The site layout problem of temporary facilities including lifting equipment is an NP-hard (Non-Polynomial hard), and the complexity of the problem increases exponentially as the number of temporary facilities is increased [4, 5] . If the number of facilities is n, there are n! possible solutions. For instance, if there are 10 facilities, there are 3,628,000 possible solutions. Therefore, numerical optimization for this problem did not catch the attention of researchers due to inefficiency of calculation [6] . However AI-based algorithms including heuristic method, neural networks and genetic algorithms(GA) have been actively studied. GA, a probabilistic detection method that mimics the theory of neutral selection and the laws of heredity in the evolutionary process of a living organism, is featured to detect the solution space using potential multiple populations [7] . GA can be easily applied when an object function is defined, and it has been applied in many studies [7, 8, 9, 10, 11] .
However, GA has a problem of local minima [4] , and there have been some studies conducted to resolve this problem. Lam et al. [12] introduced max-min ant system(MMAS), a kind of ant colony algorithm(ACO) to resolve the problem of randomly creating the populations at the early stage of GA, and Lam el al. [13] also presented an improved algorithm.
The swarm intelligence(SI) algorithm that imitates the collective behavior of bees and birds has seen wide application. The particle swarm optimization(PSO) algorithm, a representative swarm intelligent algorithm, is an algorithm introduced to the optimization process that works on the assumption that like groups of birds, bees and fishes, when a group moves, they utilize the experience that is socially shared and their own experience as well. Zhang and Wang [5] applied the PSO to the location optimization of temporary facilities, and found that it was possible to detect the optimal solution more effectively compared to GA. Lien and Cheng [14] presented a new algorithm by combining the bee algorithm(BA) and PSO, and proved that it provided a better solution than BA (simulation of food foraging of honey bees) or PSO (simulation of bird flocking). Lam et al. [4] applied the ACO (simulation of food foraging behaviors of ants), and Ling et al. [15] proposed an MMAS algorithm as a multi-object optimization method considering safety and the environment. Likewise, algorithms simulating SI provide a better solution compared to GA, but the PSO algorithm has some drawbacks, such as early convergence to local minima [14] . In addition, the optimal parameter should be set when using ACO, which is noted as another disadvantage [4] . Therefore, a new algorithm is still needed to stably provide an optimal solution for the site layout problem without being prematurely converged to a sub-optimal solution. With respect to the optimization problems, studies using self-organizing maps(SOM) have caught attention. SOM is modeled on the biological nervous systems of a living organism, particularly the information processing of the brain, and the Kohonen SOM(KSOM) algorithm has been widely applied [16] . Since its application to the traveling salesman problem, a optimization problem[17], there have been various studies performed to improve the performance of the algorithm [18, 19, 20] . In a construction-related study, when SOM and PSO algorithms were applied to the optimization of the order of construction works to minimize the construction time required to build a scant pile wall, SOM reduced the risk of being converged to local minima at an initialization stage, and provided a better solution compared to PSO [21] , [22] . Therefore, this paper aims to propose an SOM-based algorithm for the optimization of the site layout of temporary facilities to be utilized as a support tool in decision making at a construction project planning phase.
Construction site layout planning
To optimize a site layout of temporary facilities, various variables should be considered and reflected. First, it should be taken as dynamic problems [23] . If any of the requirements are changed during construction work, the site layout of the temporary facilities should be changed, accordingly. Studies in which the problem was considered dynamically are Ning et al. [23] and Sanad et al. [24] . Souein & Tommelein [25] presented an algorithm that calculated a solution gradually with the stage of construction by combining the heuristic method and the linear planning method. In addition, Elbeltagi et al. [26] suggested a GA model that supported a temporary construction plan needed at a different points of time in the course of the construction process in combination with a process management tool. Second, the site layout of temporary facilities can be considered a problem of multi-object optimization.
Many studies have been done to resolve the problem of single object optimization, such as in the installation cost of temporary facilities or the maintenance cost of the facilities, and the cost and frequency of transport depending on temporary facilities. However, in reality multi-object optimization is needed to deal with noise and security, as well as to minimize costs, ensure safety in the working environment, promote the efficiency of material transport, and secure the required quality [23] .
El-Rayes et al. [27] presented a multi-object optimization model for minimizing transport cost and maximizing safety using GA, and Sanad et al. [24] dealt with the site layout problem using GA after reflecting safety and environmental problems in the object function. Ning et al. [15] reviewed multi-object optimization considering safety and the environment as separate object functions. In addition, Easa and
Hossain [6] presented a multi-object optimization method considering physical and functional restrictions to various environments and various land shapes. Similarly, to optimize the site layout of temporary facilities, various facets should be considered. As mentioned earlier, many studies are currently being conducted to improve the conventional algorithms. Therefore, this research focuses on developing a more effective algorithm.
In this research, we reviewed the SOM algorithm, presented an optimized algorithm appropriately modified to the site layout of temporary facilities, and verified the applicability of the algorithm through a comparative analysis of the algorithm with the previous models by applying it to a hypothetical site.
Self-Organizing Maps

Kohonen SOM
The SOM presented in this study is based on the unsupervised learning in a neural network presented by Kohonen [15] . SOM is modeled on biological nervous systems, particularly brain information processing, and creates a feature map by mapping multi-dimensional data into two-dimensional data.
Thanks to its simple applicability, KSOM has been widely applied in optimization problems, robotics and control, function approximation, estimation and evaluation [28] . The size of the neuron can be changed depending on the problem concerned. The neurons can also be arranged in the hexagonal form.
An SOM learning is carried out in the winner-takes-all manner, and it uses the Euclidian distance ∥ x  ∥ . To do this, a winning neuron  which has the minimum distance is found.
The connection weight of the winning neuron that satisfies Eq. (1) and neighboring neurons can be modified using Eq. (2).
in Eq. (2) is a topological neighborhood function and is used in determining a certain neighbor distance within which learning is designed to take place. Generally, a Gaussian function is used, as indicated in Eq. (3), and the value grows with the passage of time. That is, at the beginning of learning, neuron information is searched in a broad area, but as time passes, it is switched to search in a more specific area.
Here,    is a topological distance from the winning neuron .
In addition,   in Eq. (2) is a learning rate, and the value was set to be high at the beginning of learning but becomes smaller with the passage of time.
In SOM, learning continues to be repeated as long as the winning neuron and the neighboring neuron do not satisfy certain termination criteria, or the learning can be repeated by predetermining the number of iterations.
SOM optimization algorithm
As explained in the previous chapter, the basic SOM algorithm is used to transform patterns of arbitrary dimensionality into the response of oneor two-dimensional arrays of neurons, and it is appropriate for classification problems like clustering [16] . However, to apply it to an optimization problem, the basic algorithm must be modified. In this study, an SOM optimization(SOMO) algorithm was composed based on the research by Su and Zhao [29] and Milano et al. [20] . The algorithm of Su and Zaho [29] is found to have drawn a better result than the PSO algorithm in determining the order of installation works of a scant pile wall. Based on the previous studies, fitness value was determined and the mutation operator and connection weight of a learning algorithm were modified and applied in this study.
Determination of fitness value
In an existing SOM, the neuron that has the minimum Euclidian distance was selected as the winning neuron. However, in an optimization problem an object function should be optimized, and the method of selecting the winning neuron should be modified. First of all, to calculate the fitness value, the connection weight of individual neurons should be modified in a manner appropriate for the layout optimization of temporary facilities. The priority-based presentation method has been generally applied in previous studies related to optimization problems [5, 21, 22] .
For this reason, the priority-based presentation method was also applied to this study. As illustrated in Figure 2 , the connection weight between input neuron and output neuron was set between 0 and 1, and considered as representing the priority value of individual facility. That is, input neurons X  , X  ,were considered as temporary facilities, and X  is placed before X  if m j  is smaller than   by comparing the connection weights. After placing each facility according to priority, the fitness value is calculated. As described in the research scope, this study aims to develop an algorithm, and total distance is used in the optimization function as in previous studies [7, 14] . 
Mutation operator
Upon initialization, the SOMO algorithm generally randomizes the value using random values. However, the initial connection weight greatly affects the convergence of the network and the mapping direction [28] . In addition, in an optimization problem, to get the optimal solution for the object function, it needs to search a broad area. Therefore, based on the previous study [30] , a mutation operator is used to introduce an evolution algorithm that searches the solution space. When the mutation operator is selected in pure random search manner, efficiency cannot be secured, and a simplex that consists of part of the SOM network is used to select highly probable candidates. Figure 3 shows the concept of subdivision of a 2D SOM into simplexes. The network composed of a 3x4 permutation matrix is divided by triangles into 12 simplexes. A simplex is randomly selected and a connection weight is created randomly within the range of connection weight of the three neurons in this algorithm. Through this process, when a next-generation mutation is selected, an optimal solution can be searched based on the neuron learned. 
Learning by connection weight
In an optimization problem, training data required for the neutral network learning cannot be applied, since there is no input vector.
Therefore, to resolve this kind of problem, the result value is calculated by substituting the connection weight created by the mutation operator in the objective function, and then compared with the previous value. At this time, if the value is higher than the previous one, it is considered as the winning neuron, and learning is determined.
The connection weight at every point of time is renewed using the following equation.
Here,       ∈   
------ (7)  is a learning rate, which is fixed at a value within the normal range, or becomes smaller according to the number of iterations. Here, the learning rate was set at 0.2 based on the previous study [30] .
Eq. (7) is used to determine the neighbor distance    .   can be defined as the nearest neighbor group. The neurons linked to the selected simplex at a given time are set as the group.
Therefore, the connection weight is modified based on the neurons directly linked to the given simplex.
SOMO adaptation procedure
The application order of the SOMO algorithm is shown in Figure 4 . To initialize the program, output neuron is determined and the connection weight linking output and input neurons is initialized. Then, to determine fitness value, the connection weight is created using a mutation operator, and the connection weight obtained is substituted in the function to get the fitness value. Using a new mutation operator, the connect weight is created to calculate the fitness value.
The fitness value is compared with one obtained previously. 
Case study 4.1 Hypothetical site
To verify the algorithm suggested in this study, the algorithm was applied to a hypothetical site in a previous study [14] . The 7-story reinforced concrete structure is a school building, and is placed as shown in Figure 5 . As indicated in Table 1 , a total of 9 facilities need to be placed optimally: site office, debris storage area, reinforcement bending/storage yard, carpentry workshop and store, labor hut, materials storage area, main gate, materials hoist, and refuse chute. The relative location of the entrance affects the site layout of temporary facilities, and is very important from the perspective of materials transport and approach. However, the location of the entry is determined before construction, and is rarely changed. Therefore, the main entrance is treated as special facilities fixed at the location determined in advance [7] . Here, the main gate, material hoist, and refuse chute are treated as fixed, as illustrated in Figure 5 . To calculate the fitness value using Eq. (4), the values of travel distance between facilities and travel frequency are required. Here, as in the previous study, the values set in advance were used in this study to calculate the fitness value as shown in Tables 2 and 3 . The building used in the case is one used in a previous study, and it is considered that the validity of the algorithm can be sufficiently verified.
Analysis of result
To examine the validity of the SOMO algorithm proposed in this study, the basic PSO algorithm used in the previous study [5] was applied. In the previous study, the basic PSO algorithm was modified, but here the basic PSO algorithm was not modified in order to perform a comparison. In the PSO, the result value can vary depending on the parameters created at the beginning, including population size. The larger the population, the wider the solution space. For this reason, 100
larger than the value applied in the previous study was used, and other parameters are shown in Table 4 . The SOMO algorithm applied in this study was terminated when the fitness value was less than a certain value or after the learning had been repeated a certain number of iterations. Here, the algorithm was set to be terminated when a mutation operator was applied 1000000 times. Here, to identify the basic performance of the algorithm, the algorithm was set to be terminated at a certain number of iterations of a mutation operator. The algorithm is believed to reach the optimal solution even when terminated at the specific number of renews of connection weight or at the fitness value that satisfies a certain function value depending on the problem to be resolved. Figure 6 shows the comparison of changes in the optimal solution between the two algorithms according to repetition. Here, the solutions of the SOMO algorithm are shown based on the number of renewals of connection weight. The PSO algorithm is basically set to mimic the best neuron, and the final result value is greatly affected by the fitness value of the population created at the beginning. Figure 6 illustrates that the fitness value of the best neuron was not improved, and converged to local minima even though the operation was repeated in the PSO algorithm. Unlike the PSO, the optimal value of SOMO was continuously renewed. It is believed that the mutation operation is performed based on the connection weight of the output neuron in the SOMO algorithm applied in this study. The algorithm applied in this study calculates candidate solutions based on a specific neuron of the simplex that is randomly selected when a mutation operation was performed. Therefore, as the operation is continuously repeated, the output fitness value of the SOMO algorithm is gradually improved.
Conclusion
This study aims to present an effective algorithm applicable to an optimization problem such as site layout problem of temporary facilities required at the construction planning phase. In relation to this, AI-based algorithms, including NN, GA, and PSO, have currently been studied actively, and the advantages and disadvantages of each algorithm have also been studied. In this study, an SOM-based optimization algorithm for the site layout plan of temporary facilities was presented. The basic SOM algorithm was modified, and the method to determine fitness value, application of a mutation operator, and learning by connection weight were presented, and the algorithm was verified by applying it to a hypothetical case. Through the test, the SOMO presented in this study was verified to reduce the risk of being converged to local minima, which is known as one of the problems of the PSO algorithm. Therefore, the SOM algorithm is believed to be appropriate to use for making a decision on the site layout plan of temporary facilities based on the results of an objective analysis. In addition, it is considered applicable to other optimization problems. The scope of this research is limited to developing an effective algorithm. The site layout plan of temporary facilities has multi-object optimization solutions that satisfy dynamic characteristics as well as diverse purposes.
Therefore, the SOMO algorithm should be studied in subsequent research, to determine whether it can be effectively applied to multi-object problems or dynamic problems.
