Abstract-Most spatiotemporal filtering methods for the problem of single-trial event-related potentials (ERP) estimation relies on the analysis of the second-order statistics (SOS) of electroencephalograph (EEG) data. Due to the noisy nature of EEG, these methods often suffer from the outliers in EEG. We combine a recently proposed spatiotemporal filtering method with the maximum correntropy criterion (MCC) for the single-trial estimation of the ERP amplitude. Study with real cognitive ERP data shows the robustness of the method with reduced estimation variance.
The selection of w is based on some constraints or desired characteristics of the output y . Different constraints generally lead to different spatiotemporal filtering methods. One of the recently proposed methods constrains through the spatial filter w the extracted ERP component to have minimal distance in the temporal domain from a presumed ERP component [9] . The method allows for amplitude and latency variability in the actual ERP component is applied to cognitive ERP data. However, due to the noisy nature of EEG data, especially the unpredictable artifacts, the method utilizing solely second-order statistics (SOS) gave a large estimation variance, particularly for the ERP amplitude.
The correntropy function has recently been proposed as a localized similarity measure between two scalar random variables [10] . It is insensitive to outliers and is especially suitable to reject impulse noise. In this paper, we will combine the spatiotemporal filtering method in [9] with the maximum correntropy criterion (MCC) and compare with the original method using the traditional mean square error (MSE) criterion.
The organization of the paper is as follows. Section 2 briefly describes the spatiotemporal filtering method in [9] . We combine the method with the MCC for the estimation of the ERP amplitude in section 3. Results on single-trial ERP estimation from cognitive EEG data are presented in section 4. Section 5 concludes the paper.
II. THE SPATIOTEMPORAL FILTERING METHOD
For completeness, we include the major steps of the spatiotemporal filtering method proposed in [9] . We start with a widely used linear generative model for EEG data, which can be written in matrix form: The EEG model in (1) can be rewritten as follows: 
Note that the above optimization is with respect to w only, and τ is fixed. We can express the optimal cost solely as a function of the time lag τ :
The peak latency of the ERP component can be set as the time lag where the local minimum of ( ) J τ occurs within the meaningful range of peak latencies ( S Τ ) for that particular component. It can be shown that under certain conditions, the above solution is identical to the true peak latency of the ERP component. The estimated ERP component (dimensionless) is then: ( )
B. Finding the scalp projection and amplitude for the ERP component
In the following notations, we make the index for trial number k explicit. Assuming that the ERP component is uncorrelated with all the noise sources, we get an estimate for the single-trial scalp projection:
Take the normalized version, and we have, ˆk
Ideally, the normalized ˆk ′ a should be the same as the dimensionless scalp projection o a . However, in low-SNR EEG data, the above estimation in (6) is very poor, due to the interference from larger noise in finite-sample data. To estimate the scalp projection for a stable ERP component, we propose the following cost function:
This corresponds to a maximum likelihood (ML) estimator for o a under the assumption that each entry of the normalized single-trial scalp projection is an independent identically distributed (i.i.d.) Gaussian random variable. The optimization of (8) leads to a simple average of the estimated single-trial scalp projections for all K trials. Taking the normalized version, we obtain the following estimate for o a :
In the ideal case, the two vectors o a and k a are identical except for a scaling factor, which is exactly the unknown amplitude (6) and (9), we can find k s σ using again MSE criterion:
Simple calculation leads to the following estimate for the amplitude: ˆk
These estimates for the scalp projection, peak latencies and amplitudes of ERP component can then be used to analyze their psychological significance on a single-trial basis.
III. ROBUST ESTIMATION USING MCC
It is evident from (6) that the single-trial scalp projection bears a linear relationship with the EEG data. Because of the noisy nature of EEG, the estimate in (6) on a single-trial basis is very poor and this in turn translates into a noisy estimate (with large variance) for the single-trial amplitude in (11) . The derivation of (11) is based on the MSE criterion in (10), which gives the ML estimate under the assumption that the entries for the following error vector are sampled from an
The estimate in (11) may not be optimal. First, it does not take into account the possible correlation between EEG channels. Also due to the non-Gaussianity of EEG data (e.g., unpredictable large artifacts make the probability distribution of EEG data spikier), the estimate in (11) is very likely not a ML estimate for the amplitude. To reduce the effects of large EEG artifacts, we propose to use the maximum correntropy criterion (MCC) [10] . Given two scalar random variables X and Y , correntropy is defined as: 
Correntropy has a simple sample estimator. Given the error vector for one trial in (12) , the correntropy can be estimated as:
( )
1ˆk The correntropy function is a localized similarity measure in the joint probability space, which is controlled by the bandwidth parameter h (also called kernel size in kernel methods). It induces a new metric in the sample space which behaves like the 2 l norm when the sample point is close to the origin (relative to the bandwidth); when the sample point gets further apart from the origin, the metric is similar to the 1 l norm and eventually saturates and approaches to the 0 l norm [10] . As such, MCC practically incorporates the MSE criterion as a special case (if h is chosen sufficiently large). It has been shown that MCC has a close relation to M-estimation and since correntropy is inherently insensitive to outliers, MCC is especially suitable for rejecting impulsive noise [10] . For each trial, we maximize the estimated correntropy in (15) with respect to k s σ using stochastic gradient search. The nuisance bandwidth parameter should be tuned to the data for MCC to be effective. On the other hand, it provides us the flexibility to search for such a parameter that might be optimal for a particular (possibly non-Gaussian) probability distribution of the data.
IV. RESULTS
The EEG data were recorded from subjects during a passive picture-viewing experiment, which consists of 12 alternating phases: the habituation phase and mixed phase. Each phase has 30 trials. During the 30 trials of the habituation phase, the same picture was repeatedly presented 30 times. During the mixed phase, the 30 pictures are all different. Each trial lasts 1600 ms, and there is 600 ms pre-stimulus, and 1000 ms post-stimulus.
The scalp electrodes were placed according to 128-channel Geodesic Sensor Nets standards. All 128 channels were referred to channel Cz and were digitally sampled for analysis at 250Hz. A bandpass filter between 0.01Hz and 40Hz was applied to all channels, which were then converted to average reference. Common artifacts such as cardiac artifacts and eye movement and blinking artifacts were removed from the EEG data prior to analysis.
We are primarily interested in the estimation of the Late Positive Potentials (LPP). According to Codispoti et al. [11] , the grand-average of LPP is maximal around 400ms to 500ms after stimulus. We search around 500ms within a certain interval and set the component latency as the local minimum closest to 500ms. The ERP component is presumed to have a Gamma waveform with a rise time of 96ms. This is selected based on heuristics to avoid temporal overlap between components. Figure 1 shows the estimated scalp projection for the ERP component. The component has a maximal scalp projection close to the Parietal area, which is congruent with numerous studies on the P300 [12] . The estimated amplitude using MCC with a particular kernel size 0 2 h
is selected according to the Silverman's rule [13] ) is shown in Fig. 2 . Each point stands for the average amplitude for 6 trials with the same index in the same phase (habituation or mixed). It is clear from Fig. 2 that for the habituation phase, the amplitude diminishes rapidly with the trial index, while for the mixed phase, the amplitude does not show significant decay. To make the figure more intuitive, we also include the best fit (in the least square sense) to the estimated amplitude for both habituation and mixed phase. We hypothesize that the LPP amplitude during the mixed phase should remain around a constant level, while for the habituation phase, it decreases rapidly with respect to the trial index. Thus we fitted a straight line for the mixed phase, while an exponential curve was fitted to the estimated amplitude of the habituation phase. The fitted exponential curve for the habituation phase has a time constant of around 1.5 trials, which suggests that after 3 or 4 trials, the LPP amplitude decreased close to zero. The effects of the kernel size on the performance of MCC are summarized in Table 1 . Note that for the habituation phase, the estimation statistics are computed only for those trials with index larger than 5 (since for the first few trials the amplitude is much larger). For comparison, we also include the results using the MSE criterion. We can see that the use of MCC has negligible effects on the mean amplitude for a wide range of values for the kernel size. It gives a more consistent estimate for the amplitude with a reduced variance. Compared with MSE, MCC with the best kernel size ( 0 2 h ⋅ ) leads to a reduction in standard deviation of 17% and 14% for the habituation and mixed phase respectively.
V. DISCUSSIONS
We have combined a recently proposed spatiotemporal filtering method for single-trial ERP estimation problem with the maximum correntropy criterion. Since EEG data contain unpredictable large artifacts and correntropy is inherently insensitive to outliers, the new method gives more consistent estimation for the single-trial amplitude compared with the original one using MSE.
We maintain the point that for the amplitude estimation, MCC is applied on a single-trial basis, i.e., each entry in the error vector in (12) for a particular trial is treated as a sample for the difference random variable in the definition of correntropy. It is entirely possible to apply MCC also to the estimation of the scalp projection in (8) and (9) where MSE is used. In this case, each entry in the normalized single-trial scalp projection in (7) for a particular channel is treated as a random sample. However, it was found that for a wide range of kernel sizes, MCC actually degraded the estimation performance, leading to an increased variance for the amplitude. Thus, we conjecture that non-Gaussianity of EEG data mainly comes from within trials; among trials, the i.i.d. Gaussian assumption in (8) might be valid, leading to a possibly nearly optimal estimation for the scalp projection. 
