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REPORTS 
30. Tagung zur Geschichte der Mathematik 
Mathematisches Forschungsinstitut Oberwolfach, 6.54 2.5. 1990 
By Walter Purkert 
Sektion Mathematik, Universitlit, 7010 Leipzig, Germany 
Die 30. Tagung zur Geschichte der Mathematik fand unter Leitung van I. 
Schneider (Munchen) und J. W. Dauben (New York) statt. Es nahmen 44 Kol- 
leginnen und Kollegen aus 15 Landern teil. Die Tagung behandelte die Geschichte 
der Wahrscheinlichkeitstheorie und der mathematischen Statistik sowie &-en 
Anwendungen. In seinen einleitenden Worten stellte I. Schneider fest, da13 insbe- 
sondere in den letzten 10 Jahren auf diesem Gebiet sehr intensiv gearbeitet war- 
den ist. Es ist eine Reihe von Monographien erschienen, die Aspekte der Ge- 
schichte der Stochastik in einem sehr weitgesteckten Rahmen mathematischer, 
naturwissenschaftlicher, philosophischer, gesellschaftlicher, okonomischer und 
kultureller Beziige und Wechselwirkungen behandeln. Leider hat der Stamm der 
Mathematikhistoriker bisher wenig Bertihrungspunkte mit der Gruppe derjenigen 
Historiker gehabt, die sich mit Geschichte der Wahrscheinlichkeitstheorie und 
Statistik beschaftigen. Diese Separierung spiegelt sich such in der Lehrbuchlitera- 
tur zur Geschichte der Mathematik wider; z.B. spart M. Kline in seinem umfas- 
senden Werk “Mathematical Thought from Ancient to Modern Times” die Ge- 
schichte der Stochastik aus. Es war eines der Ziele der Tagungsleiter, die beiden 
genannten Gruppen von Historikern enger zusammenzuftihren. Dass dieses 
Vorhaben auf grosse Resonanz stiess, zeigte das thematisch breite Spektrum 
einschlagiger Vortrage (29 von insgesamt 31 Vortragen) und die lebhafte Diskus- 
sion. 
Die nachste Tagung zur Geschichte der Mathematik in Oberwolfach findet im 
Mai 1992 statt. 
Die folgenden Vortragsauszuge sind in der zeitlichen Reihenfolge der Vortrage 
angeordnet . 
CH. J. SCRIBA: “Rtickblick auf dreissig Tagungen zur Geschichte der Mathematik 
in Oberwolfach” 
Als 1954 das Oberwolfacher Tagungsprogramm intensiviert wurde, wurde such 
der Mathematikhistoriker Joseph Ehrenfried Hofmann (1900-1973) von Professor 
Suss gebeten, eine Tagung durchzufiihren. Die erste fand im Oktober 1954 statt, 
besucht von knapp 20 Teilnehmern. Bis zu seinem Tode konnte J. E. Hofmann 17 
Tagungen veranstalten. Er legte den Schwerpunkt auf die Problemgeschichte der 
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Mathematik; die Vortrage behandelten iiberwiegend die Zeit von der Antike bis 
zum 18. Jahrhundert. Von der Mitte der siebziger Jahre an nahm die internationale 
Beteiligung erheblich zu. Das Interesse verlagerte sich auf die Entwicklung der 
Mathematik in der neueren und neuesten Zeit; neben innermathematische Frage- 
stellungen traten solche aus der Sozialgeschichte und Probleme der Wech- 
selwirkung zwischen Mathematik und den verschiedensten Bereichen der Wis- 
senschaft, Kultur und Gesellschaft. 
TH. M. PORTER: “Quantification as a Social Technology” 
Die Geschichte der Wahrscheinlichkeitstheorie und Statistik betrifft nicht nur 
die innere Entwicklung der Mathematik, sondern ist such wichtig als Teil der 
intellektuellen und politischen Geschichte. Seit dem 17. Jh. wurden Wahr- 
scheinlichkeitsbetrachtungen zur quantitativen Losung von Problemen des of- 
fentlichen Lebens herangezogen. In der neueren Zeit und speziell in unserem Jh. 
hat das Streben, wissenschaftliche und politische Entscheidungen gleichermassen 
auf quantitative Regeln zu grtinden, enorm an Boden gewonnen. Den breitesten 
Einfluss hatten dabei Wahrscheinlichkeitstheorie und Statistik: Sie spielten eine 
Schltisselrolle in dem Prozess, den der Referent “Quantifizierung des offentlichen 
Lebens” nannte. Diese Quantifizierung ftihrt weg von privatem Ermessen und 
individuellen Entscheidungen einer Elite. Es gibt folglich einen Zusammenhang 
zwischen der Verlasslichkeit quantitativer Regeln und dem Zusammenbruch der 
Macht von Individuen, einer offenen und demokratischen politischen Ordnung. 
Der Vortragende diskutierte diese Probleme an einigen Beispielen, etwa der zen- 
tralisierten offiziellen Statistik im frtihen 19. Jh. 
I. GRATTAN-GUINNESS: “Probabilistic Thinking without Probabilistic Theory: 
The Case of Charles Babbage” 
Wahrscheinlichkeitstheorie und Statistik (WT U. S.) sind relative “Spgt- 
entwickler” in der Mathematik; ihre Geschichte ist erst vor kurzem in der Mathe- 
matikgeschichte “angekommen”. Der erste Teil des Vortrags beschaftigte sich 
mit gewissen offenen oder zu wenig untersuchten Fragen in der Geschichte der 
WT u. S. Solche sind u.a.: (1) die Einftihrung der WT U.S. in die Medizin, (2) die 
Verwendung von Methoden der WT U.S. in der Technik und den Ingenieurwissen- 
schaften, (3) die Lehre von WT U.S., (4) die Bewaltigung der statistischen Daten- 
vielfalt, (5) die Entwicklung der Versuchsplanung, (6) Aspekte der wissen- 
schaftlichen Entwicklung der Pioniere der WT U.S., die oft keine prominenten 
Mathematiker waren, (7) das Verhaltnis von wahrscheinlichkeitstheoretischem 
Denken und der Ausarbeitung einer Theorie. Der zweite Teil des Vortrags be- 
trachtete den Fall von Ch. Babbage in diesem Kontext: er war ein Mann von 
tiefem Interesse fur WT U.S., ohne dass er selbst einen wesentlichen Beitrag zur 
Theorie geleistet hat. 
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U. KRENGEL: “On Probability in German Speaking Countries at the Beginning of 
This Century 
Georg Bohlmann (1868-1928) gab die erste Axiomatik der Wahrscheinlich- 
keitstheorie in einem Artikel tiber Lebensversicherungsmathematik in der En- 
zyklopadie der Math. Wissenschaften (1901). Bohlmann konnte die Anregung fiir 
die Stellung des 6. Hilbertschen Problems gegeben haben. Er lieferte such eine 
formale Definition der Unabhangigkeit von n Ereignissen (genau die heute 
benutzte), wahrend die Mathematiker jener Zeit die Produktformel als Theorem 
aufzufassen pflegten. Weitere Schritte zur Losung des 6. Hilbertschen Problems 
(welches schliesslich durch Kolmogorow gel&t wurde) ging Ugo Broggi. Der 
Referent erwahnte kurz die Beitrage von F. Bernstein, Blaschke, Bochner, 
Bortkiewicz, Bruns, Feller, Gumbel, HausdorfY, v. Mises, Pollaczek, Polya, Ra- 
demacher, Wald und ging dann auf einen wenig bekannten Beitrag ein, namlich 
Eberhard Hopfs Arbeit uber die Theorie der willkiirlichen Funktionen (begonnen 
von Poincare und Hadamard). Z.B. leitete Hopf fiir die Bewegung von Partikeln in 
einem Kasten her, dass die Verteilung der Partikeln gegen einen Limes konver- 
giert, wenn die Geschwindigkeitsverteilung irgendeine Dichte hat. 
I. SCHNEIDER: “Abraham de Moivre und seine Form der Darstellung des 
Grenzwertsatzes fur binomiale Verteilungen” 
Ein Vergleich der Darstellungen des Grenzwertsatzes bei de Moivre und La- 
place zeigt Unterschiede, die such mit den von Newton bzw. Leibniz ausgehen- 
den beiden Formen der Analysis in der Praxis zusammenhangen. De Moivre ist 
einer der wichtigsten Reprasentanten der sich an Newtons Arbeiten zum Kalktil 
anschliessenden englischen Analysis. In seiner Wahrscheinlichkeitsrechnung, 
speziell bei der Ableitung seines Grenzwertsatzes wird deutlich, dass Unter- 
schiede wie das Fehlen eines Integralsymbols bei de Moivre nicht nur formaler 
Art sind, sondern unterschiedlichen Zielvorgaben entsprechen, die such die Art 
der moglichen Problemlosung beeinflussen. In Anlehnung an Newton konzen- 
trierte sich de Moivre auf numerisch verwertbare Potenzreihendarstellungen. 
Eine solche konnte er fur den Grenzausdruck angeben, und er ist damit von 
seinem numerisch ausgerichteten Standpunkt aus gesehen genausoweit gekom- 
men wie Laplace mit seiner Integraldarstellung. 
A. I. DALE: “Thomas Bayes: His Life and Work” 
Biographische Details tiber Bayes sind rar. Zu dem wenigen, was man tiber sein 
Leben Weiss, haben neuere Untersuchungen hinzufugen konnen, dass er Student 
an der Universitat von Edinburgh war. Bayes ist bekannt fur seine Arbeiten tiber 
Wahrscheinlichkeit, die 1764 and 1765 in den Philosophical Transactions publi- 
ziert wurden und die die Grundlage fur die vitale moderne Schule der Bayesschen 
Statistik sind. Weniger bekannt ist sein Werk uber unendliche Reihen, obwohl er 
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such hier substantielle Beitr%ge leistete. Es gibt weitere anonym publizierte Ar- 
beiten, die man Bayes zuschreibt, wie An Introduction to the Doctrine of Fluxions 
(1736). Man hat such unpublizierte.Dokumente, von denen man glaubt, dass sie 
von Bayes stammen. Der Referent gab eine Ubersicht iiber diese Dokumente. 
Das wichtigste dtirfte ein Notizbuch sein, in dem man einen Beweis fur eine der 
Regeln findet, die in “An Essay towards Solving a Problem in the Doctrine of 
Chances” (1763) publiziert sind. 
S. CHATTERJI: “Lindeberg and Levy on the Central Limit Theorem” 
Das Ziel des Vortrags war der Vergleich der zentralen Grenzwertsatze, die von 
Lindeberg und Levy urn 1920-22 bewiesen worden sind. Es wurde zunachst der 
Status des zentralen Grenzwertsatzes urn 1919 erlautert mit Rtickblick auf die 
Arbeiten von Chebyshev, Markov, Ljapunov, von Mises und Polya. Es gab vor 
Lindeberg zwei Beweismethoden, die Momentenmethode (Chebyshev, Markov, 
Polya) und die Methode der charakteristischen Funktionen (Ljapunov). Es wurde 
dann Lindebergs erste Arbeit von 1920 besprochen (auf die sich heute kaum noch 
jemand bezieht). Sie enthalt eine interessante Beweismethode, die verschieden 
von der Methode in der oft zitierten Arbeit von 1922 ist. Schliesslich wurden 
Levys fi-tihe Arbeiten zum zentralen Grenzwertsatz (1922) und ihre Beziehungen 
zu Lindebergs Werk besprochen. 
R. INEICHEN: “Die Behandlung des ‘schlechten Wurfels’ in der Geschichte der 
Wahrscheinlichkeitsrechnung” 
Stochastiker benotigen den guten Wiirfel, urn theoretisch oder praktisch gleiche 
Wahrscheinlichkeiten zu erzeugen. Er wird bereits in der Friihgeschichte der 
Wahrscheinlichkeitsrechnung (13./14. Jh.) ausdrticklich gefordert. Es scheint 
aber, dass der schlechte Wiirfel, z.B. der prismatische “Wiirfel” oder der inho- 
mogene Wtirfel, sehr selten behandelt worden ist: Newton stellt die Frage nach 
der Wahrscheinlichkeit der einzelnen Seiten eines Parallelepipedons in einem 
Manuskript 1664/66, ohne eine Losung anzugeben. J. Arbuthnot fugte 1692 
dieselbe Aufgabe seiner englischen Ubersetzung von Huygens’ “De Ratiociniis in 
ludo aleae” bei, ebenfalls ohne Losung. Der erste Ldsungsversuch stammt von T. 
Simpson, 1740 in “The Nature and Laws of Chance”. Der Vergleich seiner For- 
me1 mit Ergebnissen von Versuchen zeigt ihre Unbrauchbarkeit. Der Ziiricher 
Astronom R. Wolf (1816-1893) stellte 1881 zwei Hypothesen auf, urn aus den 
Abmessungen seiner (schlechten) Wtirfel mit Hilfe einer Ausgleichsrechnung 
Wahrscheinlichkeiten zu gewinnen, die Approximationen seiner Versuchsergeb- 
nisse darstellen. E. Heilbronner publizierte 1984/85 eine Formel, die seine em- 
pirisch gefundenen Schatzwerte fur eine Serie von Parallelepipeda gut approxi- 
miert. 
268 MEETINGS HM 18 
M. S. DE MORA-CHARLES: “Un manuscrit inedit de Leibniz sur les jeux” 
Unter den bisher nicht edierten Manuskripten von Leibniz gibt es einige uber 
Ghicksspiele. Die meisten handeln von Kartenspielen; es gibt aber such zwei 
Manuskripte, die dem Solitarspiel (Steckhalma) gewidmet sind. Es handelt sich 
dabei urn ein achteckiges Spielfeld mit 37 Lochern, in die man kleine Kegel 
stecken kann; mindestens ein Loch muss frei bleiben. Die Kegel werden nun nach 
gewissen Regeln gezogen, indem man immer einen Kegel uber einen anderen 
hinweg in ein dahinter befindliches leeres Loch steckt und den tibersprungenen 
Kegel wegnimmt, so dass am Ende nur ein Kegel tibrigbleibt. Leibniz schlug eine 
Variation dieses Spiels vor, die er “Jeu des Productions” nannte: Er begann mit 
einem Stein und fullte durch Uberspringen leerer Felder das Brett. Leibniz be- 
stimmte die Konfigurationen mit den notwendigen Spielfeldern fur zwei und drei 
Kegel und deutete an, dass man diese Methode wie eine Art spezielle Geometrie 
handhaben kann. Man Weiss, dass man fur das “Jeu des Productions” eine opti- 
male Strategie finden kann und dass es Ahnlichkeiten hat mit jenen Spielen, die 
Besetzung von Terrain zum Ziel haben, wie z.B. Go, welches Leibniz wegen 
seiner Schwierigkeit ausserordentlich interessiert hat. 
E. SYLLA: “The move from rhetoric to mathematics in Jakob Bernoulli’s Ars 
Conjectandi” 
In der Absicht, die mathematischen Methoden zur Berechnung der Erwartung 
bei Ghickspielen per Analogie auf die Losung politischer, moralischer und 
okonomischer Probleme anzuwenden, ordnete Jakob Bernoulli diese mathemati- 
schen Ideen in den Rahmen des rhetorischen Gebrauchs von Wahrscheinlichkeits- 
argumenten ein. Wenn Bernoulli den Teil IV der Am Conjectandi vollendet 
hatte, dann hatte er sicherlich eine Reihe von Beispielen der Anwendung von 
Wahrscheinlichkeitsberechnungen auf spezifische Probleme wie Versicherung, 
Lebenserwartung, Bestimmung der Schuld in Gerichtsprozessen etc. gegeben. In 
den Beispielen wtirde er die a posteriori-Verhaltnisse bei den Fallen, die er im 
Auge hatte, nach Ansicht der Referentin mit anderen Verhaltnissen kombiniert 
haben, die von Gegenstanden wie Zeit, Raum, Ursache, Wirkung etc. abgeleitet 
sind, und zwar im Rahmen seiner Formeln fur reine und/oder gemischte Argu- 
mente. 
A. P. JUSCHKEWITSCH: “On the First Publication of Jakob Bernoulli’s Ars Con- 
jectandi’ ’ 
Seit 1677 fiihrte Jakob Bernoulli ein Tagebuch. Aus diesem geht hervor, dass er 
sich unter dem Einfluss einer Arbeit von Huygens (1657) mit Fragen der Wahr- 
scheinlichkeitsrechnung zu beschaftigen begann. Von der Berechnung von a 
priori-Wahrscheinlichkeiten ging er bald zur Betrachtung der a posteriori- 
Wahrscheinlichkeiten uber. Zu seinem Hauptergebnis, dem Gesetz der grossen 
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Zahl, gelangte er zwischen 1688 und 1690, vielleicht such schon 1685. An der 
Ars Conjectandi schrieb er sehr lange. Bei seinem Tode waren drei Teile 
und Fragmente des vierten Teils vorhanden. Nachrichten iiber den Inhalt der 
Am Conjectandi begannen sich bald nach dem Tode des Autors zu verbreiten. 
Der Referent gab eine Ubersicht tiber die Wtirdigung der Ars Conjectandi 
durch verschiedene Zeitgenossen. Die Erforschung der Publikationsgeschichte 
an Hand des Archivmaterials hat gezeigt, dass die seit Ch. Wolffs Math. 
Wiirterbuch verbreitete Ansicht, Nikolaus I Bernoulli habe die Ars Conjectandi 
herausgegeben, falsch ist. Er hat nichts weiter daran gemacht als ein Vorwort 
geschrieben und eine Errataliste hinzugeftigt . 
0. KUROLA: “On the Introduction of Probability Theory in Sweden” 
Obwohl man in A. G. Duhres Buch Fiista Delen af en Grundad Geometria 
(17 18) einen Hinweis auf Jakob Bernoullis Ars Conjectandi findet , war die Hauptfi- 
gur bei der Einftihrung der Wahrscheinlichkeitstheorie in Schweden (ebenso wie 
fiir die Einftihrung der Differential- und Integralrechnung und der Differentialglei- 
chungen) Samuel Klingenstierna (1698- 1765), Professor der Geometrie in Upp- 
sala. Unter seinen Manuskripten gibt es Studien zu verschiedenen Problemen 
der klassischen Wahrscheinlichkeit, zu den Regeln und den Wahrscheinlichkeiten 
im Italienischen Lotto und iiber Sterblichkeit. Ferner war Klingenstiema an der 
Dissertation De Arte Conjectandi beteiligt, in der die Geschichte der Wahr- 
scheinlichkeitstheorie behandelt wird und insbesondere Uberblicke iiber Huy- 
gens’, Montmorts, Bernoullis und de Moivres Arbeiten gegeben werden. Der 
Referent erwahnte femer kurz die Arbeiten von P. W. Wargentin (1717-1783) 
tiber Beviilkerungsstatistik. 
H. FISCHER: “Wahrscheinlichkeitsrechnung bei Dirichlet” 
Dirichlet hat in seiner Berliner Zeit eine recht rege Vorlesungstatigkeit in 
Wahrscheinlichkeitsrechnung und Methode der kleinsten Quadrate (MkQ) ent- 
faltet. Aus Mitschriften, welche offenbar such zirkulierten, ist zu ersehen, dass 
die Inhalte samtlicher in den “Werken” gedruckter Notizen zu diesem Thema in 
den Vorlesungen ausfiihrlicher behandelt und in sonst nicht immer ersichtlichen 
Zusammenhang gebracht sind. Bei Verzicht auf eine Entwicklung des Kalkiils der 
erzeugenden Funktionen wird einerseits eine Elementarisierung schwieriger Pro- 
bleme der Theorie analytique des probabilites von Laplace erreicht, andererseits 
werden Grenzwertsatze eingehend, teilweise mit origin&-en Methoden, behandelt. 
Besonders bemerkenswert erscheint eine in der Vorlesung von 1846 gegebene 
Beweisskizze fur den zentralen Grenzwertsatz im Zusammenhang mit der 
Begriindung der MkQ nach Laplace. Hier verwendet Dirichlet nicht nur 
“seinen” Diskontinuitatsfaktor, sondem ersetzt such die “tiblichen” groben 
Approximationen durch ausgefeiltere Argumentationen. 
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E. KNOBLOCH: “Zur Grundlagenproblematik der Fehlertheorie im 19. Jahrhun- 
dert” 
Der Vortrag behandelte die Frage, warum wahrend des gesamten 19. Jahrhun- 
derts eine Diskussion iiber die Grundlagen der Methode der kleinsten Quadrate 
gefuhrt wurde. Obwohl sich unter anderem so bedeutende Mathematiker wie 
Laplace und Gauss mehrfach urn Beweise bemuhten, konnte kein Autor eine 
Losung anbieten, die alle zufriedenstellte. Urn diesen Sachverhalt erklaren zu 
konnen, behandelte der Referent folgende drei Punkte: 
1. Ftinf systematisch-methodologische Aspekte: a. Was ist die wahre 
Grundlage der Methode? b. Was sind die zulassigen grundlegenden Prinzipien? c. 
Was kann als (strenger) Beweis der Methode klassifiziert werden, was sind blosse 
Betrachtungen ? d. Was bewies ein Autor, vorausgesetzt er bewies etwas? e. 
Welche mathematische Beschreibung der Realitat ist angemessen? 2. Die wichtig- 
sten Beweise im Spiegel der zeitgenossischen Kritik an ihnen. 3. Das Prinzip des 
arithmetischen Mittels vom Erfahrungsstandpunkt aus betrachtet. 
W. PURKERT: “Die Kollektivmasslehre Fechners und ihre weitere Entwicklung” 
G. Th. Fechners nachgelassenes Werk “Kollektivmasslehre” reprasentiert 
einen bedeutenden Fortschritt in der mathematischen Statistik, der allerdings 
historisch nicht durchgreifend wirksam geworden ist. Fechners Hauptaugenmerk 
gilt der Uberwindung des Queteletschen Paradigmas, dass alle in der Natur 
vorkommenden statistischen Gesamtheiten normalverteilt sind. Andererseits 
bleibt er einem Bhnlichen Paradigma verhaftet, indem er annimmt, es gabe ein 
einheitliches Verteilungsgesetz, es sei nur allgemeiner als das Gaussgesetz, 
namlich gerade sein zweispaltiges logarithmisches Gaussgesetz. H. Bruns 
entwickelte die Theorie in zwei Punkten wesentlich weiter: 1. Er fasst die ganze 
Wahrscheinlichkeitsrechnung als eine “Haufigkeitsrechnung” auf, die sowohl 
klassische Wahrscheinlichkeit also such Kollektivmasslehre umfasst. Damit sind 
such diskrete Kollektivgegenstande zugelassen. 2. Er iiberwand die Vorstellung, 
dass ein fester Typ von Verteilung alle vorkommenden Gesamtheiten beschreibe. 
Zur Darstellung beliebiger Verteilungen entwickelt er die Idee der Reihenentwick- 
lung nach den Ableitungen der Normalverteilung. 
B. BRU: “Evocation de Doeblin et de Gateaux; Correspondance de Lebesgue et 
de Bore1 sur les probabilites denombrables” 
Der vor kurzem entdeckte Briefwechsel zwischen Lebesgue und Bore1 (1901- 
1917) enthalt eine grosse Zahl von Aufschhissen zur Geschichte der Theorie der 
reellen Funktionen, welche zu Beginn unseres Jahrhunderts von Borel, Baire und 
Lebesgue entwickelt worden ist. Es wurde insbesondere der Teil des Briefwech- 
sels analysiert, der die Kommentare von Lebesque zu Borels Arbeit tiber ab- 
zahlbare Wahrscheinlichkeiten enthalt. Diese auf 1908- 1909 datierten Briefe dis- 
kutieren das Borelsche Paradoxon, Borels Beweis des starken Gesetzes der 
grossen Zahl und die Beziehungen zwischen Wahrscheinlichkeit und Mass, The- 
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men, die von Faber, Hausdorff, Sierpinski und Steinhaus wiederaufgenommen 
wurden und die schliesslich in die Arbeiten von Chintchin, Kolmogorov etc. 
miindeten. Der Referent brachte ferner einiges Biographische iiber Rene Gateaux 
(1889-1914), einen der besten Vertreter der von Hadamard geftihrten Schule der 
Funktionalanalysis. Schliesslich prasentierte er eine Reihe biographischer Quel- 
len iiber Wolfgang Doeblin ( 19 1% 1940)) den Sohn von Alfred Doeblin, der ein 
bedeutender Vertreter der Wahrscheinlichkeitstheorie war. 
N. %ERMOLAEVA: “Chebyshev’s unpublished lectures on the theory of proba- 
bility” (vorgetragen von J. W. Dauben) 
P. L. Chebyshev hielt zwischen 1860 und 1882 Vorlesungen zur Wahr- 
scheinlichkeitstheorie an der Petersburger Universitat. 1936 publizierte Krylov 
eine Ljapunovsche Mitschrift des Kurses der Jahre 1876-78. Die Referentin fand 
in der Bibliothek des Leningrader Instituts fur Bauingenieurwesen eine weitere 
Mitschrift der Vorlesungen Chebyshevs. Sie stammt von N. A. Artemiev (185% 
1904), einem Gymnasiallehrer in Petersburg. Die Mitschrift Artemievs unter- 
scheidet sich von bekannten Mitschriften durch grosse Genauigkeit im Detail und 
Nahe zum eigentlichen Vorlesungstext von Chebyshev. Sie umfasst 384 Seiten, 
wahrend Ljapunovs Mitschrift nur 240 Seiten hat. Der Text Artemievs enthalt 
neben dem eigentlichen mathematischen Gedankengang viele methodisch interes- 
Sante Beispiele und such Bemerkungen Chebyshevs tiber fiihrende Mathematiker 
wie Cauchy, Weierstrass, Dirichlet u.a. Er enthalt such einen Abriss iiber die 
Geschichte der Wahrscheinlichkeitstheorie in Russland im 19. Jh. 
H. BERNHARDT: “Richard von Mises und sein wahrscheinlichkeitstheoretisches 
Konzept” 
Die Notwendigkeit, die Unzulanglichkeiten des lange benutzten Wahrscheinlich- 
keitsbegriffes und der Grundlagen der Wahrscheinlichkeitsrechnung zu Beginn 
des 20. Jahrhunderts zu uberwinden, veranlassten R. v. Mises zu einem neuen 
Wahrscheinlichkeitskonzept, das auf der Definition der Wahrscheinlichkeit als 
Grenzwert der relativen Haufigkeit in einem Kollektiv und der Erfullung einer 
Irregularitatsforderung beruht. Zugleich war fur v. Mises die Wahrscheinlich- 
keitsrechnung keine mathematische Disziplin, sondern eine mit mathematischen 
Methoden arbeitende Naturwissenschaft, eine positivistischen Anschauungen 
geschuldete Vorstellung. Zwischen haufigkeitstheoretischer Grundlegung der 
Wahrscheinlichkeitsrechnung und ihrer mass- und mengentheoretisch begriin- 
deten Axiomatisierung sind sowohl logische als such historische Beziehungen 
nachweisbar. 
G. ANTRETTER: “Der Misessche Pseudoergodensatz” 
1931 formulierte R. v. Mises (unter gewissen Voraussetzungen) einen 
‘ ‘Pseudoergodensatz” tiber das Verhalten eines isolierten Gassystems im Pha- 
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senraum: “Bei geniigend langer Beobachtungszeit besteht eine der Einheit be- 
liebig nahekommende Wahrscheinlichkeit dafur, dass das System alle Spurpunkte 
auf der Energieflache, zwischen denen symmetrische Ubergangswahrscheinhch- 
keiten bestehen, annahernd gleich oft erreicht.” Im Vortrag wurde zunachst 
dargestellt, wie v. Mises das klassische Ergodenproblem der kinetischen Gas- 
theorie und statistischen Mechanik aufnahm und es zu einer wichtigen Anwen- 
dung seiner Wahrscheinlichkeitskonzeption und -theorie machte. Stationen auf 
diesem Weg waren der Artikel “Ausschaltung der Ergodenhypothese in der phy- 
sikahschen Statistik” von 1920 und die von ihm betreute Dissertation “Wahr- 
scheinlichkeitstheoretische Begriindung der Ergodenhypothese” von Paul 
Hofflich aus dem Jahr 1927. Zur Ableitung des Pseudoergodensatzes von 1931 
untersuchte von Mises das asymptotische Verhalten homogener endlicher 
Markov-Ketten mit Hilfe des Matrizenkalktils. So spielt der Satz such eine 
Rolle in der Entwicklung einer systematischen Theorie Markovscher Ketten. 
CH. BINDER: ’ ‘Hilda Geiringer- Wahrscheinlichkeitstheorie” 
H. Geiringer (“1895) hat in Wien Mathematik studiert und ihr Studium bei W. 
Wirtinger 1917 mit einer spater vielbeachteten Dissertation tiber trigon. Dop- 
pelreihen abgeschlossen. Ab 1918 war sie in Berlin, wo sie zunachst in der Redak- 
tion der “Fortschritte”, dann als Assistentin von R.v. Mises arbeitete. Sie schrieb 
in dieser Zeit tiber verschiedene Gebiete, such iiber Anwendungen der Wahr- 
scheinlichkeitstheorie und habilitierte sich 1927. 1933 musste sie Berlin verlassen 
und hat (gemeinsam mit v. Mises) nach einjahrigem Aufenthalt in Brtissel und ftinf 
Jahren in der Ttirkei seit 1939 in den USA gelebt. Ihre mathematische Tatigkeit in 
dieser Zeit umfasste hauptsachlich Genetik und Plastizitatstheorie. Nach v. 
Mises’ Tod (1953) hat sie sich hauptsachlich mit der Aufarbeitung seines Nach- 
lasses beschaftigt. Ihre grosste Leistung auf diesem Gebiet war die Herausgabe 
der “Math. Statistics” 1964. Sie hat an diesem Werk mehrere Jahre lang gear- 
beitet und intensive Korrespondenzen mit A. Wald u.a. geftihrt, vor allem mit E. 
Tornier. Es gelang ihr eine einheitliche Darstellung, in der die unterschiedlichen 
Auffassungen der grundlegenden Begriffe der Wahrscheinlichkeitstheorie nach v. 
Mises und Kolmogorov und ihre Weiterentwicklungen dargelegt werden. 
A. EDWARDS: “J. Venn’s Diagram and H. J. S. Smith’s Proof of the Inclusion- 
Exclusion Theorem” 
John Venn publizierte seine bertihmten Drei- und Viermengendiagramme im 
Jahre 1880. Unter seinen Manuskripten, die in der Bibliothek des Caius College in 
Cambridge aufbewahrt werden, findet sich eine Note seines Zeitgenossen H. J. 
Smith, Savilian Professor der Geometrie in Oxford, in dem eine Verbindung zwi- 
schen dem heute der Wahrscheinlichkeitstheorie zugerechneten Inclusion-Ex- 
clusion theorem und den Venn-Diagrammen hergestellt wird. Smith, der das 
Theorem in der Zahlentheorie verwendete, verwies ferner auf den Vorteil, Venn- 
Diagramme auf der Kugel darzustellen. Unabhangig davon kam der Referent 1988 
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zu der Erkenntnis, dass die Darstellung von Venn-Diagrammen auf einer Kugel 
eine leichtere Verallgemeinerung auf eine beliebige Anzahl von Mengen erlaubt. 
Er erlauterte diese Idee mit eindrucksvollen Lichtbildern. Das o.g. Theorem 
stammt in der Zahlentheorie von Legendre (ca. 1800), kommt aber, auf die Wahr- 
scheinlichkeitstheorie angewendet, schon bei A. de Moivre in der “Doctrine of 
Chances” (1718) vor. 
T. HAILPERIN: “Probability Logic in the Twentieth Century” 
Der Referent, Autor des Buches “Probabilistic logic” (1984), restimierte 
zunachst kurz die Ansatze und Resultate des 18. und 19. Jh., darunter Arbeiten 
von ,Jakob Bernoulli, Lambert, Bolzano, de Morgan und Boole. Er besprach dann 
Beitr@e aus dem 20. Jahrhundert, die die Verbindung von Wahrscheinlichkeit 
und Logik betreffen. Diese Beitrage gehoren ganz verschiedenen Gebieten an, wie 
probabilistisches Schliessen (zu unterscheiden vom induktiven Schliessen), 
Fehleranalyse in Stromkreisen, Abschatzung der Wahrscheinlichkeit von logisch 
definierten Ereignissen und Zuverltissigkeit von Netzwerken. Ein vereinheitli- 
chendes Thema ist das Problem, Wahrscheinlichkeitswerte durch die Struktur 
(logische Syntax) einer Sprache zu verfolgen. Da ‘ ‘Wahrscheinlichkeit” hier 
dies&e Rolle spielt wie ‘ ‘Wahrheitswert” in der tiblichen Logik, wird man auf 
die Idee einer Wahrscheinlichkeitslogik gefuhrt, von der eine voll ausgearbeitete 
Version skizziert wurde. 
T. ROMANOVSKAYA: “Quantum Theory and Mathematics” 
Die Referentin analysierte die Einftihrung des Wahrscheinlichkeitskonzepts in 
die “alte Quantentheorie” in Verbindung mit Rutherfords Arbeiten. Die Wahr- 
scheinlichkeit eines elementaren Akts (etwa einer Oszillator-Emission), von 
Planck 1911 in seiner “zweiten Strahlungstheorie” eingefuhrt, wurde von ihm in 
Analogie gesetzt zu Rutherfords Gesetz des radioaktiven Zerfalls. Diese Arbeit 
war der Bezugspunkt Bir eine ganze Anzahl von spateren EinfGhrungen der 
Wahrscheinlichkeit in die Quantentheorie (wie z.B. Einsteins Arbeit). Dagegen ist 
M. Boms wahrscheinlichkeitstheoretische Interpretation der Wellenfunktion von 
1926127 wesentlich auf Rutherfords Streuformel von 1911 gegriindet, von der such 
empirische Bestgtigungen vorlagen. 
B. HEINZMANN: “John von Neumanns Beittige zu quantenmechanischen 
Statistik” 
Seit der statistischen Interpretation der Schrodingerschen Wellenfunktion 
durch Max Born ist die Frage offen, ob es moglich ist, die Quantenmechanik als 
eine deterministische Theorie zu begrtinden. 1932 gab John von Neumann einen 
“Beweis” fiir die Behauptung, dass eine Einfuhrung von “verborgenen Parame- 
tern” nicht moglich ist, ohne die Quantenmechanik grundlegend zu andern. 
Fast 30 Jahre lang schien dadurch die statistische Deutung der Quantenmechanik 
als richtig bestatigt, obwohl schon Mitte der 30-er Jahre Kritik gegen von 
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Neumanns Beweis erhoben wurde. Die Beurteilung des Beweises durch fuhrende 
Physiker war ausgesprochen vielfaltig, und erst die ab dem Ende der 50-er Jahre 
wieder durchgefiihrten Grundlagenforschungen zeigten jedoch, dass das von 
Neumannsche Theorem nicht allgemein genug ist, urn alle denkbaren physikali- 
schen Situationen zu beschreiben. 
P. CRBPEL: “Statistische Qualitatskontrolle: Erfolg und Niederlage der franzosi- 
schen Artilleristen” 
Bereits im vorigen Jh. wurde die Notwendigkeit dringend empfunden, exakte 
quantitative Methoden zur Beurteilung der Qualitat militarischen Materials (Mu- 
nition, Sprengstoff etc.) zu entwickeln. In offiziellen Instruktionen des 19. Jh. 
kommen schon Vorschriften zur Stichprobenerhebung vor. Ergebnisse in der 
Wahrscheinlichkeitstheorie (besonders Trefferwahrscheinlichkeiten betreffend), 
die von Poisson, Henry u.a. erzielt wurden, brachten such theoretische Ideen fur 
die statistische Qualitatkontrolle. Aber die theoretischen Werkzeuge wurden in 
der Praxis nicht benutzt. In den zwanziger Jahren des 20. Jh. haben Ingenieure der 
franzosischen Armee wie der Artillerist Dumas und der Chemiker Vallery be- 
friedigende Antworten auf statistische Probleme der Qualitatskontrolle gegeben. 
Insbesondere lieferte Dumas Losungen zu Grundproblemen der Qualitatskon- 
trolle (Konsumenten- und Produzentenrisiko, Aufstellen von Stichpropenplanen). 
Obwohl diese Resultate wesentlich vor den englischen und amerikanischen Ar- 
beiten lagen, blieben sie ausserhalb eines kleinen Kreises franzosischer Fachleute 
praktisch unbekannt. 
D. COSTANTINI: “At the Sources of the Italian Statistical School” 
C. Gini war ohne Zweifel einer der bedeutendsten Statistiker unseres Jahrhun- 
derts. Leider ist die Mehrzahl seiner Anregungen weder in Italien noch im 
Ausland gentigend beachtet worden, obwohl sie nach Meinung des Referenten zu 
den profundesten und tiefsten Einsichten der Statistik im 20. Jh. gehdren. Es 
wurde eine der frtihen Arbeiten Ginis aus dem Jahre 1911 genauer analysiert 
(Considerazioni sulle probabilita a posteriori e applicazioni al rapport0 dei sessi 
nascite umane). Diese Arbeit wurde nie tibersetzt, so dass ihr Einfluss auf die 
Statistik gering geblieben ist. Sie enthalt einen theoretischen Teil iiber a poste- 
riori-Wahrscheinlichkeiten und einen praktischen Teil, in dem es urn die Ge- 
schlechtsverteilung bei Geburten geht. In Ginis Werk hat der Subjektivismus, wie 
er in Italien in den 20-er und 30-er Jahren stark vertreten war und bei de Finetti 
extrem zum Ausdruck kommt, keinen Platz. Gini vertrat einen toleranten Ob- 
jektivismus. 
E. NEUENSCHWANDER: “Nachlassbearbeitung bei Casorati, Liouville und 
Riemann. Bemerkungen zur Historiographie der Mathematik” 
Die Quellenforschung nimmt innerhalb der Wissenschaftsgeschichte einen ent- 
scheidenden Platz ein, da sie die Materialien fur eine jede kritische Wissen- 
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schaftsgeschichtsschreibung bereitzustellen hat. Wie sich anhand zahlreicher 
Beispiele aufzeigen lasst, verlaufen historische Entwicklungen nur in den al- 
lerwenigsten Fallen so geradlinig und logisch, wie es der theoretisierende Histori- 
ker oder Wissenschaftsphilosoph gerne wahrhaben mochten. Der exakte histori- 
sche Ablauf lasst sich deshalb meist nicht mit rein intellektuellen Mitteln 
rekonstruieren, da von ausserhalb des Fachgebiets herriihrende Einfltisse und 
haufig such Zufalle eine entscheidende Rolle spielen. Zur genauen Festlegung der 
wichtigsten Faktoren und zur Vermeidung von Fehlschltissen ist deshalb ein 
ausgedehntes Quellenstudium unerlasslich. Der Nutzen derartiger Quellenstudien 
fur die Mathematikgeschichte wurde im Vortrag exemplarisch anhand dreier vom 
Referenten bearbeiteter Mathematikernachlasse aus drei verschiedenen Landern 
demonstriert, namlich mittels der Nachlasse von Liouville, Riemann und 
Casorati. 
H. WITTING: “Die Entwicklung der Mathematischen Statistik im deutschsprachi- 
gen Raum von 1870 bis 1970” 
Nach kurzen Hinweisen zur Entwicklung der englischen “biometrischen” 
Schule wurde auf die folgenden Themenkreise eingegangen: (1) 1870-1890 G.Th. 
Fechner (mit Hinweisen auf die statistischen Beitrage der Leipziger psychologi- 
schen Schule urn 1900); W. Lexis (und die Entwicklung der “kontinentalen” 
Schule); F. R. Helmert (Geodasie und Fehlerrechnung). (2) 1900-1910 L. von 
Bortkiewicz, E. Czuber; Enzyklopadieartikel bzw. Ergebnisbericht. (3) 191% 
1933 F. Bernstein (praxisorientierte Versicherungsmathematik und mathemati- 
sche Genetik); R. von Mises (die vier mit seinem Namen verbundenen Fra- 
genkreise); E. Gumbel (politische Aktivitaten, Extremwerttheorie); Hinweise auf 
A. Tauber, W. U. Behrens, H. 0. Hirschfeld; statistische Qualitatskontrolle. (4) 
1933-1945 Auswirkungen der Emigration; Arbeiten von H. Gebelein, B. L. van 
der Waerden, W. Hoeffding. (5) 1955-1970 Wiederaufleben in der Bundesre- 
publik; Ausblicke auf die Entwicklung in der DDR, Gsterreich und der Schweiz. 
J. VON PLATO: “The Birth of Modern Probability” 
Mit moderner Wahrscheinlichkeitstheorie ist hier der Teil der Theorie gemeint, 
in dem Ereignisse mit unendlich vielen Elementarereignissen vorkommen. Es 
wurden drei Gebiete diskutiert: (a) Mathematik, (b) statistische Physik, (c) 
Grundlagen und Philosophie. In jedem dieser Gebiete findet man eine Phase wach- 
senden Problembewusstseins, oft verbunden mit der Einftihrung neuer Konzepte. 
Beispiele sind Gyldens Problem in der Theorie der Kettenbriiche (a), die Irreversi- 
bilitat (b) und die Realitat statistischer Gesetze (c). In der Mathematik begann die 
eigentliche Entwicklung mit Bore1 1909. Im nachsten Jahrzehnt gab es erste Ar- 
beiten mit einer mathematisch befriedigenden Formulierung der statistischen Phy- 
sik (Behandlung kontinuierlicher Zustandsraume und kontinuierlicher Zeit). In 
den Grundlagen war die Erklarung von Zufall und Wahrscheinlichkeit durch v. 
Kries, Poincare und v. Smoluchowski ein grosser Fortschritt. Die letzte Phase zur 
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Entwicklung der modemen Wahrscheinlichkeitstheorie beginnt urn 1924 mit den 
Gesetzen der grossen Zahl und mit der Theorie der Prozesse mit stetiger Zeit urn 
1928. 
S. L. ZABELL: “R. A. Fisher and the Fiducial Argument” 
Das Fiduzialargument erwuchs aus Fishers Wunsch, eine Alternative zu den 
inversen Methoden zu haben, welche die willktirlichen Postulate des Laplace- 
schen Zugangs umgeht. Fisher glaubte 1930, eine solche entdeckt zu haben, als er 
bemerkt hatte, dass die Ableitung einer Wahrscheinlichkeitsverteilung fur einen 
unbekannten Parameter moglich ist “irrespective of any assumption as to its a 
priori distribution”. Das ursprtingliche Fiduzialargument fur einen einzigen Pa- 
rameter war ausserlich von Neymans Konfidenzzugang nicht zu unterscheiden. 
Erst beim Versuch, anlasslich der Behandlung des Behrens-Fisher-Problems das 
Fiduzialargument auf den mehrparametrigen Fall auszudehnen, entschied sich 
Fisher klar fur den inferentiellen Weg. Aber seinen intuitiven obergang von 
einer Wahrscheinlichkeitsaussage tiber eine Statistik (abhangig von einem 
Parameter) zu einer Wahrscheinlichkeitsaussage tiber einen Parameter (ab- 
hangig von einer Statistik) konnte er nicht begrtinden. 1936 glaubte er eine 
hinreichende Begrtindung gefunden zu haben, die er mit grossem Nachdruck in 
seinem Buch “Statistical Methods and Scientific Inference” vertrat. Das ent- 
scheidende Argument hat sich jedoch als falsch erwiesen, wie Buchler und Fed- 
dersen 1963 zeigten. Das fiduziale Schliessen war ein Versuch, eine Theorie der 
bedingten Konfidenzintervalle aufzubauen. Fishers Scheitern ist so betrachtet 
kaum tiberraschend: eine solche Theorie ist bis heute nicht gefunden worden. 
R. SIEGMUND-SCHULTZE: “Zur Geschichte der Wahrscheinlichkeitstheorie und 
Statistik im faschistischen Deutschland” 
Zur weitgehenden internationalen Bedeutungslosigkeit der deutschen Wahr- 
scheinlichkeitstheorie und mathematischen Statistik zwischen 1933 und 1945 tru- 
gen die Vertreibungen bedeutender Fachvertreter und die Abschottung von der 
internationalen Kommunikation nach 1933 ebenso bei wie schon langer wirkende 
Tendenzen: (1) die fehlende Institutionalisierung jener Disziplinen in den mathe- 
matischen Instituten und im Zeitschriftenwesen; (2) die einseitige Fixierung vieler 
deutscher Wahrscheinlichkeitstheoretiker auf Grundlagenfragen (von Misessche 
Wahrscheinlichkeitsdefinition) unter Vernachlassigung neuer mathematischer 
Methoden (Masstheorie, charakteristische Funktionen) und Begriffsbildungen 
(stochastische Prozesse) sowie neuer Anwendungsgebiete (Wirtschaftswissen- 
schaften). Die ideologische und herrschaftstechnische Potenz von Wahr- 
scheinlichkeitstheorie und mathematischer Statistik ftihrte nicht zu einem Auf- 
schwung dieser Disziplinen, obwohl einige Mathematiker sich dem Regime in 
dieser Beziehung andienten. 
