1. Introduction. The properties of euclidean lattices with respect to tensor product have been studied in a series of papers by Kitaoka ([K, Chapter 7], [K1]). A rather natural problem which was investigated there, among others, was the determination of the short vectors in the tensor product L ⊗ M of two euclidean lattices L and M . It was shown for instance that up to dimension 43 these short vectors are split, as one might hope.
which induces the non-trivial element in Gal (K/Q) , is denoted by − . Denote by (V, h) an m-dimensional K-vector space V , endowed with a positive definite hermitian form h; an O K -submodule L of V is called an O K -lattice if it is finitely generated and contains a K-basis of V .
Since h is positive definite, the "norm" function x → h(x, x) admits a minimum on such a lattice L, denoted by N h (L), which is attained on a finite set S h (L).
One defines the hermitian dual of L as In the more general case of two O K -lattices L and M in (V, h) (with no inclusion), one gets a well defined generalized index setting
where
The following proposition is rather well known (see [H, Proposition 2.3 
]).
Proposition 2.1.1. We have:
(1) δ L = det(h(e i , e j ))
Clearly, from the above proposition, δ L is a principal ideal of K admitting a unique non-negative generator in Q which we denote by d L .
An O K -lattice of rank m can of course be considered as a Z-lattice of rank 2m, by setting x · y = Tr K/Q (h(x, y) ). With that convention, the norm x · x of a vector x is twice its hermitian norm h (x, x) . The dual L * of L with respect to that inner product is linked to
where D K/Q denotes the different of K/Q, whence the relation 
Quaternion fields.
Much of the above definitions can be extended to the case of a quaternion field H over Q. As before, the conjugation in H is denoted by − ; Tr H/Q (resp. tr) denotes the trace form of H/Q (resp. the reduced trace of H/Q), N H/Q (resp. nr) denotes the norm of H/Q (resp. the reduced norm of H/Q). We now fix a maximal order M in H.
Let (V, h) denote an m-dimensional left vector space over H endowed with a positive definite hermitian form h. By a left M-lattice in V , we mean a finitely generated left M-module in V containing an H-basis of V .
Definition (1) for the hermitian dual still holds, with O K replaced by M. Next, any M-lattice L can be written as a direct sum
where a i are left M-ideals in H (the only property of M which is needed for this property to hold is heredity, which is fulfilled since M is maximal, see [R, Theorem 2.44] ).
In the non-commutative case, the definition of the index χ(L, M ) has to be slightly modified. First we assume that M ⊂ L, and that the quotient L/M is finite. The M-module L/M is thus of finite length and admits a composition series
By the Jordan-Hölder theorem, the set {M i } is uniquely determined up to isomorphism by L/M , thus we get a well defined index setting
In the general case, we set
The following lemma suggests an appropriate definition of the discriminant of L:
where d is a positive element in Q. 
where all the determinants are calculated in 
As before, we make L into an ordinary 4m-dimensional Z-lattice, setting
where D H/Q denotes the different of H/Q. This yields the formula
is the discriminant of H/Q with respect to the reduced trace.
3. Tensor product of hermitian lattices. In the (commutative) case of imaginary quadratic fields, we define the tensor product (V 1 ⊗ K V 2 , h 1 ⊗h 2 ) of two hermitian spaces (V 1 , h 1 ) and (V 2 , h 2 ) in the usual way, setting
for split elements, which is easily seen to extend to a well defined hermitian form on the underlying space V 1 ⊗ K V 2 . Notice, for instance taking orthogonal bases, that h 1 ⊗ h 2 is positive definite if h 1 and h 2 are.
In the quaternionic case, we cannot define the "tensor product" of two hermitian forms. We can nevertheless overcome this difficulty in the following way: let (V 1 , h 1 ) be a right H-vector space endowed with a right sesquilinear form h 1 , i.e.
The tensor product
§3]). Although there is no well defined sesquilinear form h
by taking the trace of the above formula:
Moreover, if h 1 and h 2 are hermitian then f is symmetric, and it is positive definite if h 1 and h 2 are. One can also define the hermitian norm of an
which is well defined and linked to f by f (ω, ω) = 2h(ω, ω).
We try from now on to state the results for the quadratic and the quaternionic cases in a uniform way, setting K for an imaginary quadratic field or a quaternion field, and O K for a maximal order in K (of course unique in the quadratic case).
Our basic task is, given two O K -lattices L and M , to determine the minimal norm of L⊗ O K M , and the set S h (L⊗ O K M ) on which it is attained.
We introduce some more notation, setting
and d k L for its positive generator. We first prove the following lemma:
and assume that r is the minimal length of such a decomposition for ω (we call r the rank of ω). Then the
P r o o f. To handle simultaneously the quadratic and quaternionic cases, we have to assume that L and M are respectively right and left O K -modules. Let t be the rank of the (right) O K -module L generated by x 1 , . . . , x r . Using (2) or (7), one can write
, which contradicts the minimality of r.
Then its hermitian norm h(ω, ω) satisfies
The proof is similar to Kitaoka's proof for tensor product over Z [K, Chapter 7] , and is based on the following lemma: (1) If K is an imaginary quadratic field , then
P r o o f. In the quadratic imaginary case, this is a straightforward adaptation of the well known analogous statement for positive definite symmetric matrices (see [K, Lemma 7.1.3] ). The quaternionic case reduces to the previous case in the following way: one can find an imaginary quadratic field E which is a splitting field for K. Then
where 1 ⊗ A and 1 ⊗ B denote the images of A and B in M 2r (E), and tr denotes the reduced trace of K/Q. It is easily checked that 1⊗A is hermitian, resp. positive definite hermitian, if A already is, so that we can apply the first part of the lemma to (10) and obtain
Proof of 3.2. Setting
1/r in the imaginary quadratic case, and h(ω, ω)
in the quaternionic case. In both cases, the righthand side of the inequality is equal to r(d L )
, where L (resp. M ), denotes the submodule generated by the x i (resp. y i ), whence the conclusion upon taking lower bounds.
whence γ 2 h,r ≥ r, which, from the definition of r K , implies that r = 1, completing the proof. 
whence the 2-modularity. We have to check that N h (P ⊗ Λ 24 ) ≥ 8, that is, N h (P ⊗ Λ 24 ) ≥ 4. Any minimal vector of P ⊗ Λ 24 is of the shape ω = r i=1 x i ⊗ y i , with r ≤ 2. Since N h (Λ 24 ) = N h (P) = 2, we are done with the split case r = 1. In the case r = 2, we have, from Proposition 3.2,
So we only need to check that d 2 (Λ 24 ) ≥ 2, which is clear since
Remark. I owe to the referee the remark that in [B] , a construction, due to H. G. Quebbemann, of an extremal 2-modular lattice in dimension 48 is mentioned (see Theorem 6.7 of [B] and its proof), which turns out to be equivalent to ours. 1 0
K
Then they define
is unimodular (resp. 3-modular ) of minimum 8. P r o o f. For the assertion concerning modularity, we refer to [B-N] Lemma 4.2.2. We have:
(1) Let M be a (free) O K -lattice of rank 2. Taking a vector x with minimal hermitian norm h(x, x) as first element of an O K -basis {x, y} of M , which is possible since Cl K = 1, we see that
where p denotes the orthogonal projection onto Kx. Set p(y) = βx, with β ∈ K. Since O K is euclidean with respect to the norm, with euclidean minimum 4/7, we can assume, replacing y by y + ux if necessary, with a suitable algebraic integer u of O K , that ββ ≤ 4/7. Consequently, (2) Let M 3 be a minimal 3-dimensional section of L 20 , and suppose that d 3 (L 20 ) ≤ 8. We claim that M 3 contains a minimal 2-dimensional minimal section M 2 . In fact, the well known relation
valid for any n-dimensional O K -lattice M and any r ≤ n, together with the density inequality
whence d 2 (M 3 ) = 8 and M 3 contains a section M 2 . Writing
and denoting by p(x) the orthogonal projection of x onto the subspace KM 2 , and q(x) its projection onto the orthogonal complement of KM 2 , we have
, and up to isometry, M 3 depends only on h(x, x) and on the class of p(x) in M # 2 /M 2 . Thus we have to select representatives for these classes. Let {e 1 , e 2 } be a basis of M 2 with Gram matrix of type ( * ). It is readily checked that The hermitian norms of these elements are summarized in the following array in which the rows (resp. columns) correspond to the coordinate ε 1 (resp. ε 2 ). Using ( * * ), we see that if
So the only remaining case is p(x) ≡ ±(αf 1 − αf 2 ) mod M 2 , which could a priori lead to d M 3 = 8(4 − 13/4) < 8. This would imply that αf 1 − αf 2 is the projection onto KM 2 of a vector x of hermitian norm 4. But then the discriminant of the 2-dimensional O K -lattice spanned by x and e 1 would be h (x, x) h(e 1 , e 1 ) − N K/Q (h(x, e 1 )) = 5, which is impossible since d 2 (L 20 ) = 8. This completes the proof that d 3 (L 20 ) ≥ 8. Further, this actually is an equality, since L 20 contains a section of discriminant 8 ( [B-N] ) (the inequality is, however, sufficient for our purpose).
We are now able to prove Theorem 4.2.1. We first deal with L 40 : any minimal vector ω admits a decomposition of rank r ≤ 2, and in the split case r = 1, we have h (ω, ω) 
Consequently, N h (L 40 ) = 4 and L 40 is extremal. In the case of L 80 , the same type of argument shows that any vector with a decomposition of rank r = 1, 2, 3 has hermitian norm > 3: we need for this, in addition to Lemma 4.2.2, to know the actual value of d r (E 8 ) for r = 1, 2, 3, namely δ h,r (E 8 ) = 1, 3/7, 1/7 respectively, as one easily checks. Finally, we have to deal with the rank 4 case, which will be done by a direct computation, since d 4 (L 20 ) is not known . Let {b 1 , . . . , b 4 } be an O K -basis of E 8 , corresponding to a Gram matrix of the shape e 8 . Any rank 4 element
The last two terms on the right-hand side can be bounded above, namely
and similarly
From this it follows at once that
whence the conclusion.
Remark. It can be checked easily that the arguments above would apply similarly to yield an extremal 36-dimensional 3-modular lattice (resp. an extremal 72-dimensional unimodular lattice) by tensoring over O K a 9-dimensional (hermitian) unimodular O K -lattice of (hermitian) minimum 4 with D 4 (resp. E 8 ), as before. Unfortunately, it has been shown by Schiemann, using Kneser's neighbouring algorithm [Sc] , that such a 9-dimensional unimodular O K -lattice, which would be extremal 18-dimensional 7-modular as a Z-lattice, does not exist.
Barnes-Wall lattices.
By a recursive application of tensor product, we construct two families of lattices, one of which can be identified a posteriori with the Barnes-Wall lattices.
Let H = Q 2,∞ . We consider M 0 and P as defined in Subsection 4.1. Viewed as Z[i]-hermitian lattices, they are endowed with the hermitian form h 0 , the matrix of which in the
As left (resp. right) M 0 -lattices they are endowed with the hermitian form h l (x, y) = x · y (resp. h r (x, y) = y · x). This will be implicit, depending on the context, in the following. Next in the orthogonal direct sum of two copies of M 0 we consider the submodule {(x, y) | x ≡ y mod P}, which is isometric to E 8 as a Z-lattice (see [M, chapitre IV, §8] ). In order to define the Barnes-Wall series we need the following lemma: 
From [St, addendum to trace lemma 2.6], it amounts to checking that
which is satisfied since
by definition of h 0 . 
which is obviously fulfilled.
We now define two infinite series: L 2 = M 0 and, for k ≥ 1,
and similarly M 1 = Λ 24 viewed as a M 0 -lattice, and, for k ≥ 1,
, unimodular if n is odd , 2-modular if n is even. P r o o f. We only give the proof of the first assertion (the second is similar). Using the results of Section 2, one easily checks that L * n = L n for n odd and (1 + i)L * n = L n for n even, whence the modularity. Then we can compute the minimal norm recursively, using the results of Section 3. Assuming first that N(
, the hermitian norm of split vectors is at least 2 k−1 . For non-split vectors, we only need to check, using Proposition 3.2, that 
, which is again clear since Z[i] has euclidean minimum 1/2.
Remark. One can prove that L n is isometric to the Barnes-Wall lattice BW n for any n. This amounts to an elementary (but tedious) identification, using E. S. Barnes and G. E. Wall's original paper [B-W] . As pointed out by the referee, the recursive construction of BW n is well known, and Proposition 4.3.2 is just a reformulation of the so-called construction E (see [C-S, Chapter 8]).
Concluding remarks.
We conclude with examples which illustrate the fact that tensoring often fails to give dense lattices. This is related to the following lemma, which is the "hermitian" version of a result by R. Steinberg (see Chapter 2, Theorem 9 .6]):
K is either an imaginary quadratic field or a quaternion field over Q.
is canonically a right hermitian lattice, where L = L as an additive group, and the right module structure is defined by
⊗ L is well defined, even in the non-commutative case. The isomorphism is thus given by
(2) Under the above isomorphism, the identity element in L 2 (7)) · 2] 18 in [N-P, p. 44], and the number of minimal vectors which is given there is in accordance with |Aut h (L)| = 336 as mentioned in [H] .
Example 2. Let L 1 and L 2 be two hermitian unimodular lattices of rank 3 over an (essentially unique) maximal order M in the quaternion field Q 3,∞ , of minimal hermitian norm 2 (it is known that at least one such lattice exists, namely the Coxeter-Todd lattice K 12 , see for instance [B, Theorem 6.6] ). The same argument as above leads to the following alternative: either L 1 and L 2 are isometric as hermitian lattices, whence L 1 ⊗ M L 2 has hermitian norm 3 (the minimal vectors being in one-to-one correspondence with the hermitian isometries from L 1 onto L 2 ), or they are not, whence L 1 ⊗ M L 2 has hermitian norm 4, and, as a Z-lattice, is an extremal 3-modular 36-dimensional lattice. Unfortunately, one can check (see the proof of Theorem 6.6 in [B] ) that up to isometry there is only one hermitian unimodular lattice of rank 3 over M.
Remark. For the same reason, the construction Λ 24 ⊗ M K 12 , where Λ 24 is the Leech lattice, fails to give an extremal unimodular 72-dimensional lattice. So the classification in low dimensions tends to confirm the widely held opinion that extremal lattices of level respectively 1, 3, 7 and dimension 72, 36, 18 do not exist.
