Research background: The probabilistic setup and focus on evaluation of uncertainties and risks has become more widespread in modern empirical macroeconomics, including the analysis of business cycle fluctuations. Therefore, forecast-based indicators of future economic conditions should be constructed using density forecasts rather than point forecasts, as the former provide description of forecast uncertainty. Purpose of the article: We discuss model-based probabilistic inference on business cycle fluctuations in Poland. In particular, we consider model comparison for probabilistic prediction of growth rates of the Polish industrial production. We also develop a class of indicators of future economic conditions constructed using probabilistic information on the rates (that make use of joint predictive distribution over several forecast horizons). Methods: We use Bayesian methods (in order to capture the estimation uncertainty) and consider two groups of models. The first group consists of Dynamic Conditional Score models with the generalized t conditional distribution (with conditional heteroskedasticity and heavy tails, being important for modelling of extreme observations). Another group of models relies on deterministic cycle modelling using Flexible Fourier Form. Ex-post density forecasting performance of the models is compared using the criteria for probabilistic prediction: Log-Predictive Score (LPS) and Continuous Ranked Probability Score (CRPS).
Introduction
The purpose of the paper is to set up a methodology that allows for practical predictive business cycle analysis based on industrial production data. We assume that inference about future evolution of business cycle conditions should be model-based and take into account the estimation and the prediction uncertainty. In other words, a model that is used to generate forecasts underlying any analysis of future business conditions should display satisfactory performance not only in terms of point forecasts, but also density forecasts. The density forecast is constructed as a joint (potentially multivariate over horizons) distribution which provides a formal description of uncertainty as to future values of the analyzed variable.
In the paper we make an effort to develop such a model, adequate for Polish data on industrial production. In order to do so we consider a menu of alternative specifications and discuss their properties as well as out-ofsample predictive performance. We make use of the forecasts to construct a probabilistic indicator describing future prospects as to the growth rates of the industrial production index. The indicator reflects forecast uncertainty as well as cross-horizon dependence. The concept of indicator is not necessarily the most widely used one, given, for example, an alternative formulation by Barhoumi et al. (2016) .
The approach pursued here requires a number of problems to be addressed. Firstly, a univariate dynamic model for the industrial production series has to be constructed. The focus here is on business cycle properties and forecasting of the headline growth rate of industrial production (i.e. the year-on-year growth rate). However, it is not obvious whether it should be modelled directly (using year-on-year growth rates) or indirectly (using month-on-month growth rates). Within the indirect approach, one could model and forecast the month-on-month growth rates, and the forecast of year-on-year rate would be induced afterwards. The difference is of vital importance from the modelling point of view -the two processes display very different empirical properties. In particular, business-cycle-like fluctuations contribute a lot to the variance of the year-on-year rates, whereas for the month-on-month rates seasonal effects are the dominant ones.
Moreover, as the density forecasting perspective is taken here, the transformation from month-on-month growth rates to year-on-year growth rates relies on the whole multivariate distribution (the dimension is that of the forecast horizon). In other words, it is not possible to move between the two approaches considering the marginal (horizon-specific and univariate) density forecasts only. The cross-horizon stochastic dependence, which is not vital for point forecasts, turns out to be crucial for density forecasts. The dependence between forecasts for different horizons in the month-onmonth setup has direct influence on dispersion of year-on-year forecasts in longer horizons. As a consequence, the availability of all the horizonspecific marginal information in one approach is not sufficient to recover the horizon-specific marginal information within the other approach. Therefore, a fan-chart of month-on-month rates is not enough to recover a fanchart of year-on-year rates (and vice-versa) .
The shift in attention from point forecasts towards the probabilistic (or density) forecasts is quite widespread in the recent econometric literature (see: e.g. Clark & Ravazzolo, 2015) . The density perspective has been considered within the Bayesian approach for many years, since predictive distribution is a natural element of Bayesian inference. However, the application-oriented non-Bayesian econometric literature has given full appreciation to the probabilistic perspective in past few decades, in particular after the Global Financial Crisis.
The inspiration for the use of the probabilistic approach in empirical macroeconomics comes from the developments of statistical inference methods, sometimes related to some other applied areas e.g. weather forecasting (compare the discussion and the references cited by Lerch et al., 2017) or other branches of economics (see the analysis of energy markets by Nowotarski & Weron, 2017) . Gneiting and Raftery (2007) have provided an influential discussion of state-of-the-art as to formal, statistical evaluation of density forecasts. The paper contains references to so-called proper scoring rules and strictly proper scoring rules that should be used for expost evaluation of density forecasts. Such criteria are log-predictive score (LPS) and continuous ranked probability score (CRPS) which are used in the empirical part below.
However, although the criteria mentioned above give full credit to the probabilistic perspective, a specific purpose of the paper might require additional considerations. This is because the formal statistical comparison measures goodness of fit that includes both short-term and long term behavior. However, for the purpose considered here i.e. the predictive analysis of business cycle fluctuations, the long-run adequacy is crucial. It might turn out that a model that has good properties in terms of capturing longterm properties of the data, but fails to capture short-term fluctuations, might rank rather low according to the formal criteria despite its usefulness for the purpose considered here. Hence the formal comparison might be augmented by less-formal and subjective ex-post evaluation of the forecasts.
Another related issue is that of structural change. It is not impossible that the underlying economic process driving the business cycle fluctuations is not time-homogenous (see: e.g. Bjørnland et al., 2017) . Hence it is necessary to consider the problem of possible changes in adequacy of the competing models. In the case of Polish economy, a number of reasons support the view that some sort of structural change might have affected the dynamics of economic growth. For example it is not obvious that the pattern of business cycle fluctuations that has been identified for the Polish economy before, say, 2013 can be still considered adequate afterwards. The issue has serious consequences for the problem of model choice. Consequently, the predictive accuracy of competing specifications has to be evaluated in a dynamic way in order to identify possible shifts in forecasting performance caused by potential, underlying structural changes.
In the paper we focus on predictive adequacy, and we do not make an attempt to forecast industrial production in a multivariate setup. Instead, we focus on fine-tuning of a univariate specification in terms of more subtle properties like the form of the conditional distribution and dynamic evolution of conditional mean and variance -this is because long-term predictive properties are of interest here.
The rest of the paper is organized as follows. Firstly, we outline the classes of models used in the paper to forecast dynamics of Polish industrial production. The models include ones that emphasize business-cycle-like fluctuations (a deterministic cycle models, see: , as well as Lenart & Mazur, 2017) , though other aspects of dynamic behavior are not modelled in a very sophisticated manner. Alternatively, we consider specifications that contain weaker assumptions as to the cyclical behavior, but are equipped with more complicated stochastic features, like heavytailed conditional distribution or time-varying conditional variance. The models are applied to the industrial production data, and their ex-post forecasting performance is thoroughly examined in an expending-window experiment with full recursive estimation. The question of interest is that of tracing changes in forecasting performance in the recent years. Finally, the best-performing models under consideration are used to generate an indicator that reflects the probabilistic information about future changes of growth rates of the industrial production index.
Research method
The models used here can be divided into two groups: the ones that explicitly account for the cyclical properties of the data, using the deterministic cycle idea (hence generating strong out-of-sample results) and the ones that rely on more sophisticated stochastic properties (in order to avoid failures in probabilistic predictive ability caused by too trivial stochastic formulation). The models of the first group make use of so-called Flexible Fourier Form in order to capture out-of-sample business cycle fluctuations, relying on a simple autoregressive formula with conditionally Gaussian observations. Models of the other group follow the idea of Dynamic Conditional Score (DCS) approach of Harvey (2013) and make use of more flexible conditional distribution, (namely the generalized t distribution). The basic structure of the models is recalled below, with references providing a more detailed description. The generalized t distribution used here is also briefly characterized. Some details regarding Bayesian model specification and estimation are provided as well. The model comparison in the empirical of the paper relies on evaluation criteria for density forecasts that are also summarized here.
Business cycle fluctuations are often modelled using Markov Switching models (see: e.g. Billio et al., 2016 or Eo & Kim, 2016 , Dynamic Factor Models (e.g. Barhoumi et al., 2016) or non-linear models (Ferrara et al., 2016) . However, the results obtained so far for the Polish economy indicate the relevance of deterministic cycle models, hence the model choice in the paper is application-specific.
The Bayesian model for analysis of deterministic cycle used here is discussed by , 2017 , its application for in-sample business cycle analysis is considered by . The underlying idea is close to that of cyclostationarity: the mean of the process under consideration is time-varying, and the time-variation pattern is approximated using the Flexible Fourier Form (see : Gallant, 1981) . It is assumed that short-term deviations from the time-varying mean are represented by a Gaussian autoregressive process denoted by :
where represents the observed series of year-on-year growth rates. The (Flexible Fourier) time-varying mean is given by:
The parameters denoted by ∈ , ⊆ 0, represent frequencies of the fluctuations and the fixed lower and upper bounds (denoted by and ) can be used in order to restrict attention to cyclical fluctuations of specific period length (i.e. to exclude fluctuations with period that is either too long or too short). The flexibility of the cyclical part of the model depends on the number of Fourier components (denoted by F). An interesting feature of the model is that it allows for F > 1, which implies that the business cycle fluctuations are driven by components with more than one empirically important frequency (which is rare in stochastic cycle models). In practical applications F is often restricted not to exceed 3, as higher values might lead to overfitting issues. Statistical inference in such model within the Bayesian setup is described in detail by . It is possible to generalize the approach into higher dimensions for e.g. cross-country analysis of business cycle synchronization (in order to obtain results similar in spirit to those of Lenart & Pipień, 2017) , however this is left for further research.
The generalized t distribution used here was described by Theodossiou (1998), see also Theodossiou & Savva (2016) . Its probability density function has the following form:
The distribution given above has location parameter , scale parameter and two shape parameters: and . An interesting feature of this symmetric probability distribution is that it allows for heavy tails and encompasses a number of known distributions as nested or limiting cases. For example, as = 2, it becomes Student-t with degrees of freedom. On the other hand, with →∞, the limiting case is GED( ), the generalized error distribution; see Harvey and Lange (2017) for a more detailed discussion. The distribution is quite flexible and therefore capable of capturing many empirically relevant situations, especially related with the occurrence of rare events. The feature might be important for density predictive performance.
The Dynamic Conditional Score (DCS) models are discussed in detail by Harvey (2013) . The model class is closely related to Generalized Autoregressive Score models of Creal et al. (2013) , for a predictive application see e.g. Bernardi & Catania (2016) . In the paper we follow the formulation by Harvey. However, our contribution is in developing methods of Bayesian inference for the models. Harvey makes use of the Maximum Likelihood estimation. The Bayesian model specification and inference is particularly important here, since the emphasis is on properties of the density forecasts obtained from the models. Within the maximum likelihood approach it is very difficult to derive density forecasts that take into account the estimation uncertainty. However, the uncertainty might be crucial especially for parameters that control more sophisticated properties of the distribution (like -and . that influence tail thickness in the case under consideration). On the other hand, within the Bayesian approach the estimation uncertainty is handled in a very natural way, as the predictive distribution is a mixture with mixing distribution being the full posterior for the model parameters.
The structure of Dynamic Conditional Score modelling reflects the idea that for a given conditional distribution, some of its features can be dynamically updated. The models are not based on latent stochastic processes, and well-known GARCH models represent similar reasoning, which leads to dynamically evolving conditional variance. However, in the case of DCS models the updating mechanism explicitly depends on score of the conditional distribution used (i.e. partial derivative of the log-density w.r.t. to the parameter under consideration). In other words, properties of the updating mechanism depend on the properties of the conditional distribution, which is a very appealing concept. The general idea together with numerous applications is described by Harvey (2013) . Here we assume that the following formulation holds: : = ; : + ⋯ + ; :
where : represents the deviation of the feature under consideration from its average (or seasonally changing) state: : = > − ? , with ? being either time invariant (? = ?) or seasonal (? = ? @ ) with the initial conditions described by : A … : 5 . Moreover, < is the value of the score at the point corresponding to the realized observation ad time t. This setup allows for e.g. seasonal effects in conditional volatility similar in the spirit to the approach of Lenart (2017) . We assume that the feature being updated (> ) corresponds to the conditional location or the conditional scale. These represent the respective parameters of the Generalized t distribution introduced above. Consequently, the model is not formulated in terms of conditional moments, though due to symmetry of the distribution the relationship between scale and variance is not that complicated. For the scale parameter it is necessary to add socalled linking function that maps it values into the real line. Consequently, the linear autoregressive updating mechanism is applied to log-scale instead of scale. The additional linking function (logarithmic transformation) is taken into account when computing the score. When more than one feature is being updated, it is possible to consider a matrix version of the dynamic updating equation. However, the path is not pursued here. We assume that the updating mechanism is diagonal, i.e. works separately for each feature (however, there exists a relationship between the expression for score for the scale and the location parameters, see Harvey & Lange, 2017) .
Within the above setup it is possible to consider seasonal and autoregressive dynamic effects in the conditional location or scale. For the purpose of the paper, the seasonality might be important if the variable being modelled represents month-on-month growth rates.
Bayesian specification and estimation of the above models is non-trivial. In particular one has to specify prior assumptions as to the model parameters and construct a working sampler that allows for exploration of the model posterior distribution. In all the models under consideration informative priors are imposed, with independence among groups of parameters. Important prior information is that of cycle length for the models with deterministic cycle. Estimation of the deterministic cycle models is undertaken using a hybrid Gibbs sampling scheme, which seems to be very efficient. However, for the dynamic conditional score models the estimation issue seems to be a serious one. The models are estimated using a Metropolis-Hastings algorithm (with independent proposal, being convenient for the sake of recursive prediction), though it is possible that some other method could display somewhat better mixing properties. Therefore there might be a room for improvement as to numerical performance for the Bayesian DCS models used here. A better posterior sampler might result in better approximation of the posterior and predictive densities.
The standard criteria for ex-post evaluation of the forecasts include RMSFE and MAE. However, the criteria are relevant to point forecasts only, hence convey some information about adequacy of the location of the density forecast, but completely ignore its dispersion (or other features of the distribution). However, from the decision-making point of view it is quite obvious that such a strong information reduction might be innocuous under very special conditions only. Here we assume that it is necessary to include other criteria for forecast evaluation as well.
Log-predictive score (LPS) used for ex-post evaluation requires computation of log-density value of predictive distribution at the actual outturn. It can be shown that LPS computed recursively for one-step-ahead forecasts is linked closely to some basic Bayesian measures of goodness of fit, which provides additional theoretical justification. In practice computation of the LPS for the tail outcomes might be numerically challenging. Moreover, it might turn out that a model that is well specified in terms of conditional location but mis-specified in terms of, say, conditional variance or tail thickness, might achieve very poor scores based on LPS.
Another measure under consideration is Continuous Ranked Probability Score (CRPS). It can be perceived as a generalization of the absolute error (AE), since if one assumes that the forecast distribution is point mass, CRPS is equal to AE. The measure is less sensitive to tail outcomes (compared to LPS) and poses no serious numerical challenges. Theoretical foundations underlying LPS and CRPS are discussed by Gneiting & Raftery (2007) .
Finally, we propose an indicator of future business conditions (a Future Business Conditions Indicator, FBCI) that relies on full predictive distribution of year-on-year growth rates. It is intended to be evaluated using monthly data (in order to keep the inflow of new information). However, the y-on-y growth rates at monthly frequency often display considerable short-term variation (even in the case of calendar-adjusted data). We therefore assume that the indicator (denoted by FTI M , for Future Tendency Indicator) represents the probability that the average growth rate for the period covering e.g. t+4, t+5, t+6 is greater than the average growth rate for t+1, t+2 and t+3 (taking into consideration a three-month basis period, so M = 3). In other words, it measures the probability of the general positive tendency during the next 2M periods (here: six months), on average. Alternatively, it could be computed with e.g. M = 6 or M = 12 (instead of M = 3). However, it must be emphasized that the indicator does not convey information as to the magnitude of the growth, dealing just with the direction of change in the growth rate dynamics. However, it might be interpreted as reflecting future prospects as to the growth cycle, taking into account both the prediction uncertainty and the stochastic dependence between forecasts for various horizons, which is not usual for such indicators.
Empirical analysis of Polish industrial production data
The dataset under consideration i.e. year-to-year growth rates of Polish industrial production (in per-cents, monthly data, adjusted for calendar effects, not seasonally adjusted, 1997M01-2016M12, T = 240) is depicted in Figure 1 . We treat the first 120 observations (10 years) as a training sample, and verify the out-of-sample predictive performance of alternative models on the remaining 120 data points (full re-estimation is conducted with each observation added). The forecasts are generated within the expanding-window setup. No effort is made to mimic real-time data flow, instead the most recent readouts available are used. In what follows, we consider only the direct forecasts of y-o-y growth rates. This is because a preliminary analysis using various DCS models within the indirect approach indicates that such specifications deliver rather trivial (i.e. practically constant) forecasts of y-o-y rates for horizons greater than 12 months.
Consequently, in what follows we consider the models estimated on yo-y data only and use the direct approach for the sake of prediction. We make use of two Gaussian autoregressive models, one with 4 lags and one with 22 lags (labeled AR(4) and AR (22)). The models are chosen to represent different degree of potential complexity of the autocorrelation function. Moreover, we consider a deterministic cycle model, with F = 3, frequency parameters restricted to the (0.052, 0.52) interval and 22 lags in the autoregressive part (labeled AR(22)-F(3)). The last specification under consideration is a DCS model with p = q = 6 for the location parameter and p = q = 2 for the log-scale parameter. The model allows for asymmetric response to the score (following Harvey & Lange, 2017) and its conditional distribution is of the generalized t form (Gt-DCS(6,6;2,2), labeled DCS for short). Table 1 contains characteristics summarizing ex-post properties of point and density forecasts obtained from the models mentioned above.
The results are reported for horizons of 12, 18 and 24 months ahead, and also calculated using the last 36 realized forecasts only (the last observation used for the purpose of evaluation is that representing 2017M01). Analysis of Table 1 seems to lead to a very simple conclusion. The overall predictive performance is dominated by the Gaussian AR(22) model, and if one restricts attention to the last 3 years, the results support a simple AR(4) model. In particular, neither the stochastically sophisticated DCS specification nor the business-cycle oriented AR(22)-F(3) lead to satisfactory results. The conclusion is unanimously supported by point and density criteria.
However, a more detailed analysis can be conducted based on a decomposition of differences in cumulated LPS between certain models into the contribution of individual (realized) observations throughout the verification period. Such a decomposition for the two winning models (AR(22) and AR(4)) against the AR(22)-F(3) specification is presented in Figure 2  (A and B) . The figures reveal the fact that throughout most of the verifica-tion window the data provide strong and systematic support in favor of the deterministic cycle model AR(22)-F(3). However, in 2013 the pattern breaks down and the predictive performance of the model deteriorates quickly (especially in 2014). As a consequence, the last three years of the data bring strong and prevailing evidence against the deterministic cycle model, and the empirical support shifts towards the AR(4) specification.
The abrupt change might suggest that that the business cycle properties of the Polish industrial production growth cycle have changed after 2013 in such way that the previously observed pattern (matching the deterministic cycle dynamics) was no longer valid. Importantly, the model with the best forecasting performance in the recent period, namely the AR(4), generates quite trivial forecasts: quick mean reversion results in rather flat forecast paths stabilizing at the sample mean. analyze the following problem: has the pattern of Polish business cycle fluctuations changed after the Global Financial Crisis? Their conclusion, obtained using different methodological approaches, though based on somewhat shorter series and a sequence of recursive in-sample analyses, is negative -meaning that there is no evidence in favor of such a change. The results presented here contribute to the discussion indicating that the change might have occurred five years later, i.e. around 2013. Such a conclusion is, however, conditional upon specific assumptions used here, including the model set in particular. It is possible that the use of more advanced time-varying parameter models or dynamic prediction pooling strategies could shed more light on the problem. However, it seems clear that the deterministic cycle model of the Polish industrial production dynamics was adequate until 2013 only. It is though unclear what kind of model would be adequate for long-term prediction after 2013 -the issue could be considered as more data would be available.
The DCS-type models considered here are useful for prediction of month-on-month growth rates, though the implied (indirect) or direct yearon-year forecasts are not satisfactory, especially in longer horizons.
Finally, in Figure 3 we present the values of the probabilistic indicator of future economic conditions. Based on the above comparison, we pick the results for AR(4) and AR(22)-F(3). Moreover, the version presented here refers to one-year-ahead forecasts (M = 6). At each point in time the value of the indicator represents the probability that the average growth rate for t+7,…,t+12 will exceed its counterpart compared for t+1,…,t+6. Hence, the indicator provides information on the general direction of change (or the prevailing tendency) over the forecast horizon under consideration. Values greater than 0.5 indicate the prevalence of a positive trend during the next 2M periods. Conversely, values lower than 0.5 indicate the prevalence of a negative trend in the timespan ranging from 1 till 2M periods ahead.
One might notice that for most of the time the probabilistic indicator of future economic conditions obtained from AR(22)-F(3) provides clear-cut signals, being close to either 0 or 1, while the signals from the AR(4) model are somewhat less evident, though maintaining the same direction. Moreover, the indicator seems to provide adequate information (i.e. it leads the actual changes), at least in the first part of the sample. Closer to the sample end the fluctuations of industrial production growth rates dampen, so the adequacy of the indicator is more difficult to verify. This is also reflected by the values of the indicator, being close to 0.5 in the final part of the sample in the case of AR(4) model. In the case of AR(22)-F(3) model, the values close to the sample end still indicate rather positive prospects.
Conclusions
In the paper we compare density predictive performance of alternative model specifications with application to y-on-y growth rates of Polish industrial production. The objective of the research is to capture the out-ofsample business cycle fluctuations (in the form of the growth cycle). We consider two model classes. Specifications of the first group capture business cycle dynamics using the deterministic cycle approach based on Flexible Fourier Form (see . Those of the second kind are more general in terms of the stochastic specification. The Dynamic Conditional Score models used here allow for heavy-tailed conditional distribution (of the generalized t class) and time-varying conditional scale.
We generate density forecasts for horizons up to 24 months ahead. Evaluation of the forecasts (based on CRPS and LPS criteria) seems to indicate that the DCS-type models do not generate additional predictive power despite their relative complexity. Closer examination reveals the fact that up to 2013 the best-performing model was that of deterministic cycle, while in more recent period the ex-post evidence shifts toward a simple Gaussian AR(4) specification with quick mean reversion. The results indicate a structural change in the process underlying Polish business cycle fluctuations. It is interesting that the change identified here does not seem to be related with the Global Financial Crisis of 2007/8 (as one could expect, see e.g. the analysis of Dąbrowski et al., 2015) . As there seems to be clear evidence for model instability in the recent years, a practical suggestion to address this issue (and a direction for future research) is the use of dynamic pools of density forecasts for the sake of probabilistic forecasting of Polish industrial production series.
Moreover, we demonstrate a forward-looking (i.e. fully based on predictive results) probabilistic indicator of future economic conditions (labeled FTI M ). Its use is illustrated with an analysis of growth rates of the Polish industrial production. The values of the indicator correspond to the overall tendency prevailing in the whole forecast period. The indicator has two important features. Firstly, it is constructed using density forecasts, hence it takes the forecast uncertainty into account (here we make use of Bayesian methods, so the estimation uncertainty is also accounted for). Secondly, the indicator is based on joint predictive distribution over a sequence of horizons. It therefore goes beyond the horizon-specific information, utilizing the cross-horizon stochastic dependence as well. The latter feature is less tangible, as it is not reflected in usual fan-charts. However, the indicator does not provide information as to the magnitude of the predicted growth or decline. This might suggest a bivariate extension, providing two signals at the same time, reflecting probability of a change of given magnitude over a range of magnitudes. Theodossiou, P. (1998) 
