X t has a smooth density, say q(t; x; y). Here F denotes the Malliavin covariance matrix of the random variable F.
The purpose of this article is to nd ways of approximating q(t; x; y). Recently, Hu It is known that V A (x) > 0 for some A 2 IN implies (1.2) and therefore the existence and smoothness of q(t; x; y). Theorem 1.1 (Bally-Talay) Let A 2 f1; 2; :::g be such that U A = fx; V A (x) > 0g is non void and let x and y be in U A , so that V A (x)^V A (y) > 0:
Then there exists a nondecreasing function K( ), there exists some strictly positive constants c; r; r 0 ; r 00 and a function t (x; y) and for each n > 2 jx ? yj , there exists a function R n t (x; y) such that the density of the perturbed Euler-Maruyama schemeq n with uniform step-size n ?1 satis es q(t; x; y) ?q n (t; x; y) = ? 1 n t (x; y) + 1 n 2 R n t (x; y) Hereq n t (x; y) is the density of the sum of the Euler-Maruyama scheme at time t and an independent random variable with a density de ned through the function 0 (for details see 1] ).
In this article we intend to nd an expansion of the type (1.4) for high order Itô-Taylor approximations, therefore including the Euler-Maruyama scheme. Furthermore we will get rid of the conditions V A (y) > 0 and n > 2 jx ? yj . Nevertheless we lose the explicit expressions available for the coe cient functions in the result of Theorem 1.1. But we will also prove that the coe cient functions satisfy inequalities similar to (1.5).
Another result on this topic has been obtained using Donsker's delta functions by . Let F n denote the strong Itô-Taylor approximation scheme of order at time t associated to a partition of size n ?1 (for a de nition see 4] or 6]). The following is a simpli ed version of Theorem to the coordinates indicated in . C is a constant that depends on but it is independent of n and . This theorem is obtained by applying some general results about approximation of densities of random variables on Wiener space, and therefore is inspired in strong approximation techniques.
We applied a slight modi cation of weak approximation techniques to the problem of approximating q(t; x; y) obtaining the natural improvement of rates of convergence. For example, in the case = 0:5, 0:5 (the Euler-Maruyama scheme), we have improved the rate in (1.6) to Cn ?1 . The modi cation of the weak approximation technique that we will apply in this article can be explained as follows.
Consider the weak approximation problem jE(f m ( e X t ) ? f m (X t ))j C(m) n ; (1:7) where e X t is a high order Itô-Taylor weak approximation of order , stepsize 1 n , ff m ; m 2 INg is a sequence of smooth functions with polynomial growth at in nity converging to the delta function.
Therefore the idea to obtain our results is centered in proving that sup m C(m) < 1: To prove this, one has to obtain very detailed expresions of the di erence in (1.7). This will invariably take us to consider derivatives of f m which are undesirable if one is to prove boundedness of C(m). This problem is solved by using the integration by parts formula of Malliavin calculus. Then to nish one only takes limits with respect to m in (1.7). During this procedure we nd the problem of the existence of densities for e X. In order to obtain such a property we perturb e X slightly with an independent normally distributed random variable. The idea of perturbing a random variable to obtain existence and smoothness of densities has been succesfully used before by Bally-Talay and HuWatanabe. This method gives a bound to the speed of the weak convergence of the approximation to q(t; x; y). To obtain an expansion of the error in terms of the powers of the step size one uses the above idea combined with the methodology developed by Kloeden f ( e X n )I ; n ;t for n t n+1 ; De ne (t) = supf i ; i tg and n(t) n t as the integer such that (t) = t n(t) . To simplify notation we will use F n = F n where fF t ; t 2 0; T]g is the natural ltration generated by W: In the same spirit we will do the same for processes, that is, X n X n , etc.
Note that although strong and weak approximations are di erent in nature one can still obtain The proof of this Lemma is obtained by a direct integration of W in the right side of (3.2). To avoid excessive notation we will stop using the E notation in the future assuming that is understood that we are considering the extended sample space supporting (W; W ). We will keep using the notation fF t ; t 2 0; T]g to denote the ltration generated by fW s ; s 2 0; T]g.
The next lemma is an application of the integration by parts formula in the version that we will frequently use in our calculations. Similarly, E F(e( )W T ) ? F(0)] converges to the term on the left side of (3.5).
Properties (3.6) and (3.7) are obtained by taking limits. Repeating the above argument one obtains (3.8). That is, note that the rst term on the left side of (3.5) is also bounded by the expression on the right of (3.8) where the constants do not depend on n. Now using the triangular inequality and (3.5) one obtains (3.8).
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The steps toward the proof of Theorem 3.1 are similar to those in Theorem 14. Lemma 3.6 There exists measurable functions G(t; p; l; !; n; x; ), e G(t; p; !; n; z; x; ), ! 2 , x; z 2 where M and depend only on p, l, e and b. The above inequality follows from (3.13) and 1.. By considering the calculations in 1. and 2. we have nish the proof of the rst part of the Lemma. Now it only remains to consider the residues R n; ( e X n ) and R n; (' n ( n?1 ; e X n?1 )).
3. By (3.17) it is enough to prove that for Z = e X n ; ' n ( n?1 ; e X n?1 ); p 2 P 2( +1) kP p 0F p (Z ? e X n?1 )k b;e M(1 + jxj) +1 ;
for some constants M and depending only on p, l, b and e. As before, this inequality also follows from Lemma 3.5 and 1.. Note that in this case P p 0 denotes a polynomial like in (3.18) with e X n?1 + (Z ? e X n?1 ) instead of e X n?1 .
Putting together all the steps from 0. through 3. the result follows. Before we start to develop the error of approximation in terms of the stepsize we will work out an extension of Theorem 3.1 that will be useful to understand a nite inductive argument to be used in the proof of Theorem 5.2.
For this, we expand the notation of F p to the following case
(f i (y)) j i , for 1 ; :::; l 2 M m and p = (j 1 ; :::; j l ). We also need to introduce some new notation. Let a 2 f1; :::; Ng Furthermore the following estimate is satis ed sup y X q 0 ;:::;q a ;q2Q a j@ q y q(t; x; y)E(P q ( @ j @x j ' j a?k ( j a?k+1 ; )(X j a?k+1 ); k = 1; :::; a + 1; j = 0; :::
Here the set Q a is the set obtained from Lemma 4. 
To prove the above theorem one has to go trough a similar calculations as in Lemma 3.6 and Theorem 3.1. The dependence of the constants upon a will be unimportant for future developments as a will be always smaller than a x positive integer.
5 Expansion of the error in powers of the step-size
In this section we will develop the approximation error in terms of for = ; :::; ? ?F p (' n ( n?1 ; e X n?1 ) ? e X n?1 )) ! +R n;2 ( e X n ) ? R n;2 (' n ( n?1 ; e X n?1 )) That is, is the weak approximation of order 2 starting from x at time n?1 . As in Lemma 3.6, we will divide the study of (5.6) in cases.
a. The residual terms R n;2 ( e X n ) and R n;2 (' n ( n?1 ; e X n?1 )) are of order 4 +1 as proved in Lemma
Then we apply Theorem 4.1 for a = 0 to prove that is enough to consider instead of (5.7):
E @ p z u( n ; X n?1 )F p (f i (X n?1 ))]g( ; 1 ; :::; l?1 ; n ? n?1 ):
The proof nishes by applying Lemma 5.1 to (5.8). Note that p a and a i determined above do not depend on j 0 ; :::; j a . By Theorem 4.1, this di erence converges to 0 at a rate O( ). This gives an expansion of the di erence (5.9) in terms of of j , j = ; :::; 2 . Now consider 3 . The proof of Theorem 5.1 can be used up to (5.7) replacing 2 by . By the previous argument for a = 0, the di erence between (5.7) and (5.8) has a expansion in terms of j , j = ; :::; 2 . Therefore the result follows. The rest of the proof follows by nite induction. 2
Note that the function can be written explicitely following the above proof carefully. In fact for = 1 the function 1 is explicitely stated in 1].
With the same methodology used here one can actually achieve other generalizations. In particular the constants are independent of t, x, y; and the partition . The functions are independent of and the partition . where q(t; x; y) = E(exp( R t 0 V (X s )ds)=X t = y)q(t; x; y).
The introduction of the term exp( R t 0 V (X s )ds) does not bring any major complication to the methodology applied here. The only point that one has to be careful about is that when one is working with the formula (3.16) and its subsequent analysis one nds terms of the following type @ p z u( n ; e X n ) Z n+1 n ( e V s ( e X n ) ? V (' s ( n ; e X n )))ds: where u(s; z) = E(exp(
