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The study  focuses on  investment banks as  this part of banking  is particularly 
relevant for financing companies as well as the development and use of specif‐
ic products  to  support  the needs of private and professional clients. The as‐
sessment  of  benefits  and  costs  of  investment  banking  has  been  conducted 
from  a  European perspective. Nevertheless  there  is  a  focus on  the German 
economy to allow a more detailed analysis of certain aspects as  for example 
the use of derivatives by German companies, the success of M&As in Germany 








on  investment banking. All  important changes  in banking and capital market 
regulation are taken  into account such as Basel  III, additional capital require‐















One part of the  investment banking business  is not taken  in to account: Pro‐






ing. Then, a  review of  the  theoretical and empirical  literature gives an over‐
view of the findings of academic research on the contributions of (investment) 
banking  for  the economy.  In  the  this  literature  review,  the  relationships be‐






An  in‐depth  analysis  on  the  use  and  the  perceived  benefits  of  investment 













support of  investment banks. Our empirical  study provides evidence on  the 





kets via  investment banks  is analysed. We  start  from a macroeconomic per‐
spective  and  estimate  the  relationships  between  securitized  products  and 
both loan supply and GDP in Germany. In this part we also investigate the ef‐
fects of the  increasing use of securitizes products on credit and GDP growth. 
Then descriptive overviews of equity and debt  financing  form a basis  for the 
understanding of the quantitative importance of products considered. The last 
part  is  the description and analysis  the results of a company survey which  is 
dedicated  to  the perceived benefits  from  capital market  access  for German 
companies. 
‐ Derivatives 
The  role of derivates  is assessed by a descriptive  analysis of  the derivatives 












ticular  the  systemic  risk  stemming  from  investment  bank  activities.  For  this 
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purpose  we  estimate  risk  spillovers  in  a  system  of  several  financial  sec‐




This part of  the  study  is aimed  to discuss  the  implications of  recent and ex‐
pected  future  regulatory  changes  on  the  business  of  investment  banks  and 
their  contributions  to  the  real  economy.  This  includes  the  aspects  of  the 
changes from the Basel II to the Basel III regulatory framework as well as new 














the  special banking  system  since,  in  the  course of  the  financial  crisis,  all  in‐
vestment banks  in US had to convert to commercial banks.  In general,  in the 
US definition activities of  investment banks are closely  intertwined with ser‐
vices pertaining to capital market activities. This definition has been adopted 








classic  loan  and deposit  services  (Kreditgeschäft,  Einlagengeschäft);  transac‐
tion banking (Girogeschäft, E‐Geld‐Geschäft); advisory activities (such as M&A 
advisory, PE and VC advisory, advisory  in  structured  finance etc.); brokerage 
and origination  (Finanzkommissionsgeschäft,  Emmissionsgeschäft);  custodian 
services  (Depotgeschäft);  trading  and  sales  on  the  secondary  market  of  a 
broad  class  of  assets  and  financial market  instruments  (e.g.  equity,  bonds, 
foreign  exchange,  commodities  etc.  as  well  as  derivatives  and  structured 
products) on behalf of clients as well as on the bank’s own account; services 
connected  to  that  such  as  research  and  strategy.  Thereby  classic  loans  and 
deposit  services  as well  as  transaction  banking  are  the  activities which  are 
anonymously not  included  in  the  set of  investment banking activities  in  the 
literature. Hartmann‐Wendels et al.  (2010, p. 23),  for  instance,  consider  the 
legal  term  „Finanzdienstleistungsinstitute“  the German  equivalent  of  invest‐
ment banks. According to the legal definition of the functions of financial ser‐
vice providers (“Finanzdienstleistungsinstitute”, §1a KWG), however, the term 
is rather broad as  it also  includes other financial service providers besides  in‐
vestment banks. Another  issue  is raised by the assignment of some financing 
activities closely intertwined with investment banking activities (e.g. financing 
of M&A  transactions). Although  in  practice  such  financing  activities may  be 
considered a part of investment banking, the widespread definition of invest‐
ment  banking  in  academic  literature  refrains  from  assigning  any  financing 
functions to the term investment banking. 
Hartmann‐Wendels et al. (2010, p. 16) define investment banking as the set of 
“all  functions  of  a  bank,  which  support  trading  at  financial markets”.  The 
common  opinion  in  the  literature  is  that  investment  banking  comprises  all 
services which serve financial allocation opportunities, as long as they are pro‐
vided  via  securities  transactions.  Broadly  speaking,  investment  banks  assist 
“the capital market  in  its  function of capital  intermediation”  (Subramanyam, 
2008, p. 8.1). The emergence of financial intermediaries is owed to the market 
imperfections  inherent  in  financial markets.  They  act  as  intermediaries  be‐







the form of  loans,  investment banks rather act as financial  intermediaries for 
capital market activities by enabling or facilitate trade between investors and 
capital acquirers on the capital market. Beside their role as an intermediary on 
the  capital markets,  investment banks  further  act  as market participants by 
trading assets on their own account on the secondary market.  
We can approach a description of  the main  investment banking activities by 
outlining  their  activities  on  the  capital market. We  distinguish  between  the 
intermediary activities of  investment banks and proprietary trading.  Interme‐
diary activities divide  into:  (1) origination of  investment banking products on 
the primary market,  (2)  financial advisory,  (3) trading of existing products on 
the secondary market.  In proprietary trading  investment banks act as market 
participants on the secondary market themselves and trade diverse asset clas‐
ses  in  their own name  and  for  their own  account.  Figure 1  illustrates  these 
investment banking functions. 





distribution  to potential  investors.1 Alternatively,  a  corporation may  finance 
their business by  issuing equity. This  is done by executing an  initial public of‐
fering  (IPO) or a private placement. The  tasks of an  investment bank  in  the 
process of the IPO are among others the advisory before and during the issu‐



















tions with high  capital needs.  Investment banks  also occur  as originators of 
exchange  traded  derivatives.  Derivatives  have  the  advantage  of  generating 
cash‐flows which  cannot be  structured by  a  combination of other products. 
Besides the mentioned products, investment banks also take part in the origi‐
nation of certificates and hybrid form of capital and occur as a market maker. 
In  this market maker  function,  the  investment bank always offers an asking 
and a bid price in certain markets and thereby ensures liquidity on these mar‐
kets. 
The  financial advisory  function comprises all advisory services an  investment 
bank performs on capital markets. These include among others the advisory of 












through  the whole M&A process by doing  client analysis, due diligence,  risk 
analysis, deal  structuring  (e.g. determination of  the appropriate offer price), 
strategically and tactically supporting the negotiation process and developing 








traded  in  the  client’s name  (brokerage). Trading  is performed by  the  invest‐
ment bank  in a wide array of  instruments,  including  for example  foreign ex‐
change,  stocks, bonds,  commodities,  indices of  various  asset  classes,  certifi‐
cates, derivatives and securitized products. 
The tasks mentioned above are commonly attributed to  investment banking. 
However, a uniform definition of  investment banking  is problematic as  in the 
German universal banking system,  for example, banks perform  tasks of both 
commercial banks and  investment banks. Throughout  the  current  report we 










Levine  (2005)  subsumes  five  channels  through which  financial  systems may 
have an effect on economic growth: Financial  intermediaries provide ex ante 
information, monitor  investment, manage risk, mobilise savings and facilitate 
the  exchange  of  goods  and  services.  Investment  bank  activities  can  be  at‐
tributed to some of these channels, which are explained in more detail in the 
following. 
Acquisition of ex ante  information on  firms or  investment opportunities may 
involve high fixed costs for investors. Financial intermediaries can reduce the‐
se costs by utilising economies of  scale  in  information acquisition  (Boyd and 




nies. This  information  supports more efficient  companies  in  taking over  less 
efficient companies, which  in  turn  should add  to  the efficiency of  the entire 
economy.  Second,  prior  to  IPOs,  investment  banks  distribute  general  infor‐
mation about the company to the public, which should reduce adverse selec‐
tion  costs. Moreover,  the  investment bank’s  sell  side analysts provide  infor‐
mation  about  shares  in  the  secondary market.  In  fixed  income,  investment 
banks  perform  rating  advisory  and  issuer  evaluation,  also  a  form  of  infor‐




by Levine  (2005): cross‐sectional  risk,  intertemporal  risk and  liquidity  risk.  In 
the  literature  a  classic  function  of  financial  intermediaries  is  the  cross‐
sectional diversification of individual risks from projects, companies, countries 
etc. This diversification may have an effect on resource allocation and saving 
rates  and  consequently on  economic  growth  (King  and  Levine,  1993b). One 
important  part  of  investment  banking  which  serves  for  cross‐sectional  risk 



















Furthermore,  financial  systems may mitigate  liquidity  risk,  the  risk of  incon‐
vertibility of assets  into a  liquid medium of exchange. By pooling different  il‐
liquid  assets,  securitisation  can  reduce  liquidity  risk. But  the market making 
performed by  investment banks  in the trade of various assets should also re‐
duce  liquidity risk.  In general,  information asymmetries and transaction costs 
can be  lowered by the existence of  financial  intermediaries. Banks transform 
liquid  short‐term  deposits  and  long‐term  illiquid  investments  (Diamond  and 
Dybvig,  1983). More  precisely,  they  can  choose  between  low‐return  liquid 
investments (such as a deposit or a money market fund) and high‐return illiq‐
uid investments (such as a corporate loan). If there are large enough frictions 
in  financial markets  (Diamond, 1991), banks can better  insure savers against 
liquidity  risks while  at  the  same  time  fostering  long‐run  high‐return  invest‐
ments, which would be neglected by investors due to uncertainty about their 
future  consumption needs.  Financial  intermediation  is  growth promoting by 
eliminating liquidity risk and therefore making investments in high‐return illiq‐
uid  asset  more  attractive  compared  to  a  liquid  but  unproductive  asset 
(Bencivenga and Smith, 1991).  
Mobilising or pooling of savings  is collecting capital  from different  individual 





increase  capital  accumulation  and  technological  innovation. With  regard  to 





ket  and  legal  environment.  Unlike with  theoretical  literature  however,  the 
results of  these empirical  studies  cannot be explicitly  interpreted  for  invest‐




First  empirical work  on  the  correlation  between  financial  development  and 












kets.  Even worse,  just  the expectation of  future economic  activity may  give 
rise to a more developed financial system.  
Subsequent  literature  addresses  this  issue  with  various  econometric  ap‐






rules  as  a  proxy  for  creditor  rights  enforcement  (Levine,  Loayza  and  Beck, 
2000a) all suggest that financial sector development including more developed 








tionship  between  growth  and  financial  sector  development  emphasises  the 
trade‐off between  financial development and  financial  stability: Extensive  fi‐
nancial development and  financial  innovation may result  in banking or finan‐
cial crises, higher volatility of output and periods with very high or very  low 
growth. Second, Aghion et al. (2009) show that exchange rate volatility reduc‐






Another  approach  to  tackle  the  causality  issue  is  to  analyse  the  relation  of 
financial development and growth on industry level. Also this part of the liter‐





tries. The  lower costs of external  financing  in  financially developed countries 





developed countries.2 The  impact of  financial development on growth by  in‐
fluencing  the availability of external  financing  is substantial.3   Countries with 
less financial development and industries more dependent on external finance 
would experience the biggest increase in growth. Fisman and Love (2004) find 
that  industry  value  added  growth  patterns  are more  correlated  for  country 
pairs with well‐developed financial markets, as they are able to respond better 
to  global  shocks  in  growth  opportunities. Moreover,  financial  development 
has a disproportionately positive effect in industries with a high share of small 
firms  (Beck  et  al.,  2008).  Interestingly,  Beck  and  Levine  (2002)  do  not  find 
bank‐based nor market‐based systems to be better in financing the expansion 
of  industries dependent on external financing. Tadesse (2002) however, finds 
that while market‐based  systems  economically  outperform  bank‐based  sys‐
tems  in  financially developed  countries, bank‐based  systems perform better 
among  less  financially developed  countries. Hence, one  could  interpret  that 
investment  banking, which  is more  prevalent  in market‐based  countries,  is 
more important in financially already developed economies while commercial 
banking has a superior effect in financially underdeveloped economies. 
Furthermore, while  the  overall  impact  of  bank  concentration  on  growth  is 
negative,  it  fosters growth  in  industries which are dependent on external  fi‐
nance by easing credit access for younger firms (Cetorelli and Gambera, 2001).  






growth  is external  finance, which  implies a direction of causality. These  results are con‐
firmed  using  different  indicators  of  financial  development  (Beck  and  Levine,  2002),  ac‐












of  the  investment‐output  elasticity  (Wurgler,  2000).  Financially  developed 
countries  increase  investment more  in  growing  industries  and  decrease  in‐
vestment more in declining industries compared to financially underdeveloped 
countries. 
Another  theoretical mechanism  to confirm  the direction of causality  from  fi‐
nancial development on economic growth was established on  the  firm  level. 
The hypothesis is that financial development removes impediments to invest‐
ing in profitable growth opportunities.  Demirgüç‐Kunt and Maksimovic (1998) 
estimate  the  firms’  potential  growth  rate  in  sales  from  internally  available 
funds and short‐term financing only and find that the financial development of 




Event  studies  represent another way  to  isolate  the effect of  financial devel‐
opment on economic growth without reverse causality issues. Events enhanc‐
ing  financial  development  or  removing  impediments  are  found  to  have  an 
overall  positive  effect  on  economic  growth.  Bekaert,  Harvey  and  Lundblad 
(2001, 2005) analyse countries  that  removed capital account  restrictions be‐
tween 1980 and 2000. They find that the annual per capita GDP growth rate in 
these countries  increased by an average of 0.5%  to 1%.4 Henry  (2000, 2001, 
2003) analyses twelve Latin American and East Asian countries which  liberal‐




Strahan  (1996) point out  that banking deregulation  increased  real per capita 
state growth by 0.6 to 1.2 percentage points. Most of this effect results from 
higher productivity and not  from  increased  investment.  In particular,  the  re‐







(Black  and  Strahan,  2002)  and  enhanced  productivity  growth  especially  for 
small enterprises  (Cetorelli and  Strahan, 2006).  Importantly,  these  liberating 
reforms were mainly driven by political factors and not by anticipation of fu‐
ture growth  (Kroszner and Strahan, 1999), which means  that growth  can be 
assigned  to  the  deregulation  effect  in  this  context.  Bertrand,  Schoar  and 




Brothers.  Fernando et  al.  (2011) measure  the  impact  the bankruptcy of  the 
investment bank had on its corporate, non‐financial clients one week after the 
event. The results  indicate  that  the collapse has  induced a stock decrease of 
slightly  below  5%  of  Lehman’s  equity  underwriting  clients.  In  contrast,  the 
event  study has  found no  significant negative  impact of  the collapse on any 
other  client  group  (debt  underwriting  clients, M&A  clients, market‐making 
clients and stock market advisory clients). The authors conclude that the main 
value of  the  investment bank has been  in providing  access  to  stock market 
financing.  
Alternative Indicators for Financial Development  
Most of  the  theoretical and empirical  literature  focuses on  the development 
of the financial sector in general, using proxies such as private credit, deposits 
and  stock market  capitalisation. The  investment banking products, however, 
differ  from  these general measures. Hartmann et al.  (2007) propose alterna‐
tive measures  that  fit  the  investment bank activity more adequately. Among 
others, one measure  they propose  is  “financial  innovation and market  com‐
pleteness”  captured  for  example  by  the  amount  of  securitised  assets  or  by 



















Whereas  there  is an extensive  strand of  literature on  the economic benefits 
and costs of financial development to the best of our knowledge there is lack 




A disaggregated analysis of  separate  investment banking activities  is needed 
because of the lack of unambiguous definition of investment banking.  
Within  the  scope  of  the  study we  cover  the  three main part  of  investment 
banking  intermediation  activities,  typically  categorized  in  financial  advisory 
(chapter  3.1),  primary market  activities  (chapter  3.2)  and  secondary market 
activities (chapter 3.3). All three categories are covered by a descriptive part, 
literature overview and  interpretation, corporate survey results and own em‐









temic  risk which  analyses  the potential downside of  investment banking  for 
financial markets and the economy. 
One part of the  investment banking business  is not taken  in to account: Pro‐
prietary trading. This  is mainly due to the  lack of appropriate data to  investi‐
gate the costs and benefits of proprietary trading for the capital markets and 
the economy.  In  addition,  the  analysis of proprietary  trading would make  it 

























nomic  and  political  environment,  during  favourable  debt market  conditions 
and stock market booms. During the analysed time period from 1990 to 2010 
M&A activity in Germany reached its peak in 2000 with an aggregate transac‐
tion  value  of  249  billion  dollars.6  However,  excluding  the  acquisition  of 
Mannesmann  by  Vodafone, which was  the  largest  corporate  acquisition  in 
history with  a  value  of  nearly  203  billion  dollars,  the M&A  activity  in  2000 
shows a similar  level as  in the previous and the following year (see Figure 3). 









6  In  this section,  the data on M&A transactions come  from SDC Platinum Thomson Reu‐












































years  into  two periods of 10 years each, 1990‐1999 and 2001‐2010.  It  is not 
surprising  that  the UK and  the US exhibit  the  largest M&A markets with  the 
highest ratios of 4.8% and 4.5%, respectively. In both countries the stock mar‐




1.7%. The smallest M&A market  is  found  in Germany, as  it accounts  for only 
1.5% of GDP. Excluding  the Mannesmann/Vodafone  transaction  the value of 




Until  1999 M&A  activity  in Germany was  even  lower with  a  ratio  of  0.7%.  
Main reasons  for this  low  level were structural tax disadvantages, which hin‐





tive  location  for  investment. The  repeal of  the corporate capital gains  tax  in 
2002 was expected to be a revolutionary step towards breaking up the exten‐
sive  web  of  crossholdings  among  German  companies  and  consequently  to 
significantly increase transaction activity. There were further tax reforms, such 
as  the  substitution of  the  full‐imputation  system by  the half‐income  system, 
which may have encouraged transaction activity as well. However, in 2009 the 











might  try  to obtain  strategically  important  assets  via M&A  transactions.  Se‐
cond,  companies might plan  to penetrate new markets,  to maintain or gain 
market power. Third, economies of scale and economies of scope might moti‐
















7 The argument  is sensitive  to  the applied definition of  investment banking activities.  In 
Germany due to the universal banking system there is no unambiguous legal definition of 












coming asymmetric  information between  the acquirer and  the potential  tar‐
get.    From  game‐theoretical  point  of  view  asymmetric  information  is  well 
known to harm efficiency as it can lead the uninformed side to refrain from a 
transaction  in  some  cases, where a  transaction would be profitable  to both 




On  the other hand,  the argument  that external M&A advisory helps  to over‐




























On  the  one  hand  empirical  studies  show  that  the  total  incremental wealth 
created  in M&A  and measured by  total  abnormal  returns or holding period 




ter‐merger”‐hypothesis  (e.g. McLaughlin  1992  and  Rau  2000).  Furthermore, 
evidence  has  been  found  that  total  abnormal  returns  are  higher  in M&A‐
transactions  involving  high  quality  advisers  under  the  constraint  that  the 
M&A‐transaction features stock and not cash (Walter et al. 2008). In summary, 
empirical studies provide mixed evidence on the “better‐merger”‐hypothesis. 
In  research  literature,  a  bargaining  advantage  of  first‐tier  investment  banks 
cannot be  found due  to a sufficiently competitive M&A‐market  (Bowers and 





Due  to  the disagreeing empirical evidence on  the  topic, we propose a  com‐
plementary  survey procedure  to assess  financial market experts’ opinion on 
the plausibility of the hypothesis listed above. The survey also allows breaking 







 Higher  importance  of  advisory  is  reported  regarding  activities  di‐
rectly connected to  financing – primary market access and  loan  fi‐
nancing as  compared  to activities  indirectly  connected  to primary 
market access  or secondary market activities 
 Half of  the  respondents consider M&A advisory  important  for  the 
own company. Larger companies consider M&A advisory more  im‐
portant  even when  controlling  for  the  importance of  a  company‐
own M&A department. 
 Companies with an own M&A department assess  the past success 
in M&A  transactions  to be more positive  than companies without 
an own M&A department. 





advisors  in  activities  connected  to  overcoming  the  complexity  of 




A  total of 115 participants have  filled  in  the  section on advisory activities of 
investment banks. A majority of 65.2 per  cent of  the  responding  companies 
have conducted at  least one M&A  transaction  in  the  last  five years9. Half of 
the  latter have conducted at  least 3  transactions  in  this period. The average 
 
                                                         






have  conducted  their  last M&A  transaction  very  recently.  Two‐thirds of  the 
survey  respondents have  indicated  that  their  company has an  internal M&A 











ities  directly  connected  to  financing  –  capital market  financing  (equity  and 
bonds) as well as loan financing (syndicated loans) than to activities indirectly 
connected to capital market access (rating advisory) or secondary market ac‐
tivities  (risk management  advisory,  advisory  on  financing  of  pension  obliga‐
tions). The activities directly linked to financing are considered by the majority 
of respondents as  important or very  important (58.5 %, 66.7% and 56.9% re‐





pension  obligations  are  rather  rates  as  “less  important”  or  even  “not  im‐
portant” for the own company by the majority of survey participants (44.0%, 
57.5% and 61.5% respectively). The difference in the perceived importance of 








important”  for their own company. Although the perceived  importance  is on 
average lower than the perceived importance of direct financing advisory (eq‐
uity advisory, bonds advisory and syndicated  loans), the difference  is not sig‐
nificant. Whereas  there  is  little  disagreement  on  the  perceived  benefits  of 
M&A advisory by  investment banks on a micro  level a more detailed analysis 








crisis. Whereas more  than half of  the  respondents  (51.1%)  report  rather un‐
changed usage of bond issuance advisory, 40% perceive the usage of the latter 
to have  increased  in the course of the  financial crisis  (2007‐2010). Regarding 
M&A  advisory  activities  for  instance  the  respective  percentage  of  German 


















for non‐public  companies.  This means  that  restricted  loans  financing during 
the  financial  crisis has  forced highly  levered  companies  to  consider bond  fi‐
nancing more intensively (as the timing has not been optimal for the company 














Note: Results  from OLS  regressions with bootstrap  standard errors. The  tested models are of  the 
following form:    
EBITlagTAlagCurrRatiolagGearinglagDy Public _ˆ_ˆ_ˆ_)ˆˆ( 543}{21  
 
Survey Results ‐ M&A Advisory 
The  results  from Ordinary‐Least‐Squares  (OLS)  regressions  indicate  a  signifi‐
cant positive  size effect on  the perceived  importance of  investment banking 
 
                                                         









y= Development of IB Bond Issuance (h1) (h2) (h3) (h4) (h5)
 Advisory [Q. 3.7, option 5] y y y y y
Gearing 0.00115+ 0.00118* 0.00110+ 0.00120+ 0.00139***
[ 3 years lag] (0.121) (0.080) (0.105) (0.106) (0.000)
Interaction term: 0.00107 0.000988 0.000518 0.000525
Gearing & Dummy(Public) (0.368) (0.334) (0.603) (0.617)
Current Ratio 0.00986 0.0126 0.0130





R^2 0.139 0.134 0.123 0.117 0.125







importance of  investment  banking M&A  advisory  activities  (see  Table  22)13. 
Furthermore, the self‐reported  importance of  investment banking M&A advi‐
sory is higher for companies which evaluate M&A transaction as important for 
the  company’s  profitability  and  development.  Interestingly,  the  results  are 
insignificant  for companies which do not have an  internal M&A department. 
Companies which do have  an  internal M&A department,  in  contrast,  report 
significantly  higher  perceived  importance  of  investment  banking  advisory  in 
M&A transactions. The result persists when we control for the M&A activities 










age  to pick out better deals.  This means  that  the  information  advantage of 
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the case of  the survey  responses  it will  lead  to an upwards bias  in  the responses  in  the 
cases when transactions are conducted by company‐own department.  
y= Importance of IB M&A (h1) (h2) (h3) (h4) (h5)
 Advisory [Q. 3.6, option 7] y y y y y
Turnover 0.00000774** 0.00000526* 0.00000622* 0.00000729*** 0.0000137***
[Mio EUR, last] (0.041) (0.067) (0.057) (0.001) (0.000)
 M&A Importance [Q. 3.2]  0.00838 ‐0.0252 0.00394 0.0914***
(0.905) (0.778) (0.961) (0.001)
 Interaction term:  0.121* 0.120* 0.114





R^2 0.218 0.206 0.203 0.190 0.109
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pany‐own M&A department  in activities  connected  to overcoming  the  com‐
plexity of M&A  transactions. Furthermore, almost half of  the experts  see an 
advantage of external M&A  advisory  in  (1)  reducing  search  costs  (better  in‐
formation on potential targets) and (2) overcoming adverse selection (detailed 
y= Success of last significant M&A (h1) (h2) (h3) (h4)
Transaction [Q. 3.] y y y y
Turnover .000000148 ‐0.00000348 0.00000591 0.0000551***
[Mio EUR, last, Amadeus] (0.981) (0.556) (0.288) (0.000)






R^2 0.840 0.707 0.700 0.247








tend  to  assess  the  advantages  of  external  advisors more  positive  when  it 
comes  to  these  activities  than  companies which  do  not  have  an  own M&A 
transaction. The  intergroup differences, however, are not  significant  (Mann‐
Whitney U test, p‐value=0.26 and p=0.19 for (1) and (2) respectively). Compa‐




























The most prominent approach  to evaluating  the  impact of M&A  is based on 
event studies analysing short‐term shareholder wealth effects. Starting point 
of  the  approach  is  the  assumption  that  announcements  of M&A  bring  new 
information to the market, such that  investors’ expectations about the firm’s 
prospects are updated and reflected  in the share prices. An abnormal return 
equals  the difference between  the  realised  returns and an expected  (bench‐






gains  from  takeovers  separates estimates of bidders’ or  targets’  gains.  Such 
estimates reflect  the  total gains stemming  from  the  transaction and also de‐









fairly close  to  zero or even  tend  to be negative. Andrade et al.  (2001)  show 
that mergers  create  value  for  shareholders  overall,  but  the  announcement 
period  gains  from  mergers  accrue  entirely  to  target  firm’s  shareholders. 
Moeller et al. (2002) find a loss of acquiring firm shareholders of $25.2 million 
on average upon announcement and Agrawal et al. (1992) calculate a 10% loss 
for  shareholders of acquiring  firms over  the  five‐year post‐merger period.18 
Fuller  et  al.  (2002)  suggest  that  the  allocation of  gains  from  a  takeover de‐
pends on  the  status of  the  target – when  the  target  is a public  firm,  target 
shareholders generally benefit more and when the target is a private firm or a 
subsidiary  of  a  public  firm,  bidding  firm  shareholders  usually  realise  higher 
gains. This suggests that buyers in a relatively illiquid market for assets (private 
firms and  subsidiaries) do not pay as high a price  for a private  firm as  for a 
public target firm. 
However, Healy et al.  (1992) point out  that  stock price performance  studies 
are unable to distinguish between real economic gains and market inefficiency 
explanations and are therefore unable to determine whether takeovers create 
real  economic  value.  According  to  the  authors,  there  is  near‐unanimous 
agreement  that  target’s  stockholders benefit  from mergers, as evidenced by 
the  premium  they  receive  for  selling  their  shares.  Bidders  generally  break 
even, and the combined equity value of the bidding and target firms increases 
as  a  result  of  takeovers. Nevertheless,  these  increases  in  equity  values  are 
typically attributed to some unmeasured source of real economic gains, such 
as  synergy.  But  researchers  have  had  little  success  in  relating  equity  value 
gains to  improvements  in subsequent corporate performance. Therefore, eq‐
uity  value  gains  could  also  originate  in  capital market  inefficiencies,  arising 














ing  improvements and provide mixed evidence. While Ghosh  (2001),  for ex‐
ample,  finds  little evidence of operating  improvements  compared  to  control 
firms matched on size and prior performance, Healy et al.  (1992) and Heron 
and Lie  (2002) show that operating performance  improves after a merger.  In 
contrast, Ravenscraft and Scherer (1987) and Herman and Lowenstein (1988), 
who  examine  earnings  performance  after  takeovers,  conclude  that merged 
firms do not achieve operating improvements. 
Maksimovic  and Phillips  (2001) use plant‐level data  for manufacturing  firms 
and  find  no  evidence  for  an  improved  productivity  of  the  acquirer’s  assets 
after a merger. However, when a firm adds capacity to  its main divisions and 
increases  the  firm’s  focus,  productivity  increases.  Larsson  and  Finkelstein 










Devos et al.  (2008) analyse  three main  sources of gains: productive efficien‐
cies,  tax savings, and enhanced product market power. While  improved pro‐
ductive  efficiencies  are  economically  beneficial,  tax  savings  and  increased 
market power generate stockholders’ gains at the expense of the government 
and  other  stakeholders,  such  as  customers  and  suppliers.  The  potential  for 











create  economic  value  in  terms  of  performance  and  productivity  improve‐
ments after the transactions. 
Profitability 
On  the one hand,  acquisitions might be motivated by  the  goal of  achieving 
efficiency  gains  by  purchasing  underperforming  targets  and  improving  their 





tential,  should be  a  likely  characteristic of  an  acquirer  (Harford, 2005).  Suc‐
cessful firms may seek growth by acquisitions or may desire to use acquisitions 
to  increase  their market  power  (Sorensen,  2000).  It  is  often  suggested  that 
acquisitions are a market mechanism by which resources are transferred from 
inefficient managers to efficient ones.  
On  the other hand, due  to  the common  leveraged acquisition  financing,  the 






Hypothesis 2:  Acquiring  firms choose more profitable  targets prior  to  the 
transaction 
Productivity 




capacity.20  In  that  time period, excess capacity drove  industry consolidation 
and restructuring through M&A. Since faulty internal governance mechanisms 
prevent firms from “shrinking” themselves, mergers are the principal solution 
of  removing excess  capacity. This excess  capacity  could be  reduced  through 
consolidation, closure of marginal facilities, removal of duplicate functions and 




deregulation,  increased  foreign  competition  or  financial  innovations,  their 
association with expansion becomes  less  clear.  In particular,  at  the  industry 
level, the  immediate effect of own‐industry mergers  is the reallocation of ex‐
isting  assets.  According  to  Andrade  and  Stafford  (2004),  during  the  1990s, 
merger  activity  appeared  to  be more  closely  related  to  industry  expansion. 
The authors argue that incentives to expand are stronger in times when exist‐
ing  capacity  is  near  exhaustion,  and  thus M&A  activity  should  be  positively 
related  to  capacity utilisation.  In  contrast,  the  consolidating  role of mergers 
implies that M&A activity should be negatively related to capacity utilisation. 
At  the  firm  level,  the  theory of mergers  and optimal  resource  allocation by 
Levine  and Aaronovich  (1981)  states  that  acquiring  firms may  seek  out  less 





















transactions,  we  combine  the  transaction  data  with  accounting  data  from 
Amadeus, another Bureau van Dijk database.  
Table 4: Breakdown of M&A transactions in Germany by year 
  M&A(total)  Acquirers  Targets 
1999  393 306 87
2000  168 130 38
2001  170 109 61
2002  208 99 109
2003  186 99 87
2004  210 95 115
2005  270 115 155
2006  337 130 207
2007  413 160 253
2008  322 142 180





















   mean  median  N  mean  median N   
ASSETS 
(th. Euro)  21,900  14,009 824 6,761 1,065 109,396  ***  *** 
DEBT (%)  52.21  50.35 1,107 63.37 62.59 113,111  ***  *** 
ROA (%)  5.00  5.82 1,056 7.16 5.54 112,179  ***   
AGE (years)  15.76  11 1,704 12.98 8.5 107,798  ***  *** 
UTIL (%)  182.03  152.50 1,010 224.77 195.67 110,317  ***  *** 
GROWTH (%)  18.87  5.37 687 18.00 4.70 95,507     










allowing  for  unequal  variances)  and  the  equality  of  distributions  (Wilcoxon‐
Mann‐Whitney  test)  between  the  two  groups  of  firms  show  that  firms  in‐




 In  order  to  analyse  the  operating  performance  of merging  firms, we  follow 
Healey et al. (1992), who use assets turnover as a performance proxy.  In the 
year prior  to  the  transaction  the participating  firms have  significantly  lower 
 
                                                         


















   mean  median  N  mean  median  N   
ASSETS 
(th. Euro)  26,952  20,108  263 19,034 9,855 521 *** *** 
DEBT (%)  48.78  47.11  436 55.32 55.10 602 *** *** 
ROA (%)  6.17  6.77  431 3.99 4.86 559 ***  
AGE (years)  16.50  11  636 15.45 11 973    
UTIL (%)  173.56  144.35  419 194.23 161.67 527 *** *** 
GROWTH (%)  14.30  6.37  278 17.40 3.39 367   *** 
HHI (%)  14.26  5.63  824 14.56 6.84 1167    
 
Table  6  reports  the  characteristics  of  firms which were  involved  in  a M&A 
transaction as an acquirer or a target.22 It is not surprising that acquirers are 
significantly larger than the targets and have  lower debt ratios. The acquiring 
firms need enough  resources and  free debt capacity  to execute  the  transac‐
tion  and  to  bear  the  leveraged  deal  financing.  Furthermore,  buyers  realise 
higher returns and lower capacity utilisation than targets. Therefore, the mer‐







changes  for a given period equal  the difference between  the change  for  the 
company  involved  in  a  transaction  and  the median  change  for  a  sample  of 
companies  in the same  industry during the same period  (see Table 22  in the 







the  transaction.  Even  after  industry  adjustment  the  assets  growth  and debt 
decline  are  significant. After M&A  the  assets  of  the  involved  firms  increase 
significantly. The debt ratios of the acquirers change considerably, presumably 
as a  result of  the  leveraged  financing of  the acquisition. The negative devel‐




In  line with  Healey  et  al.  (1992), we  investigate  the  development  of  asset 
turnover as a measure for capacity utilisation and operating performance. We 






















We  find positive coefficients of  the dummy variable POST  in  the  regressions 
for DEBT which  suggest  that M&A  significantly  increase  the  firm’s  indebted‐
ness after the event especially for the acquirers. This result holds after control‐
ling  for  firm  size and debt  levels before  the  transaction. One of  the  reasons 
might be the frequently used leveraged acquisition financing. 
Furthermore, we  find a positive  impact of M&A on  the  firms’  returns which 
can be derived from the positive coefficient of the variable POST in the regres‐
sions  for ROA. Consequently, we can approve our Hypothesis 1. The  targets’ 
profitability  in particular  improves significantly after  the acquisition. We  find 
that small firms with lower returns in the year prior to the transaction benefit 
from M&A to a greater degree. The results of the  logit regressions presented 





In  line with  the  results  of  the  pre‐transaction/post‐transaction  comparisons 




turnover. This  result  confirms Hypothesis 3 and  is  consistent with  those ob‐
tained by Devos et al. (2008).  
3.1.3.4 Conclusion 
The  sources of gains  from M&A are mostly measured  in  terms of abnormal 
returns to the shareholders. These gains might be due to capital market ineffi‐
ciencies  or market mispricing  and  thus,  result  from  a wealth  transfer  from 











the  firms significantly  increases after M&A. Our  findings  indicate  that excess 
capacity and  the possibility  to eliminate  it and  to  improve asset productivity 
through mergers could be main motives  for  initiating a  transaction. Further‐
more, we find evidence that the acquirers do not select better targets but they 
improve  the performance of  the acquired  firms  in  the  three years after  the 
transaction. This outcome  indicates  that buyers exhaust  the operational and 
financial  restructuring  potential  in  the  post‐merger  period  and  increase  the 
profitability of the targets. 
In general, the results of our study suggest that M&A can positively influence 





kets via  investment banks  is analysed. We  start  from a macroeconomic per‐
spective  and  estimate  the  relationships  between  securitized  products  and 
both loan supply and GDP in Germany. In this part we also investigate the ef‐
fects of the  increasing use of securitizes products on credit and GDP growth. 
Then descriptive overviews of equity and debt  financing  form a basis  for the 
understanding of the quantitative importance of products considered. The last 
part  is  the description and analysis  the results of a company survey which  is 
dedicated  to  the perceived benefits  from  capital market  access  for German 
companies. 
3.2.1 Empirical results on the relationhip between credit and GDP 
This  part  of  the  study  aims  at  estimating macroeconomic  relationships  that 









investment and credit demand and,  if  they are not supply‐side  restricted,  to 
higher credit volumes. The vector error correction model  takes  into account 
that both variables, i.e. GDP and credit, are interrelated. The VECM estimates 
long  run equilibrium  relationships  among  the  variables under  consideration. 
Since the model has a rather long term perspective, we need variables availa‐







1,0 1,1 1,2 1,3 1,4K S B Y mm          
2,0 2,1 2,4I S mm      
3,0 3,4r mm    
The  first equation hypothesizes  credit  (K)  to be  in  long  run equilibrium with 
corporate surplus  (S), corporate bond volumes  (B), GDP  (Y) and the 3‐month 
Euribor  as  a money market  rate  (mm).  The  second  equation  relates  invest‐
ment  (I),  corporate  surplus  (S)  and  the money market  rate  (mm).  The  third 










(***)       (***)            (***)              (***)            (***)       
4.5 0.6 0.16 2.6 0.01
         
K S B Y mm          (C1) 
               (***)      (**)               (*)
2.1 0.2 0.01I S mm           (C2) 
          (***)       (***)
3.6 0.4r mm            (C3)   
All variables except the interest rates are in logarithms. The coefficients of the 











rate bonds volume  (B)  is negative. More precisely, an  increase  in   corporate 
bonds by one percent goes together with a slight decrease  in   credit by 0.16 
percent. This  finding suggests that  firms take out  loans  in substitution of   an 
emission  of  bonds.   A  similarly  negative  coefficient  of  corporate  surplus  (S) 
suggests  that credit borrowing decreases with    improving corporate  surplus. 
This suggests that firms finance investments by their own funding in case of a 
good profit  situation compared  to a  situation of  low profits. More precisely, 










According  to  the  second  equation  (Equation  (C2)),  investment will  increase 
with  increasing corporate surplus. The estimated elasticity of  2,1 0.2    indi‐




term  interest  rates  2,4 0.01   may be  surprising  at  the  first  glance.  It  says 
that higher investment is present in times of high interest rates. However, one 
would  expect  that  investment  falls  as  a  consequence  of  increasing  interest 
rates. Our estimated positive sign  is, however, plausible  if one considers  the 
fact that we are considering a contemporaneous relationship between interest 
rates and  investment. Thus,  it  is possible  that  the central banks  increase  the 
interest  rate  in  times of  an  economic boom,  and  that naturally, due  to  the 
economic  boom,  the  investment  is  strong,  too.  In  this  case we would  have 
higher interest rates and high investment both due to a strong economic per‐
formance.  
The  third  equation  (Equation  (C3))  describes  the  relationship  between  long 
term interest rates (r), which is proxied by the yields of corporate bonds, and 
the 3‐month money market  rate  (mm).  The estimation  shows  that  the  long 
term interest rates are usually higher than the short term rate. The difference 
can be  interpreted as a mark‐up, which  is due  to  risks and  structural  condi‐
tions  in the bond market. The coefficient  3,4 0.4    illustrates that  long term 













The adjustment of credit and GDP  to  the cointegrating vectors  takes  the  fol‐
lowing form:  
(***) 
0.210 1 0.048 2 0.002 3
            
K EC EC EC         
0.003 1 0.005 2 0.003 3Y EC EC EC        
with 
    1 4.5 0.6 0.16 2.6 0.01EC K S B Y mm       
2 2.1 0.2 0.01EC I S mm     
3 3.6 0.4EC r mm    




store the equilibrium. This  is reflected  in the negative coefficient  (‐0.210)  for 
EC1. It thus shows an error‐correcting behavior of credits, i.e. credits adjust, if 
the equilibrium given by EC1  is disturbed. With  the adjustment of  the credit 
variable,  equilibrium will  gradually be  restored.  The  adjustment of  credit  to 
EC2 and EC3 is not significant. Similarly, the short term reaction of GDP to de‐
viations from equilibrium for all equilibrium terms EC1 to EC3 is not significant.  
The  following  section will  estimate  single equations, which  also  contain  the 
securitized products, for credit and GDP growth. Since we have shown that the 
EC1‐term is a relevant variable for explaining changes in credit volumes, it will 













economic  activity.  Theoretically,  securitized products  are  first of  all  likely  to 
influence credit supply. Banks can, by securitizing credits, take credit risks off 
their balance  sheets and  receive  refinancing  for  their  supplied credit. There‐
fore, we empirically  test whether  a  stronger  growth of  securitized products 
indeed  induces  an  acceleration  of  credit  growth.    Furthermore,  since  GDP 
growth  best  describes  the  economic  activity  of  a  country, we  test whether 
securitized products  influence GDP growth. We  test  for a direct  influence of 






ry  variables.  Thus, we  assume  that  the  explanatory  variable  affects GDP  or 
credit growth with a time lag.  
Equation 1 





tive  relationship  to  credit growth because one would expect  that banks are 
more willing  to give a credit  if  they can  transfer credit risks  to  further  inves‐













itself, because  it  is highly probable that credit growth  follows an autoregres‐
sive process. Next, we use lagged GDP growth (y) to test whether the econom‐
ic  situation  impacts GDP.  It might be possible  that  strong economic  activity 
stimulates  investment  and  credit.  Furthermore, we  include  corporate  bond 
















const  ‐0.012 const 0.002 
k(‐1)   0.825 *** k(‐1) 0.900 *** 
y(‐1)   0.314 y(‐1) 0.064 
r(‐2)  ‐0.012 r(‐2) 0.001 
b(‐1)  ‐0.014 b(‐1) ‐0.024 
EC1(‐4) ‐0.003 * EC1(‐4) 0 
sp(‐1)  ‐0.003 sp(‐4) 0.010 *** 











cations, we  indeed  find a significant and strong  first  lag of credit growth  (k), 
i.e.  the  autoregressive  component  is  relevant.  The  lagged  macroeconomic 
variables GDP growth  (y), credit rates  (r) and, growth of bond volume  (b) do 
not  seem  to have a  significant  influence on credit growth. The EC1‐term we 
introduced to take  into account differences  in the  long run equilibrium  is sig‐
nificant in Specification I, but not in Specification II. Hence the fact, that credit 




quarters, however, produces  a  significant  result.  In  this  case,  an  increase  in 









timation  for  the  economic  system, with  a  longer  time  series  for  securitized 
products, which may be available  in  the years  to  come,  could provide more 
rigorous results.  
Next, we estimate a similar model to test whether growth of securitized prod‐
ucts  (sp) has  an  influence on GDP  growth. To  this end, Equation 2 assumes 
that  GDP  growth  (y)  follows  an  autoregressive  process  and  includes  GDP 
growth in the first lag. The interest rate (r) is included with 4 lags because in‐






0 1 1 2 4 3t t t t x ty y r sp                    
Table 8 presents the estimation results oftwo specifications with different lag 
structures.  The  estimated  results  show  a  strong  estimated  autoregressive 
component in GDP growth (y). While the lagged interest rate (r) and outstand‐
ing bond volumes (b) are not significant, we find a significantly positive  influ‐
ence of  securitized products on GDP growth  for  lags of one and  three quar‐
ters.30 I.e. an increase in the growth of securitized products by one percentage 
point would  lead to an  increase by 0.5 basis points after one quarter and 0.8 












const  0  const 0.004 
y(‐1)  0.785*** y(‐1) 0.667 *** 
r(‐4)  ‐0.082 r(‐4) 0.001 
b(‐1)  0.014 b(‐1) ‐0.006 
sp(‐1)  0.005*** sp(‐3) 0.008 *** 







outstanding  securitization volumes  in Europe.  In  that  case, we  found a positive, weakly 
significant  coefficient of  securitized products on  credit  for a one‐quarter  lag. More pre‐
cisely, the coefficient size indicated that credit growth would increase by 3 basis points if 



























first  displays  domestic market  capitalization  in  seven major  industrial  coun‐


























The  assistance  in  issuing  corporate  debt  securities  falls  under  the  primary 
market functions of investment banks, whereby the allotment of loans is nor‐
mally ascribed to the commercial banking side. Figure 12 depicts the value of 
loans  to  non‐financial  corporations  in  five  European  countries  in %  of GDP 
from 2003 to 2010. While Germany exhibits a slight decrease in loans to non‐







lated.  It displays  the  value of  loans  allotted  to non‐financial  corporations  in 
comparison  to debt  securities  issued by  corporations.  The outcomes of  this 
ratio are depicted in Figure 13. As the ratio is above one in all countries at any 
time,  it  can  be  inferred  that  corporations  prefer  financing  through  lending 















securities. However,  in particular  for Germany, debt  issuance has  caught up 
during time.  
3.2.4 Company Survey on Capital Market Access 














porate assessment  is not  significantly  correlated with past perfor‐
mance of the own stock.  




ogies  as well  as  long‐term  investment  in established  technologies 
are preferably  financed by  retained earnings,  followed by  loan  fi‐
nancing. The latter is significantly preferred to both equity financing 
and bond issuance.  
 On average companies prefer  loan  financing to bond  issuance and 
to equity  issuance with regard  to additional  financing of R&D pro‐
jects,  long‐term  investments  and  liquidity  increases.  In  contrast, 
when  financing M&A  transactions  companies  tend  to have higher 
preferences for equity issuance compared to bond issuance.  
Sample Description 
A  total of 126 participants have  filled  in  the  section on  investment banking 
activities  connected  to  capital market  access.  There  are  52  DAX, MDAX  or 
SDAX companies which have filled  in the questionnaire. The other participat‐








data  (current and  lagged), data on  financial  ratios and history of companies’ 
stock performance. The  former has been obtained  from Amadeus, and com‐
prises among other things data on size (total assets, turnover, dummy(public)) 
as well as  financial  ratios  such as gearing, EBIT etc. Data on  current market 






Regarding  the  importance  of  investment  banks  for  access  to  debt  financing 
and equity  financing a majority of 58.3% and 63.7%  respectively assert  that 
investment banks play an important role or even very important role for their 
company’s  access  to  both  financing  alternatives. As  only  slightly more  than 
half of  the  responses  come  from public  companies  it  is  important  to obtain 
results on investment banking activities conditional on the respective financial 
option being relevant for the company at all. Figure 15 depicts the results for 




almost exclusively  through  investment banks. A majority of 87% of  the com‐
panies  relying  on  equity  consider  the  contribution  of  investment  banks  for 




evant  for  corporate  access  to  equity  financing.31  Considering  the  access  to 
debt  financing a slightly different picture arises – a majority of 68.9% of  the 
companies  relying  on  debt  financing  report  that  investment  banks  play  an 
important role for the access to debt financing. The result is plausible consid‐









cess. Analogous  results  are obtained  for  total  assets  as  a proxy  variable  for 
company size. As could be expected, a  large part of the variation  in the per‐
ceived benefits of equity capital market access can be explained by a dummy 
variable whether  the company  is public or not. The  results suggest  (h2)  that 
the  fact  that  a  company  is  public  increases  the  probability  by  60%  for  the 
company  to  assess  its  equity  capital market  access  as  beneficial.  Equations 
(h1) and (h2) attempt to explain the remainder of the variation as they focus 
on  the group of survey responses  from public companies alone. Surprisingly, 
the  perceived  benefits  of  equity  capital market  access  are  not  significantly 




















capital market assess  for debt  financing, however,  the  relationship  is  signifi‐
cant – companies with high book‐to‐market ratio (value stocks) assess signifi‐
cantly higher benefits of capital market access for debt financing as companies 









[Q.1.2.] (h1) (h2) (h3) (h4)
dy/dx= Marginal effects after bootstrap dy/dx dy/dx dy/dx dy/dx
Model: probit
Turnover  2.30e‐06 2.36e‐06 4.08e‐06 9.57e‐06
[Mio EUR, last, Amadeus] (0.873) ( 0.924) (0.847) (0.432 )






mean( y) 0.85 0.85 0.65 0.65
Pseudo R^2 0.032 0.021 0.281 0.057






parametric) unpaired Mann‐Whitney U Test  for differences between  the  re‐
sponses of the group of value stock companies and growth stock companies34 













































tive X1  (on  the  vertical axis)  and  financing  alternative X2  (on  the horizontal 
axis). A negative  sign of  the  t‐statistic means  that  the  average  relevance of 
financing option X2  is greater than the average relevance of financing option 
X1. The  left column depicts analogously the p‐values from the nonparametric 
Wilcoxon  sign‐rank  test  for differences  in  the distribution of perceived  rele‐
vance of financing alternative X1 and financing alternative X2.  
The  results  suggest  that  loan  financing  is  considered more  relevant with  re‐
gard  to  any  of  the  four  types  of  investments  –  Research  and Development 
(R&D) projects, long‐term investment in established technologies, M&A trans‐
actions and liquidity increase. As could be expected classical debt‐financing is 
the  first‐best  alternative  regardless of  the  investment project.  Furthermore, 
additional bond  issuance  is  considered  significantly more  relevant  than  (the 
more volatile) equity financing when  it comes to  long‐term  investment  in es‐
tablished technologies or liquidity increase. Regarding R&D investment in new 
technologies,  in contrast, the companies  in our sample are rather  indifferent 
























X1\X2 Bonds Loans Bonds Loans
R&D Projects 





































periods  is obtained  from ECMI  Statistical Package 2010. The ECMI Statistical Package  is 
largely based on BIS data. BIS gathers data on OTC‐traded contracts  from the reports of 
leading global dealers  in 11  reporting  countries and data on exchange‐traded  contracts 





















eign  exchange  contracts  and  5.0%  of  all  OTC  derivatives  are  credit  default 
swaps.  Equity‐linked  contracts  and  commodity  contracts  play  a minor  role 






tives  are  unallocated  (both  in  terms  of  gross  market  value  and  notional 
amount outstanding). As can be seen  in Figure 20,  the notional amount out‐
standing remained almost unchanged during the Financial Crisis and reached 
its historical maximum  in  the  first half of 2010. Although  significantly dimin‐
ished during the Financial Crisis, the derivatives usage measured by the total 




cial  derivatives  on  organized  exchanges  accounted  for  EUR  51  trillion, with 
33% futures and 67% options (Bank of International Settlements 2011b).  





were  traded  in  Europe.  Exchange‐traded  derivatives  contracts  account  for 
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around  10%  of  the  total  derivatives  volume measured  by  notional  amount 
outstanding (see Figure 22). The proportion of exchange‐traded contracts has 




A  comparison  of  the  counterparties  of OTC  derivatives  contracts worldwide 
shows that non‐financial customers36 only account  for  less than one‐tenth of 
the total OTC derivatives trades. Most OTC derivatives are executed within the 
financial  industry – between  commercial and  investment banks and  security 
houses  in the reporting countries37 acting as Reporting Dealers for the statis‐
tics  of  Bank  of  International  Settlements  (2011a)  and  between  Reporting 
Dealers  and  other  financial  institutions  such  as  central  counterparties,  non‐
reporting banks and funds. It should be noted that the relation of transactions 
of  corporates vs.  financial  institutions  is  reported based on  transaction data 
and an application as a proxy  for derivatives usage  is not  straightforward. A 
financial  institution A can  for  instance hedge a derivative contract concluded 
with another financial institution B by means of a second (opposite) derivative 
contract  concluded  with  financial  institution  C.  Both  transactions  thereby 
practically  cancel each other out  in  terms of  risk‐exposure but  the  reported 
notional amount outstanding equals twice the notional amount of each of the 
transactions. While this case  is particularly relevant for financial  institutions38 

















corporate  firms  is highest  in OTC  foreign exchange derivatives.  In December 























est rate derivatives displays an  increase  in the course of the financial crisis  in 




















ance  firms also account  for only a marginal part of  the OTC  traded CDS. De‐
spite  the  reported  comparably  low percentage of OTC derivatives  traded by 
non‐financial customers directly,  the  indirect derivatives usage of both com‐
panies and private investors might well exceed direct usage. Private investors 
for  example  invest  roughly  85%  of  their wealth  in  funds  (e.g.  hedge  funds, 
mutual  funds, pension  funds), banks and  insurance companies  (see Schröder 
et al. 2010) which, on their part,  invest  it partly  in derivatives. The analogous 
argument holds for corporate investments in funds, banks and insurance com‐
panies.  That  is why  the  impact  of derivatives  on  the  real  economy  through 
their  usage  by  corporate  firms  and  private  investors might well  exceed  the 
impact through the direct usage of derivatives. However, measuring the  indi‐
rect usage of  corporate and private  customers  through  their  investments  in 
banks, funds and  insurance companies  is outside the scope of the current re‐
search report. 














costly40. Market participants are  furthermore heterogeneous with  respect  to 
their risk aversion. In this case an efficient asset allocation would rather imply 
that risks are faced by the most risk neutral and most informed agents and the 
most  risk‐averse  and  uninformed  agents  are  rather  “insured”  against  them. 
Because of differences  in the  level of  information among market participants 




From  portfolio  choice  perspective  derivatives  constitute  an  additional  asset 
class. First, by means of a combination of options (structured products) certain 
cash‐flow structures can be achieved which are not achievable with any com‐
bination  of  the  underlying  assets.  Second,  derivatives markets  allow  invest‐
ment  in  (or  insurance against) underlyings which are otherwise not  tradable 
on financial markets (e.g. weather derivatives, mortality rate derivatives). De‐
rivatives thus provide investment opportunities which otherwise would not be 
available to  investors and  in such a way they possibly contribute to  improve‐
ment of  the portfolio choice of both corporate  firms and  institutional  inves‐
 
                                                         
39  In  the  case  of  an  interest  rate  swap  for  example  variable  interest  payments  are  ex‐
changed  against  respectively  agreed  fixed  interest payments.  In  the  case of  an  interest 
rate option (cap, floor etc.) the excess interest payments are exchanged against an option 
premium. 





tors41.  Theoretical models  undermining  this  argument  show  that  simple op‐
tions  are necessary  and  sufficient  to  complete markets  and  achieve  an effi‐




ty.  Furthermore, discussing  the  impact of  speculation  is even more  relevant 
with regard to derivatives markets because derivatives enable taking a view on 
future  price  development with  less  employment  of  capital  and  even  in  the 
presence  of  short‐selling  constraints  which  makes  them  more  suitable  for 
speculation. The effects on speculative behavior, liquidity and volatility are not 
independent but rather intertwined. Because derivatives are more suitable for 
speculation  than direct  investment on  the  spot market, derivatives markets 
are argued to increase the proportion of speculators on the markets in general 
and thus increase volatility. Speculative trades can be induces by better infor‐
mation  (or  insider  information) or by noisy  information. Whereas the  former 
case leads to improvement of information efficiency in the latter case the im‐
pact of speculation  is either considered negligible (Friedman effect) or rather 
harmful.  Theoretical  literature  argues  that  presence  of  noise  traders  itself 
adds uncertainty  from  the point of view of  informed  investors which makes 
them  stay  out  of  the  market  (“create‐space”  argument  by  DeLong  et  al. 
1990b). As a consequence liquidity of the spot market is decreased and volatil‐
ity  is  increased. Whether or not derivatives have an  impact on the spot mar‐
kets liquidity and volatility is a matter of empirical evidence. 
Empirical studies on the impact of derivatives on volatility distinguish between 





private  investors’ and corporate  investors’ assets as a significant part of  it  is  invested  in 








opment on  the  spot market  is evidenced  (see Rudolph and Schäfer 2005, p. 
386). The  results should be  interpreted with caution because  they no  longer 
hold  in  times of a crisis. Regarding  the  impact of  futures on volatility of  the 
spot  market  empirical  studies  face  a  problem  of  data  availability  and  the 
scarce empirical evidence is rather mixed. 
The impact of derivatives on liquidity of the spot markets is ambiguous. On the 











tives  should be  considered. Amongst  the arguments against  the usage of  fi‐
nancial  derivatives  is  a  decline  of  long  term  investments  in  favour  of  short 
term  speculative  transactions  (Gibson  and  Zimmermann 1996). Case  studies 
such as Procter & Gamble or Metallgesellschaft have been frequently cited in 
order to  illustrate the harmful effects of the usage of financial derivatives for 
speculation  (see e.g.  In  fact,  financial derivatives played an  important role  in 
the recent financial crisis. In 2008, credit default swaps accounted for a signifi‐
cant part of the trading volume of all derivatives (Figure 20). It is considered as 
rather unlikely  that  this significant proportion  results  from market stabilizing 
hedging  but  rather  from market  destabilizing  speculation.  After  the  recent 
financial  crisis,  international  regulators  identified  the  weaknesses  of  OTC‐
derivative markets,  namely  counterparty  risks  and  higher  intransparency  of 
pricing as compared to exchange‐traded derivatives where counterparty risks 






the  literature on  foreign exchange rate uncertainty. The relevance of  foreign 
exchange volatility  for  internationally  trading companies  is obvious. Since  in‐






 Empirical  analysis  fails  to  explain  this  insignificance  by  the  ad‐
vantages of the availability of hedging instruments. 
 The positive effect of membership in a currency union is largely at‐
tributed  to  other  aspects  than  the  reduction  in  foreign  exchange 
risk that come along with currency unions. 
 For  less  developed  countries  a  negative  impact  of  exchange  rate 
volatility on  trade  is confirmed. Since  their  foreign exchange mar‐
kets  are  typically  less  developed  this  speaks  in  favor  of  the  im‐
portance of liquid and accessible hedging markets. 
Does exchange rate volatility hamper trade between developed countries?  
It  is usually argued  that exchange  rate  risk has a negative effect on  interna‐
tional trade. The rationale is that greater exchange rate risk increases the risk‐
iness of  trade profits,  leading  risk‐averse  traders  to  reduce  trade. This wide‐
spread view was one of the main economic arguments for the European Mon‐
etary Unification (see EU Commission, 1990). Surprisingly then, results in aca‐























in  international  transactions  (Dixit  1989).  These models  focus  on  the  profit 
opportunities created by greater exchange  rate uncertainty. Such opportuni‐
ties arise from the probability of making exceptionally large profits. The value 





pirical  issue because  theory alone cannot determine  the  sign of  the  relation 
between foreign trade and exchange rate volatility. 
Review of Empirical Results 
The  empirical  studies  examining  the  relationship  between  foreign  exchange 
volatility and trade take  into account different measures of foreign exchange 
uncertainty as well as different econometric approaches. Furthermore, a wide 
range  of  countries  is  analyzed. However,  like  theoretical  analysis,  empirical 
analysis does not allow  clear  conclusions either. Overall, a  larger number of 





























ative  coefficient  before  the  mid‐1980s,  but  the  negative  effect  has  disap‐






44  The  negative  effect  diminishes when  controlling  for  time‐varying  country‐specific  ef‐
fects. 
45 Other  common  explanations  as mentioned  in  Côté  (1994)  are  that:  (i)  even  for  risk‐
averse businesses, an increase in risk does not necessarily lead to a reduction in the risky 
activity, (ii) exchange rate volatility may actually offset some other forms of business risk, 




able  in  the 1970s and early 1980s as  they are nowadays. Aligning  the devel‐













A  topic  related  to  exchange  rate  volatility  and  trade  but  still  distinct  is  the 
questions of how a common currency arrangement affects  trade. When dis‐





















mous  positive  effect  stands  in  clear  contrast with  the  related  literature  on 
exchange  rate  volatility  and  trade,  and  the  typically  insignificant  impact  on 
trade, the  finding by Rose has raised much skepticism.48 Subsequent analysis 
generally finds a smaller (albeit still sizable) effect of currency union member‐
ship on  trade. With  regard  to EMU,  implications  from Rose’s  results  cannot 
directly be  transferred  for  several  reasons:  the  currency union members  in‐
cluded  in the study are smaller, poorer countries,  i.e. EMU countries are not 
included.  Besides,  countries  in  existing  currency  unions  are  compared with 




By  now  the positive  effect  of  EMU  on  trade  is widely  acknowledged  and  is 
dubbed the “euro effect”. Being aware of the many trade‐enhancing effects of 
the EMU, studies analyzing  the euro‐effect distinguish between  the effect of 
the  reduction  in  foreign exchange volatility and a dummy variably  capturing 
other changes, such as capital market  integration. A review of recent studies 
on the euro effect  is provided  in Baldwin (2006). It  is confirmed that changes 
induced  by  EMU  have  a  clear  trade  enhancing  effect. On  the  contrary  they 
negate a significant effect of the reduction  in foreign exchange rate volatility 
reduction. According  to his  review of  relevant  literature Baldwin  (2006) esti‐


















A  review of empirical evidence  indicates  the examination of  the  linkage be‐
tween  foreign exchange rate volatility and trade to be worthwhile. Consider‐
ing  the  possibility  of  foreign  exchange  risk  hedging  in  developing  countries 
(LDCs),  the  foreign  exchange markets  are  typically  less  developed  and  less 
liquid.  Therefore,  exchange‐rate  risk  for  LDCs  is  generally  not  hedged  com‐
pletely. Arize et al. (2000) furthermore argue that limitations may remain even 
if hedging  in  forward markets  is possible. For example,  size and maturity of 
contracts may not fit the firms’ needs.49 
Although  in  contrast  to  the  earlier mentioned  study  by Wei  (1999)  there  is 
broad evidence for an exchange rate effect on trade to exist in LDCs (see e.g. 
Arize et al. (2008) and Siregar and Rajan (2004) for examples). Put differently, 
in  less  developed  countries,  an  increase  in  volatility  appears  to  depress  ex‐
ports. 
Conclusion 
Since  investment  banks  supply  valuable  instruments  for  hedging  the  risks 
emerging from foreign trade, it can be conjectured that they are important to 
enable  stable  trade  relationships  in  volatile  exchange  rate  environments. 






able  to  the  other  aspects  besides  reduction  in  exchange  rate  volatility  that 
come with  the membership  in  a  currency  union.  The  probably most  robust 















As can be concluded  from  the  literature  review  the  impact of derivatives on 




Stulz 1985),  reduce external  financial  costs  (see  Froot,  Scharfstein and  Stein 
1993),  exploit  the  availability  of  growth  options  (see  e.g. Nance,  Smith  and 
Smithson 1993). Furthermore, the use of derivatives for hedging  is argued to 
increase with  increasing managers’ risk aversion as well as with an  increasing 
management ownership  (Smith and Stulz 1985). Large  firms are  furthermore 
more often found to use derivatives for hedging than small and medium‐sized 
firms  (see  e.g.  Francis  and  Stephan  1993  and  Nance,  Smith  and  Smithson 
1993).50 An  international micro‐data  on  the  use  of  derivatives  by  individual 
companies  is not available that  is why empirical studies on the determinants 
of corporate derivatives usage either rely on survey data  for single countries 





50 As  repeatedly acknowledged,  there  is a  further,  indirect  impact of derivatives on  the 
real  economy  through  companies’  and  private  investors’  assets  in  financial  institutions 
(e.g. banks, funds, insurance companies). The determinants of the usage of derivatives in 
the financial sector are thus highly relevant if one would examine the total impact of de‐
rivatives  (direct  and  indirect)  on  the  real  economy.  Research  in  the  field  is,  however, 
scarce. Studies of the usage of derivatives by institutional investors find evidence on fewer 







has drawn attention  in both empirical and theoretical  literature  is the corpo‐
rate usage of derivatives for speculation. For the purposes of the current study 
and the underlying questionnaire we define speculation as any trading activity 
motivated  by willingness  to  take  a  view  on  the  development  of  risk  assets 
which are not directly connected to the company’s main economic activity. In 
contrast, trading activities are classified as hedging if they result in decreasing 
companies’  risk exposures which  arise  from  regular economic  activities. Un‐
derlying  reasons  for  speculation  in  terms of  taking a  view on  future market 
development can be twofold – on the one hand trading with derivatives simi‐
larly  to  any other  financial market  instruments may be motivated by better 
information of the market participants or by use of noisy information. Where‐
as the former case, in general, increases information efficiency of the financial 
markets, opinions on the  impact of trading  in the  latter case  is controversial. 
Speculation  in  terms  of  noise  trading  is  argued  to  increase  volatility  of  the 




ble  prevalence  of  speculation  on  financial markets  because  of  its  potential 
high impact on market risk as well as its potential persistence.  
To the best of our knowledge empirical  literature on the determinants of the 




dures on  the use of derivatives by corporate  firms have been conducted  for 
the United States (see e.g. Phillips 1995 and Bodnar et al. 1995). The results of 
the survey clearly show that most of the time the majority of firms use deriva‐
tives  for  risk management  rather  than  speculation. Further empirical  studies 
on  US  companies  finds  no  evidence  on  increased  sensitivity  of  companies’ 








be expected  to more often underlie OTC  transactions  than exchange‐traded 
derivatives  transactions.  In contrast, standardized exchange‐traded contracts 










The  newest Derivatives Usage  Survey  conducted  by  the  International  Swap 
and Derivatives  Association  (ISDA)  in  2009  indicates  that  almost  all world’s 





companies are  included  in  the  sample.  In  fact, German  large corporates use 







Crisis has not had any diminishing  impact on  large  corporates economic be‐
haviour towards derivatives.  
As  compared  to  the  first  ISDA Derivatives Usage  Survey  in 2003,  the use of 






Since  2003  the  percentage  of  large  corporates using  commodity  derivatives 
and equity derivatives has more than doubled. The percentage of companies 
using  foreign  exchange  derivatives  has  also  significantly  increased  by more 







medium‐sized  companies.  The  reported  total  traded  volumes  of  CDS  by  far 
outweigh  the  trading  volumes of  equity  and  commodity derivatives but  the 
usage of CDS by large corporates is much lower than the usage of equity and 
commodity products.  In fact, it is true for all derivatives types that the share 






 The  companies  in  Germany which  participated  in  our  survey  are 
particularly exposed to foreign exchange risk, interest rate risk and 
commodity price risk; 
 In  the  course  of  the  financial  crisis  (2007‐2010)  these  companies 












tional  disadvantages  of  the  companies  regarding  financial market 




responses  have  been matched with  additional  data  on  companies’  balance 
sheets,  data  on  financial  ratios  and  the  history  of  companies’  stock  perfor‐












vant risk category  is  foreign exchange risk – this  is  indicated by a majority of 






categories we  focus on  the group of companies which  indicated  that  the  re‐
spective risk category  is very relevant, relevant or neutral for themselves. Ta‐
ble  11  depicts  descriptive  statistics  on  the  percentage  of  hedged  risk  expo‐
sures. As can be seen  from  the  table  foreign exchange  risk and  interest  rate 
risk  are hedged  to  a  very high  extent  –  companies which  consider  them  as 
relevant hedge on average 68.6% and 61.7%,  respectively, of  their exposure 











As  can  also be  seen  from Table 11 different  contracts are used  for hedging 
different risk categories. Interest rate risk exposures, for instance, are prevail‐
ingly hedged with interest rate swaps – both OTC and exchange traded.  





and  floors  and warrants  are  hardly  ever  used  by  the  surveyed  companies. 
mean median max # obs OTC exchange swaps # obs
[%] [%] [%] contract contract
Foreign exchange risk 69% 75 125 90 67% 9% 23% 98
Interest rate risk 62% 70 100 89 16% 0% 72% 105
Equity risk 9% 0 100 27 5% 13% 0% 40
Commodity price risk 37% 30 100 65 21% 10% 13% 80
Credit risk 14% 0 100 48 1% 1% 8% 73















Foreign Exchange 94,2% 88,1% 100,0% ‐2.4099***  (0.0191)**
Interest Rate 88,9% 95,7% 81,4% 2.1974** (0.0314)**
Equity 20,0% 21,4% 19,0% 0.1676 (0.8650)
Commodities 39,7% 19,4% 56,8% ‐3.3449*** (0.0018)***
Credit 13,1% 7,7% 17,1%  ‐1.0738 (0.2835)






Among  the  companies  exposed  to  foreign  exchange  risk  a  large  majority 





total  assets  for  the  sample  (sample median= 2.206 billion  EUR).  Foreign ex‐




than  small‐  or mid‐sized  firms.  This  is  true  in  the  case  of  two  of  the most 
commonly used derivative  types –  foreign exchange  and  commodity deriva‐
tives. Interestingly, there is an opposite relationship in the case of interest rate 
derivatives – mid‐size and  small‐size companies  (turnover  less  than EUR 2.2. 

















Figure  29  How  did  the  use  of  derivatives  regarding  the  following  risk 
categories  change  in  your  company  over  the  past  three  years 
(2007‐2010)? 
 
In  contrast  to  the  decrease  of  aggregate  derivatives  usage  by  non‐financial 
firms which  is  documented  in  the  BIS  Report  the  survey  results  indicate  a 








vey  responses. The  latter, however,  cannot explain  the differences between 
the current survey results and the BIS statistics. Some participants further  in‐
dicate that the access to derivatives has been improved in the recent past. For 
the  case  of  interest  rate  derivatives,  respondents  indicate  the  low  interest 
rates as a further reason for increased corporate use of IR derivatives. Due to 
the  lower  current  interest  rates prices of  interest  rates  rate  swaps have de‐
creased making  it more  attractive  to  corporate  to  hedge  their  interest  rate 
exposures. 
Benefits of derivatives usage 




















omitted  variables which  are  correlated  to  the  use  of OTC  contracts.  For  in‐
stance, it can be argued that perceived benefits of derivatives are higher when 
companies  face exposures at  risk  in highly volatile assets such as  foreign ex‐
y= Perceived Benefits of Derivatives Use (h1) (h2) (h3)
 [Q. 2.1.] y y y
Turnover 0.00000559 0.00000480 0.0000179***







R^2 0.139 0.134 0.123















Figure 30 What do you consider  the  largest benefit of derivatives usage  in 
your company?  
 
Respondents  are  almost  unanimous  that  the  greatest  benefit  of  derivatives 
usage is to make company’s risk profile more stable. In contrast, a majority of 
roughly 60% do not consider  it as a great benefit  for  the own company  that 
the  availability  of  derivatives  for  various  classes  of  underlyings    improves 
sourcing opportunities.  
When  it  comes  to  the most  relevant  aspects  for  the  corporate decision be‐












Figure 31 Which aspects are  relevant  to your  company’s decision between 
OTC and exchange‐traded derivatives? 
 
Whereas  liquidity  is clearly considered an advantage of exchange  traded de‐
rivatives, OTC derivatives are available for a significantly broader set of under‐
lyings and hedging purposes. Both aspects are  relevant  (or even highly  rele‐






the  future cash  flows as  the greatest benefit of derivatives. Hence  it can be 
expected  that derivatives are  taken  into account  in economic decisions con‐
cerning  the  firm’s  risk  exposure  in  highly  volatile  assets  (e.g.  foreign  ex‐
change).  Such  decisions  would  be,  for  example,    foreign  investments,  im‐
port/export  decisions,  sourcing/outsourcing  abroad.  An  issue  of  great  im‐





not  be  undertaken  in  the  absence  of  derivatives.  Survey  participants were 
directly asked about their assessment of this issue. As can be seen from Figure 
32 this is not the case for most of the listed economic decision. In the case of 
sourcing/outsourcing  decisions where  the  availability  of  derivatives  is most 










ous  in their risk aversion and differ  in their  level of  information. First, deriva‐
tives possibly increase the utility of the risk‐averse agents – the companies, by 
making cash  flows more stable. Second, derivatives enable companies to get 
an  insurance  against  certain  financial market  risks  they  are  exposed  to  be‐
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cause  of  their main  economic  activity  (e.g.  foreign  exchange  risk  from  im‐










ent  from exchange  rate uncertainty. As  the  corporate use of derivatives  for 
insurance/hedging  is  a necessary  condition  for  a welfare  increase of deriva‐
tives (the availability of derivatives) we will focus on it in the remainder of this 
chapter. Whereas  for  companies  in  the USA  the  issue  has  been  repeatedly 
considered in academic literature, to the best of our knowledge this is the first 
study on this topic for German large and mid‐size companies.  











The    responses  to  the direct question on  the purposes of use of derivatives  
















to  argue  a welfare‐increasing  impact  of  derivatives. Unfortunately,  as  time‐
series data on corporate derivatives use of derivatives  is missing, one cannot 
draw conclusions on the impact of derivatives use for each company individu‐
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obtain data on  the historical development of  the  stock prices of  the  sample 
companies on a daily basis  for the  last 5 years and time series  for the devel‐
opment of foreign exchange risk – the value of EUR against foreign currencies, 
obtained  from Statistical Data Warehouse of  the European Central Bank53 as 
well as   self‐reported data on  the derivatives use  in  the own company. As a 
result  from  the GARCH  regressions on Euro  Index  fluctuations have a signifi‐
cant impact on the volatility of the own stock (ߜଵ significant) for 52 companies 
of the tested 74. In the following we focus on these companies exclusively. We 
refer  to  the sensitivity ߜଵ of  the volatility of  the own stock  to  fluctuations  in 
the Euro Index as sensitivity.  




price  to FX  fluctuations. An unpaired  t‐test  reveals  that  there  is a  significant 
 
                                                         
53 The Euro  index of  the ECB  is based on weighted averages of bilateral euro exchange 
rates against 20 trading partners of the euro area. The relevant value  is the value of the 





































The general setup  follows Adams, Füss and Gropp  (2011).   The method uses 
return series of systematically relevant financial institutions’ stocks or shares. 
In  a  first  step,  individual  value‐at‐risks are  calculated  for each of  the  return 
series: 
ܸܴܽ௠,௧ ൌ μ௠,௧ ൅ ݖߪ௠,௧ 
with ,m t denoting the mean of institution m at time t.54 Likewise in the original 
work we analyse  the  following  individual  institution  categories m:  insurance 
companies, commercial banks,  investment banks and hedge funds. These are 
represented by  index  return  series,  formed by principle  component analysis 
with the according individual stock returns. In addition, we separately include 
return  series of  several  individual  stocks  from  the  investment bank  index  in 
the model. By doing  so, we  can  identify  the  specific  systemic  risk  spillovers 
originating  from and  imposed upon the specific banks which perform  invest‐







the  lowest and potentially negative  return  to  the stock or share  that occurs with a 95% 
probability. 
55 Since “pure” investment banks do not exist (anymore), we analyse banks which perform 





Hence,  if  the  financial  institution  categories are  labelled with m=i,j,k,l,n,  the 
estimated equations are represented by: 
ܸܴܽ௜,௧,ఏ ൌ ߙ௜,ఏ ൅ ߚଵ,௜,ఏܸܽ ௝ܴ,௧ ൅ ߚଶ,௜,ఏܸܴܽ௞,௧ ൅ ߚଷ,௜,ఏܸܴܽ௟,௧ ൅ ߚସ,௜,ఏܸܴܽ௡,௧
൅ ߚହ,௜,ఏܸܴܽ௜,௧ିଵ ൅ ݑ௜,௧ 
ܸܽ ௝ܴ,௧,ఏ ൌ ߙ௝,ఏ ൅ ߚଵ,௝,ఏܸܴܽ௜,௧ ൅ ߚଶ,௝,ఏܸܴܽ௞,௧ ൅ ߚଷ,௝,ఏܸܴܽ௟,௧ ൅ ߚସ,௝,ఏܸܴܽ௡,௧
൅ ߚହ,௝,ఏܸܽ ௝ܴ,௧ିଵ ൅ ݑ௝,௧ 
ܸܴܽ௞,௧,ఏ ൌ ߙ௞,ఏ ൅ ߚଵ,௞,ఏܸܴܽ௜,௧ ൅ ߚଶ,௝,ఏܸܽ ௝ܴ,௧ ൅ ߚଷ,௞,ఏܸܴܽ௟,௧ ൅ ߚସ,௞,ఏܸܴܽ௡,௧
൅ ߚହ,௞,ఏܸܴܽ௞,௧ିଵ ൅ ݑ௞,௧ 
ܸܴܽ௟,௧,ఏ ൌ ߙ௟,ఏ ൅ ߚଵ,௟,ఏܸܴܽ௜,௧ ൅ ߚଶ,௟,ఏܸܽ ௝ܴ,௧ ൅ ߚଷ,௟,ఏܸܴܽ௞௧ ൅ ߚସ,௟,ఏܸܴܽ௡,௧
൅ ߚହ,௟,ఏܸܴܽ௟,௧ିଵ ൅ ݑ௟,௧ 
ܸܴܽ௡,௧,ఏ ൌ ߙ௡,ఏ ൅ ߚଵ,௡,ఏܸܴܽ௜,௧ ൅ ߚଶ,௡,ఏܸܽ ௝ܴ,௧ ൅ ߚଷ,௡,ఏܸܴܽ௞,௧ ൅ ߚସ,௡,ఏܸܴܽ௟,௧
൅ ߚହ,௡,ఏܸܴܽ௡,௧ିଵ ൅ ݑ௡,௧ 
This  system of equations  is estimated using  two‐step quantile  regressions.56 
This estimation method accounts for the simultaneity in the VaR spillovers, as 
the  different  institutions  affect  each  other  instantaneously.  The  system  of 
equations  is  identified by  the assumption  that  the  lags  in  the equations are 




fitted  values  from  these  equations  state  dependent  sensitivity  value‐at‐risk 
(SDSVaR). For example  the  fitted value  from  the  first equation estimated  for 
the θ‐quantile is the SDSVaR for institution group i at time t: 
ܵܦܸܴܵܽሼ௜|௝,௞,௟,௡ሽ,௧
ൌ ߙො௜,ఏ ൅ ߚመଵ,௜,ఏܸܽ ௝ܴ,௧ ൅ ߚመଶ,௜,ఏܸܴܽ௞,௧ ൅ ߚመଷ,௜,ఏܸܴܽ௟,௧











the  ܵܦܸܴܵܽሼ௜|௝,௞,௟,௠ሽ,௧,ఏ  can  be  regarded  as  the  value‐at‐risk  of  institution 
group i conditional on VaRs of the other institutions j,k,l,n in the same state of 
the  financial markets. The  coefficients ࡮′ ൌ ሺߚመଵ,௜,ఏ, ߚመଶ,௜,ఏ, ߚመଷ,௜,ఏ, ߚመସ,௜,ఏ, ߚመହ,௜,ఏሻ  in 












suring  the  comparability  of  the  results.  The  dataset  (individual  institutional 
indices) is constructed analogously as follows: 




2.  Insurance Company  Index  (31  institutions): The  constituents  for  this 
index  are  also  taken  from  Acharya,  Pedersen,  Philippon  and  Richardson 
(2010). Index weights are estimated with principal component analysis. 
3.  Investment Bank Index (8 institutions): In general, the 8 main publicly 
listed  investment  banks  are  used  in  the  analysis.  Since  “pure”  investment 
banks do not exist (anymore), we refer to “investment banks” as banks which 
perform  investment banking acitivites  in a considerable manner. For each es‐














The system of equations  is estimated  for  four groups of  financial  institutions 
(insurance companies, commercial banks, investment banks, hedge funds) and 
one separate bank. We choose five individual banks to be analysed separately, 
referred  to as Bank A – Bank E. Four of  these banks  represent major  invest‐
ment banks  from both  the US and Europe  (Bank A – Bank D), and one  large 
commercial bank  (Bank E). Consequently,  five  separate  regressions with  five 
equations each need to be estimated. The results are presented in Table 14 ‐ 
Table 18. The estimations in Table 14 ‐ Table 17 differ in the investment banks 
excluded from the  investment bank  index and  included  in the regression as a 
separate institution. In Table 18 no investment bank is excluded from the port‐
folio. Instead, a commercial bank is added to the system. The presentation of 
the  results  in  the  tables  is  structured  as  follows.  The  columns of  the  tables 
denote the financial institution groups from which the shocks spill over to the 
financial  institution  groups denoted  in  the  rows of  the  table.  These  are  the 
results of main interest. The last column presents the autoregressive lag coef‐
ficients.  For  example,  Table  14  shows  the  estimated  coefficients when  one 
includes Investment Bank A separately into the system. In Table 14 a 1‐percent 
increase  in  the  VaR  of  investment  banks  increases  the  VaR  of  commercial 
banks by 0.014 percent. 
The spillover coefficients among the financial  institution portfolios (insurance 
companies,  commercial  banks,  investment  banks  and  hedge  funds)  remain 
relatively  similar  regardless of which  investment bank  is analysed  separately 




that changes  in  the VaR of one  institutional group affect  the VaR of another 
institution  in  the  same direction. There  are  also a  few  significantly negative 
spillover coefficients. However, these effects are relatively small. So are most 
of the positive spillover effects among the other portfolios as well. The coeffi‐
cients  from hedge  funds  to other  institutional  groups  represent  the highest 
spillovers among the portfolios, and investment banks seem to be particularly 
exposed.  The  coefficients  for  this  portfolio  range  between  0.084  (Table  15) 
and 0.119  (Table 16), which  is, however, not as  large as  the spillover effects 
from hedge funds to individual investment banks. 
To analyse  the  spillover effects  from and  to  the  individual  investment banks 
we  look at the fifth column and fifth row of Table 14 ‐ Table 17. First, the ef‐




size  represents merely a 0.007 percent  increase  in  the VaR of  the  insurance 
company’s portfolio  following a 1 percent  increase  in  the VaR of  the  Invest‐




Nevertheless spillovers  from  the  insurance company  index, commercial bank 
index  and  investment  bank  index  are  still  small  compared  to  the  spillovers 
imposed by hedge funds on the individual banks. These range between 0.293 
for Investment Bank D (Table 17) and 0.556 for Investment Bank C (Table 16), 
and  are multiple  times  higher  than  the  remaining  coefficients.  Apparently, 
while the effects coming from the hedge funds may cancel out  in the  invest‐
ment bank portfolio, an  individual  investment bank  is  severely exposed  to a 
change  in  the VaR  of  the  entire  hedge  fund  portfolio.  This  relationship  be‐










Insurance  Commercial  Investment Hedge   
Companies Banks Banks Funds Bank A 
to... 
Insurance 
Companies  ‐  0.014 ***  0.007 ***  0.053**   ‐0.006  0.936*** 
Commercial 
Banks  ‐0.012 ***  ‐  0.014 ***  0.069 *** ‐0.005 *  0.973*** 
Investment 
Banks  ‐0.002  0.009 ***  ‐  0.088 *** ‐0.007 *  0.963*** 
Hedge Funds  ‐0.001  ‐0.001 **  0.002 ***  ‐  0.002**   0.908*** 
Bank A  0.008  0.03 ***  ‐0.039 ***  0.412 *** ‐  0.892*** 
          










Insurance  Commercial Investment Hedge   
Companies  Banks  Banks Funds Bank B
to... 
Insurance 
Companies  ‐  0.017 ***  0.005 **  0.048 **  0.002  0.933 *** 
Commercial 
Banks  ‐0.014 ***  ‐  0.012 ***  0.043  0.004 *  0.975 *** 
Investment 
Banks  0.001  0.011 ***  ‐  0.084 *** ‐0.002  0.955 *** 
Hedge 
Funds  0.001  ‐0.001 ***  0.003 ***  ‐  ‐0.002 *** 0.913 *** 
Bank B  0.06 ***  ‐0.011 *  ‐0.013 **  0.386 *** ‐  0.949 *** 
           










Insurance  Commercial Investment Hedge   
Companies  Banks Banks Funds Bank C 
to... 
Insurance 
Companies  ‐  0.016 ***  0.013 ***  0.067 ***  ‐0.01  0.935 ***
Commercial 
Banks  ‐0.012 ***  ‐  0.015 ***  0.059 ***  ‐0.007 **  0.976 ***
Investment 
Banks  0.002  0.01 ***  ‐  0.119 ***  ‐0.014 ***  0.965 ***
Hedge 
Funds  0  ‐0.001 **  0.002 ***  ‐  0  0.909 ***
Bank C  0.039 ***  ‐0.005  0.012 ***  0.556 ***  ‐  0.911 ***
           










Insurance  Commercial Investment Hedge 
Companies  Banks  Banks Funds Bank D
to... 
Insurance 
Companies  ‐  0.013 ***  0.001  0.057 *** 0.007 **  0.934 *** 
Commercial 
Banks  ‐0.014 ***  ‐  0.014 ***  0.047 *** 0.001  0.973 *** 
Investment 
Banks  0  0.001  ‐  0.107 *** 0.013 *** 0.952 *** 
Hedge 
Funds  ‐0.001  0  0.003 ***  ‐  ‐0.002*** 0.907 *** 
Bank D  0.018 ***  0.003  0 0.293 *** ‐ 0.956 *** 
           










Insurance  Commercial Investment Hedge 
Companies  Banks Banks Funds Bank E 
to... 
Insurance 
Companies  ‐  0.019 ***  0.002  0.051 **  0.002  0.933 *** 
Commercial 
Banks  ‐0.009 ***  ‐  0.005  0.062 *** 0.002 *  0.975 *** 
Investment 
Banks  0.003  0.002  ‐  0.054 *** 0.002  0.954 *** 
Hedge 
Funds  0.001  ‐0.001 **  0.001 *  ‐  0  0.912 *** 
Bank E  0.036 **  ‐0.02 **  0.004  0.39 ***  ‐  0.948 *** 
           






to the relatedness of the  financial  institutions there may be  feedback effects 
which make  shocks  last  over  time  and  spread  differently  to  specific  institu‐




regression. A  negative  shock  to  one  institution  is  introduced  to  the  system 




(e.g. a value of 0.5 can be simply  interpreted as 50% of  the  initial shock val‐
ue).58 
Figure  35  presents  the  impulse  response  functions  for  shocks  to  individual 
banks. Obviously a shock to most of the banks analysed would have very little 






banks  portfolio  causes  noticeable  spillovers,  positive  and  persistent  to  the 
Commercial Bank E and negative to Investment Bank A. In both cases the spill‐
overs go up to 15 percent of the initial negative shock. A similar picture results 
when the  investment banks portfolio  is negatively shocked.  In this case how‐
ever  Investment Bank A experiences a positive spillover of up  to 17 percent. 
Investment Bank C shows  the highest negative spillover originating  from  the 
investment bank portfolio of up to 16 percent. When a negative shock  is  im‐
posed  upon  insurance  companies,  there  are  only  negative  spillovers  to  the 
individual banks, except for Investment Bank A. The  largest negative spillover 







without  intercepts,  are  sequently  calculated  observation  by  observation.  The  resulting 
series can be  interpreted as the exclusive effect of the shock  in one  institution or as the 
difference compared to the non‐shocked series (where all values remain at zero). 
58A shock of one unit  in VaR would  indeed represent bankruptcy  in reality, but since the 





lysed banks “over‐respond” to the  initial shock  in VaR such that their VaR  in‐
creases disproportionately. The highest spillover, which, however, decays rela‐
tively  fast, occurs  to  Investment Bank C,  reaching up  to 225 percent of  the 
initial  shock  value.  Commercial  Bank  E  and  Investment  Bank  B  suffer  from 
more persistent risk spillovers of up to 198 percent and 191 percent respec‐
tively.  Investment Bank D  shows  a  somewhat  smaller  reaction of up  to 155 
percent which is still the most persistent and remains apparent even after 100 
hypothetical trading days. Investment Bank A experiences the lowest and least 
persistent  spillover  effect, which  still  amounts  to  146  percent  of  the  initial 
shock. While the small spillover effects  from the other  financial sectors build 
slowly  and  abate  slowly,  the  impulse  response  functions  from  hedge  funds 
explosively  reach extremes no  later  than after 20  trading days and  then  re‐
treat markedly; but due to the sheer extent of the responses, the effects re‐
main large for a longer time period. 
Finally,  Figure  37  presents  the  spillover  diffusion  from  and  to  investment 
banks when the system is estimated without separate treatment of individual 
banks. A negative shock to the risk of investment banks causes only very mod‐
erate reactions of the other  institution portfolios, as depicted  in the  left part 
of  the  figure. The  spillover  to  insurance  companies  is  at most 5 percent,  to 
commercial banks at most 8 percent and to hedge funds there is almost none. 
However, as shown in the right part of the figure, investment banks as an insti‐
tutional group are clearly exposed  to  risk spillovers  from hedge  funds, while 
being insensitive to the other portfolios. The investment bank portfolio reacts 
by up  to 33 percent of  the  initial  shock  to  the VaR  shock of  the hedge  fund 
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financial  institutions and especially  for  investment banks. The spillover  to  in‐
vestment banks originating  from hedge  funds  is  substantial  and  the highest 
among the portfolio coefficients. The spillovers to single investment banks are 
even several times higher. Via feedback effects a shock to VaR of hedge funds 















Shock from Investment Banks to other Insititutions
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Spillovers from other Insititutions to Investment Banks
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translates  into  spillovers  to  investment banks  culminating  in up  to over  two 
times the initial shock. 
Altogether it seems that investment banks show significant systemic risk spill‐
overs  to other  financial  institutions, but compared  to  the  influence of hedge 
funds,  these  effects  are  relatively  small.  This  influence  is  especially high  for 










The  global  financial  crisis  demonstrated  the  inadequacy  of  the  regulatory 
framework  regarding  the  financial  system’s  stability  and  showed  very  large 
negative effects on the real economy. In the aftermath of the crises the G‐20‐






The main  concerns  regarding  the new  regulatory  rules are based on  the as‐


















aspires  to  provide  an  overview  of  the most  relevant  considerations, which 
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predominantly  reflect assessments  found  in  the academic  literature. Specific 
considerations of the magnitude of regulatory changes for investment banking 
segments and their  interaction with economic growth have not yet been dis‐
cussed.  Some  practitioner‐oriented  studies  identify  potential  osculation 
points, which we will also highlight in this study.  
We draw on own  results of a preceding project on  the  impact of policy pro‐









der  to obtain  their expectations on  financial markets and  the economy. The 
responses  give  us  a  qualitative  estimation  of  costs  and  benefits  of  specific 











title  “Assessment  of  the  Cumulative  Impact  of  Various  Regulatory  Initiatives  on  the 
European Banking Sector”. 
60  The  average  expected  impact  is  a  relative measure.  It  is  calculated by weighting  the 
answers of  respondents  to  the question of how  the  selected  regulatory measures  influ‐
ence  the costs  for banks and  their credit supply  to companies. To calculate  the average 







On  the other extreme, although  respondents  to  the ZEW  survey on average 
expect OTC clearing through CCPs to generate higher costs for banks, they also 
expect  the supply of credit even  to  rise slightly. This assessment may  reflect 
the reduction of counterparty risk associated with OTC clearing through CCPs 
(Schröder et al., 2011). 





At  the G20 summit  in November 2010  the heads of government endorsed a 
new regulatory  framework  for  the banking system, which  led  to  the Basel  III 
reform package. The new framework  is designed to strengthen global capital 
and  liquidity  regulations  for  a more  resilient  banking  sector,  and  to  enable 






taken since the  implementation of Basel  II  in 2004. At the EU  level, the Com‐
mission has put forward the CRD IV proposal, published in July 2011. Based on 
the Basel  III framework,  it  is amended regarding measures on corporate gov‐
ernance (i.e. remuneration of investment bankers) and the penalties. Basel III 
is  to  be  transposed  into  national  law  by  the  end  of  2012  and  can  be  fully 
phased in by January 2019.  
Basel II plus 




transposed  into  regulatory  law via CRD 3 and CRD 2, which are supposed  to 
result in national law before the end of 2011. According to the Basel Commit‐
tee, the switch from Basel II to the revised Basel II plus rules implies the multi‐
plication  of minimum  capital  requirements  for  trading  books  by  an  average 
factor of between three and four rules on trading books. It is especially based 
on  the measures of using  stressed VaR models,  incremental  risk charges,  in‐
creased weights for complex securitization transactions and the application of 




The new  regulation covers both micro‐prudential measures on  the  level of a 
single bank, as well as macro‐prudential measures aimed at strengthening the 
resilience  of  the whole  financial  system  by  addressing  the  pro‐cyclicality  of 











of  the quality  in  the  tier‐1  capital. An  agreement has  also been  reached on 
introducing an internationally harmonized leverage ratio threshold that serves 
















aggregate  credit  growth.  The  countercyclical  capital  buffer  will  range  from 
zero to 2.5% of risk‐weighted assets.  
The proposed common reference point for taking decisions about countercy‐










2013  and  to  the Net  Stable  Funding Ratio  (NSFR)  by mid‐2016.  The  LCR,  including  any 





It  is also proposed  to  introduce additional measures  to  limit and control  the 




































Impacts  of  higher  Capital  Requirements  on  Capital  Lending  and  Economic 
Growth 
How will banks adjust to new higher capital requirements? An assessment of 
the  direct  joint  effects  of  several  new  capital  regulations  on  funding  and 
changes  in banks’ business  is complex. The range of estimates of the  impacts 
of  Basel  III  on  lending  rates,  volumes  and  economic  activity  is  quite  broad. 
Academic studies on  the  implications of Basel  III  for banks and  the economy 









incur no  increase of  the weighted average costs of capital  (WACC). But  they 
could also,  for example, add  their  “old” buffers on  top of  the new  required 
minimum capital, holding again the same absolute or relative buffer as in the 
past.  
In addition, prior  to  the agreement on  the Basel  III regulation, banks had  in‐
creased  their  capital  ratios  relative  to  the  levels  before  the  financial  crisis. 









theorem  and  its  applications  to  the  capital  costs  of  banks.  They  argue  that 
there  is no evidence that higher capital requirements  force banks to operate 
at a suboptimal scale and  to  restrict  lending. They also deny  the notion  that 
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increased equity  requirements  raise  funding  costs  for banks due  to  a  larger 
equity  buffer.  Shareholders  have  incentives  to maintain  a  high  leverage  for 
banks, because  they benefit  from government subsidies  that  reward debt  fi‐
nancing  (and penalize equity  financing by e.g. corporate  taxes). These  subsi‐
dies would be reduced if equity capital requirements were increased with Ba‐








There  are only  a  few  studies which  empirically estimate  these  relationships 
explicitly.68 For example, an additional capital requirement for SIFIs of 2.5 per‐
centage points would, according to the results of Kashyap et al. (2010), lead to 
an  increase  in  loan  rates between 0.08 and 0.11 basis points and,  thus,  to a 
permanent decrease in annual GDP growth of about 0.02 (US) and 0.04 (Euro 
area) basis point. Kashyap et al. (2010) argue that, however, due to high com‐
petition even  small  increases  in capital costs could  lead  to  shifts of business 
activities  from banks  to  the  shadow banking  sector. As  a  consequence  they 
also recommend implementing higher regulatory standards for shadow banks 
such as hedge funds, private equity funds, money market funds etc.  
















Cosimano  and Hakura  (2011)  use  firm‐level data  to  show  that  banks would 
need to raise  lending rates by 16 basis points  in order to meet Basel  III mini‐
mum  capital  requirements.  Adding  the  capital  buffer  and  SIFI  surcharges 
would increase lending rates by a total of 71 basis points. Since banks usually 
hold  equity  buffers well  beyond  the  regulatory minimum,  the  total  impact 
could be an increase in lending rates by as much as 84 basis points. They also 
estimate  that  the  16  basis  point  increase  in  lending  rates would  produce  a 




tal  requirements  on  economic  output with  consolidated  country‐level  data. 
Despite  the difference  in  the  system  structures and  funding across  the euro 
area,  the US and  Japan,  the estimated effects  fall  in a  relatively close  range. 
They  suggest  that  the economic output  is mainly affected by an  increase  in 
bank  lending  rates  as banks pass  rising  funding  costs on  to  their  clients.  To 
meet the capital requirements effective in 2015 (2019) banks are estimated to 
increase their  lending spreads between 12.3  (63.6)  in the US and 18.6  (54.3) 
basis points in the euro area. The estimated impacts on GDP are larger in the 
euro area mainly as a consequence of a greater share of bank  lending  inter‐
mediation. The authors estimate  that a permanent  increase  in bank  lending 
rates by 100 basis points should decrease annual GDP growth permanently by 
0.18 for the US, 0.27 for Japan and 0.42 basis points for the euro area.  



























Thus,  there  is  still much  room  for a  lively debate on  the optimal amount of 
equity a bank should hold in order to be able to absorb losses due a financial 
crisis. Overall, the results of many recent research and policy recommendation 
















markets.  Changes  in  the  funding  ratio  could make  long‐dated  (low‐margin) 
public finance  less attractive for  investment banks, as well as businesses that 
do not generate  liquid  collateral,  such as  infrastructure  finance or  segments 
for small and middle sized corporates.  Infrastructure projects may seek to be 








sequence  they  claim  that  also  the  shadow  banking  sector  should  be much 
stricter  regulated  to  avoid  regulatory  arbitrage  between  banks  and  near‐
banks. 
Key advisory experts  in  the  infrastructure business could also migrate  to  the 
blooming non‐banks and extract value from the shift in activity.  
Despite  the  objective  of  establishing  a  homogenous  level  playing  field  for 
banks  in Europe,  in reality, countries could  take different paths  in key  issues 
and additional competition especially for investment banks. There is scope for 

























G‐20  leaders agreed  in September 2009  that all  standardised OTC derivative 
contracts  should  be  traded  on  exchanges  or  electronic  trading  platforms, 
where appropriate, and cleared through central counterparties  (CCPs) by the 
end of 2012. Furthermore,  in order  to  increase  transparency, OTC derivative 
contracts will have to be reported to trade repositories.75   
Benefits of reporting to trade repositories and costs for financial institutions 
Such an obligatory  report on all OTC  transactions  to  trade  repositories  (TRs) 
would allow for a central collection, storage and dissemination of information 
in a consistent  fashion. Besides revealing  the concentration of risk‐taking ac‐


























is  replaced by  contracts with  the CCP.  The  novation  process  leads  to  lower 
interconnectedness between the counterparties since the counterparty credit 
risk of  the market participants  is  replaced by  the credit  risk of  the CCP. CCP 




the  losses  resulting  from  the original bilateral netting  across  various deriva‐
tives classes with pairs of counterparties.79 The main advantage of multilateral 
netting of contracts  is  the reduction  in settlement risk on delivery date. Fur‐
thermore,  regular margin  calls  avoid  pressure  on  participants  arising  from 
large margin calls  in case of  infrequent exposure valuation and  situations of 
high market volatility. Among the most important arguments in favour of CCPs 
are  the possible default  resolutions: CCP  clearing not only allows  regulatory 
capital savings – a default fund also permits mutualisation of losses among the 
clearing members. Besides, multilateral netting has  the potential  to  increase 




Warehouse Trust) and one  for  interest  rate derivatives  (TriOptima's  Interest Rate Trade 
Reporting Repository, IR TRR), the latter was launched in 2010. 
77 See European Commission (2010f). 






hanced operational processes associated with CCP  clearing also  lead  to effi‐
ciency gains. These gains can stem  from reduced counterparty credit evalua‐
tions and on‐going credit exposure monitoring, since the parties are no longer 
prone  to  a multitude  of  bilateral  trading  agreements  and  associated  credit 





The benefits  from multilateral netting  and  counterparty  credit  risk manage‐




collateral when  required  to move eligible contracts  to CCP clearing.82 Poten‐











82 According  to  the  ISDA Margin Survey  (2011) about $1.1  trillion  (30%) of exposures  in 
OTC derivatives remain uncollateralised.  I.e.  the amount of collateral  is, on average,  too 
low compared to the level of counterparty credit risk. However, the actual level of collat‐
eralisation of exposures may be even  lower, as an ECB study ("Credit Default Swaps and 









A disadvantage of CCP clearing  is  its need  for standardisation  in  the clearing 
process. When forced to use standardised OTC derivatives, participants might 
be unable to hedge sufficiently which might lead them to engage in a bilateral‐
ly  cleared  customised  OTC  transaction  in  the  end.  However,  the  European 
Commission decided  to  focus on contract standardisation  (i.e. standard  legal 
relationships,  confirmation  agreements, documentation, market  conventions 




with  low  levels of  standardisation comes at  the cost of a  low automation of 
processes, which in turn increases operational risk.85 
Costs of OTC Derivatives Regulation for Other Parties 
The new  regulation on OTC derivatives also affects  SMEs,  society  in general 
and  competitiveness.86  Although  for  SMEs  a  direct  impact  is  not  expected 
since SMEs are exempted from the regulatory proposals as long as their posi‐
tions  in OTC derivatives do not exceed certain  thresholds an  indirect  impact 
due  to higher cost of hedging and of capital  is  likely. Concerning  the overall 
social  impact, the regulation’s potential to decrease systemic risk can reduce 
the effect of future financial crises on the real economy and thereby also re‐
duce  the  social  costs  of  these  crises. A more  critical  aspect  is  the  potential 
impact on competitiveness. On  the  level of market participants CCP clearing 
can be  a  chance  for  small banks  since  they have  the  same  access  as  larger 
banks. Taking a broader perspective and considering the global nature of the 




















the participants  foresee no change  in costs, and  roughly 40% of  the experts 












in  response  to  the  financial crisis  in 2008 and  the Greek bond crisis  in 2010. 
The  European  Commission’s  proposal88  COM(2010)482  for  a  regulation  on 
short selling and certain aspects of credit default swaps (CDS)  intends to har‐













kets  and  short  selling.89  It  is however widely  agreed upon  that  short  selling 
does not cause crashes but has the potential to increase their magnitude. But 
the  theoretical  literature also  indicates  that  short  selling  fosters market effi‐
ciency. More precisely,  it helps  to mitigate overpricing  and  contributes  to  a 
faster transmission of information into market prices.90  
The main benefit of credit default  swaps  is  that  it allows  investors  to  insure 
(hedge) default risks of sovereign or corporate debt. The fact that CDS, in con‐
trast to common insurance, are traded in a market creates a second important 
benefit. CDS  spreads are  indicative of a  fair pricing,  i.e. a market pricing, of 
debt. However, there is concern that speculators can destabilise bond markets 
by betting on the default of the underlying.  If a CDS  is excessively bought for 
the purpose of  speculation  (not  for hedging)  it  is  feared  that an  increase  in 
CDS spreads could also increase bond spreads.  
The Commission’s proposal contains a system of circuit breakers and tempo‐
rary  short  selling  bans  to  deal with  the  negative  impact  of  short  selling  on 
markets. The circuit breaker rule gives national authorities the power to pro‐
hibit short sales of a financial instrument whose price has fallen below a speci‐















The  Commission’s  proposal would  grant  national  regulators  new  powers  to 





regulation. A significant deterioration of market  liquidity was  found  to result 
from  the  temporary  short  selling  bans  imposed  in  September  2008.91  
A  further measure  is a ban on naked CDS on sovereign bonds.  If  the default 
probability of a sovereign bond  increases or a default occurs, parties holding 
CDS will either profit  from  the  increasing value of  their position or  the pay‐
ment of the principal amount. Since CDS prices reflect the default risk of the 
underlying bond, an  increase  in the CDS premium  leads to higher risk premi‐
ums  for  future  issues of  the underlying and a decline  in prices on  the bond 
markets.  Therefore,  regulators  and  governments  are  concerned  about  the 
incentives of CDS traders. Possibly they speculate on default or at least try to 
increase the return of a bond. However, this coherence is not reflected in em‐


























ing  activity  prior  to  earnings  announcements  and  the  post  announcement 
change  in share price has been empirically established.93 This seems to  imply 
that short traders are better  informed which may be  interpreted as evidence 
for  insider  dealing.  The  Commission’s  proposal  offers  a  set  of measures  to 
tackle  the  transparency deficiencies and  its  consequences. A key problem  is 
the extent of disclosure, in particular whether short selling should be disclosed 
only to the regulator or to the public as well, and what exemptions should be 
granted.  Disclosing  information  to  the market  reduces  asymmetrical  infor‐
mation between  informed and non‐informed traders. Hence  it  is argued that 
greater transparency contributes to more efficient price discovery.  
However,  as  explained  in  the  European  Commission’s  Impact Assessment94, 
market  participants  have  expressed  the  concern  that  liquidity may  suffer  if 
non‐informed traders started to use short selling strategies and perform herd‐
ing. However,  according  to  the  Impact Assessment  the  proposal  provides  a 
relatively  high  threshold  for  public  disclosure,  concerns  about  a  drastic  de‐
crease of liquidity should be mitigated. The liquidity constraining effects of the 
transparency  requirements  are  furthermore mitigated  by  the  exemption  of 
market  makers  from  these  requirements.  Unfortunately,  exemptions  may 






















many bank  resolution  is part of  the Restructuring Act97,  in  the United States 
the respective rules are part of the Dodd‐Frank Act (Title II, Orderly Liquidation 
Authority).  For  the  United  Kingdom  the  Independent  Banking  Commission 
recently published their recommendations for a future law on bank restructur‐
ing and resolution.98 On a European level the European Commission conduct‐




future  financial  crises.  This means  that  in  future  crises  there  shall  not be  a 
public guarantee to rescue complete banking companies without a significant 
contribution of the shareholders and debt holders to covering the costs of the 











retail business of a bank  from  the  investment banking business. Both parts should have 
different minimum capital  requirements  (10%  for  the  retail and 17%  for  the  investment 
business). This separation shall make it easier to resolve banks in periods of crises. Where‐
as  the  retail part of  the business has  the highest  likelihood  to be  rescued  (due  to  their 






In  addition,  the proposed  restructuring processes  include bail‐in  capital  and 
CoCos101, which  shall  increase  the equity base of a bank by  converting debt 
into equity.  In the case of bail‐in capital the national regulation authority de‐
cides  in  specific  situations  that  (some part of) banks´ debt will be converted 
into equity. CoCos contain an automatic mechanism that converts the CoCos 
into equity. 







currently  in debate  amongst  academics  and politicians. There  is now  a  con‐
crete proposal  from  the European Commission  (2011). Financial  transactions 
taxes  (FTT, Tobin  tax) aim  to  stabilise  financial markets and  to  increase gov‐
ernments’  tax  revenues. Other  taxes  that will  be  levied  on  banks  (e.g.  the 




McCulloch and Pacillo  (2011) give a  comprehensive  literature  review on  the 

































for market participants. The  incidence of a Tobin tax  is yet fairly unclear. It  is 
only  clear  that  short  term  investors and  traders will pay  the bulk of  the  tax 



















currently  being  discussed,  such  as  a  financial  activity  tax  (FAT,  tax  base  = 
banks’ profits and (parts of) wage bill) or a financial stability contribution (FSC, 
tax base = total balance sheet or parts of the balance sheet, as e.g. the total 

















largely passed on  to  the  consumers of  financial  services.107 This effect  is  in‐
tended and helps to reduce short‐term trades in all financial markets.  
Regarding FSCs such as taxes based on the total balance sheet, little is known 
about  the  incidence.  Looking  at  the  international  comparison  of  proposed 
FSCs in KPMG (2011) there seems to be large variation in the details of FSCs in 




106 A FAT  tax  rate of 5%  is also proposed  in European Commission  (2011). For  the esti‐
mates of the tax revenues see IMF (2010: 68‐70). 
107 IMF (2010). 









many  the ministry of  finance expects annual  revenues  from  the bank  tax of 
about EUR 1.3 billion. This is about 0.053% of German GDP.109 This is a signifi‐
cantly higher amount  than estimated  for France  (EUR 0.5 billion  for 2011,110 
which amounts  to 0.026% of French GDP) but  lower  than  the estimated  tax 












the vector z . The vector  in  first differences,    tz ,  is explained by a combina‐
tion of the lagged variables in levels  1tz    and differences  t kz  . Additionally, a 
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individually  do  not  have  a  constant  reference  point  (or mean). However,  a 
combination of GDP and  credit volumes, e.g.  their difference, may  fluctuate 
around a constant value.  In this case, we have an equilibrium between these 
two variables. The number of independent vectors in the matrix  , reflected 

















0 (0) :  rk( ) 0H         versus     1(0) :  rk( ) 0H   , 
0 (1) :  rk( ) 1H         versus    1(1) :  rk( ) 1H   , 
… 
0 ( 1) :  rk( ) 1H K K        versus    1( 1) :  rk( )H K K   . 
The  testing  sequence ends as  soon as  the null hypothesis  0H   cannot be  re‐





described above,  0H   can be  clearly  rejected with a  significance  level of  less 
than 1 percent for rk = 0 and rk=1. The null hypothesis of rk = 2 can be reject‐
ed with a p‐value of 7,63%. The null hypothesis can no longer be rejected for 
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ΔK  ΔI  Δr  ΔS ΔB ΔY Δmm 
ΔK(‐1)  0.09  ‐0.082  2.466 ‐0.118 ‐0.305 ‐0.043 5.249*** 
ΔI(‐1)  0.035  ‐0.17  ‐3.409* ‐0.096 ‐0.156 0 0.151 
The Role of Investment Banking for the German Economy 
IV 
Δr(‐1)  0.001  0.01 0.093 0.006 ‐0.006 0.003  ‐0.122
ΔS(‐1)  ‐0.024  ‐0.178 2.04 0.079 0.439 ‐0.026  0.311
ΔB(‐1)  0.013  ‐0.042 1.415** ‐0.039 ‐0.099 0.002  0.504
ΔY(‐1)  ‐0.376  0.739 ‐4.666 ‐0.043 ‐0.466 ‐0.048  4.266


















Credit costs (r)  Corporate  bond  yields  with  
maturities above 3 years 
Bundesbank


























UTIL  Capacity  utilization measured  by  the  ratio  of  turnover  to 
total book assets 
GROWTH  Firm’s turnover growth
HHI  Industry  concentration  proxied  by  the  Herfindahl‐
Hirschman‐Index (HHI) for each two‐digit NACE Rev. 2 indus‐
try  code. HHI  is defined  as  the  sum of  the  squares of  the 
market shares of each company in an industry and year. 
POST  Dummy variable with a value of 1 for companies involved in 













   ‐2 to ‐1  ‐1 to +1  ‐1 to +2   ‐1 to +3  ‐2 to ‐1  ‐1 to +1  ‐1 to +2   ‐1 to +3 
ASSETS (No.)  234  156  112  84  465  261  137  81 
Percentage change  13.10%***  28.42%***  29.60%***  19.33%***  1.58%***  7.51%***  12.61%***  10.26%*** 
Industry adjusted  9.98%***  21.75%***  22.66%***  6.19%**  ‐1.71%  0.18%***  1.22%  0.00% 
Level (median) at year ‐1:    20,108           9,855          
DEBT (No.)  403  333  253  195  536  331  193  121 
Percentage change  ‐2.68%***  3.39%***  5.73%***  5.75%***  0.33%  ‐2.87%  ‐1.06%  ‐5.24% 
Industry adjusted  ‐0.88%***  5.86%***  10.76%***  12.08%***  1.79%***  0.34%  4.10%**  2.56% 
Level (median) at year ‐1:    47.11%           55.10%          
ROA (No.)  396  323  237  194  460  276  166  107 
Percentage change  ‐6.66%***  ‐16.23%***  ‐20.39%  ‐16.52%  ‐8.03%  ‐29.13%***  ‐30.21%*  ‐26.33% 
Industry adjusted  3.10%  0.00%  ‐1.63%  8.99%  0.71%  ‐16.33%**  ‐14.37%  ‐14.68% 
Level (median) at year ‐1:     6.77%           4.86%          
UTIL (No.)  378  314  235  189  431  252  161  103 
Percentage change  ‐0.22%  2.20%*  4.49%**  8.69%***  2.86%***  3.86%**  4.27%*  0.93% 
Industry adjusted  ‐0.8%  1.0%  2.21%*  4.84%***  1.62%***  0.3%  1.9%  ‐2.7% 










firms  as  acquirers or  targets. Due  to  the binary  character of  the dependent 
variable the logit model is the best suitable. In the next step, we calculate the 












All  explanatory  variables  for  the  companies  involved  in  a  transaction  corre‐
















one  if a company  is  involved  in a M&A and zero otherwise. The marginal ef‐
fects are evaluated at the sample means of the independent variables.  








SIZE  0.1231*** 0.02582*** 0.08605*** 
DEBT  ‐0.12101*** ‐0.02579*** ‐0.07925*** 
ROA  ‐0.34689*** ‐0.05349** ‐0.27204*** 
AGE  0.00788 ‐0.001 0.00961 
UTIL  0.02979*** 0.00431*** 0.02463*** 
GROWTH  ‐0.00209 ‐0.00702 0.00242 
HHI  0.05386 0.00871 0.03031 
Chi2  696.9873 257.0727 430.1804 
Year/Industry FE  yes  yes yes
No. observations  84,589 81,584 84,569
 
The  results  from  the multivariate  analysis  confirm  the  descriptive  statistics 
that  the  likelihood  to  become  a merging  firms  increases  significantly  with 
firm’s size and decreases with  firm’s  indebtedness. The  logit models provide 













POST  0.0280**  0.0296**  0.0579***  0.0600***  0.0074  0.0086 
SIZE  0.0001***  0.00008  0.0001***  0.0007  0.0007***  0.0004 
Yt‐1  0.2742***  0.2735***  0.2732*** 
R2  0.0111  0.0882  0.0113  0.0881  0.0113  0.0878 
N  290,197  280,731  286,847  277,456  287,894  278,475 
ROA 
M&A (all)  Acquirers  Targets 
POST  0.0161**  0.0184***  0.0095  0.0115  0.0219**  0.0248** 
SIZE  ‐0.00006***  ‐0.00006***  ‐0.00006***  ‐0.00005***  ‐0.00005***  ‐0.00007*** 
Yt‐1  ‐0.03703***  ‐0.0399***  ‐0.0412*** 
R2  0.0064  0.0073  0.0060  0.0072  0.0059  0.0071 
N  214,079  199,321  211,068  196,428  211,875  197,187 
UTIL 
M&A (all)  Acquirers  Targets 
POST  0.1095***  0.1125***  0.2150***  0.2170***  0.0246  0.0225 
SIZE  ‐0.0001**  ‐0.00005  ‐0.0006**  ‐0.00004  ‐0.0001*  ‐0.00004 
Yt‐1  0.0734***  0.0735***  .07244*** 
R2  0.0020  0.0079  0.0020  0.0079  0.0017  0.0075 
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