In this paper, we consider an extension of the well known PRAMmodel for parallel distributed-memory computers using local communications. We present scheduling algorithms for the execution of complete binary trees on hypcrcube, de Bruijn, linear and grid interconnection networks on this model. We also show that a two dimensional grid precedence graph can be executed in optimal time on all these networks.
Introduction
The increasing development of parallel machines leads the computer scientists to search for efficient parallel algorithms. Many new parallel algorithms have been proposed in the literature within the well-known PRAM model [7, 8] . PRAM is an execution model for algorithms on shared-memory parallel machines, where the access time from any processor to any memory location is constant. An algorithm is called efficient if it runs in polylogarithmic time using a polynomial number of processors and NC is the class which contains all the problems that can be solved by such an efficient algorithm.
Unfortunately, the assumption that the access time from any processor to any memory location in constant time is unrealistic according to the current state of technology. In fact, when a large number of processors is used, the memory is distributed among the processors and the communications are made through an interconnection network. This means that the time complexities of the algorithms within the PRAM model cannot be achieved because of the communication delay [11] . This delay depends on the data routing through the interconnection network. It is then obvious that, in order to implement efficiently algorithms on distributed-memory parallel computers, the PRAM model has to be extended. Ti and Tj are executed on two different processors. Ti is called a predecessor of task Tj. The precedence graph which is a Directed Acyclic Graph (DAG) is directly built from the constraints among the tasks. In a precedence graph, we define as length of a path, the total time needed for the execution of all the
