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ABSTRACT
This paper introduces the First International Workshop on
Mobile Social Signal Processing (SSP). The Workshop aims
at bringing together the Mobile HCI and Social Signal Pro-
cessing research communities. The former investigates ap-
proaches for effective interaction with mobile and wearable
devices, while the latter focuses on modeling, analysis and
synthesis of nonverbal behavior in human–human and human–
machine interactions. While dealing with similar problems,
the two domains have different goals and methodologies.
However, mutual exchange of expertise is likely to raise
new research questions as well as to improve approaches in
both domains. After providing a brief survey of Mobile HCI
and SSP, the paper introduces general aspects of the work-
shop (including topics, keynote speakers and dissemination
means).
Categories and Subject Descriptors
A.0 [General]: [Conference Proceedings]; J.4 [Social and
Behavioral Sciences]: [Psychology, Sociology]
General Terms
Human Factors
Keywords
Mobile HCI, Social Signal Processing
1. INTRODUCTION
Conversation is the “primordial site of human sociality
and social life” [24]. Thus, it is not surprising to observe
that mobile phones, allowing one to talk with virtually any-
body at virtually any moment, have pervaded our everyday
life more quickly and deeply than any previous technology.
However, while becoming a preeminent form of social inter-
action, mobile phone conversations have been the subject of
limited investigation from both a psychological and techno-
logical points of view [3, 12]. The reason is not only that
the diffusion of mobile phones is a relatively recent phe-
nomenon, but also that phone conversations have tradition-
ally been considered nothing more than particular cases of
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face-to-face conversations, characterized by speech being the
only information at disposition, in contrast with actual face-
to-face conversations where humans are known to exchange
not only words, but also a wide spectrum of nonverbal be-
havioral cues accounting for social, affective and relational
phenomena [10, 19, 22].
This leaves open a major gap in the moment where two
important phenomena take place in the scientific and tech-
nological landscape. The first is that nowadays standard
mobile phones contain a large number of sensors (e.g., GPS,
accelerometers, magnetometers, capacitive touch and, in the
near future, pressure sensing). Also the increasing process-
ing power and the potential to use server-side processing
allows the use of algorithms previously considered only pos-
sible on powerful PCs, capturing, with unprecedented depth
and precision, context and behavior of their users (e.g., po-
sition, movement, hand grip behavior, proximity to social
network members, gait type, auditory context). This be-
havior can also potentially be compared with large numbers
of other users, to categorise the style of interaction [20].
The second is that automatic analysis, synthesis and under-
standing of verbal and nonverbal communication, typically
captured with multiple sensors, is one of the hottest topics
in the computing community. This applies in particular to
Social Signal Processing (SSP), the new, emerging domain
aimed at bringing social intelligence in machines) [28, 29].
The rest of the paper is organized as follows: Sections 2
and 3 provide brief surveys of SSP and Mobile HCI, re-
spectively, Section 4 introduces goals and research questions
addressed by the workshop, Section 5 describes the dissemi-
nation means that will be used to ensure proper diffusion of
the workshop content, and Section 6 briefly introduces the
keynote speakers.
2. SOCIAL SIGNAL PROCESSING
SSP is the new, emerging domain aimed at bringing so-
cial intelligence in computers through analysis and synthe-
sis of nonverbal behavior in social interaction [28, 29]. The
rationale is that nonverbal behavioral cues (e.g., facial ex-
pressions, postures, gestures, vocalizations, etc.) in human-
human communication convey social signals, i.e. the mu-
tual relational attitudes exchanged between people involved
in interactions (e.g., empathy, hostility, agreement, domi-
nance, etc.) [2, 1]. In other words, nonverbal behavioral cues
are used as a physical, machine detectable evidence of social
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phenomena non-otherwise accessible to human perception
and machine sensing [27].
The SSP approach is supported by several decades of re-
search in social psychology showing that nonverbal commu-
nication is the channel through which we perceive social as-
pects of our interactions [10, 19, 22]. While no dictionary of
nonverbal behavioral cues can be built, i.e. it is not possible
to associate each cue with a precise social signal (e.g. a smile
with sympathy or a frown with hostility), still the attitude
people infer from a given constellation of cues tends to be
consistent and coherent at least for a given culture or social
context. The same applies, symmetrically, to the cues peo-
ple display to others when they want to communicate their
attitude [21, 17].
The above means that nonverbal cues, when detected with
cameras, microphones and any other suitable sensor, can be
used to infer social signals via probabilistic approaches. Fur-
thermore, it means that nonverbal cues, when synthesized
via artificial faces, voices or other forms of embodied agents
can elicit the same kind of social perceptions they elicit when
they are displayed by humans.
The main technologies involved in SSP are as follows:
• Data capture. The sensors used for capturing interac-
tions determine the kind of analysis that it is possible
to perform (if only microphones are used, no facial ex-
pression analysis can be performed) and influence the
ecological validity of the data (if sensors are intrusive,
people might be less spontaneous). Possible experi-
mental apparatuses range from the webcam available
on an ordinary laptop to a fully equipped smart meet-
ing room [7], depending on the particular application
targeted.
• Person detection. Technologies like speaker diariza-
tion [26] and face detection [30] allow the identification
of those parts of the data, typically audio and video
recordings, that correspond to a person. This step is
important because it helps to associate nonverbal be-
havioral cues extracted from a given part of the data
with a given person.
• Nonverbal behavioral cues detection and synthesis. Tech-
nologies like facial expression analysis [31], gesture recog-
nition [14], prosody analysis and synthesis [25], etc., al-
low one to automatically detect nonverbal behavioral
cues in signals. In synthesis scenarios, nonverbal be-
havioral cues are artificially generated via expressive
speech synthesis, artificial faces, Embodied Conversa-
tional Agents, etc [8].
• Social Behavior Understanding In analysis scenarios,
nonverbal behavioral cues as detected in data are used
to infer social signals, i.e. relational attitudes, us-
ing probabilistic approaches such as Graphical Models,
Neural Networks, Support Vector Machines, etc [6, 11].
The social phenomena most commonly addressed so far in
SSP are roles, personality, dominance, agreement and dis-
agreement, emotions, politeness, etc.
3. MOBILE HCI
Mobile Human–Computer Interaction (HCI) is the study
of how humans interact with mobile devices, and how that
empowers them and allows them to interact with their en-
vironment and social network [13]. Modern mobile devices
have long since moved beyond basic voice and text commu-
nications, and are now equipped with significant sensing and
processing ability [4, 5]. The small size of these devices, the
reduced input capability and the diverse usage situations are
key challenges in the design of mobile systems. Evaluation of
such systems in realistic settings is difficult, especially when
the impact of the design on social aspects is an important
factor [18, 9].
This mobility and diverse usage does, however, provide
interesting new research opportunities to measure and in-
fluence social interactions in ways that would have been
extremely difficult only a few years ago. Modern mobile
devices can sense movement, muscle tremor, location, prox-
imity of other devices, can sample audio and video signals
and magnetic field disturbances. This gives us opportunities
to record in greater detail than ever before human activity,
including that of social interactions [16, 15]. It also allows us
to design experiments which can stimulate users in specific
contexts, allowing a trade-off between realistic conditions
and experimental control [23]. Potential benefits for Mobile
HCI research from the SSP community include the use of
techniques to help infer emotional consequences for users of
different mobile interaction designs.
4. GOALS AND RESEARCH QUESTIONS
This workshop gathers, for the first time, researchers ac-
tive in the communities that have dealt, so far separately,
with the two phenomena described earlier:
• Social Signal Processing, including analysis, synthe-
sis and modeling of verbal and nonverbal behavior in
human-human communication.
• Mobile Human Computer Interaction.
This is expected to extend the investigation area of the two
domains and identify a number of research questions that
not only promise to bring significant novelty in both SSP and
Mobile HCI, but also require the application of knowledge
from both domains to be effectively investigated:
• Is it possible to integrate the input of mobile phone
sensors in current approaches for automatic analysis
of social phenomena in conversations? If yes, does this
allow a better understanding of human-human com-
munication in general and mobile phone conversations
in particular? Are there differences between face-to-
face and phone mediated conversations? If yes, what
are the differences? Do the methodologies applied for
analyzing conversations need to be changed?
• Does context influence the communication behavior of
people talking on the phone? If yes, what are the most
important contextual factors? Does the context mis-
alignment between people talking on the phone influ-
ences negatively the quality of conversation? If yes,
is it possible to smooth the effect? Is it possible to
detect the context? Are there contextual factors that
are more important than others? If yes, which ones?
• Does the transmission of nonverbal behavioral cues,
so important in face-to-face communication, improve
phone conversation experience? Is it possible to make
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speakers aware of the context of their interlocutors? If
yes, does this improve overall conversation experience?
• Does a better understanding of communication behav-
ior influence the design of mobile phones? Can mo-
bile phones enhance and support human-human com-
munication? Are mobile phones sufficiently human-
centered? If not, what do they miss?
• Can we evaluate how the use of a mobile phone affects
the key social interaction variables of“trust”and“com-
petence” evaluation?. What effects do the reduced fre-
quency range, delays during interaction and effect of
external disturbances have on perception of voice qual-
ities? Can we deliberately alter the channel properties
to transform perception of trust and competence?
• Can we create metrics which help us evaluate the effect
on social interaction of augmenting the voice channel
with other feedback channels?
• Can we create non-vocal, but embodied interaction
techniques which are appropriate for mobile use (e.g.,
mapping gestures to sounds or haptic feedback)?
• What would be the ethical issues related to the every-
day use of in-hand, automated social signal analysis?
5. DISSEMINATION
The workshop will be funded by the Social Signal Process-
ing Network (http://www.sspnet.eu), a European network
of excellence aimed at fostering SSP research in Europe.
This will help to increase the impact of the workshop and
will ensure that awareness about Mobile HCI issues will be
diffused throughout a large community of researchers work-
ing on the analysis of human behavior. Correspondingly, the
presence of the SSPNet at Mobile HCI will ensure that in-
formation about SSP, and more in general human behavior
analysis, will be disseminated in the Mobile HCI commu-
nity. The workshop presentations will be recorded and they
will be posted on the SSPNet Virtual Learning Center1, a
repository of lectures and presentations visited, on average,
by 30 people per day. This will guarantee the maximiza-
tion of the workshop impact in the months following the
event. Furthermore, the proceedings of the workshop will
be published as a volume of the Springer Lecture Notes in
Computer Science.2
6. KEYNOTE SPEAKERS AND PANEL
The workshop includes two keynote talks aimed at cov-
ering some of the most important aspects of the workshop,
the analysis of human-human communication in conversa-
tion and the analysis of large-scale group behavior via mobile
phones. The first aspect will be presented by Jens Allwood3,
from the University of Go¨teborg. Prof. Allwood will illus-
trate his view on human-human communication as it has
been developed during 4 decades of investigations dedicated
to linguistics, pragmatics, semantics, intercultural commu-
nication, etc. Furthermore, Professor Allwood will assess the
1See http://sspnet.eu/virtual-learning-centre/
2See http://www.springer.com/computer/lncs?SGWID=
0-164-0-0-0
3See http://www.ling.gu.se/~jens/
role of Mobile HCI technologies as an instrument for further
investigation of conversation, possibly under a perspective
not explored so far.
The second aspect will be presented by Juha Laurila from
the Nokia Research Centre in Lausanne.4 The main mis-
sion of the center is rich context modeling: “Rich context
is characterized by the use of a wide range of sensed and
historic information, aggregated into a coherent model of a
user’s state and surroundings; including things like their lo-
cation, motion, weather, connectivity options, and proximity
to others. This data and its analysis form the backbone for a
new class of services in areas like weather, traffic, wellness,
or entertainment.”5 In particular, Dr Laurila will show how
data captured with sensors embedded in mobile phones help
to model the behavior of large groups of individuals (their
acquaintances, their habits, etc.).
The workshop will include as well a panel where the inte-
gration between SSP and Mobile HCI will be discussed not
only by attendees and keynote speakers, but also by Scott
Jenson (director of mobile search at Google) and by the or-
ganizers of the workshop, Rod Murray-Smith (University of
Glasgow), and Alessandro Vinciarelli (University of Glas-
gow and Idiap Research Institute), coordinator of the Social
Signal Processing Network (http://www.sspnet.eu).
7. CONCLUSION
As mobile phones are one of the most important instru-
ments of our social life, the cross-pollination between Mobile
HCI and Social Signal Processing is likely to foster on one
hand a better understanding of the way people interact via
phone and, on the other hand, of how to make mobile phones
more social interaction centered. This workshop is a first
step towards better integration between the two domains
and identification of new, promising research directions.
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