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ABSTRACT
In this paper, we study distribution of the zeros of the Alexander polynomials of knots
and links in S3. We call a knot or link real stable (resp. circular stable) if all the zeros of
its Alexander polynomial are real (resp. unit complex). We give a general construction
of real stable and circular stable knots and links. We also study pairs of real stable knots
and links such that the zeros of the Alexander polynomials are interlaced.
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40. Introduction
Let H ⊂ C be an open right half-plane, i.e., {α ∈ C|Re(α) > 0}, or an open
upper half-plane, i.e., {α ∈ C|Im(α) > 0}. Let f(z1, · · · , zn) ∈ C[z1, · · · , zn] be a
polynomial in n variables, z1, · · · , zn. We say that f(z1, · · · , zn) is H-stable if for
any values αj ∈ H, 1 ≤ j ≤ n, f(α1, · · · , αn) 6= 0. If H is an open right half-plane,
then f is called Hurwitz stable. If H is an open upper half-plane, then f is called
a stable polynomial, and further, if f is a real polynomial, f is sometimes called
real stable. The theory of stable polynomials has a long history, but the recent
development of this theory is very impressive and is summarized in a remarkable
survey article [32].
The purpose of this paper is to provide a recent study on various stabilities of
the Alexander polynomials of knots or links in S3. The study was motivated by our
desire to answer a question (later called conjecture) posed by Jim Hoste in 2002.
He asks if the real part of each zero of the Alexander polynomial ∆K(t) of an alter-
nating knot K is larger than −1. It is exactly a question whether ∆K(−(t+ 1)) is
(strongly) Hurwitz stable for an alternating knot K. The question leads us to other
problems on stabilities of the Alexander polynomial of a (not necessarily alternat-
ing) knot. For example, since the sequence of the coefficients of a stable univariate
real polynomial under a certain condition is unimodal, we see immediately that the
stable Alexander polynomial of an alternating knot satisfies Trapezoidal Conjec-
ture, one of the outstanding conjectures that still remains open. In [22], it is shown
that many 2-bridge knots or links satisfy Hostefs Conjecture. Further, a few more
subtle theorems on Hurwitz stability and real stability of the Alexander polynomials
of 2-bridge knots or links are proven.
In this paper, knots or links are not necessarily alternating, and we discuss
stabilities of the Alexander polynomials of knots or links, and further, we discuss
the third stability, called circular stability, of the Alexander polynomials of knots
or links.
This paper is organized as follows. It consists of two parts. The first part, consist-
ing of Sections 1-3 is a quick review of various types of stable polynomials. Almost
all materials in this part are taken from various known sources and hence proofs are
entirely omitted. The rest of the paper forms the second part of the paper. In Section
4, first we introduce new notations and various terminologies and then we prove a
couple of propositions on matrices. We use these propositions as basic tools to prove
many theorems in this paper. For convenience, we say that a knot or link is H-stable
if its Alexander polynomial is H-stable. In Section 5, we review some connections
between stable Alexander polynomials and various conjectures in knot theory. In
Sections 6 and 7, we study real stable Alexander polynomial of a knot or link. The
proto-type is a 2-bridge knot or link. As is shown in [22], a 2-bridge knot with
an alternating continued fraction expansion, i.e., [2a1, 2a2, · · · , 2am], ajaj+1 < 0, is
always stable. By generalizing these knots, we construct more general stable knots
in these sections. In Section 8, we discuss some exceptional stable 2-bridge knots
5or links which have non-alternating continued fraction expansions. We discuss the
stability of the (2 variable) Alexander polynomials of such links in Section 16. One
of the important properties of stable polynomials is the “interlacing property” of
the zeros. In Sections 9 through 11, we discuss this property, first, for 2-bridge knots
or links (Section 9) and then for a generalization of 2-bridge knots, which we name
quasi-rational knots (Sections 10 and 11). In Section 12, we study circular stable
polynomials. A real polynomial f(z) is called circular stable (or c-stable) if all the
zeros of f(z) lie on the unit circle, i.e., |α| = 1 for any zero α of f(z). The Alexander
polynomial of a special alternating knot is always c-stable. But, many non-special
alternating knots also have the c-stable Alexander polynomial. In this section, we
give a systematic way to construct c-stable knots or links. These knots or links
are in general not alternating. Now for convenience, we call a real polynomial f(z)
bi-stable if the zero of f(z) is either real or unit complex number. In Section 13, we
prove that 2-bridge knots of a certain special type are bi-stable. A proof of the bi-
stability of a polynomial is rather complicated. To show the real stability, a Seifert
matrix plays a key role, but to show the bi-stability, the interlacing property of the
zeros is crucial. Bi-stable knots or links appear implicitly in [15] and others. Salem
fibred knots are a special type of bi-stable knots. We briefly discuss them in this
section. In Section 14, we study a Mobius transformation ϕ : C∪{∞} −→ C∪{∞}.
There is one special Mobius transformation ϕ that relates the Alexander polyno-
mial ∆K(t) of a knot K to Hosokawa polynomial ∇L(K)(t) of a link L(K) with an
arbitrary number of components in such a way that ϕ maps all the zeros of ∆K(t)
to all the zeros of ∇L(K)(t). In particular,
(1) if ∆K(t) is c-stable, then ∇L(K)(t) is real stable, and
(2) if ∆K(t) is real stable, then ∇L(K)(t) is c-stable and further,
(3) if ∆K(t) is bi-stable, ∇L(K)(t) is bi-stable.
Then we show that given ∆K(t), we can express ∇L(K)(t) in terms of the coef-
ficients of ∆K(t).
The (reduced) Alexander polynomial of a link depends on orientation of each com-
ponent in a very delicate manner. In fact, there exists a 2-component link L such
that one orientation gives a stable link, but reversing the orientation of one compo-
nent results in a c-stable link. We call such a link inversive. We have many inversive
Montesinos links. Therefore, in Section 15, we study the Alexander polynomials of
alternating Montesinos knots or links. We specify some class of alternating Mon-
tesinos knots or links and prove that a knot K or link in this class has the following
property:
(a) If K is a knot, then K is c-stable, stable or bi-stable.
(b) If K is a link, then K is inversive.
In Section 16, we consider a 2-component link L. Let ∆L(x, y) be the Alexander
polynomial of L. The stability problem of ∆L(x, y) is not an easy problem, unless
∆L(x, y) is multi-affine, i.e., each variable has degree at most one in each term. If
∆L(x, y) is stable, then so is ∆L(t, t), but in general t
n∆L(t, t
−1) is not stable, where
6n = degy∆L(x, y). Note that t
n∆L(t, t
−1) is the Hosokawa polynomial of L with
orientation of the second component reversed. On the other hand, tn∆L(t,−t−1)
is always stable, if ∆L(x, y) is stable. In Section 16, we discuss mainly the stabil-
ity problem of the Alexander polynomials ∆L(x, y) of 2-bridge links L. In the last
section, Section 17, we study inversive 2-bridge links using 2-variable Alexander
polynomials ∆K(x, y).
Appendix has three sections. In Appendix A, we study the stability problem of
integer polynomials considered in knot theory, particularly, the stability of Riley
polynomials associated to parabolic or dihedral representation of the knot group.
Riley studied these representations of the knot groups G(K(r)) of 2-bridge knots
K(r). He defined an integer polynomial θK(z) associated to the parabolic represen-
tation of G(K(r)) to SL(2,C). It is known [26] or [30] that θK(r)(z) is real stable,
if r = 1/(2n+ 1). However, if r 6= 1/(2n+ 1), it is usually not stable. The second
polynomial Riley studied is an integer polynomial ϕ2n+1(z) associated to a trace-
free representation of G(K(1/2n + 1)) onto a dihedral group D2n+1 ⊂ GL(2,C)
(see [27]). In this section, we prove that ϕ2n+1(z) is real stable. Since ϕ2n+1(z) is
not reciprocal, we cannot apply the methods we used in the previous sections and
our approach here is quite different. In Appendix B, we discuss the maximal values
of the real parts of the zeros of the Alexander polynomials of alternating knots. Let
δ(K) be the maximal value of the real parts of the zeros of ∆K(t). It is proved in
Section 4 that even for alternating knots K, δ(K) is not bounded, i.e., given any
positive real number δ0, there exists an alternating knot K0 such that δ(K0) > δ0.
It should be noted that for a 2-bridge knot K, δ(K) < 6 ([22], [29]). However, for
alternating knots, we can modify this invariant as follows. Let Γ2n be the set of
all alternating knots K with deg∆K(t) = 2n. We conjecture that δ(K) for K in
Γ2n is bounded, i.e., there exists a positive real number δ2n such that δ(K) ≤ δ2n
for K ∈ Γ2n. Further, we conjecture that δ2n can be achieved by fibred alternating
knots. This seems true for 2-bridge knots. If the conjecture holds, then since the
number of alternating fibred knots in each Γ2n is finite, we can determine δ2n for
each n. In this section, we prove that the conjecture holds for n = 1 and 2. In
the last section, Appendix C, we discuss the distribution of the zeros of a series
of some special type of 2-bridge knots. It seems that these examples suggest many
deep properties of the distribution of the zeros of the Alexander polynomials of
alternating knots and links.
Finally, we note that some of the theorems in this paper have been announced
without proofs in the survey article [14].
71. Stability Property
1.1. Half-plane property
Let H ⊂ C be an open half-plane such that ∂H contains the origin. Let
f(z1, · · · , zn) ∈ C[z1, · · · , zn] be a polynomial in n variables.
Definition 1.1. [4, p.303] f ∈ C[z1, · · · , zn] is said to be H-stable if f ≡ 0 iden-
tically, or for any values αj ∈ H, 1 ≤ j ≤ n, f(α1, · · · , αn) 6= 0. If f(z1, · · · , zn) ∈
C[z1, · · · , zn] is H-stable for some open half-plane, we say f has a half-plane prop-
erty.
There are two special cases.
Definition 1.2. [4, p.303] (1) Let H be the right-half plane, i.e., H = {α ∈
C| Re(α) > 0}. Then an H-stable polynomial f ∈ C[z1, · · · , zn] is called Hurwitz-
stable. In other wards, f is Hurwitz-stable if for any αj ∈ C, 1 ≤ j ≤ n, such
that Re(αj) > 0, f(α1, · · · , αn) 6= 0. (2) Let H be the upper-half plane, i.e.,
H = {α ∈ C|Im(α) > 0}. Then an H-stable polynomial f ∈ C[z1, · · · , zn] is
called a stable polynomial.
Remark 1.3. If a real polynomial f ∈ R[z1, · · · , zn] is stable, f is sometimes called
real stable.
From definitions we see immediately
Proposition 1.4. Let f(z) ∈ R[z] be a real univariate polynomial. Then (1) f(z)
is real stable if and only if f(z) has only real zeros. (2) f(z) is Hurwitz-stable if
and only if for any zero α of f(z), Re(α) ≤ 0.
Example 1.5. (1) f(t) = t4 + 7t3 + 13t2 + 7t+ 1 is real stable and also Hurwitz-
stable. (2) f(t) = t4 + 2t3 − 5t2 + 2t+ 1 is neither real stable, nor Hurwitz-stable.
The theorem below is elementary, but useful.
Theorem 1.6. [32, Lemma 2.4] The following operations preserve H-stability in
C[z1, · · · , zn].
(a) Permutation: For any permutation σ ∈ Sn,
f −→ f(zσ(1), · · · , zσ(n))
(b) Scaling: For any c ∈ C, and (a1, · · · , an) ∈ Rn+ (i.e., aj > 0, 1 ≤ j ≤ n),
f −→ cf(a1z1, · · · , anzn)
(c) Diagonalization: For {i, j}, 1 ≤ i, j ≤ n,
f −→ f(z1, · · · , zn) |zi=zj
1.2. D-stable polynomial
There is another type of stability.
Definition 1.7. [2] Let D be the unit open disk in C. A polynomial f(z) ∈ C[z] is
8called D-stable if for any α ∈ D, f(α) 6= 0.
Proposition 1.8. Suppose f(z) ∈ R[z] is reciprocal, i.e., f(z) = znf(z−1) for
some n. If f(z) is D-stable, then all zeros α of f(z) are on the unit circle, i.e.,
|α| = 1.
Definition 1.9. We say that f(z) ∈ C[z] is c-stable if for each zero α of f , |α| = 1.
Example 1.10. (1) f(t) = 2t6 − 4t5 + 6t4 − 7t3 + 6t2 − 4t+ 2 is c-stable, but not
Hurwitz-stable. (2) f(t) = 2t6 − 4t5 + 6t4 − 9t3 + 6t2 − 4t+ 2 is is neither c-stable,
nor Hurwitz-stable.
(3) f(t) = 3t4 − 12t3 + 17t2 − 12t+ 3 is neither c-stable, nor Hurwitz-stable.
2. Hurwitz-stability
There are two basic tools to show Hurwitz-stability of a real univariate polynomial.
2.1. Hurwitz-Routh Criterion
Let f(z) = a0z
n+a1z
n−1+ · · ·+an ∈ R[z] be a real polynomial, where a0 > 0, aj ∈
R, 0 ≤ j ≤ n. Define an n× n matrix Hn as follows:
Hn =


a1 a0 0 0 · · · 0
a3 a2 a1 a0 · · · 0
. . .
...
...
. . .
a2n−1 a2n−2 · · · an+1 an


, (2.1)
where we define aj = 0 if j > n.
For 1 ≤ k ≤ n, let Hk be the first k× k principal submatrix of Hn. Namely, Hk
is the k × k submatrix consisting of the first k rows and columns of Hn.
For example, H1 = [a1] and H2 =
[
a1 a0
a3 a2
]
.
We say that f(z) is strongly Hurwitz-stable (or simply s-Hurwitz-stable) if any
zero of f(z) has a negative real part.
Theorem 2.1 (Hurwitz-Routh Criterion). [20, Theorem 8.8.1] A real polyno-
mial f(z) =
∑n
j=0 ajz
n−j, a0 > 0, aj ∈ R, 1 ≤ j ≤ n, is strongly Hurwitz-stable if
and only if detHk > 0 for 1 ≤ k ≤ n.
9Using Theorem 2.1, we can characterize strongly Hurwitz-stable polynomials
with small degrees.
Example 2.2. (1) f(z) = a0z+a1, a0 > 0, is s-Hurwitz-stable if and only if a1 > 0.
(2) f(z) = a0z
2 + a1z + a2, a0 > 0, is s-Hurwitz-stable if and only if a1, a2 > 0.
(3) f(z) = a0z
3+a1z
2+a2z+a3, a0 > 0, is s-Hurwitz-stable if and only if a1, a2, a3 >
0 and a1a2 > a0a3.
(4) f(z) = a0z
4 + a1z
3 + a2z
2 + a3z + a4, a0 > 0 is s-Hurwitz-stable if and only if
(i) a1, a2, a3, a4 > 0, (ii) a1a2 > a0a3, and (iii) a3(a1a2 − a0a3) > a21a4.
2.2. Lyapunov matrix
There is another important tool to study Hurwitz-stability of a real univariate
polynomial given by Lyapunov. Let f(z) be a real polynomial of degree n. Let M
be a companion matrix of f(z).
Theorem 2.3 (Lyapunov, [20, Theorem 8.7.2]). f(z) is strongly Hurwitz-
stable if and only if there exist two real positive definite (symmetric) matrices V
and W such that
VM +MTV = −W. (2.2)
For convenience, we call V a Lyapunov matrix associated to M . It is often quite
difficult to find a Lyapunov matrix even if f(z) is known to be Hurwitz-stable.
Example 2.4. (1) f(z) = z + a1. Then M = [−a1]. If a1 < 0, Lyapunov matrix
does not exist, since M is positive definite. If a1 > 0, then V = E is a Lyapunov
matrix associated to M and f(z) is s-Hurwitz-stable.
(2) Let f(z) = z2 + a1z + a2. If a1, a2 > 0, then we know f(z) is s-Hurwitz-stable,
see Example 2.2 (2). For example, if a1 = 3 and a2 = 4, i.e., M =
[
0 −4
1 −3
]
, then
V =
[
7/12 −1/2
−1/2 5/6
]
is a Lyapunov matrix and W = E.
In graph theory, this concept appears in literatures. We mention one example.
Example 2.5 ([5, Theorem 1.1] and [1, p.208]). The spanning-tree polynomial
of a connected finite graph is Hurwitz-stable and also stable.
3. Stable polynomial
3.1. Multivariate stable polynomials
First, we state two basic properties of stable polynomials.
Theorem 3.1 ([32, Lemma 2.4]). The following operations preserve stability in
C[z1, . . . , zn].
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(a) Specialization: For any a ∈ C with Im(a) ≥ 0, f → f(a, z2, . . . , zn)
(b) Inversion: If degz1(f) = d, f → zd1f(−z−11 , z2, . . . , zn).
(c) Differentiation (or contraction) f −→ ∂
∂z1
f(z1, · · · , zn)
Next, the following theorems give us systematic ways to construct stable poly-
nomials.
Theorem 3.2 ([1, Proposition 2.4]). Let Ai, 1 ≤ i ≤ n, be complex, semi-
positive definite m × m matrices and B be an m × m Hermitian matrix. Then,
f(z1, . . . , zn) = det[z1A1 + · · ·+ znAn +B] is stable.
As a consequence of Theorem 3.2, we have:
Theorem 3.3 ([4, p.308]). Let Z = diag(z1, . . . , zn) be a diagonal matrix. If A
is an n× n Hermitian matrix, then both det(Z +A) and det(E +AZ) are stable.
If n = 2, then the converse of Theorem 3.2 holds for a real stable polynomial.
Theorem 3.4 ([3, Theorem 1.13]). (Characterization of real stable polynomials
with two variables) Let f(x, y) ∈ R[x, y]. Then f is real stable if and only if f is
written as
f(x, y) = ± det[xA+ yB + C], (3.1)
where A and B are positive semi-definite matrices and C is a symmetric matrix of
the same order.
The following theorem claims that the stability of multivariate polynomials can
be reduced to the stability of univariate polynomials.
Theorem 3.5 ([32, Lemma 2.3]). A polynomial f ∈ C[z1, . . . , zn] is stable if and
only if for any (a1, . . . , an) ∈ Rn and (b1, . . . , bn) ∈ Rn+ (i.e., bj > 0, 1 ≤ j ≤ n),
f(a1 + b1t, . . . , an + bnt) ∈ C[t] is stable.
If a polynomial is of special type, the stability problem could be slightly simpler.
Theorem 3.6 ([4, Theorem 5.6]). Let f ∈ R[z1, . . . , zn] be a multi-affine poly-
nomial, (i.e., each variable zj has degree at most 1 in each term). Then f is stable
if and only if for all (x1, . . . , xn) ∈ Rn and for 1 ≤ i, j ≤ n, ∆ij(f)(x1, . . . , xn) ≥ 0,
where ∆ij(f) =
∂f
∂zi
∂f
∂zj
− ∂
2f
∂zi∂zj
f
Remark 3.7. If f is not multi-affine, then in Theorem 3.4, the “only if” part holds,
but the “if” part does not.
Example 3.8 ([4, Example 5.7]). Let f = a00 + a01y + a10x + a11xy, aij ∈ R.
Then ∆12(f) = −
[
a00 a01
a10 a11
]
. Therefore, f is stable if and only if det[aij ] ≤ 0.
Theorem 3.9 ([33, p.1]). Suppose f ∈ C[z1, . . . , zn] is homogeneous. Then, f is
Hurwitz-stable if and only if f is stable.
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3.2. Real stable univariate polynomials
In this subsection, we discuss real stable univariate polynomials. We are particularly
interested in them, since they have many deep properties.
Theorem 3.10 ([4, p.307]). Let f(z) = a0z
n + a1z
n−1 + · · · + an ∈ R[z], a0 6=
0, aj ≥ 0, 0 ≤ j ≤ n. Suppose f(z) is real stable. If aiak 6= 0 for i < k, then for any
j, i < j < k, aj 6= 0. Therefore, if an 6= 0, then all aj 6= 0, for 1 ≤ j ≤ n.
Theorem 3.10 shows that it is worth studying a sequence of the coefficients of a
real stable polynomial.
Definition 3.11 ([34, p.126]). A sequence {c0, c1, . . . , cn} of positive numbers is
called unimodal if there exist indices r, s such that
c0 ≤ c1 ≤ · · · ≤ cr = cr+1 = · · · = cr+s ≥ cr+s+1 ≥ · · · ≥ cn. (3.2)
Further, {c0, c1, . . . , cn} is called log-concave if
cj−1cj+1 ≤ c2j for j = 1, 2, . . . , n− 1. (3.3)
If “≤” is replaced by “<” in (3.3), then it is called strictly log-concave.
For example, binomial coefficients
{(
m
k
)}m
k=0
is unimodal.
The following theorem is well-known.
Theorem 3.12 ([34, Proposition p.127]). If a positive sequence {c0, c1, . . . , cn}
is log-concave, then it is unimodal.
Now we have an important result.
Theorem 3.13 ([34, p.127]). Let f(z) = a0z
n + a1z
n−1 + · · · + an ∈ R[z], a0 6=
0, an 6= 0. Suppose aj ≥ 0, 0 ≤ j ≤ n. If f is real stable (and hence aj > 0 for all
j ≥ 0), then {a0, a1, . . . , an} is strictly log-concave, and hence it is unimodal.
In this case, we have either a0 < a1 < · · · < ar > ar+1 > · · · > an or a0 < a1 <
· · · < ar = ar+1 > ar+2 > · · · > an.
In the rest of this paper, we study various stabilities of (mostly) the Alexander
polynomials of knots and links in S3.
4. Preliminaries
From this section on, we study polynomials of knots and links from the view point
of stabilities. In this paper, we make a strict distinction between a knot and a link.
Namely, by a link it means a disjoint union of two or more simple closed curves in
S3. If the material can be applied on knots and links as well, we always write such
as “knots (or links)” Unless specified otherwise, we assume that a link is oriented,
but the orientation is not usually mentioned.
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A 2-bridge knot (or link) K is always represented by a rational number r = β/α,
where we assume 0 ≤ |β| ≤ α and gcd(α, β) = 1. When K is a link, α is even. When
K is a knot, then α is odd and β is assumed to be even. Then, r has a unique even
continued fraction expansion of the following form, where ai 6= 0, 1 ≤ i ≤ m.
r =
1
2a1 −
1
2a2 −
1
2a3 −
1
. . . − 1
2am−1 −
1
2am
This expansion is written as r = [2a1, 2a2, · · · , 2am]. We call K a 2-bridge knot (or
a link) of type r = β/α and denoted it by K(r). For example, 2/3 = [2, 2] represents
a trefoil knot and 2/5 = [2,−2] represents a figure eight knot. For 2-bridge links,
we assume they are oriented as in Figure 4.1. For example, 1/4 = [4] represents a
non-fibred link and 3/4 = [2, 2, 2] represents a fibred torus link.
Fig. 4.1
Now, we discuss briefly a Seifert surface and Seifert matrix of a 2-bridge knot or
link K(r). Since we assume that r = [2a1, 2a2, · · · , 2am], K(r) has a natural Seifert
surface F depicted in Fig. 4.2 below.
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Fig. 4.2
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Let α1, α2, · · · , αm be (oriented) simple closed curves on F as are shown in Fig.
4.2. Then αj , 1 ≤ j ≤ m forms a basis for H1(F,Z). Let ui,j = lk(α+i , αj), where α+i
denotes the simple closed curve in S3 that is a slight lift of αi toward the positive
normal direction. Then M = [ui,j ]1≤i,j≤m is a Seifert matrix of K(r). In this paper,
we call M a standard Seifert matrix of K(r). It is easy to see from Fig. 4.2 that M
is as below left (resp. right) when m is even (resp. odd).

a1 0 · · · 0
−1 a2 1
0 0 a3 0
−1 a4 1
...
. . .
...
0 am−1 0
0 0 · · · 0 −1 am


,


a1 0 · · · 0
−1 a2 1
0 0 a3 0
−1 a4 1
...
. . .
...
−1 am−1 1
0 0 · · · 0 0 am


Then the Alexander polynomial ∆K(r)(t) of K(r) is defined by ∆K(r)(t) =
det(tM −MT ).
For 2-bridge knots and links, we have other particular forms of Seifert surfaces
depicted in Fig. 4.3, where the boxes contain some full-twists. A Seifert surface
for a 2-bridge knot or link is obtained by successively plumbing unknotted twisted
annuli, where the shaded squares indicate the glueing squares for plumbing. The
usual way is depicted in Fig. 4.3 top. This surface is isotopic to those in Fig 4.2.
The surface depicted in Fig. 4.3 bottom is new. Note that two surfaces are not
in general isotopic, but bound the same 2bridge knot or link if the corresponding
boxes contain the same number of full-twists.
Fig. 4.3
To be more precise, given r = [2a1, 2a2, . . . , 2an], let A1, A2, . . . , An be unknotted
annuli such that Ai has ai full-twists. In Fig 4.3 top, for, 2 ≤ i ≤ n, Ai is plumbed
on the negative (resp. positive) side of Ai−1 if i is even (resp. odd). This type of
plumbed surface is said to be of chain type. Meanwhile in Fig 4.3 bottom, every
annulus is plumbed on the negative side of the proceeding annulus. This type of
plumbed surface is said to be of twisted chain type. A plumbed surface of twisted
chain type has a Seifert matrix of the following form, which is also said to be of
twisted type.
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

a1 1 0 · · · 0
0 a2 1 0
...
...
. . .
. . .
. . . 0
0 an−1 1
0 · · · 0 an


(4.1)
IfK is a link (of µ components, µ ≥ 2), ∆K(t1, t2, · · · , tµ) denotes the (multivariate)
Alexander polynomial of K. ([31]) Then ∆K(t, t, · · · , t)/(t − 1)µ−2 := ∇K(t) is
called the Hosokawa polynomial of K. ([16]) The degree of ∇K(t) is even and
(t− 1)∆K(t, t, · · · , t) = (t− 1)µ−1∇K(t) is called the reduced Alexander polynomial
of a link K. We denote by ∆K(t) the reduced Alexander polynomial of a link K,
but we call it simply the Alexander polynomial of a link K. Generally, if M is a
Seifert matrix of a knot (resp. a link) K, then the Alexander polynomial (resp.
reduced Alexander polynomial) is defined as det(tM −MT ). To study the zeros
of a real stable polynomial f(z) ∈ R[z], it is usually assumed that the leading
coefficient is positive. Since ∆K(t) is defined up to ±t, we denote by DK(t) the
Alexander polynomial of a knot (or link) K with a positive leading coefficient and
a non-zero constant term. We may call DK(t) the normalized Alexander polynomial
of ∆K(t), or the normalization of ∆K(t). We should note that for a 2-bridge knot
or link K(r) with r = [2a1, 2a2, . . . , 2an], the normalization DK(r)(t) of ∆K(r)(t) is
given by DK(r)(t) = ε det(tM −MT ), where ε =
∏n
j=1
aj
|aj | . For a knot K, ∆K(t)
is reciprocal, namely, ∆K(t) = t
n∆K(t
−1) for some integer n. However, for a link,
∆K(t) is not necessarily reciprocal, but the Hosokawa polynomial ∇K(t) is always
reciprocal.
Suppose that f(t) is a reciprocal real polynomial of degree 2n. Let x = t + 1
t
.
Then t−nf(t) can be written uniquely as a real polynomial F (x) in x of degree n. For
convenience, we call F (x) the modified polynomial ormodification of f(t). We should
note that if f(t) = ∆K(t) for a knot K, then F (x) is equivalent to the Conway
polynomial ofK. To be more precise, let CK(z) = a0z
2n+a1z
2n−2+· · ·+an−1z2+an
be the Conway polynomial of a knot K. Then F (x) = a0(x− 2)n + a1(x− 2)n−1 +
· · ·+ an−1(x− 2) + an. F (x) is not necessarily reciprocal.
For convenience, we call a knot K (or link) (real) stable, c-stable or bi-stable if
the Alexander polynomial of K is, respectively, (real) stable, c-stable or bi-stable.
Further, we call the complex zero α of ∆K(t) with |α| = 1 a unit complex zero of
∆K(t). If the bi-stable Alexander polynomial has both real zeros and unit complex
zeros, we call it strictly bi-stable and such a knot or link is called strictly bi-stable. If
any zero of ∆K(t) is neither real nor unit complex, we say ∆K(t) is totally unstable
and a knot (or link) K is called totally unstable. Therefore, a knot (or link) is
classified into five classes: stable, c-stable, strictly bi-stable, totally unstable and
none of them. Note that in literature, a stable knot may have appeared in a different
sense. However, in this paper, we use our terminologies.
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A link is never totally unstable, since ∆K(1) = 0. If a knotK is totally unstable,
then deg∆K(t) is divisible by 4. This is because if α is a complex zero of ∆K(t), then
so are α¯, 1
α
, 1
α¯
. The Hosokawa polynomial ∇K(t) of a link can be totally unstable
if deg∇K(t) is a multiple of 4.
The stability problem of ∆K(t) can be checked by using modified polynomial of
∆K(t) as follows.
Proposition 4.1. Let F (x) be the modified polynomial of ∆K(t) of a knot K. Then
K is bi-stable if and only if F (x) is real stable. (Therefore, if F (x) does not have a
real zero, K is totally unstable.) Further, if K is bi-stable, the number of the real
zeros of ∆K(t) is exactly twice the number of the real zeros α of F (x) (counting
multiplicity) such that |α| ≥ 2.
Proof. We prove a slightly more general statement. Let f(t) be a real reciprocal
polynomial of degree 2n. We write
f(t) = c0t
2n + c1t
2n−1 + · · · + c2n−1t + c2n, c0 > 0, cj = c2n−j , 0 ≤ j ≤ 2n.
Express f(t) = c0
∏2n
j=1(t − αj) and F (x) = c0
∏n
j=1(x − βj). Suppose βj is real
and |βj | ≥ 2. Then βj gives two real zeros of f(t), since t − βj + 1/t = 0 has two
real zeros. However, if | βj | < 2, then t−βj +1/t = 0 gives two unit complex zeros.
This proves the “if” part.
Conversely, suppose that f(t) is bi-stable. If αj is real, then αj +
1
αj
is real and
hence the corresponding zero of F (x) is real and further, |αj + 1αj | ≥ 2. If α is unit
complex, then αj +
1
αj
= αj +αj is real, and hence the corresponding zero of F (x)
is real and |αj + 1αj | < 2. ✷
Remark 4.2. In [35], Wu proved a similar proposition using Conway polynomial.
Example 4.3. Let f(t) = t6 − 3t5 + 2t4 − t3 + 2t2 − 3t + 1. Then F (x) = (x3 −
3x)− 3(x2− 2)+ 2x− 1 = x3− 3x2− x+5. F (x) has three real zeros, two of which
are in the interval (−2, 2). Therefore, f(t) has two real zeros and four unit complex
zeros, and hence f(t) is strictly bi-stable.
In the rest of this section, we show four elementary but useful propositions. The
first proposition is well-known.
Proposition 4.4. (Min-Max Theorem) Let M be a real symmetric matrix of order
n. Let α1 ≤ α2 ≤ · · · ≤ αn be eigenvalues of M . Then,
α1 ≤ min{diagonal entries of M} and αn ≥ max{diagonal entries of M}.
Since the second proposition is less known, we give a proof.
Proposition 4.5. (Strong Positivity Lemma) Let M = [ai,j ]1≤i,j≤n be an n × n
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real matrix such that for i = 1, 2, · · · , n,
(1) ai,i > 0,
(2) ai,i >| ai,1 | + | ai,2 | + · · ·+ | ai,i−1 | + | ai,i+1 | + · · ·+ | ai,n | . (4.2)
Then detM > 0.
For convenience, a row that satisfies (2) is called excessive.
Proof. If n = 1 or 2, the proposition is trivially true. Suppose the proposition
holds for (n− 1)× (n− 1) matrices. Let P = [λi,j ] be an n× n matrix of the form
(1) λi,i = 1, 1 ≤ i ≤ n,
(2) λ1,k = −ak,1
a1,1
, 1 ≤ k ≤ n,
(3) λi,j = 0, for i 6= j or i 6= 1. (4.3)
Then PM =


a11 a12 · · · a1n
0
... M ′
0

, where M ′ = [a′i,j ]2≤i,j≤n is an (n− 1)×
(n− 1) matrix of the form: For i, j = 2, · · · , n,
a′i,j = ai,j − a1,j
ai,1
a1,1
. (4.4)
We claim that a′i,i > 0 and every row of M
′ is excessive. If ai,1 = 0, then
a′i,2 = ai,2, · · · , a′i,n = ai,n and hence a′i,i = ai,i > 0, and since the ith row of M is
excessive, the ith row of M ′ is also excessive. Suppose ai,1 6= 0. We show
a′i,i > |a′i,2|+ |a′i,3|+ · · ·+ |a′i,i−1|+ |a′i,i+1|+ · · ·+ |a′i,n|. (4.5)
First, for j 6= i and j ≥ 2, |a′i,j| = |ai,j − a1,j ai,1a1,1 | ≤ |ai,j |+
|a1,j ||ai,1|
a1,1
and hence
n∑
j=2,j 6=i
|a′i,j | ≤
n∑
j=2,j 6=i
|ai,j |+ |ai,1|
a1,1
n∑
j=2,j 6=i
|a1,j |. (4.6)
Next, for i ≥ 2, since ai,i > |ai,1| and a1,1 > |a1,i|, we see
a′i,i = ai,i −
a1,iai,1
a1,1
≥ ai,i − |a1,i||ai,1|
a1,1
> 0. (4.7)
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From (4.6) and (4.7), we have;
a′i,i −
n∑
j=2,j 6=i
|a′i,j | ≥ ai,i −
|a1,i||ai,1|
a1,1
−
n∑
j=2,j 6=i
|ai,j | − |ai,1|
a1,1
∑
j=2,j 6=i
|a1,j |
= ai,i −
∑
j=2,j 6=i
|ai,j | − |ai,1|
a1,1

|a1,i|+ n∑
j=2,j 6=i
|a1,j |


= ai,i −
n∑
j=2,j 6=i
|ai,j | − |ai,1|
a1,1
n∑
j=2
|a1,j|. (4.8)
By assumption,
ai,i −
n∑
j=2,j 6=i
|ai,j | > |ai,1| and
δ =
n∑
j=2
|a1,j |
a1,1
< 1. (4.9)
Therefore, from (4.9), we have;
a′i,i −
n∑
j=2,j 6=i
|a′i,j | > |ai,1| − |ai,1|δ > 0. (4.10)
This proves (4.5).
Since all rows of M ′ are excessive and a′i,i > 0, 2 ≤ i ≤ n, by (4.7), it follows by
induction that detM ′ > 0 and hence detM = det(PM) = a1,1 detM ′ > 0. ✷
Remark 4.6. In the above proof, even if the ith row of M is not excessive, i.e.,
ai,i = |ai,1| + |ai,2| + · · · + |ai,i−1| + |ai,i+1| + · · · + |ai,n|, a new ith row of M ′
becomes excessive, provided ai,1 6= 0 and the first row is excessive. In fact, the first
inequality in (4.9) becomes an equality, but the second inequality holds, and hence
(4.10) holds.
Let P be a matrix representing an elementary matrix operation. Then we say, for
convenience, that a matrix PMPT is obtained from M by applying an elementary
matrix operation on the rows (and columns) of M simultaneously. For example, we
say something like that a new matrix M ′ is obtained by interchanging the ith row
(and column) and the jth row(and column) of M simultaneously.
Using Remark 4.6, we can obtain the same conclusion under a slightly weaker
assumption than that of Proposition 4.5.
Proposition 4.7. (Positivity Lemma) Let M = [ai,j ]1≤i,j≤n be an n × n real
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matrix. Assume that
(1) M cannot be transformed into a form :
[
A B
O C
]
or
[
A O
B C
]
by a sequence of exchanges of the ith row (and column) and the jth row
(and column) simultaneously, where A and C are square matrices.
(2) For i = 1, 2, · · · , n, ai,i > 0.
(3) For i = 1, 2, · · · , n, ai,i ≥ |ai,1|+ · · ·+ |ai,i−1|+ |ai,i+1|+ · · ·+ |ai,n|,
(4) M has at least one excessive row. (4.11)
Then detM > 0. Further, if M is symmetric, then M is positive definite.
Remark 4.8. If (4) is dropped, then detM ≥ 0. Suppose (1) is dropped. Then if
each of the block matrices A and C satisfies (4.11) (1) - (4), then detM > 0.
Proof of Proposition 4.7. We may assume without loss of generality thatM has
been arranged by a sequence of exchanges of rows and columns, simultaneously, in
such a way that
(1) the first k rows are excessive, but each of the remaining rows are not
(2) for each i = k + 1, · · · , n, at least one of ai,1, ai,2, · · · , ai,i−1 is not 0. (4.12)
Write M =
[
A B
C D
]
, where A is a k × k matrix. Starting from the first row,
we can transform A into an upper triangular matrix A′ by a sequence of row oper-
ations (without changing the value of the determinant) to get M ′ =
[
A′ B′
C D
]
,
where A′ =


a11 ∗
a′22
. . .
O a′kk

. By Remark 4.6, each row of the first k rows is
excessive. Now by (4.12), we may assume without loss of generality that one of
ak+1,1, · · · , ak+1,k is not 0. Apply row operations repeatedly on the (k + 1)st row
so that the first k entries of the (k + 1)st row of M ′ become 0, and also, the new
(k + 1)st row is excessive by Remark 4.6. We can repeat this until all rows are
excessive. Then apply Proposition 4.5, to show that detM > 0. Furthermore, the
same argument can be applied to show that all principal minors of M are positive,
and hence if M is symmetric, then M is positive definite. ✷
Finally, we prove the following proposition.
Proposition 4.9. Let M be a real matrix of the form:
M =
[
A O
H B
]
or
[
A H
O B
]
, where A is a p × p positive definite symmetric
matrix and B a q×q negative definite symmetric matrix and H an arbitrary matrix.
19
Then M−1MT is conjugate to a symmetric matrix in GL(p+ q,R). Therefore, the
characteristic polynomial f(t) of the matrix M−1MT is real stable.
Proof. First, if A = Ep and B = −Eq, then M2 = Ep+q, and hence, M−1MT =
MMT is symmetric. Now, consider the general case. Let PA and PB be, respectively,
matrices which diagonalize A and B. Write PAAP
T
A = diag{a1, a2, · · · , ap}, aj > 0,
for 1 ≤ j ≤ p, and PBBPTB = diag{−b1,−b2, · · · ,−bq}, bj > 0, for 1 ≤ j ≤ q. Let
Da = diag{1/√a1, 1/√a2, · · · , 1/√ap} and Db = diag{1/
√
b1, 1/
√
b2, · · · , 1/
√
bq}.
Further, let P = PA ⊕ PB and D = Da ⊕ Db. Then a simple computa-
tion shows that DPMPTDT = M0, where M0 =
[
Ep O
H0 −Eq
]
. Now since
M20 = Ep+q, it follows that M = P
−1D−1M0(DT )−1(PT )−1 and M−1MT =
PTDTM0DPP
−1D−1MT0 (D
−1)T (P−1)T = PTDTM0MT0 (D
T )−1(PT )−1, and
hence, M−1MT is conjugate of a symmetric matrix M0MT0 . ✷
5. The Alexander polynomials of alternating knots
Before we concentrate on the study of various stabilities of knots or links, we discuss,
in this section, some connection between the stability of alternating knots or links
and various conjectures in Knot theory.
5.1. Hoste’s Conjecture
In 2002, based on his extensive calculations of the zeros of the Alexander polyno-
mials, Hoste made the following conjecture.
Conjecture 5.1 (J. Hoste, 2002). Let K be an alternating knot and ∆K(t) the
Alexander polynomial of K. Then for any zero α of ∆K(t), Re(α) > −1.
One of the key observations is that Conjecture 5.1 is equivalent to the following
Conjecture 5.2. Under the same assumption, ∆K(−(t + 1)) ∈ R[t] is strongly
Hurwitz-stable.
Using Lyapunov matrices, the following theorem is proved.
Theorem 5.3 ([22, Theorem 1]). Let K be a 2-bridge knot (or link). Then
∆K(−(t+ 3)) and ∆K(t+ 6) are strongly Hurwitz-stable. Equivalently, any zero α
of ∆K(t) satisfies
− 3 < Re(α) < 6. (5.1)
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For other special results, see [22, Theorems 3,4 and 5].
Remark 5.4. A.Stoimenow proves in [29] that for a 2-bridge knot (or link) K, any
zero α of ∆K(t) satisfies ∣∣∣∣√α− 1√α
∣∣∣∣ < 2 (5.2)
This implies
− 1 < Re(α) < 3 +
√
8 = 5.8284... (5.3)
It should be noted that for a non-alternating knot, neither a lower bound nor
an upper bound of Re(α) exist [22, Examples 1 and 2]. Further, we think that
an upper bound of Re(α) does exist only for a family of 2-bridge knots or links.
In fact, there exists an infinite sequence of alternating stable (Montesinos) knots
K1,K2, . . . ,Km, . . . such that the maximal value of the zeros of ∆Km(t) is at least
m+1. (See Theorem 15.2 Case 3.) Therefore, in general, an upper bound of Re(α)
does not exist, even for alternating knots. However, an upper bound may exist for
some family of the Alexander polynomials. For example, let Γn be the set of all
Alexander polynomials (of degree n) of alternating knots.
Conjecture 5.5. There exist a real number δn > 0 such that for any zero α of
∆K(t) in Γn
Re(α) ≤ δn (5.4)
It is known that Conjecture 5.5 is false for non-alternating knots [22, Example
2]. Since the Alexander polynomial of an alternating knot K is of the form ∆K(t) =∑2n
j=0(−1)jcjt2n−j , cj > 0, 0 ≤ j ≤ 2n, it follows that if ∆K(t) is real stable, then
all the zeros are positive and hence Conjecture 5.1 holds. Therefore, we have:
Theorem 5.6. Let K be an alternating knot. If K is bi-stable, then Conjecture 5.1
holds for K.
5.2. Trapezoidal Conjecture
Let ∆K(t) =
∑2n
j=0(−1)jcjt2n−j be the Alexander polynomial of an alternating
knot K. Then the Trapezoidal conjecture claims:
Conjecture 5.7. [6] There is an integer k, 1 ≤ k ≤ n, such that
c0 < c1 < · · · < ck = ck+1 = · · · = c2n−k > c2n−k+1 · · · > c2n (5.5)
This conjecture has been proven for several families of alternating knots, but not
proven in general, [9], [25] etc. Further, this conjecture does not hold for Hosokawa
polynomials of alternating links. For example, a 2-bridge link K(r), r = 11/14 is bi-
stable, and satisfies Trapezoidal conjecture, since ∆K(t) = t
5−3t4+3t3−3t2+3t−1,
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but its Hosokawa polynomial ∇K(t) = ∆K(t)/(1 − t) = t4 − 2t3 + t2 − 2t+ 1 does
not.
The trapezoidal property of the coefficients is quite similar to the unimodality
of a sequence considered in Section 3.
For an alternating knot K, ∆K(−t) =
∑2n
j=0 cjt
2n−j satisfies all assumptions of
Theorem 3.13 and hence the coefficient sequence is strictly log-concave. Therefore,
we have
c0 < c1 < · · · < cn > cn+1 > cn+2 > · · · > c2n (5.6)
and hence we obtain the following:
Theorem 5.8. For an alternating stable knot (or link) K, Trapezoidal conjecture
holds.
We should note that if the number of components of an alternating stable link
K is even, then deg∆K(t) is odd, say 2n+ 1, and (5.6) should be replace by (5.7)
below.
c0 < c1 < · · · < cn = cn+1 > cn+2 > · · · > c2n+1 (5.7)
For a knot K, there is another necessary condition for ∆K(t) to be stable.
Proposition 5.9. If K is a stable knot, then the signature σ(K) of K is zero.
In fact, if the signature is not zero, ∆K(t) has at least two zeros on the unit
circle [24]. However, the converse of Proposition 5.9 is false. For example let K(r)
be the 2-bridge knot where r = [2, 2,−4,−2]. Then, σ(K) = 0 but the zeros of
∆K(t) = 2− 6t+ 9t2 − 6t3 + 2t4 are 1± i and 1±i2 . Further, the following example
shows that for links, Proposition 5.9 does not hold.
Example 5.10. Let L be an alternating pretzel link P (2, 4, 4), oriented so that L
is a special alternating 3-component link. Then the reduced Alexander polynomial
∆L(t) = 8(t− 1)2 that is stable, while σ(L) = 2.
We suspect that Hoste’s conjecture and the Trapezoidal conjecture are inde-
pendent. However, for alternating knots the condition σ(K) = 0 may imply (5.6).
Therefore, we propose the following conjecture.
Conjecture 5.11. Let ∆K(t) =
∑2n
j=0(−1)jcjt2n−j , cj > 0 be the Alexander poly-
nomial of an alternating knot K. If σ(K) = 0, then the coefficient sequence satisfies
(5.6), i.e., c0 < c1 < · · · < cn > cn+1 > cn+2 > · · · > c2n. More generally, if
σ(K) = 2k, then the coefficient sequence satisfies (5.8) below:
c0 < c1 < · · · < cn−m−1 < cn−m = · · · = cn+m > cn+m+1 > · · · > c2n, (5.8)
where m ≤ k.
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This conjecture is quite likely true for 2-bridge knots. However, it is false for
non-alternating knots. In fact, the signature of a non-alternating knot 10132 is 0,
but the Alexander polynomial is t4 − t3 + t2 − t+ 1.
Remark 5.12. In graph theory, the concept of unimodality has been used in [8].
Very recently, the following long-standing conjecture was proved in [17].
Conjecture 5.13. [8, p. 534] The sequence of the coefficients of the chromatic
polynomial is unimodal.
6. Construction of real stable knots (I)
The first family of alternating stable knots or links was given in Theorem 6.1 below.
In the proof, Seifert surfaces in Fig. 4.2 were used to show that there exists a
symmetric companion matrix M of the Alexander polynomial of K(r), and hence,
all the eigenvalues of M are real.
Theorem 6.1 ([22, Theorem 2]). Let r = [2a1, 2a2, · · · , 2am] be an even
continued fraction expansion of a rational number r = β/α. If the sequence
{a1, a2, · · · , am} alternates in sign, i.e., ajaj+1 < 0, 1 ≤ j ≤ m − 1 then the
2-bridge knot (or link) K(r) is real stable.
In this section, first, we construct a new surface that is a slight generalization
of a Seifert surface for a 2-bridge knot (or link), and then, using these surfaces,
we define a knot (or link), called a quasi-rational knot (or link), and generalize
Theorem 6.1.
6.1. Quasi-rational knots
In this subsection, we define the class of “quasi-rational links” which is a general-
ization of 2-bridge links.
Definition 6.2. Let D be a disk with two families Γ1 = {α1, . . . , αp}, Γ2 =
{β1, . . . , βq} of properly embedded arcs in D, where no arcs share their end points
on ∂D. In each family, the arcs are disjoint, but arcs from different families may
intersect one another. Each arc, say γ, is assigned with a non-zero integer w(γ)
called a weight. Push the interior of αi’s (resp. βj ’s) in the positive (resp. negative)
normal direction of D, and along each pushed arc γ′, attach a band to D with
w(γ) half-twists. The boundary of the resulting surface F (Γ1,Γ2) is called a quasi-
rational knot or link. Conventionally, the arcs in Γ2 are depicted in dotted lines.
(See Fig. 6.1.)
The surface F is orientable if and only if all weights are even. In that case,
F (Γ1,Γ2) is a Murasugi sum of two Seifert surfaces F (Γ1, ∅) and F (∅,Γ2) along
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D, where the summands are respectively connected sums of elementary torus links.
Hence by [7], F (Γ1,Γ2) is of minimal genus.
Example 6.3. As particular example, we see in Fig. 4.2 or Fig. 6.1 that 2-bridge
knots and links K(r) are quasi-rational.
For weights {2w(α1), 2w(α2), . . . , 2w(αp)}, {2w(β1), 2w(β2), . . . , 2w(βq)}, a nice
Seifert matrix M =
[
A1 O
C A2
]
is obtained from F (Γ1,Γ2), where A1 =
diag{w(α1), w(α2), . . . , w(αp)}, A2 = diag{w(β1), w(β2), . . . , w(βq)} and in C, all
diagonal entries are −1, (k, k + 1)-entries are 1 and the other entries are 0. For
convenience, we say that M is of split type.
Fig. 6.1: r = [2a1, 2a2, . . . ]
6.2. Stable quasi-rational knots
In this subsection we generalize Theorem 6.1 to some classes in quasi-rational knots
or links.
Theorem 6.4. Let F (Γ1,Γ2) be a Seifert surface for a quasi-rational knot or link.
Suppose the weights for Γ1 (resp. Γ2) are all positive (resp. negative) and even.
Then L = ∂F (Γ1,Γ2) is alternating and stable.
Proof. By turning the arcs in Γ1 outside of the disk D, we have an alternating
diagram for L.
Let {2w(α1), 2w(α2), . . . , 2w(αp)} and {2w(β1), 2w(β2), . . . , 2w(βq)} be weights
for Γ1 and Γ2, where w(αi)’s are positive and w(βj)’s are negative. Take a natural
bases of H1(F (Γ1,Γ2)), where each loop is a union of the core curve of an attached
band and a curve in D. The orientations of the loops are arbitrary. Then we have a
Seifert matrixM =
[
A1 O
C A2
]
, where A1 = diag{w(α1), w(α2), . . . , w(αp)}, A2 =
diag{w(β1), w(β2), . . . , w(βq)}. Since ∆L(t) = det(tM −MT ) = (detM) det(tE −
M−1MT ), it follows from Proposition 4.9 that ∆L(t)/ detM is the characteristic
polynomial of a symmetric matrix, and hence ∆L(t) is stable. ✷
Finally, we see that the signature of L is p− q. Since a stable knot has signature
0, it follows that if p 6= q, L is not a stable knot, but a stable link.
6.3. Examples
In this subsection, we construct two series of stable knots, both of which are quasi-
rational knots. These knots contain first two alternating non-2-bridge stable knots
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whose Alexander polynomials have the real zeros larger than 6.
Example 6.5. The family of knots denoted by
Xn(2a1, 2a2, · · · , 2an | 2b1, 2b2, · · · , 2bn)
is depicted in Fig.6.2. For example, X1(2 | −2) is 41 and X2(2, 2 | −2,−2) is 812
and X3(2, 2, 2 | −2,−2,−2) is 12a0125. If all aj , 1 ≤ j ≤ n, are positive and all
bj , 1 ≤ j ≤ n, are negative, then Xn is alternating and always stable. A Seifert
surface is obtained by applying Seifert’s algorithm to Fig.6.2 (right).
Fig. 6.2
Example 6.6. The family of knots denoted by
Y2n+1(2a1, 2a2, · · · , 2a2n+1 | 2b1, 2b2, · · · , 2b2n+1)
is depicted in Figure 6.3, together with a Seifert matrix in the case of n = 3. For
example, Y1(2 | −2) is 41 and Y3(2, 2, 2 | −2,−2,−2) is 12a1124. As before, if all
aj , 1 ≤ j ≤ 2n+ 1, are positive and all bj , 1 ≤ j ≤ 2n+ 1, are negative, then Y2n+1
is alternating and always stable.
Fig. 6.3
We note that 12a0125 and 12a1124 are only alternating knots with at most 12
crossings such that the real part of the zeros is larger than 6. In fact, they are
6.904 · · · for 12a0125 and 7.699 · · · for 12a1124. Furthermore, these values increase
as n increases unboundedly if all aj = 1 and all bj = −1, as is proved in Theorem
6.7 below.
Theorem 6.7. (1) Let K
(1)
n = Xn(2, 2, · · · , 2 | −2,−2, · · · ,−2). Then K(1)n is
stable and the maximal value of the zeros is at least n+ 1.
(2) Let K
(2)
2n+1 = Y2n+1(2, 2, · · · , 2 | −2,−2, · · · ,−2). Then K(2)2n+1 is stable and
the maximal value of the zeros is at least 2n+ 1.
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Proof. (1) In the proof of Theorem 6.4, the matrix C is a lower triangular
matrix such that every entry under the diagonal entries and diagonal entry as
well are 1, but 0 elsewhere. Since all aj are 1 and all bj are −1, it follows from
Proposition 4.9 that a companion matrix of the Alexander polynomial of K
(1)
n is[
En C
T
C En + CC
T
]
= S. It is obvious that the maximal value of the diagonal
entries of S is n+ 1. This proves (1) by Min-Max Theorem.
(2) In this case C is like the lower left matrix in Fig.6.3. Then by the
same argument, we see that the maximal value of the diagonal entries of[
E2n+1 C
T
C E2n+1 + CC
T
]
is 2n+ 1. This proves (2). ✷
These two quasi-rational knots are quite unlikely Montesinos knots. However,
the infinite sequences {K(1)n } and {K(2)2n+1} give the evidence that the maximal
value of the real parts of the zeros of Alexander polynomials of alternating knots
is unbounded. Further, the maximal zero 7.699 · · · of the Alexander polynomial of
12a1124 is quite likely the number δ6 defined in Section 5. (See Appendix B.)
Remark 6.8. Since K
(1)
n and K
(2)
2n+1 both are strongly negative amphicheiral,
their Alexander polynomials ∆(t) have the property: ∆(t2) = f(t)f(−t) for
some f(t) ∈ Z[t]. See [10]. Therefore, their Conway polynomials are of the
form: g(z)g(−z) for some g(z) ∈ Z[z]. Furthermore, it is easy to show that
Xn(2a1, 2a2, · · · , 2an|2b1, 2b2, · · · , 2bn) is strongly negative amphicheiral if bj =
−an+1−j, 1 ≤ j ≤ n. Similarly, Y2n+1(2a1, 2a2, · · · , 2a2n+1|2b1, 2b2, · · · , 2b2n+1) is
strongly negative amphicheiral if bj = −aj, 1 ≤ j ≤ 2n+ 1. Therefore, the Conway
polynomials of these knots are of the form: g(z)g(−z) for some g(z) ∈ Z[z] and
generally these knots are neither stable nor c-stable unless all aj ’s have the same
sign.
7. Construction of real stable knots (II)
In this section, we show a more general construction of stable knots or links.
7.1. Positive or negative disks
Let D be a disk and divide D into small domains by a (not necessarily connected)
plane graphG. Let {v1, v2, · · · , vn, v1◦, v2◦, · · · , vk◦} and {e1, e2, · · · , eℓ} be, respec-
tively, the set of vertices and edges of G, where vj
◦, 1 ≤ j ≤ k, is a vertex on ∂D,
and ej , 1 ≤ j ≤ ℓ, is not a part of ∂D and ej does not intersect ∂D except its ends.
We call vj an interior vertex and vj
◦ a boundary vertex. Any part of the boundary
of D is not considered as an edge of G.
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We assume
(1) To every interior vertex vj of G, there is a path in G that connects vj to some
boundary vertex vi
◦.
(2) The valency of vj is at least 2. (7.1)
Now each edge ej , 1 ≤ j ≤ ℓ, has a weight, w(ej) = mj , a non-zero integer, as
before. If all weights are even, we call such a graph an even graph. If some weights
are odd, then we assume that G satisfies condition (7.2) below. Let d1, d2, · · · , dm
be the domains in which G divides D and {ej1 , ej2 , · · · , ejs} be the set of all edges
on the boundary of dj , 1 ≤ j ≤ m. Then for 1 ≤ j ≤ m,
s∑
i=1
w(eji) ≡ 0 (mod 2) (7.2)
If G is an even graph, then (7.2) is satisfied automatically. A weighted graph G
that satisfies (7.2) is called admissible. If every edge G has positive (or negative)
weight, G is called a positive (or negative) graph. Now, first, we replace each interior
vertex with a small disk and then, as we did in the previous section, replace each
edge ej, 1 ≤ j ≤ ℓ, with a narrow band of w(ej) = mj half-twists. The resulting
surface is denoted by F (G) and is called the surface representing a weighted graph
G. The projection of the 1-skeleton of F (G)− int(D) on D is G. F (G) is orientable
if and only if G is admissible. See Fig. 7.1.
Fig. 7.1
It is well-known that any knot or link is obtained as the boundary of a Murasugi
sum of finitely many surfaces F (Gj) representing admissible weighted graphs Gj .
In particular, any alternating knot or link is obtained as the boundary of a Mura-
sugi sum of finitely many surfaces F (Gj) representing admissible positive and/or
negative weighted graphs Gj , where glueing is only allowed between F (Gp) with a
positive graph Gp and F (Gq) with a negative graph Gq.
7.2. Stable alternating knots and links
We prove the following theorem that is a generalization of Theorem 6.4.
Theorem 7.1. Let {F (G+1 ), · · · , F (G+p )} and {F (G−1 ), · · · , F (G−q )} be respectively
the set of surfaces representing even positive and negative graphs {G+j } and {G−j }.
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Suppose K is obtained as the boundary of a Murasugi sum of these surfaces, where
glueing is only allowed between surfaces of positive graphs and those of negative
graphs. Then K is alternating and real stable.
Proof. From a construction, a Seifert matrix M of K is of the form of (7.3)
below, where A is the direct sum of positive definite symmetric matrices and C is
the direct sum of negative definite symmetric matrices, and B is obtained from the
information of the gluing process of a Murasugi sum.
M =
[
A O
B C
]
(7.3)
Then by Proposition 4.9, ∆K(t)/ det(M) is the characteristic polynomial of a
symmetric matrix, and hence ∆K(t) is stable. This proves Theorem 7.1. ✷
7.3. Pseudo-positive or pseudo-negative disk
Let G be a weighted even plane graph on a disk D that divides D as before. Suppose
G is neither positive nor negative. Let F (G) be the surface obtained from G. We
call G a pseudo-positive (or pseudo-negative) if the Seifert matrix obtained from
F (G) is positive definite (or negative definite). In general, F (G) is not alternating.
However, we have the following theorem.
Theorem 7.2. Let {G+i }, 1 ≤ i ≤ p and {G−j }, 1 ≤ j ≤ n be the sets of even
pseudo-positive and pseudo-negative graphs, respectively. Let {F (G+1 ), · · · , F (G+p )}
and {F (G−1 ), · · · , F (G−n )} be respectively the sets of surfaces representing {G+i } and
{G−j }. Suppose K is obtained as the boundary of a Murasugi sum of these surfaces,
where glueing is only allowed between surfaces of pseudo-positive graphs and those
of pseudo-negative graphs. Then K is real stable.
Since a proof is essentially the same as that of Theorem 7.1. we omit the details.
We note that K is not necessarily alternating.
Remark 7.3. If an even graph G is neither positive nor negative, then a Seifert
matrix M of F (G) may not be positive definite or negative definite. However, we
may change at most s weights ofG so that F (G) becomes pseudo-positive or pseudo-
negative, where s is the first Betti number of H1(F (G);Z). For details, see Section
12.
7.4. Example
Let G1 and G2 be even weighted graphs on disks as in Fig.7.2. Let F (G) = F (G1)∗
F (G2), a Murasugi sum of F (G1) and F (G2). Then K = ∂F (G) is not stable, but
bi-stable, since ∆K(t) = t
6− 4t4+7t3− 4t2+1 has two real and four unit complex
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zeros. Now change G1 to G
′
1 by giving three new even weights to G1 as shown in
Fig 7.2. Then G′1 is pseudo-positive and K
′ = ∂F (G′1) ∗ F (G2) is stable. In fact,
∆K′(t) = t
6 − 15t5 + 60t4 − 93t3 + 60t2 − 15t+ 1 is stable.
Fig. 7.2
8. Exceptional stable knots and links
If the sequence of a continued fraction expansion of r alternates in sign, thenK(r) is
stable. (Theorem 6.1 or [22, Theorem 2]). However, the converse is not necessarily
true. There are many stable 2-bridge knots with non-alternating sequences. For
example, if r = [2,−2,−8, 2], K(r) is stable, since ∆K(r)(t) = (2t2 − 5t + 2)2.
Further, for 2-bridge links, it is possible to construct systematically such exceptional
stable links. In this section, we show some of these knots and links.
8.1. Exceptional stable knots
We begin with the following proposition.
Proposition 8.1. Let r = [2a,−2,−2b, 2c], where a, b, c > 0. Then K(r) is stable
if bc ≥ 2a(c+ 1).
Proof. First we see that ∆K(r)(t) = At
4 −Bt3 +Ct2 −Bt+A, where A = abc,
B = 4abc + bc − ac + a and C = 6abc + 2bc − 2ac + 2a + 1. Consider the modi-
fied polynomial f(x) of ∆K(r)(t), where f(x) = Ax
2 − Bx + (C − 2A). Since the
discriminant d of f(x) is bc(bc − 2a(c + 1)) + a2(c − 1)2, it follows that d ≥ 0 if
bc ≥ 2a(c + 1). Let α and β be two real zeros of f(x). We claim that |α|, |β| > 2.
In fact, α and β are given as B±
√
d
2abc = 2 +
bc−a(c−1)±√d
2abc . But since bc ≥ 2a(c+ 1),
we see that bc− a(c− 1) ≥ 0 and also (bc− a(c− 1))2 > d, and hence α, β > 2. ✷
Example 8.2. If a = 1, b = 4 and c = 1, then K(r) is stable.
A similar argument can be applied to show the following proposition.
Proposition 8.3. Let r = [2a, 2b,−2b,−2a], a, b > 0. Then K(r) is stable if and
only if a ≥ 4b. Here, f(x) = 1+2a2− 4ab+4a2b2+(−a2+2ab− 4a2b2)x+ a2b2x2.
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Example 8.4. (1) For r = [8, 2,−2,−8], ∆K(r)(t) = (4t2 − 9t+ 4)2 is stable.
(2) Let r = [10, 2,−2,−10], ∆K(r)(t) = 25t4 − 115t3 + 181t2 − 115t+ 25 is stable.
8.2. Exceptional stable links
In this sub-section, we study exceptional stable 2-bridge links.
Proposition 8.5. Let r = [2a, 2b,−2c], a, b, c > 0. Then K(r) is stable if and only
if a ≥ c.
Proof. We see that ∆K(r) = (t − 1)(At2 − Bt + A), where A = abc and
B = 2abc + a − c. Therefore g(t) = At2 − Bt + A has two real zeros if the dis-
criminant d = (a − c)(4abc + a − c) ≥ 0. Since 4abc + a − c > 0, the proposition
follows easily. ✷
Now we construct exceptional stable links systematically.
Definition 8.6. Let r = [2a1, 2a2, . . . , 2an] be a sequence of non-zero integers.
(1) N(r) denotes tM(r)−M(r)T , where M(r) is the n×n matrix {mi,j} such that
for all k’s, mk,k = ak, mk,k+1 = 1, and other entries are 0. See (4.1).
(2) we write −r = [−2a1,−2a2, . . . ,−2an], and r−1 = [2an, 2an−1, . . . , 2a1].
Lemma 8.7. For a given sequence r = [2a1, 2a2, . . . , 2an], we have;
detN(r) = detN(r−1) = (−1)n detN(−r) = (−1)n detN(−r−1).
Proof. This lemma can be simply proven by induction on n, but under-
stood better in terms of Alexander polynomials of 2-bridge knots and links. Ac-
tually, detN(r) coincides with the Alexander polynomial ∆K(r)(t). And hence
detN(r), detN(r−1), detN(−r) and detN(−r−1) are equivalent up to multiplica-
tion of ±1 and powers of t. In this case, the differences are detected by their constant
terms, which are respectively (−1)n∏ni=1 ai, (−1)n∏ni=1 ai, (−1)n∏ni=1(−ai), and
(−1)n∏ni=1(−ai). ✷
For given two sequences r = [2a1, 2a2, · · · , 2an] and s = [2b1, 2b2, · · · , 2bn], and
an integer k, let [r, 2k, s] denote [2a1, 2a2, · · · , 2an, 2k, 2b1, 2b2, · · · , 2bn].
Theorem 8.8. Given r = [2a1, 2a2, · · · , 2an], let T1 = [r, 2k, r], T2 = [r, 2k,−r],
T3 = [r, 2k, r
−1] and T4 = [r, 2k,−r−1]. Then for any integer k 6= 0, we have;
(1) ∆K(Ti)(t) = ∆K(r)(t)f(t), where f(t) is an integer polynomial. (1 ≤ i ≤ 4)
(2) ∆K(T4)(t) = k(t− 1)[∆K(r)(t)]2.
Corollary 8.9. ∆K(T4)(t) is stable if and only if ∆K(r)(t) is stable.
For other cases, T1, T2 and T3, generally ∆K(Ti)(t) is not stable unless the se-
quence of Tj alternates in sign. For example, if m is odd and r is an alternating
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sequence with 2a1 > 0 and k < 0, then K(T1) and K(T3) are stable.
Example 8.10. (1) Let s = [4, 2,−2]. By Proposition 8.5, K(s) is stable. Thus,
for r = [4, 2,−2,−4, 2,−2,−4], K(r) is stable by Theorem 8.8, and further, for
r′ = [r, 2k,−r−1], K(r′) is also stable, if k 6= 0.
(2) Let s = [2,−2,−8, 2]. Then K(s) is stable by Proposition 8.1. Therefore, for
r = [2,−2,−8, 2, 4,−2, 8, 2,−2], K(r) is stable.
Theorem 8.8 is a corollary of the following lemma. For a given matrix M , Mij
denotes the matrix obtained from M by deleting the ith row and jth column.
Lemma 8.11. For sequences r = [2a1, 2a2, · · · , 2an] and s = [2b1, 2b2, · · · , 2bn],
let A (resp. B) denote tM(r) −M(r)T (resp. tM(s) −M(s)T ), where M(r) and
M(s) are as in Definition 8.6. Then we have: ∆K([r,2k,s])(t) = detN([r, 2k, s]) =
k(t− 1) detAdetB + t (detAn,n detB + detAdetB1,1).
Proof of Theorem 8.8. (1) If s is equal to r, r−1,−r or −r−1, then detA =
ε detB, where ε equals 1 or −1 according to Lemma 8.7. Since ∆K(r)(t) =
detA, we have the conclusion by Lemma 8.11. (2) If r = −r−1, then (i)
detAdetB = (−1)n detAdetA, (ii) detAn,n detB = (−1)n detAn,n detA, and
(iii) detAdetB1,1 = detA(−1)n−1 detAn,n. Therefore, by Lemma 8.11, we have
the conclusion. ✷
The following formula is often used in this paper. A proof is an exercise.
Proposition 8.12. Let A and B be square matrices of sizes n and m. Let M be the
matrix obtained from A⊕B by changing the (α, n+β)-entry to x and (n+γ, δ)-entry
to y, where 1 ≤ α, δ ≤ n and 1 ≤ β, γ ≤ m. Then we have:
detM = detAdetB − (−1)α+β+γ+δxy detAα,δ detBγ,β (8.1)
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Proof of lemma 8.11. By (8.1), we have the following:
detN([r, 2k, s]) =det


A
t
−1 k(t− 1) t
−1
B


=detAdet


k(t− 1) t
−1
B

+ t detAn,n detB
=detA {(k(t− 1) detB + t detB1,1}+ t detAn,n detB
=k(t− 1) detAdetB + t(detAn,n detB + detAdetB1,1)
✷
Question 8.13. To what extent does the stability property of the Alexander poly-
nomials of an alternating knot K reflect the topological properties of K?
Problem 8.14. Characterize stable alternating knots and links.
9. Interlacing property (I) 2-bridge knots
For a series of stable real polynomials, the interlacing property of two sets of zeros
is an interesting and important property. First, in this section, we prove a simple,
but useful basic theorem in this paper (Theorem 9.4). We begin with a definition.
Definition 9.1 ([4, p.310]). Let f, g ∈ R[z] be univariate polynomials. Suppose
f, g are real stable. Let α1 ≤ α2 ≤ · · · ≤ αn and β1 ≤ β2 ≤ · · · ≤ βm be the zeros of
f and g, respectively. Then we say that the zeros {αj} and {βk} are interlaced, (or
we simply say that f and g are interlaced) if the following conditions are satisfied.
(i) |m− n| ≤ 1,
(ii) they can be ordered so that
(a) if n = m, then
α1 ≤ β1 ≤ α2 ≤ β2 ≤ · · · ≤ αn ≤ βn, or
β1 ≤ α1 ≤ β2 ≤ α2 ≤ · · · ≤ βn ≤ αn,
(b) if n = m+ 1, then
α1 ≤ β1 ≤ α2 ≤ β2 ≤ · · · ≤ αm ≤ βm ≤ αm+1(= αn),
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(c) if m = n+ 1, then
β1 ≤ α1 ≤ β2 ≤ α2 ≤ · · · ≤ αn ≤ βn+1(= βm).
Definition 9.2 ([32, p.56]). For f, g ∈ C[z], we define the Wronskian W [f, g] as
W [f, g] = f ′g − fg′. For f(6= 0), g(6= 0) ∈ R[z], we say that two real stable f, g are
in proper position (denoted by f ≪ g) if W [f, g] ≤ 0 on all real values.
If the zeros of f and g are interlaced, then either W [f, g] ≤ 0 or W [f, g] ≥ 0 on
all real values and hence f ≪ g or g ≪ f [32, p.56].
Theorem 9.3 ([32, p.57]). (Hermite-Kakeya-Obreschkoff Theorem) Let f, g ∈
R[z]. Then all non-zero polynomials in {af + bg|a, b ∈ R} are real-rooted if and
only if (1) f, g are real stable and (2) f ≪ g, g ≪ f or f = g = 0.
Now first we prove the following theorem. Although Theorem 9.3 is a strong
tool, our proof is not a simple application of Theorem 9.3.
Theorem 9.4. Let s = [2a1,−2a2, · · · , (−1)k−12ak, · · · , (−1)n−12an], s′ =
[2a1,−2a2, · · · , (−1)n−22an−1], where aj > 0, for 1 ≤ j ≤ n. Then
∆K(s)(t)∆K(s′)(t) is simple, and ∆K(s)(t) and ∆K(s′)(t) are interlaced.
Note that by reversing the sequences, the same conclusion of Theorem 9.4 holds
for the case s′ = [−2a2, 2a3, · · · , (−1)n−12an].
Proof of Theorem 9.4. Our proof is by induction. We use Seifert matrices of
twisted chain type (4.1).
Case 1. n = 2. ∆K(s′)(t) = a1(t−1) and ∆K(s)(t) = −a1a2+ t+2a1a2t−a1a2t2.
Since ∆K(s)(1) = 1, ∆K(s)(t)∆K(s′)(t) is simple and ∆K(s)(t) has two real zeros,
α1 and α2 with α1 < 1 < α2.
Case 2. n = 3. Write s = [2a,−2b, 2c], s′ = [2a,−2b], s′′ = [2a], a, b, c > 0. By a
Seifert matrix M =

 a 1 00 −b 1
0 0 c

 for K(s), we have
∆K(s)(t) =c(t− 1)∆K(s′)(t) + t∆K(S′′)(t)
=(t− 1){c (−ab+ (1 + 2ab)t− abt2)+ at} .
Consider two curves y1 = c
(−ab+ (1 + 2ab)t− abt2) and y2 = −at. From the
observation in case n = 2, we see that these two curves intersect in two points at
say, t = β1 and t = β2 such that β1 < α1 < 1 < α2 < β2. See Fig.9.1. Since the
zeros of ∆K(s)(t) are β1, 1 and β2, we have the conclusion for n = 3.
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Fig. 9.1
Note that for alternating stable knots and links, all the zeros of the Alexander
polynomials are positive, because the coefficients are non-zero and have alternating
signs. Moreover, since the Alexander polynomials are reciprocal, each zero less than
1 has its counterpart greater than one, and vice versa.
Case 3. General case.
Assume inductively that ∆K(s′)(t)∆K(s′′)(t) is simple and ∆K(s′)(t) and ∆K(s′′)(t)
are interlaced, where for simplicity, we write the sequences as follows:
s = [2a1,−2a2, . . . , (−1)n−12an],
s′ = [2a1,−2a2, . . . , (−1)n−22an−1],
s′′ = [2a1,−2a2, . . . , (−1)n−32an−2].
Use Seifert matrices Ms,Ms′ ,Ms′′ of twisted chain type and call
fn(t) := det(tMs −MTs ),
fn−1(t) := det(tMs′ −MTs′ ),
fn−2(t) := det(tMs′′ −MTs′′).
Expand det(tMs −MTs ) at the last row and column, and we have:
fn(t) = (−1)n−1an(t− 1)fn−1 + tfn−2 (9.1)
Consider two curves y1 = (−1)n−1an(t − 1)fn−1 and y2 = −tfn−2. We show that
y1 and y2 intersect in n points and (i) fnfn−1 is simple and (ii) fn(t) and fn−1(t)
are interlaced. First, note that the leading coefficients of y1 and y2 have the same
sign.
Case 3.1. n is even, say 2m. Fig. 9.2 depicts the case m is even (in, particular
m = 4). The casem is odd is similar, and the arguments are the same. By induction
hypothesis fn−1fn−2 is simple, and since K(s′) is a link and fn−1 is simple, (t− 1)
divides fn−1 exactly once. Hence t = 1 is the double zero of y1. Meanwhile, since
K(s′′) is a knot, (t− 1) does not divide fn−2. Also, by induction hypothesis, fn−1
and fn−2 have interlaced zeros. Ifm is even (resp. odd), then the leading coefficients
of y1 and y2 are both positive (resp. negative). The sets of the zeros of fn−1 and y1
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are the same and the set of the zeros of y2 coincides with that of fn−2 with 0 added.
Then two curves y1 and y2 intersect exactly n times and (i) fnfn−1 is simple and
(ii) fn and fn−1 are interlaced, as shown in Fig. 9.2. Since deg fn = n. We have the
conclusion.
Fig. 9.2
Fig. 9.3
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Case 3.2. n is odd, say 2m + 1. Fig. 9.3 depicts the case m is even (in, particular
m = 4). The case m is odd is similar, and the arguments are the same. K(s′) is
a knot, and hence fn−1(1) 6= 0. By induction hypothesis, (i) fn−1fn−2 is simple
and (ii) fn−1 and fn−2 have interlaced zeros. If m is even (resp. odd), then the
leading coefficients of y1 and y2 are both positive (resp. negative). y1 and y2 have
interlacing zeros, except sharing 1 in common. Then two curves y1 and y2 intersect
exactly n times and (i) fnfn−1 is simple and (ii) fn and fn−1 are interlaced. ✷
In proving Theorem 9.4, we have the following theorem:
Theorem 9.5. Let s = [2a1,−2a2, · · · , (−1)k−12ak, · · · , (−1)n−12an] and
r = [2a1,−2a2, · · · , (−1)k−12ak, · · · , (−1)n−12(an − 1)], (or r = [2(a1 −
1),−2a2, · · · , (−1)k−12ak, · · · , (−1)n−12an], a1 > 1), where aj > 0, for 1 ≤ j ≤ n
and an > 1. Let {αj , 1 ≤ j ≤ [n2 ]} and {βj , 1 ≤ j ≤ [n2 ]} be the zeros of ∆K(r)(t) and
∆K(s)(t) respectively in (0, 1). Then {αj} and {βj} are disjoint and are interlaced,
i.e., 0 < α1 < β1 < · · · < α[n2 ] < β[n2 ] < 1.
Proof. As in the proof of Theorem 9.4, fn = (−1)n−1an(t − 1)fn−1 + tfn−2.
If we replace an by an − 1, the curve y1 is squeezed toward the t-axes, while the
intersection points with the t-axes are fixed. Since y2 is irrelevant to an, each of the
zeros of fn less than (resp. more than) 1 is moved toward (but never beyond) its
left (resp. right) neighbour. Therefore, we have the conclusion. ✷
Theorem 9.5 is generalized as follows:
Theorem 9.6. Let s = [2a1,−2a2, . . . , (−1)k−12ak, . . . , (−1)n−12an] and r =
[2a1,−2a2, . . . , (−1)k−12(ak − 1), . . . , (−1)n−12an], where aj > 0, 1 ≤ j ≤ n and
ak > 1, 1 ≤ k ≤ n. Let δ(K) be the maximal value of the zeros of ∆K(t). Then
δ(K(s)) < δ(K(r)).
Proof. We prove the theorem for the case where n is even, say, n = 2m and k is
odd. The same argument works for the other cases.
Let s1 = [2a1,−2a2, . . . , (−1)k−22ak−1], s2 = [(−1)k−12ak, . . . , (−1)n−12an],
r2 = [(−1)k−12(ak−1), . . . , (−1)n−12an], s′1 = [2a1,−2a2, . . . , (−1)k−32ak−2], s′2 =
[(−1)k2ak+1, . . . , (−1)n−12an]. We use Seifert matricesM(s),M(r),M(s1),M(s2),
M(r2), M(s
′
1) and M(s
′
2) of twisted chain type. Let fn = det(tM(s) −M(s)T ),
f̂n = det(tM(r)−M(r)T ), fk−1 = det(tM(s1)−M(s1)T ), gn−k+1 = det(tM(s2)−
M(s2)
T ), hn−k+1 = det(tM(r2)−M(r2)T ), fk−2 = det(tM(s′1)−M(s′1)T ), gn−k =
det(tM(s′2) − M(s′2)T ). Now by Proposition 8.12, we have fn = fk−1gn−k+1 +
tfk−2gn−k and f̂n = fk−1hn−k+1 + tfk−2gn−k. Let α, β and γ be respectively the
smallest zeros of fk−1, gn−k+1 and hn−k+1. Then γ < β be Theorem 9.5. Let y1 =
fk−1gn−k+1, z1 = fk−1hn−k+1 and y2 = −tfk−2gn−k. We note that the signs of the
leading coefficients of y1 and z1 are both (−1)m and that of fk−2gn−k is (−1)m−1.
Also, the smallest positive zero of y2 is larger than α or β by Theorem 9.4. Consider
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the intersection of three curves y1, z1 and y2. The smallest value of the intersection
will be seen from the diagrams below. See Fig 9.4 for the case α ≤ γ, and Fig 9.5
for the case γ < α.
Fig. 9.4
Fig. 9.5
In each ease, d(K(r)) < d(K(s)), where d(K) denotes the smallest (positive)
zero of ∆K(t), and hence δ(K(r)) > δ(K(s)). ✷
As an immediate consequence of Theorem 9.6, we have the following theorem:
Theorem 9.7. Let Fn be the set of stable 2-bridge knots or links K(r) with r =
[2a1,−2a2, . . . , (−1)n−12an], aj > 0, 1 ≤ j ≤ n. Then δ(K(r)) is maximal if and
only if r = [2,−2, . . . , (−1)n−12], i.e., K(r) is fibred.
Example 9.8. (1) Let s = [4,−2, 2,−6, 4,−2], s′ = [4,−2, 2,−6, 4]. Then the ze-
ros of ∆K(s) are approximately {0.2866, 0.4550, 0.7654, 1.3065, 2.1976, 3.4888} and
those of ∆K(s′) are approximately {0.2877, 0.6179, 1.0000, 1.6183, 3.4761}
(2) Let s = [4,−2, 2,−6, 4,−2, 4,−4], s′ = [4,−2, 2,−6, 4,−2, 4].
Then the zeros of ∆K(s) are approximately
{0.2857, 0.3535, 0.6148, 0.8171, 1.2237, 1.6265, 2.8287, 3.4999} and those of ∆K(s′)
are approximately {0.2859, 0.3716, 0.6772, 1., 1.4767, 2.6913, 3.4973}
Remark 9.9. For exceptional stable 2-bridge knots or links, the interlacing prop-
erty may not hold. For example, let s = [10, 2,−2,−10] and s′ = [10, 2,−2]. Then
K(r) and K(s′) are both stable, but they are not interlaced. In fact, the zeros of
∆K(s)(t) are approximately {0.4923, 0.7592, 1.3172, 2.0313}, but those of ∆K(s′)(t)
are approximately {0.4202, 1, 2.3797}. Therefore, they are not interlaced.
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10. Interlacing property (II) Quasi-rational knots Xn
In the following two sections, we prove the interlacing property for two series of
alternating stable knots Xn and Y2n+1 considered in Section 6.3. The idea of our
proof is similar to the proof of Theorem 9.4, but we need a lot of computations.
The first series of knots Xn shows us that the zeros of the Alexander polynomials
of alternating knots is unbounded. On the other hand, the Alexander polynomial
of each knot in the second series of knots Y2n+1 is not irreducible. Nevertheless, the
maximal value of the zeros of a factor (of degree 4) of the Alexander polynomial of
Y3 is quite likely equal to δ6 defined in Section 5.1.
Now consider a series of stable knots
Xn(a, b) = Xn(2a1, · · · , 2an | −2b1, · · · ,−2bn), aj , bj > 0, 1 ≤ j ≤ n.
We prove
Theorem 10.1. (1) Xn(a, b) is a stable alternating knot of genus n.
(2) Let Kn = Xn(2, 2, · · · , 2|−2,−2, · · · ,−2). Then for n ≥ 2, ∆Kn(t)∆Kn−1(t)
is simple and ∆Kn(t) and (t− 1)∆Kn−1(t) are interlaced.
(3) Let αn be the maximal value of the zeros of ∆Kn(t). Then αn ≥ n+ 1.
We suspect that (2) holds for Xn(a, b) with any aj > 0 and bj > 0, 1 ≤ j ≤ n.
Therefore we conjecture:
Conjecture 10.2. Let aj > 0 and bj > 0, 1 ≤ j ≤ n. Then for n ≥ 2,
∆Xn(t)∆Xn−1(t) is simple, and ∆Xn(t) and (t− 1)∆Xn−1(t) are interlaced.
Now since (1) and (3) are already proved in Theorem 6.7 (1), we prove only (2)
in this section. For simplicity, we denote by G(n) the normalization of ∆Kn(t).
As the first step, we prove
Proposition 10.3. Let λ(t) = 2t2 − 5t+ 2.
(1) For n ≥ 2, G(n) = λ(t)G(n − 1)− (t− 1)4G(n− 2).
(2) For n ≥ 0, λ(t)6 |G(n).
(3) For n ≥ 0, (t− 1)6 |G(n), where we define G(0) = 1.
Proof. Since Kn is a knot, (3) holds trivially. Now Proposition 10.3 holds for
n = 1 and 2. In fact, K1 = 41 and K2 = 812 and ∆K2(t) = t
4−7t3+13t2−7t+1 =
(2t2 − 5t+ 2)(t2 − 3t+ 1)− (t− 1)4 = λ(t)G(1) − (t− 1)4G(0). Suppose n ≥ 3. A
Seifert matrix M of Kn is given in a proof of Theorem 6.7 (1). It is of the form:
M =
[
En O
C −En
]
, where C is a lower triangular matrix defined in the proof of
Theorem 6.7 (1). Since ∆Kn(t) = det[Mt−MT ], we see that G(n) = detN , where
N =
[
(t− 1)En CT
Ct (t− 1)En
]
. To compute G(n), first expand detN along the
nth row and we obtain by Proposition 8.12 that G(n) = detN = (t − 1) detN1 −
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tG(n−1), where N1 =
[
(t− 1)En−1 CT1
C1t (t− 1)En
]
and C1 is an n× (n−1) matrix
of the form:
C1 =


1
1 1 O
1 1 1
. . .
1 1 1 · · · 1
1 1 1 · · · 1


Next, subtract the next to last row of detN1 from the last row and then subtract
the next to last column of detN1 from the last column and then expand it along
the last row, and we obtain detN1 = 2(t−1)G(n−1)− (t−1)3G(n−2). Therefore,
G(n) = (t− 1) detN1− tG(n− 1) = (t− 1){2(t− 1)G(n− 1)− (t− 1)3G(n− 2)}−
tG(n−1) ={2(t−1)2−t}G(n−1)−(t−1)4G(n−2) = λ(t)G(n−1)−(t−1)4G(n−2).
This proves (1). Using (1), (2) follows by induction. ✷
To prove Theorem 10.1 (2), let α1 < α2 < · · · < αn−1 < 1 be the zeros of
(t − 1)G(n − 1) in [0, 1] and let β1 < β2 < · · · < βn be the zeros of G(n) in [0, 1].
Then it suffices to prove the following proposition.
Proposition 10.4. (1) For n ≥ 1, G(n)G(n − 1) is simple. (2) {αj , 1 ≤ j ≤
n− 1} ∪ {1} and {βj , 1 ≤ j ≤ n} are interlaced, namely,
β1 < α1 < β2 < α2 < · · · < αn−1 < βn < 1. (10.1)
(3) (a) If n is even, say 2m, then αm <
1
2 < βm+1, and
(b) if n is odd, say 2m+ 1, then βm+1 <
1
2 < αm+1.
We note that 12 (and 2) are the zeros of λ(t) and also we need (3) to show (2)
by induction.
Proof. We use induction.
Case n = 1. The zeros of G(1) = t2 − 3t + 1 in [0, 1] is β1 = 0.38 · · · . Since
G(0) = 1, we have β1 < 1 and further β1 <
1
2 . This proves Proposition 10.4 when
n = 1.
Case n = 2. The zeros of G(2) in [0, 1] are β1 = 0.228 · · · and β2 = 0.5449 · · · ,
while the zeros of (t−1)G(1) in [0, 1] are α1 = 0.38 · · · and 1. Therefore, β1 < α1 <
β2 < 1 and α1 <
1
2 < β2.
Case n ≥ 3. Suppose G(n)G(n − 1) is simple. Let {αj, 1 ≤ j ≤ n− 1} ∪ {1} be
the zeros of (t − 1)G(n − 1) in [0, 1] and {βj , 1 ≤ j ≤ n} be the zeros of G(n) in
[0, 1].
Inductively, we assume that they are interlaced, namely,
β1 < α1 < β2 < α2 < · · · < αn−1 < βn < 1. (10.2)
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Consider the zeros of G(n+1) in [0, 1]. Since G(n+1) = λ(t)G(n)−(t−1)4G(n−1),
the zeros of G(n + 1) in [0, 1] are determined by the intersection of two curves
y1 = λ(t)G(n) and y2 = (t − 1)4G(n − 1). Note that λ(t)G(n) is simple and since
(t− 1)6 |G(n− 1), 1 is the zero of y2 of exactly order 4.
Case (a) n+ 1 is even, say 2m. Then by induction, since n is odd, we have
β1 < α1 < β2 < α2 < · · · < βm < 1
2
< αm
< βm+1 < · · · < αn−1 < βn < 1. (10.3)
Note that y1(0) = 2 and y2(0) = 1, since G(k) is monic for all k ≥ 1.
When m is even (resp. odd), two curves are depicted in Fig. 10.1 top (resp.
bottom).
Fig. 10.1
There are exactly (n + 1) points of intersection {γj, 1 ≤ j ≤ n + 1} in [0, 1]
which are the zeros of G(n+ 1) in [0, 1]:
γ1 < β1 < γ2 < β2 < γ3 < · · · < γm < βm < 1
2
< γm+1
< βm+1 < · · · < γn < βn < γn+1 < 1.
Thus G(n+ 1)G(n) is simple and {γj} and {βj} ∪ {1} are interlaced and βm <
1
2 < γm+1. Proposition 10.4 is now proved for this case.
Case (b) n+ 1 is odd, say 2m+ 1. Then by induction, since n is even, we see
β1 < α1 < β2 < α2 < · · · < αm < 1
2
< βm+1
< αm+1 < · · · < αn−1 < βn < 1.
When m is even (resp. odd), two curves are depicted in Fig. 10.2 top (resp. bottom).
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Fig. 10.2
There are (n+ 1) points of intersection {γj , 1 ≤ j ≤ n+ 1} in [0, 1] and
γ1 < β1 < γ2 < β2 << · · · < βm < γm+1 < 1
2
< βm+1
< γm+2 < · · · < βn < γn+1 < 1.
Now we covered all cases and a proof is completed.
✷
Example 10.5. Given below is the list of the zeros of the Alexander polynomials
for G(k), k = 1, 2, . . . , 8. The table satisfies Theorem 10.1.
0.382
2.618
0.228
0.544
1.838
4.390
0.145
0.458
0.578
1.730
2.186
6.904
0.098
0.382
0.526
0.591
1.692
1.900
2.618
10.193
0.070
0.320
0.474
0.557
0.597
1.674
1.797
2.109
3.129
14.273
0.052
0.269
0.426
0.519
0.573
0.601
1.664
1.746
1.927
2.349
3.719
19.155
0.040
0.228
0.382
0.481
0.544
0.582
0.603
1.658
1.717
1.838
2.077
2.618
4.390
24.841
0.032
0.194
0.343
0.446
0.515
0.560
0.589
0.605
1.654
1.699
1.786
1.943
2.242
2.915
5.144
31.333
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11. Interlacing property (III) Quasi-rational knots {Y2n+1}
In this section, we discuss a slightly different sense of interlacing property of the
second series of stable alternating knots. The Alexander polynomials of knots in
this series may have multiple zeros and thus, they are not irreducible. Nevertheless,
some zero has the largest value up to 12 crossing knots.
Let Y2n+1(2a1, 2a2, · · · , 2a2n+1 | 2b1, 2b2, · · · , 2b2n+1) be a quasi-rational knot
obtained as the boundary of the surface constructed in Example 6.6. Define a series
of alternating quasi-rational knots Yn by Y2n+1(−2,−2, · · · ,−2︸ ︷︷ ︸
2n−1
| 2, 2, · · · , 2︸ ︷︷ ︸
2n−1
). Then
Y1 is the knot 41 and Y2 is the 12 crossing alternating knot 12a1124. We note that
the largest zero of Y2 is 7.69853 · · · , which attains the largest real part of all the
zeros of Alexander polynomials of alternating knots up to 12 crossings.
11.1. Conway polynomials of Yn
In this subsection, we give inductive formulae for the Conway polynomials of Yn.
(For the Conway polynomial, see [21].) Denote by Wn the link obtained from Yn by
removing band corresponding the the middle vertical edge of the graph in Fig.6.3.
Denote by cn(z) (resp. dn(z)) the Conway polynomial of Yn (resp. Wn). For
simplicity, we write a function fn(z) of z as fn.
Proposition 11.1. Let a(z) = 1− z2, b(z) = 1 + z2. Then we have:
c1 = a,
c2 = a(a
2 − 4z2), and for n ≥ 1,
cn+2 = a
2(2cn+1 − b2cn). (11.1)
Proof. In (11.2) below, we can write dn (resp. dn+1) in terms of cn and cn+1
(resp. cn+1 and cn+2). Substituting these into (11.3), we have the conclusion. Using
skein trees, we prove Lemma 11.2 at the end of this subsection. ✷
Lemma 11.2.
d1 = z, and for n ≥ 1,
cn+1 = (3z
4 − 4z2 + 1)cn + 2z(z4 − 1)dn (11.2)
dn+1 = 2z(1− z2)cn + (1− z4)dn. (11.3)
We know that the Conway polynomials cn have a factor a = 1 − z2. In the
proposition below, we determine the exponent of a in cn.
Proposition 11.3. Let f2m−1 =
c2m−1
a2m−1
, f2m =
c2m
a2m−1
. Then for m ≥ 1, we have
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the following, where a(z) = 1− z2, b(z) = 1 + z2.
f2m−1, f2m ∈ Z[z] (11.4)
a 6 |f2m−1 and a 6 |f2m, (11.5)
f2m+1 = 2f2m − b2f2m−1 (11.6)
f2m+2 = 2a
2f2m+1 − b2f2m (11.7)
Proof. First we prove (11.4) by induction. For c1 and c2, the claim is trivial.
Assume that the claim holds up to 2m. By (11.1) and induction hypothesis, we
have
c2m+1 = a
2(2c2m − b2c2m−1)
= a2(2a2m−1f2m − b2a2m−1f2m−1)
= a2m+1(2f2m − b2f2m−1), (11.8)
and hence c2m+1 has factor a
2m+1. We also have
c2m+2 = a
2(2c2m+1 − b2c2m)
= a2(2a2m+1f2m+1 − b2a2m−1f2m)
= a2m+1(2a2f2m+1 − b2f2m), (11.9)
and hence c2m+2 has factor a
2m+1. Therefore, we have (11.4). By (11.8) and (11.9),
we have (11.6) and (11.7). Finally, we prove (11.5), using the fact that if a poly-
nomial f(t) is divided by a = 1 − z2 then f(1) = 0. Let en = fn(1), and we prove
that ek 6= 0 for k ≥ 1. By putting z = 1 in (11.6) and (11.7), we have
e2m+1 = 2e2m − 4e2m−1 (11.10)
e2m+2 = −4e2m (11.11)
Since e1 = 1, e2 = −4, by (11.11) we have e2m = (−4)m and hence e2m 6= 0. Then
by (11.10), e2m+1 = 2(−4)m − 4e2m−1 and hence e2m+1 is positive (resp. nega-
tive) if m is even (resp. odd), and in any case, e2m+1 6= 0. In fact, we see that
e2m−1 = (−4)m−1(2m− 1). ✷
The following lemma is used to prove Lemma 11.2. The equation (11.12) means
the relation of the Conway polynomials of three knots or links that differ only
locally as depicted in the diagrams. In Lemma 11.4 and its proof, we adopt such a
convention. Lemma 11.4 below reduces the Conway polynomial of a diagram with
two or more parallel bands (of positive writhe) to those with one and zero bands.
Lemma 11.4.
= 2z − z2 (11.12)
= 3z2 − 2z3 (11.13)
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Proof. First, we have = + z and hence = − z .
= +z = +z +z = z
(
−z
)
+z .
= 2z + z2 = 2z
(
2z − z2
)
− z2 .
In fact, we can inductively prove · · ·︸ ︷︷ ︸
n
= nzn−1 − (n− 1)zn . ✷
To prove Lemma 11.2 using skein trees, notice the following (see Figure 11.1).
Suppose that a band b1 crosses over exactly one other band b2, then untwisting b1
results in cutting both b1 and b2. Suppose a band b1 crosses over exactly two bands
b2 and b3. Then untwisting b1 results in removing b1 and merging the band b2 and
b3.
(1) (2)
Fig. 11.1
Proof of Lemma 11.2. We depict skein trees for Yn’s and Wn’s. The knots Yn’s
and links Wn’s are represented by diagrams in Figures 11.2 through 11.5. Each
dotted arc indicates the site where an arc is removed, and hence dotted arcs are not
counted as arcs. Horizontal arcs are assigned with weight −2 and non-horizontal
ones with weight 2, except for the ones with label 4 in Fig. 11.4. Recall that a
diagram represents a knot or link on the boundary of a Seifert surface obtained from
a disk by attaching twisted bands along the arcs, where horizontal arcs contribute
bands on the top side, and non-horizontal arcs on the back side.
First, we prove (11.3). We have a skein tree as in Fig. 11.2, where the sites of
crossing changes and splicing are marked with ∗. In the first step, we use Fig. 11.1
(1).
Fig. 11.2
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In the left of the bottom row, we have two parallel bands. We apply Lemma
11.4, but since the writhe is negative, we replace z by −z. See Fig. 11.3. Then we
have (11.3).
Fig. 11.3
Next, we prove (11.2). We have a skein tree as in Fig. 11.4. In the first step,
we use Fig. 11.1 (2) and have a band with two full-twists. On the way, we have
the connected sum of Yn and the 2-bridge link K(
1
4 ), whose Conway polynomial is
equal to that of Yn multiplied by −2z.
Fig. 11.4
In the left of the third row, we have three parallel bands, and apply Lemma
11.4 with z replaced by −z. See Fig. 11.5. Then we have (11.2).
Now we have completed a proof of Lemma 11.2. ✷
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Fig. 11.5
11.2. Alexander polynomials of Yn
In the previous subsection we investigated the Conway polynomial cn(z) of Yn.
Now we translate cn(z) to the normalized Alexander polynomials hn(t) of Yn. By
Proposition 11.3 we inductively have the following:
Corollary 11.5. deg f1(z) = 1, deg f2(z) = 4. For m > 1, deg f2m−1(z) = 4(m−
1), deg f2m(z) = 4m. The leading coefficient of fk is equal to 1, for k ≥ 1.
The Alexander polynomial of Yn is obtained by putting z =
√
t− 1√
t
in cn(z).
Proposition 11.6. Let hn(t) be the normalized Alexander polynomial of Yn. Let
µ(t) = 1− 3t+ t2 and ρ(t) = 1− t+ t2. Let g2m−1(t) = f2m−1(
√
t− 1√
t
)t2(m−1) and
g2m(t) = f2m(
√
t− 1√
t
)t2m
Then we have:
h2m−1(t) = µ(t)2m−1g2m−1(t) (11.14)
h2m(t) = µ(t)
2m−1g2m(t) (11.15)
Moreover, µ(t) 6 |g2m−1(t), µ(t) 6 |g2m(t).
Proposition 11.7. deg g2m−1(t) = 4(m−1), deg g2m = 4m, gk(t)’s are monic and
reciprocal.
g1 = 1, g2 = 1− 10t+ 19t2 − 10t3 + t4 (11.16)
g2m+1 = 2g2m − ρ(t)2g2m−1 (11.17)
g2m+2 = 2µ(t)
2g2m+1 − ρ(t)2g2m (11.18)
Now we study the interlacing property of gk and gk+1. The following is the main
theorem of this section.
Theorem 11.8. For m ≥ 1, we have the following, where µ0 .= 0.382 is the zero
of µ(t) = 1− 3t+ t2 in [0, 1].
(1) g2m−1g2m is simple,
(2) (t− 1)µ(t)g2m−1 and g2m are interlaced.
Namely, let α1 < α2 < · · · < α2(m−1) be the zeros of g2m−1 in [0, 1], and β1 < β2 <
· · · < β2m be the zeros of g2m in [0, 1]. Then,
β1 < α1 < β2 < · · · < αm−1 < βm < µ0 < βm+1 < αm < · · · < α2(m−1) < β2m < 1.
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(3) g2mg2m+1 is simple,
(4) (t − 1)g2m and µ(t)g2m+1 are interlaced. Namely, let γ1 < γ2 < · · · < γ2m be
the zeros of g2m+1 in [0, 1]. Then,
γ1 < β1 < γ2 < · · · < γm < βm < µ0 < βm+1 < γm+1 < · · · < β2m < γ2m < 1.
Example 11.9. We list gk’s with k up to 6. Note that in general, gk(0) = gk(1) = 1.
g1 =1, g2 = 1− 10t+ 19t2 − 10t3 + t4, g3 = 1− 18t+ 35t2 − 18t3 + t4
g4 =1− 36t+ 266t2 − 784t3 + 1107t4 − 784t5 + 266t6 − 36t7 + t8
g5 =1− 52t+ 458t2 − 1424t3 + 2035t4 − 1424t5 + 458t6 − 52t7 + t8
g6 =(1 − 10t+ 19t2 − 10t3 + t4)(1− 68t+ 522t2 − 1552t3 + 2195t4
− 1552t5 + 522t6 − 68t7 + t8)
Fig. 11.6 depicts adjacent pairs of gk’s.
Fig.11.6
Proof of Theorem 11.8. We prove the theorem by induction. The zeros of g2 in
[0, 1] are approximately 0.129 and 0.662, and those of g3 are approximately 0.063
and 0.765. See Fig. 11.7. Since µ0
.
= 0.38, the claim is true for the pairs (g1, g2)
and (g2, g3), i.e., g1g2 is simple and µ(t)(t − 1)g1 and g2 are interlaced, also, g2g3
is simple and (t− 1)g2 and µ(t)g3 are interlaced.
Fig.11.7
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For general cases, we first fix m and assume (1) and (2) of the statement of
Theorem 11.8, prove (3) and (4) for that m, and then prove (1) and (2) with m
replaced by m+ 1.
By Proposition 11.7, g2m+1 = 2g2m − (1 − t+ t2)2g2m−1. So we examine inter-
section points of y1(t) = (1 − t+ t2)2g2m−1 and y2(t) = 2g2m. See Fig. 11.8 for m
odd (here m = 5). For the case m being even, the figure is similar.
Since 0 < 1− t+ t2 ≤ 1 in [0, 1], y1 and g2m−1 have the same real zeros, and the
graph of y1 is obtained from that of g2m−1 by moving it toward the x-axis, fixing
the points of intersection with the x- and y-axes. By assumption, {zeros of y1} ∪
{µ0}∪{1} and {zeros of y2} are interlaced. Since g2m−1(0) = g2m−1(1) = g2m(0) =
g2m(1) = 1, we have y1(0) = y1(1) = 1, y2(0) = y2(1) = 2. Let γ1 < · · · γ2m be the
zeros of g2m+1 in [0, 1]. Then we see that γ1 < β1 < α1 < · · · < αm−1 < γm <
βm < µ0 < βm+1 < γm+1 < αm < βm+2 < γm+2 < · · · < α2m−2 < β2m < γ2m < 1.
Therefore, we have (3) and (4) of Theorem 11.8 for the fixed m.
Fig.11.8
Next assume (3) and (4) holds for a fixed m. Then we examine g2m+1 and
g2m+2 and prove (1) and (2) with m replaced by m + 1. By proposition 11.7,
g2m+2 = 2(1− 3t+ t2)2g2m+1− (1− t+ t2)2g2m. So we examine intersection points
of y1(t) = (1− t+ t2)2g2m and y2(t) = 2(1− 3t+ t2)2g2m+1. Note that µ0 is a zero
of y2 of order 2. See Fig. 11.9 below for m odd (here m = 5).
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Fig.11.9
For the case m being even, the figure is similar. Let δ1 < · · · < δ2m+2 be the
zeros of g2m+2 in [0, 1]. Then we see that δ1 < β1 < δ2 < β2 < · · · < δm < βm <
δm+1 < µ0 < δm+2 < βm+1 < · · · < δ2m+1 < β2m < δ2m+2 < 1. Therefore, we have
(1) and (2) with m replaced by m+ 1.
Proof of Theorem 11.8 is now complete. ✷
Question 11.10. If the zeros of ∆K1(t) and ∆K2(t) are interlaced, how are K1
and K2 related geometrically ?
12. c-stable knots and links
It is well-known [24] that if the absolute value of the signature of a knot K is equal
to the degree of the Alexander polynomial, then all the zeros of ∆K(t) are on the
unit circle and hence, K is c-stable. However, the converse is not necessarily true,
even for 2-bridge knots. In this section, first we discuss c-stable 2-bridge knots and
links, and then we show some general construction of c-stable knots or links.
12.1. Regular and exceptional c-stable 2-bridge knots and links
We begin with the following proposition:
Proposition 12.1. Let r = [2a1, 2a2, . . . , 2an]. If all ai’s have the same sign, then
K(r) is c-stable.
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Proof. Suppose that all aj ’s are positive. Let M be a Seifert matrix of twisted
chain type. (See Fig 4.3). Then M +MT is positive definite by Positivity lemma
(Proposition 4.7), and hence |σ(K(r))| = deg∆K(r)(t). Therefore, K(r) is c-stable.
✷
The converse of Proposition 12.1 does not hold. The simplest counter-example
is K(r), where r = [2, 8,−2,−2]. In fact ∆K(r)(t) = (2− 3t+2t2)2 and hence K(r)
is c-stable, but σ(K(r)) = 0. In fact, we have the following proposition.
Proposition 12.2. Let r = [2, 2k,−2,−2]. Then we have:
(1) If k < 0, then K(r) is strictly bi-stable.
(2) If k = 1, 2, 3, then K(r) is totally unstable.
(3) If k ≥ 4, then (r) is c-stable.
Proof. First, we see that ∆K(r)(t) = k(t− 1)2(t2 − t+1)+ t2, hence the modifi-
cation of ∆K(r)(t) is f(x) = k(x− 1)(x− 2)+1. The conclusion follows by checking
the intersection of two curves y1 = (x− 1)(x− 2) and y2 = − 1k . ✷
Conjecture 12.3. Let rm = [2, 2, . . . , 2︸ ︷︷ ︸
m−1
, 2k,−2,−2, . . . ,−2︸ ︷︷ ︸
m
]. Then if m is even,
K(rm) is c-stable for sufficiently large k. To be more precise, there exists a positive
integer Nm such that (1) if m is even, then K(rm) is c-stable for k ≥ Nm and (2)
if m is odd, then K(rm) is c-stable for k ≤ −Nm.
We can show that N2 = 4, N3 = 3 and N4 = 7 (See Appendix C). These knots
K(rm) are exceptional c-stable knots.
Example 12.4 below gives an exceptional c-stable link.
Example 12.4. Let r = [2, 2, 2,−6,−2]. Then K(r) is a c-stable link. In fact,
∆K(r)(t) = (t− 1)(3t4 − 6t3 + 7t2 − 6t+ 3) is c-stable.
12.2. Construction of c-stable quasi-rational knots and links
Let K be a quasi-rational knot or link such that a Seifert matrix of K is of the
form :M =
[
A O
B C
]
, where A = diag{a1, a2, · · · , ap}, aj > 0, 1 ≤ j ≤ p and
C = diag{c1, c2, · · · , cq}, cj > 0, 1 ≤ j ≤ q. Let B = [bi,j]1≤i≤p,1≤j≤q .
Proposition 12.5. Suppose M satisfies the following conditions:
(1) ak >
1
2{|b1,k|+ |b2,k|+ · · ·+ |bq,k|} for k = 1, 2, · · · , p,
(2) cℓ >
1
2{|bℓ,1|+ |bℓ,2|+ · · ·+ |bℓ,p|} for ℓ = 1, 2, · · · , q.
Then K is c-stable.
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Proof. Since a symmetric matrix M̂ =M+MT is positive definite, the signature
of M̂ is equal to p+ q and also p+ q is the degree of the Alexander polynomial of
K. Hence, K is c-stable. ✷
Note that K is generally non-alternating.
Remark 12.6. Conditions (1) and (2) in Proposition 12.5 are sufficient conditions
for knots Xn = Xn(2a1, 2a2, . . . , 2an|2b1, 2b2, . . . , 2bn) defined in Example 6.5 to
be c-stable. Suppose that all aj > 0 and bj > 0. Then if Xn is c-stable, at least
(1) or (2) is necessary. In fact, K3 = X3(2, 2, 2|2, 2, 2) is not c-stable, but strictly
bi-stable. Here, ∆K3(t) = t
6− 4t4+7t3− 4t2+1 and K3 is not alternating. On the
other hand, X3(4, 2, 2|2, 2, 2) is c-stable.
Proposition 12.7. Let Xn = Xn(2a1, 2a2, · · · , 2an | 2b1, 2b2, · · · , 2bn) be a quasi-
rational knot defined in Example 6.5. Suppose
(1) a1 ≥ n/2, a2 ≥ (n− 1)/2, · · · , ak ≥ (n− k + 1)/2, · · · , an ≥ 1/2, and
(2) b1 ≥ 1/2, b2 ≥ 2/2, · · · , bk ≥ k/2, · · · , bn ≥ n/2.
Then Xn is c-stable.
Proof. Let M be a Seifert matrix given in Section 6.3. Since aj and bj are inte-
gers, it follows that an ≥ 1 and b1 ≥ 1. Therefore, the nth row and (n + 1)st row
are excessive. Apply the proof of Positivity Lemma on the matrixM +MT to show
that M +MT is positive definite. ✷
Proposition 12.8. Let Y2n+1 = Y2n+1(2a1, 2a2, · · · , 2a2n+1 | 2b1, 2b2, · · · , 2b2n+1)
be a quasi-rational knot defined in Example 6.6. Suppose
(1) a1 and a2n+1 ≥ 1, a2 and a2n ≥ 2, · · · , ak and a2n+2−k ≥ k, · · · , an+1 ≥ n+ 1,
(2) b1 and b2n+1 ≥ 1, b2 and b2n ≥ 2, · · · , bk and b2n+2−k ≥ k, · · · , bn+1 ≥ n+ 1.
Then Y2n+1 is c-stable.
Proof. M +MT satisfies all conditions of Positivity Lemma. ✷
12.3. General construction of c-stable knots and links
The previous propositions show that given an arbitrary quasi-rational knot or link,
we can make it c-stable by changing the number of full twists on some bands.
In this subsection, we generalize this result to that we can construct a c-stable
knot or link from a given Seifert surface.
In case of Seifert surfaces specified by graphs as before, we can construct a
c-stable knot or link with the same underlying graph.
Theorem 12.9. Let F be a Seifert surface for a knot or link K, with
rankH1(F,Z) = n. Suppose that a system of mutually disjoint n arcs α1, . . . , αn
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properly embedded in F is specified so that F \ ∪iαi is a disk. Let F˜ be a Seifert
surface obtained by full-twisting F along each arc αi, ki times. Denote by K˜ the
knot or link ∂F˜ . Then, there exist Ni ∈ N (i = 1, 2 . . . , n) such that if ki ≥ Ni for
each i, then K˜ is c-stable.
Proof. Let L = {ℓ1, . . . , ℓn} be a set of embedded loops in F such that for each i,
αi∩ (∪iℓi) is a single transverse point in ℓi. Note that such a system L is unique up
to isotopy since F \∪iαi is a disk. Then L with an arbitrary orientation gives Seifert
matrices S for F and S˜ for F˜ . Since twisting F along αi affects only the self-linking
number of ℓi, S˜ − S is a diagonal matrix whose ith diagonal entry is ki. Let M be
the symmetric matrix S˜+ S˜T = (mi,j). If each ki is large enough, we have mi,i > 0
and mi,i > Σj 6=i |mi,j | and hence by Strong Positivity Lemma (Proposition 4.5),
M is positive definite. Then the signature σ(M) is equal to n. By [24], ∆
K˜
(t) has
at least n of its zeros on the unit circle, and hence n ≤ deg∆
K˜
(t). Since n = 2g(F˜ ),
we have deg∆
K˜
(t) ≤ n. Therefore, deg∆
K˜
(t) = n and the conclusion follows. ✷
Note that if M is positive definite, we have n ≤ deg∆
K˜
(t) ≤ 2g(K˜) ≤ n, and
hence F˜ is a minimal genus Seifert surface for K˜.
Before we discuss some application of Theorem 12.9 we prove one proposition.
Proposition 12.10. Let G be a positive (or negatie) admissible connected planer
graph on a disk D. Suppose that G satisfies (7.1). Let F (G) be the surface repre-
senting G. Then K = ∂F (G) is alternating and c-stable.
We should note that G is not necessarily an even graph.
Proof. Since a diagram is special alternating, K is special alternating. Now let
M be a Seifert matrix obtained from F (G). Then M +MT is positive (or negative)
definite by Positivity lemma and hence K is c-stable. ✷
Now take finitely many disks D1, D2, . . . , Dn each of which has a positive ad-
missible graph Gj (1 ≤ j ≤ n) that satisfies (7.1). Consider a Murasugi sum F
of surfaces F (G1), F (G2), . . . F (Gn) glued by an arbitrary fashion. Then the knot
K = ∂F is generally not c-stable, but by Theorem 12.9, we can make K to be c-
stable, by changing at most s weights in {G1, G2, · · · , Gn}, where s =rankH1(F ;Z).
Example 12.11. The knot or link in the left is not c-stable, but by changing at
most four weights, it becomes c-stable.
Fig. 12.1
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12.4. Interlacing property of zeros on the unit circle
In this sub-section, we define the interlacing property for two c-stable real polyno-
mials.
Definition 12.12. Let f(t) and g(t) be c-stable real polynomials, and let {αj , 1 ≤
j ≤ n} and {βk, 1 ≤ k ≤ m} be, respectively, the unit complex zeros of f(t) and
g(t) with a property that Im(αj) ≥ 0 and Im(βk) ≥ 0. Then we say that f(t) and
g(t) are interlaced if {Re(αj), 1 ≤ j ≤ n} and {Re(βk), 1 ≤ k ≤ m} are interlaced.
As a typical example, we prove the following proposition:
Proposition 12.13. Let rn = [2, 2, · · · , 2︸ ︷︷ ︸
n
]. Then ∆K(rn)(t) and ∆K(rn−1)(t) are
interlaced.
Proof. The unit complex zeros {αk}of ∆K(rn)(t) with Im(αj) ≥ 0 are: (1) if n
is even, say 2m, then {αk} = {e
(2k+1)π
2m+1 , 0 ≤ k ≤ m − 1}, and (2) if n is odd, say
2m+ 1, then {αk} = {e 2kπ2m+2 , 0 ≤ k ≤ m}.
Then, the proposition follows from inequalities below.
(1) cos
2kπ
2m+ 2
> cos
(2k + 1)π
2m+ 1
> cos
(2k + 2)π
2m+ 2
, 0 ≤ k ≤ m− 1.
(2) cos
(2k + 1)π
2m+ 3
> cos
(2k + 2)π
2m+ 2
> cos
(2k + 3)π
2m+ 3
, 0 ≤ k ≤ m− 1 (12.1)
✷
The following theorem is the c-stable version of Theorem 9.4, and is proved by
using modified Alexander polynomials instead of Alexander polynomials. Therefore,
the details are omitted.
Theorem 12.14. Let r = [2a1, 2a2, · · · , 2an], aj > 0, 1 ≤ j ≤ n and s =
[2a1, 2a2, · · · , 2an−1]. Then are ∆K(r)(t) and ∆K(s)(t) interlaced.
Problem 12.15. Characterize c-stable alternating knots and links.
13. Bi-stable knots and links
13.1. Bi-stable 2-bridge knots and links
A bi-stable knot has not only real zeros, but also unit complex zeros. Therefore,
we could say that it combines two parts, one is a c-stable part and another is a
real stable part. From this point of view, the following theorem is not surprising,
although a proof is not straightforward.
Theorem 13.1. Let r = [2a1, 2a2, · · · , 2a2m, 2b1,−2b2, 2b3,−2b4, · · · ,−2b2p], (or
r = [2b1,−2b2, 2b3,−2b4, · · · ,−2b2p, 2a1, 2a2, · · · , 2a2m]), where aj > 0, 1 ≤ j ≤
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2m and bk > 0, 1 ≤ k ≤ 2p, Then K(r) is bi-stable. The number of the real zeros is
2p and that of the unit complex zeros is 2m.
Proof. Since the signature of K(r) is 2m, it follows that the number of the unit
complex zeros is at least 2m. Therefore, it suffices to show that the number of the
real zeros is (at least) 2p. First we prove the following lemma.
Lemma 13.2. (1) Let r′ = [2a1, 2a2, · · · , 2a2m−1]. Then (t− 1) divides ∆K(r′)(t),
but (t−1)2 does not. (2) Let r∗ = [−2b2, 2b3,−2b4, · · · ,−2b2p]. Then (t−1) divides
∆K(r∗)(t), but (t− 1)2 does not.
Proof. (1) ∆K(r′)(t)/(t − 1) = ∆K(r′)(t, t), where ∆K(r′)(x, y) denotes the 2-
variable Alexander polynomial of a 2-component link K(r′). Then |∆K(r′)(1, 1)| is
the absolute value of the linking number ℓ between two components of K(r′). [31]
Since |ℓ| = |a1 + a3 + · · · + a2m−1| > 0, ∆K(r′)(t, t) is not divisible by t − 1. (2)
K(r∗) is stable, and all the zeros are simple. ✷
Lemma 13.3. Let DK(t) be the normalization of ∆K(t). Then we have
DK(r)(t) = DK(r1)(t)DK(r2)(t) + tDK(r′)(t)DK(r∗)(t), (13.1)
where r1 = [2a1, 2a2, · · · , 2a2m], r2 = [2b1,−2b2, 2b3,−2b4, · · · ,−2b2p], and r′ and
r∗ are given in Lemma 13.2.
Proof. Using a twisted chain type Seifert surface of K(r), we have a Seifert ma-
trix M of the form: M =
[
A B
O C
]
, where A, C are Seifert matrices of K(r1) and
K(r2), respectively, and B has only 1 at the (2m, 2m + 1)-entry and 0 elsewhere
(see (4.1)). Then it is easy to see that DK(r)(t) has the required form. ✷
We return to a proof of Theorem 13.1. We know now
(1) fm(t) = DK(r1)(t) is c−stable and hence fm > 0 for any real t.
(2) DK(r′)(t) is c−stable, and has only one real zero that is 1,
and hence we can write DK(r′)(t) = (t− 1)gm(t) and gm(t) > 0 for any real t,
(3) DK(r2)DK(r∗) is simple,
(4) DK(r2)(t) is stable and has 2p positive real zeros, say, β1 < β2 < · · · < βp, in [0, 1],
(5) DK(r∗)(t) = (t− 1)hp(t) is stable and has (2p− 1) real zeros, say,
α1 < α2 < · · · < αp−1 < αp(= 1) in [0, 1], and hp(1) 6= 0.
Further, {βj, 1 ≤ j ≤ p} and {αj, 1 ≤ j ≤ p} are interlaced, i.e.,
β1 < α1 < β2 < α2 < · · · < αp−1 < βp < αp = 1. (13.2)
Using these notations, we can write
DK(r)(t) = fm(t)DK(r2)(t) + t(t− 1)2gm(t)hp(t), and gm(1) 6= 0 6= hp(1). (13.3)
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Now we calculate the number of real zeros of DK(r)(t). From (13.3), we see that
the real zeros of DK(r)(t) are determined by the intersection {γj} of two curves
y1 = fm(t)DK(r2)(t) and y2 = −t(t − 1)2gm(t)hp(t). Using the fact that {αj} and
{βj} are interlaced, we have a graph below. Note that fm(t), gm(t) > 0 for any real
t, and t = 1 is a double zero for y2. Further, y1(0) > 0 and y
′
2(0) < 0.
(1) If p is even, we have Fig. 13.1.
Fig. 13.1
From the graph, we see that there are (at least) p points of intersection {γj , 1 ≤
j ≤ p} in [0, 1] and
β1 < γ1 < β2 < γ2 < β3 < · · · < βp−1 < γp−1 < βp < γp < 1.
(2) If p is odd, then we have the following graph.
Fig. 13.2
Therefore, DK(r)(t) has at least (and hence exactly) 2p real zeros. ✷
Example 13.4. Let r = [4, 2, 6, 2, 4,−6, 2,−4]. ∆K(r)(t) has hour real zeros and
four unit complex zeros.
13.2. Exceptional bi-stable knots and Salem knots
A fibred knot (or link) K is called a Salem fibred knot (or link) ([15]), if ∆K(t) is
bi-stable and has exactly two real ( 6= 1) zeros. A typical example of a Salem fibred
knot is a 2-bridge knots K(rm) by Theorem 13.1, where rm = [2, 2, · · · , 2,−2], m
odd, (or abbreviated [(2)m,−2]). ModifyingK(rm), we obtain a series of exceptional
bi-stable knots given below.
Proposition 13.5. Let r(m,n) = [(2)m,−2, (2)n],m ≥ n ≥ 0,m + n being odd.
Then K(r(m,n)) is a Salem fibred knot.
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Proof. By induction onm and n, it is shown easily that the normalized Alexander
polynomial Dm,n(t) of K(r(m,n)) is given by the following formula:
Dm,n(t) =
∑n
k=0(−1)k(4k + 1)tk + (4n + 3)
∑m
k=n+1(−1)ktk +∑n
j=0(−1)m+j+1(4n+ 1− 4j)tm+j+1
Since Dm,n(1) = −1, Dm,n(t) has at least two real zeros. Further, since
σ(K(r(m,n)) = m + n − 1, Dm,n(t) has at least m + n − 1 unit complex zeros
and hence K(r(m,n)) is a Salem fibred knot. ✷
Let µ(K) denote the maximal absolute value of the real zeros of ∆K(t). We note
that if K is a Salem fibred knot, µ(K) is equal to Mahler measure of ∆K(t).
Now our computation suggests that for m ≥ 1,
(1) µ(K(r(m+ 2, 0)) < µ(K(r(m, 0)) and
(2) µ(K(r(m+ 2, 1)) > µ(K(r(m, 1)). Further,
(3) µ(K(r(m+ n, 0)) < µ(K(r(m,n)) < µ(K(r(m+ n− 1, 1)). Finally
(4) lim
m→∞
µ(K(r(m, 0)) = 2, and
(5) lim
m→∞
µ(K(r(m, 1))
.
= 3.41421 (13.4)
Beside these bi-stable knots, Hironaka showed two more Salem fibred 2-bridge
knots [15].
(1) K1 = K(s1), s1 = [(2)
5, (−2)3], and µ(K1) .= 1.63557,
(2) K2 = K(s2), s2 = [(2)
9, (−2)5] and µ(K2) .= 1.42501.
We find three more sporadic Salem fibred 2-bridge knots.
(3) K3 = K(s3), s3 = [(2)
6,−2, 2,−2,−2], and µ(K3) .= 3.94748,
(4) K4 = K(s4), s4 = [(2)
4, (−2)3, 2] and µ(K4) .= 2.38215,
(5) K5 = K(s5), s5 = [(2)
6, (−2)5, (2)3] and µ(K5) .= 1.80017. (13.5)
We suspect that there exist other Salem fibred 2-bridge knots. However, contrary
to knots, we find many Salem fibred 2-bridge links and we will study these links in
a separate paper.
13.3. General bi-stable knots and links
A 2-bridge knot in Theorem 13.1 is given as a quasi-rational knot shown in Fig
13.3.
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Fig. 13.3
The first half part [2a1, 2a2, · · · , 2a2m] is a special alternating knot and it is also
represented by an admissible positive graph G0. For example, the surface F (G0) of
K(r), r = [2a, 2b] is represented by G0. See Fig.13.4.
Fig. 13.4
Therefore, for example, F (G) of K(r), r = [2a1, 2a2, 2b1,−2b2, 2b3,−2b4] is rep-
resented by a graph G below.
Fig. 13.5
This observation suggests us a construction of general bi-stable knots as in
Proposition 13.6 below. See Fig. 13.6 for example, where a bi-stable knot is depicted
by a graph, and the zeros are plotted.
Proposition 13.6. Let G0 be an admissible positive (or negative) graph on a disk.
Attach p mutually disjoint positive (or negative) arcs to ∂D and then p negative
(or positive) arcs to ∂D from the back side in such a way that the first (or the last)
arc crosses exactly one edge of G0, where the 2p arcs attached to ∂D represent a
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2-bridge knot (or link) as is shown in Fig 13.6. G0 together with these 2p arcs forms
a graph G. Then the knot K = ∂F (G) is bi-stable.
A proof is exactly the same as that of Theorem 13.1 and we omit the details. ✷
Fig. 13.6
A crucial point of this construction is the interlacing property of a 2-bridge
knot K(r), r = [2b1,−2b2, 2b3, . . . ,−2bp]. Therefore, a knot K(r) may be replaced
by other stable knots which have some kind of interlacing property.
In Fig 13.7 below, a 2-bridge knot K(r) is replaced by a stable knot K3 =
X3(2, 2, 2| − 2,−2,−2). The knot K thus obtained is bi-stable. In fact, ∆K(t) =
−3 + 44t− 235t2 + 662t3 − 1161t4 + 1387t5 − 1161t6 + 662t7 − 235t8 + 44t9 − 3t10
is bi-stable. The zeros are plotted in Fig 13.7 right.
Fig. 13.7
However, K(r) may not be replaced by an exceptional stable 2-bridge knot
K ′. If the c-stable part [2a1, 2a2, · · · , 2a2m] is replaced by an exceptional c-
stable 2-bridge knot, then the knot is generally not bi-stable. For example, nei-
ther [2, 8,−2,−2, 4,−2, 6,−8] nor [2, 8,−2,−2, 10, 2,−2,−10] is bi-stable, where
[2, 8,−2,−2] is exceptionally c-stable and [10, 2,−2,−10] is exceptionally stable.
However, it is interesting to see that if the second term 8 in both cases is replaced
by a sufficiently large positive integer, the knots become bi-stable.
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14. Mobius Transformations
In this section, we study the image of the zeros of the Alexander polynomial of
a knot by a Mobius transformation ϕ. We begin with the definition of a special
Mobius transformation ϕ that is used in this section.
Let ϕ : C ∪ {∞} −→ C ∪ {∞} be a Mobius transformation given by
ϕ(z) =
1− zi
z − i . (14.1)
ϕ has the following properties.
(1) ϕ is one to one and ϕ−1 is given by ϕ−1(z) =
1 + zi
z + i
,
(2) ϕ keeps two points z = ±1 fixed,
(3) ϕ(0) = i, ϕ(−i) = 0 and ϕ(i) =∞, and
(4) ϕ2(z) = 1/z. (14.2)
We can easily check the following lemma.
Lemma 14.1. (1) ϕ maps the interior of the unit circle centred at 0 onto the upper
half-plane, and the exterior of the unit circle onto the lower half-plane.
(2) ϕ maps the unit circle onto the real line and vice versa.
✷
The following simple property of ϕ is crucial to our purpose. A proof follows
from easy computations, and hence we omit the details.
Proposition 14.2. For any α ∈ C, α 6= 0,±i,
(1) ϕ(α) + ϕ( 1
α
) = 4/(α+ 1
α
).
(2) ϕ(α)ϕ( 1
α
) = 1.
In particular, if α(6= 0) is real or |α| = 1, α 6= ±i, then α+ 1
α
and ϕ(α) +ϕ( 1
α
) are
both real.
✷
The main theorem in this section is the following:
Theorem 14.3. Let f(t) be a reciprocal real polynomial of even degree, say 2n.
Assume that 0 and ±i are not zeros of f(t). Then there exists a reciprocal real
polynomial f∗(t) of the same degree 2n satisfying the following conditions.
(1) the zeros of f∗(t) are exactly the image of the zeros of f(t) under ϕ, namely, if
α1, α2, · · · , α2n are the zeros of f(t), then ϕ(α1), ϕ(α2), · · · , ϕ(α2n) are exactly the
zeros of f∗(t).
(2) If f is an integer polynomial, then so is f∗.
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(3) |f∗(1)| = 2n|f(1)|.
(4) |f∗(−1)| = 2n|f(−1)|.
(5) (f∗)∗(t) = 22nf(t).
Furthermore, such an f∗(t) is unique up to ±1.
Before we prove the theorem, we mention a couple of corollaries.
Corollary 14.4. Let ∆K(t) be the Alexander polynomial of a knot K and degree
∆K(t) = 2n. Then we have the following:
(1) ∆K
∗(t) is a reciprocal integer polynomial of the same degree, 2n. Therefore,
∆K
∗(t) is the Hosokawa polynomial of some link K∗ (with an arbitrary number of
components).
(2) |∆K∗(1)| = 2n and |∆K∗(−1)| = 2n|∆K(−1)|.
(3) ∆K
∗∗(t) = 22n∆K(t).
Corollary 14.5. If ∆K(t) is stable, then ∆K
∗(t) is c-stable. If ∆K(t) is c-stable,
then ∆K
∗(t) is stable. Further, if ∆K(t) is bi-stable, so is ∆K∗(t).
Now we proceed to a proof of Theorem 14.3.
Write
f(t) = c0t
2n + c1t
2n−1 + · · ·+ c2n, (14.3)
where c0 > 0 and cj = c2n−j , 0 ≤ j ≤ 2n.
Let α1, 1/α1, α2, 1/α2, · · · , αn, 1/αn be all the zeros of f(t). Then we can write
f(t) = c0
n∏
j=1
(t− αj)(t− 1
αj
) (14.4)
Lemma 14.6. Let Aj = αj +
1
αj
, 1 ≤ j ≤ n. Then λ =∏nj=1 Aj is a real number.
Proof. Since αj is a zero of f(t), so is αj and hence (αj +
1
αj
)(αj +
1
αj
) is a real
number. ✷
Later we will see that λc0 is an integer and show the following;
f∗(t) = λc0
n∏
j=1
(t− ϕ(αj))(t− ϕ( 1
αj
)) (14.5)
Now consider F (t) = f(t)/c0 = t
2n + c1
c0
t2n−1 + · · ·+ c2n
c0
. Then
F (t) =
n∏
j=1
(t− αj)(t− 1
αj
) =
n∏
j=1
(t2 −Ajt+ 1). (14.6)
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For 0 ≤ k ≤ n, define Xk =
∑
j1,··· ,jk Aj1Aj2 · · ·Ajk , where the summation runs
over all j1, j2, · · · , jk such that 1 ≤ j1 < j2 < · · · < jk ≤ n. In particular, X0 = 1
and Xn = λ. By expanding the right hand side of (14.6), we have the following
system of relations.
Case I. n = 2m.
For k = 0, 1, 2, · · · ,m,
c2k
c0
=
(
n
k
)
X0 +
(
n− 2
k − 1
)
X2 + · · ·+
(
n− 2k
k − k
)
X2k, (14.7)
and for k = 1, 2, · · · ,m,
− c2k−1
c0
=
(
n− 1
k − 1
)
X1 +
(
n− 3
k − 2
)
X3 + · · ·+
(
n− (2k − 1)
k − k
)
X2k−1 (14.8)
For simplicity, let M0 and N0 be, respectively, the coefficient matrices of the
system of relations of (14.7) and (14.8). Namely, M0 and N0 are lower triangular
integer matrices of sizes respectively m+ 1 and m, and each with determinant 1.
M0(X0, X2, · · · , X2m)T = 1
c0
(c0, c2, · · · , c2m)T and
N0(X1, X3, · · · , X2m−1)T = − 1
c0
(c1, c3, · · · , c2m−1)T , (14.9)
and hence
(X0, X2, · · · , X2m)T = M
−1
0
c0
(c0, c2, · · · , c2m)T and
(X1, X3, · · · , X2m−1)T = −N
−1
0
c0
(c1, c3, · · · , c2m−1)T . (14.10)
Case II. n = 2m+ 1.
The same argument shows the following
For k = 0, 1, 2, · · · ,m,
c2k
c0
=
(
n
k
)
X0 +
(
n− 2
k − 1
)
X2 + · · ·+
(
n− 2k
k − k
)
X2k, (14.11)
and
− c2k+1
c0
=
(
n− 1
k
)
X1 +
(
n− 3
k − 1
)
X3 + · · ·+
(
n− (2k + 1)
k − k
)
X2k+1 (14.12)
Using coefficient matricesM1 and N1 of these systems of relations, we can write
M1(X0, X2, · · ·X2m)T = 1
c0
(c0, c2, · · · , c2m)T and
N1(X1, X3, · · ·X2m+1)T = − 1
c0
(c1, c3, · · · , c2m+1)T . (14.13)
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Here M1 and N1 are (m + 1)× (m + 1) lower triangular integer matrices with
determinant 1 and hence
(X0, X2, · · · , X2m)T = M
−1
1
c0
(c0, c2, · · · , c2m)T , and
(X1, X3, · · · , X2m+1)T = −N
−1
1
c0
(c1, c3, · · · , c2m+1)T (14.14)
Now we study f∗(t):
f∗(t) = λc0
n∏
j=1
(t− ϕ(αj))(t− ϕ( 1
αj
))
= λc0
n∏
j=1
[t2 − (ϕ(αj) + ϕ( 1
αj
))t+ ϕ(αj)ϕ(
1
αj
)]
= λc0
n∏
j=1
(t2 − 4
Aj
t+ 1). (14.15)
We write it as
f∗(t) = λc0(d0t2n + d1t2n−1 + · · ·+ d2n), d0 = 1. (14.16)
If we compare (14.15) with (14.6), we see immediately the following relations.
Case (I) n = 2m.
For k = 0, 1, 2, · · · ,m,
d2k
d0
=
(
n
k
)
X0 +
(
n− 2
k − 1
)∑
j1,j2
42
Aj1Aj2
+
(
n− 4
k − 2
) ∑
j1,··· ,j4
44
Aj1 · · ·Aj4
+ · · ·
+
(
n− 2k
k − k
) ∑
j1,··· ,j2k
42k
Aj1 · · ·Aj2k
, (14.17)
and hence,
λd2k =
(
n
k
)
Xn +
(
n− 2
k − 1
)
42Xn−2 +
(
n− 4
k − 2
)
44Xn−4 + · · ·
+
(
n− 2k
k − k
)
42kXn−2k (14.18)
Similarly, for k = 1, 2, · · · ,m,
−λd2k−1 =
(
n− 1
k − 1
)
4Xn−1 +
(
n− 3
k − 2
)
43Xn−3 + · · ·
+
(
n− (2k − 1)
k − k
)
42k−1Xn−(2k−1). (14.19)
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Let Pℓ be a diagonal matrix of order ℓ of the form:
Pℓ = diag{1, 42, 44, · · · , 42(ℓ−1)}.
Then (14.18) and (14.19) can be written as
λ(d0, d2, · · · , d2m)T =M0Pm+1(Xn, Xn−2, · · · , X0)T , and
−λ(d1, d3, · · · , d2m−1)T = N0P̂m(Xn−1, Xn−3, · · · , X1)T , (14.20)
where P̂ℓ = 4Pℓ.
Case II. n = 2m+ 1.
The same argument shows
λ(d0, d2, · · · , d2m)T =M1Pm+1(X2m+1, X2m−1, · · · , X1)T , and
−λ(d1, d3, · · · , d2m+1)T = N1P̂m+1(X2m, X2m−2, · · · , X0)T . (14.21)
Let Qℓ be an ℓ × ℓ matrix (that is the mirror of the identity matrix), namely,
Qℓ = [qi,j ]1≤i,j≤ℓ, where qi,j = 1, if i+ j = ℓ+1, and qi,j = 0, otherwise. Using Qℓ,
we have the final result.
Case (a) n = 2m. (Xn, Xn−2, · · · , X0)T = Qm+1(X0, X2, · · · , Xn)T and
(Xn−1, Xn−3, · · · , X1)T = Qm(X1, X3, · · · , Xn−1)T , and hence, combining (14.20)
and (14.10), we have
λc0(d0, d2, · · · , d2m)T =M0Pm+1Qm+1M−10 (c0, c2, · · · , c2m)T and (14.22)
−λc0(d1, d3, · · · , d2m−1)T = N0P̂mQm(−N−10 )(c1, c3, · · · , c2m−1)T . (14.23)
Case (b) n = 2m+ 1.
Similarly, we have
λc0(d0, d2, · · · , d2m)T =M1Pm+1c0(X2m+1, X2m−1, · · · , X1)T
=M1Pm+1Qm+1(−N−11 )(c1, c3, · · · , c2m+1)T and
(14.24)
−λc0(d1, d3, · · · , d2m+1)T = N1P̂m+1c0(X2m, X2m−2, · · · , X0)T
= N1P̂m+1Qm+1M
−1
1 (c0, c2, · · · , c2m)T . (14.25)
To be more precise, let f(t) =
∑2n
j=0 cjt
2n−j , c0 > 0, and f∗(t) =
∑2n
j=0 ajt
2n−j .
Then aj , 0 ≤ j ≤ n, is obtained by the following formulas.
Case (a) n = 2m.
(a0, a2, · · · , a2m)T =M0Pm+1Qm+1M−10 (c0, c2, · · · , c2m)T and
(a1, a3, · · · , a2m−1)T = N0P̂mQmN−10 (c1, c3, · · · , c2m−1)T . (14.26)
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Case (b) n = 2m+ 1.
(a0, a2, · · · , a2m)T = −M1Pm+1Qm+1N−11 (c1, c3, · · · , c2m+1)T and
(a1, a3, · · · , a2m+1)T = −N1P̂m+1Qm+1M−11 (c0, c2, · · · , c2m)T . (14.27)
This proves Theorem 14.3 (1).
Since all the matrices involved in the proof are integer matrices, it follows that
if f(t) is an integer polynomial, then so is f∗(t). This proves (2).
To prove (3) and (4), we compute f(±1) and f∗(±1). Since f(t) = c0
∏n
j=1(t
2−
Ajt + 1), it follows that f(1) = c0
∏n
j=1(2 − Aj) and f(−1) = c0
∏n
j=1(2 + Aj).
Meanwhile, f∗(t) = λc0
∏n
j=1(t
2 − 4
Aj
t + 1), and hence f∗(1) = λc0
∏n
j=1(2 − 4Aj )
=λc0
∏n
j=1
1
Aj
(2Aj − 4) = λc0 1λ2n
∏n
j=1(Aj − 2) = 2n(−1)nf(1). Similarly, f∗(−1)
= λc0
∏n
j=1(2 +
4
Aj
) = c0
∏n
j=1(2Aj + 4) = c02
n
∏2
j=1(Aj + 2) = 2
nf(−1). This
proves (3) and (4).
To show (5), first we note that ϕ2(z) = 1/z. Thus the set of the zeros of f∗∗(t)
and that of f(t) are identical. Therefore, f(t) divides f∗∗(t) or f∗∗(t) divides f(t).
However, f∗∗(1) = 2nf∗(1) = 22nf(1) and hence, f∗∗(t) = 22nf(t). Finally, the
uniqueness is evident. A proof of Theorem 14.3 is now completed. ✷
Example 14.7. Let f(t) =
∑2n
j=0 cjt
2n−j , c0 > 0 and f∗(t) =
∑2n
j=0 ajt
2n−j .
(1) (i) Let n = 1 and m = 0. Then M1 = N1 = P1 = Q1 = [1], and hence a0 = −c1
and a1 = −4c0. For example, if f(t) = t2 − 3t+ 1, then f∗(t) = 3t2 − 4t+ 3.
(ii) Let n = 3 and m = 1. Then M1 =
[
1 0
3 1
]
and N1 =
[
1 0
2 1
]
, and hence[
a0
a2
]
=
[
2 −1
−10 −3
][
c1
c3
]
and
[
a1
a3
]
=
[
12 −4
−40 −8
][
c0
c2
]
. For example,
if f(t) = t6− t5+ t3− t+1, then f∗(t) = −(3t6− 12t5− 7t4+40t3− 7t2− 12t+3).
(2) (i) Let n = 2 and m = 1. Then M0 =
[
1 0
2 1
]
and N0 = [1]. Therefore,[
a0
a2
]
=
[ −2 1
12 2
][
c0
c2
]
and (a1) = (4c1). For example, if f(t) = t
4 − t3 + t2 −
t+ 1, then f∗(t) = −(t4 + 4t3 − 14t2 + 4t+ 1).
(ii) Let n = 4 and m = 2. Then M0 =

 1 0 04 1 0
6 2 1

, and N0 = [ 1 0
3 1
]
, and
hence,

 a0a2
a4

 =

 2 −2 1−56 8 4
140 20 6



 c0c2
c4

 and [ a1
a3
]
=
[ −12 4
28 12
][
c1
c3
]
.
For example, if f(t) =
∑8
j=0(−1)jt8−j , then f∗(t) = t8+8t7−44t6−40t5+166t4−
40t3 − 44t2 + 8t+ 1.
Remark 14.8. Even if f(t) is monic, f∗(t) is not necessarily monic. Furthermore,
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even if {c0, c1, c2, · · · , c2n} alternates in sign, {a0, a1, a2, · · · , a2n}may not alternate
in sign.
Question 14.9. Let K be a c-stable knot and K∗ be a stable link obtained by ϕ.
What can we say on K∗? Does there exist a geometric way to construct K∗ from
K?
15. Montesinos knots
In this section, we study the various stabilities of alternating Montesinos knots or
links. It is not surprising to see that many Montesinos knots or links are quasi-
rational, and hence, their stability properties can be determined by our method
discussed earlier.
Now we begin with a well-known result of a characterization of alternating Mon-
tesinos knots or links. Let K = M(e | β1/α1, β2/α2, · · · , βn/αn) be a Montesinos
knot or link. We assume that n ≥ 3. Montesinos knots or links have two classes.
Class I (1) βi/αi > 0 for any i, 1 ≤ i ≤ n, and e ≥ 0, or
(2) βi/αi < 0 for any i, 1 ≤ i ≤ n, and e ≤ 0.
Class (II) 0 < ♯{βi/αi > 0, 1 ≤ i ≤ n} < n and e = 0.
The following proposition is well-known. (See [23].)
Proposition 15.1. A Montesinos knot (or link) K is alternating if and only if K
belongs to Class (I).
Since we are interested in various stabilities of alternating knots or links, we
study the special classes of Montesinos knots or links described in the following
theorem.
Theorem 15.2. Let K =M(e | β1/α1, β2/α2, · · · , βn/αn), n ≥ 3, be a Montesinos
knot or link. We assume the following conditions:
(1) βi/αi > 0 for any i, 1 ≤ i ≤ n,
(2) e ≥ 0.
(3) At most one αi , say α1, can be even.
(4) βi ≡ 0 (mod 2), 1 ≤ i ≤ n, unless αi is even.
(5) Let [2a
(i)
1 , 2a
(i)
2 , · · · , 2a(i)mi] be the even continued fraction expansion of βi/αi, 1 ≤
i ≤ n. For each i, the sequence {2a(i)1 , 2a(i)2 , · · · , 2a(i)mi} alternates in sign. In par-
ticular, 2a
(i)
1 > 0 for 1 ≤ i ≤ n.
Then we have the following conclusion.
Case 1. If all αi, 1 ≤ i ≤ n are odd and e is odd, then K is a special alternating
knot, and hence K is c-stable.
Case 2. If all αi, 1 ≤ i ≤ n, are odd and e is even, then K is a 2-component link
and K is inversive. (A 2-component link K is said to be inversive if the original
(oriented) link is c-stable (or stable), but if the orientation of one component is
revered, the resulting (oriented) link becomes a stable (or c-stable) link.)
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Case 3. If α1 is even and others are odd and e is even, then K is a knot and is
stable. If e is 2 and all |a(i)j | = 1 for 1 ≤ i ≤ n and 1 ≤ j ≤ mi, then the maximal
value of the zero of ∆K(t) is at least n+ 1.
Case 4. If α1 is even and others are odd, and e is odd, then K is a knot and K is
bi-stable.
Remark 15.3. We should note that our cases do not contain all alternating Mon-
tesinos knots. Since we are interested in stability of the Alexander polynomial, the
assumption (5) is crucial in the theorem. Any knot or link in our list has some
stability properties.
Now, proofs of the first three cases are easy. For the first case, K has a special
alternating as in Fig. 15.1 and hence, K is c-stable.
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Fig. 15.1
For the second case, one orientation gives us a special alternating diagram, and
hence it is c-stable. If we reverse orientation of one component, the diagram shows
that K is a quasi-rational links discussed in Section 6, and hence, it is stable. See
Figuress 15.2 and 15.3.
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Fig. 15.2
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Fig. 15.3
For the third case, K is also quasi-rational knot discussed in Section 6, and
hence, it is stable. Since the second statement can be proven by applying the same
argument used in the proof of Theorem 6.7 (1), we omit the details. See Fig. 15.4.
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Fig. 15.4
The last case is the most complicated case. (See Fig.15.5.)
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Fig. 15.5
Let rj =
βj
αj
, 1 ≤ j ≤ n, and write:
r1 = [2a
(1)
1 ,−2a(1)2 , · · · , (−1)k−12a(1)k , · · · , 2a(1)2m1+1], where a
(1)
k > 0, 1 ≤ k ≤
2m1 + 1. Let r0 = [−e, r1] = [−e, 2a(1)1 ,−2a(1)2 , · · · , (−1)k−12a(1)k , · · · , 2a(1)2m1+1].
Since e is odd, we see from the diagram that K(r0) is a special alternating knot.
Further, we see that K is a Murasugi sum of K(r0) and the connected sum of
remaining (n − 1) 2-bridge knots K(r2)♯K(r3)♯ · · · ♯K(rn). Since K(r0) is c-stable
and K(r2)♯K(r3)♯ · · · ♯K(rn) is stable, it is not surprising that a Murasugi sum of
these knots is bi-stable, but a proof is not immediate. The rest of this section will
be devoted to a proof of this case.
First, from the diagram, we see that a Seifert matrix M of K is a direct sum of
Mj , j = 0, 2, 3, · · · , n, except the first column, whereMj is a Seifert matrix ofK(rj)
of twisted chain type.
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M =


M0
1
0
···
0
M2
1
0
···
0
M3
...
. . .
1
0
···
0
Mn


In fact, M is of the form above and has the following properties.
(1) The diagonal entries of M0 is quite different from those of Mj , j ≥ 2. They are
{−e+ 1
2
,−1, · · · ,−1︸ ︷︷ ︸
2a
(1)
1 −1
,−(a(1)2 + 1),−1, . . . ,−1︸ ︷︷ ︸
2a
(1)
3 −1
,−(a(1)4 + 1),−1, · · · ,−1︸ ︷︷ ︸
2a
(1)
5 −1
,
− (a(1)6 + 1), · · · ,−(a(1)2m1 + 1),−1, · · · ,−1︸ ︷︷ ︸
2a
(1)
m1+1
−1
},
(2) Other non-zero entries of M0 are those of the one line above the diagonal,
all of which are 1.
(3) The diagonal entries of Mj, j ≥ 2, are {a(j)1 ,−a(j)2 , · · · ,−a(j)2mj}.
(4) The size ρ0 of M0 is ρ0 = 1+
∑
j≡1(2)
(2a
(1)
j − 1) +m1 =
∑
j≡1(2)
2a
(1)
j ,
while the size ρj of Mj is ρj = 2mj , 2 ≤ j ≤ n.
(5) The extra 1 on the first column of M appears only on the first row of
each block matrix M2,M3, · · · ,Mn, namely 1 appears on the
(ρ0 + 1, 1)−, (ρ0 + ρ2 + 1, 1)−, · · · , (
n∑
j=0,j 6=1
ρj + 1, 1)-entries of M. (15.1)
Now to study the Alexander polynomial of K, we consider the determinant of tM−
MT that is of the form
det


tM0 −MT0 −1 0 · · ·0 · · · · · · · · · · · ·
t
0···
0
tM2 −MT2 O
...
. . .
... tM2 −MT2
...
. . .
... O tMp −MTp


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By expanding it along the first row and then the first column, we can show
easily that
∆K(t) = det(Mt−MT )
=
n∏
j=0,j 6=1
det(tMj −MTj )
+ t det M̂0
n∑
j=2
det(tM2 −MT2 ) · · · det M̂j · · · det(tMn −MTn )
= ∆K(r0)(t)∆K(r2)(t) · · ·∆K(rn)(t)
+ t det M̂0[
n∑
j=2
∆K(r2)(t) · · ·∆K(r̂j)(t) · · ·∆K(rn)(t)], (15.2)
where M̂j, j = 0, 2, 3, · · · , n, is the matrix obtained from tMj−MTj by deleting the
first row and column and r̂j = [−2a(j)2 , 2a(j)3 , · · · ,−2a(j)2mj ], j ≥ 2.
For simplicity, we denote
f0 = det(tM0 −MT0 ) and f̂0 = − det M̂0,
and for j = 2, 3, · · · , n,
fj = (−1)mj det(tMj −MTj ) and f̂j = (−1)mj det M̂j.
Since the leading coefficients of f0, f̂0, fj and f̂j are all positive, these polynomials
are normalizations of ∆K(r0)(t), det M̂0,∆K(rj)(t) and ∆K(r̂j)(t), respectively. Using
these polynomials, we rewrite (15.2) as follows.
∆K(t) = f0(t)f2(t) · · · fn(t)(−1)m2+···+mn
+ tf̂0(t)f̂2(t)f3(t) · · · fn(t)(−1)(−1)m2+···+mn
tf̂0(t)f2(t)f̂3(t) · · · fn(t)(−1)(−1)m2+···+mn + · · ·
tf̂0(t)f2(t)f3(t) · · · fn−1(t)f̂n(t)(−1)(−1)m2+···+mn . (15.3)
Therefore, the normalization F of ∆K(t) is
F = f0(t)f2(t) · · · fn(t)− tf̂0(t){f̂2(t)f3(t) · · · fn(t)
+ f2(t)f̂3(t)f4(t) · · · fn(t) + · · ·+ f2(t)f3(t) · · · fn−1(t)f̂n(t)}.
Further, f̂0, f̂2, · · · , f̂n are Alexander polynomials of links and hence, they are di-
visible by t − 1. Let f∗0 = f̂0t−1 and f∗j = f̂jt−1 , 2 ≤ j ≤ n. Then f∗0 and f∗j are
respectively reciprocal and f∗j (t) is also stable. We can write
F = f0f2 · · · fn − t(t− 1)2f∗0 {
n∑
j=2
f2 · · · f∗j · · · fn}.
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Let F1 = f0f2 · · · fn and F2 = t(t − 1)2f∗0 {
n∑
j=2
f2 · · · f∗j · · · fn}, and further, for
2 ≤ k ≤ n, F2,k = t(t − 1)2f∗0 f2 · · · f∗k · · · fn. Since degF = deg
n∑
j=0,j 6=1
fj and
|σ(K)| = ρ0 = deg f0, it suffices to show that F has at least 2q =
∑n
j=2 deg fj real
zeros. The proof will be divided into two parts. In the first part we consider the
case where no zeros of f2(t), · · · , fn(t) are in common, i.e., f2(t) · · · fn(t) is simple.
Note that each fj(t), j 6= 0, has no multiple zeros. In the second part, we consider
the case where these Alexander polynomials have some zeros in common.
(1) Case (1). f2f3 · · · fn is simple.
We will show that two curves y1 = F1 and y2 = F2 intersect at least q =∑n
j=2 ρj/2 points in [0, 1]. Let γ1 < γ2 < · · · < γq be all the (real) zeros of f2f3 · · · fn
in [0, 1]. Note that degF1 = degF2 + 1 and F1(1) 6= 0.
First we see that (1)F1(0) > 0 and (2)F2(0) = 0 and F
′
2(0) > 0.
In fact, (1) F1(0) =
∏
j 6=1 fj(0) > 0 , since the leading coefficient of fj , j 6= 1, is
positive and fj is reciprocal. (2) follows, since f
∗
j (0) > 0 for j 6= 1.
Now, suppose γ1 is the zeros of fk. Then fk(γ1) = 0, but f
∗
k (γ1) 6= 0, since
fkf
∗
k is simple. Therefore, F2,k(γ1) 6= 0, but F2,j(γ1) = 0 for j 6= k. Further, since
F ′2,k(0) > 0, it follows that F2,k(γ1) > 0, and hence F1 and F2 intersect in [0, γ1].
Next, we prove inductively the following lemma.
Lemma 15.4. (1) F1(t) ≤ 0 in [γ2k−1, γ2k], 1 ≤ k ≤ [ q2 ], and F1(t) ≥ 0 in
[γ2k, γ2k+1], 1 ≤ k ≤ [ q−12 ].
(2) F2(γ2k+1) > 0, 0 ≤ k ≤ [ q−12 ] and F2(γ2k) < 0, 1 ≤ k ≤ [ q2 ].
Therefore, F1 and F2 intersect in [γi, γi+1], 1 ≤ i ≤ q − 1, and hence F1 and F2
intersect at least q points in [0, 1].
Note that F1 and F2 do not intersect in [γq, γq+1] ∋ 1.
Proof. Since (1) is obvious, we prove only (2) by induction on k. Since we already
showed that F2(γ1) > 0, we consider F2(γ2). Suppose γ2 is the zero of fs(t). Then
F2,j(γ2) = 0 for j 6= s. We know that γ1 is the zero of fk.
(1) If s = k, then f∗k (γ2) 6= 0 and F2,k(γ1) > 0. Since γ1 and γ2 are the zeros
of fk(= fs), and fk and (t − 1)f∗k are interlaced, we see that f∗k has the zero β0
in [γ1, γ2] and hence F2,k crosses the t-axis at β0. Therefore, F2,k(γ2) < 0. Since
F2,j(γ2) = 0 for j 6= k, it follows that F2(γ2) < 0.
(2) If s 6= k, then F2,j(γ2) = 0 for j 6= s and further F2,s(γ2) < 0, since F2,s(γ2) 6= 0
and F ′2,s(γ1) < 0. Therefore, F2(γ2) < 0.
Now consider F2(γm), 1 ≤ m ≤ q. Suppose γm is the zero of fp.
Case (1) γm is the smallest zeros of fp. Then fp is not 0 at γ1, γ2, · · · , γm−1 and
it is obvious that (i) if m is even, then F2,p(γm) < 0, and F2,ℓ(γm) = 0 for ℓ 6= p
and hence F2(γm) < 0, and (ii) if m is odd, then F2,p(γm) > 0, and F2,ℓ(γm) = 0
for ℓ 6= p and hence F2(γm) > 0.
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Case (2) There exists γh, h < m, that is the closest zero of fp to γm, i.e., fp(γh) =
0, but fp(γh+1) 6= 0, · · · , fp(γm−1) 6= 0. If h is even, by induction assumption,
F2,p(γh) < 0. Further, ifm is even, there are an odd number of zeros γh+1, · · · , γm−1
between γh and γm, and F2,p crosses the t-axis at these points. However, since fp
and (t− 1)f∗p are interlaced, there is exactly one zero of f∗p , say β1, in [γh, γm], i.e.,
γh < β1 < γm, and F2,p must cross the t-axis at β1 as well. Thus F2,p(γm) < 0.
Since F2,ℓ(γm) = 0 for ℓ 6= p, we have F2(γm) < 0.
The same argument works for other cases where (a) h is even and m is odd, and
(b) h is odd and m is even or odd. This proves Lemma 15.4 and Theorem 15.2 for
non-multiple zero case.
Case (II) f2f3 · · · fn is not simple.
Let γ1 < γ2 < · · · < γ2d be all distinct real zeros of f2f3 · · · fn. Let pk be the
multiplicity of γk, 1 ≤ k ≤ 2d and aj the leading coefficient of fj . Note aj > 0, 2 ≤
j ≤ n. Since f2f3 · · · fn = a2a3 · · · an
∏2d
k=1(t− γk)pk , we can write
F =f0f2f3 · · · fn − t(t− 1)2f∗0
n∑
j=2
f2 · · · f∗j · · · fn
=a2a3 · · ·anf0
2d∏
k=1
(t− γk)pk − t(t− 1)2f∗0
n∑
j=2
a2a3 · · · anf∗j [
2d∏
k=1
(t− γk)pk/fj]
=a2a3 · · ·an
2d∏
k=1
(t− γk)pk−1[f0
2d∏
k=1
(t− γk)− t(t− 1)2f∗0
n∑
j=2
f∗j
2d∏
k=1
(t− γk)/fj ].
Since fj is simple and {γk} is the set of all distinct zeros of f2f3 · · · fn, we see
that
∏2d
k=1(t−γk)/fj is a (real) polynomial that is denoted by gj . Therefore to prove
Theorem 15.2, it suffices to show that G = f0
∏2d
k=1(t− γk)− t(t− 1)2f∗0
∑n
j=2 f
∗
j gj
has 2d real zeros, or equivalently, two curves y1 = G1(t) = f0
∏2d
k=1(t − γk) and
y2 = G2(t) = t(t− 1)2f∗0
∑n
j=1 f
∗
j gj have d points of intersection in [0, 1].
Let G2,j = t(t− 1)2f∗0 f∗j gj and hence G2 =
∑n
j=1G2,j . Note that f0 and f
∗
0 do
not have any real zeros. Suppose that γj is the zero of fj1 , fj2 , · · · , fjpj , i.e., γj is
the zeros of f2 · · · fn of multiplicity pj . Since the zeros of gk consist of all real zeros
of G1 except those of fk, it follows that G2,k(γj) 6= 0 if and only if γj is the zero
of fk. Therefore, as it was proved in Lemma 15.4, we can prove inductively that
to each λ, 1 ≤ λ ≤ pj , G2,jλ(γj) > 0 or < 0, according as j is odd or even. Since
G2,ℓ(γj) = 0, if ℓ 6= jλ, 1 ≤ λ ≤ pj, it follows that G2(γj) =
∑pj
λ=1G2,jλ(γj) > 0
or < 0, according as j is odd or even. Therefore, y1 = G1 and y2 = G2 intersect in
[γj−1, γj ] and finally, two curves y1 = G1 and y2 = G2 intersect at least d points in
[0, 1]
A proof of Theorem 15.2 is now complete.
✷
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16. Multivariate stable link polynomials
In this section, we study the stability of the 2-variable Alexander polynomial
∆K(r)(x, y) of a 2-bridge link K(r), r = β/2α, 0 < β < 2α. Let H be the up-
per half-plane of C. If the reduced Alexander polynomial of K(r), i.e., ∆K(r)(t) =
(t − 1)∆K(r)(t, t) is not real stable, then ∆K(r)(x, y) is not H-stable. Therefore,
we only need to consider a real stable link. If the continued fraction expansion of
r gives an alternating sequence, then K(r) is real stable. However, for such links,
H-stability problem is completely solved (Proposition 16.5). Therefore, we should
study exceptional stable links. In this section, we solve the H-stability problem for
the simplest exceptional stable 2-bridge links.
Now we begin with a definition.
Definition 16.1. For a positive integer n, we define Gn =
xn−yn
x−y and G−n =
−1
(xy)nGn. In particular, we define G0 = 0.
It is easy to see that Gn is H-stable if and only if |n| ≤ 2.
The following proposition is well-known.
Proposition 16.2. Let r = [2a1, 2b1, 2a2, 2b2, · · · , 2an, 2bn, 2an+1]. Then
∆K(r)(x, y) is give by
∆K(r)(x, y) =
∑
0≤m≤n
bj1bj2 · · · bjm(x− 1)m(y − 1)mGµ1Gµ2 · · ·Gµm+1 , (16.1)
where the summation is taken over all indices jk such that 1 ≤ j1 < j2 < · · · <
jm ≤ n and µ1 = a1 + a2 + · · · + aj1 , µ2 = aj1+1 + · · · + aj2 , · · · , µk = ajk−1+1 +
ajk−1+2 + · · ·+ ajk , · · · , µm+1 = ajm+1 + ajm+2 + · · ·+ an.
We should note that (16.1) is slightly different from the original formula given
in [19], since the orientation of one component of K(r) in [19] is different form ours.
Example 16.3. (1) If r = [2a1], then ∆K(r)(x, y) = Ga1
(2) If r = [2a1, 2b1, 2a2], then ∆K(r)(x, y) = b1(x− 1)(y − 1)Ga1Ga2 +Ga1+a2
(3) If r = [2a1, 2b1, 2a2, 2b2, 2a3], then
∆K(r)(x, y) = b1b2(x − 1)2(y − 1)2Ga1Ga2Ga3
+ (x− 1)(y − 1){b1Ga1Ga2+a3 + b2Ga1+a2Ga3}+Ga1+a2+a3
Now the following simple proposition gives us a strong restriction on H-stability
for 2-component links.
Proposition 16.4. Let K = K1∪K2 be a 2-component link. Suppose that ∆K(x, y)
is not a constant. (If ∆K(x, y) is a constant, then K is always H-stable.) If K is
H-stable, then both K1 and K2 are stable and further, |lk(K1,K2)| ≤ 2.
Proof. By Theorem 3.1(a), if ∆K(x, y) is H-stable, then ∆K(x, 1) and ∆K(1, y)
are H-stable. Further, ∆K(x, 1) = xℓ−1x−1 ∆K1(x) and ∆K(1, y) = y
ℓ−1
y−1 ∆K2(y2) [31],
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where ℓ = lk(K1,K2), and hence, ∆K1(x),∆K2 (y) and
xℓ−1
x−1 are H-stable. The
proposition follows immediately. ✷
Proposition 16.5. Let r = [2a1,−2b1, 2a2,−2b2 · · · , 2an,−2bn, 2an+1], aj , bj > 0.
Then K(r) is H-stable if and only if (1) n = 0 and a1 = 1 or 2, or (2) n = 1 and
a1 = a2 = 1.
Proof. (a) Suppose K(r) is H-stable. Then |ℓ| = |lk(K1,K2)| ≤ 2. Since
ℓ =
∑n+1
j=1 aj , we have (1) or (2). (b) Suppose (1) or (2) holds. If (1) holds,
then ∆K(x, y) = 1 or x + y, and both are H-stable. Suppose (2) holds. Then
r = [2,−2b1, 2] and ∆K(x, y) = −b1(x − 1)(y − 1) + (x + y) = −b1 + (b1 +
1)(x + y) − b1xy. Since ∆K(x, y) is multi-affine, it is H-stable if (and only if )
det
[ −b1 b1 + 1
b1 + 1 −b1
]
< 0 (Example 3.8). Since b1 > 0, obviously, the determinant
is negative. This proves Proposition 16.5. ✷
We now consider exceptional stable links.
Proposition 16.6. Let r = [2a, 2b,−2c], a, b, c > 0 and a > c. (1)Suppose a = c.
Then K(r) is H-stable if and only if a = 1 or 2. (2) Suppose a > c. Then K(r) is
not H-stable, unless (a, c) = (2, 1).
Proof. (1) Suppose a = c. Then ∆K(x, y) = b(x − 1)(y − 1)G2a. If a ≥ 3, then
Ga is not H-stable and hence K(r) is not H-stable. However, if a = c = 1 or 2,
then each factor is H-stable and hence K(r) is H-stable. (2) Suppose a > c. Since
lk(K1,K2) = a − c, c = a − 1 or c = a − 2. From (16.1), we have ∆K(r)(x, y)
= b(x − 1)(y − 1)GaG−c + Ga−c = b(x − 1)(y − 1)x
a−ya
x−y
xc−yc
x−y
−1
(xy)c +
xa−c−ya−c
x−y .
Let F (x, y) = (xy)c∆K(r)(x, y) = −b(x− 1)(y− 1)x
a−ya
x−y
xc−yc
x−y +
xa−c−ya−c
x−y (xy)
c. If
∆K(r)(x, y) is H-stable, so is ∆K(r)(x,−1) by Theorem 3.1 (a) and hence f(x) =
F (x,−1) = 2b(x− 1)xa−(−1)a
x+1
xc−(−1)c
x+1 +
xa−c−(−1)a−c
x+1 (−1)cxc must be H-stable.
Case(I) c = a − 1 and a ≥ 3. Then f(x) = 2b(x − 1)xa−(−1)a
x+1
xa−1−(−1)a−1
x+1 +
(−1)a−1xa−1. We show that if a ≥ 3, f(x) is not (real) stable. Since f(x) is recip-
rocal, consider the modified polynomial g(z) of f(x).
Case(a) a is even, say 2m ≥ 4.
Then f(x) = 2b(x − 1)x2m−1
x+1
x2m−1+1
x+1 − x2m−1 and hence g(z) is written as
g(z) = 2bg1(z)g2(z) − 1, where g1(z) is the modification of f1(x) = (x − 1)x2m−1x+1
and g2(z) is that of f2(x) =
x2m−1+1
x+1 . Since both f1 and f2 are c-stable, all zeros of
g1(z) and g2(z) are in [−2, 2] and further, since m ≥ 2, at least one zero of g1(z)
and g2(z) are in (−2, 2). Therefore it is impossible that all points of intersection
of two curves z1 = g1(z)g2(z) and z2 =
1
2b , b > 0 are outside of (−2, 2), and hence
f(x) cannot be stable.
Case(b) a is odd, say 2m+ 1,m ≥ 1.
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Then f(x) = 2b(x − 1)x2m+1+1
x+1
x2m−1
x+1 + x
2m and the modification is: g(z) =
2bg1(z)g2(z) + 1, where g1(z) is the modification of
x2m+1+1
x+1 and g2(z) is that of
(x − 1)x2m−1
x+1 . Therefore, all the zeros of g1(z) are in (−2, 2). As is proved in Case
(a), f(x) cannot be stable.
Case(II). c = a− 2 and a ≥ 3. Then
∆K(r)(x, y) = b(x− 1)(y − 1)GaG−(a−2) +G2
= b(x− 1)(y − 1)x
a − ya
x− y
xa−2 − ya−2
x− y
−1
(xy)a−2
+ x+ y
and
f(x) = (−1)a−2xa−2∆K(r)(x,−1)
= 2b(x− 1)x
a − (−1)a
x+ 1
xa−2 − (−1)a−2
x+ 1
+ (x− 1)(−1)a−2xa−2.
Case(a) a is even, say 2m ≥ 4.
Then f(x) = 2b(x− 1)x2m−1
x+1
x2m−2−1
x+1 + (x − 1)x2m−2 and hence h(x) = f(x)x−1 =
2b(x − 1)2 x2m−1
x2−1
x2m−2−1
x2−1 + x
2m−2 is reciprocal. The modification λ(z) of h(x) is
λ(z) = 2b(z − 2)λ1(z)λ2(z) + 1, where λ1(z) and λ2(z) are the modifications of
x2m−1
x2−1 and
x2m−2−1
x2−1 , respectively. Since all the zeros of λ1(z) and λ2(z) are in
(−2, 2), h(x) cannot be real stable.
Case(b) a is odd, say 2m+ 1.
The same argument works to show that h(x) is not real stable and hence
∆K(r)(x, y) is not H-stable. ✷
If (a, c) = (2, 1), we have the following proposition.
Proposition 16.7. Let r = [4, 2,−2]. Then K(r) is H-stable.
Proof. xy∆K(r)(x, y) = −(x− 1)(y− 1)G2G1+xyG1 = −(x− 1)(y− 1)(x+ y)+
xy = −(xy − x− y)(x+ y − 1). Each factor is H-stable by Example 3.8 and hence
K(r) is H-stable. ✷
Question 16.8. For r = [4, 2b,−2] and b ≥ 2, is K(r) H-stable ?
Finally, we prove that the 2-variable Alexander polynomial of a 2-bridge link
has the same property as Theorem 8.8 (2). Using this, we can systematically obtain
exceptional H-stable 2-component 2-bridge links.
Theorem 16.9. Let s = [2a1, 2b1, 2a2, 2b2, · · · , 2an, 2bn, 2an+1], aj 6= 0 6= bj , 1 ≤
j ≤ n+ 1. Let r = [s, 2k,−s−1], k 6= 0. Then,
∆K(r)(x, y) = k(x− 1)(y − 1)[∆K(s)(x, y)]2, (16.2)
and hence, K(r) is H-stable if and only if K(s) is H-stable.
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Proof. Consider a sequence of integers
A = {a1, b1, a2, b2, · · · , an, bn, · · · , a2n+1, b2n+1, a2n+2}. Take an ordered subset
C = {b1, b2, · · · , b2n+1}. Let Ĉ be the set of all ordered subset of C, i.e., Ĉ ∋
U = {bj1 , bj2 , · · · , bjk}, where 1 ≤ j1 < j2 < · · · < jk ≤ 2n+ 1. To each set U in C,
we define a mapping ρ2n+1 : Ĉ −→ Z[x±1, y±1] as follows.
ρ2n+1(U) = bj1bj2 · · · bjk(x− 1)k(y − 1)kGµ1Gµ2 · · ·Gµk+1 , (16.3)
where µ1 = a1+ a2+ · · ·+ aj1 , µ2 = aj1+1+ · · ·+ aµj2 , · · · , µk+1 = ajk+1+ ajk+2+
· · ·+ a2n+2.
For example, ρ2n+1(φ) = Ga1+a2+···+a2n+2 and ρ2n+1(C) = b1b2 · · · b2n+1(x −
1)2n+1(y − 1)2n+1Ga1Ga2 · · ·Ga2n+2 .
Now to each U , we call U∗ = {b2n+2−jk , b2n+2−jk−1 , · · · , b2n+2−j1} the dual of
U . We use these concepts to prove the theorem.
In the following, we assume that
for 1 ≤ j ≤ n+ 1, an+1+j = −an+2−j , and (16.4)
for 1 ≤ j ≤ n, bn+1+j = −bn+1−j. (16.5)
Therefore, A becomes
{a1, b1, a2, b2, · · · , an+1, bn+1,−an+1,−bn,−an, · · · ,−b2,−a2,−b1,−a1}
and we can write
ρ2n+1(U
∗) = b2n+2−jk · · · b2n+2−j1(x− 1)k(y − 1)kG−µk+1G−µk · · ·G−µ1 . (16.6)
Then we prove
Claim 1. ρ2n+1(U) + ρ2n+1(U
∗) = 0, and hence
∑
U ρ2n+1(U) = 0, where the
summation is taken over all U that does not contain bn+1.
Proof. If some µi = 0, then Gµ1 = G−µi = 0 and hence ρ2n+1(U) = ρ2n+1(U
∗) =
0. Therefore we may assume that none of µi is 0. Let m be the number of negative
elements in U . Then that number in U∗ is k −m. Let q be the number of negative
integers in the set {µj1 , · · · , µjk+1}. Then that number in U∗ is k+1− q. Therefore
the number of occurrence of (−1) in ρ2n+1(U) is m+ q, while that in ρ2n+1(U∗) is
k−m+k+1− q ≡ m+ q+1 (mod 2). Next we count the exponent of the factor 1
xy
in ρ(U) and ρ(U∗). Suppose µℓ1 , µℓ2 , · · · , µℓq are negative. Then in ρ2n+1(U), the
exponent of 1
xy
is |µℓ1 |+|µℓ2|+· · ·+|µℓq |, while in ρ2n+1(U∗) that is
∑
λ6=ℓj µλ. Since∑
λ6=ℓj µλ−
∑q
j=1 |µℓj | =
∑2n+2
j=1 aj = 0, we see that ρ2n+1(U)+ ρ2n+1(U
∗) = 0. ✷
Now consider a short sequence A0 = {a1, b1, a2, b2, · · · , an, bn, an+1}, the first
half part of A. Let B = {b1, b2, · · · , bn} be an ordered set and B̂ be the set of all
ordered subset of B. Then we have a mapping ρn : B̂ −→ Z[x±1, y±1].
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Given U = {bj1 , bj2 , · · · , bjp , bn+1, bjp+2, · · · , bjk} ∈ Ĉ, we can define two sets
W+ and W− in B̂ as follows.
W+ = {bj1 , bj2 , · · · , bjp} and W− = {b2n+2−jk , b2n+2−jk−1 , · · · , b2n+2−jp+2}.
Then we claim
Claim 2. ρ2n+1(U) = bn+1(x−1)(y−1)ρn(W+)ρn(W−) −1(xy)α , where α = a1+a2+
· · ·+ an+1.
Proof. Since U ∋ bn+1, we can write
ρ2n+1(U) =
bn+1(x− 1)(y − 1)
(
bj1 · · · bjp(x− 1)p(y − 1)pGµ1 · · ·Gµp+1
)
(
bjp+2 · · · bjk(x− 1)k−p−1(y − 1)k−p−1Gµp+2 · · ·Gµk+1
)
.
Therefore, it suffices to show that
(x− 1)k−p−1(y − 1)k−p−1(bjp+2 · · · bjk)Gµp+2 · · ·Gµk+1 = ρn(W−)
−1
(xy)α
. (16.7)
Since
ρn(W−) = (x− 1)k−p−1(y− 1)k−p−1(b2n+2−jk · · · b2n+2−jp+2)G−µk+1 · · ·G−µp+2 , as
done before, we compare the number of occurrences of −1 and the exponent of 1
xy
,
in LHS and RHS of (16.7). First, let d be the number of negative bi in LHS. Then
that number in RHS is k− p− 1− d. Let q be the number of negative µλ in the set
{µp+2, · · · , µk+1} in LHS. Then that number in RHS is k − p − q, and hence the
sign of RHS is opposite to that of LHS.
Next, we count the exponent of 1
xy
. Let −ν1,−ν2, · · · ,−νq be all negative mem-
bers in {µp+2, · · · , µk+1}, and νq+1, · · · , νk−p be all positive members. Then the ex-
ponent of 1
xy
in LHS is exactly ν1+ν2+· · ·+νq, while that in RHS is νq+1+· · ·+νk−p.
Since νq+1 + · · ·+ νk−p − (ν1 + · · ·+ νq) =
∑n+1
j=1 aj = α, Claim 2 follows. ✷
Claim 2 implies easily the following
Claim 3. If U ∈ Ĉ contains bn+1, then U∗ ∋ bn+1 and ρ2n+1(U) = ρ2n+1(U∗).
From Claims 1-3, we have,
Claim 4.
∑
U∈Ĉ ρ2n+1(U) = bn+1(x− 1)(y − 1)[
∑
V ∈B̂ ρn(V )]
2( −1(xy)α ).
Hence Theorem 16.9 follows. ✷
Example 16.10. Let s = [4, 2,−2]. Then K(s) is H-stable by Proposition 16.7,
and hence for r = [s, 2k,−s−1], k 6= 0, K(r) is H-stable.
If K(s) is a 2-bridge knot, Theorem 16.9 does not hold, but ∆K(r)(x, y) will
be of a nice form. The following theorem is proven by applying a similar argument
used in the proof of Theorem 16.9. The detail will appear in a separate paper.
Theorem 16.11. Let s = [2a1, 2b1, 2a2, 2b2, · · · , 2an, 2bn], aj 6= 0 6= bj , 1 ≤ j ≤ n,
and r = [s, 2k,−s−1], k 6= 0. Then
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∆K(r)(x, y) = Gkf(x, y)f(y, x), (16.8)
where f(x, y) ∈ Z[x, y] and f(t, t) = ∆K(s)(t).
We should note that if |k| ≥ 3, then Gk is not H-stable. Therefore, for K(r) to
be H-stable, k must be ±1 or ±2.
17. Inversive links
A 2-component link K is called inversive if the original link is stable (or c-stable),
but reversing the orientation of one component results in a c-stable (or stable)
link. We see in Section 15 that some Montesinos links are inversive (Theorem 15.2,
Case 2). In this section, we study these links using 2-variable Alexander polynomial
∆K(x, y).
17.1. Standard inversive links
From the definition, the following proposition is immediate.
Proposition 17.1. Let K be a 2-component link and ∆K(x, y) the Alexander poly-
nomial. Then K is inversive if and only if
(1) ∆K(t, t) is stable (or c-stable) and
(2) tn∆K(t, t
−1) is c-stable (or stable) (17.1)
Remark 17.2. Note that (2) in (17.1) is equivalent to (2’) below, since ∆K(x, y) =
xmyn∆K(x
−1, y−1) for some integers n and m.
(2’) tm∆K(t
−1, t) is c-stable (or stable).
For convenience, we call ∆K(x, y) inversive if ∆K(x, y) satisfies (1) and (2) in (17.1).
Proposition 17.1 and Theorem 16.9 imply the following:
Proposition 17.3. If a 2-bridge link K(s) is inversive, then K(r) is inversive,
where r = [s, 2k,−s−1], k 6= 0.
The simplest inversive 2-bridge link is K(s), s = [2a], a 6= 0. Therefore we have
the following corollary.
Corollary 17.4. Let r = [2a, 2k,−2a], where k 6= 0 and a > 0. Then K(r) is
inversive.
If K(s) is a 2-bridge knot, then K(r), r = [s, 2k,−s−1], may not be inversive.
Example 17.5. Let s = [2,−2] and r = [2,−2, 2, 2,−2]. ThenK(r) is not inversive.
In fact, ∆K(r)(x, y) = (1 − (2x + y) + xy)(1 − (x + 2y) + xy) and ∆K(r)(t, t) =
(1− 3t+ t2)2 is stable, but ∆K(r)(t, t−1) = (1− 2t+2t2)(2− 2t+ t2) is not c-stable.
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Now consider the general case. For convenience, we denote by K∗ the 2-
component link obtained from K by reversing the orientation of one component
of K.
Proposition 17.6. Let r = [2a1,−2a2, · · · , (−1)2n2a2n+1], aj > 0 for 1 ≤ j ≤
2n+ 1. Then K(r) is inversive.
Proof. First, by Theorem 6.1 ∆K(r)(t) =(t − 1)∆K(r)(t, t) is stable. Further,
we see that a diagram of K(r) is alternating and the diagram of K∗(r) is special
alternating, and hence ∆K∗(r)(t) is c-stable. Therefore, K(r) is inversive. ✷
If r = [2a1, 2a2, · · · , 2a2n+1], aj > 0 for 1 ≤ j ≤ 2n + 1, then K(r) is c-stable,
by Proposition 12.1. But, generally, K∗(r) is not stable, and hence K(r) is not
inversive. The following proposition, however, gives one sufficient condition forK(r)
to be inversive.
Proposition 17.7. Let r = [2a1, 2a2, · · · , 2a2n+1], aj > 0 for 1 ≤ j ≤ 2n + 1. If
a2k+1 = 1 for all k, 1 ≤ k ≤ n, then K∗(r) is stable and hence K(r) is inversive.
Proof.Write r = β2α . We may assume without loss of generality that 0 < β < 2α.
Denote r∗ = 2α−β2α . Then it is known [12, Proposition 3.17] that K(r
∗) is equivalent
to the mirror image of K∗(r). Therefore, K∗(r) is stable if (and only if) K(r∗) is
stable.
Now, the even continued fraction expansion of r∗ is called the dual of (the even
continued fraction expansion of) r in [12, Theorem 3.5] and there is an algorithm
to find the expression of r∗ [12, p.7]. Using this algorithm, we can show that if all
a2k+1 = 1, 1 ≤ k ≤ n, then r∗ = [2,−(2a2− 2), 2,−(2a4− 2), · · · , 2,−(2a2n− 2), 2].
Therefore, K(r∗) is stable and K(r) is inversive. ✷
Remark 17.8. In Proposition 17.7, if we assume that all a2k = 1, for 1 ≤ k ≤ n,
then both K(r) and K(r∗) are c-stable. In fact, it is easy to show that all entries
of r∗ are positive.
Example 17.9. (1) Let r = [2, 4, 2, 6, 2] = 69118 . Then r
∗ = 49118 = [2,−2, 2,−4, 2]
and hence K(r∗) is stable. Since K(r) is c-stable, K(r) is inversive.
(2) Let r = [4, 4, 2] = 726 . Then r
∗ = 1926 = [2,2,2,-2,2]. K(r
∗) is not c-stable. In fact,
∆K(r∗)(x, y) = x
2y2− (2x2y+2xy2)+3xy− (2x+2y)+1, and hence ∆K(r∗)(t, t) =
t4−4t3+3t2−4t+2. Then the modified polynomial f(x) of ∆K(r∗)(t, t) has two real
zeros, one of which is in (−2, 2) and another is larger than 2, and hence ∆K(r∗)(t, t)
is strictly bi-stable, and K(r) is not inversive.
(3) Let r = [4, 2, 2, 2, 4] = 1342 . Then r
∗ = 2942 = [2, 2, 6, 2, 2] and hence K(r
∗) is
c-stable.
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17.2. Exceptional inversive links
If the original 2-bridge link K(r) is an exceptional stable link, then K(r∗) (and
hence K∗(r)) may not be c-stable. However, the following proposition shows that
for some exceptional 2-bridge link, K(r∗) is c-stable.
Proposition 17.10. let r = [4, 2k,−2], k > 0. Then K(r) is inversive.
Proof. Since ∆K(r)(x, y) = k(x−1)(y−1)(x+y)−xy, we see that ∆K(r∗)(t, t) =
t2∆K(r)(t, t
−1) = kt4 − 2kt3 + (2k + 1)t2 − 2kt+ k. The modified polynomial f(x)
of ∆K(r∗)(t, t) is f(x) = kx
2 − 2kx+ 1, and both zeros of f(x) are real and are in
(0, 2) and hence ∆K(r∗)(t, t) is c-stable and K(r) is inversive. ✷
This is a rather exceptional case. For example, for r= [6,2,-2], K(r) is not
inversive. However, in general, we can prove the following theorem.
Theorem 17.11. Let r = [2a, 2k,−2c], a > c, k > 0. If k is sufficiently large, then
K(r) is inversive. More precisely, there exists a positive integer N(a, c) such that
if k ≥ N(a, c), then K(r) is inversive.
Proof. Since ∆K(r)(x, y) = k(x − 1)(y − 1)GaG−c +Ga−c, a simple calculation
shows that ∆K(r∗)(t, t) = k(t − 1) t
2a−1
t2−1
t2c−1
t2−1 +
t2(a−c)−1
t2−1 t
2c, and the modification
f(x) of ∆K(r)(t, t) is of the form: f(x) = k(x−2)f1(x)f2(x)+g(x), where f1, f2 and
g are, respectively, the modifications of t
2a−1
t2−1 ,
t2c−1
t2−1 and
t2(a−c)−1
t2−1 . We note that
all the zeros of f1, f2 and g are in (−2, 2). Consider two graphs z1 = (x − 2)f1f2
and z2 = − g(x)k . If k −→ ∞, then z2 −→ 0 and hence if k is sufficiently large, the
points of intersection of two curves are almost the zeros (not 2) of z1 and hence,
∆K(r∗)(t, t) is c-stable when k is sufficiently large. Therefore K(r) is inversive if k
is sufficiently large. ✷
Problem 17.12. Determine N(a, c).
We should note that if a = c then N(a, a) = 1.
Example 17.13. It is easy to show that N(3, 1) = 3 and N(3, 2) = 2.
Question 17.14. Can a 2-component inversive link K be characterized by the
Alexander polynomial ∆K(x, y)?
Appendix A: Representation polynomials
There are various integer polynomials associated to representations of the knot
group into GL(2,C). In this section, we discuss two particular representations of
G(K), namely, a parabolic representation of G(K(r)), the group of a 2-bridge knot
K(r), to SL(2,C) and a trace-free representation of G(K(r)) to a dihedral group
D2n+1 ⊂ GL(2,C).
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A.1. Parabolic representation
Let θr(z) be the parabolic representation polynomial (Riley polynomial) of G(K(r))
to SL(2,C). (See [26].) Suppose r = 12n+1 , and hence K(r) is a torus knot of type
(2, 2n+ 1). Then θr(z) =
∑n
k=0
(
n+k
2k
)
zk.
Theorem A.1. [26],[30] If r = 12n+1 , θr(z) is real stable. In fact, all the zeros of
θr(z) are simple and they are
αk = −4 sin2 (2k − 1)π
2(2k + 1)
, 1 ≤ k ≤ n (A.1)
Remark A.2. For a rational number r = β/α, 0 < β < α, α odd, θr(z) is an
integer polynomial of degree α−12 and generally, θr(z) is not reciprocal.
Example A.3. (1) Let r = 2/5. Then θr(z) = 1−z+z2 is not stable, but c-stable.
(2) Let r = 5/7. Then θr(z) = 1 + 2z + z
2 + z3 is not stable.
Problem A.4. Characterize r so that θr(z) is stable.
For a 2-bridge link K(r), r = q/2n, Riley polynomial is defined in a slightly
different manner. Let G(K(r)) = 〈x, y|Wy = yW 〉 be a presentation of the group
of K(r), where x and y are (oriented) meridian generators. Then W is of the form:
W = xε1yη1xε2yη2 · · ·xεn−1yηn−1xεn , (A.2)
where (1) |εj | = |ηj | = 1 for all j, and (2) εj = εn−j+1 for 1 ≤ j ≤ n, and ηj = ηn−j
for 1 ≤ j ≤ n− 1.
Let ϕ : x −→
[
1 1
0 1
]
and y −→
[
1 0
z 1
]
be a parabolic representation of a
free group F (x, y), generated by x and y, in SL(2,C), and z is a complex number
that is determined later. Then ϕ defines a parabolic representation ϕr of G(K(r))
in SL(2,C) if and only if
ϕ(Wy) = ϕ(yW ). (A.3)
Let ϕ(W ) =
[
ar(z) br(z)
cr(z) dr(z)
]
. Then a simple computation shows that (A.3) is
equivalent to
z = 0 or br(z) = 0 and ar(z) = dr(z). (A.4)
We prove first that always ar(z) = dr(z). To prove this, we need the following
simple lemma. For convenience, we call a matrix M =
[
a b
c d
]
∈ GL(2,C) is of
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D-type if a = d.
Lemma A.5. If each of M and N in GL(2,C) is of D-type, then NMN is also
of D-type.
Now ϕ(x) and ϕ(y) are of D-type, and so are ϕ(x−1) and ϕ(y−1). Since the length
of W is 2n − 1, W has the central element. If n is even, say 2m, it is yηm . Since
ϕ(yηm) is of D-type and εm = εm+1, we see by Lemma A.5 that ϕ(x
εmyηmxεm+1) is
of D-type. Further, ϕ(yηm−1(xεmyηmxεm+1)yηm+1) is also of D-type. By repeating
this process, we see that ϕ(W ) = ϕ(xε1yη1 · · · yηm · · · yη2m−1xε2m) is of D-type. If
n is odd, say 2m + 1, then the central element is xεm+1 , and the same argument
works well. If z = 0, then ϕ is an abelian representation, and hence we ignore it.
But each zero of br(z) gives a (non-abelian) parabolic representation ϕr. br(z) is
called Riley polynomial θr(z) of K(r). The degree of θr(z) is n− 1.
Example A.6. Let r = 1/2n, n ≥ 2. Then K(r) is an elementary torus link, and
it follows from (A.6) and [13, Prop. 2.4] that the Riley polynomial θr(z) of K(r) is
given by (A.5) below.
θr(z) =
n−1∑
j=0
(
n+ j
2j + 1
)
zj. (A.5)
It is known that θr(z) is real stable. In fact, the zeros of θr(z), r =
1
2n are
−4 sin2 rπ2n , r = 1, 2 . . . , n− 1 [30]. The following proposition confirms a conjecture
by Dan Silver [28].
Proposition A.7. Let r = q/2n, 0 < q < 2n, gcd(q, 2n) = 1. Then |θr(0)| =
|lk(K(r))|, where lk(K(r)) denotes the linking number between two components of
a 2-bridge link K(r).
Proof. θr(0) is determined by ϕr(W ) evaluated at z = 0 which is
∏n
j=1 ϕr(x
εj ) =[
1
∑n
j=1 εj
0 1
]
. Since
∑n
j=1 εj is equal to lk(K(r)), Proposition A.7 follows. ✷
If lk(K(r)) = 0, then Dan Silver also conjectures that the absolute value of
the coefficient c1 of z of θr(z) is the wrapping number of K(r). However, examples
below show that it is not correct. Note that if lk(K(r)) = 0, then n is a multiple of
4.
Example A.8. (1) Let r = 9/16 = [2, 4,−2]. Then θr(z) = z(2+z2)(2−4z+4z2−
2z3 + z4), but the wrapping number is 2. (2) Let r = 11/24 = [2,−6,−2]. Then
θr(z) = 6z + 18z
2 + 35z3 + 48z4 + 56z5 + 44z6 + 36z7 + 16z8 + 10z9 + 2z10 + z11,
but the wrapping number is 2.
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A.2. Dihedral representation
It is well-known that there is a trace-free representation ξ of a dihedral group
Dp = 〈x, y|x2 = y2 = (xy)p = 1〉, p = 2n + 1, in GL(2,C). ξ is given by ξ(x) =[ −1 1
0 1
]
and ξ(y) =
[ −1 0
ω 1
]
, where ω is a zero of the integer polynomial
ϕp(z) =
∑n
k=0
2n+1
2k+1
(
n+k
2k
)
zk. See [26].
Example A.9. ϕ3(z) = z + 3, ϕ5(z) = z
2 + 5z + 5, ϕ7(z) = z
3 + 7z2 + 14z + 7,
ϕ9(z) = z
4 + 9z3 + 27z2 + 30z + 9 = (z + 3)(z3 + 6z2 + 9z + 3).
Using ξ, we prove in [11] some properties of the twisted Alexander polynomial
of a 2-bridge knot associated to a dihedral representation. In this subsection, we
prove for any odd number 2n + 1, ϕ2n+1(z) is stable. Our proof is different from
those of other parts in this paper.
Theorem A.10. Let p = 2n + 1, n ≥ 1, and ϕp(z) =
∑n
k=0
2n+1
2k+1
(
n+k
2k
)
zk. Let
ζ = e
2πi
p . Then zk = ζ
k + ζ−k − 2, 1 ≤ k ≤ n, are the zeros of ϕp(z).
Proof. Since ζk + ζ−k − 2 = (√ζ − 1√
ζ
)2k, it suffices to show that
ϕ2n+1(z1) =
n∑
k=0
2n+ 1
2k + 1
(
n+ k
2k
)
(
√
ζ − 1√
ζ
)2k = 0. (A.6)
Now we expand the right side of (A.6) and let A
(n)
k denote the term of ζ
k, k =
0,±1,±2, · · · ,±n. Namely,
ϕ2n+1(z1) = A
(n)
−nζ
−n + · · ·+A(n)−1 ζ−1 +A(n)0 +A(n)1 ζ +A(n)2 ζ2 + · · ·+A(n)n ζn.
Then we see that
A
(n)
0 =
n∑
k=0
2n+ 1
2k + 1
(
n+ k
2k
)
(−1)k
(
2k
k
)
.
A
(n)
1 = A
(n)
−1 =
n∑
k=1
2n+ 1
2k + 1
(
n+ k
2k
)
(−1)k
(
2k
k + 1
)
...
A(n)m = A
(n)
−m =
n∑
k=m
2n+ 1
2k + 1
(
n+ k
2k)
)
(−1)k+m
(
2k
k +m
)
...
A(n)n = A
(n)
−n =
2n+ 1
2n+ 1
(
2n
2k
)
(−1)2n
(
2n
2n
)
= 1 (A.7)
Therefore, to prove ϕ2n+1(z) = 0, it suffices to show
A
(n)
0 = A
(n)
1 = · · · = A(n)n = 1.
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We prove these equalities by applying generating function theory.
First we show that A
(n)
0 = 1. Consider the generating function F0(x) of A
(n)
0 :
F0(x) =
∑
n≥0
A
(n)
0 x
n
=
∑
n≥0
{xn
∑
k≥0
(
n+ k
2k
)(
2k
k
)
(−1)k 2n+ 1
2k + 1
}. (A.8)
We prove that F0(x) =
1
1−x = 1 + x+ x
2 + · · ·+ xn + · · · .
Now, by interchanging the order of summations in (A.8), we have
F0(x) =
∑
k≥0
[
(
2k
k
)
(−1)k
2k + 1
x−k{
∑
n≥0
(2n+ 1)
(
n+ k
2k
)
xn+k}].
Note
∑
n≥0(2n + 1)
(
n+k
2k
)
xn+k =
∑
n≥k(2n + 1)
(
n+k
2k
)
xn+k. Let n + k = r. Then
2n+ 1 = 2(r − k) + 1 = 2r − 2k + 1 and
∑
n≥k
(2n+ 1)
(
n+ k
2k
)
xn+k
=
∑
r≥2k
(2r − 2k + 1)
(
r
2k
)
xr
= x2k{(2k + 1) + (2k + 3)
(
2k + 1
1
)
x
+ (2k + 5)
(
2k + 2
2
)
x2 + · · ·+ (2k + 2m+ 1)
(
2k +m
m
)
xm + · · · }
= x2k
∑
m≥0
(2k + 2m+ 1)
(
2k +m
m
)
xm. (A.9)
We need the following lemma.
Lemma A.11. (1) [W, p.50, (2.5.7)]
∑
m≥0
(
2k+m
m
)
xm = 1(1−x)2k+1 .
(2) [W, p.50, (2.5.11)]
∑
k≥0
(
2k
k
)
xk = 1√
1−4k .
(3) [W p.51, (2.5.15)]
∑
k≥0
(
2k+m
k
)
xk = 1√
1−4x (
1−√1−4x
2x )
m.
(4) [W p.32] Let P (y) be a polynomial and f =
∑
n ≥0 anx
n. Then∑
n≥0 P (n)anx
n = P (x d
dx
)f .
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Example A.12. If P (y) = 2y+2k+1 and f =
∑
m≥0
(
2k+m
m
)
xm = (1−x)−(2k+1).
Then P (m) = 2m+ 2k + 1 and
∑
m≥0
(2m+ 2k + 1)
(
2k +m
m
)
xm
= 2x
df
dx
+ (2k + 1)f
= 2(−(2k + 1))(−1)(1− x)−(2k+2)x+ (2k + 1)(1− x)−(2k+1)
=
(2k + 1)(x+ 1)
(1− x)2k+2 .
Using Example A.12, we have from (A.9)
∑
n≥0
(2n+ 1)
(
n+ k
2k
)
xn+k = x2k
(2k + 1)(x+ 1)
(1− x)2k+2 . (A.10)
Therefore,
F0(x) =
∑
k≥0
(
2k
k
)
(−1)k
2k + 1
x−k
{
x2k(2k + 1)(x+ 1)
(1 − x)2k+2
}
=
x+ 1
(1− x)2
∑
k≥0
(
2k
k
)
(−1)k
{
x
(1 − x)2
}k
.
Let y = x(1−x)2 . Then F0(x) =
x+1
(1−x)2
∑
k≥0(−1)k
(
2k
k
)
yk. By Lemma A.11 (2), we
see that
∑
k≥0(−1)k
(
2k
k
)
yk = 1√
1+4y
. Since 1 + 4y = 1 + 4x(1−x)2 =
(1+x)2
(1−x)2 , we have√
1 + 4y = 1+x1−x , and hence,
F0(x) =
x+ 1
(1− x)2
1− x
1 + x
=
1
1− x = 1+ x+ x
2 + · · · .
Therefore, for any n, the coefficient of F0(x) is 1, i.e., A
(n)
0 = 1.
Next, for m ≥ 1, we show A(n)m = 1. Our approach is almost the same, but we
need a slight change in the process. Now, A
(n)
m =
∑
k≥m(−1)k+m 2n+12k+1
(
n+k
2k
)(
2k
k+m
)
.
As before, we interchange the order of summations of the generating function Fm(x)
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of A
(n)
m :
Fm(x) =
∑
n≥0
xn


∑
k≥m
(−1)k+m 2n+ 1
2k + 1
(
n+ k
2k
)(
2k
k +m
)

=
∑
k≥m
(−1)k+m
2k + 1
(
2k
k +m
)
x−k


∑
n≥0
(2n+ 1)
(
n+ k
2k
)
xn+k


=
∑
k≥m
(−1)k+m
2k + 1
(
2k
k +m
)
x−k
x2k(x+ 1)(2k + 1)
(1− x)2k+2 by (A.10)
=
x+ 1
(x− 1)2
∑
k≥m
(−1)k+m
(
2k
k +m
)
xk
(1− x)2k .
We show Fm(x) =
xm
1−x = x
m + xm+1 + xm+2 + · · · . We note that
∑
k≥m
(−1)k+m
(
2k
k +m
)
xk
(1− x)2k
=
(
2m
2m
)
xm
(1− x)2m −
(
2m+ 2
2m+ 1
)
xm+1
(1− x)2(m+1) + · · ·
=
xm
(1− x)2m
{(
2m
2m
)
−
(
2m+ 2
2m+ 1
)
x
(1− x)2 + · · ·
}
=
xm
(1− x)2m
∑
k≥0
(−1)k
(
2k + 2m
k
){
x
(1− x)2
}k
.
Again, let y = x(1−x)2 . Then
√
1 + 4y = 1+x1−x and 1−
√
1 + 4y = 1− 1+x1−x = −2x1−x
and 1−
√
1+4y
−2y = 1− x. Then by Lemma A.11 (3), we have∑
k≥m
(−1)k+m
(
2k
k +m
)
xk
(1− x)2k
=
xm
(1− x)2m
1√
1 + 4y
{
1−√1 + 4y
−2y
}2m
=
xm
(1− x)2m
1− x
1 + x
(1− x)2m
=
xm(1− x)
1 + x
.
Therefore Fm(x) =
x+1
(1−x)2
xm(1−x)
1+x =
xm
1−x = x
m(1+x+x2+ · · · ). Thus if n < m,
then A
(n)
m = 0, and if n ≥ m, then A(n)m = 1, i.e., for any n ≥ m,A(n)m = 1. ✷
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Appendix B: Determination of δ4
Let Γ2n be the set of all Alexander polynomials ∆K(t) of alternating knots K
of genus n, i.e., deg∆K(t) = 2n. Let δ2n(K) be the maximal value of Re(α) of the
zero α of ∆K(t) and δ2n = max∆K(t)∈Γ2n δ2n(K).
Conjecture B.1. δ2n exists for any n ≥ 1, and further, there is a fibred stable
alternating knot Kn such that δ2n(Kn) = δ2n.
In this section, we prove Conjecture B.1 for n = 2. Conjecture B.1 is trivially
true for n = 1. In fact, δ2 = 2.618 · · · that is a zero of ∆K1(t) = t2 − 3t+ 1, where
K1 is 41.
Theorem B.2. Let K2 = 812. Then δ4 = δ4(K2) = 4.3902 · · · .
Note that K2 is a fibred stable alternating knot with ∆K2(t) = t
4− 7t3+13t2−
7t+ 1.
Proof of Theorem B.2. Let K be an alternating knot. Since δ4(K2) is the max-
imal value among those of fibred knots of genus 2, we may assume that K is a
non-fibred alternating knot. Write ∆K(t) = at
4− bt3+ ct2− bt+a, where a, b, c > 0
and further, a ≥ 2. To prove Theorem B.2, we need the following theorem due to
Jong.
Theorem B.3. [18] Let ∆K(t) = at
4 − bt3 + ct2 − bt + a, where a, b, c > 0, be
the Alexander polynomial of an alternating knot K of genus 2. Then the following
holds.
(1) if σ(K) = 0, then 3a− 1 ≤ b ≤ 6a+ 1,
(2) if |σ(K)| = 2, then 2a+ 1 ≤ b ≤ 6a− 1,
(3) if |σ(K)| = 4, then 2a− 1 ≤ b ≤ 4a− 2.
Now there are three cases.
Case 1. ∆K(t) has four complex zeros, none of which is a unit complex. Then,
σ(K) = 0. Let α, α, β, β be all zeros of∆K(t), where αβ = 1 and αβ = 1. First, the
real part of each zero is positive. In fact, if Re(α) < 0, then the real parts of all zeros
are negative, since αβ = αβ = 1. Therefore, α+α+ β+ β = 2Re(α) + 2Re(β) < 0,
but α+α+β+β = b/a > 0, a contradiction. Now suppose Re(α) ≥ δ4. Then b/a =
α+α+β+β = 2Re(α)+2Re(β) > 2δ4 > 8, but by Theorem B.3, b/a ≤ 6+ 1a < 7,
a contradiction. Therefore, δ4(K) < δ4.
Case 2. K is c-stable. Trivially, δ4(K) < 1 and hence δ4(K) < δ4. If |σ(K)| = 4,
then K is c-stable and hence we may assume hereafter that |σ(K)| ≤ 2, and further,
∆K(t) has at least two real zeros. Therefore, the last case is the following:
Case 3. K is bi-stable, but not c-stable. From the above remark, we see that δ4(K)
is the maximal real zero of ∆K(t). To show that δ4(K) < δ4, first we consider the
modified polynomial f(x) of ∆K(t). Write ∆K(t) = at
4−bt3+(2b−2a−ε)t2−bt+a,
where ε = ±1. Then
f(x) = ax2 − bx+ (2b− 4a− ε) = (x − 2)(ax− (b − 2a))− ε.
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Since δ4(K) is less than the maximal real zero of f(x), we compute the real
zeros of f(x). Now the real zeros of f(x) are determined by the intersection of two
curves y1 = (x − 2)(ax − (b − 2a)) and y2 = ε. Since y1(0) = 2(b − 2a) ≥ 2, by
Theorem B.3, we have the following graphs: (1)
b− 2a
a
≤ 2, (2) b− 2a
a
≥ 2
Fig. B.1
The maximal real zero γ of f(x) (if exists) is given by
γ =
b
2a
+
√
d
4a2
, where d = (b− 4a)2 + 4aε.
From this formula, we should note that when a is fixed, γ gets larger as b gets
larger. Therefore, to obtain the maximal real zero of f(x), b should be the maximal
possible value.
Subcase (a) ε = 1. From Fig. B.1, we see that f(x) has two zeros, one is larger
than 2, but the other is less than 2. Therefore, ∆K(t) has two unit complex zeros
and two real zeros, and hence |σ(K)| = 2. By Theorem B.3 (2), we see that 2a+1 ≤
b ≤ 6a− 1. When b = 6a− 1, d = 4a2 + 1 and hence
γ =
b
2a
+
√
d
4a2
=
b
2a
+
√
1 +
1
4a2
.
Since a ≥ 2, we have γ = 6a−12a +
√
1 + 14a2 ≤ 3+
√
1.0625 = 4.03077· < δ4, and
hence δ4(K) < δ4.
Subcase (b) ε = −1. Since f(x) has a real zero larger than 2, Fig B.1 (1) cannot
occur. Therefore, from Fig B.1 (2), f(x) has two real zeros greater than 2 and hence
∆K(t) has four real zeros, and |σ(K)| = 0. Then by Theorem B.3 (1), we have that
3a− 1 ≤ b ≤ 6a+1. When b = 6a+1, d = 4a2+1 and γ = 6a+12a +
√
1 + 14a2 . Since
a ≥ 2, it follows that γ ≤ 3 + 14 +
√
1.0625 = 4.281 · · · < δ4.
A proof of Theorem B.2 is now complete. ✷
Appendix C: Distribution of the zeros.
In this section, we discuss distribution of the zeros of the Alexander polynomials
of two infinite sequences of 2-bridge knots. Namely, they are vertical and horizontal
extensions of the 2-bridge knot [2, 2, 2, 2,−2,−2,−2,−2].
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Let r(k) = [2, 2, 2, 2k,−2,−2,−2,−2], k 6= 0. For simplicity, K(r(k)) will be
denoted by K(k). The type of the zeros of the Alexander polynomial of K(k)
depends on k. More precisely, we prove the following theorem.
Theorem C.1. Case 1. k > 0.
(1) If k = 1 or 2, then ∆K(k)(t) is totally unstable, i.e., every zero is a non-unit
complex number.
(2) If k = 3, 4, 5 or 6, then ∆K(k)(t) has four unit complex zeros and four non-unit
complex zeros, and hence ∆K(k)(t) has no real zeros.
(3) If k ≥ 7, then ∆K(k)(t) has eight unit complex zeros, and hence K(k) is c-stable.
Therefore, in this case, ∆K(k)(t) does not have real zeros.
Case 2. k < 0.
For all k, ∆K(k)(t) has two real zeros and six unit complex zeros, and hence K(k)
is strictly bi-stable.
Example C.2. For any k 6= 0, ∆K(k)(t) = k − 3kt + 5kt2 − 7kt3 + (8k + 1)t4 −
7kt5 + 5kt6 − 3kt7 + kt8. We plot the zeros around the unit circle in Fig. C.1 for
k = −4,−3,−2,−1, 1, 2, . . . , 8.
Fig. C.1
Remark C.3. If k > 0, then σ(K(k)) = 0. But, if k ≥ 7, K(k) is c-stable.
Therefore, c-stable alternating knots are not necessarily special alternating. If k < 0,
then |σ(K(k))| = 2, but ∆K(k)(t) has always more than two unit complex zeros.
Proof of Theorem C.1. First, using a standard Seifert matrix of K(k), we can
show that ∆K(k)(t) = kf(t)+t
4, where f(t) = (t−1)2(t2+1)(t4−t3+t2−t+1). Con-
sider the modification F (x) of ∆K(k)(t) : F (t) = kx(x−2)(x2−x−1)+1. To prove
the theorem, we study the intersection of two curves, y1 = g(x) = x(x−2)(x2−x−1)
and y2 = −1/k, k 6= 0. By simple calculations, y1 is depicted in Fig. C.2. Then we
see (1) two curves y1 and y2 = −1/k, k ≤ −1, intersect in exactly four points, only
one of which has x-coordinate greater than 2 and others in (−2, 2). This proves
Case 2.
(2) Suppose k > 0. If k = 1 or 2, two curves do not intersect and hence, K(k) is
totally unstable. If k = 3, 4, 5 or 6, then two curves intersect in two points with x-
coordinate in (−2, 2). If k ≥ 7, two curves intersect in four points with x-coordinate
between −2 and 2, and hence all the zeros are unit complex. This proves Theorem
C.1. ✷
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Fig. C.2
The previous sequence can be considered as a vertical extension of the original
2-bridge knot K(1) = [2, 2, 2, 2,−2,−2,−2,−2]. The next sequence is a horizontal
extension ofK(1). Consider the sequence r[n] = [2, . . . , 2,−2, . . . ,−2], n consecutive
2’s followed by n consecutive −2’s, with n ≥ 1. K(r[n]) will be denoted by K[n].
We prove the following theorem.
Theorem C.4. (1) If n is odd, then ∆K[n](t) has two real zeros, and other are
non-unit complex zeros.
(2) If n is even, then ∆K[n](t) is totally unstable.
Proof. First, using a standard Seifert matrix, it is easy to show by induction on
n that
∆K[n](t) =
n−1∑
k=0
(−1)k(2k + 1){tk + t2n−k}+ (−1)n(2n+ 1)tn. (C.1)
To prove the theorem, we need the following lemma.
Lemma C.5. ∆K[n](t) does not have a unit complex zeros.
Proof. Obviously, ±1 is not the zeros of ∆K[n](t). Now, we express ∆K[n](t) in
a different form:
(t+ 1)2∆K[n](t) = (t
2n+1 − 1)(t− 1) + (−1)n4tn+1. (C.2)
Suppose ∆K[n](t) has a unit complex zero α = e
iθ, θ 6= 0, π. Then (e(2n+1)iθ −
1)(eiθ − 1) = (−1)n+14e(n+1)iθ and hence, |e(2n+1)iθ − 1||eiθ − 1| = 4. This is im-
possible, since |e(2n+1)iθ − 1| ≤ 2 and |eiθ − 1| < 2. ✷
We return to a proof of the theorem.
Case 1. n is odd, say 2m+ 1. Then
∆K[n](t) = (t − 1)2(t2m + t2m−2 + · · · + t2 + 1)(t2m − t2m−1 + · · · + t2 − t + 1) −
t2m+1. Consider the modified polynomial F (x) of ∆K[n](t). Then F (x) = (x −
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2)g(x)h(x)− 1, where g(x) and h(x) are, respectively, the modified polynomials of
f1(t) = t
2m + t2m−2 + · · ·+ t2 + 1 and f2(t) = t2m − t2m−1 + · · ·+ t2 − t+ 1. Since
f1(t) and f2(t) have only unit complex zeros, all the zeros of g(x) and h(x) are real
in (−2, 2). Then the zeros of ∆K[n](t) are determined by intersection of two curves
y1 = (x−2)g(x)h(x) and y2 = 1. See Fig. C.3 (1). We see that y1 and y2 intersect in
one point P (p1, p2), with p1 > 2. If y2 intersects y1 at another point, say Q(q1, q2),
then −2 < q1 < 2 and the corresponding zeros of ∆K[n](t) are unit complex. This
is impossible by Lemma C.5.
Fig. C.3
Case 2. n is even, say 2m. Then again, we have ∆K[n](t) = (t − 1)2(t2m−2 +
t2m−4 + · · ·+ t2 + 1)(t2m − t2m−1 + · · ·+ t2 − t+ 1) + t2m.
From this form, we see easily that ∆K[n](t) has no real zeros, since ∆K[n](t) > 0 if
t is real. Now we did as before, consider the modified polynomial F (x) of ∆K[n](t)
and see that F (x) = (x−2)g(x)h(x)+1, where g(x) and h(x) are the modifications
of t
2m−1
t2−1 and
t2m+1+1
t+1 , respectively. Both have only real zeros in (−2, 2). Consider
the intersection of y1 = (x− 2)g(x)h(x) and y2 = −1. Since deg y = 2m, the graph
appears as in Fig. C.3 (2). As we proved earlier, y1 and y2 do not intersect, other-
wise ∆K[n](t) would have a unit complex zero. ✷
Now, none of the zeros of ∆K[n](t) is unit complex, but these zeros seem to be
distributed in a narrow strip containing the unit circle. More precisely, we propose
the following conjecture.
Conjecture C.6. Let α = 3−
√
5
2 . α is one of the real zeros of ∆K[1](t) = t
2−3t+1.
Let C be the circle with centre at (α−12 , 0) and radius
α+1
2 . Then, for n ≥ 1, all the
zeros of ∆K[n](t) with length < 1 lie in a narrow lunar domain bounded by the unit
circle and C.
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Fig. C.4
Remark C.7. If Hoste’s conjecture is true, then none of the zeros of the Alexander
polynomial of an alternating knot is in the interior of the circle with centre at
(−1/2, 0) and radius 1/2.
Example C.8. Fig. C.5 below depicts the zeros for the cases n = 1, . . . , 10 around
the unit circle.
Fig. C.5
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