Introduction
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With the onset of ubiquitous social media technology, people leave numerous traces of their 20 social behavior in -often publicly available -data sets. In this paper we look at a virtual 21 community of independent ("Indie") software developers for the Macintosh and iPhone that 22 use the social networking site Twitter. Using Twitter's API, we collect longitudinal data on 23 network connections among the Indie developers and their friends and followers 24 (approximately 15,000 nodes) and their use of Twitter client software over a period of five 25 weeks (more than 600,000 "tweets"). We use this dynamic data on the network and user 26 behavior to analyze the diffusion of Twitter client software. 27
Within the Indie community, four prominent software developers have developed Twitter 28 clients (Tweetie, Twitterrific, Twittelator, Birdfeed) that compete for adoption within the 29 community. Apart from these Indie Twitter clients, members of the virtual community can 30 choose from a range of clients that are developed outside of the Indie community (for 31 example, Tweetdeck, Twitterfon) as well as the standard Web interface provided by Twitter. 32
Previous qualitative ethnographic evidence for our case study indicates that social networks 33 and social capital are considered to be important factors in explaining the adoption and 34 diffusion of behavior. [1] Using discrete choice analysis applied to longitudinal panel data, 35 we are able to quantitatively test for the relative importance of global cultural discourse, 36
taste-maker influence and other contextual effects, node level behavioral characteristics, 37 socio-centric network measures and ego-centric network measures, individual preferences 38 and social network contagion, in users' decisions of what client software they choose to 39 interface to Twitter. 40
Importantly, we furthermore demonstrate a method using readily available software to 41 estimate the size of the error due to unobserved correlated effects in users' choices. 
u l t i n o m ia l l o g i t m o d e l 60
Discrete choice analysis allows prediction based on computed individual choice probabilities for 61 heterogeneous agents' evaluation of alternatives. In accordance with notation and convention in 62
Ben-Akiva and Lerman [2], the multinomial logit model is specified as follows. Assume a sample 63 of N decision-making entities indexed (1,...,n,...,N) each faced with a choice among J n alternatives 64 indexed (1,...,j,..., J n ) in subset C n of some universal choice set C. 65
The choice alternatives are assumed to be mutually exclusive (a choice for one alternative 66 excludes the simultaneous choice for another alternative, that is, an agent cannot choose two 67 alternatives at the same moment in time) and collectively exhaustive within C n (an agent must 68 make a choice for one of the options in the agent's choice set). In general the composite choice set 69 C n will vary in size and content across agents: not all elemental alternatives in the universal choice 70 set may be available to all agents. For simplicity in this paper however, we will assume that the 71 choices are available to all agents. 72
Let U in = V in + ε n be the utility that a given decision-making entity n is presumed to associate with 73 a particular alternative i in its choice set C n , where V in is the deterministic (to the modeler) or so-74 called "systematic" utility and ε in is an error term. Then, under the assumption of independent and 75 identically Gumbel distributed disturbances ε in , the probability that the individual decision-making 76 entity n chooses alternative i within the choice set C n is given by: 77
where μ is a strictly positive scale parameter which is typically normalized to 1 in the multinomial 79 logit model. 80
The systematic utility is commonly assumed to be defined by a linear-in-parameters function of 81 observable characteristics S n of the decision-making entity and observable attributes z in of the 82 choice alternative for a given decision-making entity: 83
The term h i is a so-called "alternative specific constant" (ASC), as good practice to explicitly 85 account for any underlying bias for one alternative over another alternative. In other words, h i 86 reflects the mean of ε jn -ε in , that is, the difference in the utility of alternative i from that of j whenall else is equal. Since it is the difference that is relevant, for a general multinomial case with J 88 alternatives we can define a set of at most J -1 alternative specific constants. 89
The terms 
. 3 E n d o g e n e i t y 119
One econometric issue that arises in empirical estimation of social interactions in discrete 120 choice models using standard multinomial logistic regression however, is that the error terms 121 are assumed to be identically and independently distributed across decision-makers. It is not 122 obvious that this is in fact a valid assumption when we are specifically considering 123 interdependence between decision-makers' choices. We might reason that if there is a 124 systematic dependence of each decision-maker's choice on an explanatory variable that 125 captures the aggregate choices of other decision-makers who are in some way related to that 126 decision-maker, then there might be an analogous dependence in the error structure. 127
Otherwise said, the same unobserved effects might be likely to influence the choice made by 128 a given decision-maker as well as the choices made by those in the decision-maker's 129 reference group, which is a classic case of endogeneity. agents over time. In this paper with such rich data, we continue this exploration of issues in 148 the empirical estimation of discrete choice models with social interactions. Since our data is 149 fairly large -more than 10,000 agents-we argue that the effect of unobserved correlated 150 effects as perceived by any given agent is normally distributed, but is the same for that agent 151 over the fairly short time period of the data collection. This simplified assumption allows us 152 to specifically control for correlations in the error structure, through the use of mixed 153 multinomial logit models with panel effects.
[9]. 154 155
. 4 C a p t u r i n g u n o b s e r v e d c o r re la t e d e f f e c t s 156
Suppose each agent n makes a sequence of choices at a number of points in time indexed 157
(1,…,t,…,T n ). For our case study, we will consider a general case where the number T n of 158 decision-making moments per agent varies across agents. We introduce an additive, normally-159 distributed agent-specific error term for each alternative i as follows: 160
Conditional on ξ n , the probability that agent n makes a particular sequence of choices over time 162
(i 1 ,…,i Tn ) is given by the product of the probabilities for agent n making each individual choice i t : 163 
. 5 E c o n o m e t r i c e s t i m a t i o n w i t h s im u l a t io n 168
The unconditional choice probability is approximated through simulation for any given value of 169 ξ in as follows: 
. 1 C o n t e x t u a l e f f e c t s : t a s t e m a k e r i n f l u e n c e 201
We start with exploring the contextual effect of whether or not a user in the community is 202 connected to professional independent tech blogger John Gruber. Since Gruber promotes 203 different clients to different extents [11] , we are interested to see if the clients he promotes 204 most favorably are used more often by the users connected to him. We operationalize this 205 dummy variable in two different ways: if a user "follows" Gruber (ie. user receives tweets 206 from Gruber); and if there is a reciprocal link with Gruber. 207 208
. 2 C o n t e x t u a l e f f e c t s : d e v e l o p e r i n f l u e n c e 209
Next, we are interested in the contextual effect of whether or not a user in the community is 210 connected to a Twitter client developer [11] 
. B e h a v i o r a l c h a r a c t e r i s t i c s : p o w e r u s e r s 219
Since the Twitter clients have very different features, we might expect users who tweet a lot 220 to prefer different kinds of clients than users who tweet less frequently. We operationalize 221 this variable in four different ways: number of tweets sent by a user during observation 222 period; "status count" (total tweets sent by a user during their entire history); number of 223 tweets sent by a user prior to observation period (ie. giving emphasis of how active the user 224 was in the past and how long the user has been using Twitter); and finally, the ratio of tweets 225 sent by a user during observation period to total tweets sent during their entire history. 226 227
. 4 N e t w o r k m e a s u re s : c e n t r a l u s e r s 228
As per our review of the importance of social media networks for "echo-chamber" 229 marketing, we are interested in whether a user's position in the community affects their 230 client choice. We compute five classic network centrality measures: in-degree centrality (the 231 number of a user's "friends" in sample, ie. from whom tweets are received); out-degree 232 centrality (the number of a user's "followers" in sample, ie. to whom tweets are sent); 233 closeness centrality (sum of distances from a user to all other users, giving an indication of 234 the expected time until arrival for information that might be flowing through the network); 235 betweenness centrality (how often a user lies along the shortest path between two other 236 users, giving an indication of access to diversity of information); and finally, eigenvector 237 centrality (measures if a user is connected to many users who are themselves well connected, 238 identifying users in centers of cliques). 239 240
. 5 N e t w o r k m e a s u re s : e x t e n d e d u s e r i n -d e g re e 241
In order to test the relative importance of the exposure to information flowing through the 242 wider Twitter universe outside of the Indie community, we explore three extra network 243 measure variables: the total number of a user's "friends" in the entire Twitter universe, ie. 244 from whom a given user in principle receives tweets; the number of users outside the 245 community from whom a given user in principle receives tweets; and finally, the ratio of 246 users inside sample from whom a given user receives tweets to their total "friends" in the 247
Twitter universe. 248 249
. 6 N e t w o r k m e a s u re s : e x t e n d e d u s e r o u t -d e g re e 250
Similarly, in order to test the relative opportunity to influence other users in the wider 251
Twitter universe outside of the Indie community, we explore three extra network measure 252 variables: the total number of a user's "followers" in the entire Twitter universe, ie. to whom 253 a given user in principle sends tweets; the number of users outside the community to whom a 254
given user in principle sends tweets; and finally, the ratio of users inside sample to whom a 255 given user sends tweets to their total "followers" in the Twitter universe. 256 257
. 7 Te m p o r a l e f f e c t s : i n d iv i d u a l p re f e re n c e s 258
We operationalize individual preference by constructing an alternative-specific relative 259 individual cumulative lag variable. For each tweet, we count how often the sending user has 260 been using each client in the seven days prior to sending the tweet resulting in an absolute 261 cumulative lag variable. For each client, we then convert this absolute frequency to a relative 262 cumulative lag variable indicating that client's use relative to how often that user has been 263 using other Twitter clients in the past seven days. This individual preference variable shows 264 how "sticky" a particular client has been for a user in the past seven days. This individual 265 past behavior is likely to be a predictor of client choice for the next tweet, capturing 266 complex UI preferences which we as researchers were not able to measure directly. 267 268
. 8 Te m p o r a l e f f e c t s : s o c ia l n e t w o r k c o n t a g io n 269
To operationalize network influence we use the absolute cumulative lag variable as a basis. 270
For each tweet, we count how often all users that the sender of that specific tweet is 271 following use each client in the seven days prior to sending that the tweet. We convert the 272 absolute frequency to an alternative specific relative network influence variable that 273 indicates how often each client has been used relative to all other clients by all users that the 274 sender of the tweet is following (ie. receiving information from). This can entail specific 275 mentions of a client in a tweet but also more implicit or tacit knowledge about which client 276 is popular or deemed useful within that user's social network. We argue that this usage by 277 "friends" might influence client choice by either specific mentions of a client in Tweets or 278 by the effect of tacit knowledge encoded within a user's social network. 279 280
. 9 G l o b a l i n f lu e n c e 281
The cultural discourse on what is popular within the entire Indie community is 282 operationalized by a set of alternative specific constants (ASC Based on log likelihood tests compared to the baseline model and t-tests on the estimated 300 coefficients [2], we identify the best fitting variables per category. For example, the 301 dummies defined as "follows Gruber" and "follows developer" are more significant than 302 their respective forms "reciprocal link with Gruber" and "reciprocal link with developer"; 303 the most significant centrality measures are closeness and square root of eigenvector 304 centrality, etc. The interested reader is referred to [11] for details and interpretation. 305
Having determined the best fitting variables and their respective functional forms, we then 306 add the variables incrementally to the model, testing the improvement in log likelihood at 307 each step. This is important to do, since variables that may have been significant when 308 included in the model specification on their own, might no longer be significant when 309 included together due to significance being shared between variables. The results are 310 reported in lines 2-10 of Table 1 . Each successive specification adds seven new parameters 311 to the model (with the exception of "follows developer" where there are six since the Web 312 alternative does not have a third party developer), as our data is rich and extensive enough to 313 support alternative-specific definitions of the variables. In our case study, each new set of 314 variables significantly improves the log likelihood (p-value of 0.000). 315
Finally, we include the normally-distributed user-specific error terms as in Section 2.4. We 316 test the robustness of results using three different optimization algorithms for the 317 maximization of the log likelihood, each with ten different random seeds for generating the 318 draws. We use the estimated coefficients from the model in line 10 of In so doing, we hope to stimulate researchers and practitioners to adopt these techniques 335 when using large data sets of more than 1000 nodes due to the relatively lower entry barrier 336 than could be the case if dedicated code would need to be written or if expensive software 337 would need to be purchased. An interesting direction for further discrete choice research on 338 diffusion in large networks may be combining the approach of Aral, Muchnik and 339 Sundararajan [13] for distinguishing causal effects using propensity score matched sample 340 estimation in dynamic networked settings, with the present work accounting for unobserved 341 correlated effects. 342
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