A hybrid ensemble adjustment Kalman filter-three-dimensional ensemble-variational (EAKF-En3DVar) system is developed to assimilate conventional and radar data, and is applied to a convective case in Colorado and Kansas, USA. The system is based on the framework of the Weather Research and Forecasting model's three-dimensional variational (3DVar) and Data Assimilation Research Testbed. A two-step assimilation procedure with a shorter length scale and analysis cycle is used to reduce analysis noise in radar data assimilation. Results show that the hybrid experiment assimilating only conventional data improves the quantitative precipitation forecast (QPF) and quantitative reflectivity forecast over those of a 3DVar experiment, and the improvements are also evident after assimilating radar data. The assimilation of radar data substantially improves the QPF up to seven hours, with either the 3DVar or hybrid method. The hybrid experiment assimilating both conventional and radar data forecasts a more accurate convective system in terms of structure, spatial extent and intensity and produces increased low-level cooling and mid-level warming in the convective region. These improvements are attributable to an improved forecast background field of wind, temperature and water vapor mixing ratio, with maximum root mean square error reduction at the tropopause and near the surface.
Introduction
Three-dimensional variational (3DVar) data assimilation (DA) has been a widely used technique in operational centers and the research communities. The Weather Research and Forecasting Data Assimilation (WRFDA) 3DVar system was originally developed for assimilating conventional large-scale observations and currently has the ability to assimilate observational data from multiple platforms [1, 2] . Xiao et al. [3] demonstrated its capability to assimilate radar data by taking total water mixing ratio as a control variable for convective-scale assimilation. However, it is limited to warm rain microphysical schemes. Gao and Stensrud [4] developed another radar reflectivity forward operator that included an ice microphysical scheme using temperature-based hydrometeor classification to distinguish liquid water, snow and hail. A positive impact was found in the precipitation distribution and temperature field. Wang et al. [5] proposed an indirect approach for the WRFDA 3DVar radar DA system in which a procedure for assimilating in-cloud humidity estimated from radar where J b is the background term and J o GTS and J o radar are observation terms associated with GTS and radar data. Those data were assimilated in two separate steps, as presented in the following section. The u-wind and v-wind were used as momentum control variables in the convective system instead of the stream function and velocity. The other control variables were temperature (T), pseudo relatively humidity (RH), and surface pressure (P s ). The radar radial velocity assimilation followed the procedure in Xiao and Sun [21] , while radar reflectivity DA followed the indirect DA of Wang et al. [5] . Wang et al. [5] showed that by adding rainwater mixing ratio and in-cloud water vapor (both estimated from reflectivity), the indirect DA can avoid the linearization error of the reflectivity-rainwater equation. We also extend this method by adding snow and grauple-hail terms to the cost function. The cost function of the indirect radar reflectivity can be written as 
and
where q m represents the rainwater mixing ratio, snow mixing ratio and graupel-hail mixing ratio of the atmospheric state, q o m are their observations retrieved from radar reflectivity, and R qm and B qm are their related observational variances and background error matrix, respectively. q v , q o v and R qv are the water vapor mixing ratios, their observations retrieved from radar reflectivity and observational variances, respectively. The hydrometeor mixing ratios q o m are estimated from reflectivity using relationships presented in Gao and Stensrud [4] .
DART-EAKF System
The general linear ensemble update equations in the EnKF can be formulated as 
where x is the model state vector, M denotes the NWP model, and t is the current analysis time. K stands for the Kalman gain matrix, H is the observation operator that projects state variables into observed quantities, and H is the linearized version of H. R and P are covariance matrices of the observation and background errors, respectively. Here, subscript i denotes the ensemble member order from 1 to N, where N is the ensemble size. Superscripts b, a, and o stand for background, analysis and observations, respectively, and the overbar represents an ensemble mean.
To avoid additional sampling errors in the ensemble, we used the EAKF [22] within the Data Assimilation Research Testbed (DART) utility, in which observations are not perturbed randomly. Equation (5) for EAKF can be rewritten as
where β is the inflation factor and I is an identity matrix. The prime symbol in the equations represents the perturbation of ensemble members.
Hybrid EAKF-En3DVar
Based on the notation for the hybrid method for DA [23] , the cost function in EAKF-En3DVar can be updated as
where J e is the term associated with the ensemble BEC, B and C are the static and ensemble-derived BEC matrices, and H is the observation operator. Here, δx is the analysis increment of the state vector, defined as
where δx 1 is the analysis increment associated with the static BEC, x k is the kth ensemble background perturbation normalized by √ K − 1, where K is the ensemble member size. Vectors α k (k = 1, . . . , K) represent the extended control variables, and subscript • denotes scalar multiplication.
Two coefficients, β 1 and β 2 , define weights prescribed in the static and ensemble BEC, which satisfies the relationship 1
where β 1 is the weight of the static BEC matrix and β 2 is the weight of the ensemble-derived BEC matrix. Figure 1 illustrates how the coupled hybrid EAKF-En3DVar system works. In the variational minimization, the flow-dependent BEC is incorporated into the 3DVar framework by extending the control variables. Then, the control forecast is updated using the hybrid method and the forecast ensemble perturbations updated by EAKF, in order to obtain the analysis ensemble perturbations. Finally, the EAKF analysis ensembles are recentered to the En3DVar control analysis.
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Overview of Convective Case
The convective system formed under the influence of a cold front, and convergence between northerly cold-dry and southerly warm-moist air helped initiate convection in Colorado. The heaviest rainfall was in western Kansas, with a maximum of 55.4 mm in a one-hour period. Maximum wind speed exceeded 24.1 m s −1 . Figure 2 shows composite radar reflectivity at four times, Implementation and framework of a hybrid ensemble adjustment Kalman filter-three-dimensional ensemble-variational (EAKF-En3DVar) radar data assimilation system, with coupling between EAKF (green dashed box) and En3DVar (red dashed box) hybrid control analysis. The thick red arrow indicates the feedback of En3DVar hybrid control analysis to the EAKF, when the En3DVar hybrid control analysis is used to the replace the ensemble mean of the EAKF analyses.
The convective system formed under the influence of a cold front, and convergence between northerly cold-dry and southerly warm-moist air helped initiate convection in Colorado. The heaviest rainfall was in western Kansas, with a maximum of 55.4 mm in a one-hour period. Maximum wind speed exceeded 24.1 m s −1 . Figure 2 shows composite radar reflectivity at four times, representing the evolution of the convective system in Colorado and Kansas on 7 August 2016. At 03:00 UTC (Figure 2a) , two convective cells were developing, one in eastern Kansas and the other around the Oklahoma panhandle. At that time, another convective cell formed in Colorado. At 06:00 UTC (Figure 2b ), these convective cells merged, strengthened and organized into a strong convective system with maximum reflectivity of 55 dBZ. At 10:00 UTC (Figure 2c ), this system moved to Kansas and a convective line at its leading edge intensified, with broad stratiform precipitation behind. At 12:00 UTC (Figure 2d) , the system weakened and the area of reflectivity >30 dBZ shrank. 
Experiment Design and Verification Methods
We used WRF version 3.9 in the present study. The model was configured with two domains, inner and outer, with horizontal resolutions of 15 and 3 km, respectively. There were 51 vertical levels and a model top at 50 hPa. The model domains and radar station locations are shown in Figure 3 . The Kain-Fritsch cumulus parameterization scheme [24] was only used in Domain 1. Other model physics schemes were the Thompson microphysics scheme [25] , Mellor-Yamada-Janjić planetary boundary layer model [26] , Noah land surface model [27] , Rapid Radiative Transfer Model for GCMs (RRTMG) longwave radiation, and RRTMG shortwave radiation [28] . 
We used WRF version 3.9 in the present study. The model was configured with two domains, inner and outer, with horizontal resolutions of 15 and 3 km, respectively. There were 51 vertical levels and a model top at 50 hPa. The model domains and radar station locations are shown in Figure 3 . The Kain-Fritsch cumulus parameterization scheme [24] was only used in Domain 1. Other model physics schemes were the Thompson microphysics scheme [25] , Mellor-Yamada-Janjić planetary boundary layer model [26] , Noah land surface model [27] , Rapid Radiative Transfer Model for GCMs (RRTMG) longwave radiation, and RRTMG shortwave radiation [28] . Data from 17 radar stations were used, as shown in Figure 3 . Radar data were preprocessed using a quality control procedure in the Variational Doppler Radar Assimilation System [29] . Quantitative precipitation estimates from the Multi-Radar/Multi-Sensor System [30] were used as observations for precipitation verification. In addition, verification against radiosondes and METAR observations (see Figure 4) were also performed for all experiments. The radar DA experiments followed the two-step procedure of Tong et al. (2016) , as shown in Figure 5 . In Step 1, the first assimilation cycle was initiated at 12:00 UTC on 6 August 2016 with GTS, with radiosonde, surface network and aircraft data assimilated. Then, three-hourly analysis/forecast cycles were executed through 09:00 UTC on 7 August 2016. The analysis following GTS assimilation Data from 17 radar stations were used, as shown in Figure 3 . Radar data were preprocessed using a quality control procedure in the Variational Doppler Radar Assimilation System [29] . Quantitative precipitation estimates from the Multi-Radar/Multi-Sensor System [30] were used as observations for precipitation verification. In addition, verification against radiosondes and METAR observations (see Figure 4) were also performed for all experiments. Data from 17 radar stations were used, as shown in Figure 3 . Radar data were preprocessed using a quality control procedure in the Variational Doppler Radar Assimilation System [29] . Quantitative precipitation estimates from the Multi-Radar/Multi-Sensor System [30] were used as observations for precipitation verification. In addition, verification against radiosondes and METAR observations (see Figure 4) were also performed for all experiments. The radar DA experiments followed the two-step procedure of Tong et al. (2016) , as shown in Figure 5 . In Step 1, the first assimilation cycle was initiated at 12:00 UTC on 6 August 2016 with GTS, with radiosonde, surface network and aircraft data assimilated. Then, three-hourly analysis/forecast cycles were executed through 09:00 UTC on 7 August 2016. The analysis following GTS assimilation The radar DA experiments followed the two-step procedure of Tong et al. (2016) , as shown in Figure 5 . In Step 1, the first assimilation cycle was initiated at 12:00 UTC on 6 August 2016 with GTS, with radiosonde, surface network and aircraft data assimilated. Then, three-hourly analysis/forecast cycles were executed through 09:00 UTC on 7 August 2016. The analysis following GTS assimilation was used as background for the radar DA in Step 2, every third hour (12:00, 15:00, 18:00, etc. UTC). Then, 0-12 h forecasts were made beginning at 15:00, 18:00, 21:00, 00:00, 03:00, 06:00 and 09:00 UTC, after the three-hourly cycles of radar DA. 
GTS Data Assimilation
Radar Data Assimilation Run 1: 3-hourly RUC Run 2: Hourly RUC
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Figure 5. Diagram illustrating two-step procedure of radar data assimilation. In Step 1 (red dashed box), conventional observations from Global Telecommunications System (GTS) are assimilated with three-hourly update cycles. In
Step 2 (green dashed-box), radar data are assimilated with hourly update cycles.
A description of these experiments is in Table 1 . Exp3DVC and ExpHYBC refer to experiments only assimilating GTS using the 3DVar and hybrid methods, respectively. Exp3DVCR and ExpHYBCR refer to experiments assimilating both GTS and radar data with the two-step assimilation scheme. For the Exp3DVCR, the analysis is produced by assimilating GTS data in Step 1 as background (3DVar_GTS). Then, the radar observations are assimilated to produce another 3DVar analysis using 3DVar_GTS as background in Step 2. For the ExpHYBCR, in Step 1, GTS data are continuously assimilated to generate En3DVar analysis (En3DVar_GTS). Meanwhile, EAKF also continuously assimilates GTS data to update forecast ensemble to analysis ensemble (EAKF_GTS). In Step 2, the radar observations are assimilated to produce another En3DVar analysis (En3DVar_Radar), using En3DVar_GTS as the background. The EAKF also assimilates radar data (EAKF_Radar) using the analysis members (EAKF_GTS) as background from the Step 1.
Each hybrid experiment (ExpHYBC and ExpHYBCR) assigned equal weight (50%) to the static and ensemble BEC. Forty members were created using the method of "random CV" described in Baker [31] . The horizontal covariance localization radius was 60 km for Domain 1 and 20 km for Domain 2, and the vertical covariance localization radius was 4 km for the two domains. We used a Bayesian inflation method [32] that varied adaptively in both space and time. A description of these experiments is in Table 1 . Exp3DVC and ExpHYBC refer to experiments only assimilating GTS using the 3DVar and hybrid methods, respectively. Exp3DVCR and ExpHYBCR refer to experiments assimilating both GTS and radar data with the two-step assimilation scheme. For the Exp3DVCR, the analysis is produced by assimilating GTS data in Step 1 as background (3DVar_GTS). Then, the radar observations are assimilated to produce another 3DVar analysis using 3DVar_GTS as background in Step 2. For the ExpHYBCR, in Step 1, GTS data are continuously assimilated to generate En3DVar analysis (En3DVar_GTS). Meanwhile, EAKF also continuously assimilates GTS data to update forecast ensemble to analysis ensemble (EAKF_GTS). In Step 2, the radar observations are assimilated to produce another En3DVar analysis (En3DVar_Radar), using En3DVar_GTS as the background. The EAKF also assimilates radar data (EAKF_Radar) using the analysis members (EAKF_GTS) as background from the Step 1.
Each hybrid experiment (ExpHYBC and ExpHYBCR) assigned equal weight (50%) to the static and ensemble BEC. Forty members were created using the method of "random CV" described in Baker [31] . The horizontal covariance localization radius was 60 km for Domain 1 and 20 km for Domain 2, and the vertical covariance localization radius was 4 km for the two domains. We used a Bayesian inflation method [32] that varied adaptively in both space and time. To quantitatively assess quantitative precipitation and reflectivity forecast performance, the fractions skill score (FSS) proposed by Roberts and Lean [33] was used to verify forecast skill of precipitation and reflectivity. The FSS is defined as:
where p f and p o denote forecast and observed fractions of each grid when the forecast or observation is larger than a given threshold value, and N is the number of grid points where the observation exceeds the threshold. FSS range is 0-1 and larger values indicate greater prediction skill. In our study, the FSS was calculated for each forecast time and grid using neighborhood sizes of 10 km. It was then averaged over the domain every hour. Two other forecast error statistics, the equitable threat score (ETS) and Probability of Detection (POD) [34] , were also calculated:
where a, b and c represent hits, false alarms and misses. ch is hits expected from random chance, and T is the total number of hits, false alarms, misses and grid points where the observed and forecast are both less than the threshold. We also did verification against radiosondes and surface observations using root mean square errors (RMSEs) of wind, temperature, and humidity.
Results

Comparison of Precipitation
The results of FSS, ETS and POD (see the panels by column) from Exp3DVC, ExpHYBC, Exp3DVCR and ExpHYBCR (Table 1) for hourly accumulated precipitation are compared in Figure 6 for thresholds 1, 2.5 and 5 mm (see the panels by line), respectively. The skill scores were computed for seven forecasts initialized at 15:00, 18:00, 21:00, 00:00, 03:00, 06:00 and 09:00 UTC averaged in Domain 2. It is clear that ExpHYBCR (red curve) has the highest FSS for all thresholds during the first seven hours. The ExpHYBCR has higher FSS than Exp3DVCR (green curve) and ExpHYBC (orange curve) has higher FSS than Exp3DVC (blue curve), suggesting the effectiveness of the hybrid method. The FSS of Exp3DVCR is higher than Exp3DVC for all precipitation thresholds, and the differences are the largest in the first four hours. This is also true for ExpHYBCR and ExpHYBC. Between seven and nine hours, the FSS of ExpHYBCR and ExpHYBC for all thresholds are comparable, and the differences between Exp3DVCR and Exp3DVC are smallest at seven hours for thresholds 1 and 2.5 mm. This suggests that the assimilation of radar data can improve the short-term precipitation forecast out to seven hours, consistent with the conclusion of Wang et al. [5] . The FSS of Exp3DVC is the poorest throughout the entire forecast and never exceeds 0.4. These features are confirmed by ETS and POD. a,d,g ); the equitable threat score (ETS) (b,e,h); and probability of detection (POD) (c,f,i) of the Exp3DVC (blue curve), ExpHYBC (orange curve), Exp3DVCR (green curve) and ExpHYBCR (red curve) averaged over seven 0-12 h forecasts (initialized at 15:00, 18:00, 21:00, 00:00, 03:00, 06:00 and 09:00 UTC on 7 August 2016), for precipitation thresholds of 1, 2.5 and 5 mm. Figure 7 shows a comparison of hourly accumulated precipitation between observation, Exp3DVC, ExpHYBC, Exp3DVCR and ExpHYBCR at 05:00 UTC on 7 August 2016, from 5-h forecasts initialized at 00:00 UTC on 7 August 2016. Figure 7a shows some disorganized rainfall, and two heavy rainfall areas are found in western Kansas with maximum rainfall amount of ~55 mm. Exp3DVC (Figure 7b ) underestimated the heavy rainfall amount, whereas ExpHYBC (Figure 7c ) shows closer strength with observation over the above areas. The experiment with radar DA, Exp3DVCR and ExpHYBCR (Figure 7d ,e) all show some improvements over corresponding experiments without radar DA by producing more rainfall in southwestern Kansas. In ExpHYBCR, the area of the precipitation > 25 mm is very similar to the shape of the observations. By 06:00 UTC (Figure 8 ), some weak rainfall had moved east and developed into a large and strong rainbelt (>25 mm) in Kansas. Again, the rainfall pattern and amounts in the rain-belt region was better captured by ExpHYBC (Figure 8c ) as compared to Exp3DVC (Figure 8b) . However, the southern part of the rainbelt is absent. The radar DA experiments, especially ExpHYBCR (Figure 8e ), improved the forecast precipitation pattern in southwestern Kansas, and some separated weaker precipitation over eastern Colorado was successfully predicted. Figure 7a shows some disorganized rainfall, and two heavy rainfall areas are found in western Kansas with maximum rainfall amount of~55 mm. Exp3DVC (Figure 7b ) underestimated the heavy rainfall amount, whereas ExpHYBC (Figure 7c ) shows closer strength with observation over the above areas. The experiment with radar DA, Exp3DVCR and ExpHYBCR (Figure 7d ,e) all show some improvements over corresponding experiments without radar DA by producing more rainfall in southwestern Kansas. In ExpHYBCR, the area of the precipitation >25 mm is very similar to the shape of the observations. By 06:00 UTC (Figure 8 ), some weak rainfall had moved east and developed into a large and strong rainbelt (>25 mm) in Kansas. Again, the rainfall pattern and amounts in the rain-belt region was better captured by ExpHYBC (Figure 8c ) as compared to Exp3DVC (Figure 8b) . However, the southern part of the rainbelt is absent. The radar DA experiments, especially ExpHYBCR (Figure 8e ), improved the forecast precipitation pattern in southwestern Kansas, and some separated weaker precipitation over eastern Colorado was successfully predicted. Figure 9 shows a comparison of hourly accumulated precipitation between observation, Exp3DVC, ExpHYBC, Exp3DVCR and ExpHYBCR at 07:00 UTC on 7 August 2016, from 4-h forecasts initialized at 03:00 UTC on 7 August 2016. Exp3DVC (Figure 9b ) still underestimated the rainfall amount and failed to simulate the shape of the heavy rainfall center. The heavy rainfall pattern of ExpHYBC (Figure 9c ) was relatively well simulated compared to Exp3DVC, but rainfall Figure 9 shows a comparison of hourly accumulated precipitation between observation, Exp3DVC, ExpHYBC, Exp3DVCR and ExpHYBCR at 07:00 UTC on 7 August 2016, from 4-h forecasts initialized at 03:00 UTC on 7 August 2016. Exp3DVC (Figure 9b ) still underestimated the rainfall amount and failed to simulate the shape of the heavy rainfall center. The heavy rainfall pattern of ExpHYBC (Figure 9c ) was relatively well simulated compared to Exp3DVC, but rainfall Figure 9 shows a comparison of hourly accumulated precipitation between observation, Exp3DVC, ExpHYBC, Exp3DVCR and ExpHYBCR at 07:00 UTC on 7 August 2016, from 4-h forecasts initialized at 03:00 UTC on 7 August 2016. Exp3DVC (Figure 9b ) still underestimated the rainfall amount and failed to simulate the shape of the heavy rainfall center. The heavy rainfall pattern of ExpHYBC (Figure 9c ) was relatively well simulated compared to Exp3DVC, but rainfall between 1.6 mm and 6.4 mm at the Kansas-Colorado border was poorly simulated. These misrepresentations were reduced in Exp3DVCR and ExpHYBCR (Figure 9d,e) , and the best result was from ExpHYBCR. Particularly encouraging is that the main heavy rainfall center in ExpHYBCR agreed especially well with observations in terms of shape and intensity. At 09:00 UTC (Figure 10 ), the heavy rainfall center remained pronounced and well-organized, and its northern part moved faster than its southern part. Comparison of Exp3DVC and Exp3DVCR shows a similar pattern (Figure 10b,d) , but Exp3DVCR had a heavier rainfall center that was more similar to observation. This was also true for ExpHYBC and ExpHYBCR (Figure 10c,e) . When compared to the experiments using different assimilation methods, the northern part of the convective line in Exp3DVC and Exp3DVCR was displaced to the east, with improvement in the hybrid experiments. In addition, ExpHYBCR successful predicted the shape of the heavy rainfall, though with some overestimation.
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Comparison of Reflectivity
There were also substantially different features of simulated reflectivity from the four experiments. Figure 11 shows FSS, ETS and POD for those experiments (see the panels by column), using thresholds of 5, 15 and 25 dBZ, respectively (see the panels by line). ExpHYBCR (red curve) retained a very high FSS for all thresholds, and its scores are as much as 0.25 greater than those of 
There were also substantially different features of simulated reflectivity from the four experiments. Figure 11 shows FSS, ETS and POD for those experiments (see the panels by column), using thresholds of 5, 15 and 25 dBZ, respectively (see the panels by line). ExpHYBCR (red curve) retained a very high FSS for all thresholds, and its scores are as much as 0.25 greater than those of EXP3DVC (blue curve) in the first three hours. The hybrid experiments show higher FSS than those of corresponding 3DVar experiments, and the FSS of Exp3DVCR (green curve) was not always higher than those of EXPHYBC (orange curve). The same comparison holds for ETS and POD for all thresholds. However, with the assimilation of radar data in either 3DVar or hybrid experiments, reflectivity scores generally increased, and differences were relatively large in the first three hours. Differences of the four experiments were pronounced at 06:00 UTC (6-h forecast initialized at 00:00 UTC) and 07:00 UTC (4-h forecast initialized at 03:00 UTC) on 7 August 2016. At 06:00 UTC (Figure 12 ), convective cells strengthened and organized into two convective lines and broad stratiform precipitation areas. Compared with observation, ExpHYBC (Figure 12c ) was better than Exp3DVC (Figure 12b ) in representing the convective system, with a longer convective line and more stratiform precipitation. With further radar DA, the simulated convective system in Exp3DVCR and ExpHYBCR (Figure 12d ,e) strengthened and better matched the observation. ExpHYBCR successfully predicted the shape and intensity of the convective line and broader stratiform precipitation, comparing reasonably well with observation. These features in the four experiments persisted until 07:00 UTC ( Figure 13 ) and ExpHYBCR (Figure 13e ) again gave the best result, with better representation of the convective line and stratiform precipitation. When compared with the experiment without radar DA, Exp3DVCR and ExpHYBCR (Figure 13d ,e) also predicted some convective activity near Colorado, as observed. FSS (a,d,g ), ETS (b,e,h) and POD (c,f,i) of Exp3DVC (blue curve), ExpHYBC (orange curve), Exp3DVCR (green curve) and ExpHYBCR (red curve) averaged over seven 0-12 h forecasts (initialized at 15:00, 18:00, 21:00, 00:00, 03:00, 06:00 and 09:00 UTC on 7 August, 2016), for reflectivity thresholds of 5, 15 and 25 dBZ.
Differences of the four experiments were pronounced at 06:00 UTC (6-h forecast initialized at 00:00 UTC) and 07:00 UTC (4-h forecast initialized at 03:00 UTC) on 7 August 2016. At 06:00 UTC (Figure 12 ), convective cells strengthened and organized into two convective lines and broad stratiform precipitation areas. Compared with observation, ExpHYBC (Figure 12c ) was better than Exp3DVC (Figure 12b ) in representing the convective system, with a longer convective line and more stratiform precipitation. With further radar DA, the simulated convective system in Exp3DVCR and ExpHYBCR (Figure 12d ,e) strengthened and better matched the observation. ExpHYBCR successfully predicted the shape and intensity of the convective line and broader stratiform precipitation, comparing reasonably well with observation. These features in the four experiments persisted until 07:00 UTC ( Figure 13 ) and ExpHYBCR (Figure 13e ) again gave the best result, with better representation of the convective line and stratiform precipitation. When compared with the experiment without radar DA, Exp3DVCR and ExpHYBCR (Figure 13d ,e) also predicted some convective activity near Colorado, as observed. 
Average RMSE of Forecast Background
The differences in forecast precipitation and reflectivity of the four experiments can be attributed to differences in the background. Figure 14 shows average RMSEs of horizontal wind components, temperature, and water vapor forecast background against all 10 radiosondes in the 3-km domain shown in Figure 4a . In particular, RMSEs of ExpHYBC (orange curve) were generally slightly less than those of Exp3DVC (blue curve). Such improvements of ExpHYBCR (red curve) over Exp3DVCR (green curve) were also found at the tropopause. There is a large reduction for the 
The differences in forecast precipitation and reflectivity of the four experiments can be attributed to differences in the background. Figure 14 shows average RMSEs of horizontal wind components, temperature, and water vapor forecast background against all 10 radiosondes in the 3-km domain shown in Figure 4a . In particular, RMSEs of ExpHYBC (orange curve) were generally slightly less than those of Exp3DVC (blue curve). Such improvements of ExpHYBCR (red curve) over Exp3DVCR (green curve) were also found at the tropopause. There is a large reduction for the ExpHYBCR (Exp3DVCR) compared to ExpHYBC (Exp3DVC), and differences are more evident for winds below 150 hPa. This indicates that the inclusion of additional radar DA can improve the forecast background. Further, the improvement of ExpHYBCR over ExpHYBC is greater than that of ExpHYBCR over Exp3DVCR. Figure 15 shows average RMSEs of horizontal wind components, temperature, and water vapor analyses against all surface METAR stations in the 3-km domain showed in Figure 4b . It is seen that ExpHYBCR (red bar) had the smallest RMSE for u, v, T and Q, followed by ExpHYBC and Exp3DVCR (orange and green bar, respectively). Again, both the 3DVAR and hybrid experiments generally had smaller RMSEs when radar data were assimilated. ExpHYBCR (Exp3DVCR) compared to ExpHYBC (Exp3DVC), and differences are more evident for winds below 150 hPa. This indicates that the inclusion of additional radar DA can improve the forecast background. Further, the improvement of ExpHYBCR over ExpHYBC is greater than that of ExpHYBCR over Exp3DVCR. Figure 15 shows average RMSEs of horizontal wind components, temperature, and water vapor analyses against all surface METAR stations in the 3-km domain showed in Figure 4b . It is seen that ExpHYBCR (red bar) had the smallest RMSE for u, v, T and Q, followed by ExpHYBC and Exp3DVCR (orange and green bar, respectively). Again, both the 3DVAR and hybrid experiments generally had smaller RMSEs when radar data were assimilated. 
Temperature and Wind Fields
Figures 16 and 17 show temperature and horizontal wind fields at different levels of Exp3DVC, ExpHYBC, Exp3DVCR and ExpHYBCR at 07:00 UTC on 7 August 2016. Solid black lines represent contours of observed reflectivity > 20 dBZ. At the surface (Figure 16 ), ExpHYBCR (Figure 16d ) produced a large cold pool with minimum temperatures 15-17 °C around northern Kansas, which was likely caused by strong evaporative cooling corresponding to increased precipitation from using the hybrid method and assimilation of radar data. When rain drops into unsaturated air, they evaporate and eventually lead to a descent of cold pool near the surface. Temperatures of Exp3DVC, ExpHYBC and Exp3DVCR (Figure 16a-c) in the same region were about 18-19 °C, 16-18 °C and 17-19 °C, respectively. There was much stronger wind in southern Kansas from ExpHYBCR compared to the other experiments, which supports a stronger cold pool.
At 500 hPa (Figure 17 ), ExpHYBCR (Figure 17d) shows the largest warm area, with maximum temperature −1 °C. This is because of the strong condensation heating at mid-levels, which is closely related to the formation and development of mesoscale convective system (MCS). Compared with Exp3DVC, ExpHYBC and Exp3DVCR (Figure 17a -c) generated a larger area of temperature > −3.5 °C. 
Figures 16 and 17 show temperature and horizontal wind fields at different levels of Exp3DVC, ExpHYBC, Exp3DVCR and ExpHYBCR at 07:00 UTC on 7 August 2016. Solid black lines represent contours of observed reflectivity > 20 dBZ. At the surface (Figure 16 ), ExpHYBCR (Figure 16d ) produced a large cold pool with minimum temperatures 15-17 • C around northern Kansas, which was likely caused by strong evaporative cooling corresponding to increased precipitation from using the hybrid method and assimilation of radar data. When rain drops into unsaturated air, they evaporate and eventually lead to a descent of cold pool near the surface. Temperatures of Exp3DVC, ExpHYBC and Exp3DVCR (Figure 16a-c) in the same region were about 18-19 • C, 16-18 • C and 17-19 • C, respectively. There was much stronger wind in southern Kansas from ExpHYBCR compared to the other experiments, which supports a stronger cold pool.
At 500 hPa (Figure 17 ), ExpHYBCR (Figure 17d) shows the largest warm area, with maximum temperature −1 • C. This is because of the strong condensation heating at mid-levels, which is closely related to the formation and development of mesoscale convective system (MCS). Compared with Exp3DVC, ExpHYBC and Exp3DVCR (Figure 17a -c) generated a larger area of temperature > −3.5 • C. 
Discussion and Conclusions
In this study, we applied a coupled hybrid EAKF-En3DVar system developed for WRF to assimilate conventional and radar observations to a convective system in Colorado and Kansas. The indirect radar DA approach of Wang et al. (2013) was used for radar reflectivity, in which retrieved hydrometer mixing ratios were assimilated. The two-step procedure of Tong et al. (2016) was also used to reduce analysis noise in radar DA, via the use of a shorter length scale and analysis cycle. The system was examined by comparing experimental forecast results, i.e., using 3DVar and hybrid 
In this study, we applied a coupled hybrid EAKF-En3DVar system developed for WRF to assimilate conventional and radar observations to a convective system in Colorado and Kansas. The indirect radar DA approach of Wang et al. (2013) was used for radar reflectivity, in which retrieved hydrometer mixing ratios were assimilated. The two-step procedure of Tong et al. (2016) was also used to reduce analysis noise in radar DA, via the use of a shorter length scale and analysis cycle. The system was examined by comparing experimental forecast results, i.e., using 3DVar and hybrid experiments without (Exp3DVC and ExpHYBC) and with radar DA (Exp3DVCR and ExpHYBCR). The Exp3DVCR and ExpHYBCR refer to the experiments assimilating GTS data and radar data with the two-step procedure.
The results show that ExpHYBC improved quantitative precipitation forecasts relative to Exp3DVC, and such improvements were also evident from assimilating radar data for thresholds of 1, 2.5 and 5 mm as measured by FSS, ETS and POD. In general, the assimilation of radar data in either 3DVar or hybrid experiments could considerably improve short-term precipitation forecasts up to seven hours.
The hybrid experiments more accurately reproduced observed rainfall amounts than the experiments using 3DVar, especially regarding the structure and intensity of the heavy rainfall center. By assimilating radar data, convective precipitation over southwestern Kansas and some isolated precipitation were better captured than with Exp3DVC and ExpHYBC. Overall, ExpHYBCR produced the strongest resemblance with observations in terms of spatial extent, intensity, and shape. We reached a similar conclusion for reflectivity forecasts. That was based on improved quantitative reflectivity forecasts and superior representation of convective line and stratiform precipitation structure and intensity from use of the hybrid method and radar data assimilation.
The improved precipitation and reflectivity skill is attributable to improvements in the forecast background field of wind, temperature, and water vapor mixing ratio, as verified against radiosondes in the 3-km domain. Radar DA with the hybrid method enhanced low-level cooling because of rainwater evaporation and mid-level warming associated with latent heating, in addition to stronger winds in the convective region.
Despite such encouraging results for the hybrid EAKF-En3DVar system, more convective cases are needed for future study. Work is still needed to further improve the hybrid system using more advanced variational methods, such as 4DEnVar.
