Stable transition layers in a semilinear boundary value problem  by Angenent, S.B et al.
JOURNAL OF DIFFERENTIAL EQUATIONS 67, 212-242 (1987) 
Stable Transition Layers in a Semilinear 
Boundary Value Problem 
S. B. ANGENENT 
Mathematical Institute, University of Leiden, Leiden, NetherIan& 
J. MALLET-PARET* 
Division of Applied Mathematics, Brown University, Providence, Rhode Island 02912 
AND 
L. A. PELETIER 
Mathematical Institute, Universiiy of Leiden, Leiden, Netherlancis 
Received July 19, 1985 
1. INTRODUCTION 
We shall be interested in the steady state solutions of the problem 
u, = &2u,.Y +f(x, u) o<x< 1, t>o (1.1) 
(1) 44 t) = u,(l, t) = 0 t>o (1.2) 
44 0) = d(x) Odxd 1 (1.3) 
in which subscripts denote differentiation, E E R’+ and 
,f(x, u) = u( 1 - U)[U -u(x)]. (1.4) 
Here a E C’( [0, 11) satisfies 0 < a(x) < 1 for all x E [0, 11. For 8 small, we 
shall give a complete classification of all the stable equilibrium solutions of 
problem I. 
Problem I arises in a number of places. A classic example is population 
genetics. One considers a population distributed over a one-dimensional 
habitat represented by D = (0, l), in which each individual belongs to one 
of three genotypes: AA, Aa, or aa. The fraction of alleles of type A amongst 
the total population at the point x E Q at time t > 0 is denoted by u(x, t). 
Thus u takes on values in the interval [0, 11. Assuming that the fitness of 
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the heterozygote Aa is inferior to that of the homozygotes AA and aa, and 
taking account of the effect of dispersal one finds that when the individuals 
are confined to the habitat the evolution of the density function u is 
described by problem I [6,8]. 
The factor s2 in (1.1) is a measure for the effect of dispersal. If, for a 
moment, we put E = 0, then (1.1) becomes a one-parameter family of 
ordinary differential equations. At each point x E [0, 11, there exist 
precisely three rest points: u = 0, 1 and a(x). Only the first two points are 
stable; their domains of attraction are the intervals [0, a(x)) and (a(x), 11, 
if we restrict u to [0, 11. Thus, in view of (1.3) 
4% f)-$ 
i 
0 if d(x) <a(x) 
1 if 4(x) > a(x). 
We see that if the effect of dispersal is neglected, the final states are the 
functions w(x) which satisfy w(x) = 0 or 1 at every x E [0, 13. 
It is well known that by introducing dispersal into the model, the num- 
ber of final states is drastically reduced. If for example the function f(x, U) 
does not depend on x, i.e. f(x, U) =7(u), then any stable equilibrium 
solution of problem I must be a constant [2]. Whenfis given by (1.4), this 
means that if a(x) = d E (0, l), u = 0, and u = 1 are the only stable solutions. 
Whenf(x, U) depends on x, non-constant stable steady states may exist if 
E is small enough. This was demonstrated for the class of functions 
f(x, 24) = s(x) u( 1 - 24) 
in which s changes sign in Q, by Fleming [7], Hoppensteadt [9], Fife and 
Peletier [S] and others, and for functionsf of the type (1.4) by Peletier 
[12, 131. 
A more detailed analysis of the equilibrium solutions of Problem I, i.e., 
of the solutions of the problem 
(11) 
E2UU +j-(x, 24) = 0 O<x<l 
u’(0) = u’( 1) = 0 
in whichfis given by (1.4), was made by Clement and Peletier [3], under 
the additional assumptions that (i) a is strictly decreasing on (0, 1) and (ii) 
a has the symmetry property 
a(1 -x)= 1 -u(x) O<xbl (1.5) 
which, in particular, implies that a($) = f. They established the existence of 
a strictly increasing solution u of problem II, with the same symmetry 
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property (IS), and showed that as E +O, u exhibits a transition layer at 
x = f, i.e., at the point x ED where a(x) = i, and that its asymptotic form is 
u*(x) = 
i 
0 O<x<$ 
1 ;<x<1. 
They also considered the linear eigenvalue problem associated with this 
solution u(x): 
(III) 
E2Y” +fu( .) 24) v= po O<x<l 
u’(0) = v’( 1) = 0 
and showed that if E is small, all the eigenvalues are negative. By the prin- 
ciple of linearized stability this means that u is an asymptotically stable 
steady state of problem I. 
Problem II has also been studied by Kurland. In [lo] he describes a 
number of possible forms a solution of problem II could have, in terms of 
its boundary and transition layers. Using the Conley-index he then shows 
that all these forms indeed occur, and uniqueness of a given solution with a 
prescribed form is claimed. Finally it is shown that for small E problem II 
will have a large number of solutions which have an arbitrarily large num- 
ber of oscillations. Stability with respect to problem I is not considered. 
In this paper we shall classify all stable solutions of problem II for small 
values of E, assuming only that (i) a~ C’([O, l]), (ii) 0 <a(x) < 1 for all 
XE [0, 11, (iii) a(x) #‘f when x=0 or x= 1, and (iv) a’(x) #O at all the 
points x E [0, 1 ] where a(x) = f. It turns out that any such solution can be 
described as follows: 
Let x, <x2< . . . < xN be a sequence of zeros of a(x) - $, such that 
( - 1)’ a/(x,) > 0 i = 1, 2 ,..., N. 
Then for small E there exist a unique stable solution u of Problem II, such 
that 
(i) u*(x) = i 
0 xE(O,X])u(X~,X))u ... 
1 X~(XI,X2)U(X3,&)U ..’ 
and 
(ii) u(x) has a monotone transition layer at each xi, and 
u’(xJ a’(x,) < 0 i = 1, 2 ,..., N. 
A typical solution is shown in Fig. 1. 
The rest of this paper is divided into five sections. Section 2 deals with 
existence of the mentioned solutions via the method of sub- and super- 
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FIG. I. A typical solution of E?U” + u( 1 - u)(u - a(x)) = 0 
solutions. In Section 3 the constructed solution is investigated: it is shown 
that it has a single transition layer at each xi. Using these facts it is shown 
in Section 4 that the principal eigenvalue of problem III is negative. The 
principle of linearized stability then implies that our solution is 
asymptotically stable. Another consequence of this fact is that there is only 
one solution which has transition layers at the xi and nowhere else. 
In Section 5 we prove that any stable solution of problem II can be 
found in this way. 
Finally, in Section 6, we show how the methods we use can be applied to 
other problems. As an example we construct a number of periodic orbits of 
the forced pendulum equation 
x”(t) + sin x(t) = y cos(et) 
for small E, and arbitrary y E (0, 1). 
2. EXISTENCE OF STABLE EQUILIBRIUM SOLUTIONS 
In this section we consider the existence of solutions of the problem 
(11) 
E2z4” +f(x, 24) = 0 O<x<l (2.1) 
u’(0) = u’( 1) = 0 (?.2) 
in which E is a positive constant and f is defined by 
f(x, u)=u(l -u)[u-a(x)] XE co, 11, UER 
in which the function a: [0, l] -+ R has the following properties: 
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Al. UE C’([O, 11). 
Let C, denote the set of zeros of the function x++ a(x) - t. Then we 
assume 
A2. O,l$C,, 
A3. V< E Z,, a’( 5) # 0. Thus C, consists of isolated points. 
In this section, and the two that follow, we shall consider a set Z c ZO, 
consisting of the sequence 
0<5*<52< ‘.. <ojf<l 
of elements of Z0 with the property 
A4. (-l)“~‘&bO k = 1, 2 ,,.., N. 
For definiteness, we have chosen 5, so that ~‘(5~) < 0. We could equally 
well have chosen 5, so that a’(<r )> 0. This would lead to completely 
analogous results. (See Fig. 2.) 
It will be convenient to introduce the sets Q = (0, l), 
%=(0,5,)u(52,53)u ‘.. u(r,, 1) 
if N is even, and 
if N is odd, and the complement 
52, = Q\(Q, u C). 
u 
IL 
_------------------------ 
FIG. 2. The set E. 
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For 6 > 0 we write 
k=l 
and we define the sets 
i-2: = SZi\B, for i=O, 1. 
If the assumptions Al4 are satisfied, there exist constants k, K, 6 > 0 
and O<a<i</?< 1 such that 
(i) for all XEQ UE [0, CC] u [/I, 11, 
k* d -f,(x, u) <K*, (2.3) 
(ii) for any 5 E C, 
a’(x) # 0 if xE[5-6,<+6], (2.4) 
and 
s lf(x,s)ds<O if x=c+oS (2.5) 1 
s 6f(x, s) ds >0 if x=<-06, (2.6) 
where c = sgn(a’( 5)). 
Henceforth we shall assume k, K, 6, ct, and b to be chosen so that 
(2.3)-(2.6) are satisfied. Note that these conditions imply that 
a<a(x)<P OQx<l. 
THEOREM 1. Let assumptions Al-4 be satisfied. Then there exists a num- 
ber E,, > 0 such that for any E E (0, Q,), problem II has a stable solution u with 
the properties 
(a) O<u(x)<cr if XED$ 
(b) B<u(x)< 1 if XE~:, 
where a, /?, and 6 are defined above, 
Proof. The proof is based on the construction of a subsolution _u and a 
supersolution ii such that _u d ii in a. The existence of a stable solution 
u E [_u, ii]’ of problem II is then ensured by [ 1, 111. The properties (a) and 
(b) of u follow from the construction _u and U. 
‘Wedefine[_u,ii] tobe {u~C([O,l])~g~u~ii} 
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We define _u in @ by 
u(x) = /I 
Then, by (2.3) 
E2_U” +f(x, _u) =f(x, p) > 0 for XEQ~. 
To define u outside @, we consider at a right-boundary point t2,,, - 6, of 
CJf, the initial value problem 
c*zd +f(x, u) = 0 x>52,-6 (2.7) 
u = B, u'=O x = <2m - 6. (2.8) 
If we set x = 52m - 6 + Et and U(t) = u(x), then this problem can be written 
as 
UII+f((2m-s+Et, U)=O t>O 
iYJ=p and U’ = 0 t = 0, 
where now primes denote differentiation with respect o the variable t. 
If E = 0, it follows from (2.6) that there exist a number T> 0 such that 
U’<O and u>o on (0, T) 
and 
U(T)=0 and U'(T)<0 
By continuous dependence on parameters, such a number T continues to 
exist for small values E. Hence for small E, the solution z?(x) of problem 
(2.7), (2.8) vanishes at some first point r2m E (r2m - 6, tlm,). We now define 
_U=Q on (trm - & f2m). 
At the other boundary point of Qf in (42m-, , rzrn) we solve (2.7) (2.8) 
for x < t2,,, _ 1 + 6 and, choosing E small as before, we obtain a solution on 
an interval (5L-,, t2mpI+6)c(52mm ,, 52m- 1 +W. 
Finally, in the intervals [<2mp,, t;,,, ,] and [zZm, t2,] we set _u = 0. 
Thus we have defined _u in the entire set [52m-, , 12,,,]. Proceeding in this 
manner for all m so that t2,+, , tzm E C and making the obvious 
modifications at the endpoints, we can define _u in a,. Setting _u = 0 in Q,, 
we have defined _u in 52. 
In an entirely analogous manner one can define a supersolution ti. Since 
ti = 1 in Q, , it follows that ti > _u in Q, and the construction is complete. 
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3. ASYMPTOTIC BEHAVIOUR AS ~10 
The solution u we constructed in Theorem 1 has, in view of its properties 
(a) and (b), and the definition of CI and /? the properties: 
.fk u(x))<0 (>O) in52: (52:). 
Thus, we deduce from Eq. (2.1) that 
U”(X)>0 (<O) in Szi (Qf). 
Theorem 1 provides no information about the solution u between the 
components of Szi and Qf, i.e., in the set Bd of d-neighbourhoods of the 
points tk in C. In this section we shall show that, for E small enough, u is 
monotonic in each component of B, in which U. < U(X) < fi, and that 
u/* (h) if a L ( 7 ). 
We begin with a few preliminary lemmas. 
LEMMA 1. Let u E C’( [a, h] ) be a solution of the equation 
28 + g(x, u) = 0 a<x<b (3.1) 
where g E C’ and g, > 0 for all x E [a, b] and u E IR. 
(i) vu’(a) = 0 and g(a, u(a)) > 0, then 
4x1 <u(a) forallxE(a,b]. 
(ii) If u’(b) = 0 and g(b, u(b)) < 0, then 
ProoJ Write 
u(x)’ u(b) for all x E [a, b). 
x,,=sup{x~(a,b]:u<u(a) on (4 xl}. 
Since u’(a) = 0 and u”(a) < 0, x0 > a. 
Suppose x0 < b. Then 
4x0) = u(a) and u’(x,) > 0. 
Consider the function 
E(x) = $u’(x)’ + c11’g(x, s) ds. 
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Then 
Thus 
E’(x) < 0 if a<x<x, 
and hence 
&J < E(a) 
or 
~u’(xo)2 < 0. 
Contradiction. 
If u’(b) = 0 and F(b, u(b)) < 0, one can prove similarly that U(X) > u(b) 
for XE [a, 6). 
Let u be a solution of problem II between _u and U. Then, in view of the 
properties of _u and ii, we can define near each ck E C the points 
Then 
a,=inf{xE (tk-S, lk+6): a,<u(x)<B) (3.2) 
b, = sup(x E (& - 6, tk + 6): a < U(X) < a}. (3.3) 
In what follows we shall keep k fixed, and omit further references to it. 
Let {E,,} be a decreasing sequence, such that E, < E,, for all n > 1 and 
E, + 0 as n + co. By Theorem 1, there exists for each E, a solution 
U, E [_u, U] of problem II, and for each u,,, we can define, by means of (3.2) 
and (3.3), numbers an and b”. 
LEMMA 2. lim,, m an = 5 and lim,,, b”= 5. 
Proof: Assume that a’(5) < 0. Then 
u,(an) = ~1, u,(b”) = /I. 
Define the functions U,(t) = u,(a” + c,t). Since for each n b 1, U, is a 
solution of Eq. (2.1) in which E = E,, U,, satisfies the equations 
and 
U~+f(a”+E,t, U,)=O 
U,(O) = LY. 
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Using the boundedness of f(x, u), Arzela-Ascoli, and the usual 
diagonalization process, one can prove that any subsequence {U,,} of 
{U,} has a subsequence, which is convergent in C~,,(R).2 
We now pass to a subsequence, for which u”~ tends to a = lim inf,, _ o. u”, 
and for which U,,, tends (in C:,,(R)) to some function UE C2(R). This 
function then has to satisfy the equation 
U” +f(g, U) = 0 lE R. (3.4) 
Furthermore, we have 
and 
U(0) = LY and o< U(t)ea for t<O, 
0 6 U(t) < 1 for all t E R. 
Thus, U(t) must be the unique (up to a translation) solution of Eq. (3.4) 
which tends to zero as t -+ - cc. If a(a) > 1, then U(t) > 1 for t sufficiently 
large, so we must conclude that a(a)<& i.e., that 
Similarly, one shows that 
lim sup b” 3 5. 
“-CC 
Because u” < b” for all n 3 1, this implies that both u” and b” tend to 4 as 
n-m. 
For the points < EC, at which u’(5) > 0, the proof of Lemma 2 is nearly 
identical. 
LEMMA 3. For n large enough, ui # 0 on the interval [a”, b”] 
Proof. Suppose not. Then, by passing to a subsequence, we may 
assume that u;(x) = 0 for some x, E (a”, b”). Assuming that u’(c) < 0, we 
may in fact choose x, so that u; > 0 on (xnr 6”). (Note that &(a”) and 
2 This makes sense in spite of the fact that none of the U, are defined on all of R. In this 
paper we shall say that a sequence of C* functions f,(x) converges in C:,,(R) to some C2 
function f(x) if 
(i) for all 5 > 0 there is an n(t) > 0 such that f,, is defined on [ - 5,5] whenever 
n>n(t) and 
(ii) the sequence {h}.,.ce, converges to f in C2( [ - C, l]) for all 5 > 0. 
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u;(Y) have to be positive.) In that case u,(x,) must be a local minimum, 
with &‘(x,) > 0, and hence f(x,, u,(x,)) < 0. (If ui(x,) = 0 were the case, 
then since a’<0 one would have uz(x,) < 0, a contradiction.) Hence, by 
Lemma 1, we may conclude that 
%(X) ’ %&7) 
and in particular that 
when Ix-51 <a, x+x,, 
%(XJ < lx 
(3.5) 
Next, we shall obtain an upper bound for U,(CI~ - 48) and a lower bound 
for u,(x,). We shall find that these bounds, together with (3.5) lead to a 
contradiction when n is large enough. 
For n large enough we have 
u,(x) < ct for a”-6dx6a”. 
Observe that the function 
W(x) = cl 
cosh[(k/c,)(x - a” + &S)] 
cosh(k6/2&,) 
is a supersolution of Eq. (2.1) on (a” - 6, a”), and that $a” - 6) = 
%(a”) = CI. Hence, by the Comparison Principle 
%(X) < WI on (a” - 8, a”) 
and hence 
~,(a” - @) < a/cosh(k6/2&,). (3.6) 
Let (p,, qn) be the largest interval, which contains x,, on which u,, <a. 
Then, by using the Comparison Principle again, we find that 
u,(x) 2 a coshC(W,N- (in + qn)P)l 
cosh(K(q, -P,Y%J ’ 
and in particular that 
u,(x,) > cc/cash aqn -Pn) 
2&, . 
Combining (3.5), (3.6), and (3.7) we obtain 
(3.7) 
co& K(qn - ‘,) > cosh ks 
26” 2% 
or 
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This implies that 
for all n b 1. Since, by Lemma 2, u”, b” + r as n --) co, this is impossible. 
Thus we must conclude that if a’(c) < 0, then u: > 0 on [a”, b”] when n 
is large enough. If a’(5) > 0, one can prove by the same argument, that 
u:, < 0 on [a”, b”] for large enough n. 
This lemma describes the transition layer at x = r which a solution 
u E [_u, U] of problem II must have. It tells us that such a transition layer is 
strictly monotone, and does not oscillate, as suggested in Fig. 3. 
Since Z has a finite number of elements, Lemma 3 implies the following 
theorem. 
THEOREM 2. Let the assumptions Al-4 be satisfied. Then there exists a 
number E* > 0 such that for any E E (0, E*) any solution UE [_u, ii] of 
problem II is monotone in the intervals (a,, bk) k= 1, 2,..., N which are 
defined by 
uk = inf{x: Ix - tkl < 6 
b, = sup{x: Ix - tkj < 6 
and ae4(x)<B} 
and cc<u(x)<B) 
505;67/2-6 
FIG. 3. The situation in the proof of Lemma 3 
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and C= {t,,..., t,>. In addition 
u’(x)>0 (CO) is a’(L)<0 (>O) 
holds on the interval (a,, bk) k= 1, 2 ,..., N. 
4. THE LINEARIZED PROBLEM 
In this section we investigate the linear eigenvalue problem 
(111) 
&2v” +f,( .) u) v = pv O<x<l 
v’(O)=v’(l)=O 
in which u is a solution of problem II such that _u d U< U. It is obtained 
from problem I by formally linearizing the equation and writing the 
solution U* as the product: 
21*(x, t) = v(x) e’“. 
We shall prove that for sufficiently small values of s, the principal 
eigenvalue cl0 is negative. It is well known that this implies exponential 
stability of the equilibrium solution U. We shall also show that it implies 
that problem II can have at most one solution UE [_u, ii]. 
As before, let {Ed} be a decreasing sequence, such that E, <E* for all 
nLl,where&*isdefinedinTheorem2,and&,-,Oasn-*co.Let{u,}bea 
corresponding sequence of solutions of problem II such that _u d 11, d 11 for 
all n9 1. 
For each n 2 1, let pL, be the principal eigenvalue of problem III, and let 
V, be the corresponding eigenfunction, chosen so that v, > 0 on 0, and 
sup{v,(x): XED} = 1. 
As in the previous section, we define for each 5 E Z, the numbers a” and 
6” (see (3.2) and (3.3)) and the function 
U,(t) = u,(a” + 6,t). 
In addition we now define 
V,(t) = v,(a” + .5-, t). 
Let U(t) be the unique monotone bounded solution of the equation 
tJ”+f(t, U)=O tElR (4.1) 
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such that 
U(O)= cI 
i 
if a’(<)<0 
P if a’([)>0 
and 
vl(t)a’(~)<O for PER. 
When it is necessary to specify the point 5, we shall write U = U( t, <). Then 
we know about a”, b”, and U,: 
LEMMA 4. (a) lim, _ ~ an = <; 
(b) lim,,, U” = u in c:,,(R); 
(c) b” - a” < Me, for some A4 > 0. 
Proof: Properties (a) and (b) were proved in Lemma 2: (U,} is 
precompact in C:,,(R), and U is the only limit point of this sequence, so 
that U, must converge to U. 
To prove (c), we note that for every n, provided it is sufficiently large, 
there will be a first point t, > 0 such that U,(t,) = p if a’(5) < 0 and 
U,,(t,,) = c( if a’(<) > 0. By Property (b), t, + t*, where 
U(t*) = 1 
B if a’(<)<0 
CI if a’(<) > 0. 
Thus, the sequence {tn} is bounded. 
By Theorem 2, the solutions U, are monotonic in (a”, b”) when it is large 
enough. Hence, there exists a number A4 > 0 such that 
b”-a”=&,t,<ME, for all n b no, 
where n, is chosen large enough. 
We now turn to the question of estimating the principal eigenvalues pn. 
We shall begin by showing-in the next three lemmas-that 
/L-+0 as n-+co. 
This estimate will be subsequently refined to 
pn = -Kc,, + o(E,) as n+cc 
for some K > 0. 
LEMMA 5. lim inf, _ o. ,u~ 2 0. 
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Proof: For a given n > 1, the principal eigenvalue pH is given by 
where the supremum is taken over all functions 4 E H’(0, 1) except 4 = 0. 
Let5EZ,andx=a”+s,t.ThenifxE(O,l), tEZ=(-an/e,,, (1-a”)/~,). 
Clearly, if i E H’(Z), then 4(x) = [((x - a,)/~,) E H’(0, l), and hence 
AL, > JI c -l’* +fu(a” + 8, t, U,) i’] dt 
s, i2 dt 
= -lij’la~+.f, CC’+fA idt 
l,12dt 
NOW choose c(t)= C$(t), then [EH’(Z) for every n& 1. If we then let 
n + cc, we obtain 
-U”U;I~,+O as n-cc 
U;+f,(U”+E,t, u,,) u:,+ u”l+fu(<, u) u’=o 
I U;’ dt --t I s lY2 dt > 0. R 
Thus 
lim inf pL, > 0. 
n-02 
LEMMA 6. When n is large enough, u,(x) attains its maximum value in 
one of the intervals (a;, 6;) around some tk E Z. 
Proof: Suppose for a given n b 1, D, attains its maximum value at 
x0 E [O, 11. Then 
%(X0) = 1 and v;(xg) G 0, 
and hence 
11, -fu(xo~ %7(Jhl)) d 0. 
If u,(x,,)E [0, CY] u [j?, 11, then by (2.3): 
-fuh, u,(x,)) 3 k2, 
and therefore, in view of Lemma 5, 
A -f&o 9 u,(x,)) B /AU, + k2 > 0 
(4.2) 
for n large enough, contradicting (4.2). 
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Thus, cr<u,(x,)</?, and hence x,, must lie in one of the intervals 
(4,4), t, E Jl. 
From here on we shall consider a subsequence, which we denote again 
by (snr u,) such that all eigenfunctions u, have their maximum in the same 
interval (a;, b;) near the same point tk E C. 
LEMMA 7. (a) lim,, m p,, =O, 
(b) lim,, m V, = V in C&(W) 
where 
Proof. The sequences (pL,} and {V,} are precompact in R and C~,,(R) 
respectively: for CL, one has the bounds 
$ff,(x, u,(x)) G pL, d w.f& u,(x)) 
n 
(4.3) 
and for V, one has the equality 
where we have omitted the reference to rk. Since 0 < V,(t) < 1 we have, by 
(4.3) 
I C(t)1 6 2 SUPlf,(X, %b))l. 
Let bh V,,} be a convergent subsequence. Then its limit (v, W) must 
satisfy 
w” +f,([, U) w= VW on R, 
w>o and v 2 0. 
To exclude the possibility that W is identically zero, we argue as follows. 
By assumption, for each n large enough there exists a point y, E (a”, b”) 
such that u,(y,) = 1, and hence a Z,E (0, (P-u”)/&,) such that V,,(t”)= 1. 
By Lemma 4(c) the sequence {rn} is bounded. Therefore there exists a 
t > 0 such that W(z) = 1. 
Thus, remembering that W > 0 in IR, v must be the principal eigenvalue 
of the operator A: H2( IR) + L2( R) defined by 
A = ; 0 2 +f,(5, U(t)), 
and W the corresponding eigenfunction. 
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However, by differentiating Eq. (4.1) we obtain 
(uy” +f,((, U) u’ = 0, 
i.e., the principal eigenvalue of A is zero and its associated eigenfunction a 
multiple of U’(t). Hence 
v=o 
and, in view of the normalization of W, 
W(t) = I U’(t)llsup I U(t)1 tell2 
rem! 
= V(t) tE R. 
Thus, (0, V) is the only possible limit of any convergent subsequence 
(L,, V,,). Hence 
P,+O and v, --+ v as n-+co. 
We are now in a position to derive the main asymptotic estimate for the 
principal eigenvalue pE as E -+ 0. 
THEOREM 3. Let the assumptions Al4 be satisfied. Let pE be the prin- 
cipal eigenvalue in problem III, in which u E [_u, U] is a solution of 
Problem II. Then 
where 
/Au,= -&&+0(E) as s--*0 
in which 5 is some element of Z and U satisfies the equation 
u” +,f(<, U) = 0 on R 
and the boundary conditions 
U(-co)=O, U(co)= 1 if a’(t)<0 
or 
U(-Go)= 1, U(co)=O if a’(<) > 0. 
Proof As before we consider again a sequence (E,, u,,) such that E, + 0 
as n -+ co. For the time being we shall omit the subscript n. 
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Write w = u’. Then w satisfies the equation 
E2WN +f,(x, u) w = -f,(x, u) 
obtained by differentiating the equation for II. 
If we multiply the equation for u by w, and integrate over some interval 
D c Q. we obtain 
P I vwdx= I [e2u” +f,(x, u) o] w dx D D 
= E’(U’W - uW’)lpD + !‘, [E’W” +f,,(X, U) W] U dx 
= E2(U’W - uw’)lao - I Dfxtx, u) 0 dx (4.4) 
or 
pF=C-H 
with obvious notation. Below we shall obtain estimates for F, G, and H, 
choosing D = (a - @, b + 4~3). 
(i) G. Observe that on (a - 6, a), 
0 <u(x) < 
cosh(l(x - a + $6)/s) 
cosh(16/2&) ’ (4.5) 
where I = (k2 - lpi)“*, since the right-hand side of (4.5) is a supersolution 
of the equation for u on the interval (a - 6, a). 
By using the interpolation inequality 
ll~‘ll & 11411 +d-c ll~“ll ‘@ E C’t Cc, 4 1 (4.6) 
L 
in which (1. I( denotes 
(f,(x, u) - pi< L2 where 
(a - $6, u-p,, 
the supremum norm, and the fact that 
L=(K*+ jp)y we deduce that in the interval 
(4.7) 
Similar estimates hold on (b, b + 6) and (b + $6, b + 36). 
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By means of (4.6) we also obtain 
11&211’11 d 2)I&2uIl +;/l&2zf”(( 
6 2E2 + &uplf(x, u)i (4.8) 
in which 11. II denotes the supremum norm on C( [0, 11). 
The estimates (4.5), (4.7), and (4.8) show that 
G = e2(u’w - uw’)I aD = (&20’u’ +uf(x, U))l,,D = O(C) as E+O 
for any p> 1. 
(ii) F. We reintroduce the subscript n. Note that w,(a” + a,,t) = 
(l/s,) Vn(t). Hence 
s I ‘” + (h/2+) v,,w,,dx= v,(t) K(t) df & 6/2c, 
where D, = (a” - @, b” + $k?) and 5, = (b” -an)/&,. It follows from (4.5) that 
(4.9a) 
and 
0-c Vn(t)<2e~n”nm” for r,,<l<r,+& (4.9b) 
n 
where I,, = (k2 - l~~[)“~. Also, applying (4.6) to Ui, over any interval 
[c, d] c C-(6/2&,), t, + (S/2&,,)] of length d-c = 1 shows that u:,(t) is 
bounded for large n independent of t. We may therefore apply the 
dominated convergence theorem to obtain 
lim s v,w, dx= s V(t) U’(t) dt n-m n, R 
=B(sup VI’/)-‘/ U’(t)‘dr 
88 R 
where 0 = sgn U’(O). 
(iii) H. Using the upper bound for the functions V,,(t), given in 
(4.9a and b) a second time, we obtain, by means of the dominated con- 
vergence theorem and Lemmas 3 and 4, 
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7” + (6/2&“3 
L( x,u,)u,dx= lim s .fda” + E, t, U,(t)) V,(t) dt n-m ~ J/28, 
= (suplU’l)-’ j’&(;;, s) ds 
=~(su~lu’I)-’ j’ K(Ls)l ds 
0 
because 
6 = sgn U’(0) = - sgn a’( 5) = sgnf,( 4, s) O<s<l. 
We now return to (4.4), divide by &,F,,, and let n + co. This yields 
lim k= -J:, ML $)I ds 
n-cc E, jR U’(t)’ dt ’ 
Since the sequence E, was arbitrary this shows there is an E* > 0 such 
that any solution u E [_u, ii] of problem II with 0 <E <E* has p < 0, and 
therefore is nondegenerate. Using the implicit function theorem, and com- 
pactness of the solution-set of problem II with EE [sr, EJ (where 
0 <E, < s2 6 E.*) one can show that the solution set with 0 <E < E* consists 
of a .linite number of one parameter families U,(E),..., up(s) which depend 
smoothly on E. The principal eigenvalues of each of these families, 
P,(E),..., P,,(E) also depends smoothly on E. Consider one such family pi(&). 
Continuity of pi(s) implies that the set 
E = PAEn) K E IR ( 3 sequence E, JO such that - +-K 
E” 
is connected. Since we have shown that E can only contain the numbers K, 
(5 EC) it follows that 
Iirn Pi(E) 
El0 & 
exists, and is one of the K5’s, 
It will be shown in Theorem 4 that p = 1, so apart from this fact the 
proof is complete. 
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We have seen that the constant K, is positive for any 4 E C, and therefore 
A&) < 0 when E is small. (4.10) 
By the principle of linearized [4, 141 (4.10) implies the asymptotic stability 
of any solution UE [_u, U]. We shall see in the next theorem that it also 
implies the uniqueness of such a solution. 
THEOREM 4. Let the assumptions Al-4 he satisfied. There exists a num- 
ber E > 0 such that if 0 < E < E, problem II has a unique solution u E [_u, ii]. 
This solution is asymptotically stable. 
ProoJ From Theorem 1 we know that if E < E,,, there exists at least one 
solution u E [_u, U], and we know from Theorem 3 that if E < E*, any such 
solution is asymptotically stable. 
Note that problem I defines a dynamical system on the space 
x= {uEH’(Q):uE [_u, ii]}. 
On X. the function 
Q(u) = j; { f~*u’(x)~ - F(x, u(x))} dx 
with F,, =f defines a Lyapunov function for this dynamical system. 
For each solution w of problem II (i.e. fixed point of the dynamical 
system), define the domain of attraction 
where u(t, 4) denotes the solution of problem I with initial value 4. From 
the theory of gradient-like systems [2, 111 it follows that 
x= U{d(W)lWE&J 
where d is the set of solutions of problem II in [_u, ti]. 
As each w E 6 is asymptotically stable, the sets G!(W) are all open in X. 
Obviously the sets d(w) are disjoint, so it follows from the connectedness 
of X (X is a convex subset of H’(Q)) that d consists of one element w*, 
and that &‘(w*) = X. 
5. CLASSIFICATION OF STABLE SOLUTIONS 
In the previous sections we have shown that given a subset Z of Z, for 
which A4 holds, there exists-when E is small enough-one and only one 
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stable solution u of problem II with well defined transition layers at the 
points tk E C. Thus, by selecting different subsets Z of C,, we can construct 
a family S of stable solutions of problem II. In this section we shall show 
that, again when E is small enough, the set S contains all the stable 
solutions of problem II. 
Let 
z,= ItI, isZ,-., 5,vl (N> 1) 
be the set of all zeros of a(x) - $, and let a, /I, 6, k, and K be defined as in 
Section 2. Consider the set 
G=G,vG, 
where G,=Qx([O,a]v[B, 11) and 
k=l 
(see Fig. 4). 
To begin with we shall show that when E is small enough, the graph of 
any stable solution of problem II must lie in the interior of G. 
LEMMA 8. For sufficiently small E, any nontrivial stable solution u of 
problem II has the property 
{(x, u(x)): x E 8) c int(G). 
FIG. 4. The set G. 
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Proof: Suppose, to the contrary, that there exists a sequence (E,, u,) of 
stable solutions of problem II such that for each n EN there exists a point 
X,ER with the property 
and 
lx, - Ll2 6 for all lk E Z, 
As usual, we may assume that the sequence (x,} converges to some %~a, 
and that the functions U,(t) = u,(x,, + e,,t) converge to a solution 
U E C’(R) of the equation 
lJ”+f(.F, U) = 0. (5.1) 
Obviously 
la-&J 26 for k = 1, 2,..., N; and cc< U(O)<<. (5.2) 
By studying the phase plane associated with Eq. (5.1), and keeping in 
mind that U(t) should be bounded for all t E R, we see that there are two 
possibilities for the orbit r= {(U(t), U’(t)): t 20): 
(a) r is periodic; 
(b) I- is a homoclinic orbit (to (0, 0) or (1, 0)). 
Heteroclinic saddle connections could only occur if ,? E C,, which is not the 
case here. 
To see that this contradicts the stability of the solutions u,,(x), we first 
linearize (5.1) to get the operator B in L2( R), with dom B = H2( IX): 
B= $ ‘+fJ.T, u(t)). 
0 
This operator is self adjoint. Let 
PB = sup a(B) 
where a(B) denotes the spectrum of B. Then 
where the supremum is taken over all nonzero functions +4 ECr( R). 
Assume for the moment that 0 < I < 1, fix 4 E C?(R) (4 # 0) and define 
&l(x) = 4(x - x,Y&J. 
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Then, because x, + 2 as n --) co, supp 4, c (0, 1) for n sufficiently large. We 
then have, that the principal eigenvalue p,, for (E,, u,) satisfies 
and hence 
lim inf CL, 2 jR C-O”+fu(% W)4*1 d/j ti’dt. n-enr w 
Finally, we take the supremum over all 0 E Cp( R) (4 # 0) to deduce that 
lim inf pL, 3 pB. 
n-m 
Stability of all (E,,, u,) implies that pL, < 0. Hence we conclude that 
pB<O. (5.3) 
In case (b), when U(t) came from a homoclinic orbit, f,(Z, U(t)) d -k* 
outside some compact interval. So the continuous spectrum Co(B) is con- 
tained in (- co, -k2]. Also U’(t) is an eigenfunction with zero eigenvalue, 
whence pB>O. This contradicts (5.3) therefore excludes case (b). 
In case (a), f,(.?, U(t)) is periodic. Again U’(t) is an eigenfunction, but 
now it is not in L’(R). Hence 0 E Co(B), and ~~20. If pB= 0, the 
parabolic operator associated with B generates a semigroup exp(sB) in 
L*(R) with 
llexp(WI d exp(p,s) = 1 (s 2 0). (5.4) 
Now take two consecutive zeros a < b of U’(t), such that U’(t) > 0 for 
a < t < h. and define 
for a<t<b 
otherwise. 
This function is a subsolution of the equation 
u.3 = u,, +fn(% U(t)) u. 
So the function exp(sA). W is strictly increasing in s, contradicting the 
inequality (5.4). This excludes the case (a). 
Except for the assumption 0 < 2 < 1, the proof is now complete. If 2 = 0, 
one has to consider the following two possibilities 
(1) X,/E, is unbounded as n -+ co. 
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In this case we may extract a subsequence {xnk} for which x,,/E,, + co as 
nk + co and the previous arguments till works. 
(2) X,/E, is bounded as n + a. 
Now extract a subsequence ix,,,} for which x,,/E,, + T, where T3 0, as 
n, -+ co, and consider the operator B, in L2( - T, co) 
BT= -$ 2+fu(0, u(t)) 0 
with 
domB,={uEH2(-T,oo):u’(-T)=O}. 
Arguments like the ones given above then show that the cases (a) and (b) 
both lead to contradictions. 
If I = 1, one can proceed in the same manner. 
We have seen that if u is a nontrivial stable solution of problem II, and E 
is small, then u has one or several transition layers, each located at one of 
the zeros of the function x H a(x) - 4. In the next lemma, we shall see that 
the stability of u also determines whether the transition at a point [ EC, is 
“up” or “down”. 
In the statement of this lemma, to say that u has a transition layer at 
5: E Z, means that c1 d U(X) d /I for some x E (5 - 6,5 + 6). 
LEMMA 9. Let u he a nontrivial stable solution of Problem II on which E 
is small. Suppose u has a transition layer at 4 E 2,. Then 
a’(t) < 0 0 u’(x) > 0 forevery xE(t-13, <+S) 
such that ~16 u(x) < j?. 
Prooj: Let u be a stable solution of problem II possessing a transition 
layer at 5 E C,,. Then we can define the points 
a=inf{xE (5 - 6,< + 6): c1< u(x) </I} (5.5) 
and 
b=sup{xE([-6, i:+~?):a<u(x)<fi}. (5.6) 
Suppose a’([) < 0. Then if 
u(a) = 01 and u(b) = S (5.7) 
it follows from Lemma 3 that if E is small enough, u’ > 0 in [a, b]. 
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To show that this is the only possibility which is compatible with the 
stability of u, we consider a sequence {Ed} and corresponding stable 
solutions {u,} which have a transition layer at 5, such that 
%l(a”) = B (5.8) 
and either uJ&‘) = j or u,(P) = cc Here the points an and b” are defined 
for each U, by (5.5) and (5.6). It follows by arguing as in the proof of 
Lemma 8 that 
lim un = lim b” = <. 
n-a: n--r03 
Consider the functions 
U,(t) = u,(a” + &,t). 
As before, one can show that they converge in C&(R) to a bounded 
solution U(t) of the problem 
U” +f( t, U) = 0 tE[W 
U(O) = B 
such that U(t) > B for t d 0. Note that this implies U’(t) < 0 for all t E IR. 
For each n E N, ~;(a”) < 0. Let [a”, d”] be the largest subinterval of 
[t - 6, t + S] containing un in which u: < 0. 
Define 
w,,(x) = 
-d(x) v(x) if x E [cn, d”] 
0 otherwise 
where VE C$([O, 11) has support in (t-S, 5 +6) and r](x)= 1 when 
Ix - 51 < $5. Then W, E H’(0, 1) and hence the principal eigenvalue p, of 
problem III satisfies 
I 
1 
PII widx>, E; w;’ +f,( ., u,) w;] dx. 
0 
However, by differentiating the equation for u, we find that 
6; W:: +f,( ‘, un) w, = - r/j”J ., 24,) - E;(iy”U:, +2$4) 
and hence that 
wf,dx>- ;qyfX(.,un)wndx-ci;j’ 
s [tfu:, + 2$u;] w, dx. 0 
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As n-co, the last integral will vanish as the integrand is O(e-“I”“) for 
some c > 0 in the support of q’ and q”. This leaves us with the first term on 
the right, which converges to 
(5.9) 
as U’(t) < 0 for all t E 52. By assumption a’(r) < 0 and hence ,f,( 5, U(t)) > 0. 
Thus the integral in (5.9) is negative and 
p, > 0 for large n. 
Since the functions U, are stable, and hence ,u, 6 0, for n large we have a 
contradiction which excludes (5.8). 
In a similar manner one can exclude stable solutions U, for which 
u,,(P) = ~1. Thus, we are left with (5.7) being true, which proves the lemma. 
We are now in a position to give the desired classification of stable 
solutions of problem Il. 
THEOREM 5. Let assumptions Al-3 be satisfied. There exists a number 
E^ >0 such that tf E E (0, E^) and u is a stable solution of problem II, there 
exists a subset { yl, ,..., n,,,,} of the set of zeros Z, of the function x H a(x) - 4 
such that: 
(a) near the points ylk (k = l,..., M) u has monotone transition layers 
such that 
a’(vk) u’(x) < 0 forall xE(nk-&nk+6) 
such that CY. < u(x) < j3 k = l,..., M 
(b) away from the points nk (k = l,..., M), either u(x) or 1 - u(x) are 
small. 
Remark. It follows from Theorem 5, that once one knows N, the num- 
ber of zeros of a(x) - 4, the number of stable solutions of problem II is 
determined. After some thought, one sees that this number is fN, where 
{ fo, f,, f,,...} is the Fibonacci sequence: 
fo=Z fl= 3 and fn+I=fn+fn- I. 
6. GENERALIZATIONS 
In this section we shall indicate what the essential ingredients are of the 
method developed in the previous sections. However, we shall not aim at 
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optimum generality. Instead, we shall show how the method can be applied 
to obtain some subharmonic solutions of the forced pendulum equation: 
U” + sin U = y cos(st) tElR (6.1) 
where 0 < y < 1, and E > 0 is assumed to be small. 
A subharmonic solution of equation (6.1) is a periodic solution with 
period 2mc/& for some positive integer n. If we put 
X=Et and u(x) = U(t) 
into Eq. (6.1) we obtain 
(IV) 
E’u”(x) + (sin u(x) - y cos X) = 0 XER (6.2) 
u(x + 2nn) = u(x) XER. 
Except for the boundary conditions, this problem is of the same type as 
problem II. The solutions we shall obtain are again stable equilibria of the 
parabolic initial value problem 
(V) 
2.4, =EMU,, + (sin u-y cos x) s>o, XER 
u(s, x + 2nx) = u(s, x) s>o, XER 
which means that they are local minima of the action integral 
S(u) = j-;nn [;E~u’(x)~ + cos u + yu cos x] dx. 
To continue the analogy with our previous problem, we put 
f (x, u) = sin 24 - y cos x. 
The equation 
f(x, u) = 0 
has two families of solutions: 
a, Jx) = arc sin(y cos x) + 2m7t m E Z, 
u,~.,(x) = -arc sin(y cos x) + (2m + 1) 7t rnEZ 
where we assume that the arcsine takes on values in the interval 
[-z/2, n/2]. Of these two families, the first one gives the unstable and the 
second one the stable fixed points of the first-order ordinary differential 
equation 
y’ =f (x, Y) x E [w fixed. 
505,67;2-7 
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If one studies the phase plane of the system 
li=v 
ti = -.f(x, u) 
in which x is again a fixed parameter, one easily finds that the saddle con- 
nections between zeros off(x, U) only occur when the forcing term y cos x 
vanishes, i.e., when x = 1~ + mn (m E Z). 
Thus, proceeding as we did before when f was given by J’(x, U) = 
u( 1 - u)(u -a(x)), we arrive at the following result: 
THEOREM 6. Given a positive integer N, there exist positive numbers a, 6, 
and C such that .for any sequence of integers k,, k,,..., k,, which has the 
properties 
0) ko=k2,; 
(ii) (-l)‘(ki-kj_,)>Oforallj=l,2 ,..., 2n. 
(iii) (kj-k,_,IdNforaNj=1,2 ,..., 2n, 
and any E E (0, E) there exists a unique stab/e periodic solution u(x) of 
problem IV with period 2n7c such that 
(a) Ju(x)-aa,,, ,(x)1 <a when Ix-j,1 <n/2-6; 
(b) Zf Jx - z/2 - jzl d 6, then 
a.s,k,-,(x)--~~(x)~a.,,k,(x)+a j even, 
a., k,(x) - a Q dx) d a.y, k,- ,tx) + a j odd. 
A typical solution is sketched in Fig. 5. 
Since the construction of sub- and supersolutions is based on local 
calculations near the transition layers, the number .C does not depend on 
the number of jumps of our solution. Thus the method of sub- and super- 
solutions allows us to prove the following. 
THEOREM 7. Let N, ~1, 6, and E be as in Theorem 6, and let { kjjj, z be a 
bi-infinite sequence of integers such that ( - 1 )j(kj - k, ._ , ) B 0 and 
lk, - k, ~I 1 d N for each j. Then for any E E (0, E) there exists a solution u of 
(6.2) which has the properties (a) and (b) of Theorem 6 for each j. 
Note that we do not claim uniqueness. Our method of proving uni- 
queness does not work in this case since we do not have a Lyapunov 
function or compactness for the corresponding parabolic initial value 
problem 
WI) 
u,, = E*u.,, + sin u - y cos x x E R, t>o 
sup(lu(t, x)1: XE R> < 00 t > 0. 
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FIG. 5. A 4x-periodic solution of E’U” + sin u-y cos x = 0. 
Finally we would like to remark that these considerations lead us to the 
conclusion that the dynamical system given by problem VI has an uncoun- 
tably infinite number of attractors. 
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