Introduction
Our aim is to solve backward stochastic differential equations for processes living in a finite dimensional Lie group G. More precisely, to obtain an adapted continuous Gvalued process with prescribed terminal value, prescribed drift term and prescribed Brownian perturbation.
Those backward equations are of great interest in many applied problems (financial markets, controlled systems, ...) and also raise many interesting theoretical problems (representation of martingales, anticipative calculus, ...). Therefore a lot of papers are devoted to these equations; most of them deal with vector-valued processes and few of them with manifold-valued processes. As far as we know no one deals with Lie group-valued processes. Of course, Lie groups are specific manifolds, but with a more elaborate structure, more elaborate results are to be obtained.
In the domain of backward stochastic differential equations, the Pardoux and Peng paper [9] , where processes are Revalued, is to be considered a pioneer work.
In a Lie group the non-linear structure raises new difficulties, but the main three steps of the method in [9] can be kept: they consist in solving the backward equation with no drift term first, then with a drift depending only on time, and last with a general drift term.
The first step is equivalent to the problem of finding a martingale with prescribed terminal value. This is straightforward when the martingale lives in a Euclidean structure by using conditional expectation. In a manifold, things are much more difficult . Different authors worked on it but positive results were obtained only under restricted conditions for the manifold. Some authors as W.S. Kendall [8] gave an answer for bounded manifolds such as small balls, or J. Picard [10] for manifolds with curvature bounded from below, and in [11] -as in [3] for compact manifolds with convex geometry. In [4] , Darling extends the previous answer to manifolds obtained as increasing limit of compact submanifolds with convex geometry and stated a conjecture concerning manifolds with compactly supported connection. Arnaudon [2] also brought a solution by constraining the martingale to stay in a compact convex subset of the manifold. Existence and uniqueness of a martingale with prescribed terminal value is solved here for non compact Lie groups of two types: the (r)groups, which are more or less flat in a specific coordinate system, and the simply connected nilpotent Lie groups.
The literature does not deal with general backward stochastic equations in a general manifold, although Darling [3] solves the prescribed terminal value martingale problem by using backward equation. In a Lie group, the second step of the procedure in [9] (drift depending only on time) is easy to deal with using the stochastic exponential of Lie groups: a Girsanov type formula reduces the problem to a martingale problem. The third and last step is solved for (r)-groups only where Stratonovich equations become Ito equations; so, the usual method with Picard iter ation is available.
The paper is organized as follows. First section introduces the main tools. As usual in a manifold, a notion of connection is needed to describe the manifold valuedmartingales. Here specific connections in subsection 1 
The tangent vector space TeG with the bracket rule [A, B] = AB -BA is an algebra, the Lie algebra of G, denoted by g. We identify g with the algebra of the left invariant vector fields on G through: A E g M ~4 where ~4 is the vector field on G defined by~g ~ G ; Ã(g) = (dLg)eA and denoted below as A(g) = g.A.
We first introduce a connection on G such that
where a is a bilinear alternate mapping on g x g with values in ~. By [7] (prop.II.1.4), equation (1) is equivalent to the determination of an affine left invariant connection on G (i.e. for all g in G and for all vector fields X and Y on G, _ such that the geodesics starting from e are exactly the maps t ~ exp tA where A ranges over g.
The choice of a left invariant connection whose geodesics are the exponential curves seems to be natural. In the following we will deal with two "natural" connections corresponding to two different mappings a. Arguments in favour of one or the other will be developped when necessary. tingales is available through the definition of a Hessian (see for example [5] Chapter IV).
is a local martingale, where Hess f is the bilinear form given by Hess f(A,B) = AB f -~AB f for all vector fields A and B on G.
Note that the process (2) only depends of the symmetric part of the Hessian, this leads to the usefull next lemma. More general considerations about the links between connection and martingales on Lie groups are developped in [1] . Lemma 1.4 The (-)-connection and the (0)-connection both induce the same Gmartingales.
In the sequel "G-martingale" will undifferently refer to the (0)or (-)-connection on G. The notion of a G-martingale is clearly a local notion and can be written in local coordinates With the above notations, computing for i,j, k = 1,... , d,
gives the following lemma.
Lemma 1.5 Let be a local coordinate system on G and be the associated Christoffel symbols of the connection. A semimartingale X in G with coordinates (X1,...,Xd) is a G-martingale if and only if, for all k = 1, ..., d,
We will sometimes assume that the following hypothesis is realized. Definition 1.6 Let G be a Lie group equipped with a connection. We say that hypothesis realized, or that G is a (h)-group, if there exists a system of global coordinates ~ on G such that Hess ~ vanishes.
Looking at the process (2) it is clear that if hypothesis (F) holds then the Gmartingales are exactly the G-valued semimartingales X for which the coordinate process is a local martingale.
Let us make some comments about hypothesis (F) : 1. Using (3), hypothesis (f) is equivalent to: the Christoffel symbols of the connection expressed in coordinates 03A6 are identically zero. By the way, in a (0393)group the connection is always torsion free. Therefore a (r)-group will always be a Lie group with (0)-connection. 2 . In particular, hypothesis (F) implies that the curvature tensor field vanishes (see [7] p.45); G is then a locally flat manifold.
3. The 3-dimensional Heisenberg group with the (0)-connection satisfies hypothesis (F); this example will be developped in next section.
The stochastic exponential and logarithm
We recall here part of the results obtained by M. Hakim and D. Lepingle in [6] . The stochastic exponential of Lie groups and its converse the stochastic logarithm are the main tools of this paper to establish a one-to-one correspondence between G-valued semimartingales and g-valued semimartingales. These tranformations are close to the development and the lift of a manifold semimartingale described in chapter VII of [5] , but are specific to Lie groups. Let be a basis of g. But, f(x) is nothing but ~(03A6(x))(03A6)(x) and d03A6(Xs) = i03A6(Xs)dMis, yielding (5) . a Conversely to proposition 1.7, a unique G-semimartingale H = MiHi starting from 0 is associated with each G-semimartingale X such that X = (~6t h.4). It is denoted by H = £(X) and named the stochastic logarithm of X.
When the connection on G is chosen to be the (-)or the (0)-connection (definition 1.1), the correspondence between G-semimartingales and G-semimartingales is respectfull towards our notion of martingale as claimed in the following proposition (see [6] section 4 and also [1] prop.3). Proposition 1.9 With the (-)or the (0)-connection on G, the G-martingales are exactly the processes Xo where 114 is a local martingale in ~ and Xo a Gvalued F0-mesurable random variable.
One more result concerning the stochastic exponential and logarithm of Lie groups will be usefull in the following. It gives a computation rule and can be interpreted as a stochastic version of the Campbell-Hausdorff formula.
Let us first recall the adjoint representation of G. For all g in G, the automorphism on Q Ad(g) is defined by Ad(g) _ (dIg)e where Ig denotes the inner automorphism of G : : The group H is not a compact manifold and the problem of finding a Hmar tingale with prescribed terminal value cannot be treated with the method of [11] or [3] . The result proposed in [4] th.5.2 for noncompact manifolds should be used but quite heavy conditions are to be verified. At the opposite, the problem is solved here with very little material. We give hereafter two different proofs of this result in order to exhibit two different ways of solving the general problem. semimartingale X such that ~(X) = (X 1, X 2, X 3 _ 2 X 1X 2) is a martingale with terminal value (L1, L2, L3 -2L1L2).
Second proof: Use the (-)-connection on H and the natural coordinate system.
With lemma 1.2, you get the Christoffel symbols: Vy E G, r ~ (g) = 0 for (i, j, k) ~ (1, 2, 3) ; ri2(g) _ -1 and the solution is given by looking for a H-valued square integrable semimartingale X such that (X 1, X 2, X 3 -2 (X 1, X 2)) is a martingale with terminal value (Ll, L2, L3 -2(X1, X2)1). Note that this solution coincides with the first one sincẽ~2 ) is a martingale. 0 A natural question arises: why does this work? The existence of a global coordinate system clearly makes things more simple, but this is not crucial. Actually two arguments are to be considered.
1. In the first proof the main argument relies on hypothesis (>,); H-martingales are then well known vector martingales. 2 . In the second proof, some Christoffel symbols are vanishing and (4) becomes a triangular system; it is then easy to obtain an explicit solution for it.
The next two subsections are devoted to groups where one of these two situations is realized: Lie groups with hypothesis (f) for situation 1, nilpotent Lie groups for situation 2.
Existence and uniqueness; case of a (T)-group
Let G be a Lie group with (0)-connection where hypothesis (f) is satisfied with respect to a coordinate system ~.
The following proposition is a straightforward consequence of the nature of the G-n1artingales; uniqueness of X in the set of G-valued integrable with respect to 03A6 martingales comes from the uniqueness of ~(X) in the set of d-dimensional integrable martingales. Proposition 2.2 If G is a Lie group satisfying hypothesis (h) then for all integrccble F1-measurable G-valued random variable L there exists a unique integrable G-martingale X with terminal value L; for all t E [0, 1], Xt i.s given by its coordi-= Moreover note that if L is square integrable then X will be a square integrable martingale.
Existence and uniqueness; case of a nilpotent Lie group
Let G a simply connected finite-dimensional nilpotent Lie group, then G can be considered as a subspace of CL(I~~'), and 9 denotes its Lie algebra. Using [7] page 269 the exponential map exp is a regular application from 9 to G. Moreover, Engel's theorem ([7] page 169) gives the existence of a basis of R" such that any X E 9 is expressed by a matrix with zeros on and below the diagonal. So, the case to be studied is this one of G the set of matrices expressed by a matrix with zeros below the diagonal and 1 on the diagonal. The dimension of G and 9 in the set of (n x n) matrices is ~' 2 1 , that is to say the cardinal of A = {( i, j), 1 i j it).
A basis of G is done with (H03B1, 03B1 ~ A) where (Ha)~ _ ~a(,Q),'d~ E A, Va E A, and a natural global coordinate system is associated:
The set A is ordered by a = (i, j) ~ _ (k, l) if and only if j l, or, if j = l, i > ~.
With such an order, the system (4) is a triangular system which coefficients are described in the next lemma. belongs to the subgroup D defined above. We remark that the j-th block is the restriction of transposed matrix x to R' denoted as so that = x~. . Obviously, (H(x)-1)j = (H(x)j)-1 and its elements are (j -1)-degree polynoms with respect to i k j). Actually the degree of those polynoms is less or equal to j -2, except for the coefficient in the upper-right corner which is j -1. Once the Christoffel symbols of the (-)-connection has been computed, the structure of the G-martingales is known and the prescribed terminal value problem can be solved.
Note that in our next theorem, neither is the group G a compact manifold (as in [3] or [11] ), n'or are the processes required to stay in a compact convex subset of G (as in [2] ). Moreover an effective construction of the solution is given. Theorem 2.4 Let G be a simply connected nilpotent Lie group equipped with natural coordinate system ~ and suppose the dimension of G is n 2 1 . . For any L E 1L~-1 (~, G), there exists a unique integrable martingale X taking its values in G such that Xi = L.
More precisely, the coordinates of X can be computed recursively by Proof: We work with the (-)-connection and, using lemma 1.5, we have to solve the But is identically 0, and so Xlt2 is uniquely defined by:
We suppose all elements of vector X are known up to (j -l)-th block and solve the j-th block: for i = j, j -1,..., 2,1,
the sum running over the set of indices {(b, l); 1 i b l j~. So lemma 2.3 proves that this system is solvable recursively from i = j to i = 1. D Let us mention that the computation in the previous proof makes the martingale solution X square integrable as soon as the terminal value L is 2(n -1)-integrable. 3 
BSDE
Let G' be a finite dimensional Lie group, Q its associated Lie algebra and k an integer. We denote by G) the space of all linear maps from Rk to G and by the canonical basis of
The aim of this section is to solve in the two cases, nilpotent Lie group or hypothesis (r), the BSDE: Xi = ~; ; dXt = Xt o (F(t, Xt, Zt)dt + Zt dWt)
wherẽ 0 t 1 ) is a k-dimensional Brownian motion, (,~'t; 0 t I) is its natural filtration, ç is a ,~'1-adapted G-valued random variable,
By a solution of (7) we mean a pair (X, Z) of square integrable (with respect to some global coordinate system 03A6) (Ft)t-adapted processes with values in G (see for instance Pardoux and Peng [9] ) as uniform Lipschitz properties, because of the multiplicative form of the coefficients. Nevertheless, we follow the proof scheme of [9] .
The first step consists in taking the drift term F identically zero. Via the classical martingale representation property and proposition 1.9, equation (7) is solved by finding a G-martingale X with terminal value ~; this has been treated in previous section, proposition 2.2 and theorem 2.4. The following subsections are devoted to BSDE with non-vanishing drift term.
3.1 BSDE with drift depending only on time: existence and uniqueness. To prove uniqueness, let (Y1, Z1) and (Y2, Z2) be two solutions of (9) . Then: = Yl = 0 fsds + 0 ZudWu),2 =1,2.
Using once more proposition 1. But, according to the hypothesis, there exists a unique G-martingale X such that A'1 = L, that is to say their stochastic logarithms are equal:
The operator is invertible, so Z~ = Z2 and by the way, Yl = D 3.2 BSDE with bounded drift F: case of a (r)-group
We suppose now that G satisfies hypothesis (h) and that the drift F satisfies, relatively to the map 03A6 of hypothesis (I'), the following uniform Lipschitz property:
9' E G, dX, X' E E ~0,1J :
(F~~~~ 9~ X )~~~{9) -(F(s~9'~ X').~)(9')~ C~~{~'~)(9) -(X'~)(9~)~~ (10) where !!(~)(~)-(~)(~)~= ~ I (X(e~)~~)(9) -(X'(ej)v)(9 )~2.
Notice that this hypothesis replaces [9] (3.2.ii) when solving equation (1.1) from [9] . In the following, the mention integrable for a G-valued random variable or semimartingale X will refer to Let ( E lL~(5~,,~'1; G). Define recursively the sequence of processes ( ~'n, taking their values in G x ~):
With the hypothesis that F is uniformly bounded, we put for all n ~ 0: ) and following the previous section 3.1, for all n 2: 1, Zg) exists since Ln-1 = ~ (~1( fo fs -lds))-1 E 1L~(5~,.~'1; G) and proposition 3.1 works for a (r)-group. Proposition 3.2 Assume the Lie group G satisfies the hypothesis (h) with coordinates 03A6 and that the drift F is uniformly bounded and satisfies (10) . Then, for every ç E L203A6(03A9, F1; G), equation (7) admits one and only one solution. It is obtained a.s the limit i7z
x [0,1]) of the sequence defined by ~11~, and also as the almost sure limit of a subsequence of ~1~~.
Remark: Actually the assumption on the uniform boundness of F can be omitted if one only wants a uniqueness result for equation (7) . This will appear in the following proof.
Proof
Uniqueness: Assume there exist two solutions (X 2, i = 1, 2, of equation (7) . Remember that hypothesis (0393) implies that Hess(03A6) = 0, so (lemma 1.8) the Stratonovich stochastic integral above is only a Ito stochastic integral. Using Pardoux- Peng's proof principle [9] , we compute the expectation of the square difference between both solutions: Gronwall lemma concludes that 03A6(X1t) -03A6(X2t) = 0, dt ® dIP almost surely, that is to say X1 = X2. Moreover, equaling the martingale part of both stochastic logarithms ,C(X1) and ,C(X2) gives fo Zs dWS = fo Zs dWs, dt ® dIP almost surely.
Hence Z~ = Z2 and thus the uniqueness is proved.
Existence: Ito formula yields, for any element of the sequence: 03A6(Xnt)+ 1t (Zns(ej).03A6)(Xns) dWjs = 03A6(03BE)-1t ((s, Xn-1s, Zn-1s).03A6)(Xn-1s)ds.
Following the same arguments as for uniqueness to compute the expectation of the square difference between two elements of the sequence, we get: Similarly, the sequence of processes admits a limit in x~~ l~; denoted as U. So, there exists a subsequence converging almost surely to (X, U). We use the fact that Vn, is a process taking its values in (?: it is a linear combination of basis of ~: and for the subsequence (nk) and almost surely on H x [0,1], -This sequence converges almost surely to U; the matrices are invertible and the application is continuous; thus, 1 and converges almost surely to ) denoted as Z. So, the subsequence converges almost surely in S~ x (0, l~ to (X, Z). Finally we check that (X, Z) is a solution to (7) . 0
