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a b s t r a c t
Simple genetic algorithms have been investigated aiming to improve the algorithm
convergence time. Because of the stochastic nature of genetic algorithms, several runs have
to be performed in order to achieve representative results. A procedure for purposeful
genesis concerning intervals of variations of model parameters is proposed for a standard
simple genetic algorithm, aiming to improve significantly the algorithm effectiveness. Such
a stepwise methodology is applied to parameter identification of fed-batch cultivation of
S. cerevisiae. The procedure is further validated to a modified simple genetic algorithm
with changed sequence of main genetic algorithm operators, namely mutation, crossover
and selection, proven to be faster than the standard one. Results obtained from both
applications show significant improvement of the algorithm convergence time while
saving the model accuracy.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
Application of fermentation processes (FPs) in different branches of industry makes their investigation a very topical
problem. Modeling and further optimal control of FPs is a non-trivial task since they are complex, dynamic systems
with interdependent and time-varying process variables. An important step for FP adequate modeling is the choice of a
certain optimization procedure for model parameter identification. Inability of conventional optimization methods such as
Nelder–Mead’sminimization, sequential quadratic programming, quasi-Newton algorithms (i.e. Broyden, Fletcher, Goldfarb
and Shanno), etc., to reach a satisfactory solution [1,2] provokes an idea that some stochastic algorithms should be applied.
As an alternative for solving such a complex problem, evolutionary algorithms can be taken into consideration. Among
these, the concept of genetic algorithm (GA) [3], inspired by Darwin’s theory of ‘‘survival of the fittest’’, is a stochastic global
optimization technique with applications in different areas [4–11]. Some properties of GA, such as the ability of solving
hard problems, noise tolerance, easiness to interface and hybridize, make them a suitable and quite workable technique for
parameter identification of fermentation models [2,7–11]. Promising results obtained by the utilization of GA encourage
their future investigation.
The effectiveness of a certain optimization technique can be evaluated by the model accuracy achieved and the
convergence time needed. Due to the stochastic nature of GA obtained results might be quite diverse. That is why several
runs have to be performed in order to achieve representative results. The accumulation of data from different runs provoked
the idea for purposeful genesis concerning intervals of variations ofmodel parameters. Such an idea is going to be elaborated
for standard simple genetic algorithms and further promptly applied to a modified one, previously proven to be faster [9].
Standard simple genetic algorithm (SGA), originally presented in [3], is here denoted with the abbreviation SGA-SCM,
derived from the sequential execution of the main genetic operators: selection, crossover, mutation. In SGA-SCM,
chromosomes (a coded parameter set) representing better possible solutions according to their own objective function
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values are chosen from the population bymeans of selection. After that, crossover takes place in order to formnewoffspring.
Mutation is then applied with a determinate probability, aiming to prevent all solutions in the population from falling into a
local optimum of the problem being solved. Manymodifications of SGA-SCM, which differ from one another in the sequence
of execution of those operators, have been elaborated with the purpose of improving the algorithm convergence time
[9,10]. Among them is SGA-MCS (mutation, crossover, selection), proposed and thoroughly investigated in [9]. In it, selection
operator has been applied after crossover andmutation, in order to avoid the loss of any eventually reached ‘‘good’’ solution
as a result of either crossover ormutation, or both. After the reproduction, SGA-MCS calculates the objective function for the
offspring, and the best fitted individuals from the offspring are selected to replace the parents, according to their objective
function values.
The aim of the study is to apply simple genetic algorithms to a purposeful genesis of model parameters for parameter
identification of S. cerevisiae fed-batch cultivation. To that end, a stepwise procedure is elaborated for SGA-SCM and further
validated for SGA-MCS.
2. Procedure for purposeful model parameter genesis
Due to the stochastic nature of GA, a great number of algorithm runs have to be executed in order to obtain reliable
results in parameter identification of a fermentation process model. In the beginning, the genetic algorithm searches for
solutions of model parameters in wide but reasonably chosen boundaries according to the statements in [12]. When results
were analyzed, they showed that the values of model parameters can be assembled and predefined boundaries could be
restricted. This generated the idea for developing a procedure of purposeful model parameters genesis. Such a procedure
is going to result in the defining of more appropriate boundaries for variation of the model parameters values, aiming to
decrease convergence time while saving model accuracy.
The proposed procedure comprises six steps given further in details:
Step 1: Performance of N runs of genetic algorithms.
Step 2: Determination of the minimum and maximum values of the objective function.
Step 3: Determination of the top level (TL), middle level (ML) and low level (LL) of performance with corresponding low
boundary (LB) and up boundary (UB) following the scheme:
3.1. Determination of discrimination number∆ by
∆ = max J −min J
3
.
3.2. Top level low boundary (TL_LB): min J .
Top level up boundary (TL_UB): min J +∆− ε.
Middle level low boundary (ML_LB): min J +∆.
Middle level up boundary (ML_UB): min J + 2∆− ε.
Low level low boundary (LL_LB): min J + 2∆.
Low level up boundary (LL_UB): max J where ε is a small number, ensuring the difference between levels.
Step 4: Determination of minimum, maximum and average value for each parameter at each level.
Step 5: Determination of new intervals of model parameters variations, basing on averaged values.
Step 6: Run of the genetic algorithm with intervals, determined in Step 5.
This is a stepwise procedure that passes through all the six steps described above, not omitting any of them and without
cycles. The procedure ends with the execution of Step 6, which stops when some termination criterion has been fulfilled, for
example: (1) generation number reached; (2) evolution time passed; (3) fitness threshold fulfilled; (4) fitness convergence
satisfied; (5) population convergence satisfied; (6) gene convergence satisfied, etc. In this investigation, GA terminateswhen
a certain generation number has been reached. For a better illustration, Fig. 1 presents a flowchart of the procedure and
methodology as a whole.
3. Model parameter genesis for S.cerevisiae fed-batch cultivation
Experimental data of S. cerevisiae fed-batch cultivation is obtained in the Institute of Technical Chemistry—University of
Hannover, Germany [2]. The cultivation of the yeast S. cerevisiae is performed in a 2 l reactor, using a Schatzmann medium.
Glucose in feeding solution is 35 g/l. The temperature was controlled at 30 °C, the pH at 5.5. The stirrer speed was set to
1200 rpm. Biomass and ethanol were measured off-line, while substrate (glucose) and dissolved oxygen were measured
on-line.
Mathematical model of S. cerevisiae fed-batch cultivation is commonly described as follows, according to the mass
balance [2]:
dX
dt
= µX − F
V
X (1)
dS
dt
= −qSX + FV (Sin − S) (2)
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Fig. 1. A flowchart of the procedure and methodology.
dE
dt
= qEX − FV E (3)
dO2
dt
= −qO2X + kO2L a

O∗2 − O2

(4)
dV
dt
= F (5)
where X is the concentration of biomass, (g/l); S — concentration of substrate (glucose), (g/l); E — concentration of ethanol,
(g/l); O2 — concentration of oxygen, (%); O∗2 — dissolved oxygen saturation concentration, (%); F — feeding rate, (l/h); V
— volume of bioreactor, (l); kO2L a — volumetric oxygen transfer coefficient, (1/h); Sin — initial glucose concentration in the
feeding solution, (g/l);µ, qS, qE, qO2 — specific growth/utilization rates of biomass, substrate, ethanol and dissolved oxygen,
(1/h). All functions are continuous and differentiable.
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Table 1
Genetic algorithms parameters.
Parameter Value
NVAR 9
PRECI 20
NIND 20
MAXGEN 100
GGAP 0.5–0.9
XOVR 0.85
MUTR 0.1
Table 2
Genetic operators.
Operator Type
Encoding Binary
Reinsertion Fitness-based
Crossover Double point
Mutation Bit inversion
Selection Roulette wheel selection
Fitness function Linear ranking
The fed-batch cultivation of S. cerevisiae considered here is characterized by keeping glucose concentration equal to or
below its critical level (Scrit = 0.05 g/l), sufficient dissolved oxygen O2 ≥ O2crit (O2crit = 18%) and availability of ethanol
in the broth. This state corresponds to the so called mixed oxidative state (FS II) according to functional state modeling
approach [2]. Hence, specific rates in Eqs. (1)–(5) are:
µ = µ2S SS + kS + µ2E
E
E + kE , qS =
µ2S
YSX
S
S + kS , qE = −
µ2E
YEX
E
E + kE , qO2 = qEYOE + qSYOS (6)
where µ2S, µ2E are the maximum growth rates of substrate and ethanol, (1/h); kS, kE — saturation constants of substrate
and ethanol, (g/l); Yij — yield coefficients, (g/g); and all model parameters fulfill the non-zero division requirement.
As an optimization criterion, mean square deviation between the model output and the experimental data obtained
during cultivation has been used:
JY =

Y − Y ∗2 → min, (7)
where Y is the experimental data, Y ∗ —model predicted data, Y = [X, S, E,O2].
The developed procedure for purposeful model genesis has been applied to parameter identification of S. cerevisiae fed-
batch cultivation. The values of GA parameters and type of genetic operators in both GA considered here are tuned according
to [11]. The values of GA parameters have been accepted as presented in Table , while the type of genetic operators is as
listed in Table 2. In Table 1 NVAR is the number of variables; PRECI — precision of binary representation; NIND — number
of individuals; MAXGEN — maximum number of generations. GA is terminated when a certain number of generations is
fulfilled, in this case 100. Scalar relative error tolerance RelTol is set to 1e−4, while the vector of absolute error tolerances
(all components) AbsTol-to 1e−5. Parameter identification of the model (1)–(6) has been performed using Genetic Algorithm
Toolbox [13] inMatlab 7 environment. All the computations are performed using a PC Intel Pentium 4 (2.4 GHz) platform
running Windows XP.
Following model equations (1)–(6), while applying SGA-SCM first, nine parameters for S. cerevisiae fed-batch cultivation
model have been estimated altogether. As presented in Table 3, the algorithm has been investigated for four different values
of the parameter, which ismostly sensitive toward the algorithm convergence time, namely, the generation gap (GGAP) [11].
For each value of GGAP, thirty runs of SGA-SCM have been executed. Obtained results are analyzed according to achieved
objective function values. For each GGAP value the minimum and the maximum of the objective function are determined,
and the discrimination number is assigned according to Step 3 of the procedure. After that, the algorithm proceeds with the
determination of top, middle and low level of performance. The best results hit the interval [min J;min J + ∆ − ε]. Those
classified in the middle level have an objective function varying in the interval [min J + ∆;min J + 2∆ − ε]. The worst
solutions for the objective function fall in the interval [min J + 2∆;max J].
For each of the levels, constructed in such a way, the minimum, maximum and average values of each model parameter
have been determined. Table 4 presents these values only for the top levels, according to Table 3.
The new boundaries of the model parameters are constructed in a way that the new minimum is calculated as the
minimumbetween the averages of the top level, and the newmaximum is calculated as themaximumbetween the averages
of the top level. Table 5 presents previously used ‘‘wide’’ boundaries for each model parameter according to [12] as well as
new boundaries proposed based on the procedure for purposeful model parameter genesis.
Investigated SGA-SCM has been again applied involving newly proposed boundaries at GGAP = 0.5. Several runs have
been performed to obtain reliable results. Table 6 presents the average values of the objective function, computation time
and model parameters.
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Table 3
SGA-SCM performance at different values of GGAP.
SGA_SCM Objective function Levels of performance Average convergence time
GGAP = 0.9
min J 0.0221 TL_LB 0.0221
81.6693
TL_UB ∼0.0222
avrg J 0.0222 ML_LB 0.0222ML_UB 0.0222
max J 0.0223 LL_LB 0.0222LL_UB 0.0223
GGAP = 0.8
min J 0.0221 TL_LB 0.0221
70.3386
TL_UB ∼0.0222
avrg J 0.0222 ML_LB 0.0222ML_UB 0.0222
max J 0.0223 LL_LB 0.0222LL_UB 0.0223
GGAP = 0.67
min J 0.0221 TL_LB 0.0221
59.1654
TL_UB ∼0.0222
avrg J 0.0222 ML_LB 0.0222ML_UB 0.0222
max J 0.0223 LL_LB 0.0222LL_UB 0.0223
GGAP = 0.5
min J 0.0222 TL_LB 0.0222
46.9997
TL_UB ∼0.0223
avrg J 0.0223 ML_LB 0.0223ML_UB ∼0.0225
max J 0.0226 LL_LB 0.0225LL_UB 0.0226
Table 4
Model parameters values for the top levels.
SGA-SCM µ2S µ2E kS kE YSX YEX k
O2
L a YOS YOE
GGAP = 0.9
min 0.94 0.14 0.13 0.80 0.39 1.81 40.42 333.03 35.73
max 0.99 0.15 0.14 0.80 0.40 2.00 95.53 785.10 96.73
avrg 0.97 0.14 0.13 0.80 0.39 1.92 63.24 515.78 61.78
GGAP = 0.8
min 0.91 0.12 0.12 0.79 0.40 1.63 52.20 415.38 102.70
max 1.00 0.14 0.13 0.80 0.41 1.84 126.44 990.90 201.39
avrg 0.95 0.13 0.13 0.80 0.40 1.78 96.82 769.11 155.37
GGAP = 0.67
min 0.91 0.12 0.11 0.80 0.39 1.67 48.98 379.71 30.46
max 0.97 0.15 0.14 0.80 0.41 1.84 126.78 987.88 149.45
avrg 0.95 0.14 0.13 0.80 0.40 1.98 101.39 801.98 92.02
GGAP = 0.5
min 0.91 0.11 0.11 0.79 0.39 1.47 99.59 768.66 102.84
max 1.00 0.15 0.14 0.80 0.40 2.04 126.78 983.37 261.13
avrg 0.95 0.14 0.13 0.80 0.40 1.84 108.41 853.07 216.27
Table 5
Model parameters boundaries for SGA-SCM.
SGA-SCM µ2S µ2E kS kE YSX YEX k
O2
L a YOS YOE
Previously used LB 0.9 0.05 0.08 0.5 0.1 0.1 0.001 0.001 0.001UB 1 0.15 0.15 0.8 3 10 1000 1000 300
Advisable after procedure application LB 0.94 0.13 0.12 0.7 0.38 1.7 60 500 60UB 0.97 0.15 0.14 0.8 0.42 2 110 900 220
The applied procedure leads to saving up to 38% of computation timewithout loss of model accuracy, thus showing good
effectiveness of proposed procedure for purposeful model parameter genesis.
Further proposed procedure is verified when applied to one of the modified SGA, namely, SGA-MCS [9], since it has
been proved to be faster than SGA-SCM. SGA-MCS confirms the observed tendency in SGA-SCM that the lower value of
GGAP ensures saving the model accuracy for less computation time. When SGA-MCS is applied, up to almost 44% of the
computation time is saved using GGAP = 0.5 instead of 0.9, while saving the model accuracy. Applying again the herewith
proposed procedure for purposeful model parameters genesis for SGA-MCS, new boundaries for model parameters are
suggested (Table 7).
The applicability of these new boundaries has been tested in several runs of SGA-MCS aimed to obtain reliable results.
Table 8 presents the average values of the objective function, computation time and model parameters when SGA-MCS has
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Table 6
Results from model parameter identification using SGA-SCM.
Parameter/GGAP = 0.5 SGA-SCM
Before procedure application After procedure application
J 0.0222 0.0221
CPU time, s 46.9997 29.25
µ2S , 1/h 0.95 0.95
µ2E , 1/h 0.14 0.14
kS , g/l 0.13 0.13
kE , g/l 0.80 0.80
YSX , g/g 0.40 0.40
YEX , g/g 1.84 1.87
kO2L a, 1/h 108.41 77.21
YOS , g/g 853.07 608.53
YOE , g/g 216.27 212.56
Table 7
Model parameters boundaries for SGA-MCS.
SGA-MCS µ2S µ2E kS kE YSX YEX k
O2
L a YOS YOE
Advisable after procedure application LB 0.91 0.1 0.11 0.7 0.4 1.2 60 500 80UB 0.93 0.13 0.13 0.8 0.43 1.7 110 800 210
Table 8
Results from model parameter identification using SGA-MCS.
Parameter/GGAP = 0.5 SGA-MCS
Before procedure application After procedure application
J 0.0224 0.0221
CPU time, s 40.5261 28.6090
µ2S , 1/h 0.92 0.91
µ2E , 1/h 0.12 0.11
kS , g/l 0.12 0.11
kE , g/l 0.79 0.80
YSX , g/g 0.40 0.42
YEX , g/g 1.58 1.51
kO2L a, 1/h 90.23 69.23
YOS , g/g 708.44 550.75
YOE , g/g 203.38 194.26
been executed at GGAP = 0.5. The applied procedure for model parameter genesis leads to up to 29% reduction of the
computation time of SGA-MCS without loss of model accuracy.
As it could be seen fromTables 6 and8, the value of the objective function is further reducedwhen theprocedure proposed
here is applied to modified SGA-MCS. This algorithm is as accurate as SGA-SCM, all the more that it consumes considerably
less CPU time. Due to the similarity of the results achieved, here only the promising results applying SGA-MCS are presented.
Fig. 2 shows results fromexperimental data andmodel prediction, respectively, for biomass, ethanol, substrate and dissolved
oxygen.
The obtained results show the workability of the proposed procedure for purposeful model parameters genesis and its
effectiveness when applied to SGA-SCM and SGA-MCS.
4. Analysis of the procedure application
The application of the herewith proposed procedure for purposeful model parameters genesis in two kinds of SGA leads
to shrinking of the intervals of variation of themodel parameters, thus improving the GA performance. As a result, SGA-SCM
becomes 38% faster, while SGA-MCS saves up to 29% of computation time, thus showing significant decrease of the algorithm
convergence time while preserving the model accuracy. Moreover, if one compares the results for SGA-SCM with GGAP =
0.9 to these with GGAP = 0.5 in SGA-MCS, as obtainedwith the applied procedure of purposeful model parameters genesis,
it can be seen that up to 65% of the computation time is saved without affecting the model accuracy. Hence, the main
advantage of the proposed procedure for purposeful model parameters genesis is that its application leads to significant
improvement of the algorithm performance, expressed in decreasing computation time while saving the model accuracy.
The presented procedure should not be sensitive neither to the model considered, nor to the objective function used, thus
being applicable to different objects of model parameter identification. Moreover, such a procedure can be implemented to
other stochastic optimization algorithms, as well.
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(a) Biomass concentration. (b) Ethanol concentration.
(c) Substrate concentration. (d) Dissolved oxygen concentration.
Fig. 2. Model prediction compared to experimental data.
5. Conclusions
In this investigation, a stepwise procedure for purposeful model parameters genesis for parameter identification of S.
cerevisiae fed-batch cultivation has been elaborated and further applied to two kinds of simple genetic algorithms. SGA-
SCM, being a standard GA and the best examined one, has been used as a test example. The obtained promising results have
been validated by the application of the proposed procedure to modified SGA-MCS with exchanged sequence of genetic
operators, namely, mutation, crossover and selection. The application of the procedure for purposeful model parameters
genesis results in significant reduction of algorithm convergence timewithout affecting themodel accuracy. It is noteworthy
that the proposed procedure is a universal tool and could be appropriately and successfully implemented to other stochastic
optimization algorithms, as well as to different objects of model parameter identification.
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