A renewable energy forecasting and control approach to secured edge-level efficiency in a distributed micro-grid by Anaadumba, Raphael et al.
RESEARCH Open Access
A renewable energy forecasting and
control approach to secured edge-level
efficiency in a distributed micro-grid
Raphael Anaadumba1* , Qi Liu2,3, Bockarie Daniel Marah1, Francis Mawuli Nakoty1, Xiaodong Liu4 and
Yonghong Zhang4
Abstract
Energy forecasting using Renewable energy sources (RESs) is gradually gaining weight in the research field due to
the benefits it presents to the modern-day environment. Not only does energy forecasting using renewable energy
sources help mitigate the greenhouse effect, it also helps to conserve energy for future use. Over the years, several
methods for energy forecasting have been proposed, all of which were more concerned with the accuracy of the
prediction models with little or no considerations to the operating environment. This research, however, proposes
the uses of Deep Neural Network (DNN) for energy forecasting on mobile devices at the edge of the network. This
ensures low latency and communication overhead for all energy forecasting operations since they are carried out at
the network periphery. Nevertheless, the cloud would be used as a support for the mobile devices by providing
permanent storage for the locally generated data and a platform for offloading resource-intensive computations
that exceed the capabilities of the local mobile devices as well as security for them. Electrical network topology was
proposed which allows seamless incorporation of multiple RESs into the distributed renewable energy source (D-
RES) network. Moreover, a novel grid control algorithm that uses the forecasting model to administer a well-
coordinated and effective control for renewable energy sources (RESs) in the electrical network is designed. The
electrical network was simulated with two RESs and a DNN model was used to create a forecasting model for the
simulated network. The model was trained using a dataset from a solar power generation company in Belgium
(elis) and was experimented with a different number of layers to determine the optimum architecture for
performing the forecasting operations. The performance of each architecture was evaluated using the mean square
error (MSE) and the r-square.
Keywords: Artificial neural network, Distributed microgrid systems, Renewable energy source, Edge control scheme
© The Author(s). 2020 Open Access This article is licensed under a Creative Commons Attribution 4.0 International License,
which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give
appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if
changes were made. The images or other third party material in this article are included in the article's Creative Commons
licence, unless indicated otherwise in a credit line to the material. If material is not included in the article's Creative Commons
licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain
permission directly from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.
* Correspondence: atiimanaadumba200@gmail.com
1School of Computer and Software, Nanjing University of Information
Science and Technology, Nanjing 210044, Jiangsu Province, China
Full list of author information is available at the end of the article
CybersecurityAnaadumba et al. Cybersecurity             (2021) 4:1 
https://doi.org/10.1186/s42400-020-00065-3
Introduction
Energy forecasting has come to be a common concern
among researches due to the cumulative impact of renew-
able energy in the present-day power system. The most
common RESs are wind, water, solar and bio-fuel or bio-
mass. The customary utilization of these energy sources
includes power generation, heating, and transport fuels.
Renewable energy sources are of importance as a result of
their capacity to sustain. This outcome is a substitute for
the diminution of conventional energy sources for ex-
ample coal, petrol, and nuclear energy (Badal et al. 2019).
Energy from these sources is clean and has a much lower
environmental impact when compared to traditional en-
ergy sources. As a result of the impact, it is vital for grid
workers and stakeholders to ascertain how much power
renewable energy sources will yield in the succeeding
hours and days (Alanazi et al. 2017). A distributed micro-
grid system is a less expensive option for the construction
of large, central power plants and High-Voltage transmis-
sion lines. They afford consumers the potential for lower
cost, higher service reliability, high power quality, in-
creased energy efficiency, and energy independence. The
use of renewable distributed energy such as wind, photo-
voltaic, geothermal, hydroelectric power can also provide
a significant environmental benefit.
This research, therefore, presents a method for short
term energy forecasting in Distributed renewable energy
source (D-RES) micro-grids using mobile devices at the
network edge. This ensures effective and efficient man-
agement of the generated power from micro-grids. Also,
these mobile devices have the required storage and net-
work resources to avoid delay-sensitive tasks. Researches
in (Marah et al. 2020) used mobile devices to formulate
an IoT architecture that is capable of executing complex
computational tasks at the network edge. Mobile de-
vices, however, could be any electronic devices capable
of running complicated programming constructs using
the medium to low power computational resources. Ex-
amples of such devices include micro-controllers, smart-
phones, and desktop/laptop computers.
Generally, energy forecasting for D-RES is done for
the effective coordination of power from the grid to the
consumers and also for scheduling the operation of the
different types of Renewable Energy sources in the
micro-grid (Liu et al. 2019a). This research, however,
considers the use of energy forecasting for the latter.
This is because RESs operate on different mechanisms
and with proper coordination and management, they
can be made to support each other thus providing a sus-
tainable source of power for distribution to consumers.
A well-defined Electrical topology is therefore proposed
in this research that allows for the easy incorporation of
RESs into a micro-grid in a distributed fashion. As op-
posed to the other approaches (Sharma 2018), this
ensures the addition of any number of RES into the D-
RES network which in turn eliminates the limit to the
power that could be generated from the micro-grid.
However, as stated in the above paragraph, the mobile
devices provide control for the RESs in the D-RES net-
work at the network edge. A wireless sensor network
(WSN) is employed to gather data (generated electrical
energy) from the D-RES network and passed to the local
mobile device for administering the control by using
pre-defined control algorithms. With this approach, the
appropriate control operation would be administered
without delay since operations are carried out at the net-
work periphery. Moreover, external updates would be
easily administered with little or no stress on the net-
work bandwidth as the data from the sensors are ana-
lyzed locally on mobile devices. However, the cloud
would be used as a support for the mobile devices by
providing permanent storage for the locally generated
data and a platform for offloading resource-intensive
computations. Nevertheless, mobile devices are con-
strained by limited computational resources such as
memory and processing power (Xu et al. 2019a, 2020).
Therefore, the method for energy forecasting should be
carefully selected to work with these constraints while
still maintaining acceptable accuracy. This research,
therefore, utilizes the method of Deep Neural Network
(DNN) for creating lightweight machine learning models
that can be easily deployed on the resource-constrained
devices at the network periphery. DNNs are simply Arti-
ficial Neural Networks (ANNs) with a higher number of
hidden layers in their architectures (Liu et al. 2019b).
They are well known for their ability to capture complex
relationships between features of very large non-linear
datasets. This approach is used instead of the very old
shallow learning method which has fewer hidden layers
(Cartina et al. 1995) or the LSTM-based RNN methods
which require a huge amount of memory-bandwidth
during its operation (Bai et al. 2018).
The dataset for forecasting energy in the micro-grid is
historical data of its generated power. Other researchers
(Bică et al. 2016; Wan et al. 2015) considers the use of
meteorological data obtained from meteorology stations
with special considerations to changes in atmospheric
features such as humidity, temperature, light, etc. Even
though results obtained with such a dataset are good,
the data is not always available for use and as such can-
not be relied on.
This research would focus on creating the electrical
network topology for incorporating the RESs into the
micro-grid network with a clear description of the differ-
ent components and sections. Furthermore, a dataset
from a solar power generation company in Belgium
would be used to create a DNN model that can be de-
ployed on any mobile device at the network edge.
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However, the model would be tested with a test dataset
to observe for overfitting. Evaluation matrices such as
the mean square error (MSE) and the r-square would be
used to evaluate the model. Also, the model would be
tested with different topologies (number of hidden layers
and activation functions) to determine the optimal archi-
tecture for the DNN in the D-RES.
Related works
Increased demands on national electrical power systems
and incidences of electricity shortages, power quality
problems, rolling blackouts, and electricity price spikes
have caused many utility customers to seek other
sources of high-quality, reliable electricity. Distributed
renewable energy, small-scale power generation sources
situated close to where electricity is consumed (e.g., a
household or business), offers an alternative or improve-
ment to the traditional electric power grid. This research
is therefore focused on energy forecasting for Distrib-
uted Renewable Energy (D-RES) micro-grids. However,
this goal is accomplished in two phases; the first is the
design of an electrical network topology that seamlessly
supports the incorporation of multiple RESs with the
same or different operation mechanism into the net-
work. A similar approach was proposed in (Ronay et al.
2017) where an electrical micro-grid was developed with
up to two RESs, one of which was used as a support to a
so-called main RES. Nevertheless, the problem with such
a system was with the limitation to the number of RESs
that could be added to the micro-grid thus reducing the
total energy generated by the microgrid itself. Moreover,
the second phase of this research is concerned with the
forecasting of the energy from the micro-grids which is
used to administer a well-informed and coordinated
control for the different RESs in the RESs electrical net-
work. This is accomplished with the use of DNN for the
prediction of short time series of the energy from the
RES electrical network and a control algorithm that
would use the prediction model to administer control to
the RESs in the D-RES.
In the last couple of years, different methods for
predicting energy creation, delivery, and depletion had
been used (Suganthi and Samuel 2012; Li 2018) The
authors in (Liu et al. 2019b; Qi et al. 2019), made
available a lot of review of smart forecasters in the
area of energy predicting, comprising of four-
categories of surface forecasters (Extreme learning
machine, Support vector machine, Artificial Neural
network, plus Fuzzy logic model) as well as four-
kinds of deep learning-centered forecasters (autoenco-
der, controlled Boltzmann machine, convolutional
neural network, in addition to a persistent neural net-
work). Researches in (Hizam et al. 2014), executed a
solar power modeling technique employing artificial
neural networks (ANNs) which comprises dual neural
network configurations. Moreover, one of the most
popular methods for time series forecasting is the
Long Short Term Memory (LSTM) based approach
(Wang et al. 2018a; Zhuang and Zhou 2019). The
authors in (Marino et al. 2016) executed an energy
capacity predicting method by way of long short-term
memory (LSTM). Furthermore, authors in (Zhu et al.
2019; Bouktif et al. 2018), used LSTM based model
for electric load forecasting using feature selection
and genetic algorithm. Results from such research
show that the LSTM based approach for energy and/
or load forecasting achieves very high accuracies as
compared to the machine learning-based approaches.
Nevertheless, memory bandwidth for LSTM networks
is one of the highest. Running such networks on mo-
bile devices at the edge of the network requires the
highest amount of memory bandwidth, so high that it
is usually impossible to fully utilize the hardware of
such electronic devices. This limitation and more has
raised serious concerns on the use of LSTM such that
researchers are seeking alternative methods to se-
quence modeling and other related use cases that pre-
viously used LSTM (Bai et al. 2018).
However, in this research, we consider the use of Deep
Neural Networks (DNNs) for energy forecasting for the
proposed D-RES micro-grid. DNN is a variation of ANN
with deep architectures consisting of multiple hidden
layers (Marino et al. 2016). These deep networks have
gained much attention in the computer sciences, espe-
cially in the area of energy forecasting (Ronay et al.
2017), due to their ability to capture very complex rela-
tionships within features of very large datasets. Google
Brain released TensorFlow (a free and open-source
library for creating DNNs), version 1.0.0 in February
2017. They can run on multiple CPUs and GPUs such
that even mobile devices can run these very complex
neural network algorithms very efficiently even with
their hardware limitations.
Nevertheless, before the creation of the forecasting
model, the nature and type of the dataset must be ap-
propriately selected to achieve acceptable accuracies.
Over the years, researchers in the field of RES energy
forecasting have considered the use of meteorological
datasets to train the forecasting models. This is because
RESs (e.g. solar, wind, etc.) rely on different atmospheric
parameters (light intensity, temperature, wind velocity,
etc.) to operate (Wan et al. 2015; Başaran Filik et al.
2011). However, such data are not always available for
use and sometimes are very expensive to obtain (Ronay
et al. 2017). This is why the forecasting model in the
proposed micro-grid (D-RES) would be trained using
historical data of generated energy from the RES elec-
trical network. Moreover, the dataset needs to go
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through a series of pre-processing before training as this
would have a great impact on the performance of the
forecasting model. The authors in (Saleh et al. 2016), ex-
ecuted a data mining-centered load predicting plan
which separated data preparation procedures into two
halves, i.e. data before processing, as well as a capacity
approximation. The data before the processing stage ex-
ecuted outlier rejection to remove the corrupt data
employing a distance-centered outlier rejection as well
as feature assortment via genetic algorithm (Saleh et al.
2016; Qi et al. 2020a). These methods would also be
used in this research to remove outliers from the dataset
before training.
The rest of the paper is structured as follows: Section
3 gives a brief description of artificial neural networks.
Section 4 explains the design of the proposed distributed
renewable energy source micro-grid. Section 5 explains
experiments and performance evaluation with test re-
sults analysis and Section 6 concludes and suggests a fu-
ture direction for this research.
Artificial neural networks
An Artificial neural network (ANN) emulates the human
brain to study, decide as well as accomplish complex
jobs (Anitescu et al. 2019). They are composed of a very
large number of neurons which are highly intercon-
nected processing elements that work together to solve
specific problems. They are non-linear by default, with
good features like fault-tolerance and the capability for
self-learning, which makes them robust and appropriate
for parallel handling.
As stated in the above paragraph, ANN is com-
posed of a large number of neurons that occur in
either dense or shallow connected layers from the in-
put towards the output. Deep Neural Network (DNN)
which is a variation of ANN, has multiple layers of
these connected neurons to improve the performance
of the overall network. However, DNN is simply
ANN with a larger number of hidden layers between
the input and output neurons. Figure 1 below shows
a Perceptron which is simply a single layer neural
network.
From the above figure, the inputs are depicted by x1,
x2, x3,…xm. Each of these inputs is multiplied by a con-
nection weight before passing to an activation function
that would estimate the output from the particular
neuron. The weights are represented as ,wk1, wk2, …wkm.
This operation is shown mathematically in the equation
below,
x1wk1 þ x2wk2 þ x3wk3 ¼
X
xiwið Þ ð1Þ






The activation function is a crucial component that
determines the performance of the network as a whole.
They are responsible for converting the input signal/s of
the node/s in the ANN into the required output signal/s.
For networks with multiple hidden layers (DNNs), the
output computed from one layer is used as input to the
next layer in the network. However, there are different
types of activation functions, each of which performs
better in specific use cases. Some of the commonly used
activation functions include but are not limited to Recti-
fied Linear Units (ReLu), Hyperbolic Tangent Function
(tanh), and Sigmoid Activation Function. However, vari-
able b is the bias value which allows the activation func-
tion to shift either up or down.
Design of the proposed distribution renewable
energy sources microgrid
The goal of this research is to create an efficient
method for energy forecasting in a distributed renew-
able energy source (D-RES) micro-grid. Energy fore-
casting is essential for efficient scheduling of power
distribution to the consumers as well as for control-
ling the RESs in the D-RES. However, this research is
focused on using energy forecasting to ensure control
over the RESs in the D-RES. In this section, therefore
an electrical network topology would be devised for
incorporating renewable energy sources into the pro-
posed D-RES that would allow for the implementation
of the control mechanism proposed in this study. The




The control center is the main component in the D-
RES. It aggregates the power generated in the distribu-
tion centers and appropriately distributes it to the
consumers. In (Qi et al. 2019; Wang et al. 2018b) au-
thors also implements the idea of a control center in
their study. Like most control centers, it consists of
smart meters that are capable of measuring the power
produced by the distribution centers.
The control center houses the mobile devices on
which the control mechanism is implemented. The
energy from the distribution center is measured using
sensors in the form of smart meters and the data is
stored on a server running either on the premise or the
cloud (Qi et al. 2019). The forecasting model deployed
on the mobile device is then used together with the con-
trol algorithm to administer control to the RES in the
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distribution center. Section 4.2 explains in detail how
the control operation would be carried out.
Distribution center
This part of the D-RES consists of the different re-
newable energy sources that would be incorporated
into the system. The distribution center can hold any
amount of renewable energy sources either of the
same or of different types. However, the proposed
scheme implemented at the control center would de-
termine the method of operation of each of the RES
in the system.
The law of conservation of energy states that energy
can neither be created nor can it be destroyed in any
given system. It can only be changed from one form
to the other. This rule applies also to RESs which
generate electrical energy from natural sources like
the sun, water, wind, etc. The Distribution center is,
therefore divided into two main categories according
to the natural source that powers them. These cat-
egories include:
Main source
These are sources whose natural resources cannot be
controlled. They generate a high amount of power when
the related natural resource is adequately available. Solar
Panels and Wind turbines are examples of RESs that
falls into this category.
Storage source
These are RESs whose natural resources can be con-
trolled. Moreover, to generate electrical energy, their
natural resources would have to be stored to a certain
level. They require high maintenance and most times
generate low power as compared to the main sources.
Hydro and battery cells are examples of RESs that fall
into this category. However, RESs such as Geothermal
and Biomass is not included in these categories because
they are rarely used and are not environmentally
friendly. The electrical network topology is displayed in
Fig. 2 below.
The control scheme As mentioned in the section above,
this scheme would be used to control the operation of
the different RESs in the distribution center. It is
however implemented in the control center. It is an in-
telligent system that uses sensors and actuators to
implement control in the D-RES. This qualifies it to be
an IoT system (Xu et al. 2018, 2019b, c, 2019; Qi et al.
2020b). However, to ensure security, low latency, and
low data transmission cost, the analysis of the sensor
data is carried out at the edge of the network using mo-
bile computing devices. The sensors are used to collect
data about the electrical power generated in the distribu-
tion center (Wang et al. 2018c, 2020; Qi et al. 2020c).
This data is then analyzed to provide control to the en-
tire D-RES To implement the scheme, the given RESs
are separated into their respective categories taking into
consideration the features mentioned in the topology de-
scribed above (Fig. 2). The main sources would serve as
the main energy generators in the D-RES while the stor-
age sources would supplement them. However, to imple-
ment control in the system, a threshold is set in the
control center which would be derived from the max-
imum power generated by the main sources. When the
main sources are operating at maximum. (above-set
Fig. 1 A single layer neural network perceptron
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threshold), some of the power generated would be
used to store energy in the RESs at the storage cat-
egory while the rest is sent to the control center for
distribution to the consumers. However, if the main
source is operating below the threshold, the RESs in
the storage category would use the previously stored
energy to generate electrical power. This is then com-
bined with the low power from the main category
and sent as output to the control center for distribu-
tion. The control center, in any case, would have
enough power to distribute to the consumers. The
total energy that goes to the control center is, there-
fore the power from the two categories in the distri-
bution center at a particular point in time. This is
shown mathematically using the equations below.
total energy Etotalð Þ ¼ θtotal  αtotalð ÞΔt ð3Þ
where
 θtotal is the total power from the main category
 αtotal is the power from the main category











Pmain is the power from each RES in the main
category.
Psub is the power from each RES in the storage
category
The number of RESs in each category range from 1 to
n. That is Pmain ¼ ðPmain1…PmainnÞ and Psub ¼ ðPsub1…
PsubnÞ . The number of main power sources is directly
proportional to the total energy from the D-RES.
Nevertheless, the control described above is imple-
mented by an IoT system that performs analysis at
the network edge. Therefore, the smart meters at the
control center measures the total energy from the dis-
tribution center and stores it on a control server that
is running on the premise or the cloud. The control
server in renewable energy source micro-grid is
Fig. 2 The Electrical Network Topology
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mostly implemented by the mobile computing devices
in the Monitoring and Data Processing Unit (MDU).
To ensure optimal control, the computing devices in
the MDU would need to know when to replenish the
storage sources and when to collect power from them.
With this, the control center would always have enough
energy to distribute to the consumers at any point in
time as the power from the RESs in the distribution cen-
ter is effectively coordinated. The most effective method
to achieve this control is energy forecasting. To do this,
a regression model is created using historical data col-
lected by sensors (smart meters) at the control center to
intelligently conduct energy forecasting in the D-RES.
This model is then used with an algorithm to ensure the
required control.
The control algorithm
The computers in the MDU uses an algorithm to con-
trol the system. The algorithm takes in three inputs; the
maximum power of the entire D-RES (Pmax), the fore-
casted power for a particular time interval (Ppredicted),
and the minimum power expected from the D-RES
(Pthreshold). The maximum power is the total power form
all the RESs in the main category. This is given by the
sum of all the power generated by the individual RESs in
that category as described in Eq. 3. The forecasted power
is obtained from the trained regression model deployed
on mobile computing devices in the MDU at the edge of
the network. As mentioned earlier, the mobile devices
would use this forecasted energy to make the decision to
either store or withdraw power from the storage
sources.
The algorithm would start by using the regression
model to predict the power for a particular time
interval. This could be for a day, a week, or any time
interval. It then proceeds to evaluate the difference
between the generated power and the maximum
power rating of the D-RES. This difference is then
compared to the threshold value. The computers in
the MDU would calculate the total energy to be out-
putted by the grid, based on whether the power dif-
ference exceeds the threshold or not. The algorithm
is shown in Table 1 below.
The D-RES forecasting The forecasting is achieved by
using DNN since it is not memory intensive and works
well with non-linear data like those form electrical
power systems. Unlike other methods that use metro-
logical data to make the prediction, the DNN in this
study would use historical data to create the forecasting
model. This data is collected by the smart meters in the
control center over a very long period. Nevertheless, the
data consist of two parts; the time stamp and the total
energy from the D-RES at that time. This is then served
to the model which uses the time stamp as inputs and
the generated energy as the label to train a regression
model that can make forecasts for a set time interval.
The resulting model is deployed on the computers in
the MDU where it would be used with the proposed al-
gorithm to administer control to the RESs in the distri-
bution center.
However, like any other machine learning problem,
the performance of the model completely depends on
the quantity and quality of the dataset used, the topology
of the DNN defined by the analyst, and the pre-
processing done on the dataset. The preceding section
describes an experiment for a simulated D-RES
Microgrid.
Experiments and performance evaluation
In this section, an experiment for a simulated distributed
renewable energy source micro-grid (D-RES) would be
carried out using two RESs, one from each of the cat-
egories described in the Electrical Network Topology.
These two sources include solar as the main source and
a micro-hydro dam as the storage source supplementing
the main source.
Experimental setup
The simulated D-RES is made up of a core power with a
group of customers, consisting of housing and industry
as well. The power line is linked to a substation, com-
prising of a high-low voltage transformer and electrical
equipment, such as protection fuses and circuit breakers.
The core apparatuses of the distributed generation are
the grid linked solar photovoltaic (pv) (Liu et al. 2019b)
and the micro-hydro turbine power system, related to
the electric network, via a grid-tie power inverter.
The goal is to use the proposed control scheme and
topology to demonstrate the effectiveness of the D-RES.
The ideal working circumstances are when the solar
photovoltaic system is at full capacity, it transports en-
ergy as output to the grid. A part of this generated en-
ergy is used to store energy in the micro-dam in the
form of hydrostatic potential. However, in the case
where the energy for the main photovoltaic is less than
minimum, the output from the grid would be the com-
bined energy from both the photovoltaic and the micro-
dam RESs. The prediction data is used for handling the
solar photovoltaic and micro-hydro turbine system.
The solar power created in this scenario is written as:
Psolar ¼ ImpVmp⅁inverter ð6Þ
where
 Imp is the current produced in maximum capacity;
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 Vmp the voltage produced at a maximum power
point;
 ⅁inverter represents the effectiveness of the power
inverter;
The equation that involves the power produced by the
micro-hydro turbine is written as:
Phydro ¼ ⅁hydrototalPgQH⅁G=M ð7Þ
where
 ⅁hydrotoal stands for the coefficient of the hydraulic
effectiveness;
 p represents the flow speed;
 ⅁G/M represents the electrical generator effectiveness;
 g represents gravitational speeding up;
 H represents the depth of the penstock
The power that is formed from the activities of the
photovoltaic system when transporting the required
power to pump the water in the reservoir is written
as;
EDG ¼ Psolar þ Phydro
 
Δt ð8Þ
The microcontroller monitoring and control system
collects the data from the current and voltage sensors
and processes it into information (power, energy) for
supplementary analysis and system control. From this
data, the system operator can check for energy pro-
duction and load profiles (Kalogirou 2014; Gligor
2012). The acquired information can be pulled out
and used for the time series forecast in the dedicated
software.
Dataset preparation As mentioned earlier, the regres-
sion models in this study would be trained with histor-
ical data, unlike other research that uses meteorological
data from weather stations. This is because meteoro-
logical data is not easy to obtain and has a lot of quality
issues. Historical data, on the other hand, is readily avail-
able since it is generated from the same power plant.
Nevertheless, the dataset used is from elis (https://bit.
ly/2PEIRNI), a solar power generation company in
Belgium. The company logs the power generated every
day in intervals of 15 min. It consists of the timestamps
and the power generated from the solar plants at the re-
spective intervals.
To train the model, 29,173 readings were used
which represents the power generated by the power
plant from 01/01/2019 to 31/10/2019. However, to
test the model, 2979 readings were used and it repre-
sents new data generated by the same plant during
the month of October 2018. However, missing values
for the generated pv energy in the dataset were re-
placed with their mean. Furthermore, to deal with
outliers, the dataset was scaled and the z-score calcu-
lated for each of the generated pv energy values in
the dataset. A set threshold was then used to identify
outliers and they were also replaced with the mean of
the pv energy data. This dataset is much detailed and
satisfies the quantity and quality property of the data-
set to be used for training the regression model in
this study. Moreover, the figures below show the plot
Table 1 The control algorithm
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of the pv energy dataset over time. Figure 3 shows
the hourly pv energy changes for the system. It is
normally distributed starting with low values during
the early hours, goes up during the day, and then
goes down again as the day ends.
This demonstrates the operation of the solar plant
which produces high energy when the sun is out and
low energy at sunset.
However, Fig. 4 shows the time interval (15 min) that
was used for collecting the data from the pv cells in the
solar plants.
Model training The dataset described above was nor-
malized using the min-max function before sending it
to the model for training. The model is a feed-
forward backpropagation model that takes in four (4)
inputs and gives out one output. The inputs include
the day, month, hour, and minutes which was derived
from the timestamp of the dataset. The output is the
solar energy generated by the pv cells at the respect-
ive time intervals.
However, the model was experimented with several
layers starting from one up to five. This is to show
how the performance of the model was affected by
the number of layers in the neural network. Nonethe-
less, for each architecture, the model was evaluated
using the mean square error (mse) with a batch size
of 60 and 300 epochs. Moreover, adam was the
optimization algorithm selected for this experiment.
Table 2 displayed below shows the mse and the r-
square for each layer added to the model architecture
(Fig. 5).
From the graph, the MSE is seen to reduce as the
number of layers continues to increase. The actual
values were multiplied by 100 to get it on the same
scale as the r-square. The actual values are however
shown in Table 2. The regression, however, remained
constantly at 99% for the entire period indicating that
the model would make a better forecast on a new un-
seen dataset for any number of layers used. However,
the highest level of precision is obtained with five
layers since it shows the lowest error. (i.e. mse =
0.007637)
Fig. 3 Hourly pv energy changes
Fig. 4 Time interval of data collected
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The final experiment was performed with five
layers and the resulting model tested with the test
dataset was mentioned in section 5. Table 3, shows
the full topology of the model describing the number
of neurons and parameters in each layer of the
model.
This model was trained with 1000 epochs and a
batch size of 500. The MSE of the model was re-
corded at the end of each epoch and a resulting
graph of these values was plotted as shown in Fig. 6.
The MSE obtained was 0.009226. This shows that the
model performed well even though it was trained
with historical data.
Test results
The dataset which are records of the power produced
by the same plant for October 2018 was used to test
the model that was trained as indicated above. It con-
tains 2979 readings with the same 15 min’ interval.
Figures 7 and 8 show the graph of the predicted
values VS the original values for the per-minutes and
daily changes of the generated power respectively.
Notice that the model performs well for many of the
data points with very small deviations from the true
value. This can be seen in the daily prediction graph
(Fig. 8).
Conclusion and future works
In this research, a distributed renewable source (D-
RES) micro-grid was successfully created. Electrical
network topology was designed which simplifies the
incorporation of multiple RESs into the D-RES. The
topology is made up of two categories; the control,
and the distribution center. The distribution center
consists of the main and storage category. The main
category serves as the main source of power for the
entire D-RES while the RESs in the storage category
supplements the main RESs. Furthermore, a novel
control algorithm was created that uses a regression
model to implement control to the RESs in the distri-
bution center. The algorithm along with the DNN
model can be deployed on mobile devices in the
MDU which is in the control center of the electrical
network topology.
Finally, two RESs from each category in the distri-
bution center was used to test the proposed D-RES in
this study. A regression model was trained using his-
torical data instead of metrological data, to forecast
the energy for the D-RES. The performance of this
model was proven to depend on the quantity and
quality of the data, as well as the number of layers in
the DNN model.
Table 2 Mse and the regression scores for each layer
Number of Layers Actual MSE Regression scores Scaled MSE
1 0.011767 0.999248 1.1767
2 0.010452 0.999330 1.0452
3 0.009773 0.999373 0.9773
4 0.008652 0.999445 0.8652
5 0.007637 0.999510 0.7637
Fig. 5 A graph showing the mse and regression score for the different number of layers
Table 3 Topology of the model
Model Summary
Layer Name Output Shape # Of Params Trainable
dense_Dense 1 [batch, 30] 150 true
dense_Dense 2 [batch, 50] 1550 true
dense_Dense 3 [batch, 70] 3570 true
dense_Dense 4 [batch, 90] 6390 true
dense_Dense 5 [batch, 1] 91 true
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Fig. 6 Model of the performance graph
Fig. 7 Forecast of solar power changes per-minute
Fig. 8 Forecast of daily solar power changes
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