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Abstract 
This paper presents a simple and competent approach for Human Activity Recognition based on the hypothesis that every 
action/activity has some kind of rotation information with translation. The average energy silhouette images give the structural and 
translation information integrated it with the rotational information. The shape information of the human activities is extracted 
using Edge distribution of Gradients and Directional pixels and orientation information obtained from –transform. The proposed 
method provides the advantage of merging the local and global features of the silhouette and thus provides the discriminative 
feature representation for human activity recognition. The combined information is classified by a multi-class SVM classifier. 
Experimental results on the two publically available datasets i.e. Weizmann and KTH show the superior performance and accuracy 
of our method. 
© 2015 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of organizing committee of the 3rd International Conference on Recent Trends in Computing 
2015 (ICRTC-2015). 
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1. Introduction 
With the advancement in the area of computer vision, the recognition of a human activity from a video or image 
sequence has become the epicenter of research, whose focus is the development of a rugged system which recognizes 
the human action efficiently and accurately. The human activity/action recognition (HAR) presents potential 
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applications such as robotics, smart technologies, surveillance, human-computer interaction etc. Recent surveys 1, 2, 3 
in this field indicates that the different approaches are being used for the human activity recognition i.e. Spatial 
temporal interest points, Point Trajectories, Optical flow, Bag of words, Silhouette models. The recognition of human 
activity from a video (or sequence of images) remains a major challenge as it is dependent upon the complexity of 
background, motion of camera, angular variations, illumination conditions etc. The proposed framework is based on 
the combination of static posture information and rotational features which are extracted from the Binary Silhouettes 
acquired using the texture based segmentation approach. The posture representation is given by average energy 
silhouettes images which represents the global information about the human posture. To extract the static posture 
features, the edge distribution of gradients is used as a local descriptor which is computed on the region of interest 
(ROI) of the image, which helps us to remove the redundant information around the object. Another feature which is 
used to capture the structural information is the Directional pixels which show the variations of sum of pixels in the 
x-y direction. This representation is integrated with rotation information because in every action or activity there is 
always some kind of rotation information like bending of arms or knees while running, walking, jumping etc. 
Therefore, we used the R - transform for the extraction of rotation features from the Binary Silhouettes which is 
invariant to translation and scaling except angular variations in the actions. Previous research4, 5, 6, 7 have proved that 
fusion techniques based on multiple features have superior performance to techniques of individual features. Thus, 
the descriptor formed by the incorporation of the two proposed characteristics for the representation of the human 
action would be more efficient, robust, occlusion free and give us improved accuracy. The contribution of the paper 
is twofold: 
• Development of a novel descriptor by integration of the average energy silhouette posture information and 
orientation features of the human activity. 
• The performance of descriptor is evaluated on publicly available dataset. 
The remainder of the paper is organized as follows: Section II describes the local and global approaches the field 
of HAR. The technical details of the proposed methodology are explained Section III which explains the binary 
silhouette extraction using texture based segmentation, 2D shape feature vectors and rotational information using R -
Transform. Section IV highlights the detailed experimental results. Lastly the conclusion is given and the references 
are cited. 
2. Related Work 
This section briefly describes the previous work in Human Action Recognition (HAR) related to global and local 
feature extraction models with their merits and demerits. Global approaches based on the silhouette images or contour 
of body which gives the shape information, while the local representation works on the small patches which is used 
in object recognition.  
Laptev et al.8 introduced the notion of Interest points for action recognition but it is not stable and effective for 
complex actions. Dollar et al.9 worked on these limitations and proposed the interest points based on the separable 
linear filters. Gorelick et al.10 extended the 2D motion template to 3D space time volume. Niebles et al.11 presented 
the probabilistic Latent semantic analysis (PLSA) and Latent Dirichlet allocation (LDA) models over the space time 
regions but they do not provide temporal and scale invariance. Onofri et al.12 used the combination of HOG with 
Histogram of optical flow (HOF) for the classification of actions based on the subsequences. This method is 
comparatively stable and robust in representation compared to part based models. Zhen et al.13 classified the human 
actions based on the spatial-temporal steerable pyramid (STSP) which is compact in representation and acts an 
effective global descriptor. G. Somasundaram et al.14 introduced spatio-temporal features based on sparse 
representation. This method performs well for large and scale invariant dataset. Shao et al.15 introduced the novel 
Laplacian pyramid coding technique which is independent of tracking of features or localization of STIP’s. Bobick 
and Davis16 used the concept of template representation where they formed MHI/MEI templates for action recognition. 
The representation is simple, but they are dependent upon time parameter, variation of action speed and view 
dependent. Efros et al.17 performs the recognition on low resolution videos by correlating the optical flow 
measurements. Hung et al.18 presented an activity-based human identification approach by using average energy image 
and adaptive discriminant analysis. Ahmad et al.19, formed the silhouette energy images, to differentiate the shape and 
motion properties for human actions recognition. Whytock et al.20 presented a novel action recognition method based 
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on gait-energy image (GEI) and used the histograms of oriented gradients (HOG) as local descriptors. L. Shao et al.21 
proposed the recognition of activities on the combination of motion and shape analysis. Zhang et al.22 used the R -
Transform as a shape descriptor for the representation of HAR and reported that its performance is better for the 
activities having the rotation motion. On similar concept, Khan et al.23 used the R -Transform for representation of 
abnormal human activities and finds the improved and accurate results for the rotation based human activity. 
3. Proposed Method 
The proposed method is based on the integration of local and global information which facilitates the recognition 
of human activity in an effectual mode. The overview of the framework shown in fig. 1. 
The edge distribution of gradients and directional pixels used as local descriptors for the structural information 
obtained through average silhouette energy image. On the other hand, the Ը -Transform gives the global information 
obtained through the Binary silhouettes which represents the rotational information of the activity. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1. Work Flow Diagram of Proposed Methodology. 
3.1. Texture Based Segmentation 
The performance of silhouette based models is dependent upon the quality of extracted silhouettes from 
video/image sequences. In our method, we have proposed the texture based segmentation for the silhouette formation. 
Entropy is one of the important parameter to describe the texture information which is explained by M.Haralick et 
al.24, to describe the complexity of the background. 
¦ ¦ ∈=Δ m n jinm )),(log(),( ε               (1) 
where ¦ ¦ ∇
∇
=∈
m n nm
nm
nm ),(
),(),( , is the probability density function, and (m,n) are the indices of co-occurrence matrix ∇ . 
The neighbourhood filter mask of ሾͻ ൈ ͻሿ is formed for each pixel which applied over the texture images generated 
from the entropy. After the filtering process wiener filter of ሾͳͷ ൈ ͳͷሿ window is used for smoothening of the images.  
These images are filled with grey pixels and further converted to Binary Silhouette images. 
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Fig. 2. Flow Diagram for Extraction of Silhouette using Texture based segmentation of Jogging activity of KTH dataset. 
3.2. Average Energy Silhouette Image 
Bhanu et al.25 introduced the Gait energy image (GEI) concept which is similar to Average silhouette energy image. 
In our method we align the binary silhouettes to a reference point and then compress the sequence into a single image 
based on incremental procedure that takes into account the changes of subsequent silhouettes. The calculation of the 
average energy silhouette image is done as defined by the equation: 
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Where, ‘Ș’ is the duration of frames, ‘Z(x,y,Ȗ)’ defined as Binary silhouette at time instant ‘Ȗ ‘ and x,y, are the pixel 
values respectively. The advantage of using these images is that it removes the time dependency limitations of other 
techniques16 and easily differentiating the similar representation actions of different categories on the basis of the 
intensity of pixel values. 
 
 
 
 
 
Fig. 3. Average Silhouette Energy Images of Human Activity of Weizmann Dataset. Higher Intensity values represent the static motion whereas 
motion in action is represented by the low intensity values. 
3.3. Edge Distribution of Gradient 
The concept of Edge Distribution of Gradients was introduced by the A. Bosch et al.26 in object classification. It 
act as a local descriptor which is applied on region of interest images (ROI) that will give more localized, noise free 
information and structural information about the object. ROI also helps in making these images invariant to scale and 
translational variations and further divided into sub-levels and for each level we compute the orientation of the edges 
at finer scale. It reduces the computational time and complexity of the system. 
3.3.1. Algorithm for Edge Distribution of Gradient 
Step 1: Let v(x,y) represent the average silhouette energy image computed using equation 1. 
Step 2: Select Region of Interest (ROI) and normalize it to the dimension of 50 h50, and let it be represented as:   
r(x,y), where  0İ x,y İ50. 
Step 3: Computation of Edge Distribution vector as follows: 
i) At level-0, the magnitude A(x,y) and orientation O(x,y) at point (x,y) in the image is calculated as 
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where ),( yxRx  and ),( yxRy  denote the gradient of image along x and y directions. Each sub-region is 
quantized into 8 orientation bins (0o−180o) .The obtained feature vector for entire image has a 
dimension of 1×8. 
ii) At level-1, the entire image ),,( φyxl is divided into 4 sub-image regions, and denoted as: 
)},,(),,,(),,,(),,,({),,( 4321 φφφφφ yxpyxpyxpyxpyxl =               (4) 
                    The feature vector is computed as step 3-i, and its dimension is 4 × [1×8]. 
iii) At level-2, each sub-image region is further divided into 4 sub-blocks, and feature vector is computed 
as step 3-ii. The obtained feature vector for 16 sub blocks is 16 × [1×8]. 
Step 4: The feature vector is formed by joining all these levels and represented as: 
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Fig. 4. Edge Distribution representation of (a)one hand wave, (b)bending, (c) jumping jack,(d)running activities at Level2  decomposition. 
3.4. Directional Pixels: 
Directional pixels calculate the sum of the pixel values of the shape representing the action along x and y directions 
and variations of these values store the information about the action. The calculation of pixel values in x-y direction 
is defined by: 
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where ‘m’ and ‘n’ is the rows and columns of the image respectively. The mean is taken to remove the effects of noise 
in x and y direction is thus given by: 
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The obtained feature vector given by, ],[ VHD yxv = . 
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Fig. 5. (a) Shows the average energy images, (b) pixel values variation in the x, (c)  along y direction. 
In figure (5), hand wave activity, peak at the centre shows that more pixel are present as we go column wise (y-
pixel) and as we go from x-axis it represents the presence of more pixels in upper portion (x-pixel).In bending activity 
the major part of the information is present in the lower half of the image and thus the graph shows peaks in the later-
part of the graph. 
This feature information, PEDG and DV is embedded with rotational information of the motion obtained from the 
Binary Silhouette. 
3.5. Rotational Information 
The dynamics of human activity states that any activity/action cannot be possible without rotation and translation. 
Therfore, we used the ℜ  -Transform23 which gives the information about the rotation  of the motion and is used for 
the recogntion of human activty. S. Tabbone et al.27 introduced the ℜ  -transform which is an integral transform of the 
squared values of Radon Transform (RT) which represents the features in reduced 1-D compared to the 2-D 
representation of RT. Radon Transform is defined as the integral of a silhouette image I(x,y) from - to  and gives 
the directional features in the range(00-1790), denoted as: 
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where, (.)δ is the Dirac delta function. ℜ -Transform is defined as: 
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Normalization of ℜ -transform will further improve the resemblance and it represents the features in a compact 
manner: 
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In computation of orientation features, firstly RT is applied to the ROI of binary silhouettes extracted using texture 
based segmentation. This is done only for ‘7’ key frames, selected on the basis of highest energy as discriminative 
feature. These extracted key frames are normalized to fixed size of ሾͷͲ ൈ ͷͲሿ and then RT is applied on these images 
which give directional feature vector matrix ofሾ͹ͷ ൈ ͳͺͲሿ. This 2-D representation of radon coefficients converted 
into 1-D representation using ℜ  -transform which gives ሾͳ ൈ ͳͺͲሿ feature vectors in dimension for single extracted 
key frame. ℜ -Transform on our extracted key frames gives directional feature vector matrix of ሾ͹ ൈ ͳͺͲሿ  in 
dimensions, where rows representing the frames and columns vector define the Ը - coefficients. Normalization will 
be performed according to the equation (10). To reduce the dimension of the features vector obtained from the ℜ  -
Transform, we used the Principal component analysis (PCA) dimension reduction technique so as to get the reduced 
(a) (b) (c)
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discriminative feature vector. The operation of PCA28 reveals the internal structure of the silhouette in a manner that 
efficiently explains the variance in the data. The dominant features of dataset are obtained by solving the Eigen value 
problem of Covariance matrix (C) of the dataset, represented as: 
   
CUUk T=                                                                                                                     (11) 
where, columns of U, ‘ui’, are Eigen vectors.                 
The dimension of ሾ͹ ൈ ͳͺͲሿ feature vectors reduced to discriminative feature vector of size ሾͳ ൈ ͹ሿ with the help 
of PCA. 
3.6. Final Feature Vector 
The size of the feature vector obtained from ‘ PEDG ’ is ሾͳ ൈ ͳ͸ͺሿ vectors and for ‘ Dv ’has size ሾͳ ൈ ʹሿ vectors 
representing mean values for single activity. ℜ  -Transform gives the feature vector after the dimension reduction of 
size [1×7]. Thus, the total length of the final feature vector is theሾͳ ൈ ͹ ൅ ͳ ൈ ͳ͸ͺ ൅ ͳ ൈ ʹሿ. This combined feature 
vector is now used for the classification of the human motion based on the multiclass SVM classifier. 
 
 
 
 
 
 
 
 
 
 
Fig. 6. R-Transform Geometric profile representation silhouette (a) Original Image, (b) Rotated by 30o anticlockwise, (c) Scaled Image, (d) 
Translated Image. 
Fig. 7shows 1D ℜ -Transform geometric profiles of running silhouette, Row 1 shows silhouette images. Row 2 
shows the radon transform and last row represents their R-Transform. Image (b) highlights that changes in the brighter 
regions are more because of variations in values corresponding to projection lines of RT. Thus we can conclude that 
ℜ -Transform shows rotational changes compared to translation and scaled though the magnitude of translated images 
varies compared to scaled image but the signal representation remains the same. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 7. Representation of Ը-transform for different activities: Row 1: 50 ×50 Silhoutte Image, Row 2: Ը-transforms of key frames, Row 3: 3D Ը-
transfrom of sequence. 
 
(c) (d) (b) (a) 
(a) Running (b) Hand wave (c) Clapping (d) Walking (e) Boxing (f) Jogging 
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4. Experimental Results 
The accuracy of the proposed method is done by testing it on the two publically available datasets of Weizmann 
and KTH. To test the feasibility of proposed method, the classification is done using SVM as a multi-class classifier 
with leave-one-out scheme.The advantage of this method is that whole information of dataset is used to calculate the 
precision. The algorithms are performed in MATLAB 2012a, running on a corei5, 1.60GHz Intel processor with 4GB 
RAM. 
4.1. Weizmann Dataset 
This dataset10 captures the human at a frame rate of 15 fps and size of the frame is ͳͶͶ ൈ ͳͺͲ with a total of 90 
videos. The dataset has 9 people, each performing 10 different actions which are categorized as walk, run, jump_jack, 
bend, jump forward on one leg, jump,  jumping in place, sideways jump, one hand wave, two hand wave and as shown 
in fig 8. 
 
 
 
 
Fig. 8. Example of Sample frames from Weizmann Human Action dataset. 
4.1.1. Results on Weizmann Dataset 
In this dataset, the extraction of Binary silhouettes does not pose a great challenge and ℜ -Transform signals 
representations are smooth and variant. The edge distribution of gradients representation of activities is also finer and 
distributed. The recognition rate by the proposed method is 96.64%, pictorial shown in fig. 10(b). 
4.2. KTH Dataset 
This dataset29 has six different activities  that are clapping, boxing,  walking, hand waving, jogging and running, 
and in four different senarios(s1,s2,s3,s4). The videos have frame rate of 25fps and the size of frame is ͳ͸Ͳ ൈ ͳʹͲ 
pixels. 
 
 
 
  
 
 
                      
Fig. 9. Sample images of KTH dataset. 
4.2.1. Results on KTH Dataset 
This dataset has two similar classes of activities i.e. jogging and running which effectively decrease the accuracy 
compared to other activities which are easily distinguishable. Moreover, different scenarios in the activity lead to 
difficulties in the extraction of the silhouettes. The accuracy on the KTH dataset is 90.70% by the multiclass SVM 
classifier and pictorial shown in fig. 10(a). 
 
 
 
 
s1
ƐϮ
Ɛϯ
Ɛϰ
446   D.K. Vishwakarma et al. /  Procedia Computer Science  57 ( 2015 )  438 – 447 
 
 
 
 
 
 
 
 
 
Fig. 10. Plot of recognition accuracy (a) KTH dataset (b) Weizmann dataset. 
 
This accuracy is better as compared to the most of present methods for classification of KTH dataset. We also find 
that the edge distribution plays an important in recognition rate. If we have better distribution around ROI then our 
results further improves. The effect of directional pixels mean value is not so high compared to edge distribution and 
ℜ
 -Transform but the directional variations gives the idea about the representation of posture. 
     Table 1. State-of-art comparison with the techniques of other. 
Method Weizmann Dataset (%) KTH Dataset (%) 
P.Dollar et al.13 85.20 81.17 
Niebles et al.15 90.00 83.33 
Kl¨aser et al.30 84.30 91.40 
T.Y. Hung et al.22 92.50 35.04 
Our Method 96.64 90.70 
5. Conclusion 
This paper proposed a new method for the activity recognition based on the combined information obtained from 
the R-Transform and averaging of the energy silhouette. A feature vector is generated from the averaged energy 
silhouettes using edge distribution of gradients and directional pixels. As the amount of levels increase in the edge 
distribution of gradients vector, we get better-quality of edge distribution and accurate results, but the complexity of 
the system increases because of the increase in number of vector size. The characteristics of edge distribution are also 
dependent on the Region of Interest. The enhanced ROI, i.e. the region with minimal noise, when estimated in the 
image can bestow improve edge distribution of gradients.  The R-Transform is applied to the extracted normalized 
silhouette and then dimension reduction is done to reduce the size of feature vector. This integrated technique supply 
numerous distinctive feature vectors, which escort us to a robust and noise free action recognition model. In the future, 
we would like to work on complex and varied data sets to further check the robustness of the system and to acquire 
better and more accurate results. 
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