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Abstract
We clarify issues of convexity, gauge-dependence and radiative corrections in relation to tun-
neling rates. Despite the gauge dependence of the effective action at zero and finite temperature,
it is shown that tunneling and nucleation rates remain independent of the choice of gauge-fixing.
Taking as a starting point the functional that defines the transition amplitude from a false vac-
uum onto itself, it is shown that decay rates are exactly determined by a non-convex, false vacuum
effective action evaluated at an extremum. The latter can be viewed as a generalized bounce
configuration, and gauge-independence follows from the appropriate Nielsen identities. This holds
for any election of gauge-fixing that leads to an invertible Faddeev-Popov matrix.
1 Introduction
Since the work of Jackiw and Dolan [1, 2], it has been known that the quantum effective action in
gauge theories, and in particular its zero momentum piece, the effective potential, depend on the
choice of gauge-fixing. The effective potential is used to calculate physically meaningful quantities,
both at zero temperature (such as vacuum energies, masses, tunneling rates), as well as at finite
temperature (e.g. critical temperatures in phase transitions and their nucleation rates). Given that
physical observables cannot depend on the choice of gauge, it becomes important to understand how
to extract gauge-independent information from the effective action.
The works of Nielsen, Kugo and Fukuda [3, 4] set the basis for the resolution of these issues,
providing identities that encode the behavior of the effective action under changes of the gauge-
fixing parameter. Originally derived for specific classes of gauge-fixing functions, these identities
have been extended to arbitrary choices of the latter [5, 6] 1. The Nielsen identities imply that the
gauge dependence of the effective action is equivalent to a nonlocal field redefinition. For the effective
potential, in the case of a single scalar field σ, they adopt the form(
ξ
∂
∂ξ
+ C(σ; ξ)
∂
∂σ
)
Veff(σ; ξ) = 0, (1.1)
where ξ is the gauge-fixing parameter, Veff the quantum effective potential, and C(σ; ξ) is a functional
which can be calculated in terms of Feynman diagrams. An immediate consequence of this is that
physical quantities defined at extrema of the effective potential, where ∂Veff(σ; ξ)/∂σ = 0, become
gauge-independent [3,9]. This is the case for vacuum energies, as well as masses of scalar fluctuations
around vacua. However, vacuum expectation values of fields, as well as the values of the effective po-
tential in between minima, remain gauge-dependent and hence unphysical. The Nielsen identities have
been explicitly studied and verified for several theories, both at zero and finite temperature, mostly
for scalar QED in a variety of gauges (see e.g. [9–12, 14–20]), but also in the Standard Model [21].
Being a nonperturbative result, some care has to be taken to define a perturbative counting scheme
such that the identities hold order-by-order. This can happen for example with the vacuum energy in
a truncated perturbative calculation. Given that the minimization conditions may enforce a relation
between powers of the tree-level couplings of the theory that differs from the usual loop counting
(such as in Coleman-Weinberg models of radiative symmetry breaking [22]), some resummation of
loop effects might be needed to explicitly check the gauge independence of the vacuum energy to a
given level of approximation [20,21,23].
The issue of the gauge dependence of vacuum energies and physical masses being solved by the
Nielsen identities, one may worry that the gauge parameter might still work its way into calculations
that depend on the values of the potential away from the vacua, such as tunneling or nucleation
rates. These are needed to tackle important questions in particle physics, such as the stability of the
Higgs vacuum during and after inflation (see e.g. [24–27] for references including discussions on gauge
dependence), or the properties of phase transitions in the early Universe, which can have an impact
on baryogenesis (see [28] for a review). Some important studies of the gauge dependence of tunneling
amplitudes have been done in previous works, using semiclassical techniques and focusing either in
the action of the corresponding Euclidean solution [16,17], or in the determinants of the fluctuations
around the latter [29]. In these works, gauge independence was shown to hold at the lowest nontrivial
orders in perturbation theory for specific theories and choices of gauge-fixing, yet these analyses could
1See also [7–14] for discussions about the validity of the Nielsen identities in a variety of gauges.
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not discard the appearance of gauge dependence at higher orders. Reference [19] found a nonzero
gauge dependence of tunneling rates in the Abelian Higgs model, but this was interpreted as a possible
effect of the breaking of the derivative expansion of the effective action. As a possible solution to
the issue of the gauge dependence of the effective action, which would seem to allow to compute
gauge-independent tunneling rates, Nielsen has advocated [30] for the use of a potential obtained by
performing a field redefinition that compensates the gauge dependence of (1.1). A related simplified
approach, in which the scalar fields in the effective action are canonically normalized by absorbing
field-renormalization factors, was used in [26,27,31]. Still, it remains unclear to see how this redefined
potential could arise in the calculation of tunneling rates from first principles.
The problem of the gauge dependence of tunneling rates is connected to that of including quan-
tum corrections in a consistent manner in the calculation of tunneling amplitudes. In the usual
computations by means of a saddle point expansion of the path integral, the role of the effective
potential –which itself includes quantum corrections– is in principle unclear. This becomes especially
problematic in theories with vacua that only arise radiatively, with the classical potential appearing
inside the path integral having no nontrivial extrema. From early on it was assumed that the right
answer involved using the effective potential, rather than its classical counterpart [32], though it was
not until the work of [33, 34] that the correctness of this procedure was justified in part. There it
was argued that one could compute tunneling rates by doing the usual semiclassical expansion in
an effective theory obtained by integrating out the gauge fields. However, it was also noted in [34]
that the resulting effective potential does not exactly match the full effective potential of the theory,
among other things because it is obtained from connected, rather than one-particle-irreducible Green
functions, and it does not contain fluctuations of the scalar fields. Thus the exact role played by
the effective potential, as well as the consequences of its gauge dependence, remained unclear. Very
recently, a formalism for consistently calculating tunneling rates by performing a saddle point evalu-
ation of the path integral around the quantum, rather than classical path, was developed and applied
in [35–37]. Again, a clear justification for the use of the quantum path, and an understanding of the
ensuing consequences for the gauge dependence of the results when considering theories with gauge
fields, is still missing.
A further puzzle related with the possible role of the effective action in the computation of
tunneling rates is related to its known reality and convexity properties [38]. The convexity (negative
second derivative everywhere) of the effective action implies concavity (positive second derivative
everywhere) of the effective potential, which thus cannot have false vacua. Furthermore, the true
effective potential lacks an imaginary part, which would be associated with an unstable state. This
suggests that another quantum functional must play a role in the calculation of tunneling rates,
such as one of the “localized” effective actions proposed by Weinberg and Wu [39].2 It should
be noted that the assumption that the true-vacuum functional does not play a role in tunneling
rates is implicitly made whenever the rates are computed for unstable potentials without a true
vacuum. Reference [39] constructed a localized effective potential by constraining the size of quantum
fluctuations, and interpreted its imaginary part as encoding the decay probability for the localized
states. However, the implementation of the constraints on quantum fluctuations has ambiguities,
and a higher-order definition is lacking. Well-defined constrained vacuum functionals are used in
lattice theory, as the constraint effective potential used in [40], and introduced in [41]. However, the
constraint effective potential reduces to the usual effective potential in the infinite volume limit, and
2“Localization” refers here to a requirement of a small dispersion in the expectation values of field operators.
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so once more we don’t expect it to play a role in tunneling rates.
To the best of our knowledge, a nonperturbative result concerning the gauge independence of
tunneling rates and their relation to an action functional is lacking. In this paper we remedy this
by providing a simple derivation based on a generalization of Callan and Coleman’s definition of the
tunneling rate [42]. We start by introducing false vacuum functionals associated with the transition
amplitude from a false vacuum onto itself, from which one can derive false vacuum effective actions
which can be understood as a generalization of Weinberg and Wu’s localized functionals. The latter
effective actions remain complex and non-convex3, and their gauge-dependence is encoded by their
associated Nielsen identities. The tunneling rate is then expressed in terms of the imaginary part of
the Euclidean false vacuum effective action evaluated at a generalized bounce solution to its quantum
equations of motion. This validates the approach of [35–37], which is shown to enforce the cor-
rect boundary conditions in the vacuum-to-vacuum path integral. Gauge-independence follows from
the Nielsen identities of the false vacuum effective action, which imply that its value on extremal
configurations does not depend on the gauge parameters.
Much like S-matrix elements are independent of the choice of gauge, and may be calculated with
an arbitrary choice of gauge-fixing, tunneling rates can be computed in any gauge. Nielsen’s field
redefinition for arbitrary gauges can be thought of as a transformation of the fields which takes them to
a reference gauge slice, and is not essential for achieving gauge-independent results. The cancellation
of the gauge dependence is automatic –up to higher order effects in a perturbative truncation– as
long as the effective action is evaluated consistently, including derivative terms.
The organization of this paper is as follows. First we introduce vacuum functionals in section 2.
Section 3 is devoted to effective actions, and section 4 to their Nielsen identities. Finally, tunneling
rates are considered in section 5. Conclusions are drawn in 6.
2 Vacuum functionals
We will start by studying the properties of vacuum functionals defined in terms of path integrals.
These functionals are the vacuum-to-vacuum transition amplitudes in the presence of sources –both
for the true vacuum and for a false vacuum– and their associated effective actions, obtained by means
of Legendre transformations. We will emphasize that decay rates are associated with the false vacuum
functionals, rather than the ones corresponding to the true vacuum of the theory. This explains why
one can consistently consider false vacua and their decay rates, including radiative corrections, despite
the reality and convexity of the true vacuum effective action, which prevent it from playing a role in
the calculation of decay rates.
We will consider a theory with fields labelled in DeWitt’s compact notation [43] as φ ≡ {φj},
with the index j referring to any continuous or discrete degree of freedom, including space-time
dependence. In the presence of a gauge symmetry with a Lie Algebra g spanned by generators
T a, a = 1 · · · dim(g), there will be gauge transformations under which the classical action will be
invariant. These transformations depend on a gauge parameter α = αaT a, and can be written as 4
δφj ≡ D
a
j [φ]α
a. (2.1)
3Throughout this paper, we use the following conventions, matching those in [38]. “Convex”: negative second
derivative everywhere. “Concave”: Positive second derivative everywhere. “Non-convex”: Neither concave nor convex.
4To ease the notation we assume a simple gauge group with a positive definite metric acting on the Lie Algebra, and
work in the basis in which it is given by the identity. Hence we do not need to distinguish between upper and lower
indices in the Lie Algebra, though we keep the distinction in the field indices in DeWitt’s notation.
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Let’s first consider the vacuum-to-vacuum transition amplitude in the presence of a source, Z[J ].
We will assume that the source produces the same perturbation, yielding the same groundstate, at
times t = ±∞. The functional Z[J ] is related by the generator W [J ] of connected amplitudes as
Z[J ] = exp iW [J ]. Introducing a complete basis of Heisenberg-picture, time-independent eigenstates
|q〉 of the field operators φˆ, such that φˆi|q〉 = qi|q〉, the identity operator can be written as
I =
∫
[dq]µ(q)|q〉〈q|, (2.2)
where µ is an integration measure. Using the above spectral decomposition, we may write the
vacuum-to-vacuum amplitude as
Z[J ] = exp iW [J ] = lim
T→∞
〈0|e−iHT |0〉J = lim
T→∞
∫
[dq][dq′]µ(q)µ(q′)〈0|q〉J 〈q|e−iHT |q′〉J〈q′|0〉J
=
∫
[dq][dq′]µ(q)µ(q′)ψJ0 (q
′)ψJ⋆0 (q)
∫ q
q′
[dφ]µ(φ) exp i
[
S˜g[φ; ξ] + Jjφ
j
]
≡ 〈exp[iJjφ
j ]〉.
(2.3)
In the above equation, we remind the reader that the trace over j indices includes an integration
over space-time coordinates. ψJ0 (q) = 〈q|0〉
J can be understood as a field-space wave-function of the
vacuum state in the Heisenberg picture and in the presence of the source J . The integration measure
µ is required to satisfy [6]
µ,jD
aj + µDaj,j = 0. (2.4)
This happens for example in dimensional regularization (DR) with a constant µ, since the Daj are
linear in the fields, and then Daj,j becomes an integral of a constant function which vanishes in DR.
S˜g[φ; ξ] in equation (2.3) is given by the classical action plus a gauge-fixing piece, depending on a
gauge-parameter ξ, on which we will elaborate later. Finally, the notation for the integration symbol
in φ in (2.3) alludes to the fact that the fields must satisfy the following boundary conditions,
lim
t→−∞
φ = q′, lim
t→∞
φ = q. (2.5)
Since the vacuum-to-vacuum transition amplitude is a phase, analytic continuation to Euclidean
time TE = iT allows to define real Euclidean functionals ZE[J ] = expWE[J ], where ZE [J ] can be
identified with the average of a positive function with a real measure. Indeed, doing the analytic
continuation of equation (2.3), one has
ZE [J ] = 〈exp J
iφi〉. (2.6)
From this, using Ho¨lder’s inequality applied to positive functions with a real measure, reference [38]
argued that the generator of connected diagrams WE[J ] = logZE [J ] is a real, concave functional,
i.e. satisfying (1 − α)WE [J1] + αWE [J2] ≥ WE [(1 − α)J1 + αJ2] for 0 ≤ α ≤ 1. Continuing back to
Minkowski space-time, this implies that W [J ] is concave as well.
Typically, it is assumed that the wave-functional of the vacuum peaks around a single point in
field-space, ψJ0 (q) ∼ δ(q − q
J
0 ), so that Z[J ] can be expressed as a single path integral
Z[J ] ≈
∫ qJ0
qJ0
[dφ]µ(φ) exp i
[
S˜g[φ; ξ] + Jjφ
j
]
. (2.7)
4
However, this approximation will fail in the presence of nearly degenerate N multiple vacua, in
which case one expects the true vacuum’s wave-function to peak around the field configurations
qJ,m0 ,m = 1, . . . , N of the local vacua. Since the energies of the vacua depend on the external current,
near degeneracy will always be attained for some value of the current. For example, the classical
potential in the presence of a current is modified to V (φ) − Jiφ
i, so that for different values of J
different vacua will be preferred. For these reasons Z[J ] will be better approximated by a sum of
path integrals, as in
Z[J ] ≈
N∑
m,n=1
Zm,n[J ], Zm,n[J ] = N [J ]mn
∫ qJ,n0
qJ,m0
[dφ]µ(φ) exp i
[
S˜g[φ; ξ] + Jjφ
j
]
, (2.8)
where the N [J ]mn are current-dependent normalization constants related to the size of the peaks on
top of the different vacua in the vacuum wave-function. For values of the current for which there is
a clearly preferred vacuum, one expects a single peak, and so one will recover the usual single path
integral formula. However, this won’t be true for all values of J , and for different values of J the
single-integral limits may come from different path integrals. Explicit calculations in the literature
show that a single path integral fails to yield a concave W [J ], and yet the sum over path integrals
–interpreted in general as a sum over saddle-points– gives a concave W [J ] whenever it is a good
approximation to the full Z[J ] [44–50].5 In the former works it was also shown how in different
regions in J for which one of the vacua is clearly preferred, one recovers single path-integral limits, as
argued before. Here we reinterpret the sum over saddle-points as a sum over peaks of the vacuum’s
wave function.
In the presence of false vacua, apart from Z[J ] one may introduce an analogous functional corre-
sponding to the transition of an unstable state (or false vacuum) onto itself. This functional will play
a role in the definition of the tunneling rate from the false vacuum. Denoting this unstable state by
|F 〉 and its field-space wave-function by ψJF , then we may write, in analogy with equation (2.3),
ZTF [J ] = 〈F |e
−iHT |F 〉J =
∫
[dq][dq′]µ(q)µ(q′)ψJF (q
′)ψJ⋆F (q)
∫ q
q′
[dφ]µ(φ) exp i
[
S˜g[φ; ξ] + Jjφ
j
]
. (2.9)
In the previous formula, for finite values of T the time integrals implicit in the last exponential are
assumed to be taken for −T/2 ≤ t ≤ T/2. Since the state is unstable and decays, the Hamiltonian
acting on it picks an imaginary part, and one cannot obtain a real functional by analytic continuation
to imaginary time. Thus, in contrast to the true-vacuum case, ZTF [J ] cannot be related with an
average of a positive real functional, and one cannot use the arguments of [38] to prove concavity of
W TF [J ] = −i logZ
T
F [J ].
The complex functional ZTF [J ] allows to calculate the decay rate of the false vacuum. The false
vacuum will be an approximate eigenstate of the Hamiltonian, with the corresponding energy eigen-
value picking an imaginary part [42]. Then, considering a normalization such that the energy of the
false vacuum state is zero, ZTF [0] in equation (2.9) can be written as
ZTF [0] = 〈F |e
−iHT |F 〉 ∼ e−iǫV T , (2.10)
5As noted in some of these references, this is similar to the Maxwell construction in Thermodynamics, which gives
a concave free energy as a result of the coexistence of phases; in quantum field theory one gets a concave effective
potential as a result of quantum superposition.
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where ǫ denotes the false vacuum energy density. An instability is signalled by an imaginary part of
ǫ, which yields an associated decay rate
γ = −2 Imǫ = − lim
V,T→∞
2
V T
Re (logZTF [0]). (2.11)
Note that an unstable vacuum is associated with an imaginary W TF [0] = −i logZ
T
F [0], in contrast
to the true-vacuum functional W [0] which remains real. Again, whenever the false vacuum’s wave-
function peaks at a field configuration qF , one may approximate Z
T
F [J ] by a single path integral,
ZTF [J ] ≈
∫ qJ
F
qJ
F
[dφ]µ(φ) exp i
[
S˜g[φ; ξ] + Jiφ
i
]
. (2.12)
As was commented in regards to equation (2.8), a single path integral will fail to yield a concave
functional W TF [J ], as is expected for the false vacuum.
Before moving on to the construction of effective actions, some comments are in order. Our
definition of the tunneling rate from the false vacuum functional is slightly different from Callan
and Coleman’s [42]. These authors start with the transition amplitude 〈q′, t′|q, t〉 between generic
eigenstates of the field operators. When inserting the identity operators expressed as a sum over
projectors into the energy eigenstates, it is argued that in the T →∞ limit the transition amplitude
is dominated by the exponential with minimum energy, which they associate with the false vacuum.
This procedure is sometimes questioned, as the T → ∞ limit could pick up the true-vacuum state
rather than the false vacuum. Here we avoid the problem by starting with the transition amplitude
of the false vacuum onto itself, rather than a generic state |q〉. The false vacuum is an approximate
eigenstate of the Hamiltonian, and thus its overlap with the true vacuum is suppressed, (going to
zero as the false vacuum becomes long lived) and one cannot argue that in the infinite time limit
one is left only with the contribution from the energy of the true-vacuum. In the single-path integral
approximation, one is effectively considering an amplitude of the form 〈qF , t
′|qF , t〉, but now |qF , t〉
is not a generic state, but rather one with a maximum overlap with the false-vacuum. Furthermore,
the true-vacuum cannnot contribute a real part to logZTF , and so by restricting to Re logZ
T
F and
then taking the T →∞ limit, it is ensured that only the false-vacuum can contribute. Note also that
although ZTF goes to zero at T → ∞, because the false-vacuum decays, its logarithm does not, and
thus (2.11) is a sensible definiton.
3 Effective action functionals
From the above vacuum functionals, one may construct effective action functionals that depend on
the mean fields by performing Legendre transformations. The usual mean field φ¯j ≡ 〈φj〉
J represents
the expectation value of the field φj in the groundstate and in the presence of a source, and is defined
as
φ¯i = 〈φi〉
J =
δW [J ]
δJ i
= e−iW
N∑
m,n=1
N [J ]mn
∫ qJ,n0
qJ,m0
[dφ]µ(φ)φi exp i
(
S˜g + J
jφj
)
, (3.1)
where we have used the approximation of equation (2.8), in which the vacuum functional is given
by a sum of path integrals with boundary conditions determined by the N peaks of the vacuum
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wave-function. One may also define a false vacuum mean-field φ¯TF , which, using the approximation
(2.12), will be given by
φ¯TF i = 〈φi〉
J
F =
δW TF [J ]
δJ i
= e−iW
T
F
∫ qJF
qJ
F
[dφ]µ(φ)φi exp i
(
S˜g + J
jφj
)
. (3.2)
The effective action Γ is given by
Γ[φ¯] =W [J ]− Jj φ¯
j , (3.3)
where it is understood that the mean fields and the sources are related by the following identities,
φ¯j =
δW [J ]
δJ j
, Jj = −
δΓ[φ¯]
δφ¯j
≡ −Γ,j. (3.4)
If the vacuum functional can be written as in equation (2.8), it can be seen that Γ may be implicitly
defined by the following sum of path integrals (where we generalize the single path-integral results of
references [51–53] to account for a multi-peaked vacuum wave-function)
exp iΓ[φ¯; ξ] =
N∑
m,n=1
Nmn[Γ,j]
∫ qJ,n0 −φ¯∞
qJ,m0 −φ¯∞
[dφ]µ(φ) exp i
[
Sg[φ¯, φ; ξ] − Γ,j[φ¯; ξ]φ
j
]
. (3.5)
Note how the boundary conditions in the sum of path integrals depend on the combinations qJ,m0 −φ¯∞,
where φ¯∞ represent the limiting values of φ¯ at t → ±∞ (we are considering sources which lead to
the same groundstate at those times). This arises after performing field-redefinitions inside the path
integrals that define Z[J ], which is reflected by the change in notation in Sg, such that Sg[φ, φ¯; ξ] =
S˜g[φ¯+ φ; ξ], with S˜g appearing in equations (2.3), (2.8), (2.9), (2.12), (3.1), (3.2). Given the relation
between J and φ¯ enforced by equation (3.4), the qJ,m0 can be expressed as a function of the mean field
φ¯. Using the definition (3.3) of the effective action, it can also be seen that (3.1) can be rewritten in
terms of Γ as
φ¯i = 〈φi〉
J = e−iΓ
N∑
m,n=1
Nmn[Γ,j]
∫ qJ,n0
qJ,m0
[dφ]µ(φ)φi exp i
[
S˜g[φ; ξ]− Γ,j(φ
j − φ¯j)
]
. (3.6)
Given the concavity of W [J ], δW/δJ has a monotonous dependence on J and is thus a single-valued
functional. This implies that Γ˜[J, ϕ¯] ≡ W [J ] − Jϕ¯, when considered as a function of J for a fixed ϕ¯
(with J and ϕ¯ unrelated), is concave and has a unique minimum at J satisfying δW/δJ = ϕ¯, so that
Γ[φ¯] = min
J
Γ˜[J, φ¯]. (3.7)
From this one can infer that Γ[φ¯] is itself a convex functional of φ¯ [38]. For a constant field φ¯, the
effective potential is defined as
Γ[φ¯] = −
∫
d4xVeff [φ], (3.8)
which implies that Veff is a concave functional. In summary, we have thatW [J ] is a concave functional,
Γ[φ¯] is convex, and Veff(φ¯) is concave. As noted by Weinberg and Wu in reference [39], the latter
property is not in contradiction with the existence of false, unstable vacua, which in principle require
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a potential with alternating positive and negative second derivative. The reason is that the effective
potential evaluated at a field-value φ¯ captures the minimum amount of work needed to change the
groundstate of the system in the presence of a current enforcing a groundstate expectation value
〈φ〉 = φ¯(J) [54]. Equivalently, the effective potential can be understood in terms of the minimum
energy density of states |s〉 with 〈s|φ|s〉 = φ¯ [39]. This does not capture the energy density of
unstable vacua, but rather that of the true vacuum. This should be clear from the construction
of the true-vacuum effective action starting from the transition amplitude of the true vacuum onto
itself. The crucial difference between the cases of the true and false vacuum can be nicely understood
from equation (3.5), showing that the true effective action implies summing over sectors in which the
wave-function of the true vacuum has a peak. In contrast, usual perturbative calculations rely on a
single path integral, which, in the presence of false vacua, will only capture a partial contribution to
the effective action, and thus fail to yield a convex result. A relevant example is the evaluation of
the Standard Model’s effective potential, which for the central values of the Higgs and top masses
measured by experiments exhibits an instability, and turns out to be complex and non-convex (see for
example [55]). The connection between the unstable one-loop effective potential effective potential
and Weinberg and Wu’s local effective action was already pointed out in reference [56].
Coming back to the relation between the effective potential and the energy density of quantum
states, we would like to remark that, as noted by Weinberg and Wu, one may identify the usual
calculations of the effective potential with a minimization of the energy density of states further
constrained to have a small dispersion (and in this sense required to be “local”). In this way, the
minimization selects false vacuum states rather than the true vacuum. In the present discussion this
can be immediately understood from the fact that a single path integral with boundary conditions qJ,m0
corresponds to wave-functions peaking at qJ,m0 , which gives a simple functional-integral interpretation
of Weinberg and Wu’s “localized” effective potential. As was said earlier, it has been shown in
explicit calculations in a variety of works that summing over different path integrals (or equivalently
expanding around different saddle-points) it is possible to obtain a concave effective potential [44–50].
Here we have argued that this sum can be understood as a consequence of a multi-peaked vacuum
wave-function. The usual constructions of concave potentials involve only summing over the diagonal
m = n contributions in equation (3.5), while our line of reasoning calls for including additional sectors
with mixed boundary conditions, corresponding to tunneling effects between the local vacua. These
tunneling effects, however, can be nonperturbatively suppressed with respect to the perturbative
contributions of the m = n sectors; the situation would be analogous to the inclusion of instanton
corrections in gauge theories, corresponding to tunneling in between topological vacua.
As should be clear from the previous discussions, the real, convex functional Γ cannot play a
role in the computation of tunneling rates. However, one may construct an alternate effective action
from the false vacuum transition amplitude ZTF [J ], and this new functional, being neither convex nor
real, will turn out to play a crucial role for tunneling rates. Moreover, it will be closely related to
the usual perturbative evaluations of the effective action yielding complex, non-convex results, as in
the Standard Model. In analogous manner to the definition of Γ, one can define the false vacuum
effective action ΓTF as the Legendre transformation of the false vacuum functional W
T
F [J ]. Note that
such a definition assumes a well-defined relation between a source J and a false vacuum mean field
φ¯TF . It has been argued that this can be problematic for a non-convex W
T
F [J ] –or rather, when there
are multiple vacua– since φ¯TF (J) and W
T
F [J ] may be multivalued at the classical level [44], with the
multivaluedness arising from the existence of the different classical vacua in the presence of a source.
Classical multivaluedness of φ¯TF (J) is, however, not a problem at the quantum level, when one sums
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over field configurations. Even for a non-convex W TF [J ], this gives a well-defined φ¯
T
F (J) = δW
T
F [J ]/δJ
(see (3.4)) as expected from the physical intuition that an external current has a well-defined effect
on the system. Indeed, denoting the false vacuum state in the Schro¨edinger picture as |F, t〉, φ¯TF is
defined in terms of J as
φ¯TF (J) =
〈F, T |φ|F,−T 〉J
〈F, T |F,−T 〉J
. (3.9)
At the level of the path integral definition in (3.2), φ¯TF (J) only picks up fluctuations associated with
the false vacuum, as is clear from the boundary conditions in the integral. In the case of the true
vacuum mean field, it is also well defined at the quantum level, as again φ¯ is unambiguously defined
as an expectation value in the true-vacuum. However, in this case one may have to sum over different
path integrals which capture the different classical branches of the relation between the mean field
and the current, as in equation (3.1).
Despite the well-defined φ¯TF (J), the existence of a well-defined inverse function J(φ¯
T
F ) is however
not guaranteed, given the non-monotonic behavior of δW TF [J ]/δJ . In this case J(φ¯
T
F ) will have
different branches corresponding to the different vacua, and it has to be ensured that one picks out
the branch corresponding to the false vacuum. Again, this is enforced by appropriate boundary
conditions. In this way, in the single integral approximation of equation (2.12), ΓTF is implicitly
defined by
exp iΓTF [φ¯F ; ξ] =
∫ 0
0
[dφ]µ(φ) exp i
[
Sg[φ¯F , φ; ξ] − Γ
T
F,j[φ¯F ; ξ]φ
j
]
. (3.10)
The zero boundary conditions can be explained as follows. We are assuming that the source enforces
the same false vacuum state at t = ±T/2, so that the mean field will approach the same value φ¯0 at
these times. In a single-path integral approximation, the false vacuum wave-function in the presence
of a source is then expected to peak at this mean value, i.e. qJF = φ¯0. The boundary conditions of
the path integral in equation (3.10) are the analogues of those in (3.5), but with the qJ,m0 reduced to
a single qJF , giving q
J
F − φ¯0 = 0.
Since W TF [J ] is non-convex, it follows that the resulting effective potential VF eff (defined similarly
to (3.8)) will be non-convex, and is expected to have a local minimum related with the false vacuum.
In fact ΓF can be understood as one of the aforementioned Weinberg and Wu’s “local” functionals,
corresponding to choosing a “wrong” minimization branch in equation (3.7). Locality, which in
reference [39] was enforced with a restriction in the dispersion of field operators, follows here from
the restriction to false vacuum boundary conditions in the path integral. The “wrong minimization
branch” alludes to choosing the false vacuum state rather than the true vacuum; in our path integral
definition, this is again a consequence of the boundary conditions. When performing the Legendre
transformation, the former picks out the branch of the multivalued function J(φ¯) that corresponds
to the false vacuum state.
4 Nielsen identitites
Once we have defined the effective action functionals Γ and ΓF , we may further specify the terms
appearing inside the path integrals, and study the gauge dependence, following the treatment of
reference [6]. In equations (3.5), (3.10), Sg[φ¯, φ; ξ] corresponds to the gauge-fixed action, given by the
sum of the usual classical action evaluated on φ¯+φ, plus a gauge-fixing term Sgf [φ¯, φ; ξ], and a ghost
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term Sgh[φ¯, φ, c¯, c; ξ] depending on additional Grassmannian ghost fields c¯, c. These contributions
adopt the form
Sg[φ¯, φ; ξ] =S[φ¯+ φ] + Sgf [φ¯, φ; ξ] + Sgh[φ¯, φ; ξ],
Sgf =
∫
dDx
1
2ξ
FaFa,
Sgh =
∫
dDx c¯aHab cb,
(4.1)
where, using the notation of (2.1) and omitting the dependence on the fields,
Hab = F a,kD
bk. (4.2)
In the identities (4.1) and (4.2), Fa is the gauge-fixing function, which for example has the form
Fa = ∂µA
a
µ in Fermi gauges (A
a
µ being the gauge field) though more generally it may depend on
scalar fields and their expectation values, as in Rξ gauges.
The Nielsen identities for the effective actions can be derived by studying how the contributions
inside the path integrals are modified under changes of ξ. Assuming for simplicity that Fa is indepen-
dent of the gauge-fixing parameter (the result for the general case will be given later) and considering
an infinitesimal change of ξ, the only contribution inside the path integral that is modified is Sgf ,
δξSgf = −
dξ
2ξ2
∫
dDxFaFa, (4.3)
while under an infinitesimal gauge transformation with parameter dα it behaves as
δαSgf =
1
ξ
∫
dDxFaFa,jD
bjdαb =
1
ξ
∫
dDxFaHabdαb. (4.4)
As noted in [6], the effect of the transformation in (4.3) can be compensated by appropriately engi-
neering a gauge transformation as in equation (4.4). This happens for a choice of gauge parameter
dα =
dξ
2ξ
H−1F ≡
dξ
2ξ
GF , (4.5)
where we defined G = H−1. This gauge transformation does not necessarily leave the path-integral
measure invariant; however, as seen in [6], the corresponding Jacobian exactly cancels the variation
of the ghost action Sgh, as long as the measure satisfies (2.4). This may be most easily checked by
writing the exponential of the ghost integral as a determinant,∫
[dc¯][dc]µ(c¯, c) exp iSgh = detH = exp tr logH, (4.6)
where the trace affects the discrete and spacetime indices of the operator H of equation (4.2). Under
the gauge transformation with parameter (4.5), the classical action S[φ] remains invariant.6 Therefore,
after combining a variation of ξ with a field redefinition given by the gauge transformation of (4.5),
the net effect in equations (3.5), (3.10) is simply a change in the source term, e.g. −Γ,j[φ¯; ξ]φ
j .
Focusing on Γ, we may add a further transformation φ→ φ− φ¯, so as to be able to identify operator
averages as in (3.6). A subtlety is that the boundary conditions in the path integrals could themselves
6In case of a finite value of T , this requires identical boundary conditions for the fields at t = ±T/2 in order to allow
integration by parts.
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depend on the gauge parameter, and they are affected by the gauge transformation (4.5). However,
it can be easily seen that the path integrals in the m = n sectors are stationary with respect to
infinitesimal variations of the boundary conditions, given that the latter are identical for t = ±T/2.
The variations of them 6= n sectors cancel in pairs if Nmn = Nnm. TheNmn are related to areas of the
vacuum wave-function under its peaks, and thus should be gauge-independent given their probabilistic
interpretation; for simplicity we will omit in the following their dependence on the current Γ,j. Going
beyond the discrete sum approximation of equation (2.8), the variations in the boundary conditions in
the φ path integrals under the gauge transformation of equation (4.5) can be absorbed by redefining
the q, q′ variables, which should not affect the value of the vacuum wave-function, which should be
gauge-invariant. With the previous discussion in mind, we can just ignore the effect of infinitesimal
changes in the boundary conditions and write, in the discrete sum approximation (although a similar
result will hold for the full effective action)
exp iΓ[φ¯; ξ + dξ] =
∑
m,n
Nmn
∫ qJ,n0
qJ,m0
[dφ]µ(φ) exp i
[
S˜g[φ; ξ]− Γ,j[φ¯; ξ + dξ](φ
j − φ¯j)−
dξ
2ξ
Γ,j[φ¯; ξ]D˜
aj G˜abF˜b
]
,
(4.7)
where we have ignored contributions of higher order in dξ where appropriate, and D˜aj , G˜
ab and F˜b
are obtained from Daj , G
ab and Fb after substituting φ→ φ¯− φ. For an infinitesimal dξ this implies
∂
∂ξ
Γ =− e−iΓ
∑
m,n
Nmn
∫ qJ,n0
qJ,m0
[dφ]µ(φ)
(
∂
∂ξ
Γ,j(φ
j − φ¯j) +
1
2ξ
Γ,jD˜
aj G˜abF˜b
)
exp i
[
S˜g − Γ,j(φ
j − φ¯j)
]
= −
〈
∂
∂ξ
Γ,j(φ
j − φ¯j) +
1
2ξ
Γ,jD˜
aj G˜abF˜b
〉
, (4.8)
where we used the definition of average of equation (3.6). Using that for the mean field one has
〈φ¯− φ〉 = 0 (see (3.6) and (3.1)), then the effective action satisfies
ξ
∂Γ
∂ξ
[φ¯; ξ] + Γ,j[φ¯; ξ]K
j [φ¯, ξ] = 0, (4.9)
with
Kj[φ¯; ξ] =
〈
1
2
D˜aj G˜
abF˜b
〉
. (4.10)
Equation (4.9) is the well-known Nielsen identity of the effective action7, expressing the fact that the
gauge dependence amounts to a nonlocal field redefinition given by K in (4.10). Although in our
derivation we assumed that Fa did not depend on ξ, it can be seen that if this assumption is relaxed,
the formula for Kj becomes
Kj[φ¯; ξ] =
〈
1
2
D˜aj G˜
abF˜b − ξD˜aj G˜
ab ∂F˜
b
∂ξ
〉
. (4.11)
7The expression for the Nielsen identities in [6] involves Daj , G
ab and Fb, rather than their counterparts with tildes.
This is because we defined the gauge-fixing function within the path integral in (3.5), while Kobes et al’s starting point
in reference [6] is obtained from (3.5) after the field redefinition φ → φ − φ¯. Our choice allows to make a more direct
contact with the path integral defining the tunneling rate, and its gauge-fixing.
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As stressed in [6], the gauge-fixing function was kept arbitrary throughout the derivation, the only
requirement being that the Faddeev-Popov matrix H of (4.2) has a well-defined inverse G.
An immediate consequence of the Nielsen identity is that the value of the effective action on the
solutions to the equations of motion,
Γ,i[φ¯; ξ ] = 0, (4.12)
is gauge-independent. We may further use (4.9) to understand how the solutions to (4.12) are affected
by a change of the gauge parameter [3]. Let’s assume that ϕ(ξ) solves (4.12) for a given ξ. Then,
taking a functional derivative with respect to φ¯i in (4.9) and imposing (4.12) one gets(
ξ
∂
∂ξ
+Kj
δ
δφ¯j
)
Γ,i[φ¯; ξ]
∣∣∣∣
φ¯=ϕ(ξ)
= 0. (4.13)
On the other hand, if ϕ(ξ) solves (4.12) for all ξ, one should have
ξ
d
dξ
Γ,i[ϕ(ξ); ξ] =
(
ξ
∂
∂ξ
+ ξ
dϕj(ξ)
dξ
δ
δφ¯j
)
Γ,i[φ¯; ξ]
∣∣∣∣
φ¯=ϕ(ξ)
= 0. (4.14)
Comparing equations (4.13) and (4.14) allows to conclude that the solutions to the quantum equations
of motion lie along the characteristic curve
ξ
dϕi(ξ)
dξ
= Ki[ϕ(ξ); ξ]. (4.15)
The previous results imply that the vacuum-to-vacuum amplitude in the absence of sources is also
gauge independent, since Z[0] = exp iW [0] = exp iΓ[ϕ(ξ)], where ϕ(ξ) is an extremum satisfying
Jj = −Γ,j[ϕ(ξ)] = 0.
The previous derivation of the Nielsen identities can be repeated for the false vacuum effective
action functional ΓTF , with the result
ξ
∂ΓTF
∂ξ
[φ¯; ξ] + ΓTF,j[φ¯; ξ]K
j
F [φ¯, ξ] = 0, KFj[φ¯; ξ] =
〈
1
2
D˜aj G˜
abF˜b − ξD˜aj G˜
ab ∂F˜
b
∂ξ
〉
F
, (4.16)
where in this case the false vacuum average can be written as
〈O〉F = e
−iΓTF
∫ qF
qF
[dφ]µ(φ)O exp i
[
S˜g[φ; ξ] − Γ
T
F,j(φ
j − φ¯j)
]
. (4.17)
Once more, it follows that the false vacuum effective action is gauge-independent at its extrema, and
the analogue of equation (4.15) holds for the extremal configurations.
5 Tunneling rates
From the definition of ΓTF as the Legendre transform ofW
T
F one may write the false vacuum transition
amplitude in terms of an extremal value of ΓTF ,
ZTF [0] = exp iΓ
T
F [ϕF (ξ)], with Jj = −Γ
T
F,j[ϕF (ξ)] = 0. (5.1)
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This implies that ZTF [0] is gauge-independent. From this it automatically follows that the decay rate
is gauge-independent as well, as a consequence of equation (2.11). The formula for the decay rate
can be rewritten as
γ = lim
V,T→∞
2
V T
ImΓTF [ϕF (ξ)]. (5.2)
Note that the tunneling rate is associated to an imaginary part in the false vacuum effective action,
which, in contrast to the true-vacuum effective action, is complex rather than real.
The result of equation (5.1) can also be obtained by following a derivation closer to [42], paying
particular attention to boundary conditions. The resulting expressions will be valid whenever equa-
tion (2.12) holds. Let’s assume that a local non-convex effective action ΓTF has been constructed,
whose effective potential shows the appearance of a false vacuum configuration φ = qF . The latter
corresponds to a local minimum of the effective potential VF eff , satisfying
∂VF eff(φ; ξ)
∂φi
∣∣∣∣
φ=qF
= 0. (5.3)
Note that, given the gauge dependence of Veff, encoded by the Nielsen identities, qF is itself gauge
dependent. Callan and Coleman write the vacuum-to-vacuum transition amplitude as
ZTF [0] = 〈qF |e
−iHT |qF 〉 =
∫ qF
qF
[dφ]µ(φ) exp iS˜g[φ; ξ], (5.4)
where, as we discussed at the end of section 2, it is implicitly assumed that the wave-function of
the false state |F 〉 overlaps maximally with the configuration qF , as we have assumed earlier, and as
follows from comparing (5.4) with (2.10). To simplify the treatment of the gauge-dependent boundary
conditions, we may rewrite the fields as
φ = ϕF (ξ) + ρ, (5.5)
where ϕF (ξ) is a fixed configuration satisfying equation (4.12), with boundary conditions
lim
t→±T/2
ϕF = qF , (5.6)
while the field ρ goes to zero at t = ±T/2.
Then the path integralW TF [0] can be rewritten, adding a zero contribution depending on Γ
T
F,j[ϕF ; ξ]ρ
j =
0,8
ZTF [0] =
∫ 0
0
[dρ]µ(ρ) exp i
[
S˜g[ϕF (ξ) + ρ; ξ]− Γ
T
F,j[ϕF (ξ); ξ]ρ
j
]
. (5.7)
As said before, S˜g[φ; ξ] includes the classical action S[φ], and thus the argument of the exponential
in equation (5.7) involves S[ϕF (ξ) + ρ], exactly as in the case of the path integral that defines the
effective action evaluated at ϕF (ξ) (see (3.10) and (4.1)). Furthermore, the zero boundary conditions
in the integral of (5.7) match those of the definition of ΓTF in (3.10). Thus, we recover the relation
between ZTF [0] and Γ
T
F of equation (5.1), identifying the extremal configuration as one that satisfies
(5.6). Note that consistency with equation (5.1) demands the gauge-fixing in the path integral in
8Recall that ϕF (ξ) is chosen to satisfy the quantum equations of motion Γ
T
F,i[ϕF (ξ); ξ] = 0.
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(5.7) to be the same as the one used to calculate the effective action ΓTF in (3.10) and determine the
boundary condition qF by means of equation (5.3). This also follows from the fact that using the
gauge-dependent ϕF (ξ) in the path integral (5.7) is implicitly assuming that the gauge-fixing enforces
the fields to belong to the same slice in the space of orbits of gauge transformations that was chosen
for the effective action. As a consequence of this, in the path integral in equation (5.4), prior to
the field redefinition in (5.5), the correct choice of gauge-fixing function will seem unconventional,
obtained from the one used in the effective action ΓF in equation (3.10) by setting φ¯ → ϕ(ξ) and
substituting φ→ φ−ϕ(ξ). The need for such a particular gauge-fixing is possibly the reason that the
issue of the gauge dependence of tunneling rates has remained obscure for some time. The choices
of gauge-fixing become more transparent when comparing path integrals in terms of fields satisfying
identical boundary conditions (φ → 0 at t → ±∞) as in equations (3.10) and (5.7). If the path
integral of equation (5.7) were to involve a gauge-fixing function Fˆ different than the function F
used in the calculation of ΓF and its extremal configuration ϕ(ξ), gauge independence would be lost.
Dropping the T ′s to unclutter the notation and denoting quantities evaluated in different gauges with
a superscript F or Fˆ , in this case we would have that ϕF (ξ) would not be an extremum of ΓFˆF . Using
the Nielsen identity (4.16), it follows that the false vacuum transition amplitude ZFˆFF [0] ≡ exp iΓ
Fˆ
F [ϕ
F ]
would satisfy
ξ
d
dξ
ZFˆFF [0] = iZ
FˆF
F [0]
(
ξ
∂
∂ξ
ΓFˆF + ξ Γ
Fˆ ,j
F
dϕFj (ξ)
dξ
)
= iZFˆFF [0] Γ
Fˆ ,j
F
(
KFj −K
Fˆ
j
)
, (5.8)
which is nonzero unless Fˆ = F .
The reader may have noted that, while the usual perturbative calculations of tunneling rates
involve an exponential of the classical bounce action, such contribution cannot be readily identified
in equation (5.2). The underlying reason is that the extremum of ΓF is not unique, and a sum over
extremal configurations is needed. The origin of this exponential can be made more transparent by
modifying the derivation following equation (5.4). First, let’s consider T →∞, as is appropriate for
computing the tunneling rate with the formula (5.2). Then one may notice that the fields satisfying
the boundary conditions in the path integral in (5.4) belong to different classes, labelled by the
number of times they “bounce” from qF to itself between t = −∞ and t = ∞. Dropping T out of
the notation, we might then express ZF [0] ≡ Z
∞
F [0] in (5.4) as a sum of path integrals Z
(k)
F over the
different sectors, with boundary conditions qkF for each number k of bounces. The Legendre transform
of each Z
(k)
F , associated with time-dependent sources J
(k) which give rise to expectation values of the
fields inside the k-th class, will define a functional Γ
(k)
F of the form
exp iΓ
(k)
F [φ¯] =
∫ 0
0
[dφ]k µ(φ) exp i
[
Sg[φ¯, φ; ξ]− Γ
(k)
F,j[φ¯; ξ]φ
j
]
, (5.9)
where [dφ]k denotes that the fields φ + φ¯ are restricted to the k-th class.9 Each Γ
(k)
F satisfies a
Nielsen-identity analogous to (4.16), with the averages defined by path integrals within the k-th
class.10 Within each sector one may define extremal configurations ϕk(ξ) satisfying Γ
(k)
F,i[ϕ
k(ξ)] = 0,
and such that Γ
(k)
F [ϕ
k(ξ)] is gauge-independent as a consequence of the corresponding Nielsen identity.
In analogy with equation (5.5), when expressing ZF [0] as a sum of path integrals, we may rewrite the
9Meaning that φ bounces back and forth from zero k times.
10As the boundary conditions did not play a role in the derivation for the Nielsen identities for Γ and ΓF , one can
follow the same reasoning to get identities for Γ
(k)
F .
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fields inside each sector as φ = ϕk(ξ)+ ρ, where the extremal configuration ϕk satisfies the boundary
conditions (5.6), and with the additional constraint that ϕk bounces k times from the vacuum to
itself. Then we may write
ZF [0] =
∑
k
∫ 0
0
[dρ]kµ(ρ) exp i
[
S˜g[ϕ
k(ξ) + ρ; ξ]− Γ
(k)
F,j[ϕ
k(ξ); ξ]ρj
]
=
∑
k
exp iΓ
(k)
F [ϕ
k(ξ)], (5.10)
where the last identity follows from equation (5.9) and the previous argument establishing that the
gauge-fixing in S˜g[ϕ
k(ξ) + ρ; ξ] has to be the same as in Sg[ϕ
k(ξ), φ; ξ]. The Γ
(k)
F are related to the
Z
(k)
F as follows,
Z
(k)
F [0] = exp iΓ
(k)
F [ϕ
k(ξ)]. (5.11)
In order to perform the sum in k in (5.10), we can resort to the same arguments that were used
in [42] to show that the contributions of the ordinary semiclassical k-bounce solutions exponentiate.
The quantum equations of motion are invariant under time translations, and if the bounces are
infinitely separated, then the boundary conditions for a k-bounce are also invariant under a finite
shift in the time coordinate. Thus, time translations of the individual bounces within a k-bounce
also solve the quantum equations of motion. This implies that fluctuations of ρ given by arbitrary
time translations of ϕk in (5.10) have identical contributions to the path integral. We can define
the functional integration on each sector k as an integration over k time translations accompanied
by a product of k functional integrations of field excitations with time coordinates restricted to lie
around the timestamps t1 < t2 < · · · tk−1 of the centers of the bounces. From the previous arguments
it follows that the integration over time translations for each bounce simply leads to an overall
constant, ∫ T/2
−T/2
dt1
∫ T/2
t1
dt2 · · ·
∫ T/2
tk−1
dtk =
T k
k!
. (5.12)
The remaining functional integrations over the time-constrained field excitations factorize. This is
because for a fixed choice of the tk, the time integration in S˜g can be written as a sum of integrals
that only depend on the field excitations within each time interval. The factorized contributions
correspond to path integrals of fluctuations (excluding time translations) around a single bounce.
Now, since in equation (5.12) we are integrating over the location of the timestamps, it follows that
for a given factorization the time intervals centered around the tk are not necessarily identical, so
that the factorized path integrals are in principle different. However, all the bounces approach the
constant field configuration qF at the endpoints of the time intervals, so that the ambiguities coming
from the lengths of the time intervals will disappear if the fluctuations around these endpoints do not
contribute. This is guaranteed if the false vacuum effective potential satisfies VF eff [qF ] = 0. Indeed,
the contributions of the field fluctuations over a time stretch Tˆ in which ϕk(ξ)(t) = qF have the form
of a vacuum transition functional Z TˆF [qF ] defined over the interval Tˆ . Z
Tˆ
F will have an associated
effective action, which will approach ΓF for Tˆ → ∞, and of which the constant configuration qF is
an extremum. Using the same arguments that led to equation (5.1), and recalling that the effective
potential is the zero-momentum piece of the effective action, one would conclude that the contributions
of fluctuations around the constant field configurations at the endpoints in between bounces are
given by factors of the form Z TˆF [qF ] ∼ exp iΓF [qF ] = exp(−iV Tˆ VF eff [qF ]) = 1, where V represents
spatial volume, and we used the normalization VF eff [qF ] = 0. The former discussion implies that the
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factorized path integrals around the bounces will be identical, independently of possible ambiguities
in the lengths of the time intervals, so that
Z
(k)
F [0] =
T k
k!
(Z˜F [0])
k ⇒
∑
k
Z
(k)
F [0] = e
Z
(1)
F
[0] = exp exp iΓ
(1)
F [ϕ
1(ξ)], (5.13)
where we used equation (5.11), and we distinguished the contribution of fluctuations exluding time-
translations, denoted as Z˜
(k)
F [0], from the total Z
(k)
F [0]. Finally, putting together (5.2) and (5.13), we
arrive to
γ = − lim
V,T→∞
2
V T
Im i eiΓ
(1)
F
[ϕ1(ξ);ξ]. (5.14)
We insist that the former is valid under the normalization VF eff [qF ] = 0, which generalizes Callan and
Coleman’s requirement of a zero classical energy for the false vacuum. We can obtain a more familiar-
looking expression, and make contact with the original results of references [42, 57], by performing
an analytic continuation to Euclidean space. Assuming that the analytic continuation from the real
time axis to e−iδt with δ > 0 is unobstructed by any singularities, one may rotate the integral in Sg
to the imaginary axis, and formulate the path integrals in terms of a gauge-fixed Euclidean action,
eiΓ
(1)
F
[ϕ1(ξ)] ≡ e−Γ
(1)E
F
[ϕ1,E(ξ)] =
∫ 0
0
[dφ]1µ(φ) exp
(
−SEg [ϕ
1,E(ξ), φ; ξ]
)
. (5.15)
SEg [ϕ
1,E , φ; ξ] is obtained from −Sg[ϕ
1, φ; ξ] by substituting t → −iτ inside the integrals, and sub-
stituting integration in t by integration in τ . In particular, the Euclidean configuration ϕ1,E(τ, ~x; ξ)
is simply given by the analytic continuation of ϕ1 to imaginary time, i.e. ϕ1,E(τ, ~x; ξ) = ϕ1(it, ~x; ξ).
It thus follows that ϕ1,E satisfies the quantum equations of motion of the Euclidean version of the
effective action, Γ(1),E , which can be obtained from −Γ(1) doing the same substitutions that allow to
get SE from −S. In terms of the Euclidean effective action and an Euclidean time interval TE = iT ,
equation (5.14) becomes
γ = lim
V,TE→∞
2
V TE
Im e−Γ
(1)E
F
[ϕ1,E(ξ);ξ]. (5.16)
An essentially identical formula was obtained in reference [35], arising form a saddle point evaluation
of the path integral around a quantum path in theories without gauge fields. In our formalism, we
made us of no saddle point expansion, but rather showed that the use of the quantum path enforces
the appropriate boundary conditions in the path integral. Our result was derived from first principles,
and on the way we clarified that the effective action involved is a non-convex functional associated
with the false vacuum, (rather than the usual effective action, associated with the true vacuum), and
accounting for field fluctuations which only bounce once from the false vacuum onto itself. We also
established the gauge independence of the result, and clarified on the way the subtleties related with
the compatibility between boundary conditions and gauge-fixing.
An advantage of our exact results (5.14), (5.16) is that they also clarify how quantum corrections
should be incorporated, particularly in situations when the tree-level potential has no minima and
the saddle point approximation becomes problematic. The path integral has to be indeed evaluated
around a background which solves the quantum equations of motion, which validates the methods
of [35–37]. An alternative way to get gauge-invariant results for the tunneling rates is to directly
compute the false vacuum effective action, including derivative corrections (for example with the
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methods of references [58] and [59]), and then solve the quantum equations of motion. A subtlety
here is that the usual diagramatic techniques for computing the effective action assume that there
are no zero modes. This is definitely the case when computing ΓF [φ¯] for a constant φ¯. However, for
a nontrivial configuration such as the quantum bounce, we expect nontrivial zero modes associated
with space-time translations of the center of the bounce (in the constant φ¯ case, the translated
configurations are trivially equivalent to the background, and so there are no such zero modes).
Taking into account these zero modes will give a factor V T times a Jacobian, giving
γ = 2J Im e−Γ
′(1)E
F
[ϕ1,E(ξ);ξ], (5.17)
where Γ′ designates now the effective action obtained by ignoring the zero modes, which coincides
with the usual 1PI diagrammatic expansion. Not only the full ΓEF [ϕ
E [ξ]] is gauge-independent, but the
same should happen with Γ′EF [ϕ
E [ξ]], since it will have its own Nielsen identities and is also extremized
by ϕE [ξ]. Then J = (V TE)−1 exp[−ΓF+Γ
′
F ] cannot depend on the gauge. The zero modes are related
to derivatives of the bounce solution, modulo gauge transformations or field redefinitions. The bounce
solution itself is gauge-dependent, see equations (4.15) and (4.10). However, one can construct gauge-
independent zero modes by means of a field redefinition. If the path-integral measure remains invariant
under bosonic field redefinitions (as in dimensional regularization), one can always use the redefined
zero modes to construct a gauge-independent Jacobian.11 Explicitly, starting from the bounce ϕ(ξ)
one can construct a gauge-independent redefined field configuration ϕˆ(ξ, ϕ(ξ)) satisfying the equation
ξ
∂ϕˆi
∂ξ
+
∂ϕˆi
∂ϕj
Kj = 0. (5.18)
Then one may define gauge-independent zero modes as ∂µϕˆ, and the Jacobian can be taken as
J =
1
M4
4∏
µ=1
[
1
2π
∂µϕˆi ∂
µϕˆi
]1/2
, (5.19)
with no summation on µ. M is a physical (and thus gauge-independent) mass scale needed for a
proper normalization of the measure; for a single field it is given byM2 = V ′′eff(qF ) [37,60]. The use of
the effective potential evaluated at the false vacuum ensures that the mass scale is gauge-independent
and thus physical.
The action Γ′F and the Jacobian can be computed in a gradient expansion. We may consider
for example the case of a real scalar σ, setting all other mean fields to zero. Then the derivative
expansion will have the form
Γ′F [σ; ξ] =
∫
d4x
[
1
2
Z(σ; ξ)∂µσ∂
µσ − VFeff(σ; ξ) +O(∂
4)
]
≡
∫
d4xLFeff. (5.20)
The field redefinition KF appearing in the Nielsen identities will similarly have a gradient expansion
[16,19],
KF (σ; ξ) = C(σ; ξ) +D(σ; ξ)∂µσ∂
µσ − ∂µ[D˜(σ; ξ)∂µσ] +O(∂
4). (5.21)
11Note that the field redefinition does not affect the value of ΓEF [ϕ
E [ξ]], as the bounce is an extremal configuration.
Therefore the integration over the zero modes still gives the space-time volume times a Jacobian.
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Applying these expansions to the Nielsen identity of equation (4.9) yields the identity (1.1) for the
effective potential, while for the field renormalization factors one gets [16,19]
ξ
∂Z
∂ξ
= −C
∂Z
∂σ
− 2Z
∂C
∂σ
+ 2D
∂VFeff
∂σ
+ 2D˜
∂2VFeff
∂σ2
. (5.22)
The identities (1.1) and (5.22) have been used to argue for the gauge independence of tunneling rates
in [16]. There it was assumed that the exponential contribution in the usual formulae for tunneling
or nucleation rates involved the effective action of the bounce, rather than its classical action, and
gauge independence was shown to follow to lowest nontrivial order with vanishing D and D˜. This
did not clarify the situation at higher orders, aside from the fact that the gauge dependence of the
fluctuation determinants in the traditional formulae for the tunneling rate was not addressed. Here
we have shown that the false vacuum effective action Γ
(1)
F evaluated at the bounce configuration gives
the full answer for the tunneling rate, with no need of including further fluctuation determinants
(aside from the zero mode Jacobian). Moreover the gauge independence of the tunneling rate in the
derivative expansion follows trivially from the fact that equations (1.1) and (5.22) yield the following
Nielsen identity for LFeff,
ξ
∂
∂ξ
LFeff =
∂LFeff
∂σ
[C +D(∂σ)2 − ∂µ(D˜∂µσ)] +O(∂
4), (5.23)
which vanishes at a solution to the equations of motion of the effective action,
∂LFeff
∂σ = 0.
Regarding the Jacobian J in (5.17), one may use again the derivative expansion at lowest order (as
in equation (5.20)). For simplicity we can consider the case in which the wave-function renormalization
factor Z(σ; ξ) is dominated by its field-independent part, Z(σ; ξ) = Z(ξ). In this case one can easily
solve for the lowest-order contribution to Nielsen’s K, since (5.22) implies
ξ
∂Z
∂ξ
= −2Z
∂C
∂σ
⇒ C = −
σ
2Z
ξ∂Z
∂ξ
. (5.24)
For a bounce solution σ = ς(ξ), we can then construct its gauge-independent redefinition ςˆ(ξ; ς) by
solving (5.18). A possible solution is simply
ςˆ = Z1/2ς. (5.25)
For a Euclidean bounce with O(4) symmetry, the Jacobian (5.19) can be written as
J =
[
1
8πV ′′eff (qF )
∫
d4xZ∂µς ∂
µς
]2
, (5.26)
where this time there is summation in µ. As was done in [42] for the classical Euclidean action, using
the fact that the effective action Γ′F does not change under infinitesimal deformations of the bounce
solution, and considering deformations generated by coordinate dilatations ϕ(x)→ ϕ(e−ax), one can
show that to this level of approximation
δΓ′F = 0⇒
∫
d4x [Z∂µς ∂
µς − 4VFeff(ς)] = 0, (5.27)
⇒ Γ′F [ς] =
∫
d4x
[
1
2
Z∂µς ∂
µς − VFeff(ς)
]
=
1
4
∫
d4xZ∂µς ∂
µς, (5.28)
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and thus
J ∼
[
Γ′
(1)E
F [ϕ
1,E(ξ); ξ]
2πV ′′eff (qF )
]2
. (5.29)
As expected, the Jacobian is gauge-independent, and in the semiclassical limit ΓEF ∼ S
E one recovers
the usual factor appearing in Callan and Coleman’s tunneling formula. Indeed, the latter reads
γ ∼
(SE [φb])
2
4π2
e−S
E [φb]
∣∣∣∣det′[−∂2 + V ′′(φb)]det[−∂2 + V ′′(qF )]
∣∣∣∣
−1/2
, (5.30)
where φb is the bounce solution obtained from the classical potential, det
′ refers to a determinat with
zero modes excluded, and V ′′(φ) denotes the second-order coefficient in the expansion of the classical
potential around the field configuration φ. As has already been noted before, (see for example [61,62]),
the product of the exponential and determinants in (5.30) can be expressed asM−4 exp(−Γ′E [φb]), so
that one gets a formula analogous to our expression (5.17), but with the Jacobian substituted in terms
of the classical Euclidean action, and with the classical bounce playing the role of the quantum bounce,
and an additional factor 1/2 coming from Callan and Coleman’s identification of the imaginary part
by analytic continuation of the potential. Our results improve on (5.30) by clarifying that both the
classical bounce and the Jacobian have to be generalized in terms of a quantum bounce. These two
changes are crucial to ensure gauge-independence of the result. Since the bounce action and Jacobian
in (5.30) differ from ours by O(~) effects, we can interpret (5.30) as a semiclassical approximation
to the more exact result (5.17). Also, in our formalism the identification of the imaginary part in
(5.17) does not have to involve an unphysical analytic continuation of the classical potential, but can
instead be understood as a consequence of unitarity, which as noted in [39] enforces imaginary parts
in convex regions of the false-vacuum effective potential. This holds because at zero momentum the
effective action develops an imaginary part whenever some particle masses become negative, allowing
for spontaneous particle production from the false vacuum, signalling a decay. Negative scalar masses
are guaranteed in a given background whenever the potential is convex, as the former can be related
to the second derivatives of the potential.
Aside from the previous links with the formalisms of references [35] and [39], we may make contact
with the tunneling formula recently derived in [63]. In this work, the tunneling rate in quantum field
theories is written as
γ =
2
V
Im
∫
[dφ]e−S
E
δ(τΣ[φ])∫
[dφ]e−S
E
. (5.31)
In the previous formula, the δ function enforces integration over field configurations that reach a
given surface Σ at a time τ . It is argued in [63] that the imaginary part only comes from the
numerator. In our formalism we would interpret the denominator as ZEF [0] = exp(−Γ
E
F [ϕ]), for some
extremal configuration ϕ. If there is no imaginary part involved, this can only be the constant
configuration sitting at the false vacuum ϕ = qF . This can be justified with the unitarity arguments
mentioned before, which imply that the effective potential can only get an imaginary part when some
masses become negative. This cannot happen on a stabilized (up to tunneling effects) false vacuum.
Bounce solutions, on the other hand, traverse regions in which the potential is convex and develops
an imaginary part. In our normalization, the denominator in (5.31) then becomes exp(−ΓEF [qF ]) =
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exp(−V Tˆ VF eff [qF ]) = 1. Regarding the numerator, using time translation invariance one may write∫
[dφ]e−S
E
δ(τΣ[φ]) =
1
T
∫
[dφ]dτe−S
E
δ(τΣ[φ]) ∼
1
T
∫
[dφ]e−S
E
, (5.32)
where the last equality comes from the fact that integrating over configurations which reach a given
surface at any possible time should be analogous to integrating over all field configurations. Again,
one may express the path integral in terms of the effective action evaluated at an extremum, but
now one giving a nonzero imaginary part, i.e. a bounce solution. In this manner formula (5.16) is
recovered.
Finally, we note that our results have a straightforward generalization to finite temperature ther-
mal tunneling, since in this case the effective action and the vacuum-to-vacuum amplitude still have
a path integral formulation (see for example the review [64]). This is similar to the Euclidean for-
mulation at zero temperature, but with the fields having (anti)-periodic boundary conditions in the
time direction. All the formal manipulations of the path integrals employed to arrive to our results
at zero temperature can be reproduced in the finite temperature case.
Although for simplicity we wrote most of the identities in the discrete-sum-approximations of
equations (2.8), (2.12), the result of equation (5.2) linking the decay rate of a false vacuum to its
associated effective action is valid beyond this simplification, as it just follows from the definition of
the Legendre transformation. As argued before, we expect the same general validity for the Nielsen
identities and the results concerning gauge-independence derived from them. The formulae (5.14),
(5.16), in turn, are only valid in the limit in which ZF [0] can be approximated by a single path integral,
as in equation (2.12). In the most general situation, instead of depending on a k = 1 bounce solution
with simple boundary conditions fixed by the false vacuum, the tunneling rate can be expressed as an
integration over extrema of k = 1 effective-action-like functionals with different boundary conditions,
weighed by the false vacuum wave-function ψF appearing in (2.9). More explicitly, using the same
reasoning leading to (5.14), one has in this case
γ = − lim
V,T→∞
2
V T
Re log
∫
[dq][dq′]µ(q)µ(q′)ψJF (q
′)ψJ⋆F (q) exp exp iΓ
(1)q′q
F [ϕ
1,q′q]. (5.33)
In the previous equation, Γ
(1)q′q
F denotes a functional defined from a path integral analogous to
equation (3.10), but with the qF in the boundary conditions replaced by q
′, q, and with the integration
restricted to field fluctuations in the k = 1 class. The configurations ϕ1,q
′q are extrema of the Γ
(1)q′q
F ,
approaching q′, q at negative and positive infinite time, respectively, and bouncing only once in
between the boundary values.
6 Conclusions
In this paper we have clarified issues concerning the gauge independence of tunneling and nucleation
rates, as well as the question of how to consistently incorporate quantum corrections in their calcu-
lation. We have also shed light on the role played by effective action functionals, paying attention to
their convexity properties. These aspects are relevant for allowing unambiguous physical answers in
the study of questions such as the stability of the Standard Model vacuum, or the properties of phase
transitions in the early Universe, which can be important for understanding the mechanisms behind
baryogenesis.
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For some time it has been generally accepted that somehow the quantum effective potential plays a
role in the computation of tunneling probabilities. This idea is problematic for two reasons. First, the
effective potential is known to be gauge-dependent. Although this dependence cancels out in physical
quantities defined at the extrema of the potential, such as vacuum energies and scalar masses, the
gauge-dependence could taint the usual computations of tunneling rates, which are sensitive to the
values of the potential in between minima. On the other hand, the idea that the effective potential
plays a role in quantum tunneling goes against the known fact that the true effective potential of the
theory is known to be concave, having thus no false minima.
A clear understanding of how to extract a gauge-independent physical result for tunneling rates
was lacking, despite hints in some perturbative calculations. This is also related to the problem
of consistently including quantum corrections, which is best illustrated by scenarios in which it is
unavoidable to consider quantum corrections to the potential in order to determine the presence of
false vacua. It is not straightforward to include these effects in the calculation of tunneling rates
using the usual formalism without incurring in a double counting of quantum corrections.
It turns out that the former problems, the gauge dependence of tunneling rates and the consistent
inclusion of quantum fluctuations, have a remarkable simple solution. Starting from the false vacuum
transition amplitude onto itself, ZF [0], it can be seen that the decay rate is exactly determined by
a false vacuum effective action functional, ΓF , evaluated at a solution to its quantum equations of
motion. Gauge-independence is immediate from the fact that the Nielsen identities imply that the
value of ΓF at its extrema does not depend on the gauge parameters. ΓF differs from the true effective
action of the theory, Γ, and is complex and non-convex, so that the associated effective potential VF eff
can have a false vacuum, and ΓF an imaginary part, without running into inconsistencies. In fact,
ΓF represents one of the “localized” effective actions proposed by Weinberg and Wu [39], where in
this case the restriction of the field fluctuations is enforced by the localization of the field-space wave-
function of the false vacuum state. In regards to the true-vacuum effective action, we have shown
that the need to sum over path integrals in convex constructions of Γ is due to a multi-peaked wave
function of the groundstate.
In Euclidean space, in the approximation in which the false vacuum transition amplitude reduces
to a single path integral, this means
γ = lim
V,TE→∞
2
V TE
Im e−Γ
(1)E
F
[ϕ1,E(ξ);ξ] = 2J Im e−Γ
′(1)E
F
[ϕ1,E(ξ);ξ]. (6.1)
In the equations above, TE is the Euclidean time interval, and the false vacuum effective action
Γ
(1)E
F is defined as the Legendre transform of the contribution Z
(1)
F [0] to ZF [0] which arises from
field fluctuations involving a single infinite-time bounce from the false vacuum onto itself. The
configuration ϕ1,E(ξ) appearing in (6.1) is a generalized bounce configuration that solves the equation
Γ
(1)E
F,i = 0. This solution must approach the false vacuum configuration qF that minimizes the effective
potential at Euclidean times τ → ±∞, and the superscript 1 in ϕ1,E(ξ) reflects the requirement that
the field configuration should only bounce once in between the minimum configurations. The effective
potential is assumed to be defined in such a way that it vanishes at the false vacuum. On the right-
hand-side of (6.1), Γ′EF denotes the Euclidean effective action without the integration over zero modes,
which coincides with the usual diagrammatic expansion. J is a Jacobian that at lowest order in a
derivative expansion is given by (5.29). The fact that Γ′EF includes a non-convex effective potential
allows to understand the origin of the imaginary part from the usual unitarity arguments in quantum
field-theory. Convex regions of the effective potential imply negative scalar masses, which gives an
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imaginary part to the effective action even at zero momentum. At one-loop, this arises from the
logarithms of the effective masses in the Coleman-Weinberg formula for the effective potential.
The false vacuum effective action evaluated at the bounce configuration already includes all quan-
tum corrections, and aside from the zero-mode Jacobian there is no need to include additional fluc-
tuation determinants. From our results it follows that consistent evaluations of tunneling rates can
be performed by computing the false vacuum effective action, including derivative terms (using for
example the techniques of [58,59]), and solving for the quantum bounce. Alternatively, one may use
the method of external sources of references [35,36] to directly obtain the effective action evaluated at
the bounce (see also [37]). Since the cancellation of the gauge dependence is automatic, much like in
the computation of S-matrix elements, there is in principle no need to perform a field redefinition in
the effective action to remove the explicit gauge dependence. Rather, consistent physical results arise
after properly accounting for derivative terms in the effective action.12 In a truncated perturbative
expansion, order-by-order gauge independence may require appropriate resummations, as it is known
to happen with the energies at the minima of the effective potential [20], which are formally gauge-
independent. It remains to be seen whether order-by-order gauge independence can be achieved for
tunneling rates.
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