Abstract-Zero-forcing (ZF) beamforming is a practical linear transmission scheme that eliminates inter-user interference in the downlink of a multiuser multiple-input single-output (MISO) wireless system. By considering base-stations (BSs) that are supported by renewable energy, this work examines offline and online ZF beamforming designs based on two different objectives, namely, sum-rate maximization and energy-cost minimization. For offline policies, the channel states and the energy arrivals are assumed to be known a priori for all time instants whereas, in the online policies, only causal information is available. The designs are subject to energy causality and energy storage constraints, i.e., the constraint that energy cannot be used before it arrives and the constraint that the stored energy cannot exceed the maximum battery storage capacity. In the sum-rate maximization problem, the base-station is assumed to be supported only by renewable energy and the goal is to maximize the sum rate over all users by a predetermined deadline. The optimization of the ZF beamforming direction and power allocation can be decoupled, and the solutions can be found exactly. In the energycost minimization problem, the base-station is assumed to be supported by both renewable and power-grid energy, and the goal is to minimize the cost of purchasing grid energy subject to quality-of-service constraints at the users. The problem can be formulated as a convex optimization problem and can be solved efficiently using off-the-shelf solvers. Offline solutions are first obtained and the intuitions gained from their results are used to derive effective online policies. The effectiveness of the proposed policies are demonstrated through computer simulations.
I. INTRODUCTION
Small cell networks [1] have emerged as a promising solution for increasing wireless data-rate and for reducing energy and environmental costs [2] . The shorter transmission distance allows base-stations (BSs) to operate under lower power and enables the use of renewable energy, which is often limited over time. However, the uncertainty of renewable energy arrivals and the limitation on the battery storage capacity pose additional constraints to the downlink transmission and, thus, new beamforming and power control policies must be devised for efficient energy usage and for achieving quality-of-service (QoS) guarantee under time-varying energy constraints. Downlink beamforming and power control policies have been studied extensively in the literature based on different design criterion, e.g., zero-forcing (ZF) [3] - [6] , minimum mean-square error [7] - [9] , sum-rate maximization [10] - [12] , minimum signal-to-interference-plus-noise ratio (SINR) maximization [13] - [15] , and power minimization [16] , [17] etc. In particular, ZF beamforming [3] - [6] is considered as one of the most popular and practical multiuser beamforming schemes due to its simplicity and ability to eliminate interuser interference in the downlink of a multiuser multiple-input single-output (MISO) wireless system. In fact, this scheme is known to achieve the optimal degrees-of-freedom performance [4] and asymptotically optimal sum-rate performance as the number of users goes to infinity [5] . These techniques have been extended to multiple-input multiple-output (MIMO) broadcast channels in [6] and to multi-cell networks in [18] .
The main objective of this work is devise multiuser downlink ZF beamforming and power control policies for efficient usage of renewable energy at a small cell BS. The BS is equipped with multiple antennas and is supported by renewable energy through a rechargeable battery. The policies are derived based on two optimizing criterion: the maximum sumrate criterion and the minimum energy-cost criterion. In the sum-rate maximization problem, the BS is assumed to be supported only by renewable energy and the goal is to maximize the sum-rate of all users and time instants by a deadline. In the energy-cost minimization problem, the BS is assumed to be supported by both renewable energy and grid energy, and the goal is to minimize the total cost of purchasing grid energy over time. Due to the usage of renewable energy, the designs are subject to energy causality and battery storage constraints, i.e., the constraint that energy cannot be used before it arrives and the constraint that the stored energy cannot exceed the maximum storage capacity of the rechargeable battery. First, optimal offline policies are derived based on non-causal knowledge of the energy arrivals and channel coefficients over time. Then, online policies are proposed based on intuitions gained from the offline solutions. In the offline sum-rate maximization problem, the optimization over the beamforming direction and power allocation can be decoupled, and can be solved exactly. This solution inspires an online directional water-filling policy, similar to that proposed in [19] and [20] . In the offline energycost minimization problem, the problem can be formulated as a convex optimization problem and can be efficiently solved using off-the-shelf solvers. The effectiveness of the proposed schemes are demonstrated through computer simulations.
Transmission policies for renewable energy empowered (or energy harvesting) devices were studied recently in [19] - [23] .
In [19] , offline and online power control policies were derived for a single-input single-output (SISO) point-to-point channel. The directional water-filling algorithm was proposed and shown to be optimal in terms of maximizing the throughput by a deadline subject to energy causality and battery storage constraints. The relation between the throughput maximization problem and the problem of minimizing the transmission completion time for a given amount of data was explored in [21] . The latter problem was then extended to theuser AWGN broadcast channel in [22] . In [23] , the authors considered random data arrivals and discussed a grid power minimization problem. For the case that all the data is ready before transmission, the problem is shown to be a dual problem of the throughput maximization problem. Different from these works, we consider the multiuser downlink beamforming scenario with a multi-antenna BS. The policies are derived for sum-rate maximization and energy-cost minimization. The first problem was partially studied in [20] without design of the ZF beamformer. The second problem, however, has not been explored before in the literature. The rest of this paper is organized as follows. Section II introduces the system model and problem formulations. Sections III and IV derive the optimal solutions for the sumrate maximization and the energy-cost minimization problems, respectively. Section V develops heuristic online policies based on the offline solutions. Section VI provides numerical simulations to demonstrate the effectiveness of the proposed schemes. Finally, Section VII concludes the paper.
II. SYSTEM MODEL AND PROBLEM FORMULATION
Let us consider a downlink wireless cellular system with a multi-antenna BS transmitting to single-antenna users, as illustrated in Fig. 1 . The BS is equipped with antennas and is supported by renewable energy through a rechargeable battery. Here, we consider a time-slotted system and assume that the channels remain constant within each time slot. All users are served simultaneously by the BS in each time slot. In this case, it is necessary to have ≥ in order to completely eliminate inter-user interference.
Let [ ] be the signal intended for user in time slot and let w [ ] be the associated ×1 beamforming vector. Assume that [ ] is Gaussian with zero mean and unit variance, and is independent and identically distributed (i.i.d.) for all and . The signal transmitted by the BS in time slot can then be expressed as
The received signal at user is given by The signal-to-noise ratio (SNR) at user is given by
2 / 2 and, thus, the rate achieved by user in the -th time slot is [ ] = log(1 + SNR [ ]). Therefore, the sum rate achieved by the deadline can be expressed as
Moreover, due to renewable energy usage at the BS, the total transmit power in each time slot is subject to both the energy causality constraint and the battery storage constraint. The energy causality constraint models the fact that energy cannot be used before it arrives, and the battery storage constraint takes into consideration the fact that the finite battery storage capacity (which is denoted by max ). Let [ ] be the amount of energy that can be harvested by the BS at the beginning of time slot 1 . Since the battery capacity is assumed to be finite, the energy arrival [ ] may not be stored completely into the battery. To model this effect, an additional variable in [ ] is introduced to represent the energy actually stored into the battery at time . Notice that in [ ] ≤ [ ], for all . By defining Δ as the duration of each time slot, the energy causality and the battery storage constraints can be written as
for ℓ = 1, ⋅ ⋅ ⋅ , , and
for ℓ = 1, ⋅ ⋅ ⋅ , −1. Without loss of generality, we set Δ = 1 throughout the remainder of this paper.
In this work, we consider the design of ZF beamforming and power control policies based on two optimizing criteria, namely, the maximum sum-rate and the minimum energycost criteria. Offline policies are first derived for both scenarios based on non-causal knowledge of the energy arrivals { [ ], ∀ , } and channel vectors {h [ ], ∀ , }. Then, heuristic online policies are derived following intuitions obtained from the offline solutions. Specifically, in the sum-rate maximization (SRMax) problem, the BS is assumed to be supported only by renewable energy and the goal is to maximize the sum-rate over all users subject to energy causality, battery storage, and ZF constraints. The offline SRMax problem can be formulated as follows:
Sum-Rate Maximization (SRMax) Problem:
On the other hand, in the energy-cost minimization (ECMin) problem, the BS is assumed to be supported by both renewable and grid energy, and the goal is to minimize the total cost of grid energy usage subject to QoS constraints at all users as well as energy causality and battery storage constraints. Suppose that the energy consumed from the grid is not stored in the battery for later use and its cost is computed according a time-varying convex cost function . In this case, the cost of consuming energy grid [ ] from the power grid in time slot is given by ( grid [ ]). Moreover, the QoS constraints at the users are represented by SNR [ ] ≥ , for all and , where > 0 is the target SNR value at user . Hence, the offline ECMin problem can be formulated as:
Energy-Cost Minimization (ECMin) Problem:
The following statement can be made for both the SRMax and the ECMin problems.
Lemma 1:
The choice of renewable energy storage *
is optimal for both the SRMax and the ECMin problems.
Proof: This has been proved for the SRMax problem in our prior work [20] . To show this for the ECMin problem, let us take {w
in [ ], ∀ , ∀ } as the optimal solution for the problem in (6) . In this case, the total energy consumption (including both renewable and grid energy) is given by Notice that the problems in (5) and (6) are non-convex in their original forms. However, we show in the following sections that these problems can be transformed into convex optimization problems and can be solved efficiently using offthe-shelf solvers, such as CVX [24] .
III. OFFLINE ZERO-FORCING BEAMFORMING AND POWER CONTROL POLICIES FOR SUM-RATE MAXIMIZATION
In this section, offline ZF beamforming and power control policies are derived with the goal of maximizing the sum rate over all users and time instants.
Specifically, let us define (7), the SRMax problem in (5) can be reformulated as:
Notice that this problem is non-convex due to the rank-1 and ZF constraints in (8d) and (8e). However, following the approach given in [18] , the optimal structure of Q [ ] can be derived explicitly, which allows for the optimal decomposition of the problem in (8) into the optimization of the beamforming direction and that of the transmit power. Specifically, let
be a −1× matrix whose rows are the conjugate transpose of the channel vectors of all users other than user . In this case, the constraints in (8e) can be expressed as
Let the (reduced) singular value decomposition of [18] and summarized in the following lemma.
Lemma 2 ([18]):
The ZF constraint yields the optimal structure of Q [ ] as
whereQ [ ] is a ( − + 1)-by-( − + 1) positive semidefinite matrix.
Notice that the ZF constraints in (9) (8) , the problem can then be rewritten as:
Notice that the choice ofq [ ] is independent of the choice of {˜[ ], ∀ , } and is also independent of the choice ofq [ ], for all ∕ = . In fact, the optimalq [ ] can be found by maximizing the rate of the corresponding user and time instant. The problem can be formulated as:
The optimalq [ ] is thus given bỹ
By substitutingq * [ ] into (10), the optimal transmit covariance matrix can be written as
, thus, the optimal ZF beamforming vector for user is
That is, the optimal ZF beamforming direction is given by the projection of h [ ] onto the null space of all other users' channels.
Given the ZF beamforming vectors {w * [ ]}, the remaining power control problem can then be formulated as
The problem is convex and can be solved by considering its Lagrangian dual problem and by applying the KKT optimality conditions [25] . This problem can be solved following the approach in [20] and leads to a so-called directional waterfilling algorithm [19] . The algorithm is summarized as follows:
Directional Water-filling Algorithm: Initialize: Initial water level 1/ ( The directional water-filling algorithm ensures that the water-level is monotonically increasing unless the battery storage constraint is active in a certain time slot. Please see [19] and [20] for further details.
IV. OFFLINE ZERO-FORCING BEAMFORMING AND POWER CONTROL POLICIES FOR ENERGY-COST MINIMIZATION
In this section, offline ZF beamforming and power control policies are derived with the goal of minimizing the cost of using grid energy when renewable energy is not sufficient to guarantee QoS at all users. Similar to Section III, let (6) can be formulated as:
Notice from the above formulation that, different from the SRMax problem, we do not choose to replace in [ ] with * in [ ] given in Lemma 1, even though it has been shown that there is no loss of optimality in doing so. However, this does require the BS to consume more power than needed in earlier time slots to save room in the battery for energy storage in later time slots (c.f., proof of Lemma 1). This would be inefficient in the online scenario, to be discussed in the next section, where future energy arrival is not known a priori. Hence, to make this problem extendable to the online scenario, we leave 
Notice thatq [ ] appears only in the QoS constraint. To minimize the energy cost, one should chooseq [ ] such that the SNR of user is as large as possible. As a result, the energy required to achieve the SNR constraint can be minimized. Hence, the search for the optimalq [ ] can also be formulated as in (12) and can be found separately for each user. The optimal value ofq [ ] is also given by (14) . Given thatq * [ ] is chosen, the optimal value of [ ] should be chosen such that the SNR constraint is met with equality, which is given bỹ
The offline ECMin problem reduces to the following optimization problem:
The above problem is a convex optimization problem which can be solved efficiently using general purpose interior point solvers such as CVX [24] . The ECMin problem will be evaluated in Section VI for quadratic costs, i.e.,
2 . It is worthwhile to remark that, by considering a convex cost function, the BS is penalized more for consuming a large amount of grid energy at any given time. Hence, it is more desirable to spread the grid energy consumption over time.
Even though we assume that grid energy is not stored into the battery, this can still be achieved by reallocating the renewable energy usage over time. Moreover, when the cost function varies over time, it is also desirable to utilize less renewable energy (when the grid energy cost is low), and leave it for use in later time slots (when grid energy cost is high).
V. EXTENSIONS TO ON-LINE ZERO-FORCING BEAMFORMING AND POWER CONTROL POLICIES
In this section, online policies are proposed to mimic the energy flow in the offline policies derived in previous sections.
Recall that, in the previous sections, the ZF beamforming vector can be found independently for each user and time slot, regardless of the assigned power values, and the solution is given by
Hence, the parameters that remain to be determined in the SRMax problem are [ ], for all and , whereas those in the ECMin problem are grid [ ], for all , since the optimal values of [ ], for all and , can be determined in this case according to the QoS constraints.
A. Online Policy for Sum-Rate Maximization
From the discussions in Section III and the directional waterfilling algorithm [19] , [20] , we know that the sum rate is maximized by keeping the water-level in consecutive time slots as equal as possible (or as close as possible subject to the battery storage constraint, which prevents water flowing from one slot to the next).
Let us define
as the available battery energy for use in time slot
be the effective channel gain of user in time slot ′ . Following intuitions from the water-filling algorithm, a certain portion of the energy available in slot ′ should be stored for use in later time slots if the current water-level is higher than the (expected) waterlevel in later time slots. Let [ ′ ] be the amount of energy that should be saved in slot ′ . Then, our goal is to choose
for some . Here, is the common water-level that is desired. Combining the above two equations and by assuming that the channel coefficients and energy arrivals are i.i.d., the problem is equivalent to finding the water-level such that
However, if the available energy [ ′ ] is not sufficient to achieve in the current time slot, the water-level is simply set as the highest level possible, i.e., the available battery energy is depleted in slot ′ .
B. Online Policy for Energy-Cost Minimization
For the ECMin problem, let us consider an online policy where the grid energy consumed at time
, is chosen to minimize the future energy-cost subject to average energy constraints. The online ECMin problem is formulated as follows: ′ . Regardless, these values are deterministic and the problem becomes similar to its original problem in (18) . That is, the problem is convex and can be solved efficiently using general purpose interior point solvers such as CVX [24] . This problem is solved for each time slot, say slot ′ , and yields a solution of grid [ ], for all ≥ ′ . However, only the value
is extracted from the solution of the problem at time ′ and is used to determine the grid energy that should be purchased at this time.
VI. NUMERICAL COMPARISON
In this section, we compare the performance of the offline and online policies for both SRMax and ECMin problems. The channel fading and energy arrival are randomly generated, and the results of the experiments are obtained by averaging over 5000 realizations. The elements in the channel vectors are assumed to be i.i.d. Gaussian distribution with zero mean and variance 2 ℎ = 1, and the noise variance is 2 = 1. The number of antennas at the BS is = 4 and the deadline is = 15. The energy arrival in each time slot is assumed to be Gamma distributed, i.e., [ ] ∼ ( , ), since it can be used to approximate many positive continuous random variables [26] . We set = 2 and scale to obtain different average energy arrival rates, i.e.,¯= J/slot. In Figs. 2, 3 , and 4, the average sum rate is shown for both offline and online policies with respect to varying energy arrival, battery size, and deadline constraints. We can observe that offline policies perform better as expected, but the proposed online policy also performs reasonably close to the optimal offline policy. In Fig. 2 , the sum-rate performance increases with the average energy arrival rate but decreases as the number of users increase due to the ZF constraint and, thus, the reduced design flexibility. The water-level for the online sum rate problem can be solved from the equation (20) . Here, the expected values are computed numerically using 10000 channel realizations, and the optimal value of is found using bisection. In Fig. 3 , we show the average sum rate with respect to different battery size. The benchmark curve corresponds to the case where the battery capacity is infinity. We can see that the performance of both offline and online policies increases with the battery size. Moreover, in Fig. 4 , we show the average sum rate of both offline and online policies under different transmission deadline. We can see that the sum rate of all policies will linearly increase in Fig. 4 . In Fig. 5, 6 , and 7, we compare the average energy cost of the offline and online policies with a baseline policy where renewable energy is always used before consuming grid energy in each slot. The experiment is performed for a system with = 3 users. The cost function is defined as
2 , where is chosen randomly but fixed in all experiments. In particular, is assumed to be uniform distributed within the interval [0.5, 1.5]. The QoS requirement for the case with equal QoS is set as 2 for all users and that for the case with non-equal QoS is set as 1, 2, and 3. We can see that the ECMin policy performs much better than the baseline strategy in Fig. 5 . Also, we can observe that the energy-cost decreases monotonically as the energy arrival rate increases, but saturates when the energy arrival rate becomes comparable to the battery capacity. In this case, the renewable energy that is available for use in each time slot is limited by the battery size and, thus, no improvements can be attained by increasing the energy arrival rate. In Fig. 6 , we show the average energy cost per user per slot with respect to varying battery size. We can see that, when the battery size is small (e.g., when max ≤ 3J), the online policy performs close to the baseline strategy, meaning that it will tend to utilize all renewable energy in each slot. However, improvement over the baseline policy can be observed as the battery size increases. In the above figures, is assumed to be uniform distributed within the interval [0.5, 1.5]. In Fig. 7 , we consider the case where the pricing may be non-stationary over time. Specifically, to model the case where the price increase over time, we assume that is uniformly distributed between (0.5, 1.5) in slots = 1 ∼ 5, between (1, 2) in slots = 6 ∼ 10, and between (1.5, 2.5) in slots = 11 ∼ 15. For the case where price is decreasing over time, we assume that is uniformly distributed between (1.5, 2.5) in slots = 1 ∼ 5, between (1, 2) in slots = 6 ∼ 10, and between (0.5, 1.5) in slots = 11 ∼ 15. We can see that the case with decreasing price requires less energy cost than the case with increasing cost. This is because, for the case with increasing price, the BS will tend to store more energy in earlier slots, but will be limited by the battery size when doing so.
VII. CONCLUSION
In this work, we derived both offline and online ZF beamforming and power control policies for downlink transmission at a renewable energy empowered multi-antenna BS. Two design problems were considered, i.e., the sum-rate maximization problem and energy-cost minimization problem. In the SRMax problem, the optimal ZF beamformer can be derived explicitly and is consistent with that found in the literature for systems without renewable energy constraints. The power control problem was then shown to be convex and was shown to result in the directional water-filling algorithm. In the ECMin problem, the cost of consuming grid energy is minimized by allowing BSs to reduce the use of renewable energy in time slots with lower energy cost and store it in the battery for later use, i.e., for use in time slots with higher energy cost. Online policies were proposed for both SRMax and ECMin problems based on average future channel coefficients and energy arrivals. The effectiveness of the proposed schemes were shown through numerical simulations.
