Current training regimes for deep learning usually involve exposure to a single task / dataset at a time. Here we start from the observation that in this context the trained model is not given any knowledge of anything outside its (single) training distribution, and has thus no way to learn parameters (i.e., feature detectors or policies) that could be helpful to solve other tasks, and to limit future interference on the acquired knowledge, and thus catastrophic forgetting. Here we show that catastrophic forgetting can be mitigated in a meta-learning context, by exposing a neural network to multiple tasks in a sequential manner during training. Finally, we present SeqFOMAML, a meta-learning algorithm that implements these principles, and we evaluate it on a sequential learning problem composed by Omniglot classification tasks.
Introduction
Current deep learning systems are very effective at solving specific, narrow tasks, and can already beat humans in many contexts (e.g., playing chess, GO [1] , and object recognition [2] ). However, they are still limited in the generality of their application, and learning in artificial agents remains very different from biological Learning. Two problems in particular need to be addressed: the algorithms should be more sample efficient, so that they can learn from few data points instead of requiring enormous datasets, and the models used should be able to learn continually and incrementally, without forgetting their previously learnt skills and instead possibly using them to speed-up future learning.
Here we suggest that one of the limitations that worsens these two problems is that current deep learning training regimes involve exposure to only a single task. The problem stems from the fact that a model trained on a single task cannot extract any knowledge of anything that is not in its training dataset. For example, an agent trained to play the Pong Atari game, which consists of simple shapes, and has no colored objects, has no need to learn feature detectors for color or complex shapes, even though from our perspective it would seem useful to have them, in light of generality and to better adapt to other tasks that require complex vision.
This limitation becomes particularly important in the context of sequential task learning, whereby a model, for example a neural network, is required to learn to perform well on tasks that are presented sequentially, one at a time, while retaining knowledge of the previously observed ones. In this context, if the model is trained on a single task, it has no way to determine what parameters (yielding features or behaviors) could be useful for future tasks, resulting in severe overfitting from the perspective of future tasks the model could observe, and thus not only limiting the potential transfer between tasks, but also making future learning harder. Further, because the model is only trained on a single task, it is given no knowledge about the fact that it will be later required to learn other tasks, and that it will need to retain the previously gained knowledge.
In this paper, we focus on the problem of catastrophic forgetting, that is the tendency of biological and artificial neural networks to rapidly forget previously learnt knowledge upon learning new information [3, 4] . We propose to address the problem by extending a meta-learning framework to sequences of tasks, rather than individual tasks, to learn good, innate priors optimized for transfer and adaptability to tasks from a given distribution and for resistance to catastrophic forgetting. We further formalize the problem explicitly in the case of sequential task learning.
Meta-learning [5, 6, 7] , that is the problem of building models that "learn to learn", is particularly well suited for the purpose, as it has been already extensively used to optimize models for fast adaptation to new tasks [8] , addressing the first part of the problem. For example, meta-learning algorithms that optimize the initial model parameters using a distribution of tasks instead of individual tasks can learn good priors for tasks that are similar to those belonging to the meta-training distribution, enabling fast learning on such tasks. It is interesting to observe that this type of meta-learning shows an affinity with biological evolution. Specifically, biological agents are not born as a "blank state", but rather come with innate "evolutionary priors" as genome-encoded knowledge that affects the agents' broad initial brain connectivity, leads to the development of specific feature detectors (especially in the early sensory cortices), and to innate behaviors and skills. The interplay between biological evolution and within-lifetime learning and adaptation has been explored in biology [9] and in connectionism / neural networks [10] as the Baldwin effect, and has recently been connected to meta-learning [11] .
Within the scope of this paper, the connection between meta-learning and biological evolution is developed with a further observation: evolution works with biological agents that experience more than a single task, and in particular experience them throughout an extended time (their whole life), over which it is advantageous to remember previously learnt skills. Thus the fitness / objective optimized by evolution is not the performance over a single task, nor only over a task distribution (as in previous meta-learning methods or Baldwinian meta-learning [11] ), but rather it correlates with the capacity of an agent or model to learn all tasks in a sequence of tasks quickly and to remember them. This can be made implicit in reinforcement learning settings where an agent needs to solve multiple tasks within the same environment and episode ("lifetime"), and so is usually implicitly exploited in evolution-based solutions for catastrophic forgetting / continual learning (e.g., [12, 13] ), or it can be explicitly optimized to learn good priors (in this case, initial model parameters) that help sequential task learning.
Our main specific contributions are as follows: first, we frame the problem of continual learning in a meta-learning context, where we address sequential task learning formally. Second, we introduce a variant of FOMAML (First Order MAML) [8] , SeqFOMAML, that performs meta-learning using meta-batches composed by sequences of tasks rather than individual tasks, and we show that it can be used to reduce the amount of catastrophic forgetting during sequential task learning, and to encourage positive forward and backward transfer between tasks. Finally, we test the performance of the algorithm on a sequential learning problem built from Omniglot classification tasks.
Theory
We first introduce the problem setting using notation from [14] and [8] .
Tasks. Throughout the manuscript we focus on tasks as specific supervised-learning problems, but extension to other problems is straightforward. Each task T i is associated with a loss function L i .
MAML and First-Order MAML (FOMAML)
. MAML (Model-Agnostic Meta-Learning) [8] solves the meta-learning problem by learning a weights initialization that aids transfer to tasks within the meta-training distribution. MAML does not make assumptions on the model aside from it being parametrized by parameters φ, with respect to which gradients can be computed. Meta-learning is then framed as an optimization problem with respect to the initial parameters φ, to minimize the expected loss achieved after training on a task τ for a number k of updates: minimize
is the Jacobian ∂φ ∂φ . As computing the Jacobian of the update operator is too expensive for all but small k, a first-order variant of MAML (FOMAML) has been proposed that approximates it with the Identity matrix, and was found to empirically achieve comparable performance. With a first-order approximation, the meta-gradient becomes:
SeqMAML : MAML on sequences of tasks. We extend MAML [8] to use task sequences instead of individual tasks, with the objective of both (1) allowing fast learning of tasks in the sequence, and (2) limiting any interference between tasks and thus catastrophic forgetting.
Like MAML, SeqMAML acts in two steps. First, the initial parameters of a model are optimized via meta-training as described below. Then the model can be used in practice, where its parameters are continually updated by plain gradient descent, without any further algorithmic or structural changes. Because of this, the model is fully task agnostic after deployment. SeqMAML can however be used in more complex setups with the joint use of other continual-learning-specific algorithms.
For example, the model may use Elastic Weight Consolidation [15] as a regularizer to mitigate catastrophic forgetting, while at the same time optimizing the initial parameters using SeqMAML.
Let's take a sequence of tasks sampled from a distribution
A model is sequentially trained on data (e.g., minibatches) sampled from a single task at a time, for a fixed number k of iterations (per task). In this context, we wish for the model to maximize the objective of each task i (e.g., minimize a loss function) both immediately after learning it (i.e., L Ti,test (φ i ) below), and after learning all tasks in the sequence (i.e., L Ti,test (φ n )):
where φ j are the parameters obtained after sequentially training on all tasks until j, inclusive (e.g.,
Optimization is then performed by gradient descent:
However, the number of inner gradient updates is n times larger than the equivalent single-task setting in MAML (assuming a comparable number of per-task gradient updates), which makes the problem computationally expensive and the Jacobians harder to compute. It is thus necessary to use the first-order variant of the algorithm, FOMAML, that ignores second-order terms and replaces the Jacobian with the Identity matrix. The meta-gradient for the first-order variant becomes:
Note that the gradient in Eq. 4 may require some modifications if SeqFOMAML is used together with another continual learning algorithm (e.g., EWC [15] )
Related Work
The closest related work can be divided into two categories: variants of meta-continual learning, and evolution-based optimization of learning systems.
Meta-continual learning. One of the first approaches that exploited a meta-learning setting to address catastrophic forgetting is Risto et al. (2018) [16] , who proposed to learn an optimizer robust to catastrophic forgetting using a meta-dataset and pairs of adjacent tasks in a sequence. Closely related is the work by He et al. (2019) [17] , who suggest to exploit meta-learning to speed up the recovery of lost performance rather than focusing exclusively on remembering previous tasks, aided by the explicit inference of the current observed task.
Javed and White (2019) [18] instead proposed a different approach, by meta-optimizing the network's parameters to learn useful features that can generalize well across tasks, thus minimizing interference as in our solution. Standard continual learning algorithms are then applied to the highest layers of the network, to explicitly address the problem of catastrophic forgetting in a traditional way. In a similar manner, Riemer et al. (2018) [19] propose a method, Meta-Experience Replay (MER), based on meta-learning, that explicitly optimizes the network's parameters to maximize the alignment between tasks' gradients, thus reducing interference and improving positive transfer. [20] extend meta-learning to an online setting where tasks from the meta-distribution are presented sequentially. The work however does not focus on continual learning per se (catastrophic forgetting is mostly averted by using a memory buffer), but rather on forward transfer, thus making future learning increasingly faster and more efficient.
Finally, Finn et al. (2019)
Evolution-inspired meta-learning. Meta-learning and evolution have been proposed to share a crucial connection, via the Baldwin effect [11] . However, they have also been linked in more implicit ways by using evolutionary algorithms to optimize plastic neural networks (for a complete review, see [13] ).
Close to the scope of this paper is the work of Ellefsen et al. (2015) [12] , that proposes to optimize the connections of a neural network by evolution, with an added cost per connection. Continual learning comes due to the emergence of modularity in the network and segregation between the tasks. Crucially, agents are trained with a concept of a "lifetime", during which they are exposed to a non-stationary environment which forces them to remember previously acquired skills and knowledge. While the learning rule was not learnt, separate works have explored such possibility, for example in Backpropamine [21] , where gradient descent is performed on a differentiable Hebbian learning rule in a meta-learning context.
Results
We evaluate SeqFOMAML on a sequential learning problem composed by 100 5-way Omniglot [22] classification tasks. Figure 1 shows a comparison of SeqFOMAML meta-trained using sequences of different lengths (i.e., n in Eqs. 2 and 4; L = 1, equivalent to vanilla FOMAML, L = 5, L = 10 and L = 20), and a baseline randomly initialized network (i.e., non meta-trained). In particular, models trained with a fixed sequence length L should be optimized for a similar test-time sequence length, outside which good performance is due to meta-generalization to longer sequences that were not observed during training. The rate of decay of the accuracy of the tasks in the sequence is further explored in Appendix B.2, as a function of the length of the meta-training sequences.
Conclusion
We show that catastrophic forgetting can be mitigated in a meta-learning context, by exposing a model to multiple tasks during training, rather than a single task as in traditional paradigms. Specifically, and contrary to vanilla meta-learning approaches, we use full sequences of tasks sampled from a distribution, instead of sampling a single task at a time. We further show how a meta-learning objective can be designed to jointly optimize fast adaptation to new tasks, as in traditional single-task meta-learning, while at the same time limiting interference between tasks and thus their forgetting, by learning a good prior for sequential task learning in the form of initial model parameters. Finally, we present and evaluate Seq(FO)MAML, a meta-learning algorithm that extends (FO)MAML to implement these principles, and suggest that it can be further extended by pairing it with other continual learning algorithms. Surprisingly, even a simple version of SeqFOMAML that is not paired with any other continual learning algorithm, but rather exclusively optimizes the initial parameters of a model, after which plain SGD is performed, was found to be able to mitigate catastrophic forgetting in a significant way. available (https://github.com/spiglerg/pyMeta), to simplify the definition of distributions over tasks (classfication, regression and RL) and sequences of tasks, and to allow sampling from them.
pyMeta is organized on the concept of Tasks, for example "ClassificationTask", that can be used to implement a variety of machine learning problems. Tasks can then be grouped within "TaskDistribution" objects that allow to define distributions over tasks that can be sampled from. The popular meta-learning algorithms FOMAML and Reptile are also included as baselines.
Most of the code used in this paper is made available in the pyMeta repository.
A.2 Network architecture and parameters of the simulations
The parameters of the simulations were adapted from related work [8, 14] and partially tuned using the validation set. The network architecture is a standard CNN used for few-shot Omniglot classification [8] , and is composed by 4 blocks, each comprising a convolutional layer with 64 filters of size 3 × 3, stride 1, followed by batch normalization, 2 × 2 max pooling and ReLU activation. The rest of the hyperparameters are reported in Table 1 . 
B.1 Fast adaptation versus positive backward transfer
We further explore the balance in SeqFOMAML between fast learning and adaptation to new tasks in the sequence -as in traditional meta-learning, and possibly with the aid of positive forward transfer between tasks,-and positive backward transfer.
To do so, we train the same sequential learning problem (sequences of 5-way Omniglot classification tasks, L = 10 tasks per training sequence) using two different objectives. In one case, SeqFOMAML is used as described in Section 2, and specifically optimization is performed with the objective in Eq. 2, which aims at minimizing the loss function of each task in the sequence both at the end of training, at parameters φ n , and immediately after training on each task i, φ i . The second case instead exclusively optimizes performance of each task at the end of training, i.e. at parameters φ n .
The results are shown in Figure 2 . Because performance is not optimized to be high immediately after training on each task, the model performs poorly when exposed to few tasks, as performance is driven only by positive backward transfer, so that training on new tasks improves the performance of the model on previous ones.
B.2 Measuring the rate of catastrophic forgetting
As described in Section 2, SeqFOMAML acts by meta-learning a useful prior to limit catastrophic interference between sequentially learnt tasks. However, when the model is used in a practical context, Figure 1 , where the objective optimized by SeqFOMAML is the same as Eq. 2, that minimizes the loss of each task in the sequence both at the final parameters φ n and after training on each task i, φ i . The other case (10a) instead optimizes the performance on each task exclusively at the end of the sequence φ n , thus not explicitly optimizing for fast learning and adaptation to new tasks, but only relying on positive backward transfer. continuous training is performed by simple gradient descent, which results in an exponential decay of the performance on previously learnt tasks. However, even though SeqFOMAML does not change the type of the decay, we have shown that it can still be effective at mitigating catastrophic forgetting (see Section 4), which can be especially useful when considering continual learning problems with a known expected number of tasks or duration, as a "lifetime" of a model or an agent.
Here we quantify the rate of decay of the per-task performance by fitting a decay function to the mean accuracy tested on all previous tasks, after each task t (i.e., the curves shown in Fig. 1 ). Specifically, we compute the mean accuracy over previous tasks as
where the accuracy f i (t) of each task i, tested immediately after training on task t (t ≥ i) is assumed to decay exponentially during successive training, with an asymptotic chance-level performance of 20% for 5-way Omniglot classification tasks f i (t) = ae The parameters a and b are then fitted by the Trust Region Reflective algorithm, using scipy.optimize.curve_fit.
Results are shown in Figure 3 . Notably the rate of decay λ = 1 τ is reduced (the time constant τ is increased) by using increasingly longer sequences during meta-training (right panel of Figure 3 ). 
