Genericity of the multibump dynamics for almost periodic Dung-like systems / Alessio F.; Caldiroli P.; Montecchiari P.. Abstract. In this paper we consider "slowly" oscillating perturbations of almost periodic Duffinglike systems, i.e., systems of the formü = u − (a(t) + α(ωt))W (u), t ∈R, u ∈R N where W ∈ C 2N (R N ,R) is superquadratic and a and α are positive and almost periodic. By variational methods, we prove that if ω > 0 is small enough then the system admits a multibump dynamics.
Introduction
In this paper we consider the class of Duffing-like systems
where we assume that a ∈ C(R, R) is positive and almost periodic and (W 1) W ∈ C 2N (R N , R), (W 2) there exists θ > 2 such that 0 < θW (x) ≤ W (x)x for any x = 0, (W 3) W (x)x < W (x)xx for any x = 0.
We recall that a function a ∈ C(R, R) is almost periodic if for any ε > 0 there exists L ε > 0 such that any interval I ⊂ R of lenght L ε contains an ε-period of a, that is, a τ ∈ R for which sup t∈R |a(t − τ ) − a(t)| ≤ ε. We will denote by P ε (a) the set of ε-periods of a.
Note that the Duffing system, i.e., the system (D a ) with W (x) = |x| 4 4 , satisfies the above assumptions. By (W 2), it follows in particular that W (0) = 0 and W (0) = 0 and therefore that the origin in the phase space is a hyperbolic rest point for (D a ). A non zero solution u ∈ C 2 (R, R N ) of (D a ) is called homoclinic to the origin if u(t) → 0 andu(t) → 0 as t → ±∞.
Starting with [Bol] , [BG] , [CZES] and [R1] , the existence and multiplicity of homoclinic solutions for Hamiltonian systems has been studied by variational methods. The variational approach has permitted to study systems with different time dependence of the Hamiltonian. We mention [CZES] , [R1] , [HW] , [S1] , [CZR] , [S2] , [T] , [Be1] , [CM] , [Be2] , [Be3] , [CS] , [R3] and [MNT2] for the periodic case, [BB] , [STT] , [CZMN] , [R2] , [Sp] and [MNT1] for the almost periodic and recurrent cases.
In [S2] it was introduced a novel minimax method which has permitted to prove shadowing-like Lemmas and consequently to show the existence of a class of solutions, called multibump solutions, whose presence displays some chaotic features of the dynamics. Precisely the presence of an approximate Bernoulli shift and the positive topological entropy. The use of this method has then permitted on one hand to consider non degeneracy conditions on the set of "generating" homoclinic solutions, weaker than the classical transversality intersection between the stable and unstable manifolds, see [Be1] , [BS] , [CS] , [R3] and [MNT2] (for the classical geometrical approach of the Dynamical System Theory see e.g. [W1] ). On the other hand, as we said above, the variational methods allow to extend these results to more generally time dependent Hamiltonian systems, see [CZMN] , [R2] , [MNT1] and [AM] . In these cases the geometrical approach is hardly applicable since the dynamics is not well described by a suitable Poincaré map (like the time-T map in the T-periodic case) and it is not possible to apply directly the Smale Birkhoff Theorem. However we quote [MS] for a result in this direction for almost periodic perturbations of autonomous second order equations. We also mention [Sc] where a shadowing Lemma for almost periodic systems is proved using the notion of exponential dichotomy, firstly introduced in [P] .
We point out that all the above results are based on some a priori discreteness assumptions on the set of homoclinic solutions, that are in general difficult to test. The use of the Melnikov function, see [M] , permits to check them for periodic perturbations of planar autonomous systems. In this direction we mention [AB] and [BBo] , which generalize the Melnikov method to systems of any dimension and with arbitrary time dependence of the perturbative term. A refined use of the Melnikov method permits to detect chaotic properties for perturbated systems when the periodic perturbative term is not necessarily small in L ∞ norm but oscillates fastly (see [An] ) or slowly (see [W1] , [W2] , [WH] and the references therein). All these results are based on the fact that the unperturbed system is an integrable Hamiltonian system having a homoclinic solution which is asked to be non degenerate modulo time translations.
In the slowly oscillating case it is possible to bypass the use of Melnikovtype techniques, checking the discreteness conditions on the set of the homoclinic solutions with a global variational approach. This is done without making assumptions on the set of homoclinics of the unperturbed system by exploiting concentration phenomena of the solutions with respect to the slow oscillations of the Hamiltonian, as in [AM] . Results in this direction for the Schrödinger equation are contained for instance in [ABC] , [DPF] , [G] and [L] , where analogous concentration phenomena occur.
Considering the systemü = u − α(ωt)W (u), with α ∈ C(R, R) non constant, positive and almost periodic, we will see that the argument in [AM] can be adapted to prove that if the system is slowly oscillating, i.e., if ω > 0 is sufficiently small, then it admits a multibump dynamics.
In fact, in this paper we consider the (non integrable) system (D a ) on which we have no a priori knowledge of its global dynamics and we show that if we perturb it with a slowly oscillating term then the new system exhibits a multibump dynamics. More precisely, considered the system
we prove Theorem 1.1 For all a ∈ C(R, R) non negative, almost periodic and for all α ∈ C(R, R) non costant, positive, almost periodic there existsω > 0 such that for every ω ∈ (0,ω) the system (D ω ) admits multibump solutions. Precisely, there exists a compact set K ω ⊂ C 2 (R, R N ) of homoclinic solutions of (D ω ) for which for any r > 0 there is N r > 0 and ε r > 0 such that for any sequence (p j ) ⊂ P εr (a(·) + α(ω·)), with p j+1 − p j ≥ N r , and
for any j ∈ Z, where I j = [
]. In addition v σ is a homoclinic solution whenever σ j = 0 definitively.
By Theorem 1.1, since no condition on the L ∞ norm of α is required, we plainly obtain that the set of almost periodic functions a for which the system (D a ) admits multibump dynamics is dense with respect to the L ∞ topology in the set of positive almost periodic continuous functions.
In fact, the result stated in Theorem 1.1 is obtained by proving a discretness condition on the set of homoclinic solutions of (D ω ). This condition turns out to be stable with respect to perturbations of the field (see [MN] , [Be2] and [Be3] for analogous result in the periodic case). In particular, if this assumption is satisfied for the system (D a ), then it is also verified for the systemü = u − (a(t) + h(t))W (u), provided that h L ∞ is sufficiently small. Then we obtain Theorem 1.2 There exists an open dense subset A of {a ∈ C(R, R) | a is almost periodic and a(t) > 0, ∀ t ∈ R} such that for any a ∈ A the system (D a ) admits multibump solutions.
This result expresses the genericity of a chaotic behaviour for the continuous flows associated to the class of systems (D a ). We refer to [PT] and [W1] for other genericity results in the framework of the geometric theory of chaotic dynamical systems, as for instance the classical generic property of transversal intersection between the stable and unstable manifolds for diffeomorphisms on manifolds, stated by the Kupka-Smale Theorem (see [W1] ).
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Preliminary results
In this section we state some properties shared by a class of functionals defined on the Sobolev space X = H 1 (R, R N ) of the type
where u = ( R |u| 2 + |u| 2 ) 1 2 is the standard norm of X, W satisfies (W 1), (W 2) and (W 3) and k ∈ C(R, R) is positive and bounded.
It is standard to check that, by (W 1) and (W 2), ϕ ∈ C 2N (X, R) and that critical points of ϕ are exactly (classical) solutions of the system
Even if we are mainly interested in the case k(t) = a(t) + α(ωt), with a, α ∈ C(R, R) fixed as in the statement of Theorem 1.1 and ω > 0 small enough, actually we have to handle a family of functionals corresponding to the "problems at infinity", in which
L ∞ . Therefore, in this section, we consider the class F of functionals like (2.1) with k ∈ C(R, R) satisfying 0 < k(t) ≤ā, whereā = a L ∞ + α L ∞ , and we prove some preliminary properties of the functionals ϕ ∈ F which are uniform with respect to the class F.
First, we recall a result concerning the behavior of any functional ϕ ∈ F at 0.
Lemma 2.1 There existsρ > 0 such that for any interval I ⊆ R with length |I| ≥ 1 and for any ϕ ∈ F, if
As an immediate consequence we get:
Lemma 2.2 For any ϕ ∈ F we have:
(i) 0 is a strict local minimum point for ϕ,
where K ϕ = {u ∈ X : ϕ (u) = 0 , u = 0} (we agree that inf ∅ = +∞).
Remark 2.1 The assumption (W 2) implies that for every u ∈ X
Then, there exists u 1 ∈ X such that ϕ(u 1 ) < 0 for every ϕ ∈ F. Hence, by Lemma 2.2 (i), any functional ϕ ∈ F has a mountain pass geometry and, setting
2 > 0 for every ϕ ∈ F and, by the mountain pass Lemma, there exists a sequence (u n ) ⊂ X such that ϕ(u n ) → c ϕ and ϕ (u n ) → 0. Considered a functional ϕ ∈ F, we are interested in studying Palais Smale sequences (briefly P S sequences) for ϕ, i.e., sequences (u n ) ⊂ X such that (ϕ(u n )) is bounded and ϕ (u n ) → 0.
Remark 2.3 By (2.2), any P S sequence (u n ) for ϕ is bounded. Moreover, lim inf ϕ(u n ) ≥ 0 and if lim sup ϕ(u n ) <λ then u n → 0.
We recall a first result well known in the literature (see e.g. [CZR] ).
Lemma 2.3 If (u n ) ⊂ X is a P S sequence for ϕ weakly converging to u ∈ X, then:
By Lemmas 2.1 and 2.2, it can be proved that we lose compactness of those P S sequences (u n ) which "carry mass" at infinity, i.e., there exists a sequence (t n ) ⊂ R such that |t n | → ∞ and lim inf u n |t|≥tn ≥ 2ρ. In order to obtain compactness results it is therefore useful to introduce the function T : X → R ∪ {−∞} defined in the following way:
This function is well defined since the mapping T → u t>T is non increasing, u t>T → 0 as T → +∞ and u t>T → u as T → −∞. Moreover, if u >ρ then T (u) ∈ R and u t>T (u) =ρ. We also note that
The function T is not continuous on X but satisfies
Proof. By contradiction, suppose that
that, since X ⊂ C(R, R N ), implies u(T (u)) = 0, contrary to the assumption. To prove the second part we argue in a similar way. If it were T (u) < lim sup T (u n ) = T , then, given any T ∈ (T (u), T ), there exists n T ∈ N such that T (u n ) ≥ T for every n ≥ n T and thus, since u n − u t>T → 0 and |u(t)| > 0 in a neighborhood of T (u), we get
We have the following auxiliary result Lemma 2.5 For any b > 0 there exist δ > 0 and τ > 0 such that for every
Proof. If not, there exist b > 0, a sequence (u n ) ⊂ {ϕ ≤ b} ∩ { ϕ ≤ 1 2ρ } and a sequence (t n ) ⊂ R such that t n ≤ T (u n ) for any n ∈ N, T (u n )−t n → 0 and u n (t n ) → 0. We introduce a sequence (v n ) ⊂ X defined as follows: (1) and v n 2 = u n 2 t>tn + o(1) as n → +∞ which leads to the contradiction
Remark 2.4 From the above proof, one can see that the result stated in Lemma 2.5 holds true uniformly with respect to the class of functionals F. That is, the values δ and τ depend only on b but not on the choice of ϕ ∈ F.
Then we obtain Lemma 2.6 If (u n ) ⊂ X is a P S sequence for ϕ weakly converging to u ∈ X and (T (u n )) is bounded, then u = 0 and
, by Lemma 2.5, there exists δ > 0 such that |u n (T (u n ))| ≥ δ for any n ∈ N sufficiently large. Since the sequence (T (u n )) is bounded, up to a subsequence, it converges to some T ∈ R and, by the L ∞ loc convergence, u n (T (u n )) → u(T ). Then |u(T )| ≥ δ and so u = 0. By Lemma 2.3 (i), ϕ (u) = 0. Hence u ∈ K ϕ and Lemma 2.2 (iii) implies that u ≥ 2ρ. Thus T (u) ∈ R and, using again Lemma 2.5, u(T (u)) = 0. To complete the proof, it is enough to check that u n → u strongly in H 1 ((T (u), +∞), R N ) and apply Lemma 2.4. To this aim, let T ≥ sup T (u n ) such that u t>T <ρ 4 and consider the cut-off function χ T : R → [0, 1] defined as:
Since by Lemma 2.3 (iii) we have u n − u → 0 in H 1 loc (R, R N ), it is easy to check ϕ (u n − u) − ϕ (χ T (u n − u)) → 0. Then, by Lemma 2.3 (ii), we infer that (χ T (u n − u)) is a P S sequence for ϕ. Moreover, since T ≥ sup T (u n ) and u t>T <ρ 4 , we get
By Lemma 2.2 (ii) this implies χ T (u n − u) → 0 and since
Then we obtain
Corollary 2.1 Any P S sequence (u n ) for ϕ ∈ F with lim sup ϕ(u n ) < c ϕ +λ and (T (u n )) bounded is precompact in X .
Proof. By Remark 2.3, the sequence (u n ) is bounded in X and then it admits a subsequence, always denoted by (u n ), weakly convergent to some u ∈ X. By Lemmas 2.3 and 2.6, u ∈ K ϕ and (u n − u) is a P S sequence for ϕ with lim sup ϕ(u n − u) < c ϕ +λ − ϕ(u). By Remark 2.2, ϕ(u) ≥ c ϕ and then lim sup ϕ(u n − u) <λ. Then, by Remark 2.3, u n → u. Moreover we have the folowing locally Lipschitz continuity of
Proof. Let b > 0 and let δ > 0 and τ > 0 be given by Lemma 2.5. We set r = ρ 2 + δ 2 τ −ρ. Taken u 1 , u 2 ∈ { ϕ ≤ 1 2ρ } ∩ {ϕ ≤ b} with −∞ < T (u 1 ) < T (u 2 ) < +∞ and u 1 − u 2 ≤ r we havē
where
[T 1 ,T 2 ] > δ 2 τ and so, by (2.4), δ 2 τ < 2ρr + r 2 , contrary to the definition of r. Hence T 2 − T 1 ≤ τ and, by (2.4),
and the thesis is proved with L = δ −2 (ρ + ρ 2 + δ 2 τ ).
The perturbated system
In this section we will study the system (D ω ) and we prove that if ω > 0 is sufficiently small then the set of homoclinic solutions of (D ω ) satisfies suitable discreteness properties. In fact, considered the action functional
assuming that there existr > 0 andr ∈ (0,r) such that α = α(0) ≥ max |t|≤r α(t) > maxr ≤|t|≤r α(t) = α (not restrictive since a is almost periodic and not constant), we will prove Theorem 3.1 There existsω > 0 andc > sup ω∈(0,ω) c ω such that
for all ω ∈ (0,ω), where K ω is the set of critical points of ϕ ω and c ω is the mountain pass level of ϕ ω .
In the next section we will show that if the condition (H ω ) is satisfied then the system (D ω ) admits a multibump dynamics.
First we fix some notation. For any b ∈ H(a) and β ∈ [inf α, sup α], let ψ bβ be the functional defined as
Note that all the functionals ϕ ω and ψ bβ belong to the class F defined in the previous section.
Remark 3.1 The almost periodicity of a and Remark 2.2, imply that the mountain pass level c bβ of the functional ψ bβ is independent of b ∈ H(a) (we will denote it by c β ) and that for all β there exist b ∈ H(a) and u ∈ X such that ψ bβ (u) = 0 and ψ bβ (u) = c β , see e.g. [CZMN] . Moreover, if β 1 < β 2 we have c β 1 > c β 2 . Indeed, by Remark 2.2, there exist b ∈ H(a) and γ ∈ Γ such that max s∈[0,1] ψ bβ 1 (γ(s)) = c β 1 . Let u ∈ rangeγ be such that ψ bβ 2 (u) = max s∈[0,1] ψ bβ 2 (γ(s)) ≥ c β 2 . Then u ≡ 0 and therefore, since β 1 < β 2 ,
We are interested in studying sequences (u n ) ⊂ X such that ϕ ωn (u n ) → 0 and (ϕ ωn (u n )) is bounded for some sequence (ω n ) ⊂ (0, +∞). First note that by (2.2) these sequences are bounded and therefore weakly precompact in X. Moreover, by Lemma 2.1 and Remark 2.3, ifρ > 0 is fixed according to Lemma 2.1, we have Lemma 3.1 Let (ω n ) ⊂ (0, +∞) and (u n ) ⊂ X be such that ϕ ωn (u n ) → 0. Then we have
In the case ω n → ω > 0, by Lemmas 2.3 and 2.6, we obtain Lemma 3.2 Let (ω n ) ⊂ (0, +∞) and (u n ) ⊂ X be such that ω n → ω > 0, ϕ ωn (u n ) → l ∈ R and ϕ ωn (u n ) → 0. If (T (u n )) is bounded then there exists u ∈ K ω such that, up to a subsequence, u n → u weakly in X,
While, in the case ω n → 0, we have the following characterization Lemma 3.3 Let (ω n ) ⊂ (0, +∞) and (u n ) ⊂ X be such that ω n → 0, ϕ(u n ) → l ∈ R, ϕ ωn (u n ) → 0 and ω n T (u n ) → r ∈ R. Then there exists u ∈ X \ {0} such that, up to a subsequence, there results:
Proof. By (2.2), (u n ) is bounded in X. Then, setting v n = u n (· + T (u n )), there exists u ∈ X such that, up to a subsequence, v n → u weakly in X. By Lemma 2.5 and Remark 2.4, we have lim inf n→∞ |u n (T (u n ))| ≥ δ > 0. Therefore, since v n → u in L ∞ loc , we obtain u ≡ 0. By the Bochner's criterion (see e.g. [Be] ), up to a subsequence we have
By density, this implies that ψ bβ (u) = 0. Then (i) holds.
To prove (ii), first note that, since v n → u weakly in X, we have
Since ϕ ωn (u n ) → l and ϕ ωn (u n ) → 0, we obtain
and therefore the lemma follows.
We are now interested in compactness results for sequences (u n ) ⊂ X such that (ϕ ωn (u n )) is bounded, ϕ ωn (u n ) → 0 and (ω n T (u n )) ⊂ [−r,r] for some sequence (ω n ) ⊂ (0, +∞). First we have the following level estimate Lemma 3.4 For every h > 0 there exists ω h > 0 such that for all (ω n ) ⊂ (0, ω h ] and (u n ) ⊂ X with ϕ ωn (u n ) → 0 and |T (u n )| ≤r ωn we have c α − h ≤ lim inf ϕ ωn (u n ).
Proof. Indeed, if not, using a diagonal procedure, we obtain that there exists h > 0, a sequence (ω n ) ⊂ (0, +∞) with ω n → 0 and a sequence (u n ) ⊂ X such that ω n |T (u n )| ≤r, ϕ ωn (u n ) → 0 and lim inf ϕ ωn (u n ) ≤ c α − h. Up to a subsequence, we have that ω n T (u n ) → r ∈ [−r,r] and ϕ ωn (u n ) → l ≤ c α −h. By Lemma 3.3 and the choice ofr, there exists u ∈ X \ {0} such that, setting lim a(· + T (u n )) = b ∈ H(a) and lim α(
The following compactness result holds Lemma 3.5 There exist h 0 > 0 and
Proof. Let h 0 ∈ (0,λ 2 ), whereλ is given by Remark 2.1 and ω 0 = ω h 0 by Lemma 3.4. Let (ω n ) ⊂ (0, ω 0 ) and (u n ) ⊂ X satisfying the statement of the lemma. Then, up to a subsequence, two cases may occur:
In the case (i), by Lemma 3.3, there exists u ∈ X \ {0} such that u n (· + T (u n )) → u weakly in X. Moreover, setting lim a(· + T (u n )) = b ∈ H(a) and lim α(ω n (· + T (u n ))) = β, there results β ≤ α, ψ bβ (u) = 0, ϕ ωn (u n − u(· − T (u n ))) → l − ψ bβ (u) and ϕ ωn (u n − u(· − T (u n ))) → 0. Then, since by Remarks 2.2 and 3.1 ψ bβ (u) ≥ c β ≥ c α , we have l−ψ bβ (u) ≤ l−c α ≤ h 0 <λ 2 . By Lemma 3.1, we obtain u n − u(· − T (u n )) → 0, i.e., u n (· + T (u n )) → u strongly in X and the lemma is proved in this case. In the case (ii), by Lemma 3.2, we have that u n → u ∈ K ω weakly in X,
In particular it follows Lemma 3.6 There exist ν 0 ∈ (0,ρ 2 ) and
Proof. Arguing by contradiction suppose that there exist R n → +∞, (ω n ) ⊂ (0, ω 0 ) and (u n ) ⊂ X such that lim sup ϕ ωn (u n ) ≤ c α + h 0 , ϕ ωn (u n ) → 0, |T (u n )| ≤r ωn and u n |t−T (un)|≥Rn ≥ρ 2 . This is impossible since by Lemma 3.5 the sequence (u n (· + T (u n ))) is precompact in X and therefore u n (· + T (u n )) |t|≥Rn → 0 as n → ∞.
Then we obtain
Lemma 3.7 There existh
Proof. By contradiction suppose that there exist
. Then, by Lemma 3.6 we have thatr ωn − R 0 ≤ |T (u n )| ≤ r ωn and therefore, up to a subsequence, |T (u n )ω n | → r ∈ [r,r]. Then, by the choice ofr, we obtain that α(
we obtain that, up to a subsequence, u n (·+T (u n ))) → u ∈ X \{0} weakly in X, ψ bβ (u) = 0 and, by Lemma 3.2, ψ bβ (u) ≤ c α for some b ∈ H(a). While, by Remark 3.1, we have ψ bβ (u) ≥ c β ≥ c α > c α , a contradiction.
Finally we have
Lemma 3.8 If u ∈ X is such that ϕ ω (u) ≤ c α +h andr ω ≤ |T (u)| ≤r ω for some ω ∈ (0,ω) then ϕ ω (u) ≥ν. In particular for all ω ∈ (0,ω) we have
Proof. Indeed, if there exists u ∈ X such that ϕ ω (u) ≤ c α +h,r ω ≤ |T (u)| ≤r ω and ϕ ω (u) <ν for some ω ∈ (0,ω) then, by Lemma 3.7, u |t|≥r ω <ρ 2 . Therefore, if T (u) ≥r ω we obtain a contradiction since, by definition,ρ = u t≥T (u) ≤ u t≥r ω <ρ 2 . In the other case, T (u) ≤ −r ω , we obtain u 2 ≤ u 2 t≥T (u) + u 2 t≤−r ω < 2ρ 2 and, by the choice ofρ, we have
4 u ≥ ν, since ν <ρ 2 , contrary to the assumption. Now, to prove Theorem 3.1, by Lemma 3.8, it is sufficient to show that c ω < c α +h for all ω small enough. In fact, we have Lemma 3.9 There results lim sup ω→0 c ω ≤ c α . In particular, there exists ω ∈ (0,ω) such that c ω < c α +h for all ω ∈ (0,ω).
Proof. First note that setting ϕ bω (u) = 1 2 u 2 − R (b(t) + α(ωt))W (u)dt, like in Remark 3.1, we have that c ω is the mountain pass level of ϕ bω for any b ∈ H(a). Moreover we know that there exist b ∈ H(a) and γ ∈ Γ such that max s∈ [0, 1] 
Multibump solutions
In this section we consider the system (D a ) for a given positive almost periodic function a and we discuss a discreteness assumption on the set of homoclinic solutions of (D a ), already studied in [MNT1] , [MNT2] . Precisely, letting c a be the mountain pass level of the functional ϕ a (u) = 1 2 u 2 − R a(t)W (u(t))dt, we assume that
where the function T has been introduced in Section 2 and K a = {u ∈ X | ϕ a (u) = 0, u = 0}.
Here below, we outline how the assumption (H) togheter with the regularity of ϕ a leads to the existence of a compact set K 0 ⊂ K a that satisfies stability properties suitable to apply the Séré product minimax and then to prove that (D a ) admits a multibump dynamics. We omit the proofs that can be obtained by adapting the arguments already developped in [MNT1] and [MNT2] .
We explicitely remark that the functional ϕ ω defined in (3.1) verifies the assumption (H) whenever ω > 0 is sufficiently small (condition (H ω ) in Theorem 3.1) and therefore that Theorem 1.1 follows by the following construction. Moreover, we note that if ϕ a verifies (H) then also ϕ a+h satisfies it whenever h ∈ C(R, R) has L ∞ norm sufficiently small. By Theorem 1.1, this implies Theorem 1.2.
By (H), let t 0 ∈ R \ T (K a ∩ {ϕ a ≤c}). By Lemma 2.6 we plainly derive that ∃l 0 , ν 0 > 0 such that
By (4.1) and the almost periodicity of a, setting I τ = −τ + I 0 , we obtain Lemma 4.1 There exists ε 0 > 0 such that if T (u) ∈ I τ for some τ ∈ P ε 0 (a) and ϕ a (u) ≤ c a +c
Moreover, by Lemma 2.7, we obtain Lemma 4.2 There exists r 0 > 0 such that if i = j then dist(A i , A j ) ≥ r 0 .
By a classical pseudogradient construction one can prove the existence of a locally Lipschitz continuous vector field V : X → X which verifies V (u) ≤ 1, ϕ a (u)V (u) ≤ 0 for any u ∈ X, V (u) = 0 for any u ∈ {ϕ a ≤ 0} and moreover, by Lemma 4.1,
Then by the properties of V we obtain (see e.g. [MNT1] for more details)
By Lemma 4.3, deforming a path in Γ contained in {ϕ a ≤ c a +h}, we obtain the existence of a path γ ∈ Γ and, by compactness, a finite number of sets A i 1 , . . . , A i k for which
Then, by Lemma 4.2 and the definition of the mountain pass level c a , there exists p ∈ {1, . . . k} such that, setting Let K 0 = K a ∩ A 0 . Since, by Corollary 2.1, the PS condition holds in Ω 0 , with arguments similar to the ones used in [MNT1] , it is possible to prove the existence of a pseudogradient flow which leaves the classΓ invariant and then to prove the following result Lemma 4.4 K 0 = ∅ and for any r ∈ (0,r 4 ) there exists ν r > 0 such that ϕ a (u) ≥ ν r for any u ∈ Ω 0 \ B r 4 (K 0 ).
Moreover there exists h r ∈ (0,h 2 ) such that for any h > 0 there exists γ ∈Γ for which Finally, since ϕ a ∈ C 2N (X, R), applying a refined version of the SardSmale Lemma (see [B, Lemma 3.1.47] ), as in [MNT2] we obtain the following property By Lemmas 4.4, 4.5 and the almost periodicity of a we can characterize also the sets K τ = {u(· − τ ) | u ∈ K 0 } in Ω τ = {u(· − τ ) | u ∈ Ω 0 }, whenever τ ∈ P ε (a), for ε small enough. It is nowadays well known that these properties are sufficient to apply the Séré multibump construction, [S2] , and then to prove the existence of multibump solution for the systems (D α ) (see [MNT1] and [MNT2] ).
Theorem 4.1 If (H) is satisfied then for any r > 0 there is N r > 0 and ε r > 0 such that for any sequence (p j ) ⊂ P εr (a), with p j+1 − p j ≥ N r and for any σ = (σ j ) ∈ {0, 1} Z there exists a solution v σ of (D a ) verifying ]. In addition v σ is a homoclinic solution whenever σ j = 0 definitively.
