Abstract: Given that, today, the healthcare ecosystem is an information rich industry, there is an increasing demand for data mining (DM) tools to improve the quantity and quality of delivered healthcare; especially in handling patients suffering from deadly diseases such as HIV, Breast Cancer, Diabetes, Tuberculosis (TB), Heart diseases and Liver disorder. Given the fatality nature of these diseases when they remain undetected until at advanced stages, there remains a demand for best classifier tools to assist in diagnosing, detecting and treatment of these life-threatening diseases at their early stages. Complementary to this demand is the fact that the healthcare industry today generates large amounts of complex data about patients, hospital resources and disease diagnosis. Consequently, the healthcare ecosystem is warehousing large amount of medical data, which is an asset for healthcare organizations if properly utilized. The large amount of patient and disease related data could be processed and analyzed for knowledge extraction that enables support for cost savings and decision making towards delivery of timely and quality healthcare. In this paper, we report on an ongoing research work to develop and test a holistic DM disease prediction (Diagnosis and prognosis) tool, equipped with processes for preprocessing patients' data and a learning procedure for selecting a disease-specific best classifier, for disease prediction and delivery of speedy and cost effective diagnostic interventions and patient follow up in a hospital environment. As diseases are diagnosed, the predictive tool helps medical doctors in decision-making about what disease case it is and suggests possible treatment strategies within a much-reduced time. Test results for breast cancer and HIV data sets are reported. Achieved from the reported work are classification accuracies of 97.0752% (Classifier acting singly); 97.6323% (fusion of three classifiers). These results are better than those reported in the literature. The results show that the proposed DM disease prediction tool has potential to greatly impact on current patient management, care and future interventions against deadly diseases.
INTRODUCTION
Fundamental to healthcare industry is that health is life, and without good health there is no life. Health is now conceptualized to be beyond the absence of disease to include good diet, sleeping well, physical wellbeing, positive attitudes and social justice. In the context of this paper, healthcare is seen as the attention to the physical health of a human being. Also, healthcare is seen as the treatment, management and prevention of disease and preservation of the physical and mental wellbeing of a person with the help of medical and allied health professionals.
Comparatively, many developing countries like Tanzania, have long suffered from inadequate and poor quality health services largely from lack of skilled health care workers, capable of performing at specialist level in medical disease diagnosis and prognosis. Overall, health sectors in developing countries, also suffer from long waiting times at health facilities for quality health care. For example, many patients spend a lot of time moving from one facility to another seeking diagnostic services. As this happens, patients are usually exposed to too much unnecessary care, lack of transparency, and delays during registration and payment for the healthcare, and avoidable harm to patients. Such waiting times and inconveniences are now known to cause huge economic losses: in human terms and waste in billions of dollars [1] , [2] . Essentially, it is a human resource crisis tied to a laboring referral system that is mainly affecting the quality of healthcare delivery. In order to mitigate this challenge there is a need for intervention tools that can assist the healthcare workers in proper disease diagnosis and prognosis towards effective utilization of available human resources. Of interest in this paper, is the use of best fit data mining (DM) techniques to develop and http://dx.doi.org/10.12785/ijcds/060202
http://journals.uob.edu.bh implement a disease diagnosis and prediction tool with the goal of improving the quantity and quality of delivered healthcare; especially in handling patients suffering from deadly diseases such as HIV, Breast Cancer, Diabetes, Tuberculosis (TB), Heart diseases and Liver disorder. Given the fatality nature of these diseases when they remain undetected until at advanced stages, there remains a demand for best classifier tools to assist in detecting these life-threatening diseases at their early stages. Complementary to this demand is the fact that the healthcare industry today generates large amounts of complex data about patients, hospital resources and disease diagnosis. Consequently, the healthcare ecosystem is an information rich industry, warehousing large amount of medical data -a kind of "Big Data" -which is an asset for healthcare organizations if properly utilized. The large amount of patient-and disease-related data could be processed and analyzed for knowledge extraction that enables support for cost savings and decision-making towards delivery of timely and quality health care.
In this paper, we report on an ongoing research work to develop and test a holistic data mining (DM) disease prediction tool, equipped with best classifier, for use to deliver speedy intervention and patient follow up in a hospital environment. Thus, better addressing patient's needs, with the potential to improve care quality and to reduce care costs. Disease cases considered include HIV, Breast Cancer, Diabetes, Tuberculosis (TB), Heart diseases and Liver disorder, all in their early stages of development. The paper is organized into six sections. Section II covers a literature review related to the reported work. Section III describes the Methodology used in the prediction design and testing of the prediction tool; and reports on the data collection component and cleaning algorithms of the prediction tool. Section IV reports about disease learning, classification and prediction components of the diagnosis tool and classifier performance criteria. Section V reports on test results from the disease prediction tool for breast cancer and HIV diseases, and Section VI carries the conclusions.
LITERATURE REVIEW
Several pioneers in the healthcare industry have attempted to propose interventions for enhancing the delivery of healthcare [3] [4] [5] [6] [7] [8] . Kuttikrishnan, et al. [3] propose a healthcare system to assist clinicians at the point of care by enabling the clinician to interact with the system to help determine diagnostic and prognosis of patient's data. The system consists of three parts: the knowledge base, inference engine and mechanism to communicate. In [4] , Zhou, et al. propose a traditional Chinese medicine (TCM) clinical data warehouse (CDW) for medical knowledge discovery and decision support. The TCM is a clinical data warehouse system that incorporates the structured electronic medical record (SEMR) data for medical knowledge discovery and TCM clinical decision support system. Karya, [5] , proposes data mining techniques for diagnosis and prognosis of breast cancer from Wisconsin database. In the experiment, different classifiers were used and their performance compared; and decision tree classifier was found to be superior with a classification accuracy of 93.62%, followed by Naïve Bayes with a classification accuracy of 84.5%. Sudhir, et al. [6] , propose a Neural Network Aided Breast Cancer Detection and Diagnosis using Support Vector Machine (SVM). Breast Cancer data set from Wisconsin database was used in the experiment. The highest accuracy achieved by SVM is 96.43%, which can be utilized to support doctors' decision to avoid biopsy. In [7] , Palaniapan, et al. develop a web based user friendly, scalable, reliable and expandable intelligent heart disease prediction system using data mining techniques namely: decision trees, Naïve Bayes and neural networks. The tool can extract hidden patterns associated with heart disease from a database. The CRISP DM is used to build the disease prediction system. In their experimental results, Naïve Bayes performs better with classification accuracy of 95%, followed by decision tree with classification accuracy of 94.93%, followed by a neural network with classification accuracy of 93.54%.Chaurisa, et al. [8] , present a performance analysis of data mining algorithms for diagnosis and prediction of heart and breast cancer diseases. They took advantage of technological advancements to develop prediction models for patients with heart diseases and breast cancer survivability. In the experiment, the breast cancer datasets from Wisconsin were used. The results in this case indicated that the Naïve Bayes performs better than other classifiers with 87.1% accuracy.
What can be said about existing Literature on previous research outcomes is that there is no established standard that guides the data mining efforts of finding classifiers with acceptable high classification accuracies. It is concluded that in order to get better classification accuracy it depends on how one conditions the available data sets before prediction, i.e. preprocessing the data sets before the prediction exercise is done; estimation of baseline performance for the data sets and how the parameters of selected learning algorithm(s) are tuned in order to get best performance.
METHODOLOGY AND DATA COLLECTION
In this section we present the methodology used in the reported work and the data collection process for the purpose of obtaining data for training and testing the prediction tool.
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A. Data Processing Stages of the Prediction Tool
The tool predicts a disease the patient may be having based on symptoms. Figure 1 (stages A-N) summarizes the data processing stages of the prediction tool. It is similar to an expert doctor who asks questions to identify symptoms on the patient. Then, the tool classifies and analyzes the symptoms and other feedback data collected from the patient. The tool may ask a patient to take additional or necessary tests based on adequacy of the patient's symptoms. Then the tool selects the patient's data for disease diagnosis. As illustrated in Fig. 2 , data cleaning algorithms are used to clean the selected data. During the data cleaning process, unacceptable values, namely: outliers and extreme values, missing values and noisy data are removed. They are first identified, marked and subsequently handled usually by removing them from the test data sets. These unacceptable values are identified and marked by using appropriate unsupervised attributes depending on the DM platform being used. Equally, the unacceptable instances or samples are removed by using appropriate unsupervised instance filters. This is done for the purpose of having error free data sets that lead to better classification accuracy from selected classification algorithms during disease prediction.
During data pre-processing, some normalization, discretization, data summarization and data reduction techniques are applied. All these procedures are done to make the data sets more appropriate or efficient for the classification task. Lastly, since real data sets are used, often coming from different sources and thus may have different formats, data transformation is done to make sure all have same format.
Then a 10-fold cross validation of the datasets is performed in that learning algorithms are evaluated and compared by dividing data sets into two segments: one segment is used to train the algorithms and the other is http://journals.uob.edu.bh used to validate the algorithms. The training and validation sets must cross over in successive rounds such that each data point has a chance of being validated 10 times against each other and the average is computed. Therefore, the 10 cross validation helps in algorithm selection based on error rate. In the next stage, classification algorithms are applied on the test data sets followed by disease prediction based on the data sets used. Once the prediction is accepted, the disease can be identified. Lastly, the tool will suggest a treatmet strategy and drugs for the patient and thereafter it can be used to monitor the patient's performance. Figure 1) The data collection aspect of the prediction tool refers to activities or processes done in stages A-D in Fig.  1 . The first source of data contains data sets for breast cancer, diabetes, heart disease and liver disorder available from University of California Irvine (UCI) machine learning data repository. The second source of data contains HIV data sets from Amana hospital in Dares-salaam, Tanzania. The data sets are summarized in Table 1 . Each data set consists of a number of samples and disease attributes. 
B. Data Collection (Processes A-D in

CLASSIFIER TRAINING AND PERFORMANCE EVALUATION
In this study, classifier algorithms to be used in the disease prediction tool were selected due to their popularity and that they are used by many researchers for similar disease classification [9] . Essentially, algorithm selection is a very time consuming task that involves experimentation with different classifiers and analyzing the performance of these classifiers [10] . According to "No Free Lunch (NFL) Theorem" Duda et al. [11] , no any single classifier has the best performance in all the data sets. Each data set must be tested using different algorithms or groups of algorithms selected for prediction purposes. In order to get good performance ofthe selected classification algorithms it is crucial to clean the input data. The way data is cleaned has an impact on classifier performance; which depends on how much data can be changed and rearranged. Also, type of variables in the selected data sets are taken into consideration since some algorithms only accept numeric data, some accept only nominal and some algorithms accept both types. Trial and error and Meta learning approaches were used to select the best classification algorithms. In the trial and error approach, available classifiers are applied to the data sets and the best performing ones are selected based on classification accuracy, which ranges from 0 -100%. Close to 100% an accuracy, the better.
A. Classifier Training
A Meta learning approach aims at automatic discovery of useful algorithms or system. Such a Meta learning process is illustrated in Fig. 3 . A database is created with Meta data descriptions of datasets. These meta-data contain estimates of the performance of a set of candidate algorithms on those datasets as well as some Meta features describing their characteristics. A machine learning algorithm is applied to this database to induce the model that relates the value of the Meta features to the performance of the candidate algorithms [12] . The need for Meta learning became necessary given that WEKA data mining tool [13] is being used for algorithms selection. The WEKA platform, as are many DM tools, has many algorithms to select from. This makes the job of selecting algorithms an extremely difficult task. Following the Meta learning exercise, eight different predictive classifiers were selected. These classifiers are: Naïve Bayes (NB), Decision Tree J48 (J48), Instance Based Learning (IBK), Sequential Minimum Optimization (SMO), Multilayer Perceptron (MLP), Decision Tree RepTree, Projective Adaptive Reasonance Theory (PART) and Random Forest (RF) (individual classifiers). Given that fusion of such learning algorithms (i.e combining the algorithms) can increase the classification accuracy of the resulting fused hybrid classifiers [14] , the performance of the eight selected classifiers was investigated by training them to perform classification and prediction while acting singly, in pairs or in groups of three. These classifiers are briefly described in the following paragraphs.
http://journals.uob.edu.bh a) Naïve Bayes (NB) -Naives Bayes is a supervised learning algorithms based on Bayes theorem with independent assumption between prediction. Naïve Bayes uses frequency tables built from the data sets used. The Naïve Bayes classfier prediction power is based on the classifier accuracy derived from the concept of probability [16] . b) Decision Tree J48 (J48) -Decision tree is a divide and conquer algorithm, which is a top down approach. The top down approach works by recursively breaking down the complex problem into sub problems and then finding the solutions of sub problems by combining those solutions to form a complex solution. Decision tree uses decision tables built from the data sets used. The core algorithm of decision tree is called ID3 by J.R. Quinlan [17] , which uses entropy and information gain to construct a tree. For further details see [18] . [19] that is based on similarity functions. K th nearest neighbour is a simple algorithm that predicts new cases of the stored data based on a similarity measure. The prediction is done by selecting the nearest neighbour and calculating which ones are the nearest. The nearest neighbour can be calculated using the Euclidean distance method [20] .
c) Instance Based Learning (IBK) -IBK is the K nearest neighbour classification algorithm
d) Sequential Minimum Optimization (SMO) -
SMO is a supervised learning algorithm that works the same way as support vector machine (SMV) algorithms that was introduced by Vapnik, et al. [21] . SMO is used to classify two different classes and therefore the goal is to design a hyperplane that classifies all training vectors into two classes. The algorithm will select the hyperplane that leaves the maximum margin from both classes and the closest element from those hyperplane. Therefore, the algorithm draws the widest channel or street between two classes.
e) Multilayer Perceptron (MLP) -Multilayer
Perceptron (MLP) is a feed forward back propagation network, a very powerful and complicated data mining algorithm based on neurons. MLP is a highly parallel algorithm that processes information much more like a brain rather than a serial computer. MLP is a supervised learning algorithm based on artificial neural network which consists of input layer, output layer and hidden layer. As illustrated in Fig. 4 , each layer is made of interconnected nodes; for instance, input layers are interconnected with hidden layers and hidden layers are interconnected with output layers, where the actual processing is done using a system of weighted connections [22] , [23] . f) Random Forest (RF) -Random forest is a supervised machine-learning algorithm based on decision trees. Random Forest classifier also uses frequency tables processed from data sets. It works the same way as decision tree but this one is more powerful and uses the technique of ensemble learning algorithms by combining weak classifiers to get more powerful classifier. Therefore, random forest works as a large collection of different decision trees algorithms or forest as the name implies all used to make classification. That's the reason random forest uses the bagging technique [24] , [25] .
g) PART -PART stands for Projective Adaptive
Resonance Theory. The inputs to the PART algorithm are the vigilance and distance parameters [26] . PART is a separate-and-conquer rule learner proposed by Eibe and Witten [27] . The algorithm produces sets of rules called decision list, which are ordered set of rules. A new data is compared to each rule in the list in turn, and the item is assigned the category of the first matching rule (a default is applied if no rule successfully matches). PART is a partial decision tree algorithms derived from C4.5 decision tree in each iteration and makes the best leaf into a rule. The algorithm is a combination of C4.5 and RIPPER rule learning [28] .
h) Decision Tree Rep Tree -Reduced Error
Pruning (REP) Tree Classifier is a fast decision tree learning algorithm and builds the tree based on information gain with entropy and minimizes the error arising from variance [29] . This algorithm was first recommended in [30] . REP Tree applies regression tree logic and generates multiple trees in altered iterations. Afterwards, it picks the best one from all spawned trees. This algorithm constructs the regression/decision tree using variance and http://journals.uob.edu.bh information gain. Also, this algorithm prunes the tree using reduced-error pruning with back fitting method. At the beginning of the model preparation, it sorts the values of numeric attributes once. As in C4.5 algorithm, this algorithm also deals with the missing values by splitting the corresponding instances into pieces. [31] .
B. Performance Evaluation Criteria
The selected classifiers were evaluated based on a confusion matrix, which is a visualization tool commonly used to present the accuracy of classifiers [16] . Table 2 sumarizes the entries of the confusion matrix used. The accuracy is a measure of closeness between the target data and the predicted data. The level of performance in the confusion matrix is calculated by identifying the classifier accuracy of correctly classified instances and incorrectly classified instances in terms of percentage of samples tested. The entries in the confussion matrix have the following meaning:
 "a"-is True Positive (TP), which is the number of positive samples correctly predicted;  "b"-is False Negative (FN) , which is the number of positive samples wrongly predicted;  "c" -is False Positive (FP), which is the number of negative samples wrongly predicted as positive; and
, which is number of negative samples correctly predicted.
EXPRIMENTAL RESULTS
Two experiments were conducted to evaluate the selected performance of the six learning algorithms (see Section 4).
A. Learning Experiment Using Wisconsin Breast
Cancer Dataset: Figure 5 shows performance of the selected classifiers before and after preprocessing input datasets based on a 10-fold cross validation as a test option. Observed is that the accuracy of classifiers is better when preprocessed data are used compared to their performance on unprocessed data; data cleaning makes all the difference. Random Forest performs better with a classification accuracy of 97.0752% compared with other classifiers, followed by SMO and MLP classifiers with accuracies of 96.5181% and 96.3788%, respectively. Figure 5 . Classification accuracy on breast cancer data set before and after data preprocessing Figure 6 shows the performance of the classifiers acting in pairs. The RF + SMO combination out performs the other pairs with a classification accuracy of 96.1933%. As a general observation, it is clear that pairing the classifiers does not produce a higher classification accuracy. For example: the RF + RepTree combination performs with accuracy of 95.754% relatively poorer than its individual classifiers, e.g. RF alone has an accuracy of 97.0752%. These results justified the need to consider performance of the classifiers in groups of three. Figure 7 shows performance in terms of classification accuracy of a combination of the SMO + RF with one other classifier. This combination was selected as a primary pair because the two classifiers perform better as a pair (see Fig. 6 ). Therefore, the classifiers with two other classifiers are SMO+RF+IBK, SMO+RF+J48 and SMO+RF+MLP. It can be observed that the combinations of SMO+RF+IBK and SMO+RF+MLP achieve better performance with classification accuracy of 97.6323%; followed by SMO+RF+J48 with 97.493% accuracy. After investigating the performance of the selected classifiers acting singly, in pairs and in groups of three, it became necessary to compare their performance in terms of classification accuracies to results reported in the literature. Table 3 summarizes the comparison of accuracies when the classifiers are applied to the same datasets used by other researchers. It can be noted that the new approach produces classification accuracies of 97.0752% (Classifier acting singly); 97.6323% (fusion of three classifiers), which are much better than those reported in the literature. Table 4 shows the prediction results. Out of the available breast cancer data set: 477 samples (known) were used for training, and 206 (unknown) samples were used for testing.
TABLE 3. Comparison of achieved classification accuracies to those
reported by other works when using same breast cancer data set. Table 6 shows the feature selection results of the Breast Cancer attributes. Feature selection is a process of selecting input variables or attributes and then highlighting the importance of attributes that are selected for use in the disease diagnosis and prediction. The main mission of the feature selection is to improve the performance of a classifier. From this table, it can be seen that the best attribute selected was Bare Nuclei followed by uniformity of cell shape and the least attribute selected is mitoses followed by single epithelial cell size. 
B. Experiment Using CTC HIV Datasets From Amana
Hospital: Figure 8 shows performance of different classifiers before and after preprocessing based on 10-fold cross validation as a test option. Once again, it is demonstrated that classifiers acting on pre-processed datasets achieve better performance in terms of classification accuracy than before preprocessing due to data cleaning. In this HIV case, the SMO classifier performs better with an accuracy of 90.9014% compared with other classifiers, followed by Naïve Bayes and MLP classifiers with classification accuracies of 90.7029% and 90.4762%, respectively. Figure 8 . Classification accuracy on HIV data set before and after data preprocessing. Figure 9 shows the performance of the selected classifiers when acting in pairs. In this case, the SMO + J48 combination out performs the other pairs with a classification accuracy of 90.9297%. Coincidently, the pair slightly performs better than the individual classifiers as in Fig. 8 . Again, these results justified the need to consider performance of the classifiers in groups of three. Figure 10 shows performance in terms of classification accuracy of a combination of the SMO and J48 with one other classifier. This combination is selected as a primary pair because the two classifiers perform better as a pair (see Fig. 9 ). Therefore, the hybrid classifiers (classifiers grouped in three) are SMO+J48+NB and SMO+J48+MLP. It can be observed that the combination of SMO + J48 + MLP achieves better performance with classification accuracy of 91.3265%; followed by SMO+J48 +NB with 91.0998% accuracy.
For this reason, the SMO+J48+MLP combination was selected for prediction of HIV disease for the data set from Amana Hospital Dar-es-salaam, in Tanzania. Figure 10 . Classification accuracy of classifiers grouped in three after data preprocessing. Table 7 shows the prediction results. Out of the available HIV data set: 2116 samples (known) were used for training, and 1412 (unknown) samples were used for testing. Table 8 shows the sensitivity, specificity and prediction for training and testing data. For testing of HIV data set, it was observed that sensitivity for testing dataset performs better than the training dataset. Table 9 shows the feature selection results of the HIV attributes. From the table we can see the best attribute selected is WHOStage followed by CD4 and the least attribute selected is ARVStatusCode followed by NowPregnant. 
CONCLUSION
Disease detection and its treatment methods is a major area of concern that needs much attention these days. This paper supports the fact that machine learning can be of big help when it comes to medical diagnosis and prognosis. Presented in this paper is an approach for detection and prediction of two deadly diseases using machine learning techiques. The presented tool can assist physians either new or experienced in medical diagnosis and prognosis at initial stages of the diseases. The main issue here is to save time, reduce healthcare costs, quality healthcare delivery and reduce mortality and morbidity rate, which is very crucial in life threatening diseases.Therefore, the developed tool can help physicians make more accurate diagnosis as well as get answers they often seek from individual patients. As diseases are diagnosed, the predictive tool helps medical doctors in decision-making about what disease case it is and suggests possible treatment strategies within a muchreduced time. Test results for breast cancer and HIV data sets are reported. Achieved in the reported work are classification accuracies of 97.0752%(Classifier acting singly); 97.6323% (fusion of three classifiers). The results show that the fusion of three classifiers is superior to others classifiers [3] [4] [5] [6] reported in the literature. Therefore, the results confirm that the proposed DM disease prediction tool has potential to greatly impact on current patient management, care and future interventions against deadly diseases such as HIV, Breast Cancer, Diabetes, Tuberculosis (TB), Heart Diseases and Liver disorder.
