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a b s t r a c t
A systematic treatment of the three-dimensional Poisson equation via singular and
hypersingular boundary integral equation techniques is investigated in the context
of a Galerkin approximation. Developed to conveniently deal with domain integrals
without a volume-fitted mesh, the proposed method initially converts domain integrals
featuring the Newton potential and its gradient into equivalent surface integrals. Then,
the resulting boundary integrals are evaluated by means of well-established cubature
methods. In this transformation, weakly-singular domain integrals, defined over simply-
or multiply-connected domains with Lipschitz boundaries, are rigorously converted into
weakly-singular surface integrals. Combined with the semi-analytic integration approach
developed for potential problems to accurately calculate singular and hypersingular
Galerkin surface integrals, this technique can be employed to effectively deal with mixed
boundary-value problems without the need to partition the underlying domain into
volume cells. Sample problems are included to validate the proposed approach.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
The Poisson equation occurs in the modelling of many scientific and engineering problems. Indeed, the basic studies
which lead to this equation are, for example, the problemof finding (i) the electrostatic potential of an electric field in a region
of continuously distributed charges, (ii) the velocity potential in a steady-state potential flow of an incompressible fluid
with internal sources or sinks, and (iii) the steady-state temperature in an isotropic body with internal sources. However,
the numerical solution of the Poisson equation using a boundary element method (BEM) requires accurate evaluations
of singular surface integrals, and weakly-singular domain integrals known as Newton potentials. These domain integrals
appear in a boundary integral equation (BIE) formulation [1,2] to account for the contributions of non-trivial sources or sinks
present in the interior of the underlying medium. While the treatment of singular surface integrals has been the subject of
numerous investigations [3–8], the development of accurate techniques to effectively deal with domain integrals without
volume-fitted mesh still requires an in-depth scrutiny.
Over the past years, several approaches have been proposed in the literature to deal with domain integrals without
partitioning the computational domain into volume elements or internal cells [9–14]. In the engineering literature, the dual
reciprocitymethod [13] seems to be themost popular technique used to transformdomain integrals into boundary integrals.
However, the accuracy and efficiency of the dual reciprocity procedure depend largely on the distribution and location of the
radial basis functions employed to approximate the source term [15,16]. Moreover, very large and possibly ill-conditioned
matrices are often generated for source terms with steep gradients resulting in additional numerical difficulties [17].
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Recently, an effective technique to evaluate domain integrals without a body-fitted discretization has been developed
and validated in the context of a collocation boundary element approximation [18]. In this approach, a domain integral with
continuous or weakly-singular integrand is first converted into an equivalent boundary integral. Then, the resulting surface
integral is calculated via standard numerical integration rules. This transformation of a domain integral into a boundary
counterpart is accomplished through a systematic and rigorous generalization of the fundamental theorem of calculus to
higher dimension. In addition, it is shown in [18] that the higher-dimensional version of the first fundamental theorem
of calculus corresponds to the classical Poincaré lemma [19,20]. Furthermore, this approach is essentially a careful and
thorough generalization to any dimension of the radial integration method introduced in [9].
Motivated by the successful application of the domain integrationmethod [18] to effectively solvemixed boundary-value
problems associated with the three-dimensional Poisson equation using a collocation BEM, a systematic treatment of the
three-dimensional Poisson equation via singular and hypersingular BIE techniques is undertaken in the context of a Galerkin
framework. Following [18], the proposed method initially converts domain integrals featuring the Newton potential and its
gradient into equivalent surface integrals. Then, the resulting boundary integrals are calculated by means of well-known
cubature techniques. In this transformation, weakly-singular domain integrals, defined over simply- or multiply-connected
domains with Lipschitz boundaries, are rigorously converted into weakly-singular surface integrals. Combined with the
semi-analytic integration approach developed for potential problems [5,6] to accurately compute singular andhypersingular
Galerkin surface integrals, the proposed technique can be utilized to effectively deal with mixed boundary-value problems
without the need to partition the underlying domain into volume cells.
Details of the foregoing analysis and numerical examples are included to validate this study.
2. Problem formulation
LetΩ ⊂ R3 represent a bounded domain with Lipschitz-continuous boundary Γ and letΩ = Ω ∪Γ . Now, consider the
treatment of the Poisson equation
∇2u+ b = 0 (1)
inΩ with appropriate boundary conditions via a BIE method, where b is a continuous source function prescribed onΩ . To
successfully deal with (1), let n represent the unit normal to Γ directed towards the exterior ofΩ and let t = n · ∇u be the
flux associated with the solution u. In addition, let xε ∈ R3 \Ω denote an exterior point toΩ .
It is well known (see, e.g. [21,22,2]) that a solution u satisfying (1) admits the representation∫
Γ
G(x, y) t(y) dΓy −
∫
Γ
H(x, y) · n(y) u(y) dΓy +
∫
Ω
G(x, y) b(y) dΩy =

u(x), x ∈ Ω
0, x ∈ R3 \Ω, (2)
where the kernels G(x, y) and H(x, y) = ∇yG(x, y) are respectively expressed as
G(x, y) = 1
4π
1
‖x− y‖ , H(x, y) =
1
4π
x− y
‖x− y‖3 , x, y ∈ R
3, x ≠ y. (3)
Integral representation (2) is known as Green’s representation formula. In addition, the variable x ∈ R3 featured in (3) is
often referred to as the source point and y ∈ R3 is called the field point in the BIE literature.
On employing Green’s representation formula (2), the unknown functions u and t on the surface Γ can be obtained by
solving the singular BIE
lim
xε→x∈Γ
∫
Γ
G(xε, y) t(y) dΓy −
∫
Γ
H(xε, y) · n(y) u(y) dΓy +
∫
Ω
G(xε, y) b(y) dΩy

= 0. (4)
Remark 1. The numerical treatment presented in this study is applicable regardless of the types of boundary conditions,
i.e., Dirichlet, Neumann or mixed boundary conditions. In addition, a Galerkin technique for solving the singular BIE (4) will
be referred to as singular Galerkin BIE method.
2.1. Galerkin approximation
With reference to Fig. 1, assume that Γ is the surface of a polyhedron and consider a triangulation of Γ =  Eq into
closed and non-overlapping boundary elements such that Eq is an open, oriented and flat triangle. Now, let NE be the total
number of triangles (boundary elements) on Γ . To effectively tackle the BIE (4), expand the boundary unknown u and flux
t in terms of their respective nodal values and basis shape functions ψj at discrete points y j on Γ as
u(y) =
N−
j=1
u(y j) ψj(y), t(y) =
N−
j=1
t(y j) ψj(y), y j, y ∈ Γ , (5)
where N is the total number of boundary nodes on Γ .
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Fig. 1. Left: Discretization of an L-shaped domain with 578 triangles and 401 nodes. Right: Triangulation of a cylindrical tube using 1600 triangles and
896 nodes.
With these settings, a Galerkin approach for solving (4) requires that∫
Γ
ψi(x)

lim
xε→x∈Γ
∫
Γ
G(xε, y) t(y) dΓy −
∫
Γ
H(xε, y) · n(y) u(y) dΓy +
∫
Ω
G(xε, y) b(y) dΩy

dΓx = 0, (6)
for all test functions ψi (i = 1, 2, . . . ,N). By use of the interpolated approximations (5) in (6), and by virtue of the
triangulation of Γ into non-overlapping surface elements Eq, one can write a dense linear system of algebraic equations
for boundary unknowns u and t as
G{t} − H{u} = −{B}, (7)
where {u} ∈ RN and {t} ∈ RN are vectors containing respectively the nodal values u(y j) and t(y j) of the surface unknowns.
The entries of influence matrices G and H featured in (7) are expressed as
Gij =
NEi−
p=1
NEj−
q=1
Gpqij , G
pq
ij =
∫
Ep
ψi(x)

lim
xε→x
∫
Eq
G(xε, y) ψj(y) dΓy

dΓx, (8)
and
Hij =
NEi−
p=1
NEj−
q=1
Hpqij , H
pq
ij =
∫
Ep
ψi(x)

lim
xε→x
∫
Eq
H(xε, y) · n(y) ψj(y) dΓy

dΓx, (9)
where Ep ∈ supp(ψi), Eq ∈ supp(ψj) and NEi is the number of triangles in supp(ψi). Moreover, {B} ∈ RN is a vector
characterizing the contributions of the source function bwith components given by
Bi =
NEi−
p=1
Bpi , B
p
i =
∫
Ep
ψi(x)

lim
xε→x
∫
Ω
G(xε, y) b(y) dΩy

dΓx. (10)
Upon prescribing the boundary conditions for the specific boundary-value problem associatedwith the Poisson equation
(1), the fully-populated linear system (7) can be rewritten as
A{z} = {f }, (11)
where {z} ∈ RN is a vector containing unknown quantities u or t on the boundary Γ , and {f } ∈ RN is a vector whose
components are obtained from known boundary data and the contributions of the source term {B} ∈ RN .
Remark 2. The treatment of the surface contributions Gpqij and H
pq
ij expressed in (8) and (9) is routinely decomposed into
singular and non-singular situations. The singular cases, arising when Ep = Eq, and when the triangles Ep and Eq share a
common edge or vertex, have been successfully investigated by many authors [3,4,6,7]. In the non-singular case, occurring
when Ep and Eq do not intersect, xε can safely be replaced by x ∈ Ep. Furthermore, the non-singular situation is often carried
out by use of (i) standard cubaturemethodswhen Ep and Eq are ‘‘well separated’’, and (ii) non-linear transformations together
with standard cubature techniques when Ep is ‘‘too close’’ to Eq [5,8].
With these observations, the semi-analytic integration technique for Galerkin surface integrals [5,6] will be utilized to
compute the entries of the influence matrices G and H implicitly featured in (11). To completely generate the right-hand
side of the linear system (11), it remains to evaluate the contributions of the source term Bi (i = 1, 2, . . . ,N) without a
volume-fitted mesh, a task which is the focus of this study.
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3. Treatment of integrals featuring the source function
To effectively deal with the local contributions Bpi expressed in (10), it is useful to introduce the Newton potential V as
V(x) =
∫
Ω
G(x, y) b(y) dΩy, x ∈ R3, (12)
and recall an important property of V stated in the following theorem:
Theorem 3.1. Let b(·) be bounded and integrable inΩ . Then the Newton potential V (·) is continuously differentiable in R3, and
∇V(x) =
∫
Ω
∇xG(x, y) b(y) dΩy, x ∈ R3. (13)
In formula (13),∇V is the gradient of V with respect to its only variable x. The proof of Theorem 3.1 can be found in [21,23].
In (12) and (13), the potentials V and ∇V exist as improper integrals. Moreover, it is instructive to restate here the result
established in [18] for transforming the Newton potential into an equivalent weakly-singular boundary integral as:
Corollary 3.1. Let x be a fixed source point in R3, and let Ω ⊂ R3 be a bounded domain with Lipschitz boundary Γ . In addition,
let n be the unit normal to Γ directed towards the exterior of Ω . Moreover, let G(·, ·) be the kernel given by (3), and assume that
b(·) is a continuous function defined on the compact Ω . Further, let h(·) be a continuation of b(·) into any ball Π centred at x
and containing Ω such that h(·) is bounded and almost everywhere continuous inΠ \Ω . Then∫
Ω
G(x, y) b(y) dΩy =
∫
Γ
(y − x) · n(y) G(x, y)F (x, y) dΓy, x ∈ R3, (14)
where
F (x, y) =
∫ 1
0
z h(x+ z (y − x)) dz, y ∈ Ω. (15)
Remark 3. A continuation h of the prescribed function b can be specified, for example, as
h(y) =

b(y), y ∈ Ω
0, y ∈ R3 \Ω.
3.1. Preliminaries
On invoking the continuity of the Newton potential in R3 (in particular, across the surface Γ ) from Theorem 3.1, the
passage to the limit in (10) is trivial and one can simply write
Bpi =
∫
Ep
ψi(x)V(x) dΓx. (16)
Now, by use of (3) and (12), one can readily establish from Corollary 3.1 that
V(x) = 1
4π
∫
Γ
(y − x) · n(y)
‖y − x‖ F (x, y) dΓy, x ∈ R
3, (17)
where F (x, y) is given by (15). Formula (17) can further be utilized in (16) to reveal a representation of the local
contributions Bpi in terms of boundary integrals.
3.2. Approximation of surface integrals
To successfully compute (16) using (17), it is useful to decompose F (x, ·) in terms of its nodal values and basis shape
functions ψj at discrete points y j on the boundary Γ as
F (x, y) =
N−
j=1
F (x, y j) ψj(y), y j, y ∈ Γ , (18)
where N is again the total number of boundary nodes on Γ . By use of (18), and in view of the discretization of Γ into
non-overlapping surface elements Eq, on can write an approximation of (17) as
V(x) = 1
4π
N−
j=1
F (x, y j)Vj(x), x ∈ R3, (19)
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where F (x, y j) denotes the value of the straight-path integral (15) at a surface point y j ∈ Γ due to a fixed source point
x ∈ R3, and
Vj(x) =
NEj−
q=1
Vqj (x), V
q
j (x) =
∫
Eq
(y − x) · n(y)
‖y − x‖ ψj(y) dΓy, x ∈ R
3. (20)
Following the treatment of surface potentials involving linear shape functionsψj and flat triangles Eq thoroughly investigated
in [24], it can be established that Vqj (x) admits an analytic representation in terms of recursive formulae expressed over the
edges of the triangle Eq for any x ∈ R3. These exact formulae will be utilized to evaluate Vqj (x) at any source point x ∈ R3.
With the aid of (19) and (20), it is easy to verify that (16) takes the form
Bpi =
1
4π
N−
j=1
NEj−
q=1
Bpqij , (21)
where
Bpqij =
∫
Ep
ψi(x)F (x, y j)
∫
Eq
(y − x) · n(y)
‖y − x‖ ψj(y) dΓy

dΓx. (22)
Formulae (21) and (22) clearly expose the boundary-only representation of the local contributions Bpi . By virtue of (21), one
can rewrite (10) as
Bi = 14π
NEi−
p=1
N−
j=1
NEj−
q=1
Bpqij . (23)
One can now use (23) to compute the contributions of the source term Bi (i = 1, 2, . . . ,N)without partitioning the domain
Ω into internal cells. Moreover, these source term contributions can be employed to finally generate the right-hand side of
the linear system (11). Next, the linear system (11) can be resolved to obtain the solution u(y j) and flux t(y j) at all boundary
nodes y j ∈ Γ (j = 1, 2, . . . ,N).
Remark 4. Similar to the treatment of Galerkin surface integrals carefully examined in [5,6], it can be shown that for flat
triangles, Bpqij = 0 whenever the triangles Ep and Eq are on the same plane. In particular, if Ep = Eq, then Bpqij = 0. Indeed,
for a flat triangle Eq, one can always construct (see, e.g. [24,5,6]) a local orthonormal companion reference of R3 associated
with Eq and having its origin at a source point x ∈ Ep such that (y−x) ·n(y) = ηq, y ∈ Eq. Here, the parameter ηq represents
the relative distance between the source point x ∈ Ep and the plane of the triangle Eq. Note that ηq = 0 if Ep and Eq are on
the same plane. Now, in this local companion reference related with Eq, the inner integral in (22) simply becomes∫
Eq
(y − x) · n(y)
‖y − x‖ ψj(y) dΓy = ηq
Gqj (x), Gqj (x) = ∫
Eq
1
‖y − x‖ ψj(y) dΓy . (24)
Since the single-layer potentialGqj with continuous density ψj is continuous throughout R3 (see, e.g. [25]), the passage to
the limit in (24) as ηq → 0 is straightforward, and one obtains the statement of this remark.
4. Evaluation at interior points
Once the solution uj = u(y j) of the Poisson equation (1) and its normal derivative t j = t(y j) have been evaluated at
all nodal points y j (j = 1, 2, . . . ,N) resting on the surface Γ , the remaining task of computing the solution u(x) at an
arbitrary interior point x inΩ can be accomplished by use of Green’s representation formula (2), the discretization of Γ into
non-overlapping boundary elements Eq, and the decomposition (5) as
u(x) =
N−
j=1
t jGj(x)−
N−
j=1
uj Hj(x)+ V(x), x ∈ Ω, (25)
where V is Newton potential given by (19); Gj and Hj are expressed respectively as
Gj(x) =
NEj−
q=1
Gqj (x), G
q
j (x) =
∫
Eq
G(x, y) ψj(y) dΓy, x ∈ R3, (26)
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and
Hj(x) =
NEj−
q=1
Hqj (x), H
q
j (x) =
∫
Eq
H(x, y) · n(y) ψj(y) dΓy, x ∈ R3. (27)
For an arbitrary source point x ∈ R3 and linear shape function ψj defined over a flat triangle Eq, the single-layer potential
Gqj (x) given by (26) and the double-layer potentialH
q
j (x) introduced in (27) can be represented exactly as recursive formulae
expressed over the edges of Eq (see [24]). These analytic formulae will be used to calculate G
q
j (x) and H
q
j (x) at any x ∈ R3.
5. Hypersingular treatment
When solving the Poisson equation (1) using a hypersingular formulation, the unknowns functions u and t on Γ must
satisfy the hypersingular Galerkin BIE∫
Γ
ψi(x) n(x) ·

lim
xε→x∈Γ
∫
Γ
H(xε, y) t(y) dΓy +
∫
Γ
T (xε, y) · n(y) u(y) dΓy
+
∫
Ω
H(xε, y) b(y) dΩy

dΓx = 0, (28)
where H(x, y) is given by (3) and the kernel T (x, y) = ∇x∇yG(x, y) is specified as
T (x, y) = 1
4π
[
I2
‖x− y‖3 − 3
(x− y)⊗ (x− y)
‖x− y‖5
]
, x, y ∈ R3, x ≠ y (29)
with I2 representing the symmetric, 2nd order identity tensor on R3. A Galerkin approach for solving (28) will be called
hypersingular Galerkin BIE method. The semi-analytic integration technique developed for potential problems [5,6] will
be utilized to effectively deal with the Galerkin surface integrals appearing in (28). For a comprehensive treatment of the
domain integral term also appearing in (28), it is useful to employ the decomposition of Γ into non-overlapping surface
elements Ep and rewrite the contributions Di (i = 1, 2, . . . ,N) of the source function b as
Di =
NEi−
p=1
Dpi , D
p
i =
∫
Ep
ψi(x) n(x) ·

lim
xε→x
∫
Ω
H(xε, y) b(y) dΩy

dΓx. (30)
Considering the fact that the kernel H(x, y) can also be expressed as H(x, y) = −∇xG(x, y), one can invoke the continuity
of the gradient of the Newton potential in R3 (more specifically, across the surface Γ ) from Theorem 3.1 to simply write
Dpi =
∫
Ep
ψi(x) n(x) ·
∫
Ω
H(x, y) b(y) dΩy

dΓx. (31)
The conversion of the domain integral featured in (31) into an equivalent boundary integral can be accomplished using the
following result.
Corollary 5.1. Let x be a fixed source point in R3, and let Ω ⊂ R3 be a bounded domain with Lipschitz boundary Γ . In addition,
let n be the unit normal to Γ directed towards the exterior of Ω . Moreover, let H(·, ·) be the kernel given by (3), and assume that
b(·) is a continuous function defined on the compact Ω . Further, let h(·) be a continuation of b(·) into any ball Π centred at x
and containing Ω such that h(·) is bounded and almost everywhere continuous inΠ \Ω . Then∫
Ω
H(x, y) b(y) dΩy =
∫
Γ
(y − x) · n(y) H(x, y)G(x, y) dΓy, x ∈ R3, (32)
where
G(x, y) =
∫ 1
0
h(x+ z (y − x)) dz, y ∈ Ω. (33)
For each component of the domain integral appearing in the left-hand side of (32), Corollary 5.1 can be easily established by
use of the generalized fundamental theorem of calculus (Part II) in [18] when x ∈ R3 \Ω , and by use of [18, Theorem 4.1]
when x ∈ Ω . It now follows from Corollary 5.1, formulae (3) and (31) that
Dpi = −
1
4π
∫
Ep
ψi(x) n(x) ·
∫
Γ
[(y − x)⊗ (y − x)] · n(y)
‖y − x‖3 G(x, y) dΓy

dΓx. (34)
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Similar to the approximation of surface integrals presented in Section 3.2, it can be shown that the contributions of the
source term Di (i = 1, 2, . . . ,N) expressed in (30) read
Di = 14π
NEi−
p=1
N−
j=1
NEj−
q=1
Dpqij , (35)
where
Dpqij = −
∫
Ep
ψi(x)G(x, y j) n(x) ·
∫
Eq
[(y − x)⊗ (y − x)] · n(y)
‖y − x‖3 ψj(y) dΓy

dΓx (36)
with G(x, y j) representing the straight-path integral (33) evaluated at a surface point y j ∈ Γ due to a fixed source point
x ∈ R3. In addition, it can be demonstrated that in situations involving linear shape functionsψj and flat triangles, the inner
integral in (36) over Eq admits an analytic representation in terms of recursive formulae expressed over the edges of the flat
triangle Eq for any x ∈ R3. The derivation of these exact formulae is analogous to the study of surface potentials detailed
in [24]. Moreover, it can be shown as in Remark 4 that for flat triangles, Dpqij = 0 if the triangles Ep and Eq are on the same
plane.
6. Results
With reference to a Cartesian frame {0; x1, x2, x3}, the performance of this study can be best illustrated by solving mixed
boundary-value problems associated with the Poisson equation (1) based on a known solution
u(x) = −x31 +
x21 + x22 + x23
3
, x ∈ Ω. (37)
By applying the Laplace operator to (37), one can verify that the source function b admits the representation
b(x) = 6 x1 − 2, x ∈ Ω. (38)
With this explicit expression, a continuous extension, h, of the source function b outside Ω is accomplished by the same
formula (38). This extension guarantees that the path integral (15) and (33) are well defined. In all examples given in this
article, 7 Gauss–Legendre quadrature points and weights are employed in the computation of the straight-line integral (15)
and (33).
By use of (37), the exact surface flux can be obtained as t = n·∇u, where n is the unit outward normal toΓ (the boundary
of the domainΩ) and
∇u =

−3 x21 +
2
3
x1,
2
3
x2,
2
3
x3

. (39)
This analytic flux is compared against an approximated counterpart so that the accuracy on the boundary flux is determined
by et = ‖t−te‖‖te‖ , where t is the computed flux at all surface nodes on Γ , and te is a vector whose components represent the
exact flux evaluated at all boundary points on Γ ; ‖ · ‖ is the usual Euclidean vector norm in RN with N denoting the total
number of boundary unknowns. Moreover, the effectiveness of mixed boundary-value problems can also be assessed by
the relative error eu = ‖u−ue‖‖ue‖ , where ue and u are the exact and computed boundary solution u at all surface nodes on Γ .
With the error estimates e1 and e2 between two consecutive discretizations of Γ , one can calculate an experimental rate of
convergence of this semi-analytic treatment as β = 2 ln(e2/e1)/ ln(N1/N2), where N1 and N2 are the respective number of
nodes on Γ .
In all test problems presented in this section, the surface Γ is discretized using flat triangles. Next, the semi-analytic
Galerkin BIE technique [5,6], which utilizes piecewise linear shape functions and flat triangular boundary elements, is
employed to compute the entries of the influence matrices. The contributions of the source term are calculated using the
methodology elucidated in Sections 3 and 5. The computation of the solution u at interior points is effected by use of (25). In
the tables, NE is the total number of triangles on Γ . In addition, the dense linear system (11) is solved iteratively using the
BiCGSTAB(3) [26] with a general-purpose sparse preconditioner for BEM detailed in [27]. In the linear solver, the relative
tolerance on the BiCGSTAB(3) is set to 10−7.
6.1. Mixed problem in an L-shaped domain
With reference to Fig. 1 (left), consider a mixed boundary-value problem for the Poisson equation (1) in an L-shaped
domain Ω = Ω1 ∪ Ω2, such that Ω1 = {(x1, x2, x3) ∈ R3 : 0 < x1, x2 < 2, 0 < x3 < 6} and Ω2 = {(x1, x2, x3) ∈
R3 : 0 < x1, x3 < 2, 0 < x2 < 4}. On the surface portions {(x1, x2, x3) ∈ R3 : 0 ≤ x1, x2 ≤ 2, x3 = 6} and
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Table 1
Boundary solutions for a mixed problem in an L-shaped domain using a singular Galerkin BIE
method.
N NE eu βu et βt
401 578 1.646× 10−2 – 2.290× 10−2 –
1372 2312 4.289× 10−3 2.187 6.093× 10−3 2.153
5048 9248 1.081× 10−3 2.116 2.061× 10−3 1.664
19336 36992 2.695× 10−4 2.069 6.977× 10−4 1.613
Table 2
Boundary solutions for a mixed problem in an L-shaped domain using a hypersingular
Galerkin BIE method.
N NE eu βu et βt
401 578 1.872× 10−2 – 2.535× 10−2 –
1372 2312 4.113× 10−3 2.464 8.288× 10−3 1.818
5048 9248 1.035× 10−3 2.118 3.097× 10−3 1.511
19336 36992 2.677× 10−4 2.014 1.104× 10−3 1.536
Table 3
Interior point calculations for a mixed problem in an L-shaped domain. The boundary data
are obtained using a singular Galerkin BIE method.
N\ Coordinates (1.5, 0.5, 0.01) (0.7, 3, 1.3) (1, 1, 5)
401 −2.549871 3.295330 7.907754
1372 −2.553092 3.362064 7.977550
5048 −2.546202 3.378364 7.994500
19336 −2.542929 3.382359 7.998646
Exact values −2.541633 3.383667 8.000000
Table 4
Interior point calculations for a mixed problem in an L-shaped domain. The boundary data
are obtained using a hypersingular Galerkin BIE method.
N\ Coordinates (1.5, 0.5, 0.01) (0.7, 3, 1.3) (1, 1, 5)
401 −2.609420 3.297514 7.891670
1372 −2.562167 3.360063 7.973564
5048 −2.548089 3.377380 7.993315
19336 −2.543368 3.382060 7.998314
Exact values −2.541633 3.383667 8.000000
{(x1, x2, x3) ∈ R3 : 0 ≤ x1, x3 ≤ 2, x2 = 4}, the exact solution (37) is used to prescribe the Dirichlet boundary conditions.
On the remaining faces of Γ , Neumann boundary conditions are specified as t = n · ∇u, where ∇u is given via (39).
On employingdifferent discretizations ofΓ , results of thismixedproblem in termsof boundary solutions are illustrated in
Table 1 using a singular Galerkin BIEmethod, and in Table 2 utilizing a hypersingular Galerkin BIE approach. The computation
of the solution u bymeans of (25), at selected interior points (1.5, 0.5, 0.01), (0.7, 3, 1.3) and (1, 1, 5), is provided in Tables 3
and 4 with the boundary data or simply Cauchy data (uj, t j) (j = 1, 2, . . . ,N) obtained via a singular and hypersingular
BIE formulations respectively. In Tables 3 and 4, the first column contains the number of surface nodes employed in the
calculation; the last row includes the exact values of u evaluated at interior points using (37). Note that the first interior
point (1.5, 0.5, 0.01) is very close to the discretized boundary.
Upon inspection of the relative errors on the boundary solutions (i.e. eu and et ) from Tables 1 and 2, and the evaluation
at interior points from Tables 3 and 4, one can conclude that the proposed approach for dealing with the Newton potential
and its gradient is convergent. Moreover, Tables 1 and 2 show approximate rates of convergence for the function u (βu) and
that for the flux t (βt) on the boundary Γ in the L2 norm. These rates agree very well with their theoretical estimates of 2
for βu and 1.5 for βt using linear shape and test functions over flat triangles [28]. It is therefore clear from these tables that
the numerical treatment of the source term within a Galerkin framework is successful and accurate.
6.2. Mixed problem in a cylindrical tube
With reference to Fig. 1 (right), consider a mixed boundary-value problem for the Poisson equation (1) in a cylindrical
tubeΩ centred at the origin 0 = (0, 0, 0) such thatΩ =

(x1, x2, x3) ∈ R3 : 2 <

x21 + x22 < 4, − 5 < x3 < 5

. On the
top and bottom faces

2 ≤

x21 + x22 ≤ 4, x3 = ±5

of the boundary Γ , the known solution (37) is employed to specify
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Table 5
Boundary solutions for a mixed problem in a cylindrical tube using a singular Galerkin BIE
formulation.
N NE eu βu et βt
248 400 6.893× 10−2 – 7.049× 10−2 –
896 1600 1.966× 10−2 1.953 2.407× 10−2 1.673
3392 6400 5.100× 10−3 2.027 6.827× 10−3 1.893
13184 25600 1.279× 10−3 2.038 2.123× 10−3 1.721
Table 6
Boundary solutions for a mixed problem in a cylindrical tube using a hypersingular Galerkin
BIE formulation.
N NE eu βu et βt
248 400 9.063× 10−2 – 7.628× 10−2 –
896 1600 1.912× 10−2 2.423 3.027× 10−2 1.439
3392 6400 4.797× 10−3 2.077 9.765× 10−3 1.700
13184 25600 1.225× 10−3 2.011 3.314× 10−3 1.592
Table 7
Interior point calculations for a mixed problem in a cylindrical tube. The boundary data are obtained using a
singular Galerkin BIE formulation.
N\Coordinates (3.99, 0, 0) (−1.5, 2.598, 2) (−1.05,−1.819,−3)
248 0.050493 10.163126 7.524952
896 −58.877011 8.311874 6.059664
3392 −58.372993 7.855744 5.735026
13184 −58.252377 7.744412 5.653806
Exact values −58.214499 7.708201 5.628045
Table 8
Interior point calculations for a mixed problem in a cylindrical tube. The boundary data are obtained using a
hypersingular Galerkin BIE formulation.
N\Coordinates (3.99, 0, 0) (−1.5, 2.598, 2) (−1.05,−1.819,−3)
248 0.367493 10.793767 7.828021
896 −58.912556 8.362783 6.109293
3392 −58.381197 7.868094 5.749675
13184 −58.255612 7.748203 5.658310
Exact values −58.214499 7.708201 5.628045
the Dirichlet boundary conditions. On the inner and outer cylindrical faces of Γ , Neumann boundary conditions are given
as t = n · ∇u, where ∇u is expressed via (39).
On utilizing several mesh refinements, results of this test problem are shown in Tables 5 and 7 using a singular Galerkin
BIE formulation, and in Tables 6 and 8 using a hypersingular Galerkin BIE technique. More specifically, the performance
of the proposed algorithm is given in Tables 5 and 6 in terms of the relative errors on the boundary solutions (eu, et ),
and experimental rates of convergence (βu, βt ). Furthermore, the computation of the solution u at selected interior points
(3.99, 0, 0), (−1.5, 2.598, 2) and (−1.05,−1.819,−3) is listed in Tables 7 and 8 with the corresponding discretization N
shown in the first column of each table, and the exact values of u also given in the last row of each table. Again, notice that
the interior point (3.99, 0, 0) is very close to the discretized surface. These results oncemore demonstrate that the foregoing
semi-analytic method is convergent and accurate.
7. Conclusions
A systematic treatment of the Poisson equation using singular and hypersingular boundary integral equation techniques
is carefully examined in the context of a Galerkin scheme. The proposed method first converts domain integrals involving
the Newton potential and its gradient into equivalent surface integrals. Then, the resulting boundary integrals are computed
by means of standard cubature methods. In this domain-to-boundary integral transformation, weakly-singular domain
integrals are rigorously converted into weakly-singular surface integrals.
Combined with the semi-analytic treatment of singular and hypersingular Galerkin surface integrals that is available
in the literature, the proposed technique has been employed to successfully deal with mixed boundary-value problems
without the need to discretize the domain of interest into volume elements. Indeed, given only the surface triangulation
of the underlying domain, the boundary data of mixed-type and the source function, numerical tests have shown that the
proposed approach is convergent, accurate and robust.
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