ABSTRACT
more, analyzing the correlation of simulation output data might give valuable hints for understanding the behavior of complex systems such as semiconductor manufacturing systems.
In this paper we will present examples where we detected remarkable correlation phenomena in the simulation output of semiconductor fabrication facilities caused by exe-or endogenous factors. Based on real specifications we examine several semiconductor manufacturing systems in steady state. First we calculate the autocorrelation function of the sequence of successive cycle times and then compute the corresponding frequency spectrum. By this means, periodicities in the simulation output data can efficiently be determined.
INTRODUCTION
Semiconductor manufacturing is among the most complex manufacturing processes according to Gise and Blanchard (1986) and Sze (1983 Simulation is gaining more and more importance in the planning process of a semiconductor fabrication facility, using sophisticated and well designed simulation tools. However, most studies published so far only consider the mean and variance of certain performance measures of the system. This is done although several authors, e.g. Law and Kelton (1991) and Fishman (1978) , stress the fact that simulation output is always correlated and may lead to wrong variance estimates.
Furthermore, the analysis of the correlation of the simulation output data might give valuable hints for the understanding of complex systems. Finally, one cannot deny the fact that correlated input to a queueing system may have a tremendous effect on its performance, cf. Livny, Melamed, and Tsiolis (1993) and Rose (1995) . Consequently, if the output process of a system is heavily correlated it impairs the performance of downstream production stages, e.g. in terms of cycle times. This could be for example a facility where semiconductor products are packed for shipping or used as assembly parts.
The major methods that estimate the autocorrelation structure of time series in general and simu-lation output data in particular are the autoregressive method, developed by Fishman (1973) Correlations and periodicities in simulation output data can be determined efficiently by means of the power density spectrum which is also known as the power spectrum, see Oppenheim and Schafer (1989) and Fishman (1978) . We briefly describe the idea behind this approach according to Oppenheim and Schafer (1989) and Schlittgen (1987) .
Let X = (zO,..., ZN_l ) a finite sequence obtained by. sampling a strictly stationary continuoustime stochastic process X(t).
Assuming that this sequence can be represented by a number of harmonic oscillations with specific frequencies then the question is how does the oscillation with frequency w contribute to the entire time sequence as described by Schlittgen (1987) . The intensity of this contribution is given by the power density spectrum.
There are two different approaches to estimate the power density spectrum, both make use of the discrete Fourier transformation. First, the discrete Fourier transformation can directly be applied to the finite sequence X.
In the literature, this approach is referred to as periodogram analysis.
Alternatively, one may first estimate the autocorrelation of the finite sequence X and then take the discrete Fourier transform of this estimate. The objective of both approaches is to obtain unbiased consistent estimators of the power spectrum.
However, it is very difficult to achieve this goal such that we have to restrict ourselves to approximations, cf. Oppenheim and Schafer (1989). We also refer to this estimate of the power spectrum as the periodogram since sequence X is obtained from As mentioned above, the periodogram can alternatively be calculated by taking the discrete Fourier transform of the estimate of the autocorrelation of the sequence X denoted by c(l). It is where 1 denotes the lag between two samples of X, Ill < N-1.
Then, the estimate of the power spectrum This means, that the number of lots in the line is held constant to a certain value by dispatching a lot whenever a lot exits. We simulated 1,000,000 hours of operation and discarded statistical data collected during the initial 50,000 hours. SEMATECH. An overview of these data sets concerning the product to be manufactured, product mix, number of processing steps including rework, number of wafer starts per month (WSPM), average number of mask layers, etc is given in Table 1. For evaluation purposes we collected the cycle time of 40,000 lots of product 1 for the original data set 3. Initial 10,000 lots of the same type were discarded. The load of this fabrication facility was adjusted in a way to obtain a load of 30% at the bottleneck tool. The simulation study concerning the MI-MAC data sets was conducted using the Delphi simulation tool, a package for simulating large queueing networks, with an emphasis on providing the building blocks for manufacturing simulation, in particular semiconductor manufacturing.
We apply the methodology of the power density spectrum to sequences of successive cycle times obtained by simulating the aforementioned manufacturing facilities in statistical equilibrium.
In each case we plot the autocorrelation function and the periodogram of the sequence of successive cycle times. The conjecture that there are no periodicities in the sequence of successive cycle times is confirmed by the corresponding periodogram shown in Figure 2 . We also examined this system for varying loads and varying feedback probabilities.
The results obtained are similar to these discussed here. This also holds for a D/D/l -co system with Bernoulli feedback. We conclude that due to the application of the closed loop rule with sequencing lots in order of their arrival (FCFS) the lot with number M is not allowed to enter the production system until the lot with number M -50 has left. However, this strong relationship becomes weak with increasing lag. Nevertheless, the periodogram shows some spectrally smeared peaks (see Figure 4 ). Now let us discuss the peaks in the context of the corresponding sequence of successive cycle times: The distance w* between the first 11 peaks of the periodogram is almost the same and equal to approximately 0.04n. If we calculate the period P* between two peaks according to Fishman (1978, page 261) by P* = 27r/w* we obtain P* E 50. This implies a cyclic behaviour in the original sequence of cycle times with a period of approximately 50 lots. Note that the length of the period corresponds exactly to the maximum inventory of 50 lots which is due to the application of the closed loop rule.
As Fishman (1978, page 262) states, the remaining peaks of the periodogram "are most likely harmonics of the fundamental frequency that contribute to the shape of the cyclic component" in cycle time. This periodicity is amazing and from a operations managers point of view not desirable.
Similar effects occured for several side experiments using different seeds and different queuing disciplines, for inst ante shortest remaining processing time (SRPT). Thus, we conclude that most likely the periodicity in cycle times is due to the closed loop rule which is an exogenous factor.
Unlike the autocorrelation function (see Figure 1) of the Bernoulli feedback model we observe here (see Figure 6 ) that the autocorrelation function for the MIMAC data set 3 does not settle near zero. Again we use periodograms to obtain more information about periodic effects in the simulation output. Figure 7 is the periodogram of the output of a single simulation run using MIMAC data set 3. Since aueraged periodograms, according to Oppenheim and Schafer (1989) , show better the periodic effects by suppressing random influence, we turn to Figsure 8 and 9. These average periodograms are derived from independent simulation runs using different seeds. 's Unfortunately, from our point of view there is no obvious explanation for these results, since we do not deal with an exogenous factor that itself shows some cyclic behavior.
As Fishman (1978) points out, cyclic patterns in the simulation output data may also be
