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CONSTRUCTING SYMMETRIC MONOIDAL BICATEGORIES
FUNCTORIALLY
LINDE WESTER HANSEN AND MICHAEL SHULMAN
Abstract. We present a method of constructing monoidal, braided monoidal, and sym-
metric monoidal bicategories from corresponding types of monoidal double categories that
satisfy a lifting condition. Many important monoidal bicategories arise naturally in this
way, and applying our general method is much easier than explicitly verifying the coher-
ence laws of a monoidal bicategory for each example. Abstracting from earlier work in
this direction, we express the construction as a functor between locally cubical bicate-
gories that preserves monoid objects; this ensures that it also preserves monoidal functors,
transformations, adjunctions, and so on. Examples include the monoidal bicategories of al-
gebras and bimodules, categories and profunctors, sets and spans, open Markov processes,
parametrized spectra, and various functors relating them.
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1. Introduction
Symmetric monoidal bicategories are important in many contexts. However, the defi-
nition of even a monoidal bicategory (see [GPS95, Gur06]), let alone a symmetric mon-
oidal one (see [KV94b, KV94a, BN96, DS97, Cra98, McC00, GO13]), a monoidal func-
tor between such (see [Gur13, McC00]), or a monoidal transformation or modification
(see [SP09]) is quite imposing, and time-consuming to verify in any example.
In this paper we describe a method for constructing (symmetric) monoidal bicategories,
as well as functors and transformations between them, which is hardly more difficult than
constructing a pair of ordinary (symmetric) monoidal categories. While not universally
This material is based on research sponsored by The United States Air Force Research Laboratory under
agreement number FA9550-15-1-0053. The U.S. Government is authorized to reproduce and distribute reprints
for Governmental purposes notwithstanding any copyright notation thereon. The views and conclusions contained
herein are those of the authors and should not be interpreted as necessarily representing the official policies or
endorsements, either expressed or implied, of the United States Air Force Research Laboratory, the U.S. Govern-
ment, or Carnegie Mellon University.
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applicable, this method applies in many cases of interest. The underlying idea has of-
ten been implicitly used in particular cases, such as bicategories of enriched profunctors,
but to our knowledge the first general statement was claimed in [Shu08, Appendix B]. In
the unpublished [Shu10a], the first author worked out the details for the construction of
monoidal bicategories themselves. Here we include that work and build on it further to
construct monoidal functors, transformations, and so on between monoidal bicategories as
well, making the entire construction into a functor.1
The method relies on the fact that in many bicategories, the 1-cells are not the most
fundamental notion of ‘morphism’ between the objects. For instance, in the bicategory
Mod of rings, bimodules, and bimodule maps, the more fundamental notion of morphism
between objects is a ring homomorphism. The addition of these extra morphisms promotes
a bicategory to a double category, or a category internal to Cat. The extra morphisms
are usually stricter than the 1-cells in the bicategory and easier to deal with for coherence
questions; in many cases it is quite easy to show that we have a symmetric monoidal double
category. The central observation is that in most cases (when the natural transformations
have ‘loosely strong companions’) we can then ‘lift’ this symmetric monoidal structure to
the original bicategory. That is, we prove the following theorem:
Theorem 1.1. If D is a monoidal double category, of which the monoidal constraints have
loosely strong companions, then its underlying bicategory L(D) is a monoidal bicategory.
If D is braided or symmetric, so is L(D).
In [Shu10a] this theorem was proven by explicitly constructing liftings of all the co-
herence data, but in the present paper we take a more functorial viewpoint: we extend
the operation L that takes a double category to its underlying bicategory to a suitable sort
of “functor”, and show that this functor is product-preserving. Thus, just as a product-
preserving functor between ordinary categories automatically preserves not just internal
monoids but also monoid homomorphisms, the functor L preserves monoidal objects as
well as functors, transformations, and so on between them. In fact, we will show thatL in-
duces another functor from a “category” of monoidal double categories to one of monoidal
bicategories, thereby preserving all kinds of composition as well.
The tricky part is deciding into what kind of categorical structure we should assemble
our double categories and bicategories, and thus what kind of functorL should be. To start
with, double categories most naturally assemble into a strict 2-category, while bicategories
most naturally form a tricategory; and since a 2-category can be considered a degenerate
tricategory, we could work with tricategories all the way through. However, tricategories
are really too weak for our purposes. On the one hand, manipulating all the coherences
in a tricategory, let alone a functor between tricategories, is exceedingly difficult. On the
other hand, even the tricategory of bicategories is considerably stricter than an arbitrary
tricategory. In addition to suggesting that stricter alternatives are available, this also means
that if we treated bicategories as forming a fully weak tricategory, then an internal notion
of “monoid” in that tricategory would not coincide exactly with a monoidal bicategory as
usually defined, but would have extra unnecessary coherences added, making for yet more
work in relating such a definition to the now-accepted one.
The first alternative to tricategories one might consider is what was called in [Shu10b]
an iconic tricategory. This is a tricategory-like structure whose coherences for composition
along 0-cells are icons [Lac10] rather than fully general pseudonatural transformations;
1See also [GG09, §5] which generalizes the construction in a different direction, showing that every suffi-
ciently nice locally cubical bicategory has an underlying tricategory.
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more precisely it is a bicategory enriched over the monoidal 2-category of bicategories,
pseudofunctors, and icons. Informally, an iconic tricategory is one where composition of
1-cells along 0-cells is strictly associative and unital (though composition of 2-cells along
0-cells need not be). The tricategory of bicategories is indeed iconic, as of course is the
strict 2-category of double categories regarded as a tricategory, and L can be made into a
product-preserving “iconic functor” between them. However, while the notion of iconic
tricategory suffices for our input data, it is insufficient for our output data: the tricategory
of monoidal bicategories is not iconic.2
There is, however, a stricter structure than tricategories that does encompass monoidal
bicategories: a bicategory enriched over double categories, introduced in [GG09] under
the name locally cubical bicategory. In addition to 0-cells and 1-cells, a locally cubical
bicategory has two kinds of 2-cells, as well as 3-cells inhabiting a square boundary of
2-cells. Just as a bicategory can be regarded as a double category that is trivial in one
direction, an iconic tricategory can be regarded as a locally cubical bicategory— although
in the case of bicategories, it is more natural to take the additional kind of 2-cells to be
icons. Similarly, it is shown in [GG09] that monoidal bicategories form a locally cubical
bicategory, with an appropriate notion of “monoidal icon” as the additional 2-cells.
Thus, we can hope to show that in general, internal monoids in a locally cubical bi-
category with products form another locally cubical bicategory; that this reproduces the
standard notions of monoidal double category and monoidal bicategory; and that any
product-preserving functor between locally cubical bicategories with products induces an-
other functor between their locally cubical bicategories of internal monoids (of all sorts).
But unfortunately, here the extra generality of locally cubical bicategories becomes a prob-
lem: the usual definition of monoidal bicategory in fact relies on the additional strictness
of bicategories, and doesn’t make sense in the generality of any locally cubical bicategory.
We expect this could be dealt with using “local fibrancy” conditions, but for simplicity we
will instead assume that our input locally cubical bicategories and functors are “1-strict”,
i.e. they satisfy roughly the same strictness property of an iconic tricategory (composition
of 1-cells is strictly associative), even though our output ones may not be. Thus, we finally
obtain our desired statement:
Theorem 1.2. The assignment L extends to a functor between the locally cubical bicate-
gories of monoidal, braided, and symmetric double categories and bicategories. In partic-
ular, it preserves monoidal functors, monoidal transformations, and composites thereof.
In fact, we actually prove several theorems of this sort, depending on whether the mon-
oidal functors and transformations in question are chosen to be lax, colax, or strong, i.e.
whether they preserve the monoidal structure up to a transformation in one direction, the
other direction, or an invertible transformation. This distinction for functors is already
known for ordinary monoidal categories; for monoidal bicategories such a threefold choice
is also available for transformations. Note that this laxity is only relative to the mon-
oidal structure: on the underlying bicategories, all our functors and transformations will be
strong/pseudo, preserving composition up to invertible transformations.
One might hope to incorporate both lax and colax functoriality in a single theorem. For
instance, as noted in [GP04, Shu11], lax and colax morphisms themselves form the two
kinds of morphisms in a double category! A functoriality theorem at this level would have
the advantage of also preserving “mates” in this double category, including for instance
doctrinal adjunctions [Kel74] between lax and colax monoidal functors. However, this
2The same problem occurs for the “bicategory-enriched categories” of [Ver92].
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would require a more complicated 3-dimensional structure such as that of [GP15]; we do
not pursue it here.
Remark 1.3. We also expect similar theorems to be true in higher dimensions. For instance,
Chris Douglas [Dou09] has suggested that many apparent tricategories are more naturally
bicategories internal to Cat or categories internal to 2-Cat; and in most such cases arising in
practice, we can again ‘lift’ the coherence to give a tricategory. We propose the term (n×k)-
category (pronounced “n-by-k-category”) for an n-category internal to k-categories, which
has (n+1)(k+1) different types of cells in an (n+1) by (k+1) grid. Thus double categories
are 1x1-categories, while in place of tricategories we may consider 2x1-categories and
1x2-categories — or even 1x1x1-categories, i.e. triple categories, as in [GP15, GP17].3
Any (n × k)-category with a suitable lifting property should have an underlying (n + k)-
category, but this discards an increasing amount of structure as n and k grow.
There is a case to be made that often the extra cells should not be discarded. But
sometimes it really is the underlying (n + k)-category one cares about; for instance, the
Baez-Dolan cobordism hypothesis is about the (n + 1)-category of cobordisms, not the
(n × 1)-category from which it is constructed (see [Lur09]). Thus we believe there is an
indisputable value to results such as Theorem 1.1 and Theorem 1.2.
Proceeding to the contents of this paper, in §2 we review the definition of symmetric
monoidal double categories, and in §3 we recall the notions of ‘companion’ and ‘conjoint’
whose presence supplies the necessary lifting property and prove their essential unique-
ness. (Double categories with companions and conjoints have also been called “framed
bicategories” [Shu08], and are roughly equivalent to “proarrow equipments” [Woo82]).
Then in §4 we show that taking the underlying bicategory of a double category defines
a functor from the locally cubical bicategory of double categories with “loosely strong
companions” to the locally cubical bicategory of bicategories.
In order to prove that this functor preserves the monoidal structure, in §5 we define
monoidal structures abstractly on objects of a locally cubical bicategory, and we show that
the monoidal objects and cells form a new locally cubical bicategory. Furthermore, we
prove that any 1-strict product-preserving functor between 1-strict locally cubical bicate-
gories preserves monoidal objects and cells of all sorts, and indeed induces another functor
of locally cubical bicategories. There is a lot to check here, but the hardest part is writing
down all the definitions in the appropriate generality! Then we specialize this to the func-
tor from double categories to bicategories, yielding functorial constructions of monoidal,
braided, and symmetric monoidal bicategories.
Finally, in §6 we illustrate our method with a number of examples, including alge-
bras and bimodules, categories and profunctors, dagger Frobenius algebras and bimodules,
black-boxing of open Markov processes, cartesian bicategories and cartesian double cate-
gories, and parametrized spectra.
We would like to thank Peter May, Tom Fiore, Stephan Stolz, Chris Douglas, Nick
Gurski, Jamie Vicary, Julian Hedges, and Bob Pare´ for helpful discussions and comments.
2. Symmetric monoidal double categories
In this section, we recall basic notions of double categories to fix our terminology and
notation, and define monoidal double categories and functors between them in an explicit
3If we also generalize the traditional terminology to say that an (n + 1)-category is a category enriched in
n-categories even when n is a symbol more general than a natural number, we could say that locally cubical
bicategories are “((1 × 1) + 1)-categories”.
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way. Double categories go back originally to Ehresmann in [Ehr63]; a brief introduction
can be found in [KS74]. Other references include [BE74, GP99, GP04, Ale18].
Definition 2.1. A (pseudo) double category D consists of a ‘category of objects’ D0 and
a ‘category of arrows’ D1, with structure functors
U : D0 → D1
S , T : D1 ⇒ D0
⊙ : D1 ×D0 D1 → D1
(where the pullback is over D1
T
−→ D0
S
←− D1) such that
S (UA) = A S (M ⊙ N) = S N
T (UA) = A T (M ⊙ N) = TM
naturally, and equipped with natural isomorphisms
a : (M ⊙ N) ⊙ P

−→ M ⊙ (N ⊙ P)
l : UB ⊙ M

−→ M
r : M ⊙ UA

−→ M
such that S (a), T (a), S (l), T (l), S (r), and T (r) are all identities, and such that the standard
coherence axioms for a monoidal category or bicategory (such as Mac Lane’s pentagon;
see [ML98]) are satisfied.
Just as a bicategory can be thought of as a category weakly enriched over Cat, a pseudo
double category can be thought of as a category weakly internal to Cat. We will usually
omit the adjective “pseudo” for conciseness.
We call the objects of D0 objects or 0-cells, and we call the morphisms of D0 tight 1-
cells and write them as f : A → B. We call the objects of D1 loose 1-cells; if M is a 1-cell
with S (M) = A and T (M) = B, we write M : A −7→ B. We call a morphism α : M → N of
D1 with S (α) = f and T (α) = g a 2-cell and draw it as follows:
(2.2) A |
M
//
f

⇓α
B
g

C |
N
// D
.
We will sometimes say “k-morphism” as a synonym for “k-cell” (tight or loose). Note that
composition of tight 1-cells is strictly associative and unital, while that of loose 1-cells is
only weakly so. This is the case in the majority of examples, and is part of what makes
monoidal double categories so much easier to construct than monoidal bicategories. (It is,
however, possible to define double categories that are weak in both directions [Ver92].)
The words “tight” and “loose”, borrowed from [LS12], are intended to suggest one kind
of morphism that is “stricter” than another. Traditionally the two kinds of 1-arrow in a dou-
ble category are called “vertical” and “horizontal” with reference to how they are drawn,
but this creates confusion because some authors draw the tight morphisms (those with
strictly associative composition) vertically and others draw them horizontally. We usually
draw the tight 1-cells vertically and the loose ones horizontally, but the terminology “tight”
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and “loose” unambiguously identifies which arrows we are talking about, independently of
our conventions about how to draw pictures.4
We write the composition of tight 1-morphisms A
f
−→ B
g
−→ C and the tight composi-
tion of 2-morphisms M
α
−→ N
β
−→ P as g ◦ f and β ◦ α, or sometimes just g f and βα. We
write the loose composition of 1-cells A
M
−7→ B
N
−7→ C as A
N⊙M
−−7−−→ C and that of 2-morphisms
✤
//

⇓α
✤
//

⇓β
✤ // ✤ //
as
✤
//

⇓ β⊙α
✤ //
.
The two different compositions of 2-morphisms obey an interchange law, by the func-
toriality of ⊙:
(M1 ⊙ M2) ◦ (N1 ⊙ N2) = (M1 ◦ N1) ⊙ (M2 ◦ N2).
Every object A has a tight identity 1A and a loose unit UA, every loose 1-cell M has an
identity 2-morphism 1M, every tight 1-morphism f has a loose unit 2-morphism U f , and
we have 1UA = U1A (by the functoriality of U).
A 2-morphism (2.2) where f and g are identities (such as the constraint isomorphisms
a, l, r) is called globular. Every double category D has a loose bicategory L(D) consist-
ing of the objects, loose 1-cells, and globular 2-morphisms. In the literature, this is often
called the “horizontal” or “vertical” bicategory of a double category (depending on conven-
tions). Conversely, many naturally occurring bicategories are actually the loose bicategory
of some naturally ocurring double category. Here are just a few examples.
Example 2.3. The double category nCob has as objects closed n-manifolds, as tight 1-cells
diffeomorphisms, as loose 1-cells cobordisms, and as 2-cells diffeomorphisms between
cobordisms. Its loose bicategoryL(nCob) is the usual bicategory of cobordisms.
Example 2.4. The double category Mod has as objects rings, as tight 1-cells ring homo-
morphisms, as loose 1-cells bimodules, and as 2-cells equivariant bimodule maps. Its loose
bicategoryMod = L(Mod) is the usual bicategory of rings and bimodules.
Example 2.5. The double category Prof has as objects categories, as tight 1-cells functors,
as loose 1-cells profunctors (a profunctor A −7→ B is a functor Bop × A → Set), and as
2-cells natural transformations. Bicategories such as L(Prof) are commonly encountered
in category theory, especially the enriched versions.
Example 2.6. The double category Span has as objects sets, as tight 1-cells functions,
as loose 1-cells spans, and as 2-cells maps of spans over pairs of functions. Its loose
bicategoryL(Span) is the usual bicategory of spans.
Further examples will be found in Section 6.
As opposed to bicategories, which naturally form a tricategory, double categories natu-
rally form a 2-category, a much simpler object.
Definition 2.7. Let D and E be double categories. A (pseudo double) functor F : D→ E
consists of the following.
• Functors F0 : D0 → E0 and F1 : D1 → E1 such that S ◦ F1 = F0 ◦ S and T ◦ F1 =
F0 ◦ T .
4In [Shu10a] a similar effect was intended by simply distinguishing between “1-morphisms” (the tight ones)
and “1-cells” (the loose ones), but since “morphism” and “cell” (and “arrow”) are generally used interchangeably
in higher category theory this was not very successful.
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• Natural transformationsF⊙ : F1M⊙F1N → F1(M⊙N) and FU : UF0A → F1(UA),
whose components are globular isomorphisms, and which satisfy the usual coher-
ence axioms for a monoidal functor or pseudofunctor (see [ML98, §XI.2]).
Definition 2.8. A (tight) transformation between two functors α : F → G : D → E
consists of natural transformations α0 : F0 → G0 and α1 : F1 → G1 (both usually written
as α), such that S (αM) = αS M and T (αM) = αTM , and such that
FA |
FM
//
⇓F⊙
FB |
FN
// FC
FA F(N⊙M) //
αA

⇓αN⊙M
FC
αC

GA |
G(N⊙M)
// GC
=
FA
αA

⇓αM
|
FM
// FB
αB

⇓αN
|
FN
// FC
αC

GA |
GM
//
⇓G⊙
GB |
GN
// GC
GA |
G(N⊙M)
// GC
for all 1-cells M : A −7→ B and N : B −7→ C, and
FA |
UFA
//
⇓FU
FA
FA F(UA ) //
αA

⇓αUA
FA
αA

GA |
G(UA )
// GA
=
FA |
UFA
//
αA

⇓UαA
FA
αA

GA UGA //
⇓GU
GA
GA |
G(UA )
// GA.
for all objects A.
We write Dbl for the strict 2-category of double categories, functors, and transforma-
tions, and Dbl for its underlying 1-category. As pseudofunctors compose strictly associa-
tively, this is well-defined. Note that a 2-cell α in Dbl is an isomorphism just when each
αA, and each αM , is invertible.
Remark 2.9. A double category has three different opposites: in the loose opposite Dl·op
we reverse the loose 1-cells (and reverse the 2-cells in the loose direction) but not the tight
ones, in the tight opposite Dt·op we reverse the tight ones but not the loose ones, and in
the double opposite Dtl·op we reverse both. These define 2-functors (−)l·op : Dbl → Dbl,
(−)t·op : Dblco → Dbl, and (−)tl·op : Dblco → Dbl, where (−)co denotes reversal of 2-cells
but not 1-cells in a 2-category.
The 2-category Dbl gives us an easy way to define what we mean by a symmetric
monoidal double category. We say that a strict 2-categoryK has finite products if it has a
strictly terminal object, i.e. an object 1 such that each categoryK(D, 1) is isomorphic to the
terminal category, and any two objects D, E have a strict product, i.e. a span D ← D×E →
E such that each induced functorK(X,D× E)→ K(X,D)×K(X, E) is an isomorphism of
categories. In any such 2-category with finite products there is a notion of a pseudomonoid
(perhaps braided or symmetric), which generalizes the notion of monoidal category in Cat.
We omit the general definition, since we will give a more general one in section 5; for now
we just specialize it toDbl and obtain the following.
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Definition 2.10. Amonoidal double category is a double category equippedwith functors
⊗ : D × D→ D and I : ∗ → D, and invertible transformations
⊗ ◦ (Id × ⊗)  ⊗ ◦ (⊗ × Id)
⊗ ◦ (Id × I)  Id
⊗ ◦ (I × Id)  Id
satisfying the usual axioms. If it additionally has a braiding isomorphism
⊗  ⊗ ◦ τ
(where τ : D × D  D × D is the twist) satisfying the usual axioms, then it is braided or
symmetric, according to whether or not the braiding is self-inverse.
Unpacking this definition more explicitly, we see that a monoidal double category is a
double category together with the following structure.
(i) D0 and D1 are both monoidal categories.
(ii) If I is the monoidal unit of D0, then UI is the monoidal unit of D1.
5
(iii) The functors S and T are strict monoidal, i.e. S (M ⊗ N) = S M ⊗ S N and
T (M ⊗ N) = TM ⊗ TN and S and T also preserve the associativity and unit
constraints.
(iv) We have globular isomorphisms derived from ⊗⊙ and ⊗U
x : (M1 ⊗ N1) ⊙ (M2 ⊗ N2)

−→ (M1 ⊙ M2) ⊗ (N1 ⊙ N2)
and
u : UA⊗B

−→ (UA ⊗ UB)
such that the following diagrams commute, expressing that ⊗ is a pseudo double
functor:
((M1 ⊗ N1) ⊙ (M2 ⊗ N2)) ⊙ (M3 ⊗ N3) ((M1 ⊙ M2) ⊗ (N1 ⊙ N2)) ⊙ (M3 ⊗ N3)
(M1 ⊗ N1) ⊙ ((M2 ⊗ N2) ⊙ (M3 ⊗ N3)) ((M1 ⊙ M2) ⊙ M3) ⊗ ((N1 ⊙ N2) ⊙ N3)
(M1 ⊗ N1) ⊙ ((M2 ⊙ M3) ⊗ (N2 ⊙ N3)) (M1 ⊙ (M2 ⊙ M3)) ⊗ (N1 ⊙ (N2 ⊙ N3))
x ⊙ id
a
id ⊙ x
x
a ⊙ a
x
(M ⊗ N) ⊙ UC⊗D (M ⊗ N) ⊙ (UC ⊗ UD)
M ⊗ N (M ⊙ UC) ⊗ (N ⊙ UD)
id ⊙ u
r x
r ⊗ r
5Actually, all the above definition requires is that UI is coherently isomorphic to the monoidal unit of D1,
but we can always choose them to be equal without changing the rest of the structure. More precisely, we may
choose the unit isomorphism IU : UID0
→ ID1 of the functor I : ∗ → D to be an identity.
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UA⊗B ⊙ (M ⊗ N) (UA ⊗ UB) ⊙ (M ⊗ N)
M ⊗ N (UA ⊙ M) ⊗ (UB ⊙ N)
u ⊙ id
l x
l ⊗ l
(v) The following diagrams commute, expressing that the associativity isomorphism
for ⊗ is a transformation of double categories.
((M1 ⊗ N1) ⊗ P1) ⊙ ((M2 ⊗ N2) ⊗ P2) (M1 ⊗ (N1 ⊗ P1)) ⊙ (M2 ⊗ (N2 ⊗ P2))
((M1 ⊗ N1) ⊙ (M2 ⊗ N2)) ⊗ (P1 ⊙ P2) (M1 ⊙ M2) ⊗ ((N1 ⊗ P1) ⊙ (N2 ⊗ P2))
((M1 ⊙ M2) ⊗ (N1 ⊙ N2)) ⊗ (P1 ⊙ P2) (M1 ⊙ M2) ⊗ ((N1 ⊙ N2) ⊗ (P1 ⊙ P2))
a ⊙ a
x
x ⊗ id
x
id ⊗ x
a
U(A⊗B)⊗C UA⊗(B⊗C)
UA⊗B ⊗ UC UA ⊗ UB⊗C
(UA ⊗ UB) ⊗ UC UA ⊗ (UB ⊗ UC)
UαA,B,C
u
u ⊗ id
u
id ⊗ u
αUA ,UB ,UC
(vi) The following diagrams commute, expressing that the unit isomorphisms for ⊗
are transformations of double categories.
(M ⊗ UI) ⊙ (N ⊗ UI) (M ⊙ N) ⊗ (UI ⊙ UI)
M ⊙ N (M ⊙ N) ⊗ UI
x
ρM ⊙ ρM id ⊗ ρUI
ρM⊙N
UA⊗I UA ⊗ UI
UA
u
UρA ρUA
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(UI ⊗ M) ⊙ (UI ⊗ N) (UI ⊙ UI) ⊗ (M ⊙ N)
M ⊙ N UI ⊗ (M ⊙ N)
x
λM ⊙ λN λUI ⊗ id
λM⊙N
UI⊗A UI ⊗ UA
UA
u
UλA λUA
Similarly, a braided monoidal double category is a monoidal double category with the
following additional structure.
(vii) D0 and D1 are braided monoidal categories.
(viii) The functors S and T are strict braidedmonoidal (i.e. they preserve the braidings).
(ix) The following diagrams commute, expressing that the braiding is a transformation
of double categories.
(M1 ⊙ M2) ⊗ (N1 ⊙ N2) (N1 ⊙ N2) ⊗ (M1 ⊙ M2)
(M1 ⊗ N1) ⊙ (M2 ⊗ N2) (N1 ⊗ M1) ⊙ (N2 ⊗ M2)
s
x x
s ⊙ s
UA ⊗ UB UA⊗B
UB ⊗ UA UB⊗A
u
s Us
u
Finally, a symmetric monoidal double category is a braided one such that
(x) D0 and D1 are in fact symmetric monoidal.
While there are a fair number of coherence diagrams in this definition, most of them are
fairly small, and in any given case most or all of them are fairly obvious. Thus, verifying
that a given double category is (braided or symmetric) monoidal is not a great deal of work.
Example 2.11. The examples nCob,Mod, Prof, and Span are all easily seen to be symmet-
ric monoidal under the tensor product of rings, disjoint union of manifolds, and cartesian
product of categories, respectively.
Remark 2.12. In a 2-category with finite products there is additionally the notion of a
cartesian object: one such that the diagonal D → D × D and projection D → 1 have right
adjoints. Any cartesian object is a symmetric pseudomonoid in a canonical way, just as any
category with finite products is a monoidal category with its cartesian product. Many of the
“cartesian bicategories” considered in [CW87, CKWW08] are in fact the loose bicategory
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of some cartesian object inDbl, and inherit their monoidal structure in this way. Cartesian
double categories have recently been further studied by [Ale18].
Two further general methods for constructing symmetric monoidal double categories
can be found in [Shu08]; we will return to them in §6.
Remark 2.13. The general yoga of internalization says that an X internal to Ys internal to
Zs is equivalent to a Y internal to Xs internal to Zs, but this is only strictly true when the
internalizations are all strict. We have defined a symmetric monoidal double category to be
a (pseudo) symmetric monoid internal to (pseudo) categories internal to categories, but one
could also consider a (pseudo) category internal to (pseudo) symmetric monoids internal
to categories, i.e. a pseudo internal category in the 2-category SymMonCat of symmetric
monoidal categories and strong symmetric monoidal functors. This would give almost the
same definition, except that S and T would only be strong monoidal (preserving ⊗ up to
isomorphism) rather than strict monoidal. We prefer our definition, since S and T are strict
monoidal in almost all examples, and keeping track of their constraints would be tedious.
Just as every bicategory is equivalent to a strict 2-category, it is proven in [GP99] that
every pseudo double category is equivalent to a strict double category (one in which the
associativity and unit constraints for ⊙ are identities). Thus, from now on we will usually
omit to write these constraint isomorphisms (or equivalently, implicitly strictify our dou-
ble categories). We will continue to write the constraint isomorphisms for the monoidal
structure ⊗, since these are where the whole question lies.
We now move on to define functors and transformations of monoidal double categories.
Like monoidal double categories themselves, these are also special cases of a notion that
makes sense internal to any 2-category with products.
Definition 2.14. LetD, E be (braided/symmetric)monoidal double categories. A (braided
or symmetric) lax monoidal double functor F : D → E is a pseudo double functor F,
together with transformations φ : ⊗ ◦ (F, F) → F ◦ ⊗ and φu : IE → F ◦ ID satisfying the
usual axioms for (braided/symmetric) monoidal functors with respect to ⊗.
Unfolding the definitions gives us:
(i) F0 and F1 are (braided/symmetric) monoidal functors.
(ii) The equalities F0 ◦ SD = S E ◦ F1 and F0 ◦ TD = TE ◦ F1 are strict equalities of
monoidal functors.
(iii) The following diagrams commute, expressing that φ is a transformation of double
categories:
(FN ⊗ FL) ⊙ (FM ⊗ FK) F(N ⊗ L) ⊙ F(M ⊗ K)
φ ⊙ φ
(FN ⊙ FM) ⊗ (FL ⊙ FK) F((N ⊗ L) ⊙ (M ⊗ K))
F(N ⊙ M) ⊗ F(L ⊙ K) F((N ⊙ M) ⊗ (L ⊙ K))
ξ
F⊙ ⊗ F⊙
F⊙
F(ξ)
φ
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UFA⊗FB UF(A⊗B)
Uφ
UFA ⊗ UFB F(UA⊗B)
F(UA) ⊗ F(UB) F(UA ⊗ UB)
u
Fu ⊗ Fu
FU
F ◦ u
φ
When the natural transformations are in the opposite direction, the functor is colax
monoidal, and when they are isomorphisms, the functor is strong monoidal.
Definition 2.15. Let D, E be monoidal double categories and let (F, φ), (G, ψ) : D→ E be
monoidal double functors. A monoidal transformation α : F → G is a tight transforma-
tion such that α0 and α1 are monoidal natural transformations. Explicitly, this means (in
the lax case) that the following equalities hold:
FA ⊗ FB FC ⊗ FD
F(A ⊗ B) F(C ⊗ D)
G(A ⊗ B) G(C ⊗ D)
FM ⊗ FN
F(M ⊗ N)
φA,B φC,D
αA⊗B αC⊗D
G(M ⊗ N)
⇓ φM,N
⇓ αM⊗N
=
FA ⊗ FB FC ⊗ FD
GA ⊗GB GC ⊗GD
G(A ⊗ B) G(C ⊗ D)
FM ⊗ FN
GM ⊗GN
αA ⊗ αB αC ⊗ αD
ψA,B ψC,D
G(M ⊗ N)
⇓ αM ⊗ αN
⇓ ψM,N
IE IE
F(ID) F(ID)
G(ID) G(ID)
UIE
F(UID )
φu0 φu1
αID αID
G(UID )
⇓ φu1
⇓ αUID
=
IE IE
G(ID) G(ID)
UIE
G(UID)
ψu ψu⇓ ψu1
A braided or symmetric monoidal tight transformation is a monoidal transformation
between braided/symmetric monoidal functors.
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We have three strict 2-categoriesMonDbll,MonDblc,MonDblp of monoidal double
categories and lax, colax, or pseudo monoidal functors, respectively. (More generally, we
have three 2-categories of pseudomonoids in any 2-category with finite products.)
3. Companions and conjoints
Suppose that D is a monoidal double category; when does L(D) become a monoidal
bicategory? It clearly has a unit object I, and the pseudo double functor ⊗ : D × D → D
clearly induces a functor ⊗ : L(D) × L(D) → L(D). However, the problem is that the
constraint isomorphisms such as A ⊗ (B ⊗ C)  (A ⊗ B) ⊗ C are tight 1-cells, which get
discarded when we pass to L(D). Thus, in order for L(D) to inherit a symmetric monoidal
structure, we must have a way to make tight 1-cells into loose ones. Thus is the purpose of
the following definition.
Definition 3.1. Let D be a double category and f : A→ B a tight 1-cell. A companion of
f is a loose 1-cell fˆ : A −7→ B together with 2-morphisms
✤fˆ
//
f

⇓ǫ fˆ
✤
UB
//
and
✤UA
//
⇓η fˆ f
✤
fˆ
//
such that the following equations hold.
✤UA
//
⇓η fˆ f

fˆ //
f

⇓ǫ fˆ
✤
UB
//
=
✤UA
//
f

⇓U f f
✤
UB
//
✤UA
//
⇓η fˆ
✤fˆ
//
f

⇓ǫ fˆ
✤
fˆ
// ✤
UB
//
=
✤fˆ
//
⇓1 fˆ
✤
fˆ
//
(3.2)
A conjoint of f , denoted fˇ : B −7→ A, is a companion of f in the “loose opposite” double
category Dl·op.
Remark 3.3. We momentarily suspend our convention of pretending that our double cate-
gories are strict to mention that the second equation in (3.2) actually requires an insertion
of unit isomorphisms to make sense.
The form of this definition is due to [GP04, DPP10], but the ideas date back to [BS76];
see also [BM99, Fio07]. In the terminology of these references, a connection on a double
category is equivalent to a strictly functorial choice of a companion for each tight arrow.
Examples 3.4. Mod, nCob, and Prof have companions and conjoints for all tight mor-
phisms. In Mod, the companion of a ring homomorphism f : A → B is B regarded as
an A-B-bimodule via f on the left, and dually for its conjoint. In nCob, companions and
conjoints are obtained by regarding a diffeomorphism as a cobordism. And in Prof, com-
panions and conjoints are obtained by regarding a functor f : A → B as a ‘representable’
profunctor B( f−,−) or B(−, f−).
The existence of companions and conjoints gives us a way to ‘lift’ tight 1-cells to loose
ones. What is even more crucial for our application, however, is that these liftings are
unique up to isomorphism, and that these isomorphisms are canonical and coherent. This
is the content of the following lemmas. We state most of them only for companions, but
all have dual versions for conjoints.
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Lemma 3.5. Let fˆ : A −7→ B and fˆ ′ : A −7→ B be companions of f (that is, each comes
equipped with 2-morphisms as in Definition 3.1). Then there is a unique globular isomor-
phism θ fˆ , fˆ ′ : fˆ

−→ fˆ ′ such that
(3.6)
✤UA
//
⇓η fˆ f

fˆ //
⇓θ fˆ , fˆ ′
fˆ ′ //
f

⇓ǫ fˆ ′
✤
UB
//
=
✤UA
//
f

⇓U f f
✤
UB
// .
Proof. Composing (3.6) on the left with
✤UA
//
⇓η fˆ f
✤
fˆ ′
//
and on the right with
✤fˆ
//
f

⇓ǫ fˆ
✤
UB
//
, and
using the second equation (3.2), we see that if (3.6) is satisfied then θ fˆ , fˆ ′ must be the
composite
✤UA
//
⇓η fˆ ′
✤fˆ
//
f

⇓ǫ fˆ
✤
fˆ ′
// ✤
UB
//
Two applications of the first equation (3.2) shows that this indeed satisfies (3.6). As for its
being an isomorphism, we have the dual composite θ fˆ ′ , fˆ :
✤UA
//
⇓η fˆ
✤fˆ ′
//
f

⇓ǫ fˆ ′
✤
fˆ
// ✤
UB
//
which we verify is an inverse using (3.2):
✤UA
//
=
✤UA
//
⇓η fˆ ′
✤fˆ
//
f

⇓ǫ fˆ
UA //
⇓η fˆ
fˆ ′ //
f

⇓ǫ fˆ ′
UB //
=
✤
fˆ
// ✤
UB
// ✤
UB
//
=
✤UA
//
⇓η fˆ
✤fˆ
//
f

⇓ǫ fˆ
✤
fˆ
// ✤
UB
//
=
✤fˆ
//
⇓1 fˆ
✤
fˆ
//
(and dually). 
Lemma 3.7. For any companion fˆ of f we have θ fˆ , fˆ = 1 fˆ .
Proof. This is the second equation (3.2). 
Lemma 3.8. Suppose that f has three companions fˆ , fˆ ′, and fˆ ′′. Then θ fˆ , fˆ ′′ = θ fˆ ′ , fˆ ′′ ◦θ fˆ , fˆ ′ .
CONSTRUCTING SYMMETRIC MONOIDAL BICATEGORIES FUNCTORIALLY 15
Proof. By definition, we have
θ fˆ ′ , fˆ ′′ ◦ θ fˆ , fˆ ′ =
✤UA
//
=
✤UA
//
⇓η fˆ ′
✤fˆ
//
f

⇓ǫ fˆ
UA //
⇓η fˆ ′′
fˆ ′ //
f

⇓ǫ fˆ ′
UB //
=
✤
fˆ ′′
// ✤
UB
// ✤
UB
//
=
✤UA
//
⇓η fˆ ′′
✤fˆ
//
f

⇓ǫ fˆ
✤
fˆ ′′
// ✤
UB
//
= θ fˆ , fˆ ′′
as desired. 
Lemma 3.9. UA : A −7→ A is always a companion of 1A : A→ A in a canonical way.
Proof. We take both defining 2-morphisms to be 1UA ; the truth of (3.2) is evident. 
Lemma 3.10. Suppose that f : A→ B has a companion fˆ and g : B→ C has a companion
gˆ. Then gˆ ⊙ fˆ is a companion of g f .
Proof. We take the defining 2-morphisms to be the composites
✤fˆ
//
f

⇓ǫ fˆ
✤ˆg
//
1gˆ
UB //
g

Ug
gˆ //
g

⇓ǫgˆ
✤
UC
// ✤
UC
//
and
✤UA
//
⇓η fˆ
✤UA
//
f

U f f

fˆ //
1 fˆ
UB //
⇓ηgˆ g
✤
fˆ
// ✤
gˆ
//
It is easy to verify that these satisfy (3.2), using the interchange law for ⊙ and ◦ in a double
category. 
Lemma 3.11. Suppose that f : A → B has companions fˆ and fˆ ′, and that g : B → C has
companions gˆ and gˆ′. Then θgˆ,gˆ′ ⊙ θ fˆ , fˆ ′ = θgˆ⊙ fˆ ,gˆ′⊙ fˆ ′ .
Proof. Using the interchange law for ⊙ and ◦, we have:
θgˆ⊙ fˆ ,gˆ′⊙ fˆ ′ =
✤UA
//
⇓η fˆ ′
✤UA
//
f

U f
✤fˆ
//
f

⇓ǫ fˆ
✤ˆg
//
1 fˆ
fˆ ′ //
1gˆ
UB //
⇓ηgˆ′
UB //
g

Ug
gˆ //
g

⇓ǫgˆ
✤
fˆ ′
// ✤
gˆ′
// ✤
UC
// ✤
UC
//
=
✤UA
//
⇓η fˆ ′
✤fˆ
//
f

⇓ǫ fˆ
✤ˆg
//
1 fˆ
fˆ ′ //
1gˆ
UB //
⇓ηgˆ′
gˆ //
g

⇓ǫgˆ
✤
fˆ ′
// ✤
gˆ′
// ✤
UC
//
=
✤UA
//
⇓η fˆ ′
✤fˆ
//
f

⇓ǫ fˆ
✤UB
//
1UB
✤ˆg
//
1 fˆ
fˆ ′ //
1gˆ
UB //
1UB
UB //
⇓ηgˆ′
gˆ //
g

⇓ǫgˆ
✤
fˆ ′
// ✤
UB
// ✤
gˆ′
// ✤
UC
//
=
✤UA
//
⇓η fˆ ′
✤fˆ
//
f

⇓ǫ fˆ
✤UB
//
⇓ηgˆ′
✤ˆg
//
g

⇓ǫgˆ
✤
fˆ ′
// ✤
UB
// ✤
gˆ′
// ✤
UC
//
= θgˆ,gˆ′ ⊙ θ fˆ , fˆ ′
as desired. 
Lemma 3.12. If f : A → B has a companion fˆ , then θ fˆ , fˆ⊙UA and θ fˆ ,UB⊙ fˆ are equal to the
unit constraints fˆ  fˆ ⊙ UA and fˆ  UB ⊙ fˆ .
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Proof. By definition, we have
θ fˆ , fˆ⊙UA =
✤UA
//
⇓1UA
✤UA
//
1UA
✤fˆ
//
⇓ǫ fˆUA //
1UA
UA //
⇓η fˆ f
✤
UA
// ✤
fˆ
// ✤UB //
=
✤UA
//
⇓1UA
✤
UA
//
which, bearing in mind our suppression of unit and associativity constraints, means that in
actuality it is the unit constraint fˆ  fˆ ⊙ UA. The other case is dual. 
Lemma 3.13. Let F : D → E be a functor between double categories and let f : A → B
have a companion fˆ in D. Then F( fˆ ) is a companion of F( f ) in E.
Proof. We take the defining 2-morphisms to be
✤F( fˆ )
//
F( f )

F(⇓ǫ fˆ )
F(UB ) //

✤
UF(B)
//
and
✤UFA
//

F(UA ) //
F(⇓η fˆ ) F( f )
✤
F( fˆ )
// .
The axioms (3.2) follow directly from those for fˆ . 
Lemma 3.14. Suppose that F : D → E is a functor and that f : A → B has companions fˆ
and fˆ ′ in D. Then θF( fˆ ),F( fˆ ′) = F(θ fˆ , fˆ ′).
Proof. Using the axioms of a pseudo double functor and the definition of the 2-morphisms
in Lemma 3.13, we have
F(θ fˆ , fˆ ′) =
✤F( fˆ )
//

⇓F(η fˆ ′⊙ǫ fˆ )
✤
F( fˆ ′)
//
=
✤F( fˆ )
//

✤F(UA )
//
⇓F(η fˆ ′ )
✤F( fˆ )
//
F( f )

⇓F(ǫ fˆ )
✤
F( fˆ ′ )
//

✤
UF(B)
//
✤
F( fˆ ′)
//
=
✤UF(A)
//

✤F( fˆ )
//
=
F(UA ) //
⇓F(η fˆ ′ )
F( fˆ ) //
F( f )

⇓F(ǫ fˆ )
F( fˆ ′) //
=
F(UB ) //

✤
F( fˆ ′)
// ✤
UF(B)
//
= θF( fˆ ),F( fˆ ′ )
as desired. 
Lemma 3.15. If f : A→ B is a tight isomorphism with a companion fˆ , then fˆ is a conjoint
of its inverse f −1.
Proof. The composites
✤fˆ
//
f

⇓
UB //
f−1

⇓U
f−1 f
−1
✤
UA
//
and
✤UB
//
f−1

⇓U
f−1 f
−1

UA //
⇓ f
✤
fˆ
//
CONSTRUCTING SYMMETRIC MONOIDAL BICATEGORIES FUNCTORIALLY 17
exhibit fˆ as a conjoint of f −1. 
Lemma 3.16. If f : A → B has both a companion fˆ and a conjoint fˇ , then we have an
adjunction fˆ ⊣ fˇ in LD. If f is an isomorphism, then this is an adjoint equivalence.
Proof. The unit and counit of the adjunction fˆ ⊣ fˇ are the composites
✤UA
//
⇓η fˆ
✤UA
//
f

⇓η fˇ
✤
fˆ
// ✤
fˇ
//
and
✤fˇ
//
⇓ǫ fˇ
✤fˆ
//
f

⇓ǫ fˆ
✤
UB
// ✤
UB
//
The triangle identities follow from (3.2). If f is an isomorphism, then by the dual of
Lemma 3.15, fˇ is a companion of f −1. But then by Lemma 3.10 fˇ ⊙ fˆ is a companion of
1A = f
−1 ◦ f and fˆ ⊙ fˇ is a companion of 1B = f ◦ f
−1, and hence fˆ and fˇ are equivalences.
We can then check that in this case the above unit and counit actually are the isomorphisms
θ, or appeal to the general fact that any adjunction involving an equivalence is an adjoint
equivalence. 
Lemma 3.17. Suppose F : D → E is a functor of double categories. The 2-cell FU is
equal to θidFA ,FidA .
Proof. We show that equation (3.6) holds when we substitute θidFA ,FidA by FˆU . Unfolding
the definitions of ηUFA , ǫFUA , and FˆU , and applying functoriality of F, we obtain an expres-
sion that can be rewritten to UidFA . It follows that FU is a θ-isomorphism, by the uniqueness
of θs in this expression. 
Remark 3.18. It is tempting to want to state a general coherence theorem along the lines
of “any two composites of θ-isomorphisms having the same source and target are equal.”
However, like statements such as “any two composites of constraints in a monoidal cate-
gory are equal”, this statement is actually literally false, because to determine a θ-isomorphism
requires not only a source and target but also the choice of companion data. If a given 1-
cell is a companion of the same 1-cell in more than one way (which is the case as soon
as it has any nontrivial automorphisms), then there will be different θ-isomorphisms with
the same source and target. This is analogous to how in a particular monoidal category
there can be “accidental” composites of constraints that are not covered by the coherence
theorem. It is probably possible to state a general coherence theorem for θ-isomorphisms
that is sufficiently careful to be true, but we will not need this.
Remark 3.19. Since all the tight constraints of a monoidal double category are invertible,
to construct its underlying monoidal bicategory we only need it to have companions (and
hence, by Lemma 3.15, conjoints) for all tight isomorphisms. In [GG09] double categories
of this sort were called fibrant; one might also say isofibrant for emphasis. Note that
this condition is equivalent to asking that the (source, target) functor D1 → D0 × D0 is an
isofibration (i.e. has the isomorphism-lifting property).
To lift lax or colax monoidal functors, and noninvertible transformations between mon-
oidal functors, to the bicategorical level, we require our double categories to have com-
panions (or conjoints, depending on the directions) for noninvertible tight morphisms as
well. In [Shu08] double categories with companions and conjoints for all tight morphisms
were called framed bicategories; this is equivalent to asking that the (source, target) func-
torD1 → D0×D0 be a Grothendieck fibration or opfibration (either assumption implies the
other). In section 4 we will need a further condition to ensure that the “componentwise”
companion of a tight transformation is pseudo, rather than lax or colax, natural.
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4. From double categories to bicategories
We are now equipped to lift structures on double categories to their loose bicategories.
In this section we show that passage from double categories to bicategories is given by a
functor of locally cubical bicategories. In order to prove this, we first give an intermediate
result that L lifts to a functor of hom-bicategories
Dbl(D,E) −→ Bicat(L(D),L(E))
As a point of notation, we write ⊙ for the composition of 1-cells in a bicategory, since
our bicategories are generally of the form L(D). As advocated by Max Kelly, we say
functor to mean a morphism between bicategories that preserves composition up to coher-
ent isomorphism; equivalent terms include weak 2-functor, pseudofunctor, and homomor-
phism. We will not discuss lax functors (a.k.a. “morphisms”) between bicategories at all
in this paper.
Recall that the assignmentL sends each double categoryC to the loose bicategoryL(D)
of objects, 1-cells, and globular 2-morphisms of D. Note that functors of double categories
and bicategories compose strictly associatively; hence, we can talk about the 1-categories
of double categories and bicategories, which we denote Dbl and Bicat respectively.
Theorem 4.1. If D is a double category, then L(D) is a bicategory, and any functor
F : D → E induces a functor L(F) : L(D) → L(E). In this way L defines a functor of
1-categoriesDbl→ Bicat.
Proof. The constraints of F are all globular, hence give constraints forL(F). Functoriality
is evident. 
The action of L on transformations is less obvious. It requires the presence of com-
panions or conjoints to lift the part of the data given by tight morphisms to loose 1-cells.
Before we discuss how this works, we briefly recall some definitions regarding transfor-
mations between functors of bicategories.
If F,G : A → B are functors between bicategories, then an oplax transformation
α : F → G consists of 1-cells αA : FA→ GA and 2-cells
F f
//
αA

⑧⑧{ α f αB

G f
//
such that for any 2-cell A
f
%%
g
99
✤✤ ✤✤
 x B inA,
(4.2)
F f
$$
Fg
::
✤✤ ✤✤
 Fx
αA

αB

✑✑✑✑ αg
Gg
//
=
F f
//
αA

✑✑✑✑ α f
αB

G f
$$
Gg
::
✤✤ ✤✤
 Gx
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and moreover for any A and any f , g inA,
(4.3)
1FA

F(1A )
==
✤✤ ✤✤
 
αA

♥♥♥♥s{
α1A
αA

G(1A)

1GA
==
✤✤ ✤✤
 
=
1FA
//
αA

⑧⑧{

αA

1GA
//
and
F f //
αA

⑧⑧{ α f
F(g f )

✤✤ ✤✤
 
Fg //
αB

⑧⑧{ αg αC

G f // @@
G(g f )
✤✤ ✤✤
 
Gg //
=
F(g f )
//
αA

⑧⑧{ αg f αC

G(g f )
//
It is a lax transformation if the 2-cells α f go the other direction, and a pseudo transfor-
mation if they are isomorphisms.
When two functors of bicategories agree on objects, there is a simpler notion of trans-
formation between them, called an icon. An icon is, morally speaking, an oplax trans-
formation whose 1-cell components are all identities; but as noted by [Lac10] this can be
reexpressed without referring to these identity morphisms at all, yielding a definition that
is easier to work with (because identity 1-cells in a bicategory are not strict).
Definition 4.4. Let D,E be bicategories, and let F,G : D → E be functors that agree on
objects. An icon α : F ⇒ G is given by a family of 2-cells α f : F f ⇒ G f indexed by
the 1-cells of D, which are natural in f and such that for all objects A, B,C and 1-cells
A
f
−→ B
g
−→ C the following equations hold:
IFA FIA
IGA GIA


 αIA
F(g) ⊙ F( f ) F(g ⊙ f )
G(g) ⊙G( f ) G(g ⊙ f )


αg ⊙ α f αg⊙ f
Recall also that if α, α′ : F → G are oplax transformations, a modification µ : α → α′
consists of 2-cells µA : αA → α
′
A
such that
(4.5)
F f
//
αA

α′
A

❴❴❴❴ks
µA
♦♦♦♦s{
α f
αB

G f
//
=
F f
//
α′
A

♦♦♦♦s{
α′
f
αB

α′
B

❴❴❴❴ks
µB
G f
//
There is an evident notion of modification between lax transformations as well. We have
three bicategories
Bicatc(A,B) Bicatl(A,B) Bicatp(A,B)
whose objects are the functors A → B, whose morphisms are colax, lax, and pseudo
transformations respectively, and whose 2-morphisms are modifications.
A pseudo natural adjoint equivalence is, by definition, an internal adjoint equivalence
inBicatp(A,B). However, by doctrinal adjunction [Kel74], an internal adjoint equivalence
in Bicatc(A,B) or Bicatl(A,B) is automatically pseudo natural as well.
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Let Dblcf denote the sub-2-category of Dbl containing all double categories and all
functors between them, but only the tight transformations α : F → G : D → E such that
each tight component αA has a loose companion α̂A. Note that if E is (iso)fibrant, every
invertible α has this property, and if E has companions for all tight 1-morphisms then every
transformation has this property.
Theorem 4.6. We have a functor of bicategories
Dblcf(D,E) −→ Bicatc(L(D),L(E))
F 7→ L(F)
α 7→ αˆ.
Note that we are here regarding the 1-category Dblcf(D,E) as a bicategory with only
identity 2-cells. Since any functor of bicategories preserves adjoint equivalences, and an
adjoint equivalence in a mere category is simply an isomorphism, it follows that if α is an
isomorphism then αˆ is (equipped with the structure of) a pseudo natural adjoint equiva-
lence.
Proof. We define the 1-cell components of αˆ by choosing companions αˆA = α̂A of each
component of α. The 2-cell component αˆ f is the composite
(4.7)
✤UFA
//
⇓ηαˆA
F f
//
αA

⇓α f
✤αˆB
//
αB

⇓ǫαˆB
✤
αˆA
//
G f
// ✤
UGB
//
Equations (4.2) and (4.3) follow directly from Definition 2.8.
It is left to construct the constraints and check the axioms for functors of bicategories.
Suppose we are given α : F → G and β : G → H. Then by Lemma 3.10, βˆA ⊙ αˆA is a
companion of βA ◦ αA, so we have a canonical isomorphism given by the icon
θ
β̂αA, βˆA⊙αˆA
: β̂αA

−→ βˆA ⊙ αˆA.
Of course, we also have θ
1̂A ,UA
: 1̂A

−→ UA by Lemma 3.9. These constraints are automat-
ically natural, since Dbl(D,E) has no nonidentity 2-cells. The axiom for the composition
constraint says that two constructed isomorphisms of the form
γ̂βαA

−→ (γˆA ⊙ βˆA) ⊙ αˆA
are equal. However, both γ̂βαA and (γˆA ⊙ βˆA)⊙ αˆA are companions of γAβAαA, and both of
these isomorphisms are constructed from composites of θs; hence they are both equal to
θ
γ̂βαA , (γˆA⊙βˆA)⊙αˆA
and thus equal to each other. The same argument applies to the axioms for the unit con-
straint; thus we have a functor of bicategories. 
Of course, the functor constructed in Theorem 4.6 depends on the choices of compan-
ions made in the proof. However up to equivalence it does not depend on these choices:
Lemma 4.8. Suppose we make two different sets of choices of companions for each com-
ponent of a tight transformation in Dblcf(D,E), yielding by the proof of Theorem 4.6 two
different functors
L,L′ : Dblcf(D,E) −→ Bicatc(L(D),L(E)).
Then the isomorphisms θ from Lemma 3.5 fit together into an invertible icon L  L′.
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Proof. We must first show that for a given transformation α : F → G : D → E in Dbl,
the isomorphisms θ correspond to 2-cells αˆ  αˆ′ of Bicatc(L(D),L(E)); that is, they form
invertible modifications. Substituting (4.7) and the definition of θ into (4.5), this becomes
the assertion that
✤UFA
//
⇓ηαˆA
F f
//
αA

⇓α f
✤αˆB
//
αB

⇓ǫαˆB
✤UFA
//
⇓ηαˆ′
A
αˆA //
αA

⇓ǫαˆA
G f
// ✤
UGB
//
✤
αˆ′
A
// ✤
UGB
//
=
✤UFA
//
⇓ηαˆ′
B
αB

✤αˆB
//
⇓ǫαˆB
✤UFA
//
⇓ηαˆ′
A
F f
//
αA

⇓α f
αˆ′
B
//
αB

⇓ǫαˆ′
B
✤
UGB
//
✤
αˆ′
A
//
G f
// ✤
UGB
// .
This follows from two applications of (3.2), one for αˆA and one for αˆ
′
B
. Now we show
that these form an invertible icon. The compatibility axiom with 2-cells is vacuous since
Dblcf(D,E) has no nonidentity 2-cells, while the functoriality requirement follows from
uniqueness of θs, since all the constraints involved are also instances of θ. 
Remark 4.9. There is a similar result for conjoints instead of companions, but hedged
about with duality. Recall that a conjoint in E is the same as a companion in the “loose
opposite” El·op, and more generally the 2-functor (−)l·op : Dbl → Dbl takes transforma-
tions with conjoints to transformations with companions. Thus if we denote byDbllf(D,E)
the category of functors and transformations having componentwise conjoints, then (−)l·op
defines a functorDbllf(D, lE)→ Dblcf(D
l·op,El·op).
We also have L(El·op) = (LE)op, where (−)op denots the bicategory obtained by revers-
ing 1-cells but not 2-cells. Since (−)op reverses the direction of transformations, and inter-
changes lax and colax transformations, we have a functorBicatc(A,B)→ Bicatl(A
op,Bop)op.
Thus, composing all of this up, we obtain a functor
Dbllf(D,E)→ Dblcf(D
l·op,El·op)→ Bicatc(L(D
l·op),L(El·op))
= Bicatc((LD)
op, (LE)op)→ Bicatl(LD,LE)
op.
In other words, a transformation with componentwise conjoints induces a lax transforma-
tion in the opposite direction between loose bicategories. If a transformation has both
componentwise companions and conjoints (such as if E has all companions and conjoints),
then the resulting colax and lax transformations are doctrinally adjoint; in [Shu10a] we
called such a pair a “conjunctional transformation”.
So far we have been able to deal with arbitrary tight transformations and their resulting
colax (or lax) transformations. But when we come to talk about tricategories or locally
cubical bicategories, we have to restrict to pseudo natural transformations on the side of
bicategories, since there is no tricategory (or locally cubical bicategory) containing arbi-
trary colax transformations: the interchange law only holds laxly. (One could write down
a notion of “colax tricategory”, but we will not attempt this.) This restriction means we
need a corresponding restriction on the double-categorical side.
Definition 4.10. A transformation α in Dbl has loosely strong companions if each com-
ponent αA has a loose companion, and the resulting colax transformation αˆ is actually
pseudo natural. We writeDblf for the 2-category of double categories, functors, and trans-
formations with loosely strong companions.
Remark 4.11. If α is an isomorphism and its codomain has companions, then α auto-
matically has loosely strong companions. For the companions of α−1 are inverse adjoint
equivalences of those of α, making α into a pseudo natural adjoint equivalence.
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We are now ready to prove that L lifts to a functor of locally cubical bicategories. The
definition of a locally cubical bicategory can be found in [GG09], where it is called a
locally cubical bicategory. It can also be derived as a bicategory enriched in the monoidal
2-categoryDbl, in the following sense.
Definition 4.12. Let V be a monoidal 2-category. A V-enriched bicategory B consists
of the following data.
(i) A collection of objects B = {A, B,C, ...}
(ii) For each two objects A, B of B, an objectB(A, B) ofV.
(iii) For each three objects A, B,C of B, a 1-cell ◦ : B(B,C) ⊗ B(A, B)→ B(A,C) of
V.
(iv) For each object A of B, a 1-cell
IA : 1→ B(A, A) ofV, where 1 is the initial object ofV.
(v) For each four objects A, B,C,D of B, a 2-cell ofV, depicted below.
B(C,D) × B(B,C) × B(A, B) B(C,D) × B(A,C)
B(B,D) ×B(A, B) B(A,D)
⇓ α
⊗ × id
id × ⊗ ⊗
⊗
(vi) For each two objects A, B of B, a natural isomorphisms
B(A, B) × 1
B(A, B)B(B, B)× B(A, B)
⇓ λ

⊗
IB × id
1 × B(A, B)
B(A, B)B(A, B) ×B(A, A)
⇓ ρ

⊗
id × IB
(vii) The usual axioms for bicategories [ML98] hold.
The 2-categoryDbl has finite products, which gives the monoidal structure. When we
apply the definition above to Dbl, we see that a locally cubical bicategory has objects,
hom-double categories of 1-cells, tight 2-cells, loose 2-cells, and 3-cells which fit in a
square of tight and loose 2-cells. We have double functors ◦, IA and tight isomorphisms
α, ρ, λ.
Remark 4.13. Recall from Remark 2.9 that a double category has three opposites Dl·op,
D
t·op, and Dtl·op depending on whether we reverse the loose 1-cells, tight 1-cells, or both.
Applied homwise, these operations induce three duals of a locally cubical bicategory,
which we denote Bl·co, Bt·co, and Btl·co, and which respectively reverse the loose 2-cells,
tight 2-cells, and both. (If we added the possibility to reverse the 1-cells we would obtain
seven different “opposites” such as Bop, Bl·coop, and so on, but we will have no use for that
duality in this paper.)
Note that a locally cubical bicategory with one object is precisely a monoidal double
category in the sense of section 2, and thus the explicit description of the coherences in
section 2 can also be applied here. We will primarily be concerned with the following two
examples.
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Example 4.14. Any category can be regarded as a double category in the loose direction,
with only identity tight morphisms and identity 2-cells. (Note that this is a strict double
category, not a pseudo one.) This operation preserves products, and thereby any strict 2-
category can be regarded as a locally cubical bicategory. In particular, we will regard the
2-categoryDblf as a locally cubical bicategory in this way; thus it has only identity tight
2-cells and identity 3-cells. We write Dblf for this locally cubical bicategory.
Example 4.15. By [GG09, Corollary 12], there is a locally cubical bicategoryBicat defined
by the following data:
• Its objects are bicategories.
• Its morphisms are functors.
• Its loose 2-cells are pseudo natural transformations.
• Its tight 2-cells are icons [Lac10].
• Its 3-cells are cubical modifications, defined below:
Definition 4.16 ([GG09, Definition 13]). Let F,G,H,K : D → E be pseudo functors; let
α : F ⇒ G, β : H ⇒ K be pseudo transformations; let γ : F ⇒ H, δ : G ⇒ K be icons. A
cubical modification
F G
H K
α
β
γ δΓ
is given by a family of 2-cells ΓA : αA βA such that for every 1-cell f : A → B of D,
the following equality holds.
FA FB GB
FA GA GB
HA KA KB
αB
G f
F f
αA
⇓ α f
⇓ δ f⇓ ΓA
βA K f
=
FA FB GB
HA HB KB
HA KA KB
αB
βB
F f
H f
⇓ γ f ⇓ ΓB
βA K f
β f
The double functor idA : ∗ → Bicat(A, A) maps the cells in the trivial bicategory ∗ to the
identity cells and morphisms of Bicat(A, A). The double functor ◦ is defined on functors
of bicategories by composition. On pseudo transformations and icons it is given by the
Godement product. On cubical modifications it is defined below:
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FF′A GF′A GG′A
HF′A KF′A KG′A
HH′A KH′A KK′A
G(α′
A
)
K(α′
A
)
αF′A
βF′A
⇓ ΓF′A ⇓ δα′A
βH′A K(β
′A)
= KΓ′
A
Functoriality follows from naturality of the icons. Note that there are several equivalent
ways to define this composition on cubical modifications, by choosing different versions
of the Godement product.
Now, we can similarly obtain the notion of functor between locally cubical bicategories
from the definition of aV-enriched functor betweenV-enriched bicategories.
Definition 4.17. Let V be a monoidal 2-category. Let B,T be V-enriched bicategories.
AV-enriched functor F : B→ T consists of the following data:
(i) An assignment on objects that sends each object A of B to an object FA of T.
(ii) For each two objects A, B of B, a 1-cell B(A, B)→ T(F(A), F(B)) ofV.
(iii) For every triple of objects A, B,C of B, a 2-cell ofV
B(A, B) ⊗ B(B,C) T(F(A), F(C))
B◦
◦(F, F)
⇓ φ 
(iv) For every object A of B a 2-cell ofV
∗ T(A, A)
B(F(A), F(A))
IdA
IdF(A)
F
⇓ φu 
(v) The usual coherence diagrams, Definition 10 of [Gur13] commute.
When we apply this definition to the monoidal 2-category Dbl, we see that a functor
of locally cubical bicategories F consists of a map of objects A 7→ FA; pseudo double
functors B(A, B) → T(F(A), F(B)) for each two objects A, B; and tight transformations φ
for each two objects A, B of B, and φu for every object A of B, plus axioms.
Theorem 4.18. There is a functor of locally cubical bicategories L : Dblf → Bicat.
Proof. Note that the 1-functor L : Dbl → Bicat has a left adjoint that regards a bicate-
gory as a double category with only identity tight 1-cells. Thus, the functor of bicategories
Dblf(D,E) → Bicat(L(D),L(E)) = L(Bicat(L(D),L(E))) has an adjunct pseudo dou-
ble functor Dblf(D,E) → Bicat(LD,LE). Consequently, the first two requirements in
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Definition 4.17 are satisfied by Theorems 4.1 and 4.6. Since L strictly preserves compo-
sition of 1-cells, the third requirement amounts to the existence of a tight transformation
φ : βˆ ∗ αˆ  β̂ ∗ α for every pair of transformations with loosely strong companions
C
F
&&
G
88
✤✤ ✤✤
 α D
H
%%
K
99
✤✤ ✤✤
 β E
such that
1LH⊙LF //
=

1ˆH ∗ 1ˆF
φ

1L(H⊙F) // ̂1H ∗ 1F
and
γ̂α ∗ δ̂β //
φ

(γˆ ∗ δˆ) ◦ (αˆ ∗ βˆ)
φ∗φ

̂γα ∗ δβ // (γ̂ ∗ δ) ◦ (α̂ ∗ β)
commute. Here, we use the ’Godement product’ ∗ of 2-cells in Dbl.
Now by Lemmas 3.10 and 3.13, (βˆ ∗ αˆ)A = βˆGA ◦ H(αˆA) is a companion of (β ∗ α)A =
βGA ◦ H(αA). Therefore, we take the component (φα,β)A to be
θβˆGA◦H(αˆA), β̂∗αA
.
As the other morphisms in the diagrams above are also θ-isomorphisms, the equations hold
by Lemma 3.8. For the tight transformation φu we can simply take the identity, since L is
strictly unital. The coherence equations hold by Lemma 3.8 
Our goal is to enhance this functor to act on “monoidal objects”. It is well-known that
“monoidal functors preserve monoid objects”, so our approach will be to categorify this:
we will show that the functor L is monoidal, in an appropriate sense, and that monoidal
functors of this sort preserve monoidal objects of the appropriate sort.
In fact, the monoidality of L is easy to describe, because the monoidal structures of
Dblf and Bicat are cartesian and very strict.
In general, if V is a monoidal 2-category with strict 2-categorical finite products (such
as Dbl), we say that a V-enriched bicategory B has finite products when for each two
objects C,D ∈ B there is an object C × D with projections C × D → C and C × D → D
(i.e. morphisms I → B(C ×D,C) and I → B(C ×D,D) inV) inducing an isomorphism in
V (not merely an equivalence):
B(A,C × D)

−→ B(A,C) ×B(A,D)
and similarly there is a strict terminal object ∗ such thatB(A, ∗) is strictly terminal inV for
all A. This holds for Bicat and Dblf , because cartesian products of bicategories and double
categories are simply componentwise, and all the morphisms in Bicat and Dblf (no matter
how weak) are defined in terms of data in their targets.
Similarly, we say that a functor F of V-enriched bicategories preserves products if it
takes the terminal object to a terminal object and pairs of product projections A← A×B→
B to pairs of product projections (in the above strict sense).
Theorem 4.19. The functor of locally cubical bicategories L : Dblf → Bicat preserves
products.
Proof. Since L merely forgets a part of the double categories and double functors, we
have simple equalities L(D × E) = L(D) × L(E), and the product projections are likewise
preserved. The case of the terminal object is likewise easy. 
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5. Monoidal objects in locally cubical bicategories
We now move on to define an appropriate abstract sort of “monoidal objects”, that
will be preserved by the product-preserving functor L, and that specializes to monoidal
double categories and to monoidal bicategories. Such structures are obtained by abstract-
ing the definitions of monoidal, braided, and symmetric structure for bicategories given
in [Gur13], [McC00], and [GG09]. Under this translation pseudonatural transformations
become loose 2-cells and modifications become globular 3-cells. Recall that the loose 2-
cells in Dblf (which has no nonidentity tight 2-morphisms) are the (tight) transformations,
while those in Bicat are exactly the pseudonatural transformations (its tight 2-morphisms
are icons). We will define monoidal, braided, sylleptic and symmetric objects, 1-cell, 2-
cells, icons and 3-cells by taking instances of bicategories, functors, pseudonatural trans-
formations, and modifications in the original definitions as objects, 1-cells, 2-cells, and
3-cells, respectively.
We start by unfolding the structure of a locally cubical bicategory and fixing our nota-
tion. In addition to objects, locally cubical bicategories have hom-double-categorieswhose
objects, loose 1-cells, tight 1-cells, and 2-morphisms we will call ’1-cells’, ’loose 2-cells’,
’tight 2-cells’ and ’3-cells’ of the locally cubical bicategory, respectively. We write “→” to
denote 1-cells, “ • ” to denote the loose 2-cells, “⇒” to denote the tight 2-cells and “ ”
to denote 3-cells.
There are three types of composition, for which we will adopt the notation introduced
for intercategories [GP15] (of which locally cubical bicategories are a special case). Firstly,
we have loose composition “•” within the hom-double-categories, giving composition of
loose 2-cells along a 1-cell boundary and of 3-cells along a tight 2-cell boundary. We write
this in diagrammatic order: α • β means “β after α”. We write Id f and Idα for the loose
identity on a 1-cell f and a tight 2-cell α, respectively. Loose composition is associative and
unital up to isomorphism. We denote its associator and left and right unitors by a•, r•, l•,
respectively; they are globular 3-cells. However, for readability we will implicitly strictify
the hom-double-categories, as we did with the double categories in Section 2, except where
we prove that this structure is preserved by monoidal cells. As a consequence, we omit the
associativity and unit constraints for • in various places.
Secondly, we have tight composition “·” in the hom-double-categories. This gives us
composition of tight 2-cells along a 1-cell boundary and tight composition of 3-cells along
a loose 2-cell boundary, written in the conventional order: f · g denoting “ f after g”. We
write 1 f and 1α for the tight identity on a 1-cell f and a loose 2-cell α, respectively. Tight
composition is strictly associative and has strict identities.
Thirdly, there is composition “◦” of 1-cells, 2-cells, and 3-cells along a 0-cell boundary,
given by the enriched structure. We write this composition in the conventional order: f ◦ g
meaning “ f after g”. When it is clear from the context, we omit the composition symbol
“◦”, and write the juxtaposition of 1-cells instead. The identities for this composition are
denoted by “id”. This composition is weakly associative and unital in general, but we will
restrict our input locally cubical bicategories by assuming that composition of 1-cells along
0-cells is strict, in the following precise sense:
Definition 5.1. A locally cubical bicategory is 1-strict if the tight transformations α, λ,
and ρ from Definition 4.12 are globular, i.e. their tight 1-cell components are identities.
Similarly, a functor of locally cubical bicategories is 1-strict if the tight transformations φ
and φu from Definition 4.17 are globular.
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Our primary examples Dblf and Bicat are 1-strict, as is the functor L : Dblf → Bicat.
However, while Dblf is completely strict (being a strict 2-category regarded as a locally
cubical bicategory in the 2-loose direction), the composition ◦ inBicat is not fully strict, i.e.
the transformationsα, λ, ρ are not identities: their nonidentity 2-cell components arise from
the pseudonaturality constraints of the loose 2-cells in Bicat. In general, composition of
loose 2-cells along 0-cells in a 1-strict locally cubical bicategory is only weakly associative
and unital, with an associator and left and right unitors that we denote by by a◦, r◦, l◦,
respectively; they are globular 3-cells.
A 1-strict locally cubical bicategory is almost exactly an abstraction of the structure
and level of strictness possessed by bicategories, functors, pseudonatural transformations,
and icons. This enables an almost-literal transposition of definition from the world of
bicategories, as long as the monoidal constraints and coherence axioms are reformulated
in equational form instead of their original diagrammatic expression of 2-cell composites in
the target bicategory. (Such a reformulation is entirely algorithmic, and could be automated
by formulating an “internal type theory” of locally cubical bicategories.)
There is one other difference betweenBicat and a general locally cubical bicategory: the
latter contains a unique basic operation of “composing two loose 2-cells along a 0-cell”,
whereas when composing two pseudonatural transformations of bicategories
A
F
%%
G
99
✤✤ ✤✤
 α B
H
%%
K
99
✤✤ ✤✤
 β C
we have to choose whether the component of β ◦ α at a ∈ A should be the top-right
composite or the left-bottom composite in the following square:
HFa HGa
KFa KGa.
Hαa
βFa  βGa
Kαa
The two choices are isomorphic (the square is a pseudonaturality constraint for β), but
neither of them is canonically “the” choice. This ambiguity is not in itself a problem; the
real issue it reflects is that the locally cubical bicategoryBicat does not have a basic way to
express the operation of “whiskering” a pseudonatural transformation by a functor on either
side. We can compose along an object with a loose identity 2-cell, but since bicategories
are only weakly unital, the result is only isomorphic to the “basic” operation of whiskering
for bicategories. In particular, bicategories are strict in one way that is invisible to Bicat:
whiskering is also strictly associative, e.g.H(F(γ)) = (H◦F)(γ), butBicat can only express
the isomorphism IdH ◦ (IdF ◦ γ)  IdH◦F ◦ γ which is not a strict equality. This means that
certain additional isomorphisms have to be inserted in our definitions of monoidal objects
that are not present in the explicit definitions of monoidal bicategories.
One solution to this problem would be to define a locally-cubical-type structure analo-
gous to the bicategory-enriched categories of [Ver92], which use a multicategory structure
to express whiskering as a basic operation (just as is done in the strict case with Gray-
categories [GPS95]). However, probably a better use of time would be to extend our defi-
nitions to locally cubical bicategories that are not even 1-strict, such as the locally cubical
bicategory of monoidal bicategories and its relatives (i.e. the outputs of our construction).
This is more subtle than it may appear, since the coherence axioms of a monoidal bicate-
gory involve pasting together loose 2-cells along boundary 1-cells that are strictly equal in
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a 1-strict locally cubical bicategory, but only related by a tight isomorphism in the general
case; thus even to write down the definitions the general case would already require some
fibrancy in the hom-double-categories.
One further note about our definitions is that certain constraint 2-cells are suppressed
in [Gur13], [McC00], and [GG09] to simplify notation, but in the equational form below,
this cannot be done. Thus the coherence equations look more intimidating, but in fact are
not more complicated than their bicategorical counterparts.
LetB be a 1-strict locally cubical bicategorywith products. In the following definitions,
we will give the coherence axioms for monoidal objects, 1-cells, 2-cells and 3-cells explic-
itly (in Appendix A), but we generally leave the axioms for braided, symmetric and syllep-
tic monoidal structures as an exercise for the reader. They can be obtained by translating
the standard axioms for the appropriate kinds of monoidal bicategory into the language of
locally cubical bicategories, in an entirely analogous way.
Definition 5.2. Amonoidal object in B is an object A, equipped with 1-cells ⊗ : A×A→
A and IA : ∗ → A, and loose 2-cell equivalences
• α : ⊗(⊗ × id) • ⊗(id × ⊗)
• l : ⊗(I × id)i2 • id and r : ⊗(id × I)i1 • id
where ∗ is the terminal object of B and i1 : A → A × ∗, i2 : A → ∗ × A are the canonical
isomorphisms. Finally, it must be equipped with the invertible globular 3-cells π, µ, λ, ρ
depicted below, which generalise the Mac Lane pentagon and the three other coherence
diagrams given in Definition 4.1 of [Gur13]. The horizontally drawn equality is added for
readability. These 3-cells must satisfy the three axioms (A.1), (A.2) (A.3) in Appendix A,
which generalise the coherence axioms for monoidal bicategories [Gur13, Definition 4.1].
⊗(⊗ × id)(⊗ × id × id) ⊗(⊗ × id)(id × ⊗ × id) ⊗(id × ⊗)(id × ⊗ × id) ⊗(id × ⊗)(id × id × ⊗)
⊗(⊗ × id)(⊗ × id × id) ⊗(id × ⊗)(⊗ × id × id) ⊗(⊗ × id)(id × id × ⊗) ⊗(id × ⊗)(id × id × ⊗)
•
Id(α × Id)
•
αId
•
Id(Id × α)
•
αId
•
αId
π
⊗(id × id) ⊗(⊗ × id)(id × I × id) ⊗(id × ⊗)(id × I × id) ⊗(id × id)
⊗ ⊗
•
Id(r−1 × Id)
•
α
•
Id(Id × l)
•
Id
µ
⊗(⊗ × id)(I × id × id) ⊗(id × id) id⊗
⊗(⊗ × id)(I × id × id) ⊗(id × ⊗)(I × id × id) ⊗(I × id)ι2⊗ id⊗
•
Id(l × Id)
•
αId
•
lId
λ
id⊗ ⊗(id × id) ⊗(id × ⊗)(id × id × I)
id⊗ ⊗(id × I)ι1⊗ ⊗(⊗ × id)(id × id × I) ⊗(id × ⊗)(id × id × I)
•
Id(Id × r−1)
•
r−1Id
•
αId
ρ
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A monoidal object is braided if, in addition, it is equipped with a loose 2-cell σA :
⊗ • ⊗τ, where τ : A × A → A × A interchanges the two copies of A; and if there are
invertible globular 3-cells
⊗(⊗ × id) ⊗(id × ⊗) ⊗τ(id × ⊗)
⊗(⊗ × id)
τ((id × id) × id))
⊗(id × ⊗)
τ((id × id) × id)
⊗(⊗ × id) ⊗(⊗τ × id)
⊗(⊗ × id)
(τ(id × id) × id)
⊗(id × ⊗)
(τ(id × id) × id)
⊗(id × ⊗τ)
(τ(id × id) × id)
•
α
•
σId
•
αId
•
Id(σ × Id)
•
αId
•
Id(Id × σ)
R
⊗(id × ⊗) ⊗(⊗ × id) ⊗τ(⊗ × id)
⊗(id × ⊗)
τ((id × id) × id))
⊗(⊗ × id)
τ((id × id) × id)
⊗(id × ⊗) ⊗(id × ⊗τ)
⊗(id × ⊗)
(id × τ(id × id))
⊗(⊗ × id)
(id × τ(id × id)
⊗(⊗τ × id)
(id × τ(id × id)
•
α−1
•
σId
•
α−1Id
•
Id(Id × σ)
•
α−1Id
•
Id(σ × Id)
S
satisfying axioms analogous to (BA1), (BA2), (BA3), and (BA4) given in [McC00, p136–
139] . It is sylleptic when it is additionally equipped with an invertible globular 3-cell
⊗ ⊗
⊗τ
•
σ
•
σ
υ 
satisfying the axioms analogous to (SA1), (SA2) on [McC00, p144–145]. It is symmetric
if in addition, it satisfies the axiom analogous to the equation given on [McC00, p91].
We now define monoidal 1-cells, 2-cells, and 3-cells. As in the 1-categorical case, a
morphism (1-cell) between monoidal objects can be lax, colax, or strong, corresponding
to the direction of the comparison morphisms relating f a ⊗ f b to f (a ⊗ b). But there
is no need to define the two independently, as they are related by the duality Bl·co from
Remark 4.13 that reverses loose 2-cells.
Definition 5.3. Let A, B be monoidal objects in B. A 1-cell f : A → B is lax monoidal
when it is equipped with the following loose 2-cells:
• χ : ⊗( f × f ) • f⊗
• ι : IB • f IA
as well as globular invertible 3-cells
ω : Id⊗(χ × Id f ) • χId⊗×id • Id fα αId f× f× f • Id⊗(Id × χ) • χIdid×⊗
γ : Id⊗(ι f × Id f )Idi2 • χIdI×idIdi2 • Id f l lId f
δ : Id f r
−1 r−1Id f • Id⊗(Id × ι)Idi1 f • χId(id×I)i1
which satisfy the two axioms (A.4), (A.5) in AppendixA, expressing the usual associativity
and unitality conditions [Gur13, Definition 4.10].
If A and B are braided, then f is called braided when there is a globular 3-cell
u : σBId f× f • χIdτ • χ • (Id fσA)
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satisfying braiding axioms analogous to (BHA1) and (BHA2) given in [McC00, p141-
142]. If A and B are sylleptic or symmetric, then f is sylleptic or symmetric, respectively,
if it is braided and the 3-cells defining the braided monoidal structure satisfy an additional
axiom analogous to (SHA1) of [McC00, p145].
A (braided, sylleptic, or symmetric) colax monoidal 1-cell in Bis simply a lax one in
B
l·co. Thus it is equipped with loose 2-cells χ¯ and ι¯ which go in the opposite direction of χ
and ι, respectively, and appropriate invertible 3-cells.
If f is both lax and colax monoidal, the associated loose 2-cells χ and ι form adjoint
equivalences with their colax counterparts, and the 3-cells correspond to their colax coun-
terparts as mates under the adjoint equivalence structure, it is strong monoidal. Details on
themate correspondences forω, γ and δ aregiven in the second author’s PhD thesis [Wes13,
B0.7,B0.8,B0.9].
By construction, these definitions give the expected results inBicat. InDblf , where there
are no nonidentity 3-cells, they reduce to the definitions from section 2; and in particular,
every syllepsis is a symmetry.
Note that since Definition 5.3 contains no tight 2-cells and all the 3-cells are isomor-
phisms, lax monoidal 1-cells in the tight 2-cell dual Bt·co coincide with those in B itself.
For ordinarymonoidal categories, once a type of 1-cell (lax, colax, strong) is fixed, there
is only one kind of 2-cell between them. But for monoidal bicategories, a 2-cell can also
be lax, colax, or strong at the 2-dimensional level, independently of whether its domain
and codomain 1-cells are lax, colax, or strong. (This has nothing to do with laxity of its
underlying natural transformation; for us these are always strong, i.e. pseudonatural.) But
again, there is no need to define them independently, as they are related by the other duality
B
t·co that reverses the tight 2-cells.
Definition 5.4. Let f , g : A → B be lax monoidal 1-cells in B. A lax monoidal 2-cell
β : f • g is a loose 2-cell in B that is equipped with globular 3-cells
• Π : Id⊗(β × β) • χg χ f • βId⊗
• M : IdI • ιg ι f • βIdIA
such that coherence equations (A.6), (A.7), and (A.8) in Appendix A hold. Applied to the
special case of bicategories this gives us equations (TA2), (TA3) and (TA4) of [GG09].
Such a 2-cell is braided, sylleptic or symmetric when f , g are so and a coherence
axiom analogous to [McC00, (BTA1) p143] holds.
A colax monoidal 2-cell between lax monoidal 1-cells in B is a lax monoidal 2-cell
in Bt·co; thus it is equipped with morphisms Π¯, M¯ in the opposite direction from Π and
M. A strong monoidal 2-cell is a lax (or equivalently colax) one whose Π and M are
isomorphisms.
If instead f , g are colax monoidal 1-cells in B, then a lax monoidal 2-cell between
them is a lax monoidal 2-cell between f , g regarded as lax monoidal 1-cells in Bl·co, while
a colax monoidal 2-cell is a lax monoidal 2-cell between f , g regarded as lax monoidal
2-cells in Btl·co.
When interpreted in Bicat, monoidal 2-cells correspond to monoidal pseudonatural
transformations. Such transformations are less general than tritansformations between
one-object tricategories; they are obtained by restricting the constraints Π and M in a tri-
transformation to be given by icons instead of adjoint equivalences, leading to the notion
of a pseudo-icon [GG09, Definition 5] from which the definition above is derived. This no-
tion equals, up to canonical isomorphisms, that of a monoidal pseudo transformation given
in [SP09]. In Dblf , monoidal 2-cells correspond to monoidal double transformations.
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As remarked above, we will actually construct a locally cubical bicategory of monoidal
objects. The monoidal 2-cells will be the loose 2-cells therein; we now define the tight
ones and the 3-cells.
Definition 5.5. Let f , g : A→ B be lax monoidal 1-cells inB. Amonoidal icon β : f ⇒ g
is a (tight) 2-morphism in B that is equipped with (non-globular!) 3-cells
IB f IA
IB gIA
•
ι f
•
ιg
β1INβ
⊗ ( f × f ) f ⊗
⊗ (g × g) g ⊗
•
χ f
1⊗(β × β)
•
χg
β1⊗Σβ
such that the coherence axioms (A.9), (A.10), (A.11) in Appendix A hold. In the case of
bicategories, these axioms specialize to (TA2), (TA3) and (TA4) of [GG09].
A monoidal icon is braided, sylleptic or symmetric when f , g are so and the coherence
axiom (A.12) in Appendix A holds. (We give this axiom explicitly, even though it pertains
to the braided case which we are generally omitting, because braided monoidal icons do
not seem to appear anywhere in the existing literature.)
If f , g : A → B are instead colax monoidal 1-cells, a monoidal icon between them is a
monoidal icon between f , g regarded as lax monoidal 1-cells in Bl·co.
Monoidal icons interpreted in Bicat correspond to ico-icons [GG09, Definition 2] be-
tween one-object tricategories. These are doubly degenerate colax tritransformations be-
tween lax trihomomorphisms which agree on both 0- and 1-cells. In Dblf , since there are
no nonidentity tight 2-cells, there are no nonidentity monoidal icons. Note that a monoidal
icon f → g in Bt·co is the same as a monoidal icon g→ f in B.
Definition 5.6. Let f , g, f ′, g′ : A→ B be lax monoidal 1-cells, let α : f • g, β : f ′ •
g′ be lax monoidal 2-cells, and let γ : f ⇒ f ′, δ : g⇒ g′ be monoidal icons. A monoidal
3-cell is a 3-cell
f g
f ′ g′
•
α
γ
•
β
δΓ
such that the coherence axioms (A.13) and (A.14) in Appendix A hold.
If f , g, f ′, g′, α, β, γ and δ : g ⇒ g′ are braided, sylleptic, or symmetric monoidal 1-
cells, 2-cells, and icons, respectively, then a braided, sylleptic, or symmetric monoidal
3-cell Γ as depicted above, is simply a monoidal 3-cell.
Monoidal 3-cells inBicat correspond to cubical pseudo-iconmodifications [GG09, Def-
inition 16] between one-object tricategories. When the icon components are identities, this
reduces to a monoidal modification [SP09, Definition 2.8].
We will show that monoidal objects, lax monoidal 1-cells, lax monoidal 2-cells, mon-
oidal icons, and monoidal 3-cells in a locally cubical bicategory B form a locally cubical
bicategoryMonllB. The first subscript l indicates the laxity of the 1-cells, the second that
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of the loose 2-cells; in the colax case we write c and in the strong case p (for “pseudo”
— the subscript s is usually used in 2-category theory instead for “strict”). We write
v,w ∈ {l, c, p} for unspecified “laxness annotations”. Thus by definition we will have
Moncl(B) =Monll(B
l·co)
Monlc(B) =Monll(B
t·co)t·co
Moncc(B) =Monll(B
tl·co)t·co.
Similarly, braided, sylleptic and symmetric cells will form locally cubical bicategories
BrMonvwB, SylMonvwB, and SymMonvwB.
Proposition 5.7. Let A, B be monoidal objects in a 1-strict locally cubical bicategory
with products. The hom-spacesMonvwB(A, B),BrMonvwB(A, B),SylMonvwB(A, B), and
SymMonvwB(A, B) are double categories for v,w ∈ {l, c, p}.
Proof. By duality, the colax cases are implied by the lax ones. The strong 2-cell cases
(w =)p are generally trivial (the property of invertibility is always preserved), but the
strong 1-cell cases (v = p) require carrying through the adjoint equivalence data.
First we show that 1-cells and icons in the respective hom-spaces form a category. For
each lax monoidal 1-cell f : A → B, the identity icon 1 f is a lax monoidal icon with the
3-cells N1 f := 1ι f and Σ
1 f := 1χ f . This is well-defined, because the functor “◦” preserves
tight identities. The coherence equations are trivially satisfied. For each two lax monoidal
1-cells f , g and lax monoidal icons α, β : f ⇒ g, the composite icon β · α can be equipped
with the lax monoidal structure given by the composites Nβ·α := Nβ ·Nα and Σβ·α := Σβ ·Σα.
We have a strict interchange law between · and ◦, induced by functoriality of ◦, so these
3-cells are well-defined. The coherence conditions (A.9)–(A.11) hold by componentwise
application of the coherence equalities for Nβ·α and Σβ·α.
For strong 1-cells and icons we need to verify that the lax structure cells N1 f , Nβ·α,Σ1 f ,
and Σβ·α are inverse in the loose direction to their colax counterparts. For N1 f and Σ1 f , this
follows from functoriality of “•”. For Nβ·α and Σβ·α, this follows from the the fact that the
statement is true for their components combined with the exchange law between “•” and
“·” and strictness of “·”. When f and g are braided, sylleptic or symmetric, the same data
satisfies the coherence equation for braided monoidal icons.
We also need to show that lax monoidal 2-cells and monoidal 3-cells form a category.
For every lax monoidal 2-cell α : f • g, the identity 3-cell 1α in B is lax monoidal. The
required two equations (A.13), (A.14) are trivially satisfied. For any two monoidal 3-cells
L : α β, K : β γ, the composition K · L in B is a monoidal 3-cell. The equations for
monoidal 3-cells (A.13), (A.14) hold by sequential application of the respective equations
for L and K. The colax and strong cases follow automatically, and similarly the braided,
sylleptic, and symmetric cases since in this case the 3-cells have no additional data.
Now we describe the loose structure; we need to show that • and Id are well-defined as
the functors which give the loose structure in the new double category. To see this, recall
that • and Id correspond to the functors ⊙ and U, respectively, given in Definition 2.1. Let
f be a lax monoidal 1-cell. The loose identity 2-cell Id f is a strong monoidal 2-cell with
monoidal structure given by the composites of coherence cells l•, r• shown in Figure 1
The conditions for monoidal 3-cells follow from the naturality conditions of the coher-
ence cells. Let γ be a monoidal icon, one can verify that the loose identity 3-cell Idγ is a
monoidal 3-cell: The loose source and target 2-cells of Idγ, are loose identities; hence, the
coherence condition holds by naturality of l• and r•.
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MId f :=
IB f IAf IA
IB IB f IA
•
ι f
•
Id f IdI
•
IdI
•
ι f

ΠId f :=
⊗ ( f × f ) f ⊗
⊗ ( f × f ) f ⊗
f ⊗
⊗ ( f × f )
•
χ f
•
Id f Id⊗
•
Id⊗(Id f × Id f )
•
χ f

Figure 1. Strong monoidal constraints for Id f
Let α : f • g and β : g • h be two lax monoidal 2-cells. Their composition α • β
is lax monoidal with the structure 3-cells given in Figure 2. The coherence equations are
satisfied by sequential application of the respective equation for α and β, applications of
the exchange law between loose and tight composition, together with simple manipulations
of coherence cells.
Let Γ and ∆ be monoidal 3-cells. Their composite Γ • ∆ is again monoidal. Again, the
conditions for monoidal 3-cells follow directly from the conditions on the monoidal 3-cells
Γ and ∆, applications of the exchange law between loose and tight composition, and simple
manipulations of coherence cells. The colax and strong cases follow automatically.
Let f be a braided, sylleptic or symmetric monoidal 1-cell. The loose identity Id f is
a braided, sylleptic or symmetric monoidal 2-cell, respectively, as the coherence equa-
tion [McC00, (BTA1) p143] merely states that the 3-cell u pasted with coherence 3-cells
equals itself. Let α, β be braided, sylleptic, or symmetric monoidal 2-cells, the loose com-
position α • β is braided, sylleptic, or symmetric monoidal, respectively. One can verify
that [McC00, (BTA1) p143] holds by applying the exchange law between loose and tight
composition, manipulation of coherence cells, and sequential application of the respec-
tive equations for α and β. Braided, sylleptic and symmetric monoidal 3-cells are simply
monoidal 3-cells; therefore, it follows that the images of • and Id of braided, sylleptic, or
symmetric monoidal cells are well-defined in BrMonvwB(A, B), SylMonvwB(A, B), and
SymMonvwB(A, B), respectively.
Functoriality of • and Id in MonB(A, B) follows from their functoriality in B(A, B).
The unitality and associativity cells a•, l•, and r• are monoidal 3-cells. Unfolding the con-
straints for monoidal 3-cells shows that the 3-cells pasted together with coherence cells
need to equal themselves. It follows from coherence of the functor •, that this is the case.
Therefore,MonvwB(A, B) is a double category for v,w ∈ {l, c, p}. Since braided, symmet-
ric, or sylleptic monoidal 3-cells require no extra data, it follows that BrMonvwB(A, B),
SylMonvwB(A, B), and SymMonvwB(A, B) are double categories for v,w ∈ {l, c, p}. 
Theorem 5.8. Let B be a 1-strict locally cubical bicategory with products. Monoidal
objects, lax monoidal 1-cells, lax monoidal 2-cells, monoidal icons, and monoidal 3-cells
in B form a locally cubical bicategoryMonllB, and similarly we haveMonvwB for v,w ∈
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Mα•β :=
IB gIAf IA
IB IB gIA
hIA
hIA
hIAIB IBIB
•
(α • β)IdI
•
IdI
•
IdI
•
ιh
•
βIdI
•
βIdI
•
ι f
•
αIdI
•
IdI
•
ιg
•
IdI
Mα
Mβ
=


Πα•β :=
⊗ ( f × f ) g ⊗
⊗ ( f × f ) g ⊗
f ⊗
⊗ (g × g)
h ⊗
h ⊗
⊗ ( f × f ) ⊗ (g × g) ⊗ (h × h) h ⊗
•
χ f
•
αId⊗
•
Id⊗(α × α)
•
χg
•
βId⊗
•
βId⊗
•
χh
•
Id⊗(α × α)
•
Id⊗(β × β)
•
(α • β)Id⊗
•
Id⊗ ◦ (α • β) × (α • β)
Πα =
= Πβ


Figure 2. Monoidal constraints for α • β
{l, c, p}. When the objects and cells are braided, sylleptic or symmetric, we obtain the
locally cubical bicategoriesBrMonvwB, SylMonvwB, and SymMonvwB.
Proof. We have established in Proposition 5.7, that the respective hom-double-categories
MonvwB(A, B), BrMonvwB, SylMonvwB, and SymMonvwB exist.
We need to check that the unit idA is a well-defined pseudo double functor from the
trivial double category to the respective hom-double-categories, as well as braided, syllep-
tic and symmetric cells. The unit 1-cells idA are monoidal for all objects A ∈ B, with the
monoidal structure ξ, ι given by the unitor 2-cells, and γ, δ, and ω by coherence cells for
the structure of the double category. The constraints boil down to simple manipulations of
coherence cells, which hold by coherence of double categories. By functoriality of id, its
image on the loose 2-cell is isomorphic to the loose identity IdidA . This isomorphism gives
rise to the lax monoidal structure on ididA shown in Figure 3.
Coherence equations A.6, A.7, A.8, and [McC00, (BTA1) p143] hold by simple manip-
ulations of the isomorphisms. This makes ididA a braided, sylleptic, or symmetric monoidal
2-cell if idA is braided, sylleptic, or symmetric, respectively, and the colax and pseudo
cases are automatic.
By functoriality, the image of id on the tight 2-cell and 3-cell equal 1idA and Id1idA =
1IdidA , respectively. These cells are braided, symmetric or sylleptic; lax, colax, or strong
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MididA :=
IA idAIAidAIA
IA IA idAIA
•
ιidA •
ididA IdI
•
IdidA IdI
•
IdI
•
ιidA


ΠididA :=
⊗ (idA × idA) idA ⊗
⊗ (idA × idA) idA ⊗
idA ⊗
⊗ (idA × idA)
•
χidA •
ididA Id⊗
•
IdidA Id⊗
•
Id⊗(IdidA × IdidA )
•
Id⊗(ididA × ididA )
•
χidA



Figure 3. Monoidal structure on ididA
monoidal, depending on A. It follows that idA is a well-defined functor from the trivial
double category to the respective hom-double-categories.
Next, we need to show that monoidal structure is preserved by the composition along a
0-cell boundary. For any two lax monoidal 1-cells f : A → B, g : B → C, the composite
g ◦ f is monoidal with χg◦ f and ιg◦ f defined below.
χg◦ f : ⊗(g f × g f )
χgId f× f
• g ⊗ ( f × f )
Idgχ f
• g f⊗
ιg◦ f : IC
ιg
• gIB
Idgι f
• g f IA
The structure 3-cell γg◦ f for is given in Figure 4. For readability, we write ”̂ ” to
express that we have left out some coherence 3-cells, which are needed to make the source
and target of the 3-cell well defined. The 3-cells δg◦ f and ωg◦ f are defined similarly, and
so is ug◦ f when g, f are braided monoidal 1-cells.
Let f , h : A → B and g, i : B → C be lax monoidal 1-cells and let α : f → h, β : g → i
be lax monoidal 2-cells, the composite β ◦ α is lax monoidal with the structure 3-cells
shown in Figure 5. Colax and strong monoidal structure 2-cells are obtained dually.
Let f , h : A → B and g, i : B → C be lax monoidal 1-cells and let α : f → h,
β : g→ i be monoidal icons, the composite β ◦α is monoidal with Nβ◦α := Nβ • IdβN
α and
Σβ◦α := ΣβIdα×α • IdβΣ
α.
When g, f are strong monoidal, the maps χg◦ f and χg◦ f are an adjoint equivalence,
constructed by the enriched composition from the adjoint equivalence of the pairs χg, χg
and χ f , χ f . Similarly, ιg◦ f and ιg◦ f form an adjoint equivalence. One can check that the
required pairs of 3-cells correspond to eachother as mates by componentwise application
of the adjoint equivalences for the composites of ιg◦ f and χg◦ f .
In all coherence equations between 3-cells for the monoidal and braided, sylleptic and
symmetric structure of composition above, each 3-cell consists of a component for the first
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⊗(IC × g f )i2 ⊗(gIB × g f )i2 g ⊗ (IB × f )i2 g ⊗ ( f IA × f )i2 g f ⊗ (IA × id)i2 g f
⊗(IC × g)i2 f ⊗(gIB × g)i2 f g ⊗ (IB × id)i2 f g f
⊗(IC × id)i2g f g f
•
Id⊗(ιg f × Idg f )Id(IA×id)i2 • χg f Idi2
•
Id⊗(ιg × Idg f )Idi2
•
χgIdIA× f Idi2
•
Idg⊗(ι f × Id f )Idi2
•
Idgχ f Id(IA×id)i2
•
Idg f lI
•
Id⊗(ιg × Idg)Id f
•
χgId(IB×id)i2 f
•
IdglId f
•
lIdgId f
•
lIdg f
= 1̂gγ f
γ̂g1Id


Figure 4. The structure 3-cell γg◦ f
Mβ◦α :=
IC g f IA ihIA
IC gIB hIB h f IA hkIA
IC IC hIB hIB hkIA
IC IC hkIA
•
ιg f
•
βα
•
ιg
•
βIdI
•
Idhι f
•
IdhαIdI
•
Id
•
ιh
•
IdhIdI
•
Idhιk
•
IdI
•
ιhk

Mβ 1̂IMα

Πβ◦α :=
⊗(g f × g f ) g f⊗ hk⊗
⊗(g f × g f ) g ⊗ ( f × f ) h ⊗ ( f × f ) h f⊗ hk⊗
⊗(g f × g f ) ⊗(h f × h f ) h ⊗ ( f × f ) h ⊗ (k × k) hk⊗
⊗(g f × g f ) ⊗(hk × hk) hk⊗
•
χg f
•
βαId⊗
•
χgId f× f
•
βId⊗( f× f )
•
Idhχ f
•
IdhαId⊗
•
Id⊗(β × β)Id f× f
•
χhId f× f
•
Idh⊗(α × α)
•
Idhχk
•
Id⊗(βα × βα)
•
χhk

̂
Π
β
lax
1Id f× f
̂1IdhΠ
α
lax

Figure 5. Monoidal structure on β ◦ α
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composite composed with the identity on the second composite, and a component for the
second composite composed with the identity on the product of the first composite with
itself. This means that the coherence equations for g ◦ f can be established by compo-
nentwise application of the equations for g and f . Some 3-cells also contain coherence
cells, but these equally break up in a part concerning the first, and a part concerning the
second component. Manipulation of these coherence cells results in the required equali-
ties. Note that rewriting the 1-cells and composites of loose 2-cells is necessary in several
of the steps. A similar argument holds for coherence equations for braided, sylleptic and
symmetric cells.
Let Γ and ∆ be two composable monoidal 3-cells. It is easy to see that the composition
Γ ◦ ∆ satisfies the two equations for monoidal 3-cells. This is a matter of applying the
equations for Γ and ∆ sequentially. 
Remark 5.9. Although B is 1-strict, MonllB is not. In particular, our construction can-
not be “iterated” without generalizing our definitions. However, if such a generalization
were made, it would be natural to conjecture that MonppMonppB ≃ BrMonppB, anal-
ogously to [JS93, Remark 5.1], and similarly MonppMonppMonppB ≃ SylMonppB
and MonppMonppMonppMonppB ≃ SymMonppB. Similarly, a monoidal object in
MonllBicat ought to yield a notion of “duoidal bicategory” categorifying [AM10, BM12].
Lemma 5.10. Let F : T → S be a 1-strict functor of 1-strict locally cubical bicategories
with products. If F preserves products, it preserves monoidal objects, 1-cells, 2-cells, icons
and 3-cells as well as any braided, sylleptic or symmetric structure on the objects, 1-cells,
2-cells, icons and 3-cells.
Proof. Let A be a monoidal object. As the functor F preserves products, we have a product
F(A) ×F F(A) = F(A × A). As a consequence ⊗ : A × A → A induces 1-cells ⊗F : FA ×F
FA→ FA and IF := F(IA).
Since φ and φu are globular, we have an equality F( f ◦ g) = F( f ) ◦ F(g) for all f and
g and for the identity 1-cell we have an equality F(idA) = idF(A). The loose associativity
2-cell of A gives rise to a loose 2-cell
F(A) × F(A) × F(A)
⊗F (Id×⊗F )
,,
⊗F (⊗F×Id)
22
✤✤ ✤✤
 aF≃ F(A)
which simply equals F(α) together with the invertible 2-cells.
Likewise, the unit constraints l, r as well as the constraints for (braided) monoidal 1-
cells σ induce 1-cells lF , rF , and σF , respectively. Note that the swap functor τ is mapped
by F to the swap functor for the product ×F , so σF is well-defined.
Furthermore, the invertible 3-cell filling the Mac Lane pentagon lifts to the invertible
3-cell of the Mac Lane pentagon for F(A) shown in Figure 6, which is simply its image
under F composed the natural transformations F⊙, φ, and φu to ensure that it has the right
type. Note that there may be several way to paste these 3-cells, but by coherence of en-
riched pseudo functors, the result is the same. Likewise, the invertible 3-cells µ, λ, ρ, as
well as R, S , and v witnessing the braiding and syllepsis, lift to the appropriate 3-cells for
F(A). Finally, the three equations between pasting composites of πF , µF , λF , ρF hold by
coherence of enriched pseudo functors.
Similarly, one can show that for a monoidal transformation f , F( f ) is monoidal with
structure loose 2-cells F(ι f ) and F(χ f ) and 3-cells obtained from F(ω), F(γ), and F(δ)
analogously to α. If f is braided, the braiding of F( f ) is witnessed by the 3-cell obtained
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⊗ (⊗ ×id)(⊗ ×id × id)
⊗ (⊗ ×id)(id× ⊗ ×id)
⊗ (id× ⊗)(id× ⊗ ×id)
⊗ (id× ⊗)(id × id× ⊗)
⊗ (⊗ ×id)(id × id× ⊗)
⊗ (id× ⊗)(⊗ ×id × id)
Id(α × Id) αId
Id(Id × α)αId
Id αId
⇓ F(π) 


Figure 6. The pentagonator for F(A)
from F(u). Likewise, F preserves anymonoidal, braided, sylleptic and symmetric structure
of tight 2-morphisms, loose 2-cells and 3-cells. 
Theorem 5.11. Let F : B → T be a 1-strict functor between 1-strict locally cubical
bicategories with products. If F preserves products, then it lifts to the functors below
between locally cubical bicategories, for v,w ∈ {l, c, p}.
MonvwF :MonvwB→MonvwT
BrMonvwF : BrMonvwB→ BrMonvwT
SylMonvwF : SylMonvwB→ SylMonvwT
SymMonvwF : SymMonvwB→ SymMonvwT
Proof. By Lemma 5.10, the assignment of F on objects and higher cells is well-defined
in the respective categories. We wil show that functor F gives rise to a pseudo double
functorMonlF :MonlB(A, B)→MonlT(MonlF(A),MonlF(B)). The other functors are
derived in a similar way. We need to verify that F(Nα·β) = F(Nα) · F(Nβ) and F(N1 f ) =
N1F f in MonlT and likewise for Σ. This follows from functoriality of F, the fact that
Nα·β = Nα·β and N1 f = 1ι f , F(ι f ) = ιF f . The natural transformations F⊙ and FU are well-
defined 3-cells inMonD; the respective equations hold by coherence of the pseudo double
functor F. Finally, we need to prove that φ and φu are well-defined tight transformations in
MonT(FA, FB). Since their components are globular 3-cells, we only need to check that
these are monoidal. The equations hold by coherence of enriched functors after expanding
the definitions of MFα◦Fβ ,MF(α◦β),MF(Id f ), and MIdF f and similarly for Π. 
Theorem 5.12. The functor L : Dblf → Bicat lifts to the functors
MonvwL :MonvwDblf →MonvwBicat
BrMonvwL : BrMonvwDblf → BrMonvwBicat
SylMonvwL : SylMonvwDblf → SylMonvwBicat
SymMonvwL : SymMonvwDblf → SymMonvwBicat.
Proof. Since L is 1-strict, the result then follows from Theorem 5.11. 
Remark 5.13. Recall that the notationDblf means that we restrict the 2-cells to have loosely
strong companions. As noted in Remark 4.11, the “loosely strong” restriction is automatic
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for invertible 2-cells, so it does not appear at the level of monoidal objects: any monoidal
double category with companions has a monoidal loose bicategory. However, in order for a
lax monoidal double functor F : D→ E to induce a monoidal functor of loose bicategories,
it does not suffice for D and E to have companions: the constraints FA ⊗ FB→ F(A ⊗ B)
and IE → F(ID) must induce pseudonatural, rather than colax natural, transformations.
But, again, for a strong monoidal double functor, this extra condition is automatic.
6. Examples
We now consider a number of examples, to illustrate the utility of our results.
6.1. Monoids and bimodules in double categories. To start with, we apply Theo-
rem 5.12 to prove that the family of bicategories Alg[D] of monoids, bimodules and bi-
module homomorphisms in a monoidal double category D is monoidal. The result of this
section builds on work of the first author in [Shu08, Theorem 11.5] and some extentions of
this theorem in the second author’s PhD thesis [Wes19, Chapter 5].
In addition to the well-known bicategory Mod of rings and bimodules, the family
Alg[D] contains the well-known bicategories 2Vect, 2H ilb introduced in [KV94b, BC04]
and also the bicategory Prof of categories and profunctors [Be´n00]. Additionally, it con-
tains various subcategories that are relevant in the field of categorical quantum mechanics,
such as the equivariant completion of a braided monoidal bicategory [CR14], which is a
tool for finding topological quantum field theories, as well as the bicategory 2[CP∗[C]] de-
fined in [HVW14] as the mathematical foundation of a diagrammatic language for quantum
protocols.
Amonoid (a, A, , ) in a monoidal double category D consists of an object a, a loose
1-cell A : a 7→ a and globular 2-cells : A⊙A→ A, : Ia → A, such that ◦( ⊙ id) =
◦(id⊙ ) and ◦( ⊙id) = id = ◦(id⊙ ). In other words, it is a monoid in the usual
sense in the monoidal categoryD(a, a). Amonoid homomorphism (A, , ) 7→ (B, , )
is a pair ( f , f) of a 1-morphism f : a→ b in D and a 2-cell f : A→ B in D that respects the
multiplication, f ◦ = ◦ ( f ⊙ f ), as well as the unit, = f ◦ . f : A→ B. A bimodule
(a, A, , ) 7→ (b, B, , ) is a pair (M,M) of a 1 − cell M in D and a globular 2-cell
M : A × M × B → M in D, with the structure of an A-B- bimodule. We will simply write
M for the bimodule (M,m). This is also called an A-B-bimodule. Note that S (M) = T (A)
and T (M) = S (B). Let φ : (a, A, , ) → (c,C, , ) and ψ : (b, B, , ) → (d,D, , )
be monoid homomorphisms and let M and N be an A-B-bimodule and a C-D-bimodule,
respectively. A (φ, ψ)-equivariant map is a 2-morphism f : M → N in D such that
M ◦ (φ ⊗ f ⊗ ψ) = f ◦ N.
In other sources [Wes13] [HV18] [HVW14], [CR14], monoids are called algebras and
equivariant maps correspond to extended bimodule homomorphisms.
Definition 6.1. Let D be a double category. We can define a new double category Alg[D]
consisting of the elements listed below.
• 0-cells aremonoids (a, A, , ), in the monoidal category D1.
• tight 1-cells (A, , ) 7→ (B, , ) aremonoid homomorphism
• loose 1-cells (A, , ) 7→ (B, , ) are bimodules
• 2-cells (M,M) → (N,N) from a A-B-bimodule to a C-D-bimodule are (φ, ψ)-
equivariant maps, where φ : A→ C, ψ : B→ D are monoid homomorphisms.
Structural data regarding this construction, such as loose composition, is described in [Shu08],
where the double category is called Mod(D). A more detailed description in the case that
D is a monoidal category is given in [Wes19].
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For the double category to be well-defined, we need certain coequalizers in D to exist.
To this end we recall the definition below from [Shu08, Definition 11.4].
Definition 6.2. A double category D has local coequalizers if for each objects a, b, the
hom-category D(a, b) has all coequalizers and the coequalizers are preserved by ⊙. We
write Dbll for the 2-category of double categories with local coequalizers and Dbllf for
the 2-category of double categories with local coequalizers with 2-cells that have loosely
strong companions.
Proposition 6.3. Let D be a monoidal double category with local coequalizers and com-
panions and conjoints, and such that the tensor product ⊗ preserves the local coequalizers.
The loose bicategoryAlg[D] of Alg[D] is monoidal; it is braided or symmetric whenever
D is braided or symmetric.
Proof. By [Shu08, Examples 9.2], the double categoryAlg[D] is symmetric monoidal and
has companions and conjoints. Therefore, we may apply Theorem 5.11, which states that
its loose bicategoryAlg[D] is symmetric monoidal. 
An explicit description of the monoidal structure for the special case when D is a mon-
oidal category was given in [Wes19].
Corollary 6.4. The bicategory 2Vect is symmetric monoidal.
Proof. We obtain 2Vect asAlg[FVect] from the braidedmonoidal categoryFVect of finite
dimensional vector spaces and linear maps. The category FVect is symmetric monoidal,
contains local coequalisers and has a tensor product that preserves coequalisers. The result
followis from Proposition 6.7. 
Corollary 6.5. The bicategory Prof (C) of internal categories and profunctors in a cate-
gory C with finite limits and coequalizers preserved by pullback is symmetric monoidal.
Proof. The bicategory Prof (C) can be constructed as the category Alg[Span[C]] from
the monoidal double category of spans [Shu08, Examples 4.2]. This category has local
coequalisers and companions and is symmetric monoidal [Shu08, Examples 4.15, 9.2].
The result follows from Proposition 6.7. 
Corollary 6.6. The bicategory VProf of categories and profunctors enriched over a co-
complete closed symmetric monoidal category V is symmetric monoidal.
Proof. The bicategory VProf can be constructed as the category Alg[Mat[V]] from the
monoidal double category of matrices [Shu08, Examples 11.8]. This category has local
coequalisers and companions and is symmetric monoidal, so the result again follows from
Proposition 6.7. 
Similarly, monoidal functors F,G : D→ E between double categories with companions
lift to monoidal functors of the form AlgF,AlgG : Alg[D]→ Alg[E] and monoidal trans-
formations α : F ⇒ G lift to monoidal transformations of the form Algα : AlgF ⇒ AlgG,
as long as all the constraints are loosely strong (which in Remark 5.13 we noted is auto-
matic when they are invertible). In fact, the Alg construction gives rise to a functor, as
shown below.
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Proposition 6.7. The Alg construction gives rise to the following functors of bicategories:
MonppDbl
l
f →MonBicat
BrMonppDbl
l
f → BrMonBicat
SymMonppDbl
l
f → SymMonBicat.
Proof. By [Shu08, Proposition 11.22], Alg is a functorMonppDbl
l
f → MonppDbl
l
f , and
similarly for the braided and symmetric versions. We compose this with the functor from
Theorem 5.12 to obtain the result. 
Example 6.8. If F : C → D is a functor between categories with finite limits and co-
equalizers preserved by pullback, and F preserves finite limits and coequalizers, then
it induces a strong symmetric monoidal double functor Span(C) → Span(D), hence
Alg[Span(C)] → Alg[Span(D)], and thus a symmetric monoidal functor of bicategories
Prof (C)→ Prof (D).
Example 6.9. If F : V → W is a cocontinuous strong monoidal functor between closed
symmetic monoidal categories, it induces a strong symmetric monoidal double functor
Mat(V)→ Mat(W), henceAlg[Mat(V)]→ Alg[Mat(W)], and thus a symmetric monoidal
functor of bicategories VProf →WProf .
Similar results apply to the “enriched indexed categories” of [Shu13].
6.2. Applications in Quantum Theory. Frobenius algebras and modules play an impor-
tant role in quantum theory.
Definition 6.10. A Frobenius algebra in a monoidal double category C is a monoid
(A, , ) together with a comonoid (a, A, , ) that satisfies the equation (id ⊗ ) ◦
α ◦ ( ⊗ id) = ( ⊗ id) ◦ α−1 ◦ (id ⊗ ). A monoid in a braided monoidal category
C is called commutative when ◦ σ = ; it is symmetric if the weaker condition
◦ ◦ σ = ◦ holds. A pair of a monoid and a comonoid is called special
when the equation ◦ = id holds.
Recently, the bicategory of Frobenius algebras, bimodules and bimodule homomor-
phisms in a monoidal bicategoryBwas introduced in [CR14] as the equivariant completion
of B. This is a tool for generating topological quantum field theories, which is a non-trivial
process in general.
Let D be a double category. The equivariant completion of the loose bicategoryL(D)
is the loose bicategory of the double category Eq[D] defined below.
Definition 6.11. Let D be a double category with local coequalisers and loosely strong
companions, where the tensor product preserves coequalisers. We can define a new double
category Eq[D] consisting of the elements listed below.
• 0-cells are Frobenius algebras (a, A, , ), in the monoidal category D1.
• tight 1-cells (A, , ) 7→ (B, , ) aremonoid homomorphism
• loose 1-cells (A, , ) 7→ (B, , ) are bimodules
• 2-cells (M,M) → (N,N) from a A-B-bimodule to a C-D-bimodule are (φ, ψ)-
equivariant maps, where φ : A→ C, ψ : B→ D are monoid homomorphisms.
Structural data regarding this construction, such as loose composition, is as for Alg[D].
Corollary 6.12. The equivariant completion of a monoidal bicategory B is monoidal. It is
braided whenever B is braided and it is symmetric whenever B is symmetric.
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Proof. This follows from Proposition 6.3 applied to the double category Eq[B], where B
is regarded as a double category with trivial tight 1-cells. 
Another related example in quantum theory is the bicategory of Alg[D] special dag-
ger Frobenius algebras, bimodules and bimodule homomorphisms in a monoidal bicate-
gory [HVW14], which was introduced as a mathematical foundation for a diagrammatic
language of quantum protocols. Examples are the well-known bicategory 2Hilb and the
bicategory 2[CP[C]] of mixed quantum states. The monoidal structure is essential for
such applications, as it enables the description of compound quantum systems, as well as
parallel quantum protocols.
Definition 6.13. Let C be a category. A dagger † : C → C, is a contravariant functor
which is the identity on objects such that †(†( f )) = f . A dagger monoidal category is a
monoidal category that is equipped with a dagger †, such that the equalities below hold.
( f ⊗ g)† = g† ⊗ f † α† = α−1 ρ† = ρ−1 λ† = λ−1
A dagger braided monoidal category is a dagger monoidal category with a braiding that
satisfies the equality below.
σ† = σ−1
A Frobenius algebra in a dagger braided monoidal category C is a dagger Frobenius
algebra when the comonoid is the dagger image of the monoid. A bimodule is called a
dagger bimodule when the equation below holds, where the comonoid is the dagger of
the monoid and we denote †(M) byM†.
M† = (id ⊗M ⊗ id) ◦ ( ⊗ id ⊗ ) ◦ ( ⊗ id ⊗ )
Definition 6.14. Let f : A → B be an algebra homomorphism between dagger Frobenius
algebras in a dagger category. The conjugate f∗ of f is defined as f∗ := (id ⊗ ) ◦ (id ⊗
) ◦ (id ⊗ f † ⊗ id) ◦ ( ⊗ id) ◦ ( ⊗ id) An algebra homomorphism f is self-conjugate if
f = f∗.
To prove that the 2[−] construction preserves braided monoidal structure, one could
define a suitable notion of dagger double category and prove that Proposition 6.3 can be
specialised to the case where monoids are special dagger Frobenius algebras and bimodules
are dagger bimodules. Instead, we make use of the direct proof of the fibrant and monoidal
structure of the double category 2[C] defined in [Wes19], for the special case that C is a
monoidal dagger category, [Wes19, Prop 5.4.25]. This double category consists of special
dagger Frobenius algebras, self-conjugate algebra homomorphisms, dagger bimodules and
equivariant maps.
Theorem 6.15. The assignment 2[−] gives rise to the functors of locally cubical bicate-
gories below,
BrMonCat→ BrMonBicat
SymMonCat→ SymMonBicat
Where BrMonCat and SymMonCat are the locally cubical bicategories of braided mon-
oidal bicategories and symmetric monoidal bicategories, respectively, where all coequaliz-
ers exist and the tensor product preserves coequalizers. These locally cubical bicategories
have only trivial loose 2-cells and 3-cells.
Proof. This follows directly from [Wes19, Proposition 5.4.25] and Theorem 6.3. 
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Similarly, one can show that the result holds for the bicategory of commutative or sym-
metric dagger Frobenius algebras, dagger bimodules and bimodule homomorphisms.
Corollary 6.16. The bicategory 2H ilb is symmetric monoidal.
Proof. As shown in [Wes13, Section 3.6.3], 2H ilb is equivalent to 2[FHilb], where FHilb
is the symmetricmonoidal category of finite Hilbert spaces and linear maps, which contains
all coequalizers. 
6.3. Black-boxing of open Markov processes. The authors of [BC18] construct a sym-
metric monoidal double category Mark whose objects are finite sets and whose loose 1-
cells are “open Markov processes”. The loose composition and the tensor product then
give two related ways to put together smaller open Markov processes into larger ones (and
eventually into closed ones). In addition, they constructed a symmetric monoidal func-
tor, called black-boxing, from this double category to a double category LinRel of linear
relations.
The authors of [BC18] also showed that both of these double categories have com-
panions for tight isomorphisms, and then used our results to conclude that their loose
bicategoriesMark and LinRel are symmetric monoidal bicategories. At the time of writ-
ing [BC18], only the earlier version [Shu10a] of this paper was available, which con-
structed monoidal bicategories but not monoidal functors between them; thus, the authors
of [BC18] were only able to conjecture that their black-boxing double functor induced a
symmetric monoidal functor of bicategories. However, with Theorem 5.11 now in hand,
we can prove their conjecture:
Theorem 6.17 ([BC18, Conjecture 6.7]). There exists a strong symmetric monoidal func-
tor of bicategories  :Mark→ LinRel that maps
(i) any finite set S to the vector space (S ) = RS ⊕ RS ,
(ii) any open Markov process S
i
−→ (X,H)
o
←− T to the linear relation
(S
i
−→ (X,H)
o
←− T ) ⊆ RS ⊕ RS ⊕ RT ⊕ RT
consisting of all 4-tuples (i∗(v), I, o∗(v),O)where v ∈ RX is some steady state with
inflows I and outflows O (see [BC18, Definition 2.7]), and
(iii) any globular morphism of open Markov processes
(X,H)
S T
(X′,H′)
p
i1
i′
1
o1
o′
1
to the inclusion (X,H) ⊆ (X′,H′).
Proof. Apply Theorem 5.11 to the strong symmetric monoidal double functor of [BC18,
Theorem 5.5], noting again that the constraints of any strong monoidal functor are auto-
matically loosely strong. 
6.4. Cartesian double categories and cartesian bicategories. A cartesian bicategory,
as defined in [CW87, CKWW08], is designed as an axiomatization of properties of bi-
categories like Span in which the objects have “cartesian products”, but it is complicated
because these cartesian products are not products in the ordinary bicategorical sense (only
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when restricted to the subcategory of “maps”, i.e. left adjoints). By contrast, a cartesian
double category [Ale18] is easily defined as a cartesian object in the 2-category Dbl, i.e.
one whose diagonal D→ D × D and projection D→ ∗ have right adjoints, which also has
companions and conjoints. Our results make it clear that:
Theorem 6.18. If D is a cartesian double category, then L(D) is a symmetric monoidal
bicategory.
Proof. A cartesian object in a 2-category is automatically a symmetric monoid object
therein, so we can apply Theorem 5.11. 
One might hope that the functor L should preserve the cartesian structure as well, im-
plying thatL(D) is a cartesian object inBicat. However, as noted above, a cartesian bicate-
gory does not have cartesian products in the ordinary bicategorical sense, so this must fail.
The reason is instructive: the transformations exhibiting the adjunctions in Dbl making
D cartesian do not have loosely strong companions; thus their loose lifts are only colax
natural. If our functor L could be extended to this case somehow, then it might also im-
ply automatically that the loose bicategory of a cartesian double category is a cartesian
bicategory.
6.5. Monoidal fibrations and parametrized spectra. In [Shu08] the first author also
introduced the notion of monoidal fibration, and showed that any sufficiently well-behaved
symmetric monoidal fibration gives rise to a symmetric monoidal double category with all
companions and conjoints. We will not recall the definition of monoidal fibration here,
but only note that the double categories Span(C) and Mat(V) can be constructed in this
way (see [Shu08, Examples 15.3 and 15.4]). Moreover, the construction is functorial, so
the functors from Examples 6.8 and 6.9 can be obtained from morphisms of monoidal
fibrations, as well as their enhancement to the enriched indexed categories of [Shu13].
One final family of examples obtained in this way are the bicategories of parametrized
spectra from [MS06].
Theorem 6.19. The bicategory Ex of parametrized spectra from [MS06, Chapter 17] is
symmetric monoidal.
Proof. By [Shu08, Example 14.6], this bicategory can be constructed as the loose bicate-
gory of the double category obtained from a symmetric monoidal fibration of parametrized
spectra. (The latter monoidal fibration is mostly constructed in [MS06]; see [Mal19] for
a minor correction.) Thus, by [Shu08, Theorem 14.2] and Theorem 5.11, it is symmetric
monoidal. 
This symmetricmonoidal structure is observedwithout details in [MS06, Remark 17.17].
Our stronger functoriality results are also relevant to [MS06], for instance:
Theorem 6.20. For a map f : A → B of G-spaces, the functor of bicategories f ∗ :
GEx
fib
B
→ GEx
fib
A
from [MS06, Proposition 19.3.4] is a symmetric monoidal functor.
Proof. It is straightforward to verify (indeed, the proof of [MS06, Proposition 19.3.4] es-
sentially does this) that it is induced by a strong morphism of symmetric monoidal fibra-
tions. Thus, the latter yields a strong symmetric monoidal double functor, and therefore by
Theorem 5.11 a symmetric monoidal functor of bicategories. 
The pushforward i! of [MS06, Proposition 19.3.1], however, is only a colax functor of
bicategories. Thus, although it does come from a colax functor of double categories, our
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machinery does not apply to it. This provides an additional motivation to extend our results
to lax and colax functors and transformations.
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Appendix A. Coherence Equations for Locally-Double Bicategories
We give the coherence diagrams for monoidal objects, 1-cells, 2-cells and icons in a
locally cubical bicategory, defined in Section 5. For readability, we sometimes write S (α)
and T (α) for the composite 2-cells that form the source and target, respectively, of a 3-cell
α. Furthermore, we simplify notation for coherence constraints for double categories, by
writing  to indicate composites of such coherence cells.
For monoidal objects, 1-cells and 2-cells, the coherence axioms live entirely in the loose
bicategory of the hom-double-category, since all the tight 2-cells are identities. Therefore,
we write them as ordinary bicategorical pasting diagrams, omitting the identity 2-cells.
Monoidal Object.
⊗(⊗×id)
(⊗×id×id)
(⊗×id×id×id)
⊗(⊗×id)
(⊗×id×id)
(id×⊗×id×id)
⊗(⊗×id)
(id×⊗×id)
(id×⊗×id×id)
⊗(⊗×id)
(id×⊗×id)
(id×id×⊗×id)
⊗(id×⊗)
(id×⊗×id)
(id×id×⊗×id)
⊗(id×⊗)
(id×id×⊗)
(id×id×⊗×id)
⊗(id×⊗)
(id×id×⊗)
(id×id×id×⊗)
•
IdId
(α×Id×Id)
•
Id(α×Id)Id
•
IdId
(Id×α×Id)
•
αIdId
•
Id(Id×α)Id
•
IdId
(Id×Id×α)
⊗(id×⊗)
(id×⊗×id)
(id×⊗×id×id)
•
αIdId
•
IdId
(Id×α×Id)
⊗(id×⊗)
(id×id×⊗)
(id×⊗×id×id)
⊗(id×⊗)
(id×⊗×id)
(id×⊗×id×id)
•
S (π)Id
•
T (π)Id
•
Id
(Id×S (π))
•
Id
(Id×T (π))
•
Id
(Id×α)
Id
•
Id(Id×α)Id⊗(id×⊗)
(⊗×id×id)
(id×⊗×id×id)
⊗(⊗×id)
(id×id×⊗)
(id×⊗×id×id)
•
αIdId
•αIdId
⊗(id×⊗)
(⊗×id×id)
(⊗×id×id×id)
⊗(⊗×id)
(id×⊗×id)
(id×id×id×⊗)
•
αIdId
•
IdId
(α×Id×Id)
•
αIdId
⊗(⊗×id)
(id×id×⊗)
(⊗×id×id×id)
⊗(id×⊗)
(id×id×⊗)
(⊗×id×id×id)
⊗(⊗×id)
(id×id×⊗)
(id×id×id×⊗)
•
αIdId
•
αIdId
•
Id
(α×Id)
Id
•
S (π)Id
•
T (π)Id

 
1(1×π)

π1


=


π1

(A.1) =
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⊗(⊗×id)
(⊗×id×id)
(⊗×id×id×id)
⊗(⊗×id)
(⊗×id×id)
(id×⊗×id×id)
⊗(⊗×id)
(id×⊗×id)
(id×⊗×id×id)
⊗(⊗×id)
(id×⊗×id)
(id×id×⊗×id)
⊗(id×⊗)
(id×⊗×id)
(id×id×⊗×id)
⊗(id×⊗)
(id×id×⊗)
(id×id×⊗×id)
⊗(id×⊗)
(id×id×⊗)
(id×id×id×⊗)
•IdId(α×Id×Id)
•
Id(α×Id)Id
•
IdId
(Id×α×Id)
•
αIdId
•
Id(Id×α)Id
•
IdId
(Id×Id×α)⊗(⊗×id)
(id×⊗×id)
(⊗×id×id×id)
⊗(⊗×id)
(⊗×id×id)
(id×id×⊗×id)
•
Id(α×Id)Id
•
Id(α×Id)
⊗(⊗×id)
(id×⊗×id)
(⊗×id×id×id)
⊗(id×⊗)
(⊗×id×id)
(id×id×⊗×id)
⊗(⊗×id)
(id×id×⊗)
(id×id×⊗×id)
• αIdId
•αIdId • αIdId
⊗(⊗×id)
(id×id×⊗)
(id×id×id×⊗)
•
IdId
(Id×Id×α)
• αIdId
⊗(id×⊗)
(⊗×id×id)
(⊗×id×id×id)
⊗(⊗×id)
(id×id×⊗)
(⊗×id×id×id)
⊗(id×⊗)
(id×id×⊗)
(⊗×id×id×id)
•αIdId
•
αIdId
•
Id
(Id×α)
Id
1(π×1)
π1
π1

=


•
Id(S (π)×Id)
•
Id(T (π)×Id)
•
S (π)Id
•
T (π)Id
•S (π)Id
•
T (π)Id
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⊗(⊗×id)
(id×id×id)
⊗(⊗×id)
([⊗(id×I]×id×id)
⊗(⊗×id)
(⊗×id×id)
(id×I×id×id)
⊗(⊗×id)
(id×⊗×id)
(id×I×id×id)
⊗(⊗×id)
(id×[⊗(I×id)]×id)
⊗(⊗×id)
(id×id×id)
⊗(id×⊗)
(id×id×id)
⊗(id×⊗)
•
IdId
(r−1×Id×Id)
•
Id(α×Id)Id •
IdId
(Id×l×Id)
•
α
⊗(id×⊗)
(id×⊗×id)
(id×I×id×id)
⊗(id×⊗)
(id×[⊗(I×id)]×id)
•αIdId
•
IdId(Id×l×Id)
⊗(id×⊗)
(id×id×⊗)
(id×I×id×id)
⊗(id×[⊗(I×id)])
(id×id×⊗)
⊗(id×id)
(id×id×⊗)
• Id(Id×α)
Id
•
Id(Id×l)
Id
⊗([⊗(id×I)]×⊗)
(id×id×id)
⊗(id×⊗)
(⊗×id×id)
(id×I×id×id)
⊗(⊗×id)
(id×id×⊗)
(id×I×id×id)
•αIdId
•
αIdId
⊗(id×⊗)
(id×id×id)
⊗(id×⊗)
•α
• Id(r−1×Id)Id


1λ


π1



Id(Id×µ)
• S (π)Id
•
T (π)
Id • IdS (λ)
•IdT (λ)
•
Id(Id×S (µ))
(A.2) =
⊗(⊗×id)
(id×id×id)
⊗(⊗×id)
([⊗(id×I]×id×id)
⊗(⊗×id)
(⊗×id×id)
(id×I×id×id)
⊗(⊗×id)
(id×⊗×id)
(id×I×id×id)
⊗(⊗×id)
(id×[⊗(I×id)]×id)
⊗(⊗×id)
(id×id×id)
⊗(id×⊗)
(id×id×id)
⊗(id×⊗)
•
IdId
(r−1×Id×Id)
•
Id(α×Id)Id
• IdId(Id×l×Id)
•α
⊗(id×⊗)
(id×id×id)
⊗(id×⊗)
•α

1(µ×1)

•
Id(Id×Id)
•
Id(S (µ)×Id)
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⊗(⊗×id)
⊗(id×⊗)
⊗(id×⊗) (id×id×id)
⊗(id×⊗) (id×[⊗(id×I)]×id)
⊗(id×⊗)
(id×⊗×id)
(id×id×I×id)
⊗(id×⊗)
(id×id×⊗)
(id×id×I×id)
⊗(id×⊗)
(id×id×[⊗(I×id)])
⊗(id×⊗)
•α
•
IdId
(Id×r−1×Id)
•
Id(Id×α)Id
• IdId(Id×Id×l)
⊗(⊗×id)
(id×id×id)
⊗(⊗×id)
(id×[⊗(id×I]×id)
⊗(⊗×id)
(id×⊗×id)
(id×id×I×id)
•
IdId
(Id×r−1×Id)
•αIdId
⊗(id×id)
(⊗×id×id)
⊗([⊗(id×I)]×id)
(⊗×id×id)
⊗(⊗×id)
(id×I×id)
(⊗×id×id)
⊗(⊗×id)
(⊗×id×id)
(id×id×I×id)
•
Id(r−1×Id)
Id
• Id(α×Id)
Id
⊗(id×⊗)
(⊗×id×id)
(id×id×I×id)
⊗(⊗×id)
(id×id×⊗)
(id×id×I×id)
⊗(id×[⊗(I×id)])
(⊗×id×id)
⊗(id×id)
(⊗×id×id)
•
αIdId
•αIdId
⊗(⊗×id)
• Id(Id×l)Id
•
α•
S (µ)Id
•
T (µ)Id
•
Id


π1



µ1

1ρ


•IdS (ρ)
•
IdT (ρ)
•
S (π)Id
•
T (π)Id
(A.3) =
⊗(⊗×id)
⊗(id×⊗)
⊗(id×⊗) (id×id×id)
⊗(id×⊗) (id×[⊗(id×I)]×id)
⊗(id×⊗)
(id×⊗×id)
(id×id×I×id)
⊗(id×⊗)
(id×id×⊗)
(id×id×I×id)
⊗(id×⊗)
(id×id×[⊗(I×id)])
⊗(id×⊗)
•α
•
IdId
(Id×r−1×Id)
•
Id(Id×α)Id
• IdId(Id×Id×l)
⊗(⊗×id)
•
α
•
Id
•
Id
•
IdT (µ)
•
IdS (µ)


µ1

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Lax Monoidal 1-cell.
⊗(⊗×id)
(⊗×id×id)
( f× f× f× f )
⊗(⊗×id)
( f⊗× f× f )
⊗( f⊗× f )
(⊗×id×id)
f⊗(⊗×id)
(⊗×id×id)
f⊗(⊗×id)
(id×⊗×id)
f⊗(id×⊗)
(id×⊗×id)
f⊗(id×⊗)
(id×id×⊗)
•
IdId
(χ×Id×Id)
•
Id(χ×Id)Id
•
χIdId
•
IdId
(α×Id)
•
IdαId
•
IdId
(Id×α)
⊗( f⊗× f )
(id×⊗×id)
•
IdId(α×Id)
•
χIdId
⊗(⊗×id)
(id×⊗×id)
( f× f× f× f )
⊗(⊗×id)
( f× f⊗× f )
•
Id(α×Id)
Id
•
IdId
(χ×Id×Id)
•
Id
(χ×Id)
Id
⊗(id×⊗)
( f× f⊗× f )
⊗( f× f⊗)
(id×⊗×id)
•αId
•
Id(Id×χ)
Id
•χIdId
⊗(id×⊗)
(id×⊗×id)
( f× f× f× f )
⊗( f× f⊗)
(id×id×⊗)
•αIdId
•
IdId
(Id×χ×Id)
• IdId(Id×α)
• χIdId
⊗(id×⊗)
(id×id×⊗)
( f× f× f× f )
⊗(id×⊗)
( f× f× f⊗)
•
Id
(Id×α)
Id
•
IdId
(Id×Id×χ)
•
Id(Id×χ)
⊗(id×⊗)
(⊗×id×id)
( f× f× f× f )
⊗(⊗×id)
(id×id×⊗)
( f× f× f× f )
•
αIdId
•
αIdId


1(ω × 1)


ω1




1ω


π1

•
Id(S (ω)×Id)
•
Id(T (ω)×Id)
•
S (ω)Id
•
T (ω)Id
•
S (π)
Id
•T (π)
Id
•
Id(Id×S (ω))
•
Id(Id×t(ω))
(A.4) =
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⊗(⊗×id)
(⊗×id×id)
( f× f× f× f )
⊗(⊗×id)
( f⊗× f× f )
⊗( f⊗× f )
(⊗×id×id)
f⊗(⊗×id)
(⊗×id×id)
f⊗(⊗×id)
(id×⊗×id)
f⊗(id×⊗)
(id×⊗×id)
f⊗(id×⊗)
(id×id×⊗)
•
IdId
(χ×Id×Id)
•
Id(χ×Id)Id
•
χIdId
•
IdId
(α×Id)
•
IdαId
•
IdId
(Id×α)
f⊗(id×⊗)
(⊗×id×id)
f⊗(⊗×id)
(id×id×⊗)
•
IdαId
•
IdαId
⊗(id×⊗)
( f⊗× f× f )
⊗( f× f⊗)
(⊗×id×id)
•
αId
•
Id(Id×χ)
Id
•
χId
⊗(id×⊗)
(⊗×id×id)
( f× f× f× f )
•
αIdId
•
IdId
(χ×Id×Id)
⊗(id× f⊗)
(⊗×id×id)
( f× f×id×id)
•
Id
(Id×χ)Id
•
IdId
(χ×Id×Id)
⊗(⊗×id)
( f× f× f⊗)
⊗(⊗×id)
( f× f× f⊗)
⊗( f× f⊗)
(id×id×⊗)•
αIdId
•
Id(Id×χ)
Id
•
χIdId
⊗(⊗×id)
(id×id×⊗)
( f× f× f× f )
⊗(id×⊗)
(id×id×⊗)
( f× f× f× f )
•
αIdId
•
IdId
(Id×Id×χ)
1π
ω1

 ω1

•
S (ω)Id
•
T (ω)Id
• IdS (π)
•IdT (π)
•S (ω)Id
• T (ω)Id
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(A.5)
⊗( f× f )
f⊗
f⊗
(id×id)
f⊗
([⊗(id×I)]×id)
f⊗(⊗×id)
(id×I×id)
f⊗(id×⊗)
(id×I×id)
f⊗(id×[⊗(I×id)])
f⊗(id×id)
f⊗
•χ
•
IdId(r−1×id) •
IdαId
• IdId(Id×l)
⊗( f× f )
(id×id)
⊗( f× f )
([⊗(id×I)]×id)
⊗( f× f )
(⊗×id)
(id×I×id)
•IdId(r−1×Id)
• χIdId
⊗(id×id)
( f× f )
⊗([⊗(id×I)]×id)
( f× f )
⊗(⊗×id)
( f×I× f )
⊗
(⊗×id)
( f× f I× f )
•
Id
(r−1×Id)Id
•IdId(Id×ι×Id)
• Id(χ×Id)Id
⊗(id×⊗)
( f× f I× f )
⊗
( f×[⊗( f× f )])
(id×I×id)
⊗( f× f⊗)
(id×I×id)
⊗( f× f )
(id×⊗)
(id×I×id)
⊗( f× f )
(id×[⊗(I×id)])
⊗( f× f )
(id×id)
•
αId
•
Id
(Id×χ)Id
•χIdId
⊗(id×⊗)
( f×I× f )
⊗(id×[⊗(I×id)])
( f× f )
⊗(id×id)
( f× f )
⊗( f× f )
•
αId
• IdId(Id×ι×Id) • IdId(Id×l)
•χ
•
Id(Id×l)
•
Id
 
1δ


ω1


1γ



µ

•
IdS (δ)
•IdT (δ)
•
S (ω)Id
•
T (ω)Id
•
S (γ)Id
•
T (γ)Id
•
S (µ)Id
•
T (µ)Id
=
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⊗( f× f )
f⊗
f⊗
(id×id)
f⊗
([⊗(id×I)]×id)
f⊗(⊗×id)
(id×I×id)
f⊗(id×⊗)
(id×I×id)
f⊗(id×[⊗(I×id)])
f⊗(id×id)
f⊗
•χ
•
IdId(r−1×id)
•
IdαId
• IdId(Id×l)
⊗( f× f )
•χ
•
Id

µ


•
Id
•
T (µ)Id
•
S (µ)Id
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Lax Monoidal 2-cell.
⊗(IB × f ) ⊗( f IA × f ) ⊗( f × f )(I × id) f ⊗ (IA × id) f g
⊗(IB × id) f ⊗(IB × id)g
•
Id(ι×Id)
•
χId
•
Idl
•
β
•
lId
•
IdIdβ
• lIdγ
1

(A.6) =
⊗(IB × f )
⊗( f IA × f )
⊗( f × f )(IA × id)
f ⊗ (IA × idA)
f
g
⊗(IB × g)
⊗(gIA × g) ⊗(g × g)(IA × id)
g ⊗ (IA × idA)
⊗(IB × id) f ⊗(IB × id)g
•
Id(ι×Id)
•
χId
•
Idl
•
β
•βIdId
•
Idl
•
Id(β×β)Id
•χId
• Id(Id×β)
•
Id(ι×Id)
•lId
•
IdIdβ
•
Id(βId×β)

Πβ1



1Id(M
β×1)

γg
•
S (Π)1
•
T (Π)1
•
Id(β×S (M))
•
Id(β×T (M))
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⊗( f × IB) ⊗( f × f IA) ⊗( f × f )(id × I) f ⊗ (id × IA) f g
⊗(id × IB) f ⊗(id × IB)g
•
Id(Id×ι)
•
χ(Id×Id)
•
Idr
•
β
•
rId
•
Id⊗(β×IdI )
• rIdδ f 
(A.7) =
⊗( f × IB)
⊗( f × f IA)
⊗( f × f )(id × IA)
f ⊗ (id × IA)
f
g
⊗(g × IB)
⊗(g × gIA)
⊗(g × g)(id × IA)
g ⊗ (id × IA)
⊗(id × IB) f ⊗(id × IB)g
•
Id(Id×ι f )
•
χId
•
Idr
•
β
•βIdId
•
Idr
•
Id(β×β)Id
•
χId
• Id(β×Id)
•
Id(Id×ιg)
•
IdIdβ
•rId
• Id(β×βId)



Πβ1

1Id(1×M
β)


δg
•
S (Π)1
•T (Π)1
•
Id(β×S (M))
•
Id(β×T (M))
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⊗(⊗ × id)( f × f × f )
⊗([⊗( f × f )] × f )
⊗( f ⊗ × f )
⊗( f × f )(⊗ × id)
f ⊗ (⊗ × id)
f ⊗ (id × ⊗)
g ⊗ (id × ⊗)
⊗(id × ⊗)( f × f × f )
⊗( f × [⊗( f × f )]) ⊗( f × f⊗)
⊗( f × f )(id × ⊗)
⊗(⊗ × id)(g × g × g)
⊗(id × ⊗)(g × g × g)
⊗(g × [⊗(g × g)])
⊗(g × g⊗)
⊗(g × g)(id × ⊗)
•
Id(χ×Id)
•
χId
•
Idα
•βIdId
•
αId f× f× f
•
Id(Id×χ)
•
χId
•
Id
(β×Id(β×β))
• Id(β×βId)
•Id(β×β)Id
• IdId(β×β×β)
•Id(Id×Id)(β×β×β)
•
αId
•
Id(Id×χ)
•
χId
ω f

Πβ1


1(1×Πβ)



•
Id
(β×S (Π))
•
Id
(β×T (Π))
•
Id
(β×S (Π))
•
Id
(β×T (Π))
(A.8) =
⊗(⊗ × id)( f × f × f )
⊗([⊗( f × f )] × f )
⊗( f ⊗ × f )
⊗( f × f )(⊗ × id)
f ⊗ (⊗ × id)
f ⊗ (id × ⊗)
g ⊗ (id × ⊗)
g ⊗ (⊗ × id)
⊗(g ⊗ ×g) ⊗(g × g)(⊗ × id)⊗(⊗ × id)(g × g × g) ⊗([⊗(g × g)] × g)
⊗(id × ⊗)(g × g × g)
⊗(g × [⊗(g × g)])
⊗(g × g⊗)
⊗(g × g)(id × ⊗)
•
Id(χ×Id)
•
χId
•
Idα
•βIdId
•Id(β×β)Id
•βIdId
•
Idα•
Id
([Id(β×β)]×β)
• Id(βId×β)
•
χId
•
Id(χ×Id)
•Id(Id×Id)(β×β×β)
•
αId
•
Id(Id×χ)
•χId


Πβ1


ωg

1(Πβ×1)


•
Id
(S (Π)×β)
• Id(T (Π)×β)
•
βS (Π)
•
βT (Π)
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Monoidal Icon.
⊗(I × f ) ⊗( f IA × f ) f ⊗ (IA × id) f
⊗(IB × id) f f
⊗(IB × id)g g
•
Id⊗(ι f × Id f )
•
χId(IA×id)
•
Id f l
•
lId f
•
lIdg
1⊗(1I × β) β
γ f
Idl1β
(A.9) =
⊗(IB × f ) ⊗( f IA × f ) f ⊗ (IA × id) f
⊗(IB × g) ⊗(gIA × g) g ⊗ (IA × id) g
⊗(IB × id)g g
•
Id⊗(ι f × Id f )
•
χId(IA×id)
•
Id f l
•
Id⊗(ιg × Idg
•
χId(IA×id)
•
Idgl
•
lIdg
1⊗(I×id)β 1(β × β)1 β1 β
1⊗(1I × β) β
1(Nβ × 1Id)1 Σ
β1 Idβ1l
γg
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⊗( f × IB) ⊗( f × f IA) f ⊗ (id × IA) f
⊗(id × IB) f f
⊗(id × IB)g g
•
Id⊗(Id f × ι f )
•
χId(id×IA)
•
Id f r
•
rId f
•
rIdg
1⊗(id×I)β β
δ f
Idr1β
(A.10) =
⊗( f × IB) ⊗( f × f IA) f ⊗ (id × IA) f
⊗(g × IB) ⊗(g × gIA) g ⊗ (id × IA) g
⊗(id × IB)g g
•
Id⊗(Id × ι f )
•
χId(id×IA)
•
Id f r
•
Id⊗(Idg × ιg)
•
χId(id×IA)
•
Idgr
•
rIdg
1⊗(id×I)β 1(β × β)1 β1 β
1⊗(β × 1I) β
1(1 × Nβ)1 Σβ1 Idβ1r
δg
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⊗(⊗ × id)( f × f × f ) ⊗( f ⊗ × f ) f ⊗ (⊗ × id) f ⊗ (id × ⊗)
⊗(⊗ × id)( f × f × f ) ⊗(id × ⊗)( f × f × f ) ⊗( f × f⊗) f ⊗ (id × ⊗)
⊗(⊗ × id)(g × g × g × g ⊗(id × ⊗)(g × g × g) ⊗(g × g⊗) g ⊗ (id × ⊗)
•
Id⊗(χ × Id f )
•
χId(⊗×id)
•
Id fα
•
αId f× f× f
•
Id⊗(id f × χ)
•
χIdid×⊗
•
αIdg×g×g
•
Id⊗(idg × χ)
•
χIdid×⊗
1(β × β × β) 1(β × β × β) 1(β × β1) β1
ω f
1αIdβ×β×β 1(1 × Σ
β) Σβ1
(A.11) =
⊗(⊗ × id)( f × f × f ) ⊗( f ⊗ × f ) f ⊗ (⊗ × id) f ⊗ (id × ⊗)
⊗(⊗ × id)(g × g × g) ⊗(g ⊗ ×g) g ⊗ (⊗ × id) g ⊗ (id × ⊗)
⊗(⊗ × id)(g × g × g × g ⊗(id × ⊗)(g × g × g) ⊗(g × g⊗) g ⊗ (id × ⊗)
•
Id⊗(χ × Id f )
•
χId(⊗×id)
•
Id fα
•
Id⊗(χ × Idg)
•
χId(⊗×id)
•
Idgα
•
αIdg×g×g
•
Id⊗(idg × χ)
•
χIdid×⊗
1(β1 × β) β11(β × β × β) β1
ωg
1(Σβ × 1) Σβ1 Idβ1α
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⊗( f × f ) ⊗τ( f × f ) f ⊗ τ
⊗( f × f ) f⊗ f ⊗ τ
⊗(g × g) g⊗ g ⊗ τ
•
σId f× f
•
χIdτ
•
χ
•
Id fσ
•
χ
•
Idgσ
Id⊗(β × β) βId⊗ βId⊗τ
u
Πβ Idβ1σ
(A.12) =
⊗( f × f ) ⊗τ( f × f ) f ⊗ τ
⊗(g × g) ⊗τ(g × g) g ⊗ τ
⊗(g × g) g⊗ g ⊗ τ
•
σId f× f
•
χIdτ
•
σIdg×g
•
χIdτ
•
χ
•
Idgσ
Id⊗(β × β) Id⊗τ (β × β) βId⊗τ
u
1σIdβ×β Π
β
Monoidal 3-cell.
(A.13)
f IA gIA
f ′IA g
′IA
•
αIdI
γ1I
•
βIdI
δ1IΓ1Id
IB
IB
•
ι f
•
ι f ′
Nγ
IB IB g
′IA•
IdI
•
ιg′
Mβ
=
IB IB
IB IB
•
IdI
•
IdI
=
IB f IA gIA
gIA
•
ι f
•
αIdI
•
ιg
Mα
g′I•
ιg′
δ1INδ
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(A.14)
f ⊗ g ⊗
f ′ ⊗ g′ ⊗
•
αId⊗
γ1⊗
•
βId⊗
δ1⊗Γ1
⊗ ( f × f )
⊗ ( f ′ × f ′)
•
χ f
1⊗(γ × γ)
•
χ f
′
Σγ
⊗ ( f ′ × f ′) ⊗ (g′ × g′) g′ ⊗•
Id⊗(β × β)
•
χg
′
Πβ
=
⊗ ( f × f ) ⊗ (g × g)
⊗ ( f ′ × f ′) ⊗ (g′ × g′)
•
Id⊗(α × α)
1⊗(γ × γ)
•
Id⊗(β × β)
1⊗(δ × δ)
1(Γ × Γ)
⊗ ( f × f ) f ⊗ g ⊗
g ⊗
g′ ⊗
•
χ f
•
αId⊗
•
χg
Πα
•
χg
′
δ1⊗Σδ
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