We consider the reconstruction of images by minimizing regularized cost-functions. To accelerate the computation of the estimate, two forms of half-quadratic regularization, multiplicative and additive, are often used, The goal of this paper is to compare both theoretically and experimentally the efficiency of these two forms. We provide a theoretical and experimental analysis of the speed of convergence that they allow. We show that the multiplicative form gives rise to a better rate of convergence.
INTRODUCTION
We address image reconstruction where a sought image i E FP is estimated from degraded data y E Rq by minimizing a cost function J : Rp --t R which combines a quadratic data-fidelity term and a regularization term m via a parameter fl > 0:
( I )
We shall assume that the observation operator A E Rqxp is hown.
We focus on regularization term * of the form 2 = min J ( z ) , where J ( z ) = IlAz -yll' +MI).
ZERP

= C+(gT4, (2)
where + : R + R is a potentid%ction and gT, fori = 1,. . . , r, are linear operators. Typically, {gTz} are first or second-order differences bemeen neighboring pixels. If G is the r x p matrix whose ith row is gT, fori = 1 , . . . , r, a basic requirement is ker(ATA) n ker(GTG) = { O } . (3) We suppose that 0 is smooth and convex, and edge-preserving, i.e. . .
, ' . Cost-functions of this form are popular in various inverse problems such as denoising, deblumng, seismic imaging, tomography.
However, the resultant minimizers 2 are nonelinear with respect to data y and their computation is costly, especially when A has many non-zero entries. In order to cope with numerical slowness, half-quadratic (HQ) reformulation of J has been pioneered, using two different ways, in [SI an augmented cost function 9 : Rp x R' --t R which involves an auxiliaryvariable s E R',and two new functions, Q :RxR+R, whereQ(.,si) isquadraticVsiER,and$ :R-iR,
By (6), the global minimizer ( 2 , s ) of J yields the solution initially defined in (I), since J ( z ) = min.ew J ( z , s ) , Vz E RP. In 151, Geman & Reynolds first considered a quadratic term Q of the multiplicative fom,
(7)
Later, Geman & Yang [6] proposed an additive form for Q:
for t E R, s E R+.
for t E R, s E R .
(8)
In both cases (7) and (8), the dual function $, which ensures (6), is obtained using the theory of convex conjugacy [7, 8] .
The augmented cost-function J is minimized using an alternating minimization scheme. Let the solution obtained at iteration (k -1) read (z('-'), s ( ' -' ) ) . At the next iteration k we calculate dk) sucbthat .7(z('-'),s(')) < -J ( z ( ' -' ) , s ) , Vs ER', z(') such that J(z"),s"') 5 J ( z , s ( ' ) ) , Vz E Rp. (10) For both forms, the functions U and , y admit an explicit form. These ideas has been pursued and deepened by many authors [Z, 11, 3, 4, 9, IO]. Although the intuition that HQ regularization does indeed increase the speed of the minimization of regularized cost-functions of the form (I), this critical question has never been considered in a theoretical way. Moreover, the performance of both formulations (7) and (8) has never been compared. The goal of ourpaper is to fulfill this gap by characterizing both theoretically and experimentally the speed of convergence relevant to these two forms. The obtained results reveal that in general, the multiplicative form (I) allows to reach a better convergence rate. Furthermore, derived expressions allows to consider the convergence speed relevant to different potential functions $. The proofs ofthe maintheorems, as well as otherdetails, can be found in 1131. 
Additive form
This form is considered under the condition that the function
) is convex. continuous and finite for eVeN t E R. Then the following expressions are equivalent:
The condition (16) implies that 4 ' ( t -) 2 4'(t+), for any t E R. Whenever 4 is convex, it implies that 4 is differentiable. The augmented cost-function now reads
The minimizer function o reads [12, 3, 131: where 2 is the sought minimizer of J as given in (I)+).
CONVERGENCE RATE FOR MULTIPLICATIVE FORM
Our main result for multiplicative form is stated below. 
and#"(t)/t is welldefined when t \ 0 . Suppose also that one of the following conditions is satisfied:
0) A T A isinver~ible:
(ii) the inquality in (21) is strict and#'(t) > 0 forallt E R.
Consider the sequence {zr}Ca generaled by (9)-(10) and ( 
M ( z ) = (A% +pGTdiag ([u(gTz)]:=,) G)-'
The convergence rate is determined by M ( x ) . 
Suppose also that one of the following conditions is satisfied: ( i ) A T A is invertible;
(ii) 4"(t) > 0 forallt E R.
Consider the sequence {zr}& generated by (9)-(10) and 119)- 
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Sketch of the proof. In this case, we obtain an inequality of the same form (23), with E an error term converging to zero. Now, the matrix M, which gives the convergence rate, reads
It is easy to see that for every I E Rp we have llM(x)11 5 1 -Q"(gTz), V i = 1,. . . ,r, (27) which inequality is strict if ATA is not invertible. This allows us to deduce that llM(1)11 < 1 for every I E R?'. As previously, 2 has a compact neighborhood K such that x(kl E K for all k large enough. The constant p is deduced by the same reasoning. 
MULTIPLICATIVE VERSUS ADDITIVE FORM
Based on (24), the convergence rate for the multiplicative form is essentially determined by the function
(28) where U is as given in (14). Similarly, (27) shows that the convergence rate for the additive form is essentially determined by Notice that by (22) and (26). the convergence rate is better i f M is smaller. We can say that M is a rate function. In Fig. 1 we present the function M relcvant to (28) and (29) fur two potential functions Q. In both cases, the function M relevant to (28) is smaller than the one relevant to (29): this suggests that multiplicative form needs less iterations than additive form in order to find 2. The numbers ofHQ iterations required are listed in Table I for different values of a and 0. It is obvious fmm these results that the multiplicative form of the HQ rrgolarzation is more efficient than lhe additive form, in terms of iterations required.
In the additive form of the HQ regularization, the matrix involved is fixed at each HQ iteration, and the right hand side involved is changing at each iteration and is affine in and in s. It follows that efficient method such as fast cosine transform can be applied to solving such kind of linear systems. In contrast, in the multiplicative form of the HQ regularization, the matrix involved
given in (15), is changing at each iteration, and the right hand side involved is fixed and is given by ATy. We can only apply the Gaussian elimination method to solve these linear systems. It is very expensive. In Fig. 2 is displayed the condition numbers of the matrices H ( Y ) during the iterations, for different values of the parameters a and p. In Table 2 , we list the average of the condition numbers of H ( s ) for HQ iterations. It is seen that the condition number of the matrix in the additive form is less than those in the multiplicative form, Since the condition numbers of the matrices in the multiplicative form are large, the number of inner iterations required to solve the corresponding linear systems are more when we apply iterative methods in the inner iterations.
Finally, we estimate the conver ence speeds of both forms. the additive and the multiplicative HQ iterations. We observe that the convergence speed of the multiplicative HQ iterations is faster than that of the additive HQ iterations especially for the first few iterations. We also see that the convergence factor of the additive HQ iterations is very close to 1, especially when x(') is close to &. However, the convergence factor of the multiplicative HQ iterations is strictly below 1. Tbese results explain why the multiplicative form converges faster than the additive form.
In Figure 3, Table 2 . Condition numbers of matrices involved in the additive and multiplicative forms.
I -351
CONCLUDING REMARKS
We performed a both theoretical and numerical comparison of the two forms of HQ regularization, multiplicative and additive. The obtained results clearly stipulate that the multiplicative form is more attractive in terms ofspeed of convergence. In contrast, additive the form presents some possibilities to further improvement ofthe conditioning. 
