In this paper we introduce a new inductive bias for capsule networks and call networks that use this prior γcapsule networks. Our inductive bias that is inspired by TE neurons of the inferior temporal cortex increases the adversarial robustness and the explainability of capsule networks. A theoretical framework with formal definitions of γ-capsule networks and metrics for evaluation are also provided. Under our framework we show that common capsule networks do not necessarily make use of this inductive bias. For this reason we introduce a novel routing algorithm and use a different training algorithm to be able to implement γ-capsule networks. We then show experimentally that γ-capsule networks are indeed more transparent and more robust against adversarial attacks than regular capsule networks.
Introduction
Animals and humans are born with a highly structured brain that allows them to function right after birth, this fact may be due to the presence of an inductive bias [23] acquired through evolution. This inductive bias together with learning is advantageous over pure-learning, because it allows animals to learn specific things very quickly. Analogous approaches may also accelerate and improve the progress in the current state of Artificial Neural Networks (ANNs) [23]. One very successful example are Convolutional Neural Networks (CNNs) [11] , which are motivated by the receptive field of neurons from the visual cortex as introduced in Fukushima's Neocognitron [3] . In CNNs, this inductive bias exploits the fact that input images are transla- tional invariant, largely reducing the number of parameters to be learned and increasing the overall classification performance of the network. In this paper we introduce a new inductive bias for capsule networks that is inspired by the biological visual neurons in area TE of the inferior temporal cortex (IT). TE neurons encode moderately complex and comprehensible object features which are much more complex than just the edges, corners and curvatures analyzed by the neurons from areas V1, V2 and V4 of the visual cortex [21] . TE neurons encode object parts such that the read out of TE neurons seem to combine information of multiple TE neurons to encode an explicit object representation. Our work is inspired by this hypothesis from research in neurophysiology, which is implemented in the form of a new type of capsule networks which we call γ-capsule networks. A γ-capsule represents a human comprehensible object or a human comprehensible moderately complex part of an object in contradiction to classical capsules which not necessarily encodes human comprehensible objects. During inference, a γ-capsule is active if and only if the feature that it represents exists in the current input. γ-capsules of upper level layers are combinations of lower level γ-capsules. An example is shown in fig. 1 where we can see that a lower level γ-capsule represents the body of the classes pullover, t-shirt, dress, coat or shirt. To classify the pullover that is shown in fig. 1b correctly, multiple lower level capsules need to be combined. As the trust in Artificial Intelligence (AI) methods is increasing in critical environments such as health care, autonomous cars or finance & economy, it is important to make sure that those models are secure and that they are comprehensible for people, thus, the recent interest in explainable AI. Otherwise, the use of AI may give rise to lifethreatening situations as recent work has shown [9] , where applying minor changes on the road, lead to critical failures of automatic lane recognition systems in autonomous cars. We will show that a γ-capsule encodes features that are comprehensible for humans. Those features can be generated visually such that we can analyze the features that activate units. Our network structure combines information from lower level capsules to produce upper level capsules, solving the problem of assigning parts to wholes [6] . As shown in fig. 1 , the connectivity between different layers is created in an explainable way. We will further show that our approach is also very robust against adversarial attacks. Ilyas et al. [7] has shown that adversarial examples can be attributed to features that are highly predictive but incomprehensible for humans (useful non-robust features). As a γ-capsule encodes only comprehensible features, it will be robust against adversarial attacks.
To be able to implement this inductive bias we introduce a theoretical framework for γ-capsule networks. This framework includes a formal definition and metrics to measure the prior that is needed for γ-capsule networks. Using this framework we show that common state of the art capsule networks are not γ-capsule networks. Therefore, we introduce a novel routing algorithm called scaled-distanceagreement (SDA). We show experimentally that this algorithm produces a γ-capsule network and that those networks are more robust against adversarial attacks than CNNs or classical capsule networks. We also show that in contrast to classical capsules, γ-capsules are comprehensible for humans. The novel contributions of this paper include:
(1) γ-capsule networks, (2) a theoretical framework for γcapsules, (3) SDA-routing to implement γ-capsules, and (4) a novel method to analyze γ-capsule networks.
The paper is structured as follows: In section 2 we describe related work. A formal definition and metrics for γ-capsule networks are introduced in section 3. In section 4 we show how a γ-capsule network can be implemented. In the experimental evaluation section 5 we compare γcapsule networks with the most commonly state of the art capsule networks used for supervised learning: matrix capsules with expectation maximization (EM) routing and cap-sule networks with routing-by agreement (RBA). We will finish this paper with a discussion on the results and their implications.
Related work
Hinton et al. [6] introduced capsules and the idea that a capsule represents an object or part of an object in a parse tree. In that same work, the authors also showed how such a capsule can be trained by backpropagating the difference between the actual and the target outputs. Later, Sabour et al. [19] and Hinton et al. [5] introduced routing algorithms to connect capsules of different layers for supervised learning. Capsule networks have been recently used for different applications such as lung cancer screening [15] , detecting actions in videos [2] or object classification in 3D point clouds [24] . Rajasegaran et al. [18] created a deep capsule network resulting in state-of-the-art performance on SVHN, CIFAR10 and fashionMNIST. An unsupervised version of capsule networks was trained by Kosiorek et al. [8] . Previous work on explainable AI has shown that it is not possible to directly sample human comprehensible images to activate a single unit of an ANN. Methods that generate inputs to activate single units in ANNs need to be constrained such that they resemble natural images, otherwise unrealistic inputs are produced [16, 20] . In order to avoid this problem, Zhou et al.
[25] start from correctly classified images and simplify this image such that it keeps as little information as possible but still produces a large classification score. Recent research on adversarial attacks shows that those attacks exploit useful non-robust features, because they are highly predictive but incomprehensible for humans [7] . The authors of this work proved this claim experimentally using a robust CNN that was trained with the method introduced by Madry et al. [13] . In the case of capsule networks, Michels et al. [14] has already shown that they can be fooled by adversarial attacks as easily as CNNs. In order to overcome this limitation, Qin et al. [17] used the reconstruction network of capsule networks to detect adversarial examples. Unfortunately, this novel method can still be fooled with more advanced attacks such as reconstructive attacks [17] .
A framework for γ-capsule networks
In this section we provide a formal definition of γcapsule networks and present the metrics that measure whether a capsule network is also a γ-capsule network. In order to achieve this, we will adapt the ρ-useful features and the γ-robustly useful features presented by Ilyas et al. [7] to a multi-class setting.
Definitions
Let's assume we have a dataset with samples x ∈ X and labels y ∈ {−1, (N − 1)} N for N different classes sampled from a distribution D. If label y represents class k, then the kth component y (k) = N − 1, all other components h = k are y (h) = −1. A feature f is a function mapping that maps either to {0} N or to the same element in {0, 1} N . The activation vector of a capsule v ∈ R M of dimensionality M satisfies 0 ≤ ||v|| ≤ 1. We call ||v|| the activation of a capsule which represents the probability of a feature being present or absent in the current input. A capsule is inactive iff ||v|| = 0, otherwise it is (at least to some extent) active. Every capsule i of a lower level layer connects to an upper level capsule j by means of the coupling coefficient c ij , satisfying j c ij = 1. A large value of c ij indicates a strong coupling between capsules.
if it is positively correlated with the expected value of the correlation between the true label y and its feature f :
In this definition we do not restrict ρ-useful features to only be useful for a single class, as features used by hidden capsules can be shared among multiple classes. An example of a capsule that is useful for 5 different classes out of 10 is shown in fig. 1 . However, a feature g that is shared by all classes (g : X → {1} N ) can never be ρ-useful, because:
Definition 3.2. (γ-robustly useful features) Given a ρuseful feature f with ρ > 0, f is also a γ-robustly useful feature if it remains useful under some set of valid adversarial perturbations [7] ∆(x) for some γ > 0: Ilyas et al. [7] showed that non-robust useful features are highly predictive for a class but incomprehensible for humans. With the following definition, we ensure that a γ-capsule is only active if the input feature is γ-robustly useful in order to exclude incomprehensible features from being encoded by γ-capsules. 
This definition has several implications for γ-capsules: First, a γ-capsule can only be active if its correlated feature f is positive on input x. Therefore, we can generate inputs x that activate a γ-capsule to explore the corresponding feature f . The feature f is γ-robustly useful and we will show in the experimental section that those features are also human comprehensible in contradiction to non-robust useful features [7] . Second, we can analyze the class probabilities of a γ-capsule network for the generated input to determine for which classes a feature f is useful. An example is given in fig. 1 where we can observe that the lower level feature that is represented by this hidden capsule is useful for 5 output classes. 
With this definition we ensure that each lower level capsule of the network is a γ-capsule. We also ensure that each lower level capsule selects only a single capsule to be its parent such that capsules of different layers carve a parsetree out of the network. The tree structure is intended to represent a hierarchical composition of objects that are made out from their components or from smaller objects. Such a parse-tree allows a solution to the problem of assigning parts to wholes [6] . Note that the closer the values c ij of a lower level capsule i are to 1 J (known as uniform coupling or fully connected), the weaker is the tree structure.
Metrics
We introduce here different metrics to determine whether a capsule network fulfills definition 3.4 and definition 3.5. We group our metrics into representation metrics, which are aimed at evaluating whether a capsule represents a γrobustly useful feature and structural metrics, which measure how close the structure of the network is to a tree and how this tree adapts to different inputs.
Structural metricγ-capsule networks should form a parse-tree structure as in definition 3.5. This structure should adapt to changing inputs because a capsule should be active only if the corresponding input feature is present and inactive otherwise. To measure how close the coupling of capsules is to a tree structure we introduce the T-score.
With this score we measure whether the coupling between capsules of different layers is close to uniform or not. For this reason, the T-score is based on evaluating the average entropy.
For I capsules in layer l and J capsules in layer l + 1, the average entropy of the coupling for a mini-batch with M training examples for a single layer can be calculated as
where c m ij is the coupling in example m from the lower level capsule i to the upper level capsule j.
The value of H avg changes with the number of upper level capsules J. This can be prevented by normalizing the entropy using the maximum possible entropy log J where J is the number of capsules in layer l. The normalized metric is shown in eq. (2) and is close to 1 whenever a parse tree is created and close to 0 whenever capsules are uniformly coupled.
To measure whether the activation of capsules changes according to its input, we introduce the D-score. For this metric, we evaluate the standard deviation of each capsule among the different input images. We report the maximum standard deviation for all the capsules of a layer, because at least one capsule should adapt its activation between the different classes. We avoid using the mean or median since it would be sufficient a change in activation of only a few capsules among different input examples to obtain a good classifier.
For I capsules in layer l the D-score for a mini-batch with M training examples can be calculated as
where v m j is the activation of capsule j and input example
. The D-score should be large whenever classes of inputs are different (i.e. different features are used for classification) and should be small whenever the inputs are of the same class (i.e. the same features are used for classification). Therefore, in the experimental section we evaluate the D-score using shuffled inputs from all classes and inputs that are restricted to only one class.
Representation metric -A γ-capsule network should represent a γ-robustly useful feature that is comprehensible for humans. To evaluate this property, we propose two different ways: (1) A quantitative evaluation where we evaluate the adversarial robustness of the network since γrobustly useful features should be robust under attacks. We use projective gradient descent (PGD) attacks for this evaluation, because Madry et al. [13] claims that no other firstorder adversary will find a local maxima that is significantly larger than the maxima found by PGD. Note: For further analysis and to strengthen this argument, results acquired using the fast gradient sign method (FGSM) are included in the supplementary material. (2) A qualitative evaluation to evaluate γ-capsules is to generate input images that activate this unit to check whether γ-capsules are comprehensible. We generate those images without any natural image constraint as it is generally done [16, 20, 25 ] since a γ-capsule should be only active if the input is human comprehensible. For example, if we generate images for output capsules, we expect those images to look similar to the data in the training set. The method to generate images is described next.
For an image x i with height M and width N containing randomly sampled values we calculate the activation loss J of a single capsule i with activation vector v i with
x i is updated iteratively with step size such that the activation loss J is decreased:
The left term of eq. (4) ensures that a given capsule i is activated. The right side of the term ensures that pixels are only activated if they influence the activation of a capsule. This term is also scaled by 0 < λ < 1 in order not to overcome the total loss. Experimentally we have found that this regularization is only important for hidden capsules, because a capsule that represents a part of an object should not be influenced by other parts. For output capsules this regularization term is not needed. We execute this process 60 times for different random inputs to avoid local minima during the generation process and report the average of 5 generated images with the smallest J i (x i ) value. By reporting the average of multiple images we evaluate whether a capsule represents only one feature or multiple different features because in the latter case, the generated images would look blurred.
Implementation of γ-capsule networks
In the experimental section we show that the two predominantly used routing algorithms, EM-routing [5] and routing-by-agreement (RBA) [19] are not fitted for γcapsule networks. Therefore, we developed a new routing algorithm designed to satisfy the definitions for γ-capsule networks presented in section 3. This new routing will Algorithm 1 Scaled-distance-agreement (SDA) routing algorithm. ∀ capsules i in layer l with I capsules and j in layer l + 1 with J capsules, r routing iterations and predictionsû j|i from lower level capsule activations v i
for r iterations do 5:
end for 11: end procedure ensure the required structure of γ-capsule networks (section 4.1). We will show next how the network can be trained to satisfy definition 3.4 (section 4.2).
A routing algorithm for γ-capsule networks
The tree structure defined in section 3 is produced by the routing algorithm during inference to solve the problem of assigning parts to wholes. Therefore active lower level capsules (parts) should agree with each other to activate upper level capsules (wholes). For RBA we found that an active lower level capsule can also couple with inactive upper level capsule. For EM-routing upper level capsules can be fully active without considering the lower level capsule agreements [4] . Therefore both algorithms are not fitted to produce γ-capsule networks. A detailed analysis is provided in the supplementary material. To produce the required structure of definition 3.5 we build our routing algorithm on RBA. Unfortunately we do not base our new routing algorithm in EM-routing as it has different pitfalls as shown by Gritzman [4] . We call our new algorithm scaleddistance-agreement (SDA) routing algorithm. We use inverse distances instead of the dot product to avoid that active lower level capsules couple with inactive upper level capsules. This ensures that the agreement is small if the activation of the lower level capsule is different than the activation of the upper level capsule. We also restrict prediction vectors to the activation of its predicting capsule as shown in line 3 of algorithm 1. With this restriction we ensure that a lower level capsule can activate an upper level capsule if and only if the correlated feature of this capsule is present in the current input. Activation and prediction vectors are contained within an hypersphere of radius 1 because the maximum length of both vectors is 1. The maximum possible distance between both vectors is therefore 2 wheneverû j|i = −v j and ||û j|i || = ||v j || = 1. So, the maximum possible coupling coefficient for the parent capsule will be reached whenever ||û j|i − v j || = 0 for the parent capsule and ||û j|i − v j || = 2 for all other capsules. The maximum coupling coefficient that is possible for the parent capsule with e.g. 10 upper level capsules is therefore 0.45, because
9·exp(−2)+exp(0) = 0.45 . This maximum coupling coefficient gets smaller as the number of upper level layer capsules increases. For 128 capsules, the maximum possible value for c ij for the parent capsule decreases to c ij = exp(0) 127·exp(−2)+exp(0) = 0.05. To be able to represent a strong parse tree structure with a large coupling coefficient for the parent capsule, we first multiply the distance by a scale factor t to allow larger coupling coefficients for the parent capsule. This factor is calculated so that the parent capsule couples with probability c ip whenever the euclidean distance of the parent prediction is d p and the distance to all other capsules is d o where d p < d o . The coupling coefficient is calculated using the softmax function. Therefore, c ip satisfies
where J is the number of parent capsules. By rewriting eq. (6) we can calculate the scale factor t with
The complete derivation of t is given in the supplementary material. Note that the scaling factor t is negative (d p < d o ) so that small distances produce a large agreement and large distances a small agreement. Empirically we found that setting c ip = 0.9 whenever d p = do 2 where d o ≈ mean(||û j|i − v j ||) produces a strong coupling to the parent capsule. The calculation of the agreement using this scaled distance is shown in line 8 and line 9 of algorithm 1. In the experimental section we will show that this algorithm increases the metrics that we introduced in section 3 and ensures the structure needed to satisfy definition 3.5.
Training γ-capsule networks
Our routing algorithm ensures the single parent constraint, such that a γ-capsule network represents a tree structure during inference. SDA-routing also ensures that capsules are only active if lower level capsule votes agree with the general agreement. The routing does not ensure that each γ-capsule should represent a γ-robustly feature. We will train the network to minimize the empirical risk (ERM) under attack [13] min θ E (x,y)∼D max
where x, y, D and ∆ are defined in section 3. ERM under attack has been used to train CNNs. We use ERM under attack to train capsule networks along with SDA-routing in order to obtain γ-capsule networks.
Experimental evaluation
In this section we use the framework designed in section 3 to evaluate capsule networks. First, we will evaluate the structure of capsule networks, after which we will analyze the features that are represented by capsules using the metrics that we introduced. We will use MNIST from Le-Cun and Cortes [10] , fashionMNIST from Xiao et al. [22] and smallNorb from LeCun et al. [12] in all our experiments.
Setup
We will provide a comparison of matrix capsules with EM-routing, capsule networks with RBA and capsule networks with SDA-routing. For EM-routing we used the architecture, hyperparameters and implementation proposed by Gritzman [4] . For RBA and SDA-routing we adapted the implementation from Sabour et al. [19] as follows: We added one hidden capsule layer with 32 capsules to the Cap-sNet architecture. Pixel values are normalized to the range [0, 1] and images are scaled to 28 × 28 pixels. No random data-augmentation is performed during training as our main goal is to compare the effect of the prior that we introduce in this work and not influence the results with any other factor. Details of all hyperparameters are given in the implementation that we provide on GitHub. 1
Evaluating structure
In this experiment we evaluate the structure of all the proposed networks. The values for the T-score and the Dscore (section 3) are reported on the test set for a combination of all input classes as well as for the input class 0. When restricting the examples to one input class we expect the D-score to decrease since inputs share similar features as well as the structure which is to emerge from the activated capsules, should change less. To show that the SDA-routing algorithm ensures the required structure for γ-capsule networks we minimize the empirical risk rather then the empirical risk under attack in this experiment. In table 1 we can see that RBA has a very low T-score and therefore cannot be fitted for γ-capsule networks. We can also see that the T-score for SDA is larger than the T-score for EM-routing. The D-score shows that neither EM-routing nor RBA adapts to the current input as it would be necessary in γ-capsule networks, since the D-score for all input classes is the same as the D-score when restricted to only one class. For SDArouting, the D-score that is restricted to one class is lower than the D-score for all classes, as expected. Therefore, neither EM-routing nor RBA are fitted to train γ-capsule networks, on the other hand, SDA-routing generates the required structure for γ-capsule networks. In order to better show this difference, we provide an activation map for the first hidden capsule layer in the supplementary material. We also want to point out that RBA and SDA have a larger accuracy than EM-routing in our setup without data augmentation. RBA and SDA accuracy results are very similar.
Evaluating representation
For the quantitative evaluation we compare the adversarial robustness of all algorithms and all datasets using PGD. Results for the FGSM are added to the supplementary material. In the previous experiments we have seen that SDA-routing ensures the required structure for γ-capsule networks. In this additional experiment, we train the network using ERM under attack as described in section 4. We use PGD with a = 0.01, k = 40 and = 0.3 for the inner maximization [13] . We can see in table 2 that SDA-routing is much more robust against adversarial attacks than RBA and EM-routing. With an attack rate of = 0.3 SDA has an accuracy of 92.40% whereas the accuracy of RBA and EM-routing drops to almost 0 on MNIST. This supports our claim that the capsules from our network are indeed γ-capsules and they represent γ-robustly useful features, whereas capsules of EM-routing and RBA rely on useful non-robust features. We also want to mention that for MNIST, our method still has an accuracy of 20% under strong attacks. The CNNs that were trained by Madry et al.
PGD ( ) Dataset
Alg. [13] and varied from 0.1 to 0.5.
[13] have an accuracy of 0% after = 0.3, even though the authors reported in the appendix adversarial images for strong attacks that are still recognizable. We now continue with a qualitative evaluation where we analyze visually the features that are represented by the individual capsules of the network. In this qualitative approach, we interpret the input features for the fashionM-NIST dataset, because after the quantitative evaluation we have seen that this is the most challenging dataset for SDArouting (see = 0.5 for fashionMNIST). In fig. 2 we show input images that are generated for all output capsules when applying our method after 5k (row 2) and 15k training steps (row 3), for RBA after 15k steps (row 4). One observation of this experiment is that γ-capsules are only activated if inputs are close to the given training data whereas for RBA, only separate lonely pixels are needed to activate a capsule (more detailed results for the activation are given in the supplementary material). This qualitative analysis demonstrates that γ-capsules are comprehensible for humans and shows why it is harder to attack γ-capsule networks. We now want to outline one interesting internal detail that we can describe because of the explainability property of γcapsule networks: After 5k steps (row 2) in fig. 2 the classes shirt and sneaker are not comprehensible for γ-capsules indicating that the γ-capsule network was not able to extract features for those classes. To further study this anomaly we obtained the confusion matrix in table 3 and were able to confirm that no features are found for class 6 (shirt), and therefore this class is not correctly classified. On the other hand, the confusion matrix shows also that classification is done correctly for the sneakers class. We conclude that the sneakers class is used as a none-of-the-above class because it is active for arbitrary inputs as shown in fig. 2 . We further Table 3 : Confusion matrix after 5k steps. The class shirt is not learned correctly.
analyzed this phenomenon by continuing the training and found that (1) features for the shirt class are learned after 15k steps and (2) the sneakers class is still used as noneof-the-above class. This evaluation shows that it is really hard for the network to learn features that clearly classifies shirts. Also, if we analyze the generated images after 15k steps, features for shirt and t-shirt are very close. This is also supported by the confusion-matrix because this class is often misclassified as t-shirt (table 3) . For the sneaker class we can see that also after 15k steps it is still better for the network to learn a none-of-the-above class rather than features for sneakers. We leave the question when noneof-the-above classes are learned open for future work but we believe that it is often easier for the network to learn such a class than extracting real features. At this point we also want to mention that the reconstruction network only hides this none-of-the-above class and is therefore not really helpful to explain the cause of active capsules. Images of the reconstruction network are shown in the supplementary material.
Output capsules are comprehensible and therefore they satisfy definition 3.4. We now show for some hidden capsules that they are also comprehensible and conclude that the network that we produced is a γ-capsule network. One example for a hidden capsule that is comprehensible is already presented in fig. 1 . We claim that this capsule represents the body of different clothes and therefore the classes t-shirt, pullover, dress, coat and shirt are active for this input. In table 4 we report more hidden capsules. Together with the image that is generated to activate the hidden unit we report the most active output class. As we can see in all cases, the hidden capsule is correlated with the output class and therefore the cause for an active hidden capsule becomes explainable. We can also see that hidden capsules represent human comprehensible objects or part of objects. For example, capsule 6 encodes the upper part of the pullover and the long sleeves, features that separates it from most of the other classes. On the other hand, capsules 7 and 17 only encode the body without arms. Others, such as capsule 0 or 1 encode the whole object. 
Discussion
In this paper we introduced a new type of capsule networks which we call γ-capsule networks. This type of network implements an inductive bias that is motivated by the biological TE neurons from the inferiortemporal cortex. Differently to previous work on capsule networks [5, 19] , we define this prior formally and we also provide metrics to ensure that the prior is fulfilled properly. We have shown that the most common routing algorithms for capsule networks, namely RBA [19] and EM-routing [5] are not fit for implementing this inductive bias. One limitation of routing-by-agreement is that the routing coefficient is calculated without considering the activation of the upper level capsules. To overcome this limitation, we introduce SDA-routing, which considers this case and we show experimentally that this algorithm can be used to produce γ-capsule networks. After training the network with SDArouting using ERM under attack we have shown that γcapsule networks are more robust than classical capsule networks. Regular capsule networks are no more robust against adversarial attacks than CNNs [14] . The robustness that is reported in this experimental work is a property exclusively of γ-capsule networks, one not necessarily present in capsule networks in general. Additionally γ-capsule networks have an even higher degree of robustness under strong attacks than CNNs trained specifically against adversarial attacks [13] . The convolutional filters that are learned for γcapsule networks contain highly concentrated weights (see supplementary material). Robust CNNs learn similar fil-ters [13] , therefore we conclude that this robustness under strong attack is a property of the γ-capsule layers rather than the convolutional layers. As opposed to previous work [17] , our approach encodes directly γ-robustly useful features [7] that are robust against attacks instead of using a reconstruction network to detect the adversarials. We have also shown that the images of reconstruction networks not necessarily represent the real cause for an active capsule. In other words, reconstruction networks can not be used to explain features that activate single capsules. On the other hand, for γ-capsule networks this is possible because human comprehensible images are generated without the use of reconstruction networks and natural image constraint [16, 20, 25] that possible hides important internals. We conclude that γ-capsule networks can be of interest, since (1) it can be very challenging to succeed in an attack against γ-capsule networks and (2) A. Scale parameter t of SDA routing
In this section we show how to derive the scale factor t from c ip = exp(dpt) J−1 exp(dot)+exp(dpt) . c ip is the coupling coefficient for the parent capsule whenever the distance to the parent capsule is d p and the distance to all other remaining capsules is d o for J capsules in the upper layer. Therefore:
We can see that this function is well defined iff J > 1. This is not a limitation because a capsule should represent only one object (or one part of an object). Therefore also for binary classification two output capsules should be used rather than one.
B. Pseudo code for sampling algorithm
In this section we give the pseudo code to generate input features that activate single units of the γ-capsule network. Images are initially sampled from noise and not from correctly classified natural images like it is done in related work. Additionally no natural image constraint is used to generate input features [16, 20, 25] : arr ← empty array 5: for 60 iterations do
Produce 60 different inputs 6: Create image x i with random pixel values 7: for 1000 iterations do 8:
Get activation ||v i || for input x i 9:
x m,n i 10:
end for 12:
Insert x i into arr 13: end for 14:
x i ← average of x ∈ arr for 5 smallest J(x) 15: return x i 16: end procedure C. RBA and EM routing for γ-capsule networks
For γ-capsule networks it is important that capsules are only active if the correlated feature exists in the current input, because we want to evaluate the input features that activate capsules. Therefore upper level capsules should be produced by active lower level capsules to solve the problem of assigning parts to wholes. We found the following problems in existing routing algorithms:
RBA: The log prior that is used to calculate the coupling coefficient c j is calculated with b ij = b ij + ||v j ||||û j|i || cos α. If we assume that α ≈ 0 and the activation ||v j || is small, then a large coupling can simply be produced if the vote ||û j|i || is large. Note thatû j|i = W ij v i with weight matrix W ij learned through backpropagation and therefore 0 ≤ ||û j|i || ≤ ∞. Therefore this algorithm must be adapted such that an active lower level capsule can not couple with an inactive upper level capsule. We have shown how this can be done with inverse distances rather than the dot product.
EM routing: For EM routing we found that the activation of a capsule can be activated even when lower level capsules do not match with each other: The activation for an upper capsule j is calculated with a j = logistic(λ(β a − h cost h j )). The value β a is learned through backpropagation [5] for each capsule type individual as claimed by the original authors on OpenReview.net [1] . Therefore also if votes from lower level capsules do not match the parent capsule (i.e. a large value for h cost h j ), the capsule j can be activated by simply learning a large value for β a (note that there is an individual β a for each j). This was already reported by Gritzman [4] and they claim that a carefully initialization could help. We used the proposed method [4] but have seen experimentally (see fig. 3 or the reported D-score in the paper) that matrix capsules with EM routing do not adapt the activation of capsules for different inputs. Therefore EM routing is not fitted for γ-capsule networks.
D. Activation maps of hidden capsule layers
To see the difference between different D-scores we additionally plot 6 different activation maps in fig. 3 : For input examples that are randomly shuffled for all classes (a, b, c) and input examples restricted to only one class (d, e, f) and the 3 algorithms (EM-routing, RBA and SDA-routing). Each single pixel-row of an image represents a different input example and each pixel-column the activation of a single capsule. For EM routing we see 16 columns because the architecture proposed by Gritzman [4] has 16 hidden capsule types and for RBA and SDA we see the 32 hidden capsules. We can see that the activation map for EM routing and RBA routing for all classes (a, b) looks very similar to the restricted input (d, e) showing that capsules do not adapt to the input. Therefore the requirement that a γ-capsule is active iff the input feature exists in the current input is not fulfilled for EM routing and RBA. On the other hand for SDA-routing we can see that this is the case, because capsules are highly active or completely inactive (c) and if we restrict the input to one class (f) almost always the same capsules are active.
E. Robustness against FGSM attacks
We mentioned in the paper that we also attacked all networks with the FGSM to show that our network fulfills all requirements that are needed for γ-capsule networks. The results for FGSM are reported in table 5.
FGSM Dataset
Alg. = 0.1 = 0.3 = 0.5 Table 5 : Accuracy of RBA, EM routing and SDA routing under attack. To attack the network with PGD we used the same parameters as in Madry et al. [13] and varied from 0.1 to 0.5.
MNIST
We can see that SDA routing is again much more robust under attack than RBA and EM routing. We also want to mention that the FGSM attack is less successfull than the PGD attack (see paper) which supports the claim that as long as the adversary only uses the gradient of the loss function, the local maxima that is found by PGD is not significantly larger than other first order adversary [13] .
F. Reconstruction of sneakers
We mentioned in the paper that although we found that the sneakers class represents a none-of-the-above class, the reconstruction network learned to reconstruct sneakers because this minimizes the reconstruction loss. An image of a sneaker that is generated with algorithm 2 in comparison with the reconstruction from the reconstruction network is shown in fig. 4 . Figure 4 : In (a) the input image is shown that we generated with our novel method to find relevant features and in (b) an image that is reconstructed by the reconstruction network is shown.
Therefore reconstruction networks can not be used to explain the activation of capsules, because they are simply trained to minimize the distance between the current input and the output independent on what a capsule really represents.
G. Activations of capsules for generated input features
In the paper we reported images that activate single output units. In Table 6 : Activations of the output capsules for the images that are generated in the paper.
As we can see after 5k steps (SDA) for capsule 6 and 7 generated input features produce a relative low activation of the output indicating that the network is still not confident about the features that it learned. We can see that after 15k steps (SDA) this confidence increased and it learned features for class 6. Also the confidence for class 7 increased although we have seen that not really comprehensible features where found indicating that the class represents noneof-the-above rather than sneakers. We also want to outline that for RBA the activation is very large, although only single pixels where activated. This indicates that model that rely on non-robust useful features are very confident about their predictions. On the other hand for SDA features are much more comprehensible and the model is much more conservative for making predictions.
H. Convolutional filter of γ-capusle networks
Madry et al. [13] reports that convolutional filter of robust models have significantly more concentrated weights. For γ-capsule networks we have seen that similar convolutional filters are learned [13] with robust training. All 256 filters are shown in fig. 5 . We conclude that the additional robustness under strong attack cannot be due to the convolutional filters. It is also not a property of capsule networks in general as shown by [14] and therefore we claim that it is a property of γ-capsule layers of the γ-capsule network.
