Interacting Dynamics by Dugowson, Stéphane
ar
X
iv
:1
60
8.
07
93
8v
2 
 [m
ath
.D
S]
  3
0 A
ug
 20
16
Dynamiques en interaction
(une introduction a` la the´orie des
dynamiques sous-fonctorielles ouvertes)
Ste´phane Dugowson ∗
29 aouˆt 2016
Re´sume´. La the´orie des dynamiques sous-fonctorielles ouvertes est une nou-
velle the´orie qui permet de de´finir des syste`mes dynamiques ge´ne´ralise´s en
interaction, ces interactions produisant de nouvelles dynamiques susceptibles,
bien entendu, d’entrer a` leur tour dans d’autres interactions. Une grande par-
tie du contenu de cet article se trouve de´ja` dans les deux textes disponibles
en ligne mais non publie´s [6] et [7], et cela a e´te´ partiellement expose´ dans
les confe´rences [8] et [9]. Toutefois, il e´tait ne´cessaire de donner une nouvelle
pre´sentation, unifie´e et donc plus commode a` consulter, de ce mate´riau, et de
l’illustrer de quelques exemples. Dans cet article, nous introduisons en outre
les notions nouvelles d’interaction normale et d’interaction concre`te, et nous
remplac¸ons les synchronisations ≪ rigides ≫ conside´re´es jusque la`, par des syn-
chronisations ≪ souples ≫, conside´rablement plus ge´ne´rales. A` noter que ce qui
depuis 2011 e´tait appele´ 1 ≪ dynamiques cate´goriques ≫ (respectivement ≪ dy-
namiques sous-cate´goriques ≫) sera de´sormais de´signe´ comme dynamiques fonc-
torielles (respectivement dynamiques sous-fonctorielles).
Mots cle´s. Interaction. Syste`mes ouverts. Dynamiques. Structures connec-
tives.
Abstract. Interacting Dynamics (Introduction To The Theory Of
Open Sub-Functorial Dynamics)— The theory of open sub-functorial dyna-
mics is a new theory that defines interacting generalized dynamical systems. The
interactions between these dynamics produce new dynamics which, of course,
can then enter into other interactions. A major part of this article can already
be found in two unpublished texts [6] and [7] and it has been partially exposed
in conferences [8] and [9]. However, we need to give a new, unified and therefore
more convenient presentation of this material, and we also need some examples
to illustrate it. Moreover, we introduce in this article the new concepts of “nor-
mal interaction” and “concrete interaction”, and replace the previously used
rigid synchronizations by much more general flexible ones.
∗Laboratoire Quartz / Supmeca. Email : s.dugowson@gmail.com
1. Voir notamment [2],[3],[6],[7].
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Introduction
La the´orie mathe´matique que nous pre´sentons ici est de nature syste´mique,
en ce qu’elle permet d’e´laborer des syste`mes de syste`mes (etc.) a` partir de trois
ingre´dients de base :
– d’abord, ce que nous appelons les dynamiques sous-fonctorielles ouvertes,
pre´sente´es dans la section section § 1, qui constituent une ge´ne´ralisation
conside´rable des syste`mes dynamiques classiques a` la fois parce qu’elles ne
sont pas de´terministes en ge´ne´ral, parce qu’elles reposent sur une tempora-
lite´ qui n’est pas ne´cessairement line´aire et parce qu’elles sont ≪ ouvertes ≫
en ce sens qu’elles peuvent entrer, via une parame´trisation, en interaction
avec d’autres dynamiques,
– ensuite, les interactions entre dynamiques (section § 2.2), qui sont de´finies
comme des relations entre les re´alisations (les trajectoires) et les parame`tres
des dynamiques en jeu,
– enfin, les synchronisations (section § 2.3), ou` la temporalite´ de chaque
dynamique en jeu est re´fe´re´e a` celle d’un chef d’orchestre.
Ces trois ingre´dients permettent de constituer ce que nous appelons des
familles interactives (section § 2.4). Une telle famille interactive donne alors
naissance (section § 3) a` de nouvelles dynamiques sous-fonctorielles ouvertes
qui sont des sortes de synthe`ses de toutes les dynamiques en interaction dans la
famille conside´re´e. La cle´ de vouˆte de cet engendrement est le the´ore`me de stabi-
lite´ sous-fonctorielle (the´ore`me 5, section § 3.1) qui affirme que les dynamiques
en jeu e´tant sous-fonctorielles, les dynamiques produites le seront encore 2. Du
reste, c’est pre´cise´ment parce que les dynamiques fonctorielles ouvertes, dont la
de´finition plus simple nous avait d’abord incite´ a` les prendre comme ingre´dients
de base de notre the´orie de l’interaction, produisent parfois dans leurs interac-
tions autre chose que des dynamiques fonctorielles (exemples 12 et 13, section
§ 3.3) que nous avons duˆ chercher a` e´tablir un cadre plus large que celui des
seules dynamiques sous-fonctorielles.
Tout au long de cet article, nous suivrons en particulier l’exemple de la fa-
mille interactive que nous appellerons WHY ou, en caracte`res he´bra¨ıques, והי,
de´finissant d’abord chacune des trois dynamiques en jeu dans cette famille (sec-
tions § 1.5.1, § 1.5.2 et § 1.5.3), puis la famille interactive elle-meˆme (section
§ 2.4.3) et enfin les dynamiques engendre´es par cette famille, en particulier
celle que nous notons S ou par la lettre he´bra¨ıque shin, ש ((section § 3.3.2). Cet
exemple nous a e´te´ inspire´ par la the´orie du philosophe Pierre-Michel Klein sur
ce qu’il appelle la me´tachronologie [11].
Nous commenc¸ons par pre´ciser nos notations et faire quelques rappels. Dans
la version actuelle, il y a une table des matie`res a` la fin du texte.
2. Le sens du mot stabilite´ dans l’expression ≪ the´ore`me de stabilite´ sous-fonctorielle ≫ n’a
donc rien a` voir avec celui qu’il a dans l’expression ≪ stabilite´ des syste`mes dynamiques ≫.
Nous l’employons ici uniquement pour souligner la stabilite´ conceptuelle de la notion meˆme
de dynamique sous-fonctorielle.
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0.1 Notations et rappels
0.1.1 Re´els et intervalles
– R de´signe l’ensemble des re´els, R+ de´signe l’ensemble des re´els positifs ou
nuls, R∗+ l’ensemble des re´els strictement positifs, R+ = [0,+∞], etc.
– IR de´signe l’ensemble des intervalles ouverts de R,
– pour toute partie A ⊂R, on notera A˚ ou int(A) l’inte´rieur de A, et A son
adhe´rence,
– pour tout (a, b) ∈R2, on pose ]a, b[= {t ∈R, a < t < b}.
0.1.2 Classes de fonctions nume´riques
– Pour tout intervalle I ⊂R (non ne´cessairement ouvert), nous posons
C(I) = {f ∶ I →R, f est continue sur I},
et, plus ge´ne´ralement, pour tout k ∈N ∪ {+∞},
Ck(I) = {f ∶ I →R, f estde classeCk sur I}.
Remarque 1. Pour tout k ∈N ∪ {+∞}, l’ensemble Ck(∅) est un singleton, dont
l’unique e´le´ment, qui sera e´galement note´ ∅, est l’inclusion canonique ∅ ∶ ∅↪R.
En particulier,
b ≤ a⇒ Ck(]a, b[) = {∅} ≠ ∅.
Nous posons en outre
– C = ⋃I∈IR C(I),
– Ck = ⋃I∈IR Ck(I),
– Ck⊳ = ⋃r∈]0,+∞] Ck(] −∞, r[).
Remarque 2. ∅ ∉ Ck⊳ .
Pour tout intervalle K ⊂ R, ouvert ou non, on note Lip1(K) l’ensemble de
toutes les fonctions de´finies et 1-lipschitziennes sur K. On pose
Lip1 = ⋃
I∈IR
Lip1(I).
Pour tout c ∈R+ = [0,+∞], on note
Lip1([0, c∣) = Lip1([0, c]) ∪Lip1([0, c[).
En particulier, pour c = +∞, on a Lip1([0,+∞∣) = Lip1([0,+∞[), et pour c = 0
on a Lip1([0,0∣) ≃R ∪ {∅}. On pose en outre
Lip1+ = ⋃
c∈R+
Lip1([0, c∣),
et (Lip1+)∗ = Lip1+ ∖ {∅}.
3
0.1.3 Cate´gories et graphes
Dans tout l’article, C de´signe une petite cate´gorie. En outre, si E de´signe
une cate´gorie quelconque,
– la classe des objets de E est note´e 9E,
– la classe des fle`ches de E est note´e
Ð→
E ,
– pour tout objet A de E, IdA de´signe le morphisme identite´,
– le graphe associe´ a` E en oubliant la composition des fle`ches sera note´ 3 ∣E∣,
– pour toute fle`che e ∶ A→ B de E, et plus ge´ne´ralement pour toute areˆte e
d’un graphe, dom(e) de´signe sa source (ou domaine) A, et cod(e) de´signe
son but (ou codomaine) B,
– un couple de fle`ches (g, f) ∈ Ð→E2 est dit composable si dom(g) = cod(f).
0.1.4 Cate´gorie vide
La cate´gorie vide, qui n’a pas de fle`che, sera note´ ∅ ou 0.
0.1.5 Mono¨ıdes
Un mono¨ıde est une cate´gorie ayant un unique objet, que nous noterons
ge´ne´ralement ●. Par exemple, ≪ la cate´gorie C = R+ ≫ de´signe la cate´gorie C
de´finie par 9C = {●} et Ð→C = (R+,+).
En particulier, j’appelle cate´gorie ponctuelle, et je note 1 ou {●}, la plus
petite cate´gorie non vide, dont l’unique objet sera note´ ● et l’unique fle`che 0.
0.1.6 Cate´gorie des ensembles
La cate´gorie des ensembles est note´e Sets. Ses fle`ches sont les applications.
Pour tout ensemble E, PE de´signe l’ensemble des parties de E, et P∗E
l’ensemble des parties non vides de E. L’union disjointe de deux ensembles U
et V est note´e U ⊔ V . Si U et V sont disjoints, on prend U ⊔ V = U ∪ V .
0.1.7 Transitions
Pour les transitions, nous reprenons les notations et les notions de [2], [3],
[6] et [7]. En particulier :
– une transition f ∶ A ↝ B d’un ensemble A dans un ensemble B est une
application f ∶ A→ PB, ou` PB de´signe l’ensemble des parties de B ; ainsi,
pour tout a ∈ A, on a f(a) ⊂ B,
– P de´signe la cate´gorie dont les objets sont les ensembles et dont les fle`ches
sont les transitions, dont la composition est note´e ⊙,
– les transitions de A dans B s’identifient trivialement aux relations bi-
naires 4 de A vers B, de sorte que la cate´gorie P co¨ıncide avec la cate´gorie
usuellement de´signe´e comme ≪ cate´gorie des relations ≫,
– pour tout ensemble non vide M , P
M
Ð→ de´signe la cate´gorie dont les objets
sont les ensembles et dont les fle`ches sont les familles indexe´es par M de
transitions,
3. Alors que dans [6], il e´tait note´ Gr(E).
4. Sur les relations binaires, voir aussi les rappels et notations de la section § 0.1.8.
– la composition des fle`ches dans P
M
Ð→ est encore note´e ⊙,
– si S et T sont deux ensembles et u ∶ S ↝ T et v ∶ S ↝ T deux transitions,
nous e´crirons u ⊂ v pour exprimer le fait que ∀a ∈ S,u(a) ⊂ v(a),
Remarque 3. Une transition f ∶ A ↝ B qui ve´rifie card(f(a)) = 1 pour tout
a ∈ A est dite de´terministe et s’identifie trivialement a` une application que nous
noterons encore f ∶ A → B. Ainsi, dans ce cas, f(a) de´signera en ge´ne´ral un
e´le´ment de B, bien que selon le contexte cela puisse aussi de´signer un singleton
inclus dans B. En particulier, l’application identite´ IdA ∶ A → A de´finit une
transition A↝ A que nous noterons encore IdA de`s lors que le contexte permet-
tra de comprendre que, pour tout a ∈ A, l’e´criture IdA(a) devra eˆtre comprise
comme de´signant le singleton
IdA(a) = {a}.
Remarque 4. Le mot fonction est re´serve´ aux applications partielles : une fonc-
tion g ∶ A → B est de´finie sur son domaine de de´finition Dg ⊂ A, sa restriction
g∣Dg a` ce domaine e´tant une application A ⊃ Dg → B. On peut aussi la voir
comme une transition g ∶ A↝ B ve´rifiant : ∀a ∈ A, card(g(a)) ≤ 1. Comme pour
les applications 5, l’e´criture g(a) de´signera en ge´ne´ral dans ce cas, du moins si
a ∈ Dg, un e´le´ment de B (tandis que si a ∉Dg, on aura g(a) = ∅). Les fonctions
sont e´galement appele´es transitions quasi-de´terministes.
0.1.8 Relations binaires, applications, fonctions
Une relation binaire R d’un ensemble S vers un ensemble L est un triplet(S,L, ∣R∣), ou` ∣R∣ ⊂ S × L est le graphe de R, graphe que d’ailleurs nous nous
autoriserons parfois a` noter lui-meˆme R. Pour tout s ∈ S, nous notons
R(s) = {l ∈ L, (s, l) ∈ ∣R∣},
et, pour tout l ∈ L,
R−1(l) = {s ∈ S, (s, l) ∈ ∣R∣}.
L’image Im(R) est l’ensemble de´fini par Im(R) = ⋃s∈S R(s), et le domaine de
de´finition DR est de´fini par DR = {s ∈ S,R(s) ≠ ∅}. L’ensemble des relations
binaires de S vers L sera note´ B(S,L).
Conforme´ment aux remarques 3 et 4, une fonction f de S vers L est une
relation binaire f de S vers L telle que pour tout s ∈ S on a card(R(s)) ≤ 1,
tandis qu’une application f de S vers L est une fonction dont le domaine de
de´finition est S.
0.1.9 Relations multiples
Une relation multiple 6 R d’index I et de contexte E = (Ei)i∈I est un triplet(I,E , ∣R∣) avec ∣R∣ ⊂ ΠIE , le graphe de R, ou` l’on pose
ΠIE =∏
i∈I
Ei.
5. Voir la remarque 3.
6. Voir [6], section § 1.1.
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Comme pour les relations binaires, on de´signera parfois de la meˆme fac¸on une
relation multiple et son graphe.
La classe des relations multiples de contexte E est note´e RE . Plus largement,
la classe des relations multiples d’index I est note´e RI . En particulier, pour
I = 2 = {0,1}, on retrouve les relations binaires.
0.1.10 Relations binaires multiples
Une relation binaire multiple 7 R d’index I, de contexte d’entre´e A = (Ai)i∈I
et de contexte de sortie B = (Bi)i∈I est un quadruplet (I,A,B, ∣R∣), avec ∣R∣ ⊂
ΠIE ou` E = (Ei = Ai×Bi)i∈I est parfois appele´ le contexte global de R. La classe
des relations binaires multiples de contexte d’entre´e A et de contexte de sortie B
est note´e BM(A,B), et celle des relations binaires multiples non vides de meˆmes
contextes sera note´e BM∗(A,B). Plus largement, la classe de toutes les relations
binaires multiples d’index I est note´e BMI .
Reprenons les ope´rateurs de ≪ transtypage ≫ des relations binaires multiples
rd, rm et rb de´finis dans [6], section § 1.2.2. Notant 2I = I × {0,1}, nous
de´finissons un isomorphisme rd ∶ BMI ≃ R2I en posant
BMI ∋ (I,A,B, ∣R∣) = R ↦ rd(R) = (2I,D, rdE (∣R∣)) ∈ R2I ,
avec
– D = (Dk)k∈2I , ou` pour tout i ∈ I, D(i,0) = Ai et D(i,1) = Bi,
– rdE(∣R∣) = {rdE(u), u ∈ ∣R∣}, avec, pour tout u = ((ai, bi))i∈I ∈ ΠIE ,
rdE(u) = (dk)k∈2I , ou` d(i,0) = ai et d(i,1) = bi.
L’injection rm ∶ BMI ↪RI est de´finie par
BMI ∋ (I, (Ai)i∈I , (Bi)i∈I , ∣R∣) = R ↦ rm(R) = (I, (Ai ×Bi)i∈I , ∣R∣) ∈ RI ,
et l’injection rb ∶ BMI ↪R2 par
BMI ∋ (I,A,B, ∣R∣) = R ↦ rb(R) = (ΠIA,ΠIB, ∣rb(R)∣) ∈ B(ΠIA,ΠIB),
ou` le graphe ∣rb(R)∣ est donne´ par un re´arrangement e´vident des composantes
des e´le´ments de ∣R∣.
1 Dynamiques sous-fonctorielles ouvertes
1.1 Multi-dynamiques sous-fonctorielles
1.1.1 De´finition des multi-dynamiques sous-fonctorielles
On se donne une petite cate´gorie C, et un ensemble non vide M .
De´finition 1. Une multi-dynamique sous-fonctorielle α de moteur C et d’en-
semble parame´trique M consiste en la donne´e
– d’une application qui a` tout objet S ∈ 9C associe un ensemble Sα, de telle
sorte que S ≠ T ⇒ Sα ∩ Tα = ∅,
7. Voir [6], section § 1.2.
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– d’une application qui a` toute fle`che (S f→ T ) ∈ Ð→C associe une famille de
transitions fα = (fαµ ∶ Sα ↝ Tα)µ∈M indexe´e par M de telle sorte que pour
tout S ∈ 9C on ait 8 ∀µ ∈M, (IdS)αµ ⊂ IdSα
et pour tout couple (g, f) de fle`ches composables de C, on ait
∀µ ∈M, (g ○ f)αµ ⊂ gαµ ⊙ fαµ .
Nous e´crirons α ∶C⇁ PMÐ→ pour indiquer que α est une telle multi-dynamique
sous-fonctorielle. L’e´criture fα ∶ Sα ↝↝M Tα signifiera que fα est la famille
indexe´e par M de transitions de Sα dans Tα associe´e a` f par α. Nous pouvons
ainsi e´crire :
α ∶ C ⇁ PMÐ→
(S f→ T ) z→ fα ∶ Sα ↝↝M Tα (1)
Ensemble des e´tats. Note´ st(α), l’ensemble des e´tats de la dynamique α est
de´fini par l’union (disjointe)
st(α) = ⋃
S∈ 9C
Sα.
Pour tout e´tat s ∈ st(α), nous noterons typ(s) son type, autrement l’unique
sommet S ∈ 9C tel que s ∈ Sα. Autrement dit, le type d’un e´tat de la dynamique
α est caracte´rise´ par la relation
s ∈ (typ(s))α.
E´tats ≪ hors-jeu ≫. Un e´tat s ∈ Sα ⊂ st(α) est dit hors-jeu pour le parame`tre
µ ∈M si (IdS)αµ(s) = ∅. Un e´tat hors-jeu pour toutes les valeurs du parame`tre
sera bien entendu simplement dit hors-jeu. Un e´tat qui n’est pas hors-jeu sera
dit dans le jeu. Cette notion jouera un roˆle crucial pour les ≪ dynamiques in-
temporelles ≫, c’est-a`-dire celles de moteur C = 1 (voir l’exemple 7).
Mono-dynamiques. SiM est re´duit a` un singleton, α est appele´e une mono-
dynamique sous-fonctorielle, ou simplement une dynamique (sous-fonctorielle).
1.1.2 Multi-dynamiques graphiques
E´tant donne´ un graphe G, constitue´ d’un ensemble 9G de sommets d’un
ensemble
Ð→
G d’areˆtes dont chacune admet une source et un but parmi les som-
mets, et e´tant donne´ un ensemble non vide M , on de´finit — conforme´ment
a` la de´finition 12 donne´e dans [6] — une multi-dynamique graphique α de
moteur G et d’ensemble parame´trique M comme un morphisme de graphes 9
α ∶ G Ð→ ∣PMÐ→∣. Comme dans la de´finition 1, nous demanderons en outre que,
pour tous sommets S et T deG, soit satisfaite la condition S ≠ T ⇒ Sα∩Tα = ∅.
Autrement dit, une telle multi-dynamique graphique est constitue´e par la donne´e
8. Sur la signification de l’expression IdSα , voir la remarque 3 (page 5).
9. Pour la notation ∣C∣, voir les rappels de la section § 0.1.3.
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– d’une application qui a` tout sommet S ∈ 9G associe un ensemble Sα (avec
S ≠ T ⇒ Sα ∩ Tα = ∅),
– d’une application qui a` toute areˆte (S f→ T ) ∈ Ð→G associe une famille de
transitions (fα ∶ Sα ↝↝M Tα) = (fαµ ∶ Sα ↝ Tα)µ∈M indexe´e par M .
Remarque 5. Soit B une petite cate´gorie, et M un ensemble non vide. A` toute
multi-dynamique sous-fonctorielle β de moteur B on associe canoniquement, par
oubli des proprie´te´s sous-fonctorielles, une multi-dynamique graphique note´e
encore β (ou, si l’on veut e´viter toute ambigu¨ıte´, ∣β∣) et de moteur le graphe ∣B∣.
Inversement, il est imme´diat qu’une multi-dynamique graphique
β ∶ ∣B∣Ð→ ∣PMÐ→∣
est sous-fonctorielle, et peut de`s lors s’e´crire
β ∶ B⇁ PMÐ→,
si et seulement si elle ve´rifie les deux conditions suivantes :
– pour tout S ∈ 9B, ∀µ ∈M, (IdS)βµ ⊂ IdSβ
– pour tout couple (g, f) de fle`ches composables de B,
∀µ ∈M, (g ○ f)βµ ⊂ gβµ ⊙ fβµ .
Nous aurions d’ailleurs pu de´finir de cette manie`re les multi-dynamiques sous-
fonctorielles, ce qui aurait e´te´ en accord avec la fac¸on dont les de´finitions ≪ sous-
cate´goriques ≫ donne´es dans [7] s’appuient sur les de´finitions graphiques figurant
dans [6].
1.1.3 Multi-dynamorphismes
La cate´gorie des multi-dynamiques sous-fonctorielles a pour objets toutes les
multi-dynamiques sous-fonctorielles α ∶ C ⇁ P LÐ→, ou` C de´crit la classe des pe-
tites cate´gories et L celle des ensembles, et pour fle`ches les multi-dynamorphismes
de´finis de la fac¸on suivante.
De´finition 2. E´tant donne´es α ∶ C ⇁ P LÐ→ et β ∶ D ⇁ PMÐ→ deux multi-
dynamiques, un multi-dynamorphisme (θ,∆, δ) de α vers β consiste en la donne´e
– d’une application θ ∶ L→M ,
– d’un foncteur ∆ ∶C→D,
– d’une famille de transitions δ = (δS ∶ Sα ↝ (∆S)β)S∈ 9C,
tels que, pour tout λ ∈ L, (∆, δ) de´finit un mono-dynamorphisme de αλ vers
βθ(λ), ce qui signifie que pour tout λ ∈ L, tous S et T dans 9C et tout (e ∶ S →
T ) ∈ Ð→C, on a
δT ⊙ eαλ ⊂ (∆e)βθ(λ) ⊙ δS .
Remarque 6. En pratique, la famille (δS ∶ Sα ↝ (∆S)β)S∈ 9C sera identifie´e a` la
transition δ ∶ st(α) ↝ st(β) de´finie pour tout s ∈ st(α) par δ(s) = δtyp(s)(s), et
la proprie´te´ ci-dessus reliant δ, ∆ et θ sera simplement e´crite
δ ⊙ eαλ ⊂ (∆e)βθ(λ) ⊙ δ.
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C-multi-dynamorphismes. Par convention, et sauf mention contraire, lorsque
les deux dynamiques α et β ont le meˆme moteur C, on appelle C-multi-dyna-
morphisme de α vers β tout multi-dynamorphisme pour lequel, dans la de´finition
ci-dessus, on a ∆ = IdC.
En pratique, les multi-dynamorphismes seront simplement appele´s des dy-
namorphismes.
1.1.4 Quotient parame´trique
Proposition 1. Soit α ∶ C ⇁ PMÐ→ une multi-dynamique sous-fonctorielle de
moteur C et d’ensemble parame´trique M , et ∼ une relation d’e´quivalence sur
M . Et soit β la multi-dynamique graphique de moteur ∣C∣ et d’ensemble pa-
rame´trique M̃ =M/∼ de´finie par
– ∀S ∈ ∣C∣, Sβ = Sα,
– ∀(e ∶ S → T ) ∈Ð→C, ∀λ ∈ M̃ , ∀a ∈ Sβ,
e
β
λ
(a) = ⋃
µ∈λ
eαµ(a).
Alors β est une multi-dynamique sous-fonctorielle.
Preuve. Il suffit de ve´rifier que pour tout λ ∈ M̃ la dynamique graphique βλ
est sous-fonctorielle sur C. Cela re´sulte du fait que βλ est l’union d’une famille
de dynamiques sous-fonctorielles sur C, une telle union e´tant sous-fonctorielle
d’apre`s la proposition 2, section § 2.1.7 de [7].
◻
De´finition 3. La multi-dynamique sous-fonctorielle β de´finie dans la proposi-
tion 1 est appele´e quotient (parame´trique) de α par ∼ et on la note α/∼.
1.1.5 Multi-dynamiques (quasi-)de´terministes
De´finition 4. Soit α ∶ C ⇁ PMÐ→ une multi-dynamique sous-fonctorielle. Si,
pour toute valeur parame´trique µ ∈M et toute fle`che e ∈
Ð→
C, la transition eαµ est
de´terministe 10 (respectivement quasi-de´terministe 11) la multi-dynamique α est
dite de´terministe (respectivement quasi-de´terministe). En outre, α est dite
– bien quasi-de´terministe si elle est quasi-de´terministe mais n’est pas de´termi-
niste,
– pluraliste si elle n’est pas quasi-de´terministe.
Bien entendu, toute multi-dynamique sous-fonctorielle de´terministe est quasi-
de´terministe.
1.1.6 Multi-dynamiques fonctorielles
De´finition 5. Une multi-dynamique fonctorielle α de moteur la petite cate´gorie
C et d’ensemble parame´triqueM est un foncteur α ∶C→ PMÐ→, ve´rifiant en outre
∀(S,T ) ∈ 9C2, S ≠ T ⇒ Sα ∩ Tα = ∅.
10. Autrement dit si eαµ est une application ; voir la remarque 3.
11. Autrement dit si eαµ est une fonction ; voir la remarque 4.
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De fac¸on e´quivalente, une multi-dynamique fonctorielle est une multi-dynamique
sous-fonctorielle α ve´rifiant en outre les deux relations
(IdA)α = IdAα
et (f ○ e)α = fα ⊙ eα,
pour tous choix de A ∈ 9C et (f, e) fle`ches composables de C.
Remarque 7. La de´finition ci-dessus e´quivaut a` celle d’une “multi-dynamique
cate´gorique propre” donne´e dans [2] et [3]. On fera toutefois attention au fait que
le qualificatif propre n’y a pas la meˆme signification que dans les textes ulte´rieurs
[6] et [7] : dans les premiers, il se rapporte aux dynamiques fonctorielles α pour
lesquelles S ≠ T ⇒ Sα∩Tα = ∅, condition a` pre´sent automatiquement satisfaite,
tandis qu’il se rapporte dans [6] et [7] aux dynamiques sous-fonctorielles qui
ve´rifient l’e´galite´ (IdA)α = IdAα .
Dynamorphismes. Ils sont de´finis comme dans le cas sous-fonctoriel. Aussi,
les dynamorphismes entre deux multi-dynamiques fonctorielles sont les dyna-
morphismes entre les deux multi-dynamiques sous-fonctorielles sous-jacentes.
Par conse´quent, les premie`res constituent une sous-cate´gorie pleine de celle
forme´e par les secondes.
1.1.7 Mono-dynamiques fonctorielles
La notion de ≪ dynamique cate´gorique ≫ de´veloppe´e dans [2] et [3], ou` une
dizaine d’exemples de ce type de dynamiques est donne´e, co¨ıncide avec celle de
mono-dynamique fonctorielle. Ces dynamiques, non ne´cessairement de´terministes,
constituent donc une sous-cate´gorie de celle des multi-dynamiques sous-foncto-
rielles.
1.1.8 Horloges
Proposition 2. Une dynamique sous-fonctorielle de´terministe est ne´cessairement
fonctorielle.
Preuve. Si α est de´terministe, les deux membres des inclusions de la forme
(g ○ f)α(a) ⊂ (gα ⊙ fα)(a)
sont des singletons, il y a donc e´galite´.
◻
De´finition 6. Une horloge h de moteur la petite cate´gorie C est un foncteur
(covariant)
h ∶C→ Sets
satisfaisant en outre a` la condition de distinction des e´tats
∀(S,T ) ∈ 9C2, S ≠ T ⇒ Sh ∩ Th = ∅,
ou` comme d’habitude nous posons Sh = h(S).
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Autrement dit, une horloge est une mono-dynamique fonctorielle de´terministe
sur C.
Exemple 1 (Horloge essentielle, horloge existentielle). Dans [2] et [3] (sections
§ 3.4.3 et § 3.5.2), nous associons fonctoriellement a` toute petite cate´gorie C
deux horloges particulie`res, appele´es respectivement l’horloge essentielle ζC et
l’horloge existentielle ξC de C. Rappelons que cette dernie`re est laC-dynamique
de´terministe ξ = ξC telle que pour tout T ∈ 9C, on a T ξ = {→ T }, et pour tout(f ∶ S → T ) ∈Ð→C et tout a ∈ Sξ, on a f ξ(a) = {f ○ a}, ou` {→ S} de´signe la classe
des fle`ches de but S dans la cate´gorie conside´re´e, S de´signant un objet de ladite
cate´gorie.
Exemple 2. Pour C = R+, et t0 ∈ R ∪ {−∞}, l’ensemble des e´tats ]t0,+∞[
muni de l’action h de R+ de´finie pour tout d ∈ R+ et tout t > t0 par dh(t) =
t + d constitue l’ensemble des instants d’une horloge. De meˆme, pour t0 ∈ R,
l’ensemble des e´tats [t0,+∞[ muni de l’action h de´finie comme ci-dessus est une
horloge, l’horloge existentielle ξR+ correspondant au cas ou` t0 = 0.
Topos des horloges de moteur C. En prenant pour fle`ches entre horloges
de meˆme moteur C les transformations naturelles, on de´finit une cate´gorie
e´quivalente a` SetsC, topos des pre´faisceaux d’ensembles sur Cop. En effet,
on construit facilement une telle e´quivalence en associant canoniquement a`
tout foncteur C → Sets un foncteur e´quivalent mais satisfaisant la contrainte∀(S,T ) ∈ 9C2, S ≠ T ⇒ Sα ∩ Tα = ∅.
Cela dit, les transformations naturelles entre horloges de moteur C sont des
C-dynamorphismes particuliers entre ces horloges vues comme multi-dynamiques,
a` savoir des dynamorphismes de´terministes, et il y a en ge´ne´ral d’autres dyna-
morphismes entre horloges que les seuls de´terministes.
Cate´gorie des horloges. On de´finit la cate´gorie des horloges en prenant pour
objets toutes les horloges (pour tous les moteurs possibles), et pour fle`ches entre
deux horloges h ∶ C → Sets et k ∶ D → Sets tous les dynamorphismes quasi-
de´terministes (∆, δ) ∶ h ↬ k. Autrement dit, conforme´ment a` la remarque 4
(page 5) et a` la de´finition 2 (page 8), une telle fle`che consiste en un couple(∆, δ), avec pour ∆ un foncteur C → D et pour δ une famille de transitions
quasi-de´terministes (δA ∶ Ah ↝ Ak)A∈ 9C ve´rifiant la condition suivante
∀(A e→ B) ∈Ð→C, δB ⊙ eh ⊂ (∆e)k ⊙ δA.
Conforme´ment a` la remarque 6 (page 8), la transition δA sera simplement
note´e δ, de sorte que, pour toute fle`che e ∈
Ð→
C, la relation que doivent satisfaire
ces transitions s’e´crit : δ ⊙ eh ⊂ (∆e)k ⊙ δ.
Dans le cas d’un dynamorphisme de´terministe, autrement dit lorsque δ est
une application, cette dernie`re condition s’e´crit plus simplement
δ ○ eh = (∆e)k ○ δ. (2)
Par ailleurs, lorsque D = C, on ajoute a` la de´finition de la cate´gorie des
horloges la condition ∆ = IdC pour de´finir les fle`ches de la cate´gorie des horloges
de moteur C. En se restreignant de plus aux dynamorphismes de´terministes,
nous retrouvons les fle`ches du topos des horloges de moteur C.
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Instants et ante´riorite´. Les e´tats d’une horloge h sont appele´s ses instants.
Une relation de pre´-ordre, appele´e ante´riorite´, est ainsi de´finie entre les instants
d’une horloge h : s est ante´rieur a` t, ce que l’on note s ≤h t, si et seulement si
∃e ∈ Ð→C, eh(s) = t.
1.2 Dynamiques sous-fonctorielles ouvertes
1.2.1 De´finition
De´finition 7. Une dynamique sous-fonctorielle ouverte A de moteur C est la
donne´e
A = ((α ∶C ⇁ PMÐ→) τ↬ (h ∶C→ P))
– d’un ensemble non vide M ,
– d’une C-multi-dynamique sous-fonctorielle α ∶C⇁ PMÐ→,
– d’une C-horloge h,
– d’un C-multi-dynamorphisme de´terministe
τ ∶ (α ∶C⇁ PMÐ→) ↬ (h ∶C → P).
La dynamique A sera parfois de´signe´e par sa partie multi-dynamique α. En
particulier, les e´tats de A sont de´finis comme ceux de α, et l’on e´crira st(A) =
st(α). Le dynamorphisme τ est appele´ la scansion ou la datation de A.
Une telle dynamique sous-fonctorielle ouverte est dite fonctorielle si α est
une multi-dynamique fonctorielle.
1.2.2 Dynamorphismes entre dynamiques sous-fonctorielles ouvertes
Conforme´ment a` [7], section § 2.4.2, nous de´finissons ainsi les dynamor-
phismes entre dynamiques sous-fonctorielles ouvertes :
De´finition 8. On appelle dynamorphisme d’une dynamique sous-fonctorielle
ouverte
A = (ρ ∶ (α ∶C ⇁ P LÐ→) ↬ (h ∶C → P))
vers une dynamique sous-fonctorielle ouverte
B = (τ ∶ (β ∶D ⇁ PMÐ→) ↬ (k ∶D→ P))
la donne´e d’un quadruplet (θ,∆, δ, d) tel que
1. (θ,∆, δ) est un multi-dynamorphisme sous-fonctoriel de α vers β,
2. (∆, d) est un dynamorphisme de h vers k,
3. pour tout S ∈ 9C, la condition suivante de synchronisation entre ρ et τ est
satisfaite :
τ∆S ⊙ δS ⊂ dS ⊙ ρS .
Conforme´ment a` la de´finition 16 de [6], e´tant donne´ un dynamorphisme(θ,∆, δ, d), on appellera
– θ sa partie parame´trique,
– ∆ sa partie fonctorielle,
– δ sa partie transitionnelle,
– et d sa partie horloge.
En prenant pour fle`ches les dynamorphismes, la classe des dynamiques sous-
fonctorielles ouvertes constitue une cate´gorie note´e DySCO dans [7].
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1.3 Re´alisations d’une dynamique sous-fonctorielle ouverte
1.3.1 De´finitions
De´finition 9. E´tant donne´e
A = (τ ∶ (α = (αλ)λ∈L ∶C⇁ P LÐ→) ↬ (h ∶C → P))
uneC-dynamique ouverte, une re´alisation a deA consiste en unC-dynamorphisme
quasi-de´terministe a ∶ h↬ A tel que τ ⊙ a ⊂ Idh.
On ve´rifie facilement 12 qu’une telle re´alisation s de A consiste en un couple
s = (λ,a) constitue´ d’une valeur λ ∈ L et d’une fonction a ∶ st(h)⇢ st(α) de´finie
sur une partie Da ⊂ st(h) et qui ve´rifie les proprie´te´s suivantes :
∀t ∈Da, τ(a(t)) = t,
∀S ∈ 9C,∀t ∈ Sh ∩Da,a(t) ∈ Sα,
∀(S f→ T ) ∈ Ð→C,∀t ∈ Sh, (fh(t) ∈Da ⇒ (t ∈Da et a(fh(t)) ∈ fαλ (a(t)))) .
Remarque 8. La caracte´risation donne´e ci-dessus explicite en particulier le fait
que si une re´alisation a de A est de´finie a` un instant s, alors elle est e´galement
de´finie a` tout instant ante´rieur t ≤ s, puisqu’il existe alors f ∈
Ð→
C tel que s = fh(t).
Le parame`tre λ est appele´ la partie interne ou parame´trique de la re´alisation(λ,a) de A, tandis que a est la partie externe de cette re´alisation. Dans le cas
ou` A est une mono-dynamique ouverte, autrement dit si L est un singleton,
une re´alisation s’identifie a` sa partie externe puisque la partie parame´trique est
ne´cessairement e´gale a` l’unique e´le´ment de L.
Nous notons SA l’ensemble des parties externes des re´alisations de la dyna-
mique sous-fonctorielle ouverte A, et S(A,λ) ou SAλ l’ensemble des re´alisations
de la mono-dynamique ouverte Aλ = (τ ∶ (αλ ∶C ⇁ P) ↬ (h ∶C→ P)), de sorte
que
SA = ⋃
λ∈L
SAλ ,
cette union n’e´tant pas en ge´ne´ral disjointe.
Remarque 9. Souvent, et sans que cela ne porte a` conse´quence, nous parlerons
de la re´alisation a de A au lieu de la partie externe a d’une re´alisation de A.
Cette fac¸on de parler conduira par exemple a` de´signer l’ensemble SA comme
≪ ensemble des re´alisations de A ≫ bien que l’expression soit impropre et qu’il
vaille parfois mieux l’e´viter.
Remarque 10. Quelle que soit la dynamique A, on a SA ≠ ∅, comme le prouve
l’exemple ci-dessous.
Exemple 3. On appelle re´alisation vide de A toute re´alisation de A dont la partie
externe est vide, autrement dit tout couple de la forme (λ,∅), ou` λ ∈ L et ∅
de´signe la fonction vide st(H) ⊃D∅ = ∅↪ st(A). Quelle que soit la dynamique
A, l’ensemble de ses re´alisations vides est non vide, isomorphe a` L. Toutes les
re´alisations vides de A ont la meˆme partie externe, note´e ∅A ou simplement ∅,
que nous appellerons la re´alisation vide de A. On a donc toujours SA ∋ ∅A.
12. Voir les section § 2.5 de [6] et [7]
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Notation. L’ensemble des re´alisations non vides de A sera note´ S∗A :
S∗A = SA ∖ {∅A}.
De´finition 10. Une dynamique sous-fonctorielle ouverte A n’admettant pour
seule re´alisation que la re´alisation vide, autrement dit telle que S∗A = ∅, sera
dite inefficiente. Dans le cas contraire, elle sera dite efficiente.
1.3.2 Re´alisations passant par un e´tat
De´finition 11. E´tant donne´e une dynamique sous-fonctorielle ouverte A, nous
dirons qu’une re´alisation 13 a de A passe par un e´tat a ∈ st(A), si a(τ(a)) = a.
Nous e´crirons
a ⊳ a,
pour exprimer que a passe par a.
Ainsi, pour A = (τ ∶ (αλ)λ∈L ↬ h), on a
a ⊳ a⇔ a(τ(a)) = a.
Plus ge´ne´ralement, si E est un ensemble d’e´tats de la dynamique ouverte A,
nous e´crirons
a ⊳ E
pour exprimer que a passe par chacun des e´tats a ∈ E. Dans le cas ou` E est un
ensemble fini E = {a1, ..., an}, nous e´crirons souvent
a ⊳ a1, ..., an
au lieu de a ⊳ E.
Remarque 11. Par rapport a` [6] et [7], nous avons le´ge`rement change´ la signifi-
cation de l’expression a ⊳ a, b. En effet, nous avons a` pre´sent
(a ⊳ a, b)⇔ (a ⊳ a et a ⊳ b),
alors que dans [6] et [7] l’e´criture a ⊳ a, b signifiait non seulement que a passait
par a et passait par b, mais aussi que τ(a) e´tait ante´rieur 14 a` τ(b). De´sormais,
cette dernie`re condition n’est donc plus requise.
1.4 Une classification des dynamiques sous-fonctorielles
ouvertes
Soit
A = ((α ∶C ⇁ PMÐ→) τ↬ (h ∶C→ P))
une dynamique sous-fonctorielle ouverte.
Type parame´trique. Nous dirons que A est
– parame´trique, ou de type pi, si card(M) > 1,
– non parame´trique, ou de type 9pi, si card(M) = 1.
Notons que A est ne´cessairement soit de type 9pi, soit de type pi.
13. Voir la remarque 9 ci-dessus.
14. Voir plus haut la section § 1.1.8.
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Type de de´terminisme. A sera dite de´terministe (resp. quasi-de´terministe,
bien quasi-de´terministe, pluraliste) si α l’est.
Nous dirons en outre que A est
– de type δ si elle est pluraliste.
– de type δ si elle est de´terministe,
– de type
9
δ, si elle est bien quasi-de´terministe.
Notons que A est ne´cessairement soit de type δ, soit de type δ, soit de type
9
δ.
Type de fonctorialite´. Nous dirons que A est
– bien sous-fonctorielle, ou de type φ, si α est sous-fonctorielle mais non
fonctorielle,
– fonctorielle non de´terministe, ou de type φ, si α est fonctorielle mais non
de´terministe.
Remarque 12. Une dynamique ouverte de type φ est ne´cessairement non de´terministe
d’apre`s la proposition 2. Ainsi, A est ne´cessairement soit de type φ, soit de type
δ, soit de type φ.
De´finition 12. Nous dirons que la dynamique sous-fonctorielle ouverte A est
de type [PDFC], ou` les lettres P , D et F repre´sentent des symboles pris res-
pectivement dans les ensembles suivants
– P ∈ { 9pi,pi},
– D ∈ {
9
δ, δ, δ},
– F ∈ {φ,φ},
pour exprimer que C est le moteur de A, P est son type parame´trique,D est son
type de de´terminisme et, dans le cas ou` D ≠ δ, F est son type de fonctorialite´.
Si D = δ, la place de F est laisse´e vide.
La partie [PDF ] de cette classification permet de distinguer dix types de
dynamiques sous-fonctorielles ouvertes, a` savoir cinq types de dynamiques non
parame´triques
– [ 9pi
9
δφ] : fonctorielles bien quasi-de´terministes,
– [ 9pi
9
δφ] : bien sous-fonctorielles et bien quasi-de´terministes,
– [ 9piδ] : de´terministes,
– [ 9piδφ] : fonctorielles pluralistes,
– [ 9piδφ] : bien sous-fonctorielles et pluralistes,
et cinq types de dynamiques parame´triques
– [pi
9
δφ] : fonctorielles et bien quasi-de´terministes,
– [pi
9
δφ] : bien sous-fonctorielles et bien quasi-de´terministes,
– [piδ] : de´terministes,
– [piδφ] : fonctorielles pluralistes,
– [piδφ] : bien sous-fonctorielles et pluralistes.
Remarque 13. Si le moteur est un groupe (ou un groupo¨ıde) G et que la dyna-
mique conside´re´e est fonctorielle, celle-ci est de fac¸on e´vidente ne´cessairement
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de´terministe. Par conse´quent, les dynamiques de moteur G sont soit de´termi-
nistes, soit de type [ 9pi
9
δφG], [ 9piδφG], [pi
9
δφG] ou [piδφG] (mais jamais de type
[ 9pi
9
δφG], [ 9piδφG], [pi
9
δφG] ou [piδφG]). En outre, dans le cas ou` G = 1 = {●},
la seule fle`che de 1 e´tant une identite´, les dynamiques de moteur 1 ne peuvent
eˆtre pluralistes et sont donc soit de´terministes, soit de type [ 9pi
9
δφ1], soit de type[pi
9
δφ1].
1.5 Quelques exemples
1.5.1 Une ≪ source ≫ (Y = י)
Exemple 4 (Y : une ≪ source lipschitzienne ≫). Nous appelons ≪ source lipschit-
zienne ≫, la dynamique
Y = (τY ∶ (αY ∶CY ⇁ PLYÐ→) ↬ (hY ∶CY → P)),
dont
– le moteur est CY =R+,
– l’horloge est l’horloge existentielle hY = ξR+ , i.e. : ●hY =R+ et dhY(t) = t+d,
– la parame´trisation est LY = {∗},
– l’ensemble des e´tats est st(Y) = st(αY) =R+ ×R,
– la scansion est donne´e par τY(t, a) = t,
– et la loi s’e´crit dY(t, a) = dαY(t, a) = {t + d} × [a − d, a + d].
On ve´rifie aise´ment que l’ensemble des re´alisations de Y est
SY = Lip
1
+,
et, puisque ∅
Y
= ∅, l’ensemble des re´alisations non vides de Y est
S∗Y = (Lip1+)∗. (3)
C’est une dynamique de type [ 9piδφR+], autrement dit fonctorielle, non pa-
rame´trique, pluraliste, et de moteur R+.
Remarque 14. Dans notre travail [10] inspire´ par la the´orie me´tachronologique
du philosophe Pierre Michel Klein [11], la dynamique Y est note´e י — yod, en
he´breu 15 — du fait qu’elle y joue un roˆle moteur aux coˆte´s de la dynamique
≪ intemporelle ≫ que nous pre´sentons plus loin (exemple 7) et qui est e´galement
note´e par une lettre he´bra¨ıque — ו (vav) — en re´fe´rence au roˆle essentiel joue´
par cette lettre dans la the´orie de P. M. Klein.
1.5.2 Une ≪ histoire ≫ (H = ה)
Exemple 5 (H, une dynamique ≪ historique ≫). E´tant donne´s
– un indice k ∈N ∪ {+∞},
– un e´le´ment a0 ∈ {−∞} ∪R, appele´ origine des histoires,
– un e´le´ment T0 ∈ {−∞} ∪R, appele´ origine des temps,
– un ensemble non vide L ⊂ P(]T0,+∞[×R) de parties du (demi-)plan t > T0,
15. En TEX, nous codons la lettre י avec un y (code \textcjheb{y}).
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on appelle ≪ dynamique historique ≫ de classe Ck, d’origine des histoires a0,
d’origine des temps T0 et de parame´trage L la dynamique note´e H(k,a0,T0,L), ou
simplement H s’il n’y a pas d’ambigu¨ıte´, de´finie par
H = (τH ∶ (αH ∶CH ⇁ PLHÐ→) ↬ (hH ∶CH → P)),
avec
– pour moteur : CH =R+,
– pour horloge : ●hH =]T0,+∞[ et, pour tout d ∈R+ et tout t > T0, dhH(t) =
t + d,
– pour parame´trisation : LH = L,
– pour ensemble d’e´tats 16 : st(H) = st(αH) = ⋃t∈]T0,+∞[ ({t} × Ck(]a0, t[)),
autrement dit
st(H) = {(t, f), t > T0 et f ∈ Ck(]a0, t[)},
– pour scansion : τH(t, f) = t,
– et pour loi celle de´finie pour tout γ ∈ L, tout (t, f) ∈ st(αH) et tout d ∈R+
par
dHγ (t, f) = {(t + d, g) ∈ st(H), ∣ g∣]a0,t[ = f ,{(s, g(s)), s ∈]t, t + d[∩Dg} ⊂ γ. } (4)
Le type de la dynamiqueH de´pend du choix des re´els a0 et T0 et de l’ensemble
L.
Conside´rons le cas ou` k = 1, a0 = −∞, T0 = 0 et L = GC∗+. Dans ce cas, ou`
GC∗+ de´signe l’ensemble des graphes des fonctions nume´riques continues dont le
domaine de de´finition est un intervalle ouvert inclus dans R∗+ et admettant 0
pour borne infe´rieure s’il n’est pas vide, autrement dit
GC∗+ = {γ = {(s, lγ(s)), s ∈]0, rγ[}, rγ ∈R+, lγ ∈ C(]0, rγ[)} ,
nous obtenons une dynamique de type [pi
9
δφR+]. Dans la suite, cette dynamique
H(k=1,a0−∞,T0=0,L=GC∗+)
sera simplement note´e H.
Identification des graphes aux fonctions. On a γ ∈ GC∗+ si γ est le
graphe d’une fonction nume´rique l de´finie et continue sur un intervalle de la
forme ]0, r[ avec r ∈ R+. En identifiant le parame`tre γ a` l’unique fonction
continue gγ dont il est le graphe on peut e´crire
GC∗+ ≃ ⋃
r∈R+
C(]0, r[),
le cas ou` γ = ∅ correspondant a` r = 0.
De´crivons les re´alisations de H. Pour cela, donnons-nous d’abord un γ ∈ L,
posons pour simplifier g = gγ et notons ]0, r[=Dg son domaine de de´finition, ou`
16. A` propos de la notation Ck(]a, b[), voir la remarque 1, section § 0.1.1.
17
r ∈R+. Une re´alisation non vide 17 h de Hγ est caracte´rise´e par la donne´e d’un
couple (D,h) constitue´
– du domaine de de´finition D = Dh de h, qui est un intervalle non vide
D ⊂R∗+ de la forme ]0, a[ ou 18 ]0, a], avec a ∈]0, r],
– d’une application h ∶] −∞, a[→ R de classe C1 telle que h∣]0,a[ = g∣]0,a[,
la re´alisation h caracte´rise´e par un tel couple (D,h) e´tant alors l’application
D → st(H) de´finie par ∀t ∈ D,h(t) = (t, h∣]−∞,t[). (5)
Par conse´quent, a` toute (partie externe d’une) re´alisation non vide h ∈ S∗
H
se
trouve associe´ un tel couple (D,h), unique, avec h ∈ C1(R). Nous noterons en
particulier h ↦ h̃ = h l’application de S∗
H
dans C1(R) qui a` une telle re´alisation
h associe la fonction h correspondante.
Mise a` part la re´alisation vide ∅
H
= ∅ ∶ ∅ ↪ st(H), nous avons donc deux
sortes de re´alisations, selon que l’intervalle D est ouvert ou ferme´ en sa borne
supe´rieure. Celles pour lesquelles D est ouvert forment un ensemble qui s’iden-
tifie a` 19
C1
⊳
= ⋃
r∈]0,+∞]
C1(] −∞, r[),
une fonction h ∈ C1
⊳
repre´sentant la re´alisation h de H de´finie sur
Dh =Dh ∩R∗+
par la formule (5) ci-dessus. Pour tout h ∈ C1
⊳
, nous posons θ(h) = h, ou` h est la
re´alisation en question de H.
Pour constituer l’ensemble des re´alisations de H pour lesquelles D est ferme´
en sa borne supe´rieure, de´finissons une copie disjointe de la partie
C1 ♭
⊳
= C1
⊳
∖ {h ∈ C1
⊳
,Dh =]0,+∞[}
de C1
⊳
forme´e des fonctions dont le domaine de de´finition est borne´, copie que
nous noterons C1
♮
⊳
, et que nous de´finissons formellement en posant
C1
♮
⊳
= C1 ♭
⊳
× {♮},
ou` ♮ de´signera e´galement la bijection ♮ ∶ C1 ♭⊳ ∋ h ↦ h♮ = (h, ♮) ∈ C1♮⊳ , ainsi que sa
re´ciproque, de sorte que (h, ♮)♮ = h pour tout h ∈ C1 ♭⊳ .
Nous de´cidons alors qu’un couple (h, ♮) ∈ C1♮⊳ repre´sentera la re´alisation h
de H de´finie par la formule (5), mais cette fois sur l’intervalle borne´ et ferme´ a`
droite
Dh = Dh ∩R∗+,
et nous posons θ(h, ♮) = h, ou` h est la re´alisation en question de H.
17. On remarque que si γ = ∅, autrement dit si r = 0, Hγ n’admet pas de re´alisation non
vide. En effet, pour toute re´alisation h qui serait non vide, il existe t > 0 tel que h(t) soit
de´fini, ce qui implique — d’apre`s la remarque 8 — que pour tout s ∈]0, t[, h(s) est e´galement
de´fini. On doit alors avoir h(t) ∈ (t−s)Hγ (h(s)), mais d’apre`s la formule (4) ceci est impossible
lorsque γ = ∅. De meˆme, Hγ n’admet pas de re´alisation non vide si g n’est de classe C1 sur
aucun intervalle de la forme ]0, t[.
18. Si a = r = +∞, il n’y a qu’une seule forme possible pour D, a` savoir D =R∗+.
19. Voir les notations introduites en section § 0.1.2.
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Ainsi, l’ensemble des re´alisations 20 deH =H(k=1,a0=−∞,T0=0,L=GC∗+) peut s’e´crire
comme l’union disjointe
SH = {∅} ⊔ θ(C1⊳) ⊔ θ(C1♮⊳ ),
avec ∅ = ∅. L’ensemble des re´alisations non vides de H s’e´crit quant a` lui
S∗H = θ(C1⊳) ⊔ θ(C1♮⊳ ), (6)
et l’on a ∀h ∈ C1
⊳
, h = θ̃(h),
∀h ∈ C1 ♭
⊳
, h = θ̃(h, ♮).
Pour toute re´alisation non vide h ∈ S∗
H
de H, nous appellerons partie mythique
de l’histoire la restriction h̃∣]−∞,0]. Intuitivement, celle-ci repre´sente en effet une
sorte d’histoire virtuelle, dont on aurait la me´moire sans qu’elle ait jamais e´te´
re´ellement ve´cue.
Remarque 15. Dans notre travail [10] de´ja` cite´, la dynamique H(1,−∞,0,GC∗+) est
note´e ה — Hey, en he´breu 21 — du fait de son roˆle fondamental aux coˆte´s des
dynamiques י (exemple 5) et ו (exemple 7).
Exemple 6 (Autre exemple de dynamique de la forme H(k,a0,T0,L)). Pour k = 0,
a0 = 0, T0 = −∞ et L = {R2}, la dynamique K = H(k,a0,T0,L) est de type [ 9piδφR+],
autrement dit c’est une mono-dynamique fonctorielle, pluraliste et de moteur
R+. On ve´rifie aise´ment qu’une re´alisation non vide h de la dynamique K est
– soit de´finie sur un intervalle de la forme I =]−∞, t[ ou I =]−∞, t], avec t ≤ 0,
et dans ce cas h(s) = (s,∅) pour tout s ∈ I (de sorte que h est entie`rement
caracte´rise´e par la donne´e de I, a` laquelle on peut l’identifier),
– soit de´finie sur un intervalle de la forme I =] −∞, t[ avec t ∈ R∗+ ∪ {+∞}
ou de la forme I =] − ∞, t] avec t > 0, et on a h(s) = (s,∅) pour tout
s ∈] −∞,0] et h(s) = (s, h(s)) pour tout s > 0, avec h ∈ C(]0, t[) (et dans
ce cas h est entie`rement caracte´rise´e par la donne´e de I et de h ∈ C(I˚∩R∗+)).
Autrement dit, on a
SK = {∅} ∪ ⎛⎝ ⋃t∈R∪{+∞}({] −∞, t[} × C(]0, t[))
⎞
⎠ ∪ (⋃t∈R({] −∞, t]} × C(]0, t[))) .
1.5.3 Une dynamique intemporelle (W = ו)
Exemple 7 (W, une dynamique ≪ intemporelle ≫). Soit L ⊂ C un sous-ensemble
non vide de C, et soit ( une relation binaire entre L et C. Nous de´finissons la
dynamique W(, note´e simplement W ci-apre`s, en posant
W = (τW ∶ (αW ∶CW ⇁ PLWÐ→) ↬ (hW ∶CW → P)),
avec
– pour moteur : CW = 1, i.e. 9CW = {●} et Ð→CW = {Id● = 0},
20. Des parties externes des re´alisations, pour eˆtre pre´cis (voir la remarque 9 page 13).
21. En TEX, nous codons la lettre ה avec un h (code \textcjheb{h}).
19
– pour horloge, l’horloge existentielle hW = ξ1, qui n’a qu’un unique instant :●hW = {0} ,
– pour parame´trisation LW = L,
– pour e´tats : st(W) = C,
– pour scansion la seule possible : ∀f ∈ st(W), τW(f) = 0,
– pour tout ω ∈ L, la transition 0Wω est de´finie pour toute f ∈ st(W) par
0Wω (f) = [ {f} si ω ( f,∅ sinon.
Sauf dans le cas ou` la relation ( est la relation comple`te, 22, il y a toujours
une valeur de ω pour laquelle au moins un e´tat f est ≪ hors-jeu ≫ 23, de sorte
que la dynamique W( est de type [pi
9
δφ1], autrement dit parame´trique, bien
quasi-de´terministe, bien sous-fonctorielle et de moteur 1 = {●}.
Puisque l’horloge utilise´e ne posse`de qu’un unique instant, (la partie externe
d’)une re´alisation non vide s’identifie a` un e´tat de la dynamique. Pre´cisons ce
que sont ces re´alisations pour deux choix particuliers de la relation (.
Cas ou` ( est la relation de compatibilite´ de´finie par :
∀(ω, f) ∈ L × C, (ω ( f)⇔ f∣Df∩Dω = ω∣Df∩Dω ,
avec L = C. Pour ω ∈ C, la mono-dynamique Wω = W(,ω a pour e´tats ≪ dans le
jeu ≫ toutes les fonctions f ∈ C de´finies et continues sur un intervalle ouvert Df
qui co¨ıncident avec ω sur Df ∩Dω, y compris la fonction vide. Une re´alisation
non vide quelconque de Wω s’identifie naturellement a` l’unique e´tat par laquelle
elle passe en l’unique instant de l’horloge ξ1, donc a` une fonction f ∈ C, mais nous
devons alors en particulier bien distinguer la re´alisation non vide qui s’identifie
a` la fonction vide ∅ ∶ ∅ ↪ R, re´alisation que nous noterons encore ∅, et la
re´alisation vide a` proprement parler, ∅
W
. Ainsi, concernant les re´alisations de
la dynamique W, nous aurons
∅
W
≠ ∅ ∈ S∗W.
Par ailleurs, puisque ∅ ∈ F , nous pouvons en particulier conside´rer les
re´alisations non vides de la mono-dynamique W∅, qui sont toutes les fonctions
continues, de sorte que SW∅ = {∅W} ∪ C, d’ou`, a fortiori,
SW = {∅W} ∪ C,
et pour l’ensemble des re´alisations non vides de W :
S∗W = C. (7)
Remarque 16. Cette dynamique est note´e ו — vav, en he´breu 24 — dans notre
travail [10], par re´fe´rence au concept fondamental associe´ a` la lettre ו dans la
the´orie me´tachronologique de Pierre Michel Klein [11].
22. Autrement dit de graphe L×C, i.e. ω ( f est toujours vrai, et dans ce cas la dynamique
W( est de´terministe et donc fonctorielle.
23. Voir la section § 1.1.1.
24. En TEX, nous codons la lettre ו avec un w (code \textcjheb{w}) .
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Cas ou` ( est l’injection canonique L ↪ C d’une partie L de C. Pour
ω ∈ L, la dynamique Wω =W↪,ω a pour seul e´tat ≪ dans le jeu ≫ f = ω ∈ L ⊂ C.
L’ensemble des (parties externes des) re´alisations de la dynamique W = W↪
s’identifie alors a` L.
2 Familles interactives
Le but principal de cette section est de de´finir et de donner un ou deux
exemples de la notion de famille interactive, a` savoir une famille de dynamiques
ouvertes en interaction et coordonne´es par des synchronisations. Apre`s avoir
pre´cise´ quelques notations, la notion d’interaction entre dynamiques ouvertes est
pre´cise´e en section § 2.2, celle de synchronisation en section § 2.3, la de´finition
et des exemples de familles interactives e´tant propose´s en section § 2.4.
2.1 Notations
On se donne a` partir de maintenant une famille A = (Ai)i∈I indexe´e par un
ensemble non vide I de dynamiques sous-fonctorielles ouvertes efficientes 25
Ai = (τi ∶ (αi ∶Ci ⇁ PLiÐ→) ↬ hi).
Pour tout i ∈ I, l’ensemble S∗Ai des parties externes des re´alisations non vides
de la dynamique ouverte Ai sera plus simplement note´ S∗i = S
∗
Ai
, autrement dit
S∗i = ⋃
λ∈Li
S∗(i,λ),
ou` S∗(i,λ) = S(i,λ) ∖ {∅Ai} de´signe l’ensemble des re´alisations non vides de pa-
rame`tre λ de la dynamique Ai. On notera en outre Z∗ = (S∗i )i∈I la famille des
S∗i , L = (Li)i∈I celle des Li, et E = (Ei)i∈I = (S∗i ×Li)i∈I .
2.2 Interactions dans une famille de dynamiques ouvertes
efficientes
2.2.1 Relations entre re´alisations et parame`tres
De´finition 13. Une relation entre re´alisations et parame`tres de la famille A =(Ai)i∈I est une relation binaire multiple non vide C ∈ BM∗(Z∗,L) de contexte
d’entre´e Z∗ = (S∗i )i∈I et de contexte de sortie L = (Li)i∈I .
Le contexte global d’une telle relation entre re´alisations et parame`tres est
alors E = (Ei)i∈I = (S∗i ×Li)i∈I , et nous e´crirons souvent sous la forme ( λiσi )
i∈I
les e´le´ments de ΠIE avec, pour tout i ∈ I, σi ∈ S∗i et λi ∈ Li. En particulier, un
e´le´ment ς du graphe d’une relation C entre re´alisations et parame`tres pour la
famille (Ai)i∈I pourra s’e´crire sous la forme ς = ( λiσi )
i∈I
∈ ∣C ∣ ⊂ ΠIE .
25. Voir la de´finition 10.
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2.2.2 Cohe´rence, configurations et interactions
De´finition 14. Un e´le´ment ς = ( λi
σi
)
i∈I
∈ ΠIE est dit cohe´rent pour la famille
A s’il ve´rifie
σi ∈ S
∗
(i,λi)
pour tout i ∈ I. Un tel e´le´ment ς ∈ ΠIE cohe´rent pour la famille A est e´galement
appele´ une configuration pour A.
Nous noterons provisoirement 26 CFA l’ensemble des configurations pour A.
De´finition 15. [Interaction] Une partie G ⊂ ΠIE est dite cohe´rente pour la
famille A si chacun de ses e´le´ments est cohe´rent, autrement dit si G ⊂ CFA.
Une relation C ∈ BM∗(Z∗,L) entre re´alisations et parame`tres pour la famille A est
dite cohe´rente si son graphe est cohe´rent, i.e. si ∣C ∣ ⊂ CFA, et une telle relation
cohe´rente est e´galement appele´e une interaction dans A. E´tant donne´e R une
interaction dans A, on appelle R-configuration toute configuration ς ∈ ∣R∣.
Nous noterons TA l’ensemble des interactions pour la famille A. Toute in-
teraction R pour A e´tant caracte´rise´e par la donne´e d’un graphe non vide∣R∣ ⊂ CFA, on en de´duit une bijection canonique TA ≃ P∗(CFA).
Remarque 17. Soulignons le fait que, par de´finition, une dynamique inefficiente 27
ne peut entrer dans aucune interaction. Certes, comme c’e´tait d’ailleurs le cas
dans les de´finitions propose´es dans [6] et [7], nous aurions pu admettre des inter-
actions vides ainsi que des interactions non vides mais contenant des re´alisations
vides, ce qui aurait ne´cessairement e´te´ le cas de`s qu’une des dynamiques en jeu
euˆt e´te´ inefficiente, mais les dynamiques engendre´es 28 par des familles interac-
tives reposant sur de telles interactions auraient alors non seulement e´te´ elles-
meˆmes inefficientes, mais auraient en fait e´te´ totalement vides, i.e. n’admettant
pour seules transitions que les transitions vides. L’inefficience se re´ve´lant ainsi
d’une ste´rilite´ absorbante, nous avons pre´fe´re´ la maintenir formellement en de-
hors de toute ide´e d’interaction.
Remarque 18. Intuitivement, les configurations constituant une interaction ex-
priment les comportements des diverses dynamiques qui sont mutuellement
≪ compatibles ≫ lorsque ces dynamiques sont lie´s par cette interaction. Ne´an-
moins, une telle compatibilite´ peut s’ave´rer parfois quelque peu virtuelle, comme
l’illustrera plus loin, page 28, la remarque 28 figurant dans l’exemple 10 pre´sente´
en section § 2.4.3, remarque dans laquelle nous expliquons pourquoi cette vir-
tualite´ e´ventuelle des compatibilite´s qu’exprime une interaction ne nous semble
pas geˆnante.
Cela pose´, il s’ave`re que la notion d’interaction donne´e par la de´finition 15
est souvent trop ge´ne´rale, car elle permet des relations entre les dynamiques en
jeu qui ≪ court-circuitent ≫ le dispositif ad hoc pour lequel l’influence mutuelle
entre les dynamiques passe par les parame`tres, comme l’illustre l’exemple 8
ci-dessous.
26. Une nouvelle notation sera introduite en section § 2.2.4.
27. Voir la de´finition 10 page 14.
28. Voir plus loin la section 3.
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Exemple 8. On conside`re la mono-dynamique fonctorielle ouverte de type [ 9piδφN] :
A = (τ ∶ (α ∶N→ P) ↬ ξN),
de´finie par st(α) =N ×R et, pour tout (n, r) ∈ st(α),
– τ(n, r) = n,
– ∀d ∈N∗, dα(n, r) = {n + d} ×R.
L’ensemble parame´trique de A est un singleton, disons L = {∗}. L’ensemble
S∗ de ses re´alisations non vides s’identifie a` l’ensemble des suites finies ou infinies
de re´els σ = (sn)n∈Eσ⊂N, avec Eσ un intervalle de N qui contient 0. Conside´rons
alors le cas ou` la famille A = (Ai)i∈I est de´finie par I = {1,2} et A1 = A2 = A, et
soit R la relation entre re´alisations non vides et parame`tres pour cette famille
de´finie par
∀(σ1, σ2) ∈ S∗1 × S∗2 = (S∗)2,( ∗ ∗σ1 σ2 ) ∈ ∣R∣⇔ σ1 = σ2.
Cette relation est trivialement cohe´rente, c’est donc bien une interaction. Ce-
pendant, cette interaction consiste en une relation directe entre les re´alisations
des dynamiques en jeu, et ne fait jouer aucun roˆle aux parame`tres, et pour
cause : nous avons ici affaire a` des mono-dynamiques, qui ne sont pas cense´es
eˆtre influenc¸ables. Une telle interaction ne sera pas conside´re´e comme ≪ nor-
male ≫. Ceci sera pre´cise´ en section § 2.2.7, graˆce en particulier aux notions de
partie cohe´rente d’une relation (section § 2.2.3) et de relation filtrante (section
§ 2.2.5).
2.2.3 Partie cohe´rente d’une relation entre re´alisation et parame`tres
Nous de´finissons une application
BM∗(Z∗,L) ∋ C ↦ qC ∈ TA ∪ {∅} ⊂ BM(Z∗,L)
en associant a` toute relation entre re´alisations et parame`tres C ∈ BM∗(Z∗,L) de
la famille A la relation multiple qC ∈ BM(Z∗,L) de´finie par son graphe
∣ qC ∣ = ∣C ∣ ∩CFA.
La relation multiple qC sera appele´e la partie cohe´rente pour A de C. Si qC
est non vide, c’est une interaction dans A.
2.2.4 L’interaction nulle et l’ensemble des configurations de A
Soit TL la relation binaire multiple totale de contexte (Z∗,L), autrement
dit la relation binaire multiple de graphe ∣TL∣ = ΠIE .
De´finition 16. On appelle interaction nulle pour A, et l’on note ΩA, la partie
cohe´rente de TL :
ΩA = |TL.
Le graphe de l’interaction nulle ΩA e´tant par de´finition ∣ΩA∣ = CFA, nous
pourrons a` l’avenir noter ∣ΩA∣ plutoˆt que CFA l’ensemble des configurations de
A, et c’est ce que nous ferons.
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Remarque 19. L’interaction nulle est l’interaction maximale du point de vue de
l’inclusion des graphes. Inversement, plus le graphe d’une interaction est mince,
plus on pourra conside´rer que l’interaction est forte entre les dynamiques en
jeu : interagir, c’est restreindre les possibles 29. A contrario, quand ≪ tout est
possible ≫, c’est qu’il n’y a en re´alite´ pas vraiment d’interaction.
2.2.5 Relations filtrantes et interactions ope´rantes
Ensemble X (R). Pour toute interaction R ∈ TA, nous posons
X (R) = {C ∈ BM∗(Z∗,L), qC = R}.
Remarque 20. Les relations entre re´alisations et parame`tres C ∈ X (R) ne sont
pas, en ge´ne´ral, cohe´rentes, mais peuvent eˆtre interpre´te´es intuitivement comme
exprimant une ≪ demande ≫ d’interaction, la ≪ re´ponse ≫ cohe´rente a` cette de-
mande e´tant pre´cise´ment l’interaction R. De`s lors, nous pouvons voir intuitive-
ment l’ensemble X (R) comme celui des interpre´tations possibles de l’interaction
R en termes de demandes non ne´cessairement cohe´rentes.
De´finition 17. Une relation entre re´alisations et parame`tres C ∈ BM∗(Z∗,L)
pour la famille A est dite filtrante si le domaine de de´finition de la relation
binaire qu’elle de´termine ΠIZ∗ → ΠIL n’est pas ΠIZ∗ tout entier, autrement
dit si
Drb(C) ⫋ ΠIZ
∗.
De´finition 18. Une interaction R ∈ TA est dite ope´rante si elle est filtrante. A
contrario, une interaction non filtrante sera dite inope´rante.
Exemple 9. L’interaction nulle ΩA est inope´rante.
2.2.6 Structure connective des re´alisations d’une interaction
Intuitivement, une interaction inope´rante exprime une absence d’interaction
effective, puisque dans ce cas tous les comportements (les re´alisations) des dy-
namiques en jeu sont compatibles. Ceci peut eˆtre pre´cise´ graˆce a` la notion de
structure connective des re´alisations d’une interaction, dont la de´finition 19 ci-
dessous s’appuie sur celle de structure connective d’une relation multiple que
nous avons introduite dans [4]. La de´finition 19 ci-dessous reprend e´galement
celle de structure connective d’une ≪ famille dynamique ≫ introduite dans [7],
mais en la de´signant de´sormais comme la structure connective globale de l’inter-
action concerne´e, pour la distinguer de la structure connective des re´alisations
de cette meˆme interaction.
De´finition 19. E´tant donne´e R ∈ TA une interaction dans la famille de dyna-
miques sous-fonctorielles efficientes A = (Ai)i∈I d’ensembles parame´triques Li
et d’ensembles de re´alisations non vides S∗i ,
– la structure connective globale de l’interaction R est la structure connective
(sur I) 30 de la relation multiple 31 rm(R) de contexte E = (S∗i ×Li)i∈I ,
29. C’est d’ailleurs vrai e´galement pour toute cre´ation, ce qu’illustre admirablement la no-
tion de contrainte cre´atrice a` l’œuvre dans la litte´rature oulipienne.
30. Concernant la notion de structure connective d’une relation multiple, voir la de´finition
17, section § 3.1 de [4].
31. Concernant la relation multiple note´e rm(R), voir plus haut la section § 0.1.10.
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– la structure connective des re´alisations de l’interaction R est la structure
connective (sur I) de la relation multiple R de contexte Z∗ = (S∗i )i∈I
de´finie par
(σi)i∈I ∈ R⇔ ∃(λi)i∈I ∈∏
i∈I
Li,( λiσi )
i∈I
∈ ∣R∣.
Remarque 21. La structure connective des re´alisations d’une interaction est
toujours plus fine (ou e´gale) que sa structure connective globale.
Proposition 3. La structure connective sur I des re´alisations d’une interaction
inope´rante est discre`te 32.
Preuve. La relation multiple R, projection de R sur ΠIZ∗ =∏i∈I S∗i , e´tant la
relation multiple totale sur ΠIZ∗, la proposition ci-dessus re´sulte imme´diatement
de la notion de structure connective d’une relation multiple telle qu’elle est
de´finie dans [4], section § 3.1.
◻
2.2.7 Interactions normales
De´finition 20. Une interaction R ∈ TA ⊂ BM∗(Z∗,L) pour la famille de dyna-
miques A est dite
– normale, s’il existe C ∈ X (R) telle que C ne soit pas filtrante,
– de´terminante, si rb(R) est une fonction 33,
– concre`te si elle est a` la fois normale et de´terminante.
Remarque 22. Une interaction inope´rante est normale. D’un autre coˆte´, si elle est
ope´rante, une interaction normale R filtre certes les re´alisations des dynamiques
en jeu, non pas de fac¸on arbitraire et a priori, mais du seul fait de l’exigence de
cohe´rence. En effet, selon la remarque 20 concernant l’interpre´tation intuitive de
l’ensemble X (R), il existe pour une telle interaction R une ≪ interpre´tation en
termes de demande ≫ non filtrante C ∈ X (R) de R, une telle demande n’ayant
pas vocation a` eˆtre cohe´rente. L’exemple 8 est celui d’une interaction qui n’est
pas normale. Une telle interaction sera dite paranormale, ce terme sugge´rant
que les corre´lations entre les re´alisations des dynamiques en jeu ne passent pas
ne´cessairement par les dispositifs parame´triques qui repre´sentent en quelque
sorte les ≪ organes sensoriels ≫ de ces dynamiques.
Remarque 23. S’il existe C ∈ X (R) telle que rb(C) soit une application de ΠIZ∗
vers ΠIL, alors R est concre`te. On ve´rifie facilement que, modulo l’axiome du
choix, l’existence d’une telle relation C caracte´rise les interactions concre`tes.
2.3 Synchronisations
De´finition 21. E´tant donne´es A0 et A1 deux dynamiques sous-fonctorielles
ouvertes, avec pour i ∈ {0,1},
Ai = (τi ∶ (αi ∶Ci ⇁ PLiÐ→) ↬ hi),
32. Une structure connective discre`te est e´galement dite totalement de´connecte´e : les seules
parties connexes non vides de I sont les singletons ; voir [1].
33. Voir les rappels de la section § 0.1.8.
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on appelle synchronisation de A1 par A0 tout couple (∆1, δ1) constitue´
– d’une application ∆1 ∶ 9C0 → 9C1 associant aux objets de C0 des objets de
C1,
– d’une application δ1 ∶ st(h0)→ st(h1) associant a` tout instant de l’horloge
h0 un instant de l’horloge h1 et qui ve´rifie les deux conditions suivantes :− ∀S ∈ 9C0,∀s ∈ Sh0 , δ1(s) ∈ (∆1S)h1 ,− δ1 est monotone 34.
Dans le cas particulier ou` (∆1, δ1) est un dynamorphisme 35 , alors ne´cessairement
de´terministe, de h0 vers h1, nous dirons que la synchronisation (∆1, δ1) est ri-
gide. Bien entendu, dans le cas contraire, nous dirons que cette synchronisation
est souple.
Nous e´crirons (∆1, δ1) ∶ h0 ↱ h1 pour indiquer que (∆1, δ1) est une synchro-
nisation de h1 par h0.
Remarque 24. La notion de synchronisation donne´e par la de´finition 21 ci-dessus
est conside´rablement plus ge´ne´rale que celle de´finie dans [6] et [7], ou` seules des
synchronisations rigides avaient e´te´ conside´re´es.
2.4 Familles interactives
2.4.1 De´finition
De´finition 22. On appelle famille interactive la donne´e (I,A,R, i0, (∆i, δi)i≠i0)
– d’un ensemble I non vide, appele´ index de la famille,
– d’une famille indexe´e par I de dynamiques sous-fonctorielles ouvertes ef-
ficientes A = (Ai)i∈I , avec
Ai = (τi ∶ (αi ∶Ci ⇁ PLiÐ→) ↬ hi),
appele´es composantes de la famille interactive,
– d’une interaction R ∈ TA pour la famille A,
– d’un e´le´ment i0 ∈ I, appele´ indice synchronisateur de la famille,
– d’une famille ((∆i, δi) ∶ hi0 ↱ hi)i∈I∖{i0}
de synchronisations des hi par hi0 .
Remarque 25. L’expression ≪ familles dynamiques ≫ utilise´e dans [6] et [7] pour
les de´signer pre´sentait l’inconve´nient d’une trop grande ressemblance avec celle
de ≪ familles de dynamiques ≫, alors que celles-ci ne constituent qu’une part
de celles-la`. Pour cette raison, nous pre´fe´rons utiliser de´sormais l’expression
familles interactives.
Remarque 26. Par chef d’orchestre d’une famille interactive, nous entendrons se-
lon les contextes soit l’indice synchronisateur de cette famille, soit la dynamique
ouverte dont l’indice dans la famille est l’indice synchronisateur.
34. Autrement dit δ1 est soit croissante, ce qui signifie que s0 ≤h0 t0 ⇒ δ1(s0) ≤h1 δ1(t0), ou`
≤hi
de´signe le pre´-ordre sur les instants de l’horloge hi (voir la section 1.1.8), soit de´croissante :
s0 ≤h0 t0 ⇒ δ1(t0) ≤h1 δ1(s0).
35. Plus exactement, ∆1 est alors la partie objet de la partie fonctorielle d’un tel dynamor-
phisme (voir plus haut page 11 le paragraphe cate´gorie des horloges de la section § 1.1.8).
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2.4.2 Structures connectives d’une famille interactive
Remarquons au passage — les questions connectives devant faire l’objet de
publications ulte´rieures— que de la de´finition 19 des deux structures connectives
(respectivement ≪ globale ≫ et ≪ des re´alisations ≫) associe´es a` une interaction
de´coule imme´diatement celles d’une famille interactive :
De´finition 23. La structure connective globale (resp. des re´alisations) d’une
famille interactive est la structure connective globale (resp. des re´alisations) de
son interaction 36. L’ordre connectif global (resp. des re´alisations) d’une famille
interactive est l’ordre connectif 37 de la structure connective globale (resp. des
re´alisations) de cette famille.
2.4.3 Exemple de la famille WHY = והי
Exemple 10. Poursuivons l’exemple qui sera pre´sente´ dans [10] a` l’occasion de
notre travail en collaboration avec le philosophe Pierre-Michel Klein sur la base
de sa the´orieme´tachronologique [11]. Nous y proposons de conside´rer une famille
interactive note´e WHY ou והי, dont les composantes sont les trois dynamiques י
= Y (source), ה = H (histoire), et ו = W (intemporel) pre´sente´es pre´ce´demment
(exemples 4, 5 et 7). Pre´cise´ment, reprenant les notations introduites dans ces
exemples 38 nous posons
WHY = והי = (I = {1,2,3},A = (A1,A2,A3),R, i0 = 2, (∆i, δi)i∈{1,3}),
avec
– A1 = Y = י, la dynamique ≪ source ≫ donne´e a` l’exemple 4,
– A2 = H = H(k=1,a0=−∞,T0=0,L=GC∗+) = ה, la dynamique ≪ historique ≫ de
l’exemple 5,
– A3 =W = ו, la dynamique ≪ intemporelle ≫ de l’exemple 7, dans le cas ou`
la relation de compatibilite´ est (λ ( f)⇔ f∣Df∩Dλ = λ∣Df∩Dλ ,
– i0 = 2, autrement dit le chef d’orchestre est H = ה,
– ∆1 = IdR+ et δ1 est l’injection canonique st(hה) =]0,+∞[ ↪ [0,+∞[=
st(hי),
– ∆3 = (R+ → 0) et δ3 ∶ st(hה) =]0,+∞[→ {0} = st(hו) sont, par ne´cessite´
e´vidente, constants,
– enfin, on prend pour interaction R ∈ TA celle dont le graphe ∣R∣ est l’en-
semble des configurations
( ω ∈ C γ ∈ GC∗+ ∗
w ∈ C h ∈ θ(C1
⊳
⊔C1♮
⊳
) y ∈ (Lip1+)∗ ) ∈ ∣ΩA∣
qui ve´rifient γ = y∣int(Dy) et ω = h̃.
Ainsi, ∣R∣ est l’ensemble des ( ω γ ∗
w h y
) ∈ ΠE tels que
– y ∈ (Lip1+)∗,
– γ = y∣int(Dy) ∈ GC
∗
+,
36. Voir plus haut la de´finition 19.
37. Sur la notion d’ordre connectif, voir par exemple, dans le cas fini, la de´finition 16 de [1],
et dans le cas ge´ne´ral, la section § 1.11 de [2] ou de [3].
38. En particulier les applications θ et h↦ h̃ introduites dans l’exemple 5.
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– h̃ est de´finie et de classe C1 sur un intervalle de la forme ]−∞, r[ et co¨ıncide
avec γ sur ]0, r[= Dγ ,
– ω = h̃ ∈ C.
– ω (w ∈ C.
Puisque y de´termine γ et que h de´termine ω, il est clair que l’interaction R
est concre`te.
Remarque 27. Des relations entre les diffe´rentes composantes d’uneR-configuration
quelconque ( ω γ ∗
w h y
) ∈ ∣R∣, on de´duit les proprie´te´s suivantes :
– il existe ne´cessairement s > 0 tel que y∣[0,s[ ∈ C
1([0, s[), et l’ensemble des s
ve´rifiant cette proprie´te´ est un intervalle de borne supe´rieure smax ∈R
∗
+,
– γ∣]0,smax[ ∈ C
1(]0, smax[) et γ ∈ (Lip1+)∗,
– ∃t ∈]0, smax], (Dh =]0, t[ ou Dh =]0, t]) et h̃∣]0,t[ = y∣]0,t[,
– ω = h̃ donc ω ∈ C1
⊳
,
– w∣Dw∩]−∞,t[ est de classe C
1 par compatibilite´ avec ω.
Remarque 28. Illustrant la remarque 18 faite plus haut (page 22), notons que
dans une R-configuration ( ω γ ∗
w h y
), w et y ne sont pas ne´cessairement
compatibles (au sens de la relation (). Par exemple, si f ∶] −∞,4] → R est une
fonction qui est de classe C1 sur ] − ∞,3[, qui est 1-lipschitzienne sur [0,4] et
qui est strictement croissante sur [2,3], alors en posant y = f∣[0,4], γ = f∣]0,4[,
h = ω = f∣]−∞,2[ et w ∶ [1,3] → R tel que w(x) = f(x) si x ≤ 2 et w(x) = f(2) si
x ≥ 2, on obtient une R-configuration ( ω γ ∗
w h y
) telle que pour tout x ∈]2,3]
on a w(x) ≠ y(x).
On pourrait conside´rer que l’existence de telles re´alisations non compatibles
est un de´faut des interactions telles que nous les avons de´finies, mais ce n’est pas
notre sentiment, d’une part car ce ≪ de´faut ≫ ne geˆnera en rien, ci-apre`s dans la
section § 3, la de´finition des dynamiques engendre´es par une famille interactive,
d’autre part et surtout parce qu’une de´finition ge´ne´rale de la compatibilite´ des
re´alisations ne pourrait que s’appuyer sur ces dynamiques engendre´es et appor-
terait de ce fait des complications importantes et inutiles a` la notion d’interac-
tion. Il nous paraˆıt donc pre´fe´rable d’admettre qu’au sein des interactions des
configurations en quelques sorte virtuelles, comportant des re´alisations incom-
patibles, puisse apparaˆıtre, quitte a` re´fle´chir aux conse´quences philosophiques
de l’existence de telles configurations.
Remarque 29. Nous verrons ulte´rieurement plusieurs dynamiques produites par
la famille interactive WHY = והי, en particulier, en section § 3.3.2, celle que
nous noterons S ou ש.
3 Engendrement dynamique
Remarque 30. E´tant donne´ I l’ensemble non vide indexant une famille inter-
active F , nous conside´rerons que l’ordre des facteurs n’intervient pas dans les
produits carte´siens d’ensembles indexe´s par I (ou, dans certains cas, par 2I)
que nous e´crirons dans cette section, chaque facteur e´tant en tout e´tat de cause
associe´ sans ambigu¨ıte´ a` un indice pre´cis i ∈ I (ou, le cas e´che´ant, a` j ∈ 2I).
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Ainsi, pour une famille d’ensemble (Ti)i∈I et un e´le´ment i0 ∈ I, les expressions
Ti0 ×∏i≠i0 Ti et (∏i≠i0 Ti)×Ti0 devront eˆtre comprises comme de´signant toutes
deux ∏i∈I Ti :
Ti0 × ∏
i≠i0
Ti = (∏
i≠i0
Ti) × Ti0 =∏
i∈I
Ti.
3.1 The´ore`me de stabilite´ sous-fonctorielle
Proposition 4. Soit F = (I,A = (Ai)i∈I ,R, i0, (∆i, δi)i≠i0) une famille inter-
active, de composantes les dynamiques sous-fonctorielles ouvertes efficientes
Ai = (τi ∶ (αi ∶Ci ⇁ PLiÐ→) ↬ hi),
et soit βF = β ∶ ∣B∣Ð→ ∣PMÐ→∣ la multi-dynamique graphique de´finie par
– B =Ci0 ,
– M = Im(rb(R)),
– pour tout sommet S ∈ 9∣B∣ = 9B,
Sβ = {(ai)i∈I ∈ Sαi0 × ∏
i≠i0
(∆iS)αi ,∀i ≠ i0, τi(ai) = δi(τi0(ai0))},
– pour toute areˆte (e ∶ S → T ) ∈ Ð→∣B∣ = Ð→B, tout e´tat a = (ai)i∈I ∈ Sβ et tout
parame`tre µ ∈M ,
eβµ(a) = {b = (bi)i∈I ∈ T β, bve´rifie les conditions (8) et (9)}
les conditions en question e´tant respectivement
τi0(bi0) = ehi0 (τi0(ai0)) (8)
et ∃(ai)i∈I ∈ rb(R)−1(µ),∀i ∈ I,ai▷ ai, bi. (9)
Alors β est une multi-dynamique sous-fonctorielle.
Preuve. Remarquons tout d’abord que β est bien une multi-dynamique gra-
phique telle que de´finie en section 1.1.2, puisque pour (S,T ) ∈ 9B2 avec S ≠ T
on a ∀(ai)i∈I ∈ Sβ ∩ T β, ai0 ∈ Sαi0 ∩ Tαi0 = ∅ de sorte que Sβ ∩ T β = ∅.
Ensuite, conforme´ment a` la remarque 5 (page 8), nous devons ve´rifier les
deux conditions suivantes :
– ∀S ∈ 9B,∀µ ∈M, (IdS)βµ ⊂ IdSβ ,
– ∀(S f→T g→U) ∈Ð→B2,∀µ ∈M, (g ○ f)βµ ⊂ gβµ ⊙ fβµ .
Ve´rifions la premie`re condition. Soit donc a = (ai)i∈I ∈ Sβ . Supposons(IdS)βµ(a) ≠ ∅, et soit a′ = (a′i)i∈I ∈ (IdS)βµ(a). Pour tout i ∈ I, il existe ai ∈
S∗i = S
∗
Ai
telle que ai ⊳ ai, a′i et l’on a, par de´finition de S
β et par la condition
(8) applique´e a` e = IdS ,
a′i = ai(τi(a′i)) = ai(δi(τi0(a′i0))) = ai(δi(τi0(ai0))) = ai(τi(ai)) = ai,
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de sorte que dans tous les cas (IdS)βµ(a) ⊂ {a}, autrement dit, en vertu de la
remarque 3 (page 5), (IdS)βµ(a) ⊂ IdSβ(a), d’ou`
(IdS)βµ ⊂ IdSβ .
Ve´rifions a` pre´sent la seconde condition. Soient (S f→T g→U) ∈ Ð→B2 =
Ð→
Ci0
2
, µ ∈M et a = (ai)i∈I ∈ Sβ quelconques. Nous voulons ve´rifier que
(g ○ f)βµ(a) ⊂ (gβµ ⊙ fβµ )(a).
Supposons (g ○ f)βµ(a) ≠ ∅, et soit c = (ci)i∈I ∈ (g ○ f)βµ(a) ⊂ Uβ , un e´le´ment
quelconque de (g ○ f)βµ(a). Posons t0 = τi0(ai0) ∈ Shi0 , t1 = fhi0 (t0) ∈ Thi0 , et
t2 = ghi0 (t1) ∈ Uhi0 . Par de´finition de (g ○ f)βµ(a), on a d’une part
τi0(ci0) = (g ○ f)hi0 (t0) = ghi0 (fhi0 (t0)) = t2,
et d’autre part
∃(ai)i∈I ∈ rb(R)−1(µ),∀i ∈ I,ai ⊳ ai, ci.
Soit donc (ai)i∈I une telle famille de re´alisations. Remarquons d’abord que
ai0 ⊳ ci0 ⇒ t2 = τi0(ci0) ∈Dai0 . Or, t1 ≤hi0 t2, d’ou` 39 t1 ∈ Dai0 . De meˆme,
pour i ≠ i0, soit on a δi croissante, et dans ce cas on a δi(t1) ≤hi δi(t2), or
ci = ai(τi(ci)) = ai(δi(t2)), d’ou` δi(t1) ∈ Dai , soit on a δi de´croissante, et dans
ce cas on a δi(t1) ≤hi δi(t0), or ai = ai(τi(ai)) = ai(δi(t0)), d’ou` encore une
fois δi(t1) ∈ Dai . L’hypothe`se de monotonie de chaque δi permet ainsi de poser
b = (bi)i∈I avec bi0 = ai0(t1) et, pour i ≠ i0, bi = ai(δi(t1)). On a alors
– t1 ∈ Thi0 ⇒ bi0 = ai0(t1) ∈ Tαi0 , et de meˆme, pour i ≠ i0, t1 ∈ Thi0 ⇒
δi(t1) ∈ (∆iT )hi , d’ou` ai(δi(t1)) ∈ (∆iT )αi , autrement dit bi ∈ (∆iT )αi,
de sorte que
b ∈ T β,
– par de´finition d’une re´alisation, τi0(bi0) = τi0(ai0(t1)) = t1 et, pour tout
i ≠ i0,
τi(bi) = τi(ai(δi(t1))) = δi(t1) = δi(τi0(bi0)),
– enfin, par construction meˆme, ai ⊳ ai, bi pour tout i ∈ I,
de sorte que, par de´finition de fβµ (a), on a b ∈ fβµ (a).
Par ailleurs, on a e´galement
– c ∈ Uβ ,
– τi0(ci0) = t2 = (g ○ f)hi0 (t0) = ghi0 (t1) = ghi0 (τi0(bi0)),
– et, pour tout i ∈ I, ai ⊳ bi, ci,
de sorte que c ∈ gβµ(b).
Finalement, on a c ∈ ⋃b∈fβµ (a) gβµ(b) = (gβµ⊙fβµ )(a), d’ou` l’inclusion qu’il s’agissait
de ve´rifier.
◻
39. Conforme´ment a` la remarque 8 (page 13).
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The´ore`me 5 (Stabilite´ sous-fonctorielle). Soit
F = (I,A = (Ai)i∈I ,R, i0, (∆i, δi)i≠i0)
une famille interactive, de composantes les dynamiques sous-fonctorielles ou-
vertes efficientes
Ai = (τi ∶ (αi ∶Ci ⇁ PLiÐ→)↬ hi).
Les donne´es suivantes :
– β = βF , la multi-dynamique sous-fonctorielle associe´e a` F par la proposi-
tion 4,
– k = hi0 , l’horloge du chef d’orchestre Ai0 de F ,
– et ρ ∶ st(β) → st(k), l’application de´finie par
∀S ∈ 9Ci0 ,∀a = (ai)i∈I ∈ Sβ , ρ(a) = τi0(ai0),
de´finissent une dynamique sous-fonctorielle ouverte
[F]p = (ρ ∶ (β ∶Ci0 ⇁ PMÐ→)↬ k).
Preuve. Cela re´sulte imme´diatement
– de la proposition 4,
– du fait que pour tout S ∈ 9Ci0 et tout a ∈ S
β, on a ρ(a) ∈ Sk,
– et du fait que que pour tout (S f→T ) ∈Ð→Ci0 , tout µ ∈M , tout a = (ai)i∈I ∈ Sβ
et tout b ∈ fβµ (a), on a
ρ(fβµ (a)) = τi0(bi0) = fhi0 (τi0(ai0)) = fk(ρ(a)).
◻
3.1.1 Dynamique [F]p primo-engendre´e par F
De´finition 24. La dynamique sous-fonctorielle ouverte [F]p associe´e dans le
the´ore`me 5 a` la famille interactive F est appele´e la dynamique primo-engendre´e
par F .
3.2 Diverses dynamiques engendre´es par une famille in-
teractive
Comme indique´ dans la section § 4.2 de [6],
[...] l’ensembleM des parame`tres de [F]p est en ge´ne´ral ≪ trop gros ≫
en ce sens que bien souvent le choix d’une valeur quelconque dansM
ne sera pas compatible avec le libre fonctionnement de la dynamique
engendre´e et, de ce fait, pourrait sembler peu naturel.
Afin de re´duire l’ensemble parame´trique, nous pouvons faire appel a` une
relation d’e´quivalence ∼ sur M , choisie aussi judicieusement que possible, pour
former, conforme´ment a` la de´finition 3 (page 9), la dynamique sous-fonctorielle
ouverte quotient [F]p/∼. En prenant pour relation ∼ la relation totale sur M ,
nous obtiendrons pour [F]p/∼ une mono-dynamique ≪ ouverte ≫, que nous note-
rons [F]m, dont les transitions ne de´pendent donc d’aucun parame`tre. De`s lors
il s’agit de
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[...] trouver le juste e´quilibre entre l’ouverture excessive de [F]p,
offrant des parame`tres en re´alite´ souvent inutilisables, et la fermeture
comple`te sur elle-meˆme de [F]m, qui n’offre plus aucune prise a`
l’interaction 40 avec d’autres dynamiques. 41
Dans la pre´sente section 3.2, reprenant la construction de la section § 4.2
de [6], nous conside´rons une classe particulie`re de relations d’e´quivalence sur
l’ensemble parame´trique M , de´finies par le choix de ≪ tas parame´triques ≫ au
sein de chaque Li, puis nous redonnons la de´finition, outre la dynamique primo-
engendre´e [F]p et la dynamique mono-engendre´e [F]m de´ja` cite´es, de deux
dynamiques engendre´es de cette fac¸on par la famille interactive F .
3.2.1 Tas parame´triques et e´quivalence sur M
Pour chaque i ∈ I, ayant fixe´ une certaine partie Ni ⊂ Li appele´e le tas
d’indice i, partie intuitivement destine´e a` rassembler les valeurs du parame`tre
de la dynamique Ai dont on conside`re qu’il appartient au libre fonctionnement
de la dynamique engendre´e que de les de´terminer, et ayant ainsi constitue´ une
famille N = (Ni)i∈I de tas parame´triques, on conside`re sur M ⊂ ΠIL la relation
d’e´quivalence ∼N de´finie, pour tout couple ((λi)i∈I , (λ′i)i∈I) ∈M2, par
(λi)i∈I ∼N (λ′i)i∈I
⇔
∀i ∈ I, (λi = λ′i)ou (λi ∈ Ni ∋ λ′i).
La dynamique engendre´e par F au sens des tas parame´triques N est alors 42
[F]N = [F]p/ ∼N .
3.2.2 Dispositions R-compatibles
Pour pre´ciser la manie`re dont les tas parame´triques sont de´finis dans les
constructions des sections suivantes, nous aurons besoin de faire appel a` la
notion de disposition R-compatible qui, dans le contexte mieux adapte´ 43 des
relations multiples indexe´es par 2I = I ⊔ I = I × {0,1} plutoˆt que dans celui de
relations binaires multiples indexe´es par I, ge´ne´ralise aux configurations par-
tielles la notion de R-configuration.
De´finition 25 (Disposition). On appelle disposition entie`re pour A tout e´le´ment
q, indexe´ par 2I, du produit 44 (ΠZ∗) × (ΠL) ≃ ΠE , qui soit de la forme
q = rdE(ς), avec ς ∈ ∣ΩA∣ ⊂ ΠE . Plus ge´ne´ralement, pour toute partie W ⊂ 2I,
on appelle W -disposition pour A toute famille q = (qw)w∈W d’e´le´ments pris —
selon que w est, dans 2I, respectivement de la forme (i,0) ou (i,1) — dans les
ensembles constituant respectivement la famille Z∗ ou ceux de la famille L, telle
40. Du moins si on se limites aux interactions normales, voir plus la haut la section § 2.2.7.
41. Extrait de la remarque 12 dans [7].
42. Voir la section § 1.1.4.
43. Comme rappele´ en section § 0.1.10, le ≪ transtypage ≫ de BMI a` R2I est re´alise´ par
l’application rd qui, en particulier, transforme canoniquement toute relation binaire multiple
R ∈ BM(Z∗,L) indexe´e sur I en une relation multiple rd(R) d’index 2I = I ⊔ I.
44. Sur l’ordre des facteurs, voir la remarque 30.
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qu’il existe une disposition entie`re rdE(ς) dont la restriction a` W soit e´gale a`(qw)w∈W :
∃ς ∈ ∣ΩA∣,∀w ∈W,qw = rdE(ς)w.
On appelle enfin disposition pour A touteW -disposition pour un certainW ⊂ 2I.
Intuitivement, une disposition n’est rien d’autre, a` ordre des facteurs pre`s,
qu’une configuration partielle, autrement dit une famille constitue´e de re´alisations
non vides et de valeurs parame´triques cohe´rentes pour A.
Pour tout W ⊂ 2I, nous noterons ΠW [A] l’ensemble des W -dispositions
pour A. L’ensemble des dispositions pour A s’e´crit ainsi ⋃W⊂2I ΠW [A], et on a
e´galement Π2I[A] ≃ ΠE , ΠI×{0}[A] ≃ ΠZ∗ et ΠI×{1}[A] ≃ ΠL.
De´finition 26 (Dispositions R-compatibles). Soit W ⊂ 2I. Une W -disposition
q = (qw)w∈W est dite R-compatible (ou compatible avec R) si elle est la restriction
a` W d’une disposition entie`re rdE(ς) ∈ ∣rd(R)∣ = rd(∣R∣). Autrement dit, q est
R-compatible si
∃ς ∈ ∣R∣,∀w ∈W,qw = rdE(ς)w.
Nous e´crirons
q ≀R
pour exprimer que q est une disposition R-compatible.
Par exemple, on a (Lk ∋ λk ≀R)⇔ (∃µ ∈M = Im(rb(R)), λk = µk).
Par ailleurs, e´tant donne´s X ⊂ 2I, Y ⊂ 2I et deux familles q = (qx)x∈X ∈ ΠXE
et r = (ry)y∈Y ∈ ΠY E compatibles entre elles au sens ou` pour tout w ∈ X ∩ Y
on a qw = rw — ce qui est le cas notamment si X ∩ Y = ∅ — nous noterons
q ∨ r la famille q ∨ r = s = (sw)w∈X∪Y telle que, pour tout w ∈ X ∪ Y , on a
w ∈ X ⇒ sw = qw et w ∈ Y ⇒ sw = rw. Plus ge´ne´ralement, on de´finit l’ope´ration
∨ pour les familles de dispositions deux a` deux compatibles et, sous re´serve de
compatibilite´, ∨ est associative, commutative, et admet la disposition vide pour
e´le´ment neutre. Nous utiliserons en particulier cette notation avec des familles
de la forme (aj)j∈J⊂I ∈ ΠJ(Z∗),
ou de la forme (λk)k∈K⊂I ∈ ΠK(L).
Par exemple, e´crire que l’on a λ = (λi)i∈I ∈ M , ce qui revient a` e´crire λ ≀ R,
e´quivaut encore a`
∃a ∈ ΠI(Z∗), λ ∨ a ∈ rd(∣R∣).
3.2.3 Dynamique [F]f fonctionnellement engendre´e par F
Pour tout k ∈ I, on de´finit le tas fonctionnel N fk ⊂ Lk de la fac¸on suivante :
un e´le´ment lk ∈ Lk ve´rifie lk ∈ N fk si et seulement si lk est R-compatible
45 et si
on a
∀a ∈ Πi≠kS
∗
Ai
,∀λk ∈ Lk,( (a ∨ lk) ≀R(a ∨ λk) ≀R }⇒ lk = λk) .
45. Logiquement, la condition ≪ lk est R-compatible ≫ ne change rien, puisqu’au bout du
compte la relation d’e´quivalence de´finie par les tas le sera sur l’ensemble M = Im(rb(R)),
mais c’est sans doute plus clair de se limiter aux lk effectivement concerne´s.
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Intuitivement, on place dans le tas N fk les parame`tres de la dynamique ou-
verte Ak dont la valeur est de´termine´e via l’interaction R par les re´alisations
des autres dynamiques en jeu.
La famille N f = (N fk)k∈I des tas parame´triques fonctionnels e´tant ainsi
de´finie, on applique le proce´de´ de´crit dans la section 3.2.1, obtenant ainsi une re-
lation d’e´quivalence ∼f surM , et on appelle dynamique ouverte sous-fonctorielle
fonctionnellement engendre´e par la famille interactive F , et l’on note [F]f , la
dynamique sous-fonctorielle ouverte
[F]f = [F]p/ ∼f ,
d’ensemble de parame`tres M/ ∼f .
3.2.4 Dynamique [F]s souplement engendre´e par F
Remarque 31. La de´finition donne´e ci-apre`s de la dynamique que nous diront
souplement engendre´e par une famille interactive nous a e´te´ sugge´re´ par l’exa-
men de ce qui devrait eˆtre conside´re´ comme libre parame`tre ou non dans le
cas d’un ressort soumis a` diffe´rents jeux de contraintes tels que la connaissance
du comportement du ressort permette de savoir a` quel jeu de contrainte il est
soumis. Nous laissons ici au lecteur une telle e´tude en exercice.
Pour tout k ∈ I, on de´finit le tas fonctionnel N sk ⊂ Lk comme l’ensemble des
e´le´ments bloque´s de Lk, un e´le´ment de Lk e´tant dit bloque´ (pour l’interaction
R) s’il n’est pas libre, tandis qu’un e´le´ment λk ∈ Lk est dit libre ou souple s’il
est R-compatible 46 et si quel que soit ak ∈ S∗Ak , quel que soit µ ∈ Πj≠kLj et quel
que soit b ∈ Πj≠kS∗Aj on a l’implication
(λk ∨ ak ∨ µ) ≀R(µ ∨ b) ≀R }⇒ (λk ∨ µ ∨ ak ∨ b) ≀R.
La famille N s = (N sk)k∈I constitue´e des tas de parame`tres bloque´s e´tant
ainsi de´finie, on applique le proce´de´ de´crit dans la section 3.2.1, obtenant ainsi
une relation d’e´quivalence ∼s sur M , et on appelle dynamique ouverte sous-
fonctorielle souplement engendre´e par la famille interactive F , et l’on note [F]s,
la dynamique sous-fonctorielle ouverte
[F]s = [F]p/ ∼s,
d’ensemble de parame`tres M/ ∼s.
Intuitivement, sont mis dans les tas de parame`tres bloque´s ceux dont le choix
par un agent exte´rieur a` la famille interactive conside´re´e pourrait eˆtre en retour
remis en cause par ce que nous pourrions appeler le libre fonctionnement de
cette famille, repre´sente´ ici par ak, µ ∈ Πj≠kLj et b.
3.2.5 Dynamique [F]m mono-engendre´e par F
Prenant pour relation d’e´quivalence sur M la relation d’e´quivalence maxi-
male ∼m, de sorte que M/ ∼m est re´duit a` un point, on obtient comme annonce´
46. La remarque de la note 45 ci-dessus s’applique encore ici, et s’appliquerait aussi bien
aux e´le´ments bloque´s.
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pre´ce´demment la mono-dynamique sous-fonctorielle engendre´e par la famille in-
teractive F , encore appele´e dynamique sous-fonctorielle mono-engendre´e par
F : [F]m = [F]p/ ∼m .
Bien entendu, cette mono-dynamique scande´e peut toujours eˆtre vue comme une
dynamique ouverte, l’ensemble des valeurs prises par le parame`tre se re´duisant
a` un singleton. Cette construction revient a` prendre pour tas parame´triques
d’indice k l’ensemble Lk lui-meˆme ou, de fac¸on e´quivalente
47, l’ensemble des
valeurs de Lk qui sont R-compatibles.
3.3 Exemples d’engendrement dynamique
Souhaitant conserver a` cet article une taille raisonnable, nous ne donnerons
ici que deux exemples, meˆme s’il est clair que de nombreux autres exemples de-
vraient eˆtre de´veloppe´s pour e´clairer ne serait-ce que les principes fondamentaux
de la the´orie du dynamisme sous-fonctoriel.
3.3.1 Exemple de la famille interactive canoniquement associe´e a`
une dynamique ouverte
Exemple 11. A` toute dynamique sous-fonctorielle ouverte efficiente
A = (τ ∶ (α ∶C ⇁ P LÐ→)↬ h)
nous associons la famille interactive F = [A] de´finie par
[A] = (I = {0},A = (A),R = ΩA, i0 = 0, (∆i, δi) = ∅).
On ve´rifie sans peine que la dynamique primo-engendre´e [F]p = [[A]]p = B est
de la forme
B = (τ ∶ (β ∶C⇁ PMÐ→)↬ h)
avec
– M = {µ ∈ L,S∗(A,µ) ≠ ∅} ⊂ L,
– pour tout S ∈ 9C, Sβ = Sα,
– pour toute areˆte (e ∶ S → T ) ∈ Ð→C, tout e´tat a ∈ Sα et tout parame`tre
µ ∈M ,
eβµ(a) = {b ∈ Tα, (τ(b) = eh(τ(a))) et (∃a ∈ S∗(A,µ),a▷ a, b)}.
De plus, on a [[A]]p = [[A]]f = [[A]]s, tandis que la dynamique mono-
engendre´e C = [[A]]m s’e´crit
C = (τ ∶ (γ ∶C⇁ P)↬ h)
avec
– pour tout S ∈ 9C, Sγ = Sα,
– pour toute areˆte (e ∶ S → T ) ∈Ð→C et tout e´tat a ∈ Sα
eγ(a) = {b ∈ Tα, (τ(b) = eh(τ(a))) et (∃a ∈ S∗A,a▷ a, b)}.
47. Comme indique´ dans la note 45.
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Remarque 32. Tandis que les re´alisations deA de´pendent des possibilite´s donne´es
par ses transitions, les transitions de la dynamique [[A]]p de´pendent des re´a-
lisations de A. L’application A ↦ [[A]]p met ainsi en e´vidence la dialectique
entre les ≪ possibilite´s de principe ≫ qu’indiquent les transitions et les ≪ possi-
bilite´s effectives ≫qu’expriment les re´alisations, dialectique qui a fait l’objet de
notre expose´ filme´ [5]. Bien entendu, il y a une large classe de dynamiques, que
nous dirons re´gulie`res, pour lesquelles A = [[A]]p. Nous donnons ci-apre`s deux
exemples pour lesquels ce n’est pas le cas.
Exemple 12 (Une dynamique de´terministe sur R+ non re´gulie`re). Prenons
A = (τ ∶ (α ∶C→ Sets)↬ h)
avec
– C = (R+,+), le mono¨ıde des re´els positifs dont l’unique objet sera note´ ●,
– pour ensemble d’e´tats st(α) = ●α =R ⊔ (R+ × {1}),
– pour horloge : ●h =R, avec ∀d ∈R+,∀r ∈R, dh(r) = r + d,
– pour scansion : ∀r ∈R, τ(r) = r et ∀r ∈R+, τ(r,1) = r,
– pour transitions dα associe´e a` d ∈ R+ : ∀r ∈ R, dα(r) = r + d et ∀r ∈
R+, τ(r,1) = (r + d,1).
A est une dynamique de´terministe, donc fonctorielle. Cependant, l’horloge
choisie interdit l’existence de re´alisations passant par un e´tat quelconque pris
dans R+×{1}, de sorte que pour [[A]]p ces e´tats sont hors-jeu, et la dynamique[[A]]p, quasi-de´terministe mais non de´terministe, n’est donc pas fonctorielle, et[[A]]p ≠ A. Par contre, [[A]]p = (τ ∶ β ↬ h) ve´rifie encore eβ ⊙ dβ = (d + e)β.
L’exemple suivant montre que cette relation elle-meˆme n’est plus ne´cessairement
satisfaite, meˆme avec une dynamique A de´terministe.
Exemple 13 (Autre exemple de dynamique de´terministe non re´gulie`re). Soit
A = (τ ∶ (α ∶C→ Sets) ↬ h)
l’unique mono-dynamique ouverte de´terministe telle que
– C est la cate´gorie a` quatre objets 9C = {S,U,V,T } et dix fle`ches Ð→C =
{IdS,Ð→SU,Ð→SV ,ÐÐ→SUT ,ÐÐ→SV T , IdU ,Ð→UT , IdV ,Ð→V T , IdT } ou`, mises a` part les iden-
tite´s, la premie`re lettre du nom d’une fle`che de´signe son domaine et la
dernie`re lettre son codomaine (par exemple, les fle`ches de domaine S sont
IdS ,
Ð→
SU ,
Ð→
SV ,
ÐÐ→
SUT et
ÐÐ→
SV T , celles de codomaine T sont
ÐÐ→
SUT ,
ÐÐ→
SV T ,
Ð→
UT ,
Ð→
V T , IdT , et ainsi de suite) et ou` la composition se fait selon ce que ces
noms sugge`re, par exemple
Ð→
V T ○Ð→SV =ÐÐ→SV T ≠ÐÐ→SUT =Ð→UT ○Ð→SU , etc.
– les ensembles d’e´tats sont Sα = {s, s′}, Uα = {u,u′}, V α = {v}, Tα = {t, t′},
ces sept e´tats e´tant deux a` deux distincts,
– l’horloge h est l’horloge essentielle 48 de C, h = ζC, pour laquelle Sh = {S},
Uh = {U}, etc., et qui ve´rifie notamment ÐÐ→SUTh =ÐÐ→SV Th puisque ces deux
expressions de´signent toutes deux l’unique application {S}→ {T },
– admettant notamment les transitions suivantes, les autres de´coulant de la
nature de´terministe (et en particulier fonctorielle) de cette dynamique :
Ð→
SU
α(s) = u, Ð→SUα(s′) = u′, Ð→UTα(u) = t, Ð→UTα(u′) = t′, Ð→V Tα(v) = t,
et soit (τ ∶ (β ↬ h)) = [[A]]p = [[A]]m la dynamique engendre´e. Alors on ve´rifie
facilement que, s’il y a des re´alisations de A qui passent par s′ et v, et qu’il y
48. Voir l’exemple 1 page 11.
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en a une qui passe par v et t, aucune ne passe par s′ et t, ni d’ailleurs par s′ et
t′, de sorte que l’on a
ÐÐ→
SV T
β(s′) = ∅ ⫋ {t} = (Ð→V T β ⊙Ð→SV β)(s′).
3.3.2 Exemple de la dynamique S = ש = [והי]m = [WHY]m
En utilisant les donne´es de la section § 2.4.3, on peut montrer d’abord 49
que la dynamique T = [והי]p = [WHY]p = (τ ∶ β ↬ hT) primo-engendre´e par la
famille interactive והי=WHY admet
– pour moteur CT =Cה = (R+,+),
– pour horloge hT = hה, de sorte que pour tout t ∈ st(hT) =]0,+∞[ et tout
r ∈R+, on a rhT(t) = t + r,
– pour ensemble parame´trique M l’ensemble des (ω,γ,∗) ∈ C1
⊳
×Lip1 × {∗}
tels qu’il existe un triplet (tω, sγ , tγ) ∈ R3+ avec 0 < tω ≤ sγ ≤ tγ ≤ +∞ et
une fonction λ ∈ C(] −∞, tγ[) qui ve´rifient
- ω = λ∣]−∞,tω[ ∈ C
1
⊳
,
- γ = λ∣]0,tγ[ ∈ Lip
1,
- sγ = sup{s ∈]0, tγ], λ∣]−∞,s[ ∈ C1},
– pour ensemble d’e´tats st([WHY]p) l’ensemble des quadruplets (t, r, f,w)
avec t ∈R∗+, r ∈R, f ∈ C
1(] −∞, t[) et w ∈ C,
– pour scansion (t, r, f,w) ↦ τ(t, r, f,w) = t,
– pour transition de parame`tre (ω,γ,∗) ∈ M associe´e a` d ∈ R+ la fonction(t, r, f,w) ↦ dβ
(ω,γ,∗)
(t, r, f,w) = (t′, r′, f ′,w′) qui — si 0 < t ≤ t + d ≤ tω,
lims→t− f(s) = r, f = ω∣]−∞,t[ et ω (w (qui sont les conditions pour rester
dans le jeu) — est donne´e par
d
β
(ω,γ,∗)
(t, r, f,w) = (t′ = t+d, r′ = ω(t+d) = γ(t+d), f ′ = ω]−∞,t+d[,w′ = w),
ou`, le cas e´che´ant, on prolonge par continuite´ ω en tω et γ en tγ .
On ve´rifie ensuite que [WHY]p = [WHY]f = [WHY]s.
Posant S = ש = [והי]m = [WHY]m = (τ ∶ ϕ ↬ hS) — dynamique dont par
de´finition le moteur, l’horloge, les e´tats et la scansion sont les meˆmes que ceux
de T — on ve´rifie enfin que pour tout e´tat (t, r, f,w) qui est dans le jeu —
c’est-a`-dire tel que lims→t− f(s) = r, f∣[0,t[ ∈ Lip1([0, t[) et f (w — et pour tout
d ≥ 0, l’ensemble dϕ(t, r, f,w) est constitue´ des (t′, r′, f ′,w′) ∈ st(S) qui ve´rifient
– t′ = t + d,
– r′ ∈ [r − d, r + d],
– (f ′)∣]−∞,t[ = f∣]−∞,t[,
– (f ′)∣]0,t+d[ ∈ Lip1,
– lims→t′− f
′(s) = r′
– f ′ (w′ = w.
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