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ABSTRACT 
The conditional chromatic number x(G, P) of a graph G with respect to a 
graphical property P is the minimum number of colors needed to color the nodes 
of G such that each color class induces a subgraph of G with property P. The 
conditional chromatic number with respect to various properties has been studied 
by numerous authors. We investigate x(G, P), w h ere P is the property of having 
no cycle of length j for fixed j 2 3. We find the conditional chromatic number 
with forbidden cycles for graphs of large size and for all graphs with order at 
most six. 
1. INTRODUCTION 
A coloring of a graph is an assignment of colors to its nodes so that no 
two adjacent nodes have the same color. The chromatic number x(G) is 
the minimum k for which G has a coloring with k colors. We consider the 
following generalization of the chromatic number: A P-coloring of a graph 
is an assignment of colors to its nodes so that the subgraph induced by each 
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color class satisfies the property P. The P-conditional chromatic number, 
or briefly P-chromatic number x(G, P) of a graph G is the minimum k for 
which G has a P-coloring with k colors. When P is the property that a 
graph consists entirely of isolated nodes, the P-chromatic number coincides 
with the usual chromatic number. This terminology was introduced by 
F. Harary [12] in 1985. However, the P-chromatic number has been studied 
under various guises. Other terms referring to the conditional chromatic 
number of a graph include the generalized chromatic number [5, 61, the 
subchromatic number [l], and the P conditional partition number [15]. 
When P is the property that a graph contains no subgraph (not nec- 
essarily induced) isomorphic to a graph F, we write X(G, ‘F) for the 
P-chromatic number and refer to a P-coloring as a TF-coloring and the 
P-chromatic number as the TF-chromatic number. A variation of the TF- 
chromatic number has been studied in [17] and [4]. Broere and Mynhardt 
study the general property that a graph contains no induced subgrpah 
isomorphic to a given graph F. Various authors have studied the -F- 
chromatic number for special types of graphs F. For example, when F is a 
path of length k, the -F-chromatic number was studied in [7]; when F is 
Ki,, (or equivalently the graph contains no node of degree 2 m), in [13], 
[14], [2], and [3]; and when F is the complete graph of order k, in [19]. See 
[l] for a survey of these and other results related to conditional chromatic 
numbers. 
Here we investigate x(G, ‘F) w h ere F is the cycle (or j-cycle) Cj on 
j 2 3 nodes. A 1 c osely related conditional chromatic number is X(G, P,), 
where P, is the property that a graph is acyclic. This conditional chromatic 
number was studied in [15], [9], and [8]. The P,-chromatic number is also 
called the point arboricity of the graph. 
In the remainder of the paper a graph G = (V, E) will be simple without 
loops, and we will generally utilize the graphical definitions and notation 
of [ll]. However, we write [VI = n = n(G), IEl = e = e(G). In addition we 
let mG denote m disjoint copies of the graph G; and G + H, the disjoint 
union of the graphs G and H. For X G V, we let N(X) = {u 1 uw E E 
for some 21 E X},N[X] = N(X) U {X}, and H(X) = V - N[X]. When 
X is a single node Z, the preceding definitions correspond respectively to 
the usual definitions of the open neighborhood of x, closed neighborhood 
of x, and nonneighbors of x. If S is a subset of either E or V, then (S) is 
the subgraph of G induced by S. The minimum degree and the maximum 
degree of any node are 6(G) and A(G) respectively. 
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2. PRELIMINARY RESULTS 
We present some elementary results about the +Z’j-chromatic numbers 
and some implications for these numbers that follow from the research of 
other authors. In the following theorem, we summarize some results about 
x(G, -4’j) whose proofs are straightforward. Several of these results follow 
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(d 
xwnr -q = [n/b - 111. 
If H is a subgraph of the graph G, then x(H, +Tj) 5 x(G, +Tj). 
For every graph G, x(G, -Cj) 5 ]n/(j - 1)l. 
If G = G1 + Gz + . . . + G,, then x(G, -Cj) = maxi{x(Gi, -C,)}. 
x(G, Cj) = 1 if and only if G contains no Cj. Consequently, for 
n <j, x(G,+Tj) = 1. 
x(G, -Cj) L x(G, pa) i x(G). 
If p L q, then 
X(%V7~ 1Cj) = 
1 ifjiisoddorj>2p, 
2 if j is even and 4 2 j _< 2p. 
For each j > 3 and k 2 1, can we find graphs with +Zj-chromatic 
number k? Clearly Theorem 2.1(a) implies that the complete graphs with 
k(j - 1) nodes are a family of such graphs. For the usual chromatic num- 
ber the existence of k-chromatic graphs with arbitrarily high girth is well 
known. (See for example [lo].) In [5] B rown and Corneil prove the corre- 
sponding result for P-chromatic numbers when P is a nontrivial hereditary 
property. Since the property of containing no j-cycle is hereditary, it fol- 
lows that for all k 2 1 and j > 3 there are graphs of arbitrarily high girth 
and +Z’j-chromatic number k. 
Hedetniemi [15], Chartrand and Kronk [8], and Chartrand, Kronk, and 
Wall [9] independently studied the conditional chromatic number with re- 
spect to the property P,. Prom Theorem 2.1(f) it follows that an upper 
bound on the point arboricity for a family of graphs is also an upper bound 
for the -Cj-chromatic numbers for the given family and each value of j 2 3. 
In [9] Chartrand, Kronk, and Wall showed that x(G,P,) 5 I[1 + 
WW21. L t a er, in [8], Chartrand and Kronk showed that the upper 
bound can be improved to ][l + A(G)]/21 f or connected nonregular graphs. 
This immediately gives the following upper bounds for the 4’j-chromatic 
numbers. 
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THEOREM 2.2. For all j 2 3 and all graphs G, x(G,Sj) 5 [[l + 
A(G)]/2]. i’f dd’t an a a ion G is connected and nonregular, then x(G, -Cj) 5 
111 + A(G>lPl 
For j-cycles, Theorem 2.2 is tight. However, for planar graphs with 
large maximum degree, this bound is not very strong. For example, the 
graph Ki,, contains no Cj and hence has 4’j-chromatic number 1, but 
the bound from the theorem is [(m + 1)/2]. In fact, for planar graphs the 
bound can be greatly improved. 
In [15] and [9] the authors proved independently that if G is a planar 
graph, x(G,P,) I 3. In [15] it was shown that if in addition G is an 
outerplanar graph, x(G, P,) I 2. From these results, we immediately have 
the following: 
THEOREM 2.3. 
(a) If G is a planar graph, then x(G, TCj) 5 3 for all j > 3. 
(b) If G is an outerplanar grpah, then x(G, -Cj) 5 2 for all j 2 3. 
For each j 2 3, the j-cycle is an outerplanar graph with Xj-chromatic 
number 2. In [15] it was shown that the dual of the Tutte graph has P,- 
chromatic number 3. However, the -Cs-chromatic number of this graph is 
easily shown to be 2. This leads us to ask: For each j 2 3, does there exist 
a planar graph whose Xj-chromatic number is 3? 
3. THE VALUE OF x(G, -Cj) WHEN ]E(G)] IS LARGE 
We investigate the value of x(G, TCj) when the number of edges in G 
is large. We will often make use of two standard results about Hamiltonian 
graphs, which we will now state for the reader’s convenience. In the fol- 
lowing, for conciseness we will always assume that n denotes the number 
of nodes of a graph G. 
THEOREM 3.1 (Ore [18]). In a graph G with n > 3, if for every pair u 
and v of nonadjacent vertices deg u + deg v > n, then G is Hamiltonian. 
THEOREM 3.2 (Ore [IS]). If G is a graph with n > 3 and IE(G)I 2 
(n2 - 3n + 6)/2, then G is Hamiltonian. 
Now we present a series of theorems in which the value of x(G, 4’j) is 
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given when G is missing a small number of edges. First we find the value of 
the conditional chromatic number when G is missing j - 3 or fewer edges. 
THEOREM 3.3. Ife(G) 2 (1) - (j - 3), then x(G, -Cj) = [n/(j - 1)1 
for all j 2 3. 
Proof. From Theorem 2.1(c), it follows that x(G, -Cj) I [n/(j - 1)). 
Suppose by way of contradiction that G is 4’j-colored with fewer than 
[n/(j - 1)1 colors. Then some color class A contains at least j nodes. Let 
B 2 A with IB( = j. Then e(B) 2 j(j - 1)/2 - (j - 3) = (j2 - 3j + 6)/2. 
It follows from Theorem 3.2 that B is Hamiltonian. Therefore A contains 
a j-cycle, a contradiction. ??
Next we want to find the values of x(G, 4J’j) when G is missing j - 2 
edges. On the way to this result, we show that when the complement of 
G contains edges that induce particular types of subgraphs, the values are 
readily found. 
THEOREM 3.4. If G is a graph for which (E(G)) = K1,, for j - 2 2 
m 5 n - 1, then x(G, TCj) = [(n - l)/(j - I)] for all j 2 3. 
Proof. Let v be the node of degree m in the subgraph of (E(E)) in- 
duced by the Kl,,. Let k = x(G,-Cj), and let A be a color class in a 
-Cj-coloring of G with k colors. If w $ A, then A induces a complete 
subgraph of G and hence contains an IAl-cycle. Thus, every color class not 
containing 21 has at most j - 1 elements. If v E A and IAl 2 j + 1, then 
A - {v} induces a complete graph on j nodes and hence contains a j-cycle. 
Thus the color class containing v contains at most j elements. Since there 
are k - 1 color classes with at most j - 1 elements and one color class 
with at most j elements, n 5 (k - l)(j - 1) + j = k(j - 1) + 1. Thus 
k 2 T(n - I)/(j - l>l. 
On the other hand, we can color V as follows: Color v and j - 2 of 
its nonneighbors plus one additional node with color 1. Since the degree 
of w in this color class is at most 1 and the class contains j nodes, clearly 
this class has no j-cycle. Color the remaining n - j nodes so that no color 
class contains more than j - 1 nodes. This gives a X,-coloring of V with 
1 + [(n - j)/(j - l)] = [(n - l)/(j - l)] colors. ??
THEOREM 3.5. If@(E)) = K m 2, where 1 I m 5 [n/21, then x(G, 
473) = [(n - m)/21. 
Proof. Let 1M = E(c), and let A be a color class in a minimum +a- 
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coloring C of G. Since any subgraph induced by five nodes is missing 
at most two edges of M and therefore must contain a triangle, IAl 2 4. 
If IAl = 4, then to be C&free, A must be missing exactly two edges of 
M. Also, if IAl = 3, then A must be missing exactly one edge of M. 
Let a be the number of color classes in C with four nodes; b, the number 
with three nodes; and c, the number with no more than two nodes. Then 
b = m - 2a - r for some nonnegative integer r, and since C is a minimum 
coloring, c = [(n - 4a - 3b)/21. The number of colors in C is a + b + c, 
so that x(G,-Cs) = a + b + [(n - 4a - 3b)/21 = [(n - 2a - b)/2] = 
[[n - 2a - (m - 2a - r)]/21 = [(n - m + r)/21 2 [(n - m)/21. 
Now we produce a +a-coloring for G with r(n - m)/2] colors. Let 
n = 2m + s for s 2 0, and suppose first that m is even. Form m/2 classes 
of four nodes, each class consisting of the endpoints of two edges of M. 
From the remaining nodes, form [s/21 classes with at most two nodes. 
This gives a coloring with m/2 + [s/2] = [(s + m)/2] = r(n - m/2)1 
colors. 
Now suppose m is odd. From (m - 1)/2 classes of four nodes from the 
endpoints of edges of M, form [(s - 1)/21 classes of two nodes from the 
nodes of (M) , and form one additional class consisting of the endpoints of 
the remaining edge in M and the remaining node of (M), if there is one. 
Then we have used (m-1)/2+1+ [(s-1)/2] = [(m+s)/2] = [(n--m)/21 
colors. ??
The next theorem confirms that missing m independent edges from G 
does not reduce the value of x(G, TCj) when j 2 4. 
THEOREM 3.6. If(E(C)) = K m 2, where 1 I m 5 [n/2], then x(G, 
-q> = [n/(j - l)] for all j > 4. 
Proof Let A be a set of j nodes, and let u E A. Since the missing edges 
are independent, at most one of them is incident to w. Hence deglA) v L 
j - 2 2 j/2 for j > 4. It follows from Theorem 3.1 that A induces a 
Hamiltonian subgraph, i.e., a subgraph with a j-cycle, and hence that no 
color class contains more than j - 1 nodes. Thus x(G, TCj) 2 [n/(j - l)], 
and equality follows from Theorem 2.1(c). ??
However, when G is missing disjoint copies of Ks, the values of the 
+‘j-chromatic numbers may be smaller for j 2 4. 
THEOREM 3.7. If(E(??)) = mK3, where 1 5 m 5 Ln/3J and n = 
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3m + s, then 
X(G’1C4) = { 
m/41 if 05 s <m, 
[(n - m)/31 if s > m. 
Proof. Let A be a color class in a minimum --Cd-coloring C of G. 
Suppose IAl 2 5. Then in the subgraph B induced by any five nodes of 
A, the maximum number of missing edges is 4, and they must occur in 
Ks + Kz. But even in this case, B contains a 4-cycle. Thus IAl 5 4. If 
IAl = 4, then to be Cd-free, A must be missing three edges in a single copy 
of K3. Clearly, if IAl 2 3, A contains no 4-cycle. So x(G, -6’4) 2 [n/41. 
Let a be the number of classes with four nodes, and b the number with 
three or fewer. Since each color class with four nodes must be missing 
the edges of a KS, we have a I m. In addition, since C is minimum, 
b = [(n - 4a)/31, so that x(G, -6’4) = a + b = a + [(n - 4a)/31 = [(n - 
a)/31 >_ [(n - m)/31. So x(G, 4’3) 2 ma {[n/41,l(n - m)l31}. 
Now we produce a minimum X4-coloring. Let n = 3m + s for some 
nonnegative number s, and let S be the set of nodes that are not endpoints 
of an edge in a Ks. If 0 5 s < m, then each of the nodes in S can be 
added to the three nodes in a KS to form a color class of order 4. Form 
1(n - 4s)/41 co or 1 classes of order at most 4 from the remaining n - 4s 
nodes by including all three nodes of one Ka in each class and dividing 
the remaining nodes among these classes. This yields a X4-coloring with 
[n/41 colors. Note [n/41 2 [(n - m)/31 if and only if s I m. 
Now suppose m < s. Then we use each of the m copies of Ks together 
with a node in S to form m color classes of order 4. We partition the 
remaining s - m nodes into as many three-node classes as possible. Thus 
we have m + [(s - m)/31 = [(s + 2m)/3] = [(n - m)/31 color classes. ??
A theorem corresponding to Theorem 3.7 when j = 5 appears to be 
quite complicated. For the proof of our main result in this section, we only 
need to know the value of the +s-chromatic number when G is missing a 
single copy of Ks. 
THEOREM 3.8. If (E(G)) = KS, then x(G, Cs) = [(n - 1)/4]. 
Proof. Let the nodes of the Ks in (E(c)) be u, w, and w. Let k = 
x(G, X5). Suppose A is a color class in a -Cs-coloring with k colors and 
B 2 A with (BI = 5. If B contains no two nodes of {u,~, w}, then B 
induces a complete graph and hence contains a 5-cycle. Suppose u, v E B 
and w @ B. Then B = KS - e, and clearly B contains a 5-cycle. If 
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U, 21, w E B, then it is easy to see that B is not Hamiltonian. Thus every 
color class must contain at most four nodes with the exception of one class, 
which contains five nodes only if it contains all three of the nodes u, v, and 
w. Thus n < 4(k-1)+5, from which it follows that k 2 [(n-1)/4]. Clearly 
V can be colored by assigning one color to u, v, w and two other nodes and 
assigning colors to the remaining n - 5 nodes so that no color class contains 
more than four nodes. This gives a +F;-coloring with 1 + [(n - 5)/4] = 
[(n - 1)/4] colors. ??
For the proof of Theorem 3.10, we also need to find the value of the 
conditional chromatic number when G is missing a copy of P4, the path on 
four nodes, and when G is missing Kl,z + K2. 
THEOREM 3.9. If (E(c)) = P4 or (_/3(-G’)) = Kl,z + K2, then x(G, 
X5) = [n/41. 
Proof. Suppose that V is X’r,-colored, and let B be a subset of order 
5 contained in a color class. Even if all four nodes of the missing P4 or if 
all five nodes of the missing Kl,z + Kz are contained in B, still B will be 
Hamiltonian. Thus each color class can contain at most four nodes, and it 
follows from Theroem 2.1 (c) that x(G, +Z’s) = [n/41. ??
THEOREM 3.10. If 
e(G)= 1 -(j-2), 0 
then x(G, -Cj) = [n/(j - 1)1 for all j 2 3, except when (I?(??)) = KI,~__~ 
or when j = 5 and (E(c)) = KS. In the exceptional cases, x(G, -Cj) = 
[(n - 1)/b - l)l. 
Proof If j = 3, then G is missing one edge, (E(c)) = K~J, and the 
result follows from Theorem 3.5. if j = 4, then G is missing two edges; 
so (E(G)) is either Kl,z or 2K2, and the result follows from Theorems 
3.4 and 3.5. If j = 5, the graph is missing three edges and (E(c)) E 
{KS, KI,~, 3K2, Pa, K~J + Kz}. The result follows from Theorems 3.8, 3.4, 
3.6, and 3.9. 
So we may assume j 2 6. If (E(E)) = Kl,j._z, the result follows from 
Theorem 3.4. Thus we assume that (E(E)) # Kl,j_2. Let V be -Cj- 
colored, and let A be a color class. Let B C A with ) BI = j. We will 
show that for every pair of nonadjacent nodes u and v in B, either u and 
v belong to a Hamiltonian cycle of B or deg, ‘u. + degB v 2 j. It will then 
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follow from Theorem 3.1 that B is Hamiltonian and hence that A contains 
a j-cycle, a contradiction. From this it follows that no color class may 
contain more than j - 1 nodes and hence x(G, -Cj) 2 [n/(j - 1)1, with 
equality following from Theorem 2.1 (c) 
First we suppose that at most j - 3 of the missing edges are incident 
to at least one of u and w. Assume deg, 2~ = j - 1 - s for some s > 0, 
that is, [H(u) f~ BI = s. There are at most j - 3 edges missing at u and w, 
of which s, counting the edge uv, are missing at u. So there are at most 
j-3-(s-l) d e ges missing at 21. Thus degs 21 > j - 1 - (j - s - 2) = s + 1. 
Now degB u + degB w 2 j. 
This leaves the case where all j - 2 missing edges are incident to at least 
one of u and ‘u. Let H = H(u, w)nB. Since uw is a missing edge, IHI 5 j-3. 
Suppose 1 HI = j - 3 2 3. Then there is exactly one node x in B-H - {u, w} 
and each node of H is nonadjacent to exactly one of u or w and adjacent 
to the other. Moreover, since we assumed (E(E)) # Kr,j-2, there is at 
least one node y E H incident to u and at least one z E H incident to 
w. Then the path z, w, x, u, y together with a Hamiltonian (y, .z) path in 
the complete graph B - {u,u,x} is a Hamiltonian cycle in B. Suppose 
IHI = j - 4 12. Then there are two nodes x and y in B - H - {u, w}, and 
since [H(u) n H(w)1 = 1, there is a z E H adjacent to one of 21 or w, say 
u. Now the path z, ‘11, x, 21, y together with a Hamiltonian (y, z) path in the 
complete graph B - {u, w, x} forms a Hamiltonian cycle in B. Finally, if 
IHI 5 j-5, then there are at least three nodes X, y, z in B-H-{u, w}. Then 
x, u, y, w, z together with a (z, x) path in the complete graph B - {u, w, y} 
is a Hamiltonian cycle in B. ??
Combining Theorems 3.3 and 3.10, we get our main result. 
THEOREM 3.11. If 
e(G) > E - (j - 2), 
0 
then x(G, --Cj) = [n/(j - I)1 f or allj 2 3, except when (E(??)) = Kl,j-2 
or when j = 5 and (E(G)) = Ks. In the exceptional cases, x(G, -Cj) = 
r(n - 1)/b - 1)l. 
4. THE VALUE OF x(G, -Cj) FOR GRAPHS OF SMALL ORDER 
Now we use the results in the previous section to calculate the condi- 
tional chromatic numbers for graphs of order at most 6. 
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From Theorem 2.1(e) and our assumption that j 2 3, it follows that 
x(G, Xj) = 1 for all graphs G of order 1 or 2 and for all j 2 3. 
Clearly, a graph G of order 3 contains a cycle if and only if G = Ks. 
Thus if G is a three-node graph, x(G, Cj) = 1 for all j > 3 with the single 
exception that x(Ks, Cs) = 2. 
Now we consider the conditional chromatic numbers for graphs of or- 
der 4. It follows from Theorem 2.1(e) that for every four-node graph 
G, x(G, S’j) = 1 for all j > 5. We give the values when j = 3 and 
j = 4 in the next two theorems. 
THEOREM 4.1. If G is a graph of order 4, then 
x(G, 7C3) = 
2 if G = K4 o?- (E(c)) E {K2,K1,2,K1,3}, 
1 otherwise. 
Proof. From Theorem 2.1(a), x(K4,+Ys) = 2, and it follows from 
Theorem 2.1(c) that all values are at most 2. The only other four-node 
graphs that contain Cs are those whose complements are KI,~, Ki,2, and 
Ki,s. These graphs have conditional chromatic number 2, and the rest 
have value 1. W 
THEOREM 4.2. If G is a graph of order 4, then 
x(G, 7C4) = 
2 if G = K4 or(E(??)) E {Kz,2Kz}, 
1 otherwise. 
The proof is similar to that of Theorem 4.1. 
Now we consider graphs with order 5. From Theorem 2.1(e) it follows 
that x(G,-Cj) = 1 f or all j 2 6. Thus we only need to find the values of 
the -Cj-chromatic numbers for j E {3,4,5}. These are given in the next 
three theorems. 
THEOREM 4.3. If G is a graph of order 5, then 
3 if e(G) = 10, i.e. G = KS, 
2 if 7 <e(G) < 9, 
x(G, 7C3) = I 2 if 3 5 e(G) 56 and C3 C G, 1 if 3 < e(G) 5 6 and C3 g G, 1 if e(G) 5 2. 
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Proof. Theorem 2.1(a) implies x(Ks,Cs) = 3, and Theorem 3.11 
implies ~(KF, - e, X’s) = 2. Thus from Theorem 2.1(b) it follows that the 
rest of the values are 2 or 1, depending on whether the graph does or does 
not contain Cs. It follows from the classic theorem of Turan [20] that for 
any graph G on n nodes, if e(G) > n2/4, then G contains K3. Thus if 
G has five nodes and 7 5 e(G) 5 9, then x(G, +s) = 2. For each value 
k, 3 < k 5 6, there is a five-node graph of size k that contains Cs and one 
that does not. ??
THEOREM 4.4. If G is a graph of order 5, then 
2 if 7<e(G) 5 10, 
x(G, -74) = 
2 if 4 I e(G) 1.6 and Ca C_ G, 
1 if 4 2 e(G) I 6 and C4 $Z G, 
1 if e(G) 53. 
Proof. Since x( KF,, +Z’4) = 2, the value for every five-node graph G 
is 2 or 1, depending on whether G does or does not contain Cd. Theorem 
3.11 implies that if e(G) 2 8, then x(G, -Cd) = 2. However, it is not hard 
to verify that every five-node graph G with seven edges contains a 4-cycle. 
(See for example the list on p. 217 of [ll].) For every k, 4 L k I 6, there is 
a graph on five nodes with k edges that has value 2 and another that has 
value 1. ??
THEOREM 4.5. If G is a graph of order 5, then 
2 if 7 5 e(G) < 10 and (E(??)) # KS, 
x(G,~c5) = 
1 if (E@)) = KS, 
2 if GE {C5,&+e}, 
The proof is straightforward, using Theorem 3.11 to get the exact lower 
bound on size for graphs with value 2. 
Now we calculate the values when n = 6. Of course, if j 2 7, then 
x(G, -Cj) = 1 for all graphs G on six nodes. So we only need calculate the 
values for 3 < j 5 6. We give these values in the following four theorems. 
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THEOREM 4.6. If G is a graph of order 6, then 
3 if G = K6 OT (E(c)) = Kl,,, 2 < m 5 5, 
2 if 10 I e(G) I 14 and G # KI,~, 2 I m 55, 
x(G, 7C3) = I 2 if 3 5 e(G) 59 and G > C3, 
1 if 3 5 e(G) I9 and G 2 C’s, 
1 if e(G) 5 2. 
Proof. Since x( Kc, -&‘a) = 3, we know that x(G, +a) < 3 for all six- 
node graphs G. From Theorem 3.11, it follows that x(Ks - e, X3) = 3. 
When e(G) I 13, either (I@)) = K l,m for some m, 2 I m < 5, or G 
is a subset of the graph whose complement is 2Kz. From Theorem 3.4, 
the graphs of the first type have x(G, -&‘a) = 3; from Theorems 3.5 and 
2.1(b), those of the second type have x(G,Cs) 5 2. Turan’s theorem 
implies that every graph on six nodes with size 10 contains a triangle. 
Thus those graphs of the second type with at least ten edges have value 
exactly 2. The six-node graph whose complement is 2Ka has size 9 and no 
K3. ??
THEOREM 4.7. If G is a graph of order 6, then 
2 if 8 I e(G) 515, 
x(G, -74) 2 if 4 5 e(G) 5 7 and G > Cd, = 
1 if 4 5 e(G) 5 7 and G 2 C4, 
1 if e(G) 53. 
Proof We have x(K6, -Cd) = 2, so that for every six-node graph 
G, x(G, -Cd) 5 2. Neither Turan’s theorem nor Theorem 3.11 gives the 
exact lower bound on size for graphs with value 2. However, examination 
of the graphs of order 6 and size 8 in [ll] reveals that each of them has 
a 4-cycle. The graph constructed by identifying one node in each of two 
triangles and an edge is a graph with seven edges and no 4-cycle. ??
THEOREM 4.8. If G is a graph of order 6, then 
2 if 10 < e(G) 5 15, 
x(G, 7C5) 2 if 5 2 e(G) 59 and G 2 C’s, = 
1 if 5 5 e(G) 5 9 and G 2 C5, 
1 if e(G) 54. 
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Proof. We calculate x(Ks, -G’s) = 2, so that the values are 2 or 1 
depending on whether G does or does not contain Cs. From Theorem 
3.11, we can only conclude that if G has 12 edges, then x(G,Cs) = 2. 
However, examining the graphs on six nodes with ten edges, we find that 
each contains Cs. The graph on six nodes whose complement is 2Ks has 
nine edges and no 5-cycle. ??
THEOREM 4.9. If G is a graph of order 6, then 
2 if 11 < e(G) 5 15 and (E(c)) # K1,4, 
1 if (WC)) = K1,4, 
x(G,yC6) = 2 if 6 I e(G) I10 and G 2 c(j, 
1 if 6 I e(G) I 10 and G z c6, 
1 if e(G) 5 5. 
The proof is straightforward, using Theorem 3.11 to find the lower 
bound on the size of graphs with value 2. 
Calculation of the conditional chromatic numbers for graphs of order 7 
should be straightforward. However, one expects that this calculation will 
rapidly become more difficult as the order of the graph grows. 
There are many open questions related to these numbers. In calculat- 
ing the -Cj-chromatic numbers for graphs of small order, we notice that 
Theorem 3.11 is tight for some j but not for others. Can we characterize 
those j for which the bound is tight? Along these lines, can Theorem 3.11 
be improved for certain values of j and n? 
Clearly, the +&+I-chromatic number is 1 for all bipartite graphs, and 
the +Z’sk-chromatic number is either 2 or 1, depending on whether the 
graph does or does not contain Czk. Are there other interesting classes of 
graphs for which the conditional chromatic numbers are easy to find? 
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