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A Framework of Rapid Regional Tsunami Damage
Recognition from Post-event TerraSAR-X Imagery
Using Deep Neural Networks
Yanbing Bai, Chang Gao, Sameer Singh, Magaly Koch, Member, IEEE, Bruno Adriano, Erick Mas,
and Shunichi Koshimura, Member, IEEE
Abstract—Near real time building damage mapping is an
indispensable prerequisite for governments to make decisions for
disaster relief. With high resolution synthetic aperture radar sys-
tems such as TerraSAR-X, the provision of such products in a fast
and effective way becomes possible. In this paper, a deep learning
based framework for rapid regional tsunami damage recognition
using post-event SAR imagery is proposed. For performing such
rapid damage mapping, a series of tile based image split analysis
are employed to generate the dataset. Next, a selection algorithm
with SqueezeNet network is developed to swiftly distinguish
between built-up and non-built-up regions. Finally, a recognition
algorithm with modified Wide Residual Network is developed to
classify the built-up regions into wash away, collapsed and slightly
damaged regions. Experiments performed on the T rraSAR-X
data from the 2011 Tohoku earthquake and tsunami in Japan
show a built-up region extraction accuracy of 80.4% and damage
level recognition accuracy of 74.8% respectively. Our framework
takes around 2 hours to train on a new region, and only several
minutes for prediction.
Index Terms—Framework, Rapid, Regional tsunami Damage
Recognition, Deep Neural Networks, Post-event TerraSAR-X
Imagery
I. INTRODUCTION
NATURAL disasters, especially mega tsunamis, are rapidand disastrous events that pose great threat to people’s
life and properties[1]. To support government’s decision-
making for post-disaster relief efforts, near real time infor-
mation of the building damage in affected areas is crucial[2].
Satellite remote sensing, especially active sensors such as
the Synthetic Aperture Radar (SAR), is a useful tool for
building damage estimation because of its rapid and large
scale earth observation performance[3]. In earlier studies, a
series of multi-temporal SAR imagery based change detection
techniques were proposed for tsunami damage assessment[4],
[5]. However, the applicability of these methods are greatly
limited when the pre-disaster SAR image is not available.
To generate less pre-event remote sensing data dependent
damage estimation soon after a natural disaster strikes, there is
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an ongoing interest in developing building damage estimation
techniques based on post-event SAR imagery. One approach
is based on identifying physical polarimetric SAR features
[6], [7]. The advantage of this method is that it analyzes
the damage from the essence of remote sensing by exploring
the physical model of microwave scattering. However, the
unavailability of fully polarimetric SAR data in real word
applications makes this method less practical. Another ap-
proach is based on statistical learning method, where a series
of texture features and polarimetric SAR features are employed
to estimate building damage under the framework of machine
learning[8], [9]. This method does achieve high accuracy,
however, it requires manual and time-consuming extraction
and selection of high dimensional features which limits the
applicability of this method to meet the needs of rapid disaster
emergency response. In another method[10], bright curvilinear
features derived from the geometry of man-made structures in
SAR images are employed to detect building damage. These
carefully outlined visual features are found to improve the
accuracy of building damage recognition. This finding inspires
us to explore the value of visual pattern information of SAR
imagery for achieving high-precision damage recognition.
Considering the limitations of traditional methods, it is
beneficial to d velop a framework that not only enhances the
speed and level of automation but also improves the efficiency
of damage recognition. Deep learning has the potential to solve
this problem because of its high ability of automatic feature
learning and visual pattern recognition[11]. In addition, deep
learning techniques have recently demonstrated great potential
in many different SAR imagery recognition tasks[12], [13].
With these inspirations in mind, this research introduces a new
framework of tsunami damage recognition. This framework is
original as it is independent of pre-event SAR and provides
an automatic way to extract built-up area. Most importantly,
this framework introduces a novel deep learning algorithm that
achieves high accuracy and efficiency.
II. DATA AND STUDY AREA
Our study focuses on the Pacific coast of the Tohoku region,
Japan, which was severely damaged by the 2011 Tohoku
earthquake tsunami, as shown in Fig. 1(a).
The TerraSAR-X data used in this study was acquired on
March 12, 2011 (UTC) covering the Pacific coast of the
Miyagi prefecture, Japan. The data was acquired in StripMap
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overlapping testing sets covering all data. Each fold is to be
trained independently. Using subsets of the whole database as
validation sets, cross validation serves as an effective method
to relieve over-fitting problems and provide an insight on
how the trained model will generalize to other independent
datasets. To alleviate the problem of insufficient training
samples and sample imbalance, we adopted data augmentation
techniques[16], [17] of mirroring (upside-down and left-to-
right) and rotating (90, 180, and 270 degrees) images. Such
techniques are able to balance classes with insufficient samples
to the same size as others, as well as increase the whole dataset
by applying data augmentation to all images.
B. Built-up Region Selection
We adopt SqueezeNet[18] as our selection network (Fig.
2(d)) to rapidly extract the built-up regions. Two main reasons
account for our choice: First, it has far fewer parameters
and thus could be trained much faster than other popular
networks, even 50 times fewer parameters than AlexNet[19].
Second, since SAR images generally contain less information
than high-resolution optical images due to spatial resolution
limitations, improving the complexity of deep neural networks
will not significantly improve the prediction result, and may
even worsen it. Table I shows the structure of our SqueezeNet.
TABLE I: Structure of our SqueezeNet.
group size change parameter (w×h×channel×stride)
conv1 642 → 322 3×3×16×2 conv, 3×3×16×1 pool
conv2 322 → 162 two B1(8,16,16), 3×3×32×2 pool
conv3 162 two B(16,32,32)
conv4 162 → 82 two B(24,48,48), 3×3×96×2 pool
conv5 82 two B(32,64,64), dropout 0.5
conv6 82 → 2 1×1×2×1 conv, global average
1 B(a, b, c) denotes a squeeze-expand block as defined in the original
paper[18] with a squeeze channel, b expand channel of 1×1 convolution
and c expand channel of 3×3 convolution.
Our SqueezeNet is characterized by the eight squeeze-
expand blocks and a global average polling layer[20]. These
squeeze-expand blocks greatly reduce parameters in the con-
volution structure. After the eight blocks, instead of using
fully-connected layers, we use a global average polling layer
to combine feature responses from the convolutional layers,
which further reduces the parameters and helps improve pre-
diction accuracy. The output of the global average pooling
layer is a binary number indicating whether the input image
should be dropped before recognition or not.
C. Regional Damage Level Recognition
We adopt a modified version of Wide Residual Network [21]
(WRN) for recognition, as shown in Fig. 2(e). Wide Residual
Network is different from the original Residual Network[22]
(Resnet) in that it has wider convolutional channels and fewer
convolutional layers, yet provides better overall prediction
accuracy. Our model has 9 convolutional layers with 4 times
width of convolution channels compared to Resnet. Moreover,
we introduce extra pixel-level image encoding layers, Pixel1
and Pixel2 in our model. They are fully-connected layers that
directly encodes pixel-wise value from the input image. After
the residual blocks and a global average pooling layer, we
add two additional fully connected layers FC1 and FC2 to
the network. Then we concatenate FC1 with Pixel1, and FC2
with Pixel2. This helps extract pixel-level information. Table
II shows our model (WRN-9-4 with pixel-level encoding).
TABLE II: Structure of our Wide Residual Network
group size change layer blocks
conv1 642 3×3×16×1 conv
res1 642 → 322 B1(2, 32)
res2 322 B(1, 64)
res3 322 → 162 B(2, 128)
res4 162 → 82 B(2, 256)
pool5 82 → 256 Global Average2
fc6 256 + 64→ 64 FC3(64, 256)
fc7 64 + 16→ 3 FC(16, 64)
1 B(a, b) denotes a residual block: a 3× 3× a× b convolutional layer
a1 followed by a 3× 3× 1× b convolutional layer a2; a 1× 1× a× b
convolutional layer b; and an element-wise sum layer of a2 and b. A
batch normalization[23] layer and a rectified linear unit (relu) layer are
set before a1. A batch normalization layer, a relu layer, and a dropout
(ratio = 0.3) layer are set between a1 and a2.
2Global Average denotes a group of batch normalization layer, a relu
layer, and a global average pooling layer.
3 FC(a, b) denotes a fully-connected block: a Pixel layer with a
neurons from the pixel-wise input image is concatenated with a FC layer
with b neurons connected from the previous layer; a batch normalization
layer and a dropout = 0.3 layer is added after them.
The argmax output of the final fully-connected layer repre-
sents the damage level of the corresponding input region.
IV. RESULT AND DISCUSSION
A. Network Structures for Built-up Region Selection
Table III shows comparison of test accuracy among differ-
ent network structures for built-up region selection with ten-
fold cross validation. We use mirroring and rotation to balance
classes with insufficient samples.
TABLE III: Test accuracy of different selection network structures
(our modified SqueezeNet, AlexNet, WRN, and Resnet)
Network Configuration Accuracy
SqueezeNet 8 squeeze-expand blocks 80.4%
WRN-16-4 16 layers, 4 times channels 81.9%
Resnet-50 50 convolutional layers 74.3%
AlexNet 5 convolutional layers 75.1%
We observe that SqueezeNet is a desirable balance between
accuracy and speed, since other methods have similar results
but far more parameters. For the training details, we set
learning rate as 0.01 for the first 50,000 steps, 0.001 for the
next 50,000 steps for SqueezeNet, and similar steps with other
nets depending on their structure. We use a batch size of 32, a
momentum of 0.9 and a weight decay of 0.0005. It generally
takes around one hour to train our SqueezeNet on a GTX
TITAN X GPU under Caffe framework[24]. We use mean
shift, mirroring and rotation for data augmentation. The second
fastest model is AlexNet, which takes 2 to 5 hours depending
on channel sizes. Resnet and WRN take more than 6 hours.
Fig. 3(a)(b) demonstrates the accuracy curve of our model.
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Esri, DeLorme, GEBCO, NOAA NGDC, and other
contributors
Esri, DeLorme, GEBCO, NOAA NGDC, and other
contributors
Washed Away Region
Collapsed Region
Slightly Damaged Regi n
Washed Away Region
Collapsed Region
Slightly Damaged Regi n
Km0 8 Km0 8
(a) (b)
Fig. 5: Comparison of regional damage mapping. (a) Damage map-
ping result generated from the GTD. (b) Damage mapping result
generated from the recognition model.
TABLE VI: Assessment of regional damage mapping.
Result of recognition algorithm with our WRN
Prediction
WAR CR SDR Total P.A.(%)
WAR 1016 168 164 1348 75.4
CR 106 560 94 760 73.7
GTD SDR 339 310 1934 2583 74.9
Total 1461 1038 2192 κ = 0.60
U.A.(%) 69.5 53.9 88.2 Overall = 74.8%
model, it takes less than 2 minute to finish the whole prediction
process if the dataset size is similar to ours. This validates the
speed of our framework for both training and prediction.
V. CONCLUSION
In this paper, we provided a practical and rapid solution
to the problem of tsunami damage mapping at a regional
scale. We introduced a deep learning based framework for
SAR data preprocessing, rapid built-up region extraction, and
automatic building damage mapping. We combined popular
structures of deep neural networks, with special designs to
extract most important features and reduce computational time
requirements. Experiments on the 2011 Tohoku earthquake
and tsunami area validate that our framework is operational
and fast in training and prediction calculations.
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