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CUPS PRODUCTS IN Z2-COHOMOLOGY OF 3D POYHEDRAL
COMPLEXES
ROCIO GONZALEZ-DIAZ, JAVIER LAMAR, AND RONALD UMBLE
Abstract. Let I = (Z3, 26, 6, B) be a 3D digital image, let Q(I) be the associ-
ated cubical complex and let ∂Q(I) be the subcomplex of Q(I) whose maximal
cells are the quadrangles of Q(I) shared by a voxel of B in the foreground – the
object under study – and by a voxel of Z3 rB in the background – the ambi-
ent space. We show how to simplify the combinatorial structure of ∂Q(I) and
obtain a 3D polyhedral complex P (I) homeomorphic to ∂Q(I) but with fewer
cells. We introduce an algorithm that computes cup products on H∗(P (I);Z2)
directly from the combinatorics. The computational method introduced here
can be effectively applied to any polyhedral complex embedded in R3.
1. Introduction
This paper completes the work proposed in our prequel-abstract [9] by provid-
ing additional insights, examples, proofs and a corrected version of formula (2) in
Theorem 4.1. Unless explicitly indicated otherwise, all modules in the discussion
that follows are assumed to have Z2 coefficients.
Roughly speaking, a regular cell complex is a collection of q-dimensional cells
glued together in such a way that non-empty intersections of cells is a cell [13, page
348]. A regular cell complex is a polyhedral complex if its q-cells are q-polytopes [20,
pages 24–25]. In particular, a cubical complex is a polyhedral complex whose q-cells
are q-cubes. In this paper we are especially interested in 3D polyhedral complexes,
which are polyhedral complexes embedded in R3.
The cellular chain complex of a regular cell complex X is the chain complex
(C∗(X), ∂), where C∗(X) is the graded Z2-vector space generated by the cells of
X and ∂ is the cellular boundary; the cellular cochain complex (C∗(X), δ) is its
linear dual. The cellular cohomology H∗(X) is the quotient Ker δ/ Im δ, whose
coset representatives are cocycles supported on the connected components, non-
contractible loops, and surfaces bounding the cavities of X . Moreover, H∗(X)
is a graded commutative algebra whose cup product encodes certain relationships
among the generators and enhances our ability to distinguish between objects. For
example, H∗(S1∨S1∨S2) and H∗(S1×S1) are isomorphic as vector spaces but not
as algebras since cup products of 1-dimensional classes vanish in H∗(S1 ∨ S1 ∨ S2)
but not in H∗(S1 × S1). Indeed, S1 ∨ S1 ∨ S2 and S1 × S1 are not homeomorphic
and have quite different topological properties.
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In this paper, we introduce new formulas for computing cup products directly
from the combinatorics of a 3D polyhedral complex. When X is a regular cell
complex homeomorphic to but with fewer cells than the boundary surface of a 3D
digital image, our formulas improve computational efficiency in certain problems
related to 3D image processing.
To date, the cup product has seen limited application in 3D image processing.
In [10, 11], R. Gonzalez-Diaz and P. Real used their 14-adjacency algorithm and
the standard formulation in [27] to compute cup products on the simplicial complex
associated with a given 3D digital image. At about the same time, T. Kaczynski,
M. Mischaikow and M. Mrozek [15] showed how to compute the homology of a
3D digital image directly from the voxels thought of as a cubical complex. Their
algorithm, which applies techniques from linear algebra, demonstrates that the ho-
mology of a cubical complex is actually computable. R. Gonzalez-Diaz, Jimenez
and B. Medrano [8] introduced a method for computing cup products directly from
a cubical complex associated with a given 3D digital image (no additional subdi-
visions are necessary). More recently, motivated by problems in high-dimensional
data analysis, T. Kaczynski and M. Mrozek [17] gave an algorithm for computing
the cohomology algebra of a cubical complex of arbitrary dimension; they are cur-
rently in the process of implementing their algorithm. In the context of persistent
cohomology, A. Yarmola [34] discussed the computation of cup products in the co-
homology of a finite simplicial complex over a field. For a geometrical interpretation
of cohomology in the context of digital images, we refer the reader to [7].
The cup product arises naturally from a diagonal approximation on a regular cell
complex X , which is a map ∆ : X → X ×X that preserves cellular structure and
is homotopic to the geometric diagonal map ∆G(σ) = σ × σ. In [22], D. Kravatz
constructed a diagonal approximation on a general polygon and used it to compute
cup products on the cohomology of closed compact orientable surfaces thought
of as identification spaces of 2n-gons. Unfortunately Kravatz’s diagonal depends
upon a particular indexing of the vertices and cannot be applied in more general
settings. Consequently, we introduce a generalization of Kravatz’s diagonal, which
is independent of indexing (Theroem 4.1).
A problem that frequently arises in 3D image processing is to encode the bound-
ary surface of a 3D digital image as a set of voxels. The most popular approach
to this problem uses a triangulation. While triangles are combinatorially simple,
and visualization of triangulated surfaces is supported by existing software, the
number of triangles required is often large and the computational analysis is corre-
spondingly slow. It is desirable, therefore, to consider approximations with simpler
combinatorics that can be analyzed more efficiently. Indeed, given any covering of
a 2-dimensional surface with polygons, we show how to iteratively merge adjacent
polygons and reduce the number of polygons in the covering. Having done so, we
apply our generalized diagonal approximation to compute cup products directly
from the combinatorics. Although our strategy for merging adjacent cells is not
new (see [2, 3, 6, 16], for example), the notion that cup products can be computed
using a diagonal approximation that varies from cell-to-cell is novel indeed. For
testing purposes, a Matlab implementation of our method is posted at the URL
below1.
1http://grupo.us.es/cimagroup/imagesequence2cupproduct.zip
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More precisely, let Z3 denote the set of positive integer lattice points in R3 and
consider a 3D digital image I = (Z3, 26, 6, B), where B ⊂ Z3 is the foreground,
Bc = Z3 r B is the background, 26 is the adjacency relation for the foreground
and 6 for the background (see [21]). Represent I as the set of unit cubes (voxels)
centered at the points of B together with all of their faces, and let Q(I) be the
associated cubical complex. Let ∂Q(I) be the subcomplex of Q(I) whose maximal
cells are the quadrangles of Q(I) shared by a voxel of B and a voxel of Z3 r B.
We show how to merge adjacent quadrangles into a polygonal face to produce a
polyhedral complex homeomorphic to ∂Q(I) with fewer cells. Our procedure differs
from existing simplification procedures whose approximating complexes either fail
to be cell complexes (see [15], for example), are simpler triangulations of given
triangulations, or are simplifications of triangulated manifolds. A complete list of
surface simplifications appear in [14].
The paper is organized as follows: Section 2 reviews some standard definitions
from algebraic topology. Section 3 reviews the notions of diagonal approximation
and cup product, defines the diagonal approximation induced from a given diagonal
approximation via a chain contraction, and derives some of its important proper-
ties. Our main result, which appears in Section 4 as Theorem 4.1, gives an explicit
formula for a diagonal approximation on each polygon in a 3D polyhedral complex
X . Since H3(X) ≡ 0, the cup product defined in terms of our combinatorial di-
agonal is sufficient for computing the cohomology algebra H∗(X). In Section 5 we
introduce our reduction algorithm, which reduces a cubical Q(I) to a homeomor-
phic polyhedral complex P (I) with fewer cells. Using the explicit formula given
in Theorem 4.1, we give an algorithm for computing cup products on H∗(P (I))
directly from the given combinatorics and analyze its computational complexity.
Conclusions and some ideas for future work are presented in Section 6.
2. Standard Definitions from Algebraic Topology
Unless explicitly indicated otherwise, all modules in the discussion that follows
are assumed to have Z2 coefficients. Let S = {Sq} be a graded set. A q-chain is a
finite formal sum of elements of Sq (mod 2 addition). The q-chains together with
the operation of vector addition form the vector space Cq(S) of q-chains of S. The
chains of S is the graded vector space C∗(S) = {Cq(S)}, and a chain complex of
S is a pair (C∗(S), ∂), where ∂ = {∂q : Cq(S) → Cq−1(S)} is a square zero linear
map called the boundary operator.
A q-chain a ∈ Cq(S) is a q-cycle if ∂q(a) = 0; it is a q-boundary if there is a (q+1)-
chain a′′ such that ∂q+1(a
′′) = a. Two q-cycles a and a′ are homologous if a+ a′ is
a q-boundary. Let Zq(S) and Bq(S) denote the q-cycles and q-boundaries of S, re-
spectively. Then Bq(S) ⊆ Zq(S) since ∂∂ = 0. The quotient Hq(S) = Zq(S)/Bq(S)
is the qth homology of S and the graded vector space H∗(S) = {Hq(S)} is the ho-
mology of S. An element of Hq(S) is a class [a] := a + Bq(S); the cycle a is a
representative cycle of the class [a]. The dimension of Hq(S) is called the q
th Betti
number and is denoted by bq.
Let (C∗(S), ∂) and (C∗(S
′), ∂′) be chain complexes. A linear map of graded
vector spaces f = {fq : Cq(S) → Cq(S
′)} (also denoted by f : C∗(S) → C∗(S))
is a chain map if fq−1∂q = ∂
′
qfq for all q. Let f, g : C∗ (S) → C∗ (S
′) be chain
maps. A chain homotopy from f to g is a linear map of graded vector spaces
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φ = {φq : Cq(S) → Cq+1(S
′)} (also denoted by φ : C∗(S) → C∗+1(S)) such that
∂′q+1φq + φq−1∂q = fq + gq for all q, or simply ∂
′φ+ φ∂ = f + g.
A chain contraction of (C∗(S), ∂) to (C∗(S
′), ∂′) is a tuple (f, g, φ, (S, ∂), (S′, ∂′))
consisting of chain maps f : C∗(S) → C∗(S
′), g : C∗(S
′) → C∗(S), and a chain
homotopy φ : C∗(S) → C∗+1(S) such that fg = 1C∗(S′) and ∂
′φ + φ∂ = 1C∗(S) +
gf . Note that f and g are chain homotopy equivalences by definition. The idea
of a chain contraction is due to H. Cartan [4], whose “little constructions” are
contractions of the bar construction onto a tensor product of exterior algebras,
polynomial algebras, and truncated polynomial algebras.
Remark 2.1. If (f, g, φ, (S, ∂), (S′, ∂′)) is a chain contraction, the chain homotopy
equivalence g induces and isomorphism H∗(S
′) ≈ H∗(S).
Let n be a positive integer. A topological space X is an n-dimensional regular
cell complex if X can be constructed inductively in the following way (see [26, Page
243]):
• Choose a finite discrete set X(0), called the 0-skeleton of X ; the elements
of X(0) are called 0-cells of X .
• If the (q − 1)-skeleton X(q−1) has already been constructed, construct the
q-skeleton X(q) by attaching finitely many closed q-disks {σqi } to X
(q−1)
via homeomorphisms {fi : ∂σ
q
i → E
q−1
i }, where E
(q−1)
i is a subcomplex of
X(q−1) homeomorphic to the (q − 1)-dimensional sphere. Once attached,
σqi is called a q-cell of X .
• The induction terminates at the nth stage with X = X(n).
A q-cell σ′ of X is a facet of a (q + 1)-cell σ of X if σ′ ⊂ σ. A maximal cell of
X is not a facet of any cell of X . Regular cell complexes have particularly nice
properties, for example, their homology is effectively computable [26, Page 243].
When a regular cell complex X is constructed by attaching polytopes, we refer to
X as a polyhedral complex. In particular, a 3D polyhedral complex is a polyhedral
complex embedded in R3.
Let X and Y be regular cell complexes. A continuous map f : X → Y of regular
cell complexes is cellular if f(X(q)) ⊆ Y (q) for each q. Thus if σ is a q-cell of X , then
f(σ) is a union of cells {eqi} ⊂ Y with qi ≤ q for all i. A cellular map f : X → Y
induces a map f : C∗(X)→ C∗(Y ) in the obvious way.
Let X = {Xq} denote the graded set of cells of a regular cell complex X . The
cellular chains of X , denoted by C∗ (X), is the graded vector space generated by the
elements of X . The cellular chain complex of X is the chain complex (C∗ (X) , ∂) ,
where ∂ is the linear extension of the cellular boundary. The cellular homology of
X , denoted by H∗(X), is the homology of the graded set X .
Definition 2.2. Let X be a regular cell complex and let γ be an r-cell of X
contained in the boundary of exactly two (r+1)-cells µ and µ′ of X . Let X ′ be the
cell complex obtained from X by replacing µ and µ′ with the single cell µ′′ = µ∪µ′
so that X ′ = (X r {γ, µ, µ′}) ∪ {µ′′} and ∂′q : Cq(X
′) → Cq−1(X
′) is the linear
extension of the map defined on generators σ ∈ X ′ by
∂′q (σ) =


∂r+1 (µ+ µ
′) , q = r + 1 and σ = µ′′,
∂r+2(σ) + µ+ µ
′ + µ′′, q = r + 2 and µ or µ′ lies in ∂r+2(σ),
∂q (σ) , otherwise.
Then µ and µ′ have merged into µ′′ along γ.
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0− cochain c0 Ac0 = {v1}
1− cochain c1 Ac1 = {e1, e4}
1− coboundary δ(c0) Aδ(c0) = {e3, e4}
1− cocycle x1 Ax1 = {e1, e2}
1− cocycle y1 Ay1 = {e1, e2, e3, e4}
Cohomologous cocycles x1 and y1; since y1 + x1 = δ(c0)
Figure 1. A cubical complex with 9 vertices, 12 edges and 3
squares (in gray).
Proposition 2.3. If regular cell complexes X and X ′ are related as in Definition
2.2, then H∗(X) ≈ H∗(X
′).
Proof. Consider a pair of cellular maps f : X → X ′ and g : X ′ → X with the
properties
• f(γ) = f(µ) = ∂µ r int(γ), f(µ′) = µ′′, and f(σ) = σ, if σ ∈ X and
σ 6= γ, µ, µ′;
• g(µ′′) = µ ∪ µ′ and g(σ) = σ, if σ ∈ X ′ and σ 6= µ′′.
Then f and g induce chain maps f : C∗(X) → C∗(X
′) and g : C∗(X
′) → C∗(X)
such that
• f(γ) = γ + ∂(µ), f(µ) = 0, f(µ′) = µ′′, and f(σ) = σ, if σ ∈ X and
σ 6= γ, µ, µ′;
• g(µ′′) = µ+ µ′ and g(σ) = σ, if σ ∈ X ′ and σ 6= µ′′.
There is a chain contraction (f, g, φ, (X, ∂), (X ′, ∂′)), with φ : C∗(X) → C∗+1(X)
given by φ(γ) = µ and zero otherwise, which is, in fact, a reduction of chain
complexes in the sense of [16]. The conclusion follows by Remark 2.1. 
The dual space of Cq(S) is denoted by C
q(S) and its elements are called q-
cochains. Thus a q-cochain c assigns a scalar value to each generator in Sq =
{σ1, . . . , σnq}. Let A = {σ ∈ Sq | c(σ) = 1}; then c is the characteristic function
IA : Sq → Z2. Let a ∈ Cq(S) be a q-chain. Then a = σi1 + · · ·+σir for some indices
1 ≤ i1 < · · · < ir ≤ nq. The cochain dual to a is the linear map a
∗ : Cq(S) → Z2
such that a∗(σi) = 1 if and only if i ∈ {i1, . . . , ir}. The vector space of cochains
of S is the graded vector space C∗(S) = {Cq(S)}. The coboundary operator is the
linear map δ = {δq : Cq(S)→ Cq+1(S)} defined on a q-cochain c by δq(c) = c∂q+1;
then δδ = 0 and the pair (C∗(S), δ) is the cochain complex dual to (C∗(S), ∂). A
q-cochain c is a q-cocycle if δq(c) = 0. A q-cochain b is a q-coboundary if there exists
a (q−1)-cochain c such that b = δq−1(c). Two q-cocycles c and c′ are cohomologous
if c+ c′ is a q-coboundary. The q-cocycles Zq(S) and q-coboundaries Bq(S) satisfy
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Bq(S) ⊆ Zq(S) since δδ = 0 (for concrete examples of cocyles and coboundaries, see
the table in Figure 1). The quotient Hq(S) = Zq(S)/Bq(S) is the qth cohomology
of S and the graded vector space H∗(S) = {Hq(S)} is the cohomology of S. An
element of Hq(S) is a class [c] := c+Bq(S).
Remark 2.4. Since the ground ring Z2 is a field, the homology and cohomology
of a finite graded set S are isomorphic and torsion free (see [27, pages 325, 332–
333]). Furthermore, given a chain contraction (f, g, φ, (S, ∂), (S′, ∂′)), there is a
map ∂−f : C∗ (S
′) → C∗ (S) that sends an element σ ∈ S′ to the cochain ∂σf
defined by
∂σf (µ) =
{
1, if σ is a non-zero summand of f (µ) ;
0, otherwise;
The cochain ∂σf is supported on the subspace generated by all µ ∈ S such that σ
is a summand of f (µ) .
Let S be a graded set, let F ⊆ S, and let 0F denote the zero differential on
C∗(F ). An Algebraic-Topological model (AT-model) for (C∗(S), ∂) is a chain con-
traction of the form (f, g, φ, (S, ∂), (F, 0F )); since 0F ≡ 0, we often drop the symbol
0F and write (f, g, φ, (S, ∂), F ). An AT-model for (C∗(S), ∂) always exists with
computational complexity no worse than O(m3), where m = #S (see [10, 11] for
details). We note that the algorithm presented in [16] for computing homology by
reduction of chain complexes is a precursor of the AT-model.
Proposition 2.5. Let (f, g, φ, (S, ∂), F ) be an AT-model for (C∗(S), ∂).
i. If σ ∈ Fq, then g(σ) represents a class in Hq(S).
ii. The map Fq → Hq(S) given by σ 7→ [g(σ)] extends to an isomorphism
Cq(F ) ≈ Hq (S) .
iii. The map Fq → H
q (S) given by σ 7→ [∂σf ] extends to an isomorphism
∂−f : Cq(F ) ≈ H
q (S) .
Proof. In view of Remark 2.4, the proof is immediate. 
Proposition 2.6. Let (f, g, φ, (S, ∂), (S′, ∂′)) be a chain contraction.
i. If (f ′, g′, φ′, (S, ∂), F ) is an AT-model for (C∗(S), ∂), then (f
′g, fg′, fφ′g,
(S′, ∂′), F ) is an AT-model for (C∗(S
′), ∂′).
ii. If (f ′′, g′′, φ′′, (S′, ∂′), F ′) is an AT-model for (C∗(S
′), ∂′), then (f ′′f, gg′′,
φ+ gφ′′f, (S, ∂), F ′) is an AT-model for (C∗(S), ∂).
Proof. Observe that f ′∂ ≡ 0, ∂g′ ≡ 0, f ′′∂′ ≡ 0 and ∂′g′′ ≡ 0. Hence
i. f ′gfg′ = f ′(∂φ+ φ∂ + 1C∗(S))g
′ = f ′g′ = 1C∗(F ) and
∂fφ′g + fφ′g∂ = f(∂φ′ + φ′∂)g = f(1C∗(S) + g
′f ′)g = 1C∗(S′) + fg
′f ′g.
ii. f ′′fgg′′ = f ′′
(
1C∗(S′)
)
g′′ = f ′′g′′ = 1C∗(F ′) and
∂(φ+ gφ′′f) + (φ+ gφ′′f)∂ = ∂φ+ φ∂ + g(∂φ′′ + φ′′∂)f
= ∂φ+ φ∂ + g(1C∗(S′) + g
′′f ′′)f
= 1C∗(S) + gg
′′f ′′f.

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3. Cup Products and Diagonal Approximations
In this section we review the definitions and related notions we need to compute
the cup product on the cellular cohomology H∗ (X) of a 3D polyhedral complex X .
A graded algebra is a vector space A equipped with an associative multiplication
m : A ⊗ A → A of degree zero and a unit. The cellular cohomology H∗(X)
of a regular cell complex X is a graded commutative algebra with respect to the
cup product defined below in this section. A differential graded algebra (DGA)
is a chain complex (A, d) in which A is a graded algebra and d a derivation of
the product, i.e., dm = m(d ⊗ 1 + 1 ⊗ d) (see [25, page 190]). Let d⊗ denote
the linear extension of d to the n-fold tensor product. A homotopy associative
algebra is identical to a DGA to every respect except that the multiplication m
on A is homotopy associative, i.e., there is a chain homotopy m3 : A
⊗3 → A such
that m(m ⊗ 1) + m(1 ⊗ m) = dm3 + m3d
⊗. Let τ : A ⊗ A → A ⊗ A denote
the twisting isomorphism given by τ(a ⊗ a′) = a′ ⊗ a. The multiplication m is
homotopy commutative if there is a chain homotopy h : A ⊗ A → A such that
m + mτ = dh + hd⊗. Over a field, and Z2 in particular, a graded coalgebra C
is the linear dual of a graded algebra, and comes equipped with a coassociative
coproduct ∆ : C → C ⊗ C of degree zero and a counit. A differential graded
coalgebra (DGC) is the linear dual of a DGA. Thus a DGC is a chain complex
(C, d) in which C is a graded coalgebra and d is a coderivation of the coproduct,
i.e., ∆d = (d⊗1+1⊗ d)∆. A homotopy coassociative (cocommutative) coproduct
is the linear dual of a homotopy associative (commutative) product.
The geometric diagonal on a topological space X is the map ∆G
X
: X → X ×X
defined by ∆G
X
(σ) = σ × σ. If X is a regular cell complex, ∆G
X
is typically not
a cellular map, but nevertheless, the Cellular Approximation Theorem [13, page
349]) guarantees the existence of a cellular map ∆X homotopic to ∆
G
X
. Roughly
speaking, such maps are “diagonal approximations”, the precise definition of which
now follows (for a categorical treatment see [31, page 250]).
Definition 3.1. Let X be a regular cell complex. A diagonal approximation
on X is a cellular map ∆X : X → X ×X with the following properties:
i. ∆X is homotopic to ∆
G
X
.
ii. If σ is a cell of X , then ∆X(σ) ⊆ σ × σ.
iii. ∆X extends to a chain map ∆X : C∗(X)→ C∗(X ×X) ≈ C∗(X)⊗C∗(X),
called the coproduct induced by ∆X .
Item (iii) in Definition 3.1 implies that the cellular boundary map ∂ extends to a
coderivation of ∆X . Thus (C∗(X), ∂,∆X) is a DGC whenever ∆X is coassociative.
Various examples of diagonal approximations appear in [29].
Example 3.2. Let sn = 〈0, 1, . . . , n〉 denote the n-simplex. The Alexander-
Whitney (A-W) diagonal approximation on sn extends to a chain map ∆s : C∗(sn)→
C∗(sn)⊗ C∗(sn) defined on the top-dimensional generator by
∆s(sn) =
n∑
i=0
〈0, . . . , i〉 ⊗ 〈i, . . . , n〉
(see [31, page 250]). The chain map ∆s is a strictly coassociative, homotopy co-
commutative coproduct on C∗(sn). Thus (C∗ (sn) , ∂,∆s) is a DGC for each n.
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The 0-cube I0 is the single point 0, the 1-cube I1 is the unit interval I = [0, 1],
and the n-cube In is the n-fold Cartesian product I× · · · × I with n ≥ 1 factors. A
cell of In is an n-fold Cartesian product u1 × · · · × un ∈ {0, 1, I}
×n
.
Example 3.3. The Serre diagonal approximation on In extends to a chain map
∆I : C∗(I
n)→ C∗(I
n)⊗ C∗(I
n) defined on the top-dimensional generator by
∆I (0) = 0⊗ 0 and ∆I(I
n) = (0⊗ I + I⊗ 1)⊗n
(see [30, page 441]). Let ac⊗ bd denote (a⊗ b)⊗ (c⊗ d); then for example,
∆I
(
I2
)
= (0⊗ I + I⊗ 1)⊗ (0⊗ I + I⊗ 1) = 0 0⊗ I I + 0 I⊗ I 1 + I 0⊗ 1 I + I I⊗ 1 1.
Let 0′ = I and I′ = 1; then for n ≥ 1 we obtain
∆I (I
n) =
∑
u1···un∈{0,I}
⊗n
u1 · · ·un ⊗ u
′
1 · · ·u
′
n.
Again, ∆I extends to a strictly coassociative, homotopy cocommutative coproduct
∆I : C∗(I
n)→ C∗(I
n)⊗ C∗(I
n) and (C∗ (I
n) , ∂,∆I) is a DGC for each n.
Let X be a regular cell complex, let ∆X : X → X × X be a diagonal ap-
proximation, and let (f, g, φ, (X, ∂), F ) be an AT-model for (C∗(X), ∂). Then
C∗(F ) ≈ H∗(X) ≈ H
∗(X) by Remark 2.4 and Proposition 2.5. Given classes
α ∈ Hp (X) and α′ ∈ Hq (X) , there exist unique chains a = (∂−f)
−1
(α) ∈ Cp (F )
and a′ = (∂−f)
−1 (α′) ∈ Cq (F ) such that α = [∂af ] and α
′ = [∂a′f ]. The cup
product of representative cocycles ∂af and ∂a′f is the (p+ q)-cocycle defined on
a′′ ∈ Cp+q (X) by
(∂af ⌣ ∂a′f) (a
′′) = m(∂af ⊗ ∂a′f)∆X(a
′′),
where m denotes multiplication in Z2. The cup product of classes α = [∂af ] ∈
Hp(X) and α′ = [∂a′f ] ∈ H
q(X) is the class
α ⌣ α′ = [∂af ⌣ ∂a′f ] ∈ H
p+q(X)
(see [31, page 251]). In practice, we compute α ⌣ α′ in the following way: {g(σ) :
σ ∈ Fp+q} is a complete set of representative (p+ q)-cycles. For each σ ∈ Fp+q , let
λσ = (∂af ⌣ ∂a′f)g(σ) and let σ
∗ denote the cochain dual to g(σ). Then
(1) α ⌣ α′ =
∑
σ∈Fp+q
λσ [σ
∗] .
The cup product on H∗(X) is a bilinear operation with unit. If ∆X is homotopy
coassociative, (H∗ (X) ,⌣) is a graded algebra; if ∆X is also homotopy cocommu-
tative, the algebra (H∗ (X) ,⌣) is graded commutative. In particular, if X is a
simplicial (cubical) complex, the A-W diagonal ∆s (Serre diagonal ∆I) induces an
associative, graded commutative cup product on H∗(X).
In particular, if X is a regular cell complex embedded in R3 then Hn(X) = 0
for all n > 2 (see [1, chapter 10]). Thus if x, y ∈ H∗(X) are homogeneous elements
of positive degree and x ⌣ y 6= 0, then x, y ∈ H1(X). Furthermore, since the
squaring map H1(X)→ H2(X) coincides with the Bockstein, a non-zero squaring
map implies that Z2 is a direct summand of both H
1(X ;Z) and H2(X ;Z), which is
impossible sinceH2(X ;Z) = H0(S
3
rX,Z) by Alexander duality andH0(S
3
rX,Z)
is torsion free. Therefore all cup-squares vanish in H2(X), and we have proved:
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Theorem 3.4 (Cohomology Structure Theorem). Let X be a regular cell complex
embedded in R3. Then H∗(X) is a direct sum of exterior algebras on 1-dimensional
generators.
Remark 3.5. The argument that cup-squares vanish in H2(X) given above for
regular cell complexes X embedded in R3, is due to E. Wofsey [33].
Let X and X ′ be regular cell complexes, let (f, g, φ, (X, ∂), (X ′, ∂′)) be a chain
contraction, and let (f ′, g′, φ′, (X ′, ∂′), F ′) be an AT-model for C∗(X
′). Given σ′ ∈
F ′p and µ
′ ∈ F ′q, consider α
′ = [∂σ′f
′] and β′ = [∂µ′f
′] in H∗ (X ′) , and recall that
(f ′f, gg′, φ+gφ′f, (X, ∂), F ′) is an AT-model for C∗(X) (Proposition 2.6, part (ii)).
Let α = [∂σ′f
′f ] and β = [∂µf
′f ] in H∗ (X). Since f : C∗(X)→ C∗ (X
′) is a chain
homotopy equivalence, the map f∗ : H∗ (X ′) → H∗ (X) given by f∗ [u] = [u ◦ f ]
is an algebra isomorphism. Thus f∗ (α′) = f∗ [∂σ′f
′] = [∂σ′f
′f ] = α, f∗ (β′) = β,
and α ⌣ β = f∗ (α′) ⌣ f∗ (β′) = f∗ (α′ ⌣ β′). In summary we have proved:
Proposition 3.6. IfX and X ′ are regular cell complexes, and (f, g, φ, (X, ∂), (X ′, ∂′))
is a chain contraction, then for α′, β′ ∈ H∗(X ′) and α = f∗(α′), β = f∗(β′) we
have
f∗ (α′ ⌣ β′) = α ⌣ β.
Definition 3.7. Let X and X ′ be regular cell complexes, let ∆X : C∗(X) →
C∗(X)⊗C∗(X) be the coproduct induced by a diagonal approximation, let (f, g, φ,
(X, ∂), (X ′, ∂′)) be a chain contraction, and let (f ′, g′, φ′, (X ′, ∂′), F ′) be an AT-
model for C∗(X
′). The induced coproduct on C∗(X
′) is the chain map
∆˜X′ := (f ⊗ f) ◦∆X ◦ g : C∗(X
′)→ C∗(X
′)⊗ C∗(X
′).
Proposition 3.8. Let (f, g, φ, (X, ∂), (X ′, ∂′)) be the explicit chain contraction in the
proof of Proposition 2.3. Then the induced coproduct ∆˜X′ defined in Definition 3.7
restricts to a diagonal approximation.
Proof. We first check that ∆˜X′(µ
′′) ⊆ µ′′ × µ′′. Identify the generators σ ∈ X and
σ′ ∈ X ′ with the corresponding cells σ ∈ X and σ′ ∈ X ′, and identify (f ⊗ f) (σ⊗σ)
with (f × f) (σ × σ). Then
∆˜X′ (µ
′′) = [(f × f) ◦∆X ◦ g] (µ
′′) = (f × f) [∆X(µ+ µ
′)]
= (f × f)(∆X(µ) + ∆X(µ
′)).
By assumption, ∆X(σ) ⊆ σ × σ for each cell σ ⊆ X ; since f vanishes on µ we have
(f × f)(∆X(µ) + ∆X(µ
′)) = (f × f)∆X(µ
′) ⊆ µ′′ × µ′′.
Next we show that ∆˜X′ is homotopic to the geometric diagonal map ∆
G
X′
. Choose
a homotopy h : X × I → X × X from ∆G
X
to ∆X ; then at each σ ∈ X we have
h (σ, 0) = ∆G
X
(σ) and h (σ, 1) = ∆X (σ) . Consider the composition
h′ = (f × f) ◦ h ◦ (g × 1) : X ′ × I → X ′ ×X ′.
Then at each σ′ ∈ X ′ we have
h′ (σ′, 0) = [(f × f) ◦ h ◦ (g × 1)] (σ′, 0) = (f × f) [h (g (σ′) , 0)]
= (f × f)∆GX (g (σ
′)) = (f × f) (g (σ′)× g (σ′))
= fg(σ′)× fg(σ′) = σ′ × σ′ = ∆GX′ (σ
′)
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and
h′ (σ′, 1) = [(f × f) ◦ h ◦ (g × 1)] (σ′, 1) = (f × f) [h (g (σ′) , 1)]
= [(f × f) ◦∆X ◦ g] (σ
′) = ∆˜X′ (σ
′) .
It follows that h′ is a homotopy from ∆G
X′
to ∆˜X′ . 
Proposition 3.9. Let X be a regular cell complex, let ∆X : C∗(X)→ C∗(X)⊗C∗(X)
be the coproduct induced by a diagonal approximation, and let ∆˜X′ be the induced
coproduct defined in Definition 3.7.
• If ∆X is homotopy cocommutative, so is ∆˜X′ .
• If ∆X is homotopy coassociative, so is ∆˜X′ .
Proof. We suppress subscripts and write ∆ and ∆˜. Assuming ∆ is homotopy
cocommutative, choose a chain homotopy h : C∗ (X) → C∗ (X) ⊗ C∗ (X) such
that ∂⊗h+ h∂ = τ∆+∆. Then
τ∆˜ + ∆˜ = τ (f ⊗ f)∆g + (f ⊗ f)∆g = (f ⊗ f) (τ∆+∆) g
= (f ⊗ f)
(
∂⊗h+ h∂
)
g = ∂⊗ (f ⊗ f)hg + (f ⊗ f)hg∂
and (f ⊗ f)hg is a chain homotopy from τ∆˜ to ∆˜. Assuming ∆ is homotopy
coassociative, choose a chain homotopy h : C∗(X)→ C∗(X)
⊗3 such that ∂⊗h+h∂ =
(∆⊗ 1)∆+ (1⊗∆)∆. Then f⊗3 [h+ (∆φ⊗ 1+ 1⊗∆φ)∆] g is a chain homotopy
from (∆˜⊗ 1)∆˜ to (1⊗ ∆˜)∆˜ as the following calculation demonstrates:
(∆˜⊗ 1+ 1⊗ ∆˜)∆˜ = [(f ⊗ f)∆g ⊗ 1+ 1⊗ (f ⊗ f)∆g] (f ⊗ f)∆g
= f⊗3 [∆gf ⊗ 1+ 1⊗∆gf ]∆g
= f⊗3 [∆ (1+ ∂φ+ φ∂)⊗ 1+ 1⊗∆(1+ ∂φ+ φ∂)]∆g
= f⊗3 [∆⊗ 1+ 1⊗∆+∆(∂φ+ φ∂)⊗ 1+ 1⊗∆(∂φ+ φ∂)]∆g
= f⊗3[∆⊗ 1+ 1⊗∆+ (∆∂φ⊗ 1+∆φ∂ ⊗ 1) + (1⊗∆∂φ+ 1⊗∆φ∂)]∆g
= f⊗3[∆⊗ 1+ 1⊗∆+ ∂⊗ (∆φ⊗ 1) + ∆φ⊗ ∂ +∆φ∂ ⊗ 1+ ∂⊗ (1⊗∆φ)
+∂ ⊗∆φ+ 1⊗∆φ∂]∆g
= f⊗3[(∆⊗ 1+ 1⊗∆)∆ + ∂⊗ (∆φ⊗ 1)∆ + (∆φ⊗ 1) (∂ ⊗ 1+ 1⊗ ∂)∆
+∂⊗ (1⊗∆φ)∆ + (1⊗∆φ) (∂ ⊗ 1+ 1⊗ ∂)∆]g
= f⊗3[∂⊗h+ h∂ + ∂⊗ (∆φ⊗ 1)∆ + (∆φ ⊗ 1)∆∂ + ∂⊗ (1⊗∆φ)∆
+ (1⊗∆φ)∆∂]g
= ∂⊗[f⊗3 [h+ (∆φ⊗ 1+ 1⊗∆φ)∆g]+[f⊗3 [h+ (∆φ⊗ 1+ 1⊗∆φ)∆g] ∂. 
4. Cup Products on 3D Polyhedral Approximations
Traditionally, one uses the standard formulas in [27, 30] to compute cup products
on a simplicial or cubical complex. Instead, we apply the diagonal approximation
formula given by our next theorem to compute cup products on any 3D polyhedral
complex X . This is the main result in this paper.
Theorem 4.1. Let X be a 3D polyhedral complex. Arbitrarily number the vertices
of X from 1 to n and represent a polygon p of X as an ordered k-tuple of vertices
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p = 〈i1, . . . , ik〉, where i1 = min{i1, . . . , ik}, i1 is adjacent to ik, and ij is adjacent
to ij+1 for 1 < j < k. There is a diagonal approximation on p given by
∆˜p(p) =〈i1〉 ⊗ p+ p⊗ 〈im(k)〉+
m(k)−1∑
j=2
(u2 + e2 + · · ·+ ej−1 + λjej)⊗ ej
+
k−1∑
j=m(k)
[(1 + λj)ej + ej+1 + · · ·+ ek−1 + uk]⊗ ej ,(2)
where im(k) := max {i2, . . . , ik}, λj = 0 if and only if ij < ij+1, {uj = 〈i1, ij〉}2≤j≤k
and {ej = 〈ij , ij+1〉}2≤j≤k−1 .
Proof. Consider the triangulation {tj−1 = 〈i1, ij, ij+1〉}2≤j≤k−1 of p and note that
the A-W diagonal on tj−1 is given by
∆s (tj−1) = λj (〈i1〉 ⊗ tj−1 + tj−1 ⊗ 〈ij〉+ uj+1 ⊗ ej)
+ (1 + λj) (〈i1〉 ⊗ tj−1 + tj−1 ⊗ 〈ij+1〉+ uj ⊗ ej) .(3)
Our strategy is to merge these triangles inductively until p is recovered and the
induced coproduct is obtained. We proceed by induction on j.
When j = 2, set p1 = t1 and note that either i2 < i3, in which case im(3) = i3
and λ2 = 0, or i2 > i3, in which case im(3) = i2 and λ2 = 1. If im(3) = i3, Formula
(2) gives the non-primitive terms [u2 + λ2e2] ⊗ e2. Since λ2 = 0 this expression
reduces to u2 ⊗ e2 = λ2u3 ⊗ e2 + (1 + λ2)u2 ⊗ e2. On the other hand, if im(3) = i2,
Formula (2) gives the non-primitive terms [(1 + λ2) e2 + u3]⊗ e2. Since λ2 = 1 this
expression reduces to u3⊗e2 = λ2u3⊗e2+(1 + λ2) u2⊗e2. In either case, Formula
(2) agrees with the A-W diagonal on p1.
Now assume that for some j ≥ 3, Formula (2) holds on pj−2 = 〈i1, . . . , ij〉 .Merge
pj−2 and tj−1 along uj and obtain pj−1 = 〈i1, . . . , ij+1〉 ; we claim that Formula
(2) also holds on pj−1. In the notation of Definition 2.2, set γ = uj , µ = pj−2,
µ′ = tj−1, and µ
′′ = pj−1. Then
∆˜pj−1 (pj−1) = (f ⊗ f) (∆s + ∆˜pj−2 )g (pj−1) = (f ⊗ f) {∆s (tj−1) + ∆˜pj−2 (pj−2)},
where f and g are the chain maps explicitly given in the proof of Proposition 2.3.
Either ij+1 > im(j), in which case λj = 0 and im(j+1) = ij+1, or im(j) > ij+1, in
which case im(j+1) = im(j). First assume that ij+1 > im(j). Following the proof of
Proposition 2.3, define f (uj) = u2 + e2 + · · · + ej−1, f (pj−2) = 0, and f (tj−1) =
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pj−1. Then Formulas (2) and (3) give
∆˜pj−1(pj−1) = (f ⊗ f) {〈i1〉 ⊗ tj−1 + tj−1 ⊗ 〈ij+1〉+ uj ⊗ ej
+ 〈i1〉 ⊗ pj−2 + pj−2 ⊗
〈
im(j)
〉
+
m(j)−1∑
s=2
(u2 + e2 + · · ·+ λses)⊗ es
+
j−1∑
s=m(j)
[(1 + λs) es + es+1 + · · ·+ ej−1 + uj ]⊗ es}
= 〈i1〉 ⊗ pj−1 + pj−1 ⊗ 〈ij+1〉
+(u2 + e2 + · · ·+ ej−1)⊗ ej +
m(j)−1∑
s=2
(u2 + e2 + · · ·+ λses)⊗ es
+
j−1∑
s=m(j)
[(1 + λs) es + es+1 + · · ·+ ej−1 + (u2 + e2 + · · ·+ ej−1)]⊗ es
= 〈i1〉 ⊗ pj−1 + pj−1 ⊗ 〈ij+1〉+
j∑
s=2
(u2 + e2 + · · ·+ λses)⊗ es,
which verifies Formula (2) in this case. On the other hand, if im(j) > ij+1 define
f (uj) = ej + uj+1, f (pj−2) = pj−1, and f (tj−1) = 0. Then
∆˜pj−1 (pj−1) = (f ⊗ f) {λj (〈i1〉 ⊗ tj−1 + tj−1 ⊗ 〈ij〉+ uj+1 ⊗ ej)
+ (1 + λj) (〈i1〉 ⊗ tj−1 + tj−1 ⊗ 〈ij+1〉+ uj ⊗ ej)
+ 〈i1〉 ⊗ pj−2 + pj−2 ⊗
〈
im(j)
〉
+
m(j)−1∑
s=2
(u2 + e2 + · · ·+ λses)⊗ es
+
j−1∑
s=m(j)
[(1 + λs) es + es+1 + · · ·+ ej−1 + uj]⊗ es}
= 〈i1〉 ⊗ pj−1 + pj−1 ⊗
〈
im(j)
〉
+ λjuj+1 ⊗ ej
+(1 + λj) (ej + uj+1)⊗ ej +
m(j)−1∑
s=2
(u2 + e2 + · · ·+ λses)⊗ es
+
j−1∑
s=m(j)
[(1 + λs) es + es+1 + · · ·+ ej−1 + (ej + uj+1)]⊗ es
= 〈i1〉 ⊗ pj−1 + pj−1 ⊗
〈
im(j)
〉
+
m(j)−1∑
s=2
(u2 + e2 + · · ·+ λses)⊗ es
+
j∑
s=m(j)
[(1 + λs) es + es+1 + · · ·+ ej + uj+1]⊗ es,
which verifies Formula (2) in this case as well and completes the proof. 
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Figure 2. Left: A digital image I = (Z3, 26, 6, B) (see Subsection
5.1); the set CI consists of 8 unit cubes (voxels). Right: The
quadrangles of ∂Q(I).
5. Computing the Z2-cohomology Algebra of Polyhedral
Approximations of 3D Digital Images
Given a 3D digital image I = (Z3, 26, 6, B), we apply the simplification procedure
presented below to obtain a polyhedral complex P (I). Next, we apply Theorem 4.1
and adapt the algorithm for computing cup products given in [10, 11] to compute
cup products in H∗(P (I)).
5.1. 3D Digital Images and Polyhedral Complexes. Consider a 3D digital
image I = (Z3, 26, 6, B), where Z3 is the underlying grid, the foreground B is a
finite set of points in the grid, and the background is Z3 r B. We fix the 26-
adjacency relation for the points of B and the 6-adjacency relation for the points of
Z
3
rB. More concretely, two points (x, y, z) and (x′, y′, z′) of Z3 are 26-adjacent if
1 ≤ (x−x′)2+(y−y′)2+(z−z′)2 ≤ 3; they are 6-adjacent if (x−x′)2+(y−y′)2+
(z − z′)2 = 1. The set of unit cubes with faces parallel to the coordinate planes
centered at the points of B (called the voxels of I) is the continuous analog of I
and is denoted by CI. The cubical complex Q(I) associated to a 3D digital image
I is the set of voxels (cubes) of CI together with all of their faces (quadrangles,
edges and vertices). Observe that (26, 6)-adjacency implies that the topology of
CI reflects the topology of I (i.e., the fundamental groups of CI are naturally
isomorphic to the digital fundamental groups of the digital picture I [21]).
The subcomplex ∂Q(I) consists of all cells of Q(I) that are facets of exactly one
(maximal) cell of Q(I), and their faces. Note that the maximal cells of ∂Q(I) are
all the quadrangles of Q(I) shared by a voxel of B and a voxel of Z3rB (see Figure
2).
We perform a simplification process in ∂Q(I) to produce a 3D polyhedral com-
plex P (I) homeomorphic to ∂Q(I) whose maximal cells are polygons. But first, we
need a definition.
Definition 5.1. A vertex v ∈ ∂Q(I) is critical if any of the following conditions is
satisfied:
i. v is a vertex of some edge e shared by four cubes, exactly two of which lie
in Q(I) and intersect along e (see cubes w1 and w2 in Figure 3).
ii. v is shared by eight cubes, exactly two of which are corner-adjacent and
contained in Q(I) (see cubes s1 and s2 in Figure 3).
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Figure 3. Critical configurations (i), (ii) and (iii) (modulo reflec-
tions and rotations).
p
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p
(a)
(b)
Figure 4. (a) Nv ← {p1, p2, p3, p4}; (b) facets of p ←
{e1, e2, e3, e4, e5, e6, e7, e8}. See Definition 5.1.
iii. v is shared by eight cubes, exactly two of which are corner-adjacent and
not contained in Q(I) (cubes t1 and t2 in Figure 3).
A non-critical vertex of ∂Q(I) lies in a neighborhood of ∂Q(I) homeomorphic
to R2 (see [23]).
Let V be the set of non-critical vertices in ∂Q(I). Algorithm 5.2 presented below
processes the vertices in V to obtain the 3D polyhedral complex P (I). Initially,
P (I) = ∂Q(I). Given a vertex v ∈ V , let Nv denote the set of cells in P (I) that
are incident to v, i.e., v is a vertex of each cell in Nv (v ∈ Nv). We say that v ∈ V
is removable if the number of 2-cells in Nv is greater than 2 and, in this case, the
cells of Nv are replaced with the single 2-cell p, which is the union of the cells in Nv
(see Figure 4). Observe that the combinatorial criticality condition in Definition
5.1 cannot be applied directly on P (I).
Observe that the maximal cells of the resulting 3D polyhedral complex P (I)
are polygons and P (I) has fewer cells than ∂Q(I). We need some terminating
conditions:
• Terminating Condition 1: Terminate when for each removable non-
critical vertex v ∈ P (I), the number of edges in all polygons of Nv is
greater than or equal to some specified minimum m.
• Terminating Condition 2: Terminate when for each removable non-
critical vertex v ∈ P (I), all 2-cells of Nv are coplanar.
The polygons of a polyhedral complex P (I) produced using Terminating Condi-
tion 1 are (not necessarily planar) k-gons with k > m, whereas the polygons of
P (I) produced using Terminating Condition 2 are strictly planar. Example 5.4
demonstrates the differences that can arise from these terminating conditions.
CUPS PRODUCTS IN Z2-COHOMOLOGY OF 3D POYHEDRAL COMPLEXES 15
010.tif 013.tif012.tif011.tif009.tif008.tif
001.tif 002.tif 004.tif003.tif 007.tif006.tif005.tif
014.tif
Figure 5. A micro-CT of a trabecular bone.
Algorithm 5.2. Obtaining the 3D polyhedral complex P (I).
Input: the cubical complex ∂Q(I).
Initially, P (I) := ∂Q(I);
V := list of non-critical vertices of ∂Q(I).
While terminating condition is not satisfied
For v ∈ V :
If v is removable
remove the cells of Nv from P (I);
2-cell p := union of the cells in Nv;
add p to P (I).
End if;
Remove v from V .
End for
End while
Output: The 3D polyhedral complex P (I).
Proposition 5.3. The homologies of ∂Q(I) (the input of Algorithm 5.2) and P (I)
(the output of Algorithm 5.2) are isomorphic.
Proof. First, if v ∈ P (I) is non-critical in ∂Q(I), it is non-critical in P (I). Therefore
each edge in Nv is shared by exactly two 2-cells. Recursively, take any edge e in
Nv and the two 2-cells containing it, and merge these two cells into a new cell p
along e. This operation preserves homology by Proposition 2.3. When the process
terminates we have the 2-cell p and the vertex v, which is an endpoint of some edge
ev in the boundary of p whose other endpoint is w. Now collapse ev to w. Since
this collapsing operation is a simple-homotopy equivalence, it preserves homology
(see [5, pages 14–15]). 
Note that the size of the output depends on the choice of the vertex v. Thus
we conjecture that the procedure is optimized when v is chosen to be the vertex of
highest degree, i.e., the vertex with highest number of incident edges, but we do
not address this question here. Nevertheless, our requirement that the number of
2-cells in Nv be at least 3 ensures that the resulting complex is polyhedral and its
2-cells are polygons.
Related algorithms for simplifying polygonal meshes appear in the literature.
We cite a few examples here; for a more extensive but non-exhaustive list, see [14].
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Figure 6. The cubical complex ∂Q(microCT ).
In their split-and-merge procedure, F. Schmitt and X. Chen [32] use their “merging
stage” procedure to join adjacent “nearly coplanar”regions. In [24], J. Lee shows
how to simplify a triangular mesh by deleting vertices – the result is a new triangular
mesh. In [18], A. Kalvin, et al., show how to reduce the complexity of a polygonal
mesh by merging adjacent coplanar rectangles. In [12], A. Gourdon shows how to
simplify a polyhedron by sequentially removing edges while preserving the Euler
characteristic. And in [19], R. Klein, et al., give a procedure for iteratively removing
vertices from a triangulated manifold, to produce a triangulated polyhedron (all
vertices in a manifold are non-critical).
Example 5.4. Figure 5 displays a sequence of 14 2D digital images of size 85× 85
produced by a micro-CT of a trabecular bone. Superposition produces a cubi-
cal complex we denote by Q(microCT ) with 85 × 85 × 14 cubes. Its boundary
∂Q(microCT ) pictured in Figure 6 consists of 24582 quadrangles. An application
of Algorithm 5.2 to ∂Q(microCT ) using Terminating Condition 1 produces a poly-
hedral complex with 2158 polygons (see Figure 7.a). On the other hand, if we apply
Algorithm 5.2 using Terminating Condition 2, we obtain a polyhedral complex with
12802 polygons (see Figure 7.b).
Now, consider the output P (I) of Algorithm 5.2. The chain complex
(C∗(P (I)), ∂) can be described as follows:
• The vector space Cq(P (I)) is generated by the q-cells of P (I).
• The value of ∂q : Cq(P (I))→ Cq−1(P (I)) on a q-cell is the sum of its facets.
• The boundary of a sum of q-cells is the sum of their boundaries.
Example 5.5. Consider the 3D polyhedral complex P (microCT ) (Figure 7.b) pro-
duced by an application of Algorithm 5.2 to ∂Q(microCT ) (Figure 6). The Betti
numbers of P (microCT ) obtained by computing an AT-model for P (microCT )
are b0 = 8, b1 = 9 and b2 = 17. These results count the number of connected
components, holes and cavities. Representative 1-cycles are pictured in Figure 8.
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Figure 7. (a) The 3D polyhedral complex P (microCT ) for 10
edges as lower bound on p ∈ P (microCT ). (b) The 3D polyhedral
complex P (microCT )
preserving geometry.
5.2. Computing the Cohomology Algebra H∗(P (I)). Given a 3D digital im-
age I, consider a 3D polyhedral complex P (I) homeomorphic to ∂Q(I). All non-
trivial cup products in H∗(P (I)) are products of distinct 1-cocycles by Theo-
rem 3.4. To compute cup products in H∗(P (I)), we first compute an AT-model
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Figure 8. Representative 1-cycles on the 3D polyhedral complex
P (microCT ) displayed in Figure 7.b.
(f, g, φ, (P (I), ∂), F ) for (C∗(P (I)), ∂) using Algorithm 2 given in [11]. If F1 =
{µ0, . . . , µb1−1} and F2 = {γ0, . . . , γb2−1}, the cup products can be stored in a
b1(b1−1)/2×b2 matrix A. The entry A(i+ j, k), 0 ≤ i < j ≤ b1−1, 0 ≤ k ≤ b2−1,
is:
A(i+ j, k) = m(∂µif ⊗ ∂µjf)(∆˜P )g(γk),
where ∆˜P is the induced diagonal approximation given by Theorem 4.1 Thus by
Equation 1 we have
[∂µif ]⌣ [∂µif ] =
b2−1∑
k=0
(A(i + j, k)) · [γ∗k ]
where γ∗k is the cochain dual to g(γk). The matrix A is symmetric since the cup
product is graded commutative (∆˜P is homotopy cocommutative by Proposition
3.9).
Let m be the number of voxels of I, let n be the number of cells of P (I), and
let k be the maximum number of vertices in a polygon of P (I). To determine the
computational complexity of the computation of the cohomology algebraH∗(P (I)),
note that:
• Computing the number of critical vertices of ∂Q(I) is O(m) since the num-
ber of cells of Q(I) is at most 27 ·m.
• The computational complexity of Algorithm 5.2, which produces the 3D
polyhedral complex P (I), is O(m) since, in the worst case, the number of
edges in P (I) incident to a non-critical vertex v ∈ P (I) is 6 and the number
of 2-cells of Nv is 12.
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Figure 9. Left: 3D polyhedral complex T . Right: 3D polyhedral
complex T ′.
• The computational complexity of the algorithm given in [11] to obtain an
AT-model (f, g, φ, (P (I), ∂), F ) for (C∗(P (I)), ∂) is O(n
3).
• The complexity to compute a row of A is at most O(n · k2 · b21), since for a
fixed γ ∈ F2, g(γ) has at most n summands, ∆˜p has k summands, and for
a 1-cell σ ∈ P (I), f(σ) has at most b1 summands.
Thus the overall computational complexity for computing the cohomology algebra
H∗(P (I)) is O(m+n3+b2 ·n ·k ·b
2
1), where bi is the i
th Betti number. Furthermore,
since k << n << m and bℓ << n << m, ℓ = 1, 2, overall complexity in most cases
is O(n3) and at worst is O(m3) when no simplification of ∂Q(I) is given.
Example 5.6. Starting from the results obtained in Example 5.5, we applied the
formula given in Theorem 4.1 to representative 1-cocycles on the 3D polyhedral
complex P (microCT ) (Figure 7.b) and displayed their (non-trivial) cup products
in the following table (αiαj denotes αi ⌣ αj):
α2α4 α2α5 α2α9 α3α8 α4α5
β16 1 1 1 1 1
The table below illustrates the dramatic improvement in computational efficiency
realized if cup products are computed on the 3D polyhedral complex T ′ obtained
by removing faces and non-critical vertices of the 3D polyhedral complex T of a
(hollow) double torus (see Figure 9).
3D Polyhedral Number of Time (in seconds)
complex 2-cells to compute the cup product
T 1638 28.00 sec.
T ′ 46 1.04 sec.
The following table displays the cup products on the polyhedral complex T ′ (see
Figure 9. Right).
α1α2 α1α3 α1α4 α2α3 α2α4 α3α4
β 0 1 1 0 1 0
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Figure 10. a) 3D polyhedral complex P (DBrain); b) Represen-
tative 1-cycles.
Example 5.7. We obtained the 3D digital image DBrain in Figure 10.a by bi-
narizing and resizing the first five frames in J. Mathers DICOM Example Files
containing MR images of the brain2. The boundary of DBrain contains 7084
quadrangles. Algorithm 5.2 with Terminating Condition 2 produces a 3D polyhe-
dral complex P (DBrain) with 2433 polygons (see Figure 10.a). The betti num-
bers b0 = 2, b1 = 19 and b2 = 2 are determined by computing an AT-model
(f, g, φ, (P (DBrain), ∂), F ) for (C∗(P (DBrain)), ∂). Denote by {α1, . . . , α19} and
{β1, β2}, the respective bases for H
1(DBrain) and H2(DBrain); dual representa-
tive 1-cycles are pictured in Figure 10.b. The non-trivial cup products displayed in
the table below indicate the high level of topological complexity in the polyhedral
2http://www.mathworks.com/matlabcentral/fileexchange/2762-dicom-example-files/
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complex P (DBrain).
α1α8 α2α3 α2α5 α2α17 α3α5 α3α6 α3α7 α3α9 α3α13
β2 1 1 1 1 1 1 1 1 1
α5α6 α5α7 α5α9 α5α13 α6α12 α6α13 α6α16 α8α19
β2 1 1 1 1 1 1 1 1
α9α17 α11α12 α12α19 α13α15 α14α18 α16α19 α18α19
β2 1 1 1 1 1 1 1
6. Conclusions and Plans for Future Work
Given a 3D digital image I, we have formulated the cup product on the co-
homology of the 3D polyhedral complex P (I) obtained by simplifying the cubical
complex ∂Q(I). The algorithm presented here can be applied to any 3D polyhe-
dral complex. The ultimate goal of this work is to compute cup products on the
cohomology of any regular n-dimensional cell complex over a general ring directly
from its combinatorial structure (without subdivisions). Our strategy will be to
apply some standard topological constructions such as forming quotients, taking
Cartesian products, and merging cells.
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