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SYMMETRIC GRADIENT SOBOLEV SPACES ENDOWED WITH
REARRANGEMENT-INVARIANT NORMS
DOMINIC BREIT, ANDREA CIANCHI
Abstract. A unified approach to embedding theorems for Sobolev type spaces of vector-valued functions, defined
via their symmetric gradient, is proposed. The Sobolev spaces in question are built upon general rearrangement-
invariant norms. Optimal target spaces in the relevant embeddings are determined within the class of all
rearrangement-invariant spaces. In particular, all symmetric gradient Sobolev embeddings into rearrangement-
invariant target spaces are shown to be equivalent to the corresponding embeddings for the full gradient built
upon the same spaces. A sharp condition for embeddings into spaces of uniformly continuous functions, and their
optimal targets, are also exhibited. By contrast, these embeddings may be weaker than the corresponding ones
for the full gradient. Related results, of independent interest in the theory symmetric gradient Sobolev spaces,
are established. They include global approximation and extension theorems under minimal assumptions on the
domain. A formula for the K-functional, which is pivotal for our method based on reduction to one-dimensional
inequalities, is provided as well. The case of symmetric gradient Orlicz-Sobolev spaces, of use in mathematical
models in continuum mechanics driven by nonlinearities of non-power type, is especially focused.
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1. Introduction
In the present paper we offer a theory of Sobolev type spaces, defined in terms of the symmetric gradient
of vector-valued functions, and equipped with arbitrary rearrangement-invariant norms on open sets Ω ⊂ Rn,
with n ≥ 2. Recall that the symmetric gradient ε(u) of a function u : Ω→ Rn is defined as the symmetric part
of the gradient ∇u of u. Namely,
(1.1) ε(u) =
1
2
(∇u+∇uT ),
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where ∇uT stands for the transpose of ∇u.
Mathematical models for a number of physical systems are driven by the symmetric gradient of a function
that describes the system under consideration. Relevant instances include the theory of (generalized) Newtonian
fluids, and the classical theories of plasticity and nonlinear elasticity.
Sobolev type spaces built upon the symmetric gradient provide a natural functional framework for the analysis
of systems of partial differential equations which govern these models. These spaces will be called symmetric
gradient Sobolev spaces, and consist of those functions u in some space X(Ω) such that ε(u) ∈ X(Ω) as well.
A space of this kind will be denoted by E1X(Ω) in what follows. A corresponding space of functions which
vanish, in a suitable sense, on ∂Ω, is denoted by E10X(Ω).
Diverse aspects and properties of the spaces E1X(Ω) and E10X(Ω) have been investigated in the literature,
especially in the classical case when X(Ω) = Lp(Ω) for some p ∈ [1,∞], see e.g. [4, 6, 40, 42, 45, 46, 58, 63, 69,
70, 72]. A weakness of the existing theory is, however, that certain results of the same nature rest upon distinct
proofs, depending on the space X(Ω) at hand. Hence, they are not well suited for extensions encompassing
less customary spaces X(Ω).
A paradigmatic example of this situation is supplied by the Sobolev inequality in E10L
p(Ω). This inequality
is well known to involve the same target norm as the classical Sobolev inequality. For instance, if Ω is bounded
and p ∈ [1, n), then there exists a constant C such that
(1.2) ‖u‖Lp∗ (Ω) ≤ C‖ε(u)‖Lp(Ω)
for every u ∈ E10Lp(Ω). Here, p∗ = npn−p , the usual Sobolev conjugate of p. Yet, the available proofs of inequality
(1.2) for p ∈ (1, n) and for p = 1 are substantially different. The former consists in reducing inequality (1.2)
to its counterpart for the space W 1,p0 (Ω). This is possible thanks to Korn’s inequality, which implies the
equivalence of the norms of ε(u) and ∇u in Lp(Ω) for p ∈ (1,∞). Alternatively, representation formulas for
functions in terms of integral operators applied to their symmetric gradient can be exploited. Neither of these
approaches applies to the case when p = 1, which requires a direct argument in the spirit of the proofs by
Gagliardo and by Nirenberg of the Sobolev inequality for W 1,10 (Ω).
Our original motivation for this reasearch was an optimal Sobolev inequality, in the spirit of (1.2), for
symmetric gradient Orlicz-Sobolev spaces E10L
A(Ω) built upon an arbitrary Young function A. These spaces
come into play in certain models in continuum mechanics ruled by non-polynomial type nonlinearities. For
instance, the nonlinearities appearing in the Prandt-Eyring model for non-Newtonian fluids [12, 38, 42], and
in models for plastic materials with logarithmic hardening [43] are described by a Young function A(t) that
grows like t log(1+ t) near infinity. Young functions with exponential growth are well suited to account for the
behavior of fluids in certain liquid body armors [47, 66, 74]. Further results on non-Newtonian fluids, whose
mathematical models are patterned via Young functions, can be found in [2, 14, 15].
Inequalities with an optimal target for the standard Orlicz-Sobolev space W 10L
A(Ω), defined through the
full gradient, are available [18, 19, 21, 27]. Still, none of the methods mentioned above for E10L
p(Ω) can be
adapted to deal with the whole family of spaces E10L
A(Ω), which, in particular, embraces the entire scale of
spaces E10L
p(Ω) with p ∈ [1,∞]. In this connection, an obstruction is the failure of a Korn type inequality
in E10L
A(Ω), which affects not only the space E10L
1(Ω), but also any other space associated with a Young
function A that does not simultaneously satisfy both the ∆2 and the ∇2 condition [10, 31, 41]. When these
conditions are dropped, sharp versions of the Korn inequality, with possibly slightly different Orlicz norms for
ε(u) and ∇u, are still at our disposal [11, 22]. However, in general they do not enable one to deduce optimal
Sobolev inequalities for the space E10L
A(Ω) from those in W 10L
A(Ω). Optimal inequalities do not even follow
via representation formulas, since the integral operators coming into play are only of weak type if the Young
function A does not satisfy proper additional assumptions.
One main contribution of this paper is a comprehensive treatment of Sobolev inequalities for the spaces
E10X(Ω) and E
1X(Ω), where X(Ω) is an arbitrary rearrangement-invariant space, and not just an Orlicz space.
Loosely speaking, a rearrangement-invariant space is a Banach space of measurable functions endowed with a
norm depending only their integrability properties. As will be clear, the accomplishment of this project has
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required to shed light on diverse aspects and develop alternate methods, of independent interest, in the theory
of these Sobolev type spaces.
A sharp criterion for the validity of Sobolev inequalities of the form
(1.3) ‖u‖Y (Ω) ≤ C‖ε(u)‖X(Ω)
for every u ∈ E10X(Ω) is presented, when Ω is a domain of finite Lebesgue measure |Ω| and X(Ω) and Y (Ω)
are rearrangement-invariant spaces. A remarkable property of this class of spaces is that, unlike its subclass
of Lebesgue spaces, it is closed under the operation of associating an optimal target Y (Ω) with a given do-
main E10X(Ω) in the Sobolev inequality. Namely, for each space E
1
0X(Ω), there exists a smallest possible
rearrangement-invariant space Y (Ω) which renders inequality (1.3) true. As a consequence of our criterion,
the optimal target space Y (Ω) in (1.3) is characterized for any given domain space X(Ω). In particular, a
threshold condition on X(Ω) for inequality (1.3) to hold with Y (Ω) = L∞(Ω) is determined. Under this con-
dition, functions in E10X(Ω) turn out to be also continuous. On the other hand, the existence of an uniform
bound for their modulus of continuity, depending only on E10X(Ω), is shown to be equivalent to a slightly
stronger condition on X(Ω). For spaces X(Ω) fulfilling this strengthened condition, we identify the optimal
modulus of continuity σ(·) in the inequality
(1.4) ‖u‖Cσ(Ω) ≤ C‖ε(u)‖X(Ω)
for every u ∈ E10X(Ω). Here, Cσ(Ω) denotes the space of functions in Ω whose modulus of continuity does not
exceed the function σ.
An overall trait of our results on inequalities (1.3) and (1.4) is that, whereas the former holds if and only if
an inequality with the same spaces X(Ω) and Y (Ω) holds with ε(u) replaced by ∇u, this is not always the case
for the latter. Indeed, there exist rearrangement-invariant spaces X(Ω) for which the optimal space Cσ(Ω) in
a counterpart of inequality (1.4), with ε(u) replaced by ∇u, is strictly smaller. In other words:
• Symmetric gradient Sobolev embeddings into rearrangement-invariant target spaces are always equiv-
alent to the corresponding embeddings for the full gradient built upon the same domain spaces.
• Symmetric gradient Sobolev embeddings into target spaces of uniformly continuous functions may be
weaker than the corresponding embeddings for the full gradient built upon the same domain spaces.
Sobolev inequalities for functions with unrestricted boundary values, namely inequalities of the form
(1.5) ‖u‖Y (Ω) ≤ C‖u‖E1X(Ω)
for every u ∈ E1X(Ω), as well as their complement
(1.6) ‖u‖Cσ(Ω) ≤ ‖u‖E1X(Ω)
for every u ∈ E1X(Ω), are also discussed. Their characterizations, and hence the optimal target spaces, are
the same as for E10X(Ω), but, as in the case of standard Sobolev inequalities, some regularity of the domain
Ω is now required. With this regard, we are able to allow for minimally regular domains, introduced by Jones
[48], and called (ε, δ)-domains in the literature. A fundamental property of these domains, established in [48],
is that they admit a bounded extension operator in classical Sobolev spaces.
A result of ours, which is critical in view of our Sobolev inequalities in E1X(Ω), tells us that the extension
property of (ε, δ)-domains carries over to symmetric gradient Sobolev spaces. We emphasize that this property
is new even for the customary spaces E1Lp(Ω). The proof of the existence of a linear bounded extension
operator in this class of domains makes use, in its turn, of the density of the space C∞(Ω) in E1L1(Ω). This
is a further novel result that will be proved.
The case when Ω = Rn in inequalities (1.3) and (1.5) is also dealt with, and presents distinct features in the
two cases. Indeed, the criteria and the optimal target spaces for the inequality
(1.7) ‖u‖Y (Rn) ≤ C‖ε(u)‖X(Rn)
for every u ∈ E10X(Rn), and for
(1.8) ‖u‖Y (Rn) ≤ C‖u‖E1X(Rn)
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for every u ∈ E1X(Rn), take a different form. For instance, if X(Rn) = Lp(Rn) for some p > n, then inequality
(1.7) fails whatever Y (Rn) is (even if ε(u) is replaced by ∇u), whereas inequality (1.8) classically holds with
Y (Rn) = L∞(Rn).
Our characterizations of the Sobolev inequalities with rearrangement-invariant target norms amount to their
equivalence to one-dimensional Hardy type inequalities involving the same kind of norms. The relevant Hardy
inequalities agree with those characterizing parallel Sobolev inequalities for the full gradient [18, 21, 35]. For
inequalities of the latter type, the reduction to one-dimensional inequalities is classically performed via Schwarz
symmetrization, at least in the case of functions vanishing on the boundary of their domain, and relies upon the
classical isoperimetric inequality in Rn. The equivalence of isoperimetric and Sobolev inequalities in a general
framework was discovered some sixty years ago in seminal researches by Maz’ya, that were initiated in the
paper [55], and whose full developments can be found in the monograph [56]. Special cases are also contained
in the work of Federer-Fleming [39]. Schwarz symmetrization has proved to be of crucial use in detecting
sharp constants in classical Sobolev type inequalities, starting with the papers by Moser [54], Aubin [5] and
Talenti [71], and has been successfully exploited in the solution to a number of related optimization problems.
Remarkably, it is also critical in the analysis of affine invariant Sobolev inequalities introduced in the frames
of the Brunn-Minkowski convexity theory by Zhang [76] and Lutwak-Yang-Zhang [52, 53]. The approach to
Sobolev type inequalities by symmetrization can be adjusted to deal with functions with unrestricted boundary
values on regular bounded domains, via a preliminary extension argument to compactly supported functions in
Rn. Although information on sharp constants is lost under the action of an extension operator, that on optimal
spaces is preserved.
When symmetric gradient Sobolev spaces are in question, symmetrization methods do not apply. We have
instead to resort to an approach based on interpolation inequalities, which are derived via optimal endpoint
embeddings and K-functional inequalities. Such an approach has also been exploited in the proof of reduction
principles for Sobolev inequalities for the full gradient in situations where symmetrization fails. This is the
case, for instance, when higher-order derivatives [25, 50] and/or traces of functions [24, 26] come into play. An
adaptation of this method to the symmetric gradient realm is however not straightforward.
A first issue in this connection concerns the endpoint embeddings. Whereas one of them can be deduced
via quite standard techniques based on representation formulas, the other one rests upon a Sobolev inequality
in E1L1(Rn), with optimal Lorentz target norm, that has been an open problem for some time and has only
recently been settled in [67] (see also [73] for earlier partial results in this direction). A second point regards a
formula for the K-functional for symmetric gradient Sobolev spaces, namely a parallel of the celebrated result
for ordinary Sobolev spaces of [28]. This seems to be missing in the literature, and constitutes another main
achievement of this paper. In particular, in its proof we recourse to ad hoc truncation operators which are
reminiscent of those exploited in the context of Lipschitz truncation. The latter has been successfully employed
in the existence and regularity theory of nonlinear systems of partial differential equations [16, 30, 32, 33], as
well as in the analysis of semicontinuity problems in the calculus of variations [1, 51]. An overview of the use
of this tool can be found in [9, Chapter 1.3].
Different techniques are employed in the proof of Sobolev inequalities with target norms in spaces of uniformly
continuous functions. This proof relies on the representation formulas mentioned above. As is well known
from the case of ordinary Sobolev spaces, this approach need not yield optimal Sobolev embeddings with
rearrangement-invariant target spaces. Interestingly, our results demonstrate that this limitation does not
occur when target spaces of uniformly continuous functions enter the game.
The results for general rearrangement-invariant spaces outlined above are implemented for the family of
Orlicz-Sobolev spaces E10L
A(Ω) and E1LA(Ω). The optimal target spaces in the resultant Sobolev inequalities
take an even more explicit form in this ambient. Importantly, an optimal (smallest possible) Orlicz target space
exists for any Young function A. This means that also the class of Orlicz spaces is rich enough to be closed
under the operation of associating an optimal target in symmetric gradient Sobolev embeddings.
The paper is organized as follows. Section 2 contains definitions and background material on rearrangement-
invariant spaces and their associated Sobolev type spaces. Suitable representation formulas and ensuing
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Sobolev-Poincare´ type inequalities of special form and on specific domains are provided in Section 3. Trun-
cation operators in symmetric gradient Sobolev spaces are introduced in Section 4, where their properties are
also established. Section 5 is devoted to the approximation of functions in symmetric gradient Sobolev spaces
on (ε, δ)-domains Ω by smooth functions on Ω. An extension operator for functions in these spaces, for the
same class of domains, is constructed in Section 6. K-functionals for diverse couples of symmetric gradient
Sobolev spaces are computed in Section 7. The analysis of Sobolev inequalities begins with Section 8, where
rearrangement-invariant target spaces are considered. Sobolev inequalities into target spaces of uniformly con-
tinuous functions are the subject of Section 9. In the final Section 10, inequalities for symmetric gradient
Orlicz-Sobolev spaces are derived via the general results of the preceding sections.
2. Function spaces
In this section we collect the necessary background on function spaces of measurable functions and of weakly
differentiable functions. Some notations and definitions about symmetric gradient Sobolev type spaces are also
introduced.
Throughout the paper, the relation “ . ” between two positive expressions means that the former is bounded
by the latter, up to a multiplicative constant depending on quantities to be specified. The relations “ & ” and
“ ≈ ” are defined accordingly.
2.1. Rearrangement invariant spaces. Let Ω be a measurable subset of Rn, with n ∈ N, and let m ∈ N.
We denote by |E| the Lebsegue measure of a set E ⊂ Rn and by M(Ω) the space of all Lebesgue-measurable
functions u : Ω → Rm. If m > 1, functions in M(Ω) will usually denoted in bold fonts, whereas normal fonts
will be adopted if m = 1. We denote by ui, i = 1, . . . ,m, the i-th component of a function u : Ω→ Rm; namely
u = (u1, . . . , um). Similar notations are employed for matrix-valued functions, that will usually be denoted in
bold fonts and by upper case letters. Also, if m = 1 we define M+(Ω) = {u ∈ M(Ω): u ≥ 0 a.e. in Ω}.
The decreasing rearrangement u∗ : [0,∞)→ [0,∞] of a function u ∈ M(Ω) is defined as
u∗(s) = inf{t ≥ 0 : |{x ∈ Ω : |u(x)| > t}| ≤ s} for s ∈ [0,∞).
The function u∗∗ : (0,∞)→ [0,∞) is given by
(2.1) u∗∗(s) =
1
s
∫ s
0
u∗(r) dr for s > 0.
One has that
(2.2) u∗∗(s) = sup
|E|=s
1
s
∫
E
|u(x)|dx for s > 0,
where the supremum is taken over all measurable sets E ⊂ Ω. Moreover,
(2.3) (|u|+ |v|)∗∗(s) ≤ u∗∗(s) + v∗∗(s) for s > 0,
for every u,v ∈ M(Ω). A basic property of the operation of decreasing rearrangement is the Hardy-Littlewood
inequality, which states that
(2.4)
∫
Ω
|u(x) · v(x)|dx ≤
∫ ∞
0
u∗(s)v∗(s) ds
for every u,v ∈ M(Ω). Here, the dot “ · “ stands for scalar product in Rn.
Let L ∈ (0,∞]. A functional ‖ · ‖X(0,L):M+(0, L)→ [0,∞] is called a function norm if, for all functions
f, g ∈ M+(0, L), all sequences {fk} ⊂ M+(0, L), and every λ∈ [0,∞):
(P1) ‖f‖X(0,L) = 0 if and only if f = 0 a.e.; ‖λf‖X(0,L) = λ‖f‖X(0,L);
‖f + g‖X(0,L) ≤ ‖f‖X(0,L) + ‖g‖X(0,L);
(P2) f ≤ g a.e. implies ‖f‖X(0,L) ≤ ‖g‖X(0,L);
(P3) fk ր f a.e. implies ‖fk‖X(0,L) ր ‖f‖X(0,L);
(P4) ‖χE‖X(0,L) <∞ if |E| <∞;
(P5) if |E| <∞, there exists a constant C depending on E such that ∫E f(t) dt ≤ C‖f‖X(0,L).
6 DOMINIC BREIT, ANDREA CIANCHI
Here, E denotes a measurable set in (0, L), and χE stands for its characteristic function. If, in addition,
(P6) ‖f‖X(0,L) = ‖g‖X(0,L) whenever f∗ = g∗,
we say that ‖ · ‖X(0,L) is a rearrangement-invariant function norm.
The associate function norm ‖ · ‖X′(0,L) of a function norm ‖ · ‖X(0,L) is defined as
‖f‖X′(0,L) = sup
g ∈M+(0, L)
‖g‖X(0,L) ≤ 1
∫ L
0
f(s)g(s) ds
for f ∈ M+(0, L). Note that
(2.5) ‖ · ‖(X′)′(0,L) = ‖ · ‖X(0,L).
A property of function norms tells us that if f, g ∈ M+(0, L), then
(2.6) f∗∗(s) ≤ g∗∗(s) for s > 0 implies that ‖f‖X(0,L) ≤ ‖g‖X(0,L).
Let Ω be a measurable set in Rn, and let ‖ · ‖X(0,|Ω|) be a rearrangement-invariant function norm. Then the
space X(Ω) is defined as the collection of all functions u ∈ M(Ω) such that the quantity
(2.7) ‖u‖X(Ω) = ‖u∗‖X(0,|Ω|)
is finite. The space X(Ω) is a Banach space, endowed with the norm given by (2.7). The space X(0, |Ω|) is
called the representation space of X(Ω).
The associate space X ′(Ω) of a rearrangement-invariant space X(Ω) is the rearrangement-invariant space built
upon the function norm ‖ · ‖X′(0,|Ω|). By property (2.5), X ′′(Ω) = X(Ω).
The Ho¨lder type inequality
(2.8)
∫
Ω
|u(x) · v(x)|dx ≤ ‖u‖X(Ω)‖v‖X′(Ω)
holds for every u,v ∈ M(Ω).
If |Ω| <∞, then
(2.9) L∞(Ω)→ X(Ω)→ L1(Ω)
for every rearrangement-invariant space X(Ω).
The fundamental function ϕX : [0,∞)→ [0,∞) of a rearrangement-invariant space X(Ω) is defined as
(2.10) ϕX(s) = ‖χE‖X(Ω) for s ≥ 0,
where E is any measurable subset of Ω such that |E| = s. The function ϕX(s)/s is non-increasing. Furthermore,
(2.11) ϕX(s)ϕX′(s) = s for s ≥ 0,
for every rearrangement-invariant space X(Ω).
We shall need to extend rearrangement-invariant spaces defined on a set Ω to rearrangement-invariant spaces
defined on the whole of Rn, and, conversely, to restrict rearrangement-invariant spaces defined on the whole of
Rn to rearrangement-invariant spaces defined on a subset Ω, in some canonical way.
If u : Ω → Rm, we call ue : Rn → Rm its extension to the whole of Rn defined by 0 outside Ω. Moreover, if
u : Rn → Rm, we call ur : Ω→ Rm its restriction to Ω.
Given L ∈ (0,∞) and a function norm ‖ · ‖X(0,∞), we define the function norm ‖ · ‖Xr(0,L) as
(2.12) ‖f‖Xr(0,L) = ‖f∗‖X(0,∞)
for f ∈ M+(0, L). An analogous definition holds if L < L′ and a function norm ‖ · ‖X(0,L′) is given. If Ω is
a measurable set in Rn, we denote by Xr(Ω) the rearrangement-invariant space built upon the function norm
‖ · ‖Xr(0,|Ω|). Notice that
(2.13) ‖u‖Xr(Ω) = ‖u∗‖X(0,∞) = ‖ue‖X(Rn)
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for every u ∈ M(Ω).
On the other hand, given L ∈ (0,∞) and a function norm ‖ · ‖X(0,L), we define the function norm ‖ · ‖Xe(0,∞) as
(2.14) ‖f‖Xe(0,∞) = ‖f∗‖X(0,L)
for f ∈M+(0,∞). We denote by Xe(Rn) the rearrangement-invariant space associated with the function norm
‖ · ‖Xe(0,∞). One has that
(2.15) ‖u‖Xe(Rn) = ‖u∗‖X(0,|Ω|)
for every u ∈ M(Rn). In particular, if u = 0 a.e. in Rn \ Ω, then
(2.16) ‖u‖Xe(Rn) = ‖ur‖X(Ω).
More generally, a function norm ‖ · ‖
X̂(0,∞)
will be called an extension of the function norm ‖ · ‖X(0,L) if
(2.17) ‖f‖X̂(0,∞) = ‖fr‖X(0,L)
for every f ∈ M+(0,∞) such that f = 0 a.e. in (L,∞). Clearly,
(2.18) ‖u‖
X̂(Rn) = ‖ur‖X(Ω)
for every u ∈ M(Rn) such that u = 0 a.e. in Rn \Ω.
2.2. Orlicz, Lorentz, Lorentz-Zygmund and Orlicz-Lorentz spaces. Assume that 0 < p, q ≤ ∞. Let
L ∈ (0,∞]. We define the functional ‖ · ‖Lp,q(0,L) by
‖f‖Lp,q(0,L) =
∥∥∥t 1p− 1q f∗(s)∥∥∥
Lq(0,L)
for f ∈ M+(0, L). Here, and in what follows, we use the convention that 1∞ = 0. If either 1 < p < ∞ and
1 ≤ q ≤ ∞, or p = q = 1, or p = q = ∞, then ‖ · ‖Lp,q(0,L) is equivalent to a rearrangement-invariant function
norm. The norm ‖ · ‖Lp,q(0,L) is called Lorentz function norm, and the corresponding space Lp,q(Ω) is called
Lorentz space.
Suppose now that 0 < p, q ≤ ∞ and α ∈ R. Let L ∈ (0,∞). We define the functional ‖ · ‖Lp,q;α(0,L) by
(2.19) ‖f‖Lp,q;α(0,L) =
∥∥∥t 1p− 1q logα(eLt )f∗(s)∥∥∥Lq(0,L)
for f ∈ M+(0, L). For suitable choices of the parameters p, q, α, the functional ‖ · ‖Lp,q;α(0,L) is equivalent
to a rearrangement-invariant function norm. If this is the case, ‖ · ‖Lp,q;α(0,L) is called Lorentz–Zygmund
function norm, and the corresponding space Lp,q;α(Ω) is called Lorentz–Zygmund space. A four-parameter
space L∞,p;−
1
p
,−1(Ω), built upon the function norm ‖ · ‖
L
∞,p;− 1p ,−1(0,L)
will also play a role in our applications.
The latter is defined, for p ∈ (1,∞), as
(2.20) ‖f‖
L
∞,p;− 1p ,−1(0,1)
=
∥∥∥s− 1p log− 1p ( eLs ) (log(1 + log (eLs )))−1f∗(s)∥∥∥Lp(0,1)
for f ∈ M+(0, L). A detailed study of Lorentz-Zygmund spaces can be found in [37] and [60, Chapter 9].
The notion of Orlicz space relies upon that of Young function. A function A : [0,∞) → [0,∞] is called a
Young function if it is convex (non trivial), left-continuous and vanishes at 0. Thus, any such function takes
the form
(2.21) A(t) =
∫ t
0
a(τ) dτ for t ≥ 0,
for some non-decreasing, left-continuous function a : [0,∞)→ [0,∞] which is neither identically equal to 0 nor
to ∞.
Given L ∈ (0,∞], the Luxemburg function norm ‖ · ‖LA(0,L) is defined by
(2.22) ‖f‖LA(0,L) = inf
{
λ > 0 :
∫ L
0
A
(
f(s)
λ
)
dt ≤ 1
}
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for f ∈ M+(0, L). The corresponding rearrangement-invariant space LA(Ω) is called Orlicz space. In particular,
LA(0, L) = Lp(0, L) if A(t) = tp for some p ∈ [1,∞), and LA(0, L) = L∞(0, L) if A(t) = 0 for t ∈ [0, 1] and
A(t) =∞ for t > 1.
Let A and B be Young functions. If L ∈ (0,∞), the function norms ‖ · ‖LA(0,L) and ‖ · ‖LB(0,L) are equivalent
if and only if A and B are equivalent near infinity, in the sense that there exist constants c ∈ [1,∞) and
t0 ∈ [0,∞) such that
(2.23) A(t/c) ≤ B(t) ≤ A(ct) for t ∈ [t0,∞).
The function norms ‖ · ‖LA(0,∞) and ‖ · ‖LB(0,∞) are equivalent if and only if A and B are globally equivalent,
in the sense that inequality (2.23) holds for some constant c > 1 and every t ≥ 0.
When |Ω| < ∞, the alternate notation A(L)(Ω) will also be adopted, when convenient, to denote the Orlicz
space built upon a Young function (equivalent near infinity to) A.
The associate function norm ‖ · ‖(LA)′(0,L) of the function norm ‖ · ‖LA(0,L) satisfies
(2.24) ‖ · ‖
LA˜
≤ ‖ · ‖(LA)′(0,L) ≤ 2‖ · ‖LA˜(0,L),
where A˜ is the Young conjugate of A defined by
A˜(t) = sup{τt−A(τ) : τ ≥ 0} for t ≥ 0.
A comprehensive treatment of Orlicz spaces can be found in [61, 62].
An extension of the Orlicz spaces, that also includes various instances of Lorentz and Lorentz-Zygmund spaces,
is provided by the family of Orlicz-Lorentz spaces. Let L ∈ (0,∞]. Given a Young function A and a number
q ∈ R, we denote by ‖ · ‖L(A,q)(0,L) the Orlicz-Lorentz functional defined as
(2.25) ‖f‖L(A,q)(0,L) =
∥∥∥t− 1q f∗(s)∥∥∥
LA(0,L)
for f ∈ M+(0, L). Under suitable assumptions on A and q, this quantity is (equivalent to) a rearrangement-
invariant function norm. This is certainly the case when q > 1 and
(2.26)
∫ ∞ A(t)
t1+q
dt <∞ ,
see [21, Proposition 2.1].
The Lorentz functional ‖ · ‖Lp,q(0,L), the Lorentz-Zygmund functional ‖ · ‖Lp,q;α(0,L) and the Orlicz-Lorentz
functional ‖ · ‖L(A,q)(0,L) are in their turn special instances of the functionals ‖ · ‖ΛA(ν), associated with a Young
function A and a locally integrable function ν : (0, L)→ [0,∞), and defined as
(2.27) ‖f‖ΛA(ν) = ‖ν(s)f∗(s)‖LA(0,L)
for f ∈ M+(0, L). A complete characterization of those Young functions A and weights ν for which the
functional ‖ · ‖ΛA(ν)(0,L) is (equivalent to) a rearrangement-invariant function norm seems not to be available
in the literature. However, this will always be the case in all our applications. For such a choice of weights
ν and Young functions A, we shall denote by ΛA(ν)(Ω) the corresponding rearrangement-invariant space on a
measurable set Ω ⊂ Rn.
2.3. Sobolev-type spaces. Assume that Ω ⊂ Rn is an open set and X(Ω) is a rearrangement-invariant space.
Given a weakly differentiable function u : Ω→ Rm, we denote by ∇u : Ω→ Rm×n its gradient, and set
(2.28) Du = (u,∇u) ∈ (Rn,Rm×n).
The Sobolev space W 1X(Ω) is defined as
W 1X(Ω) = {u ∈ X(Ω) : ∇u ∈ X(Ω)}.
It is a Banach space endowed with the norm
‖u‖W 1X(Ω) = ‖u‖X(Ω) + ‖∇u‖X(Ω).
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In the special case when X(Ω) = Lp(Ω), with 1 ≤ p ≤ ∞, or, more generally, X(Ω) = LA(Ω), where A is
a Young function, this definition recovers the standard Sobolev space W 1,p(Ω) and the Orlicz-Sobolev space
W 1LA(Ω), respectively. We also define the subspace
(2.29) W 1bX(Ω) = {u ∈ M(Ω) : {|u| > 0} is bounded and ue ∈ E1X(Rn)},
equipped with the norm
(2.30) ‖∇u‖X(Ω).
Moreover, we set
W 10X(Ω) = closure of W
1
bX(Ω) with respect to the norm (2.30).(2.31)
The space W 10X(Ω) is a subspace of W
1X(Ω) of those functions which vanish on ∂Ω and near infinity in the
most general suitable sense in the context of our paper.
Plainly, if Ω is bounded, then
W 1bX(Ω) =W
1
0X(Ω).
Our main concern is about function spaces involving the weak symmetric gradient ε(u) of a function u : Ω→ Rn
defined by (1.1). We shall also employ the notation
E(u) = (u, ε(u)) ∈ Rn × Rn×n.
The kernel of the operator ε is denoted by R, and will be referred to as the space of rigid displacements on Rn.
Recall that
(2.32) R = {b+Qx : b ∈ Rn,Q ∈ Rn×nskew},
where Rn×nskew stands for the space of skew symmetric n× n matrices.
Given a rearrangement-invariant space X(Ω) we define the symmetric gradient Sobolev space E1X(Ω) as
E1X(Ω) = {u ∈ X(Ω) : ε(u) ∈ X(Ω)}.
One has that E1X(Ω) is a Banach space equipped with the norm
(2.33) ‖u‖E1X(Ω) = ‖u‖X(Ω) + ‖ε(u)‖X(Ω).
By E1locX(Ω) we denote the space of all functions u : Ω→ Rn such that u ∈ E1X(G) for every bounded open
set G such that G ⊂ Ω.
In analogy with (2.29) and (2.31), we denote by E1bX(Ω) the space
(2.34) E1bX(Ω) = {u ∈ M(Ω) : {|u| > 0} is bounded and ue ∈ E1X(Rn)},
equipped with the norm
(2.35) ‖ε(u)‖X(Ω),
and define
E10X(Ω) = closure of E
1
bX(Ω) with respect to the norm (2.35).(2.36)
Owing to [72, Propositions 1.1 and 1.3, Chapter II, Section 1],
(2.37) if u ∈ E10X(Ω), then u ∈ L1loc(Ω) and ε(u) ∈ X(Ω).
If Ω is bounded, then
E1bX(Ω) = E
1
0X(Ω).
It is well known that the space C∞0 (R
n) is dense in E1Lp(Rn) for every p ∈ [1,∞). A parallel density result,
with analogous proof, holds for the space E1Lp,q(Rn) for every p, q ∈ [1,∞). Similarly, C∞0 (Rn) is dense in
E1bL
p(Rn), and, more generally, in E1bL
p,q(Rn), for every p, q ∈ [1,∞).
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3. Representation formulas and basic Poincare´ type inequalities
Here we exhibit a few representation formulas for functions in open sets Ω ⊂ Rn, with n ≥ 2, in terms of
their symmetric gradient. Ensuing Poincare´ type inequalities in E1L1(Ω) are also presented. The emphasis is
on the dependence of the constants for sets Ω of special form.
We begin by considering functions defined on the whole of Rn.
Lemma 3.1. Let u ∈ E1bL1(Rn). Then
u(x) =
1
nωn
∫
Rn
Aε(u)(y) x− y|x − y|n dy for a.e. x ∈ R
n,(3.1)
where ωn denotes the Lebesgue measure of the unit ball in Rn, A : Rn×n → Rn×n denotes the linear map defined
as AQ = 2Q−
(
1
2 +
1
n
)
trQI for Q ∈ Rn×n, trQ stands for the trace of Q and I ∈ Rn×n for the identity matrix
in Rn×n.
Proof. Assume that u ∈ C∞0 (Rn). A direct computation shows that ∆u = div
(Aε(u)) – see e.g. [58]. A
classical representation formula via either the Newtonian or the logarithmic potential, depending on whether
n = 2 or n ≥ 3, tells us that
u(x) =

− 1
2π
∫
R2
log
1
|x− y| div
(Aε(u))(y) dy if n = 2,
− 1
n(n− 2)ωn
∫
Rn
1
|x− y|n−2 div
(Aε(u))(y) dy if n ≥ 3,(3.2)
for x ∈ Rn. Equation (3.1) hence follows, via an integration by parts. Suppose now that u ∈ E1bL1(Rn). Then
u can be approximated in E1bL
1(Rn), and a.e., by a sequence of functions {uk} ⊂ C∞0 (Rn) with uniformly
bounded supports contained in some ball B ⊂ Rn. Since there exists a constant c = c(n) such
(3.3)
∣∣∣∣AQ x− y|x− y|n
∣∣∣∣ ≤ c|Q||x− y|n−1 for x 6= y,
the integral operator on the right-hand side of equation (3.1) is bounded from L1(B) into L1(B). Thus, making
use of equation (3.1) for uk and passing to the limit as k →∞ shows that the equation also holds for u. 
Recall that the Riesz potential operator I1, of order 1, of a function u ∈ L1(Rn) with bounded support is
defined as
I1u(x) =
∫
Rn
u(y)
|x− y|n−1 dy for x ∈ R
n.
As a consequence of O’Neil’s rearrangement inequality for convolutions [75, Lemma 1.8.8], there exists a constant
C = C(n) such that
(3.4) (I1u)
∗(s) ≤ C
(
s−
1
n′
∫ s
0
u∗(r) dr +
∫ ∞
s
u∗(r)r−
1
n′ dr
)
for s > 0.
Here, n′ = nn−1 is the Ho¨lder conjugate of n. From equations (3.1), (3.3) and (3.4), one can deduce the following
pointwise rearrangement inequality for u in terms of ε(u).
Corollary 3.2. There exists a constant C = C(n) such that
(3.5) u∗(s) ≤ C
(
s−
1
n′
∫ s
0
ε(u)∗(r) dr +
∫ ∞
s
ε(u)∗(r)r−
1
n′ dr
)
for s > 0,
for every u ∈ E1bL1(Rn).
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The next lemma provides us with a a representation formula for functions on domains starshaped with
respect to a ball in terms of a projection operator on R and of a Riesz type operator of the symmetric gradient.
The punctum in the lemma is the dependence of the norms of the relevant operators in the case when the
domain is either a ball or a cube. Recall that an open set Ω ⊂ Rn is said to be starshaped with respect to a
ball if it is starshaped with respect to all points of some ball contained in Ω.
In what follows, the notation T : Z → W is employed for a linear bounded operator T between the normed
spaces Z and W .
Lemma 3.3. Suppose that Ω ⊂ Rn is a bounded set which is star-shaped with respect to a ball. Then there
exists a linear bounded operator
RΩ : L1(Ω)→ L∞(Ω)
of the form
(3.6) RΩ(u)(x) = bΩ(u) +RΩ(u)x for x ∈ Ω,
for u ∈ L1(Ω), where bΩ and RΩ are linear bounded operators
(3.7) bΩ : L
1(Ω)→ Rn and RΩ : L1(Ω)→ Rn×nskew,
and there exists a linear bounded operator
(3.8) LΩ : L
p(Ω)→ Lp(Ω)
for every p ∈ [1,∞], such that
u(x) = RΩ(u)(x) + LΩ(ε(u))(x) for a.e. x ∈ Ω,(3.9)
for every u ∈ E1L1(Ω). In particular, if Ω is either a cube or ball, then there exists a constant c = c(n) such
that
‖RΩ(u)‖L∞(Ω) ≤
c
|Ω|‖u‖L1(Ω)(3.10)
for every u ∈ L1(Ω), and a constant c = c(n) such that
‖LΩ(E)‖Lp(Ω) ≤ c|Ω|
1
n ‖E‖Lp(Ω)(3.11)
for every p ∈ [1,∞] and every E ∈ Lp(Ω).
Proof. Assume that Ω is starshaped with respect to the ball B, with B ⊂ Ω. By [22, Lemma 4.3] – a consequence
of [49, Theorem 4] – if ω is any function such that ω ∈ C∞0 (B) and
∫
B ω(x) dx = 1, then for every u ∈ E1L1(Ω)
ui(x) = vi(x) +
n∑
j=1
xj
∫
Ω
ω(y)εij(u)(y) dy −
n∑
k,l=1
∫
Ω
∂Hkl(x, y)
∂yl
εik(u)(y) dy(3.12)
+
n∑
k,l=1
∫
Ω
∂Hkl(x, y)
∂yi
εkl(u)(y) dy −
n∑
k,l=1
∫
Ω
∂Hkl(x, y)
∂yk
εil(u)(y) dy for a.e. x ∈ Ω,
i = 1, . . . , n, where
vi(x) =
∫
Ω
[(n+ 1)ω(y) + y · ∇ω(y)]ui(y) dy − 1
2
n∑
j=1
xj
∫
Ω
( ∂ω
∂yi
uj(y)− ∂ω
∂yj
ui(y)
)
dy for x ∈ Rn,(3.13)
i = 1, . . . , n, and
(3.14) Hkl(x, y) = 2
(yk − xk)(yl − xl)
|y − x|n
∫ ∞
|y−x|
ω
(
x+ t
y − x
|y − x|
)
tn−1 dt for x 6= y,
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k, l = 1, . . . n. Moreover, the function v : Rn → Rn given by v = (v1, . . . vn) is such that v ∈ R.
Now, consider the vector bΩ(u) ∈ Rn and the matrix RΩ(u) ∈ Rn×nskew whose components are given by
(3.15) bΩ(u)i =
∫
Ω
[(n+ 1)ω(y) + y · ∇ω(y)]ui(y) dy,
and
(3.16) RΩ(u)ij = −1
2
∫
Ω
( ∂ω
∂yi
uj(y)− ∂ω
∂yj
ui(y)
)
dy,
for i = 1, . . . , n and j = 1, . . . , n. Also, define the operator LΩ, mapping matrix-valued functions into vector-
valued functions, as
LΩ(E) = L
1
Ω(E) + L
2
Ω(E)
for E ∈ L1(Ω), where
(3.17) L 1Ω(E)i(x) =
n∑
j=1
xj
∫
Ω
ω(y)Eij(y) dy for x ∈ Ω,
and
L
2
Ω(E)i(x) = −
n∑
k,l=1
∫
Ω
∂Hkl(x, y)
∂yl
Eik(y) dy(3.18)
+
n∑
k,l=1
∫
Ω
∂Hkl(x, y)
∂yi
Ekl(y) dy −
n∑
k,l=1
∫
Ω
∂Hkl(x, y)
∂yk
Eil(y) dy for x ∈ Ω,
for i = 1, . . . , n. Then equation (3.9) holds owing to (3.12). Property (3.6) is an easy consequence of equations
(3.15) and (3.16). As for property (3.8), one can verify via equations (3.14), (3.17) and (3.18) that there exists
a constant C = C(Ω) such that
|LΩ(E)(x)| ≤ C
∫
Ω
|E(y)|
|x− y|n−1 dy for a.e. x ∈ Ω.(3.19)
The boundedness of the operator LΩ : L
p(Ω)→ Lp(Ω) thus follows from the boundedness of the Riesz potential
operator I1 on L
p(Ω).
It remains to prove the dependence of the norms of RΩ and LΩ when Ω is either a cube, or a ball, namely to
establish inequalities (3.10) and (3.11). We may assume, without loss of generality, that Ω is centered at 0. Then
there exists another cube or ball Ω1 centered at 0 with |Ω1| = 1 such that Ω = λΩ1 for some λ > 0. Moreover,
if ω is a function as in (3.12), with Ω replaced by Ω1, then the function ωλ given by ωλ(x) = λ
−nω(λ−1x) is
such that ωλ ∈ C∞0 (Ω) and
∫
Ω ωλ(x) dx = 1. Given a function u ∈ L1(Ω), define u1 ∈ L1(Ω1) as u1(z) = u(λz)
for z ∈ Ω1. Thus, via a change of variables in equations (3.15) and (3.16) one obtains that
RΩ(u)i(x) =
∫
Ω
[(n + 1)ωλ(y) + y · ∇ωλ(y)]ui(y) dy − 1
2
n∑
j=1
xj
∫
Ω
(∂ωλ
∂yi
uj(y)− ∂ωλ
∂yj
ui(y)
)
dy(3.20)
=
∫
Ω1
[(n+ 1)ω(z) + y · ∇ω(z)]u1i (z) dz −
1
2
n∑
j=1
xj
λ
∫
Ω1
( ∂ω
∂zi
u1j(z)−
∂ω
∂zj
u1i (z)
)
dz
= RΩ1(u1)i(x/λ) for x ∈ Ω,
for i = 1, . . . , n. Therefore,
sup
x∈Ω
|RΩ(u)(x)| = sup
x∈Ω
|RΩ1(u1)(x/λ)| = sup
z∈Ω1
|RΩ1(u1)(z)|,(3.21)
whence, by property (3.7) for Ω1, there exists a constant c = c(n) such that
‖RΩ(u)‖L∞Ω) = ‖RΩ1(u1)‖L∞(Ω1) ≤ c
∫
Ω1
|u1(z)|dz(3.22)
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=
c
λn
∫
Ω
|u(x)|dx = c|Ω|
∫
Ω
|u(x)|dx.
Inequality (3.10) is thus established.
Consider next inequality (3.11). Let E ∈ Lp(Ω). If p ∈ [1,∞), then there exist constants c = c(n) and c′ = c′(n)
such that
‖L 1Ω(E)‖Lp(Ω) ≤
(∫
Ω
(
|x|
∫
Ω
ωλ(y)|E(y)|dy
)p
dx
) 1
p
=
∫
Ω
ωλ(y)|E(y)|dy
(∫
Ω
|x|p dx
) 1
p
(3.23)
=
∫
Ω
λ−nω(y/λ)|E(y)|λ1+np dy
(∫
Ω1
|z|p dz
) 1
p
≤ c
(∫
Ω
λ−np
′
ω(y/λ)p
′
λ
p′+p′ n
p dy
) 1
p′ ‖E‖Lp(Ω)
= c
(∫
Ω1
λ−np
′
ω(z)p
′
λp
′+p′ n
p
+n dz
) 1
p′ ‖E‖Lp(Ω)
≤ c′λ‖E‖Lp(Ω) = c′|Ω|
1
n ‖E‖Lp(Ω).
The case p =∞ follows via a standard modification.
On the other hand, observe that any derivative ∂Hkl∂ym admits an estimate of the form∣∣∣∣∂Hkl∂ym (x, y)
∣∣∣∣ ≤ c|x− y|n−1
∫ ∞
|y−x|
ω
(
x+ t
y − x
|y − x|
)
tn−1 dt(3.24)
+ c ω(y)|x − y|+ c|x− y|n−1
∫ ∞
|y−x|
∣∣∣ω′(x+ t y − x|y − x|)∣∣∣tn dt for x 6= y,
for some constant c = c(n). Let us choose ω such that it is radially symmetric with respect to 0 and vanishes
outside a ball of radius R = c|Ω| 1n for some constant c = c(n). Consequently, we can assume that ω ≤ c1|Ω|−1,
and |ω′| ≤ c1|Ω|−1− 1n for some constant c1 = c1(n). Thus, there exists a constant c2 = c2(n) such that
ω
(
x+ t y−x|y−x|
)
= ω′
(
x+ t y−x|y−x|
)
= 0 if t > c2|Ω| 1n and x, y ∈ Ω, x 6= y. Hence,∣∣∣∣∂Hkl∂ym (x, y)
∣∣∣∣ ≤ c|x− y|n−1 1|Ω|
∫ c2|Ω| 1n
0
tn−1 dt+ c
|x− y|
|Ω| +
c
|x− y|n−1
1
|Ω|1+ 1n
∫ c2|Ω| 1n
0
tn dt(3.25)
≤ c
′
|x− y|n−1 + c
′ |x− y|
|Ω| ≤
c′′
|x− y|n−1 x, y ∈ Ω, x 6= y,
for suitable constants c, c′, c′′ depending on n. Notice that the last inequality holds since |x − y|n ≤ c|Ω| for
some constant c = c(n) and for x, y ∈ Ω. From equations (3.18), (3.25) and (3.4) we deduce that there exists a
constant c = c(n) such that
(3.26) L 2Ω(E)
∗(s) ≤ c
(
s−
1
n′
∫ s
0
E∗(r) dr +
∫ |Ω|
s
E∗(r)r−
1
n′ dr
)
for s > 0.
The use of Hardy type inequalities – see e.g. [56, Section 1.3.2] – enables us to deduce from (3.26) that
‖L 2Ω(E)‖Lp(Ω) = ‖L 2Ω(E)∗‖Lp(0,|Ω|) ≤ c
∥∥∥∥s− 1n′ ∫ s
0
E∗(r) dr
∥∥∥∥
Lp(0,|Ω|)
+ c
∥∥∥∥ ∫ |Ω|
s
E∗(r)r−
1
n′ dr
∥∥∥∥
Lp(0,|Ω|)
(3.27)
≤ c′|Ω| 1n ‖E∗‖Lp(0,|Ω|) = c′|Ω|
1
n ‖E‖Lp(Ω),
for some constants c = c(n), c′ = c′(n) and for every E ∈ Lp(Ω).
Inequality (3.11) is a consequence of (3.23) and (3.27). 
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As a straightforward consequence of Lemma 3.3 we obtain a Poincare´ type inequality in E1L1(Ω), when Ω
is either a ball or a cube, with s dependence of the constant just on their measure.
Corollary 3.4. Assume that Ω ⊂ Rn is either a cube or a ball. Then there exists a constant c = c(n) such that
‖u−RΩ(u)‖L1(Ω) ≤ c |Ω|
1
n ‖ε(u)‖L1(Ω)(3.28)
for every u ∈ E1L1(Ω).
A Poincare´ type inequality in E1L1(Ω), with a different normalization condition, on a Lipschitz domain Ω
is the subject of the next lemma.
Lemma 3.5. Let Ω be a bounded connected Lipschitz domain in Rn and let γ ∈ (0, |Ω|). Then there exists a
constant C = C(Ω, γ) such that
(3.29) ‖u‖L1(Ω) ≤ C‖ε(u)‖L1(Ω)
for every function u ∈ E1L1(Ω) such that |{u = 0}| ≥ γ.
Proof. We follow the outline of the proof of [75, Lemma 4.1.3]. Assume, by contradiction, that inequality (3.29)
fails. Then there exists a sequence of functions {uk} ⊂ E1L1(Ω) and a sequence of measurable sets {Ek} such
that Ek ⊂ Ω, |Ek| ≥ γ, uk = 0 in Ek, and
(3.30) ‖uk‖L1(Ω) ≥ k‖ε(uk)‖L1(Ω)
for every k ∈ N. On replacing uk by uk/‖uk‖L1(Ω), we may also assume that
(3.31) ‖uk‖L1(Ω) = 1
for k ∈ N. The sequence {uk} is thus bounded in E1L1(Ω) and hence, by the compactness of the embedding
E1L1(Ω) → L1(Ω) [72, Chapter 2, Proposition 1.4], there exist a subsequence, still denoted by {uk}, and a
function u ∈ L1(Ω), such that uk → u in L1(Ω), and uk → u a.e. in Ω. Equations (3.30) and (3.31) tell us that
ε(uk)→ 0 in L1(Ω). Thus, in fact, u ∈ E1L1(Ω), and ε(u) = 0. As a consequence, u = b+Bx for some vector
b ∈ Rn and some matrix B ∈ Rn×nskew. On the other hand, owing to equation (3.31), ‖u‖L1(Ω) = 1. Therefore,
(3.32) either b 6= 0 or B 6= 0.
However, since uk → u a.e. in Ω, we have that u = 0 in the set E = ∩∞k=1 ∪∞h=k Eh. Since |E| ≥ γ > 0, this
contradicts (3.32). 
In what follows, the term annulus denotes a subset of Rn obtained as the difference between an open ball
and a closed concentric ball with smaller radius.
Lemma 3.6. Let Qr be an open cube in Rn with sidelength r, let λ > 1 and let Qλr denote the cube, concentric
with Qr, whose sidelength is λr. Let G ⊂ Rn be any annulus satisfying Qr \G 6= ∅. Then there exists a constant
C = C(n, λ) such that
(3.33) ‖u‖L1(Qλr) ≤ rC‖ε(u)‖L1(Qλr)
for every function u ∈ E1L1(Qλr) such that u = 0 in Qλr \G.
Proof. Without loss of generality, we may assume that Qr is centered at 0. Suppose, for the time being, that
(3.34) r = 1.
Owing to Lemma 3.5, inequality (3.33) will follow if we show that
(3.35) inf
G∈G
|Qλ \G| > 0,
where G = {G is an annulus s.t. Q1 \G 6= ∅}. In order to prove property (3.35), consider a sequence of annuli
{Gk} such that
(3.36) Q1 \Gk 6= ∅
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and
(3.37) lim
k→∞
|Qλ \Gk| = inf
G∈G
|Qλ \G|.
Let xk ∈ Rn and 0 < rk < Rk be such that Gk = BRk(xk) \Brk(xk) for k ∈ N.
If there exist subsequences (still indexed by k) such that {xk} and {Rk} are bounded, then there exists a further
subsequence of {Gk}, still denoted by {Gk}, and a (possibly empty) annulus G∞, such that
(3.38) χGk → χG∞ ,
in L1(Rn), and
(3.39) Q1 \G∞ 6= ∅,
whence
(3.40) inf
G∈G
|Qλ \G| = lim
k→∞
|Qλ \Gk| = |Qλ \G∞| > 0.
Inequality (3.35) is thus established in this case.
If there exist subsequences such that {Rk} is bounded and {xk} is unbounded, then there exists a subsequence
of {Gk}, such that Qλ \Gk = Qλ for large k. This contradicts equation (3.37), since
(3.41) inf
G∈G
|Qλ \G| < |Qλ|.
If there exist subsequences such that {xk} and {Rk} are unbounded, and {rk} is bounded, then there exists a
subsequence {Gk} such that equations (3.38)–(3.40) hold, where G∞ is either the whole of Rn, or a half-space,
or ∅. Only the second alternative is admissible, since the first one is excluded, being not consistent with (3.39),
whereas the last one is excluded, owing to (3.41). Inequality (3.35) thus follows also in this case.
Finally, assume that there exist subsequences such that |xk| → ∞, rk → ∞ and Rk → ∞. Equation (3.36)
ensures that, for each k,
(3.42) either Q1 \BRk(xk) 6= ∅ or Q1 ∩Brk(xk) 6= ∅.
Thus, there exists a further subsequence satisfying either the first or the second condition in (3.42) for every
k. If Q1 \ BRk(xk) 6= ∅ for every k, then there exists a half-space H∞ such that Q1 \ H∞ 6= ∅, and (up to
subsequences) BRk(xk)→ H∞ and
(3.43) inf
G∈G
|Qλ \G| = lim
k→∞
|Qλ \Gk| ≥ lim
k→∞
|Qλ \BRk(xk)| = |Qλ \H∞| > 0.
If, instead, Q1 ∩Brk(xk) 6= ∅ for every k, then there exists again a half-space H∞ such that Q1 ∩H∞ 6= ∅, and
(up to subsequences) Brk(xk)→ H∞ and
(3.44) inf
G∈G
|Qλ \G| = lim
k→∞
|Qλ \Gk| ≥ lim
k→∞
|Qλ ∩Brk(xk)| = |Qλ ∩H∞| > 0.
Equation (3.35) follows from either equation (3.43) or (3.44).
It remains to remove assumption (3.34). This can be accomplished via a scaling argument. Given any annulus
G as in the statement and any function u as in the statement, consider the function v : Q1 → Rn, defined as
v(x) = u(rx) for x ∈ Q1.
Then v ∈ E1L1(Q1), and v = 0 in Q1 \ G1/r. Here, G1/r denotes the annulus {x : rx ∈ G}. Clearly,
Q1 \G1/r 6= ∅, since Qr \G 6= ∅ . Inequality (3.33) thus follows via an application to v of the same inequality,
with r = 1, and via the change of variables y = rx. 
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4. Truncation operators
Our purpose in this section is to construct truncation operators in symmetric gradient Sobolev spaces. The
following lemma from [12] and [32] provides us with a Whitney type decomposition, enjoying specific properties
needed in the definition of the truncation operators in question, of an open set in Rn, with n ≥ 2, into dyadic
cubes.
In what follows, we denote by r(Q) the side-length of a cube Q ⊂ Rn.
Lemma 4.1. [12, 32] Let O be an open set in Rn. There exists a covering of O by closed dyadic cubes {Qj}j∈N
with the following properties:
(4.1)
⋃
j∈NQj = O and
◦
Qj ∩
◦
Qk = ∅ for j 6= k.
(4.2) 8
√
nr(Qj) ≤ dist(Qj , ∂O) ≤ 32
√
nr(Qj). In particular, on setting cn = 2 + 32
√
n, one has that
(cnQj) ∩ (Rn \ O) 6= ∅.
(4.3) If ∂Qj ∩ ∂Qk 6= ∅, then
1
2
≤ r(Qj)
r(Qk)
≤ 2.
(4.4) For each j, there exist at most (3n − 1)2n cubes Qk such that ∂Qj ∩ ∂Qk 6= ∅.
Set
(4.6) Q∗j =
9
8Qj and rj = r(Qj).
The following properties of the family of cubes {Q∗j} are a consequence of Lemma 4.1.
Corollary 4.2. Under the assumptions of Lemma 4.1 the following properties hold:
(4.6)
⋃
j∈NQ
∗
j = O
(4.7) If Q∗j ∩Q∗k 6= ∅, then ∂Qj ∩ ∂Qk 6= ∅, and Q∗j ⊂ 5Q∗k. Moreover, rj ≈ rk and |Q∗j ∩Q∗k| ≈ |Q∗j | ≈ |Q∗k|,
up to multiplicative constants depending only on n.
(4.8) The family Q∗j is locally finite, with a maximum number of overlaps depending only on n.
(4.9) There exists a constant c = c(n) such that
∑
j∈N |Q∗j | ≤ c|O|.
The construction of a partition of unity with respect to the covering {Q∗j}j∈N, which satisfies the properties
stated in the next lemma, is standard.
Lemma 4.3. Let O be open set in Rn and let {Qj} and {Q∗j}j∈N be families of cubes as in Lemma 4.1 and
Corollary 4.2. Then there exists a partition of unity {φj}j∈N with respect to the covering {Q∗j}j∈N such that:
(4.10) φj ∈ C∞0 (Rd), suppφj ⊂ Q∗j and
∑
j∈N φj = 1 in O.
(4.11) χ 7
9
Q∗j
= χ 7
8
Qj
≤ φj ≤ χ 9
8
Qj
= χQ∗j .
(4.12) |∇φj | ≤
c χQ∗j
rj
.
The truncation operator to be introduced acts on a function through the level sets of the Hardy-Littlewood
maximal operator applied to the relevant function and to its symmetric gradient. Recall that the Hardy-
Littlewood maximal operator M is defined at any function u ∈ L1loc(Rn) as
(4.13) Mu(x) = sup
Q∋x
−
∫
Q
|u|dy for x ∈ Rn,
where −
∫
Q =
1
|Q|
∫
Q . . . dy, the averaged integral over Q. The operator M is of weak type in any rearrangement-
invariant space X(Rn), in the sense that
(4.14) tϕX(|{Mu > t}|) ≤ CM‖u‖X(Rn) for t > 0,
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for some constant CM = CM (n), and for every u ∈ X(Rn). This is a consequence of (the upper estimate in) a
two-sided rearrangement inequality for the operator M , which tells us that
(4.15) cMu
∗∗(s) ≤ (Mu)∗(s) ≤ CMu∗∗(s) for s > 0,
for some positive constants cM = cM (n) and CM = CM (n) [7, Chapter 3, Theorem 3.8]. To verify assertion
(4.14), notice that, thanks to property (4.15), to the Ho¨lder type inequality (2.8), and to equation (2.11),
(4.16) (Mu)∗(s) ≤ CM
s
‖u‖X(0,∞)‖χ(0,s)‖X′(0,∞) =
CM
s
‖u‖X(Rn)ϕX′(s) =
CM
ϕX(s)
‖u‖X(Rn) for s > 0.
By the definition of the decreasing rearrangement, inequality (4.16) implies (4.14).
Given u ∈ E1L1(Rn), we define for θ, λ > 0 the set
Oθ,λ = {x ∈ Rn : M(u) > θ} ∪ {x ∈ Rn : M(ε(u)) > λ}.(4.17)
Note that Oθ,λ is an open set in Rn, thanks to the continuity of the maximal function. It follows directly from
the weak-type L1-estimate for the maximal operator, namely from inequality (4.14) with X(Rn) = L1(Rn),
that
|{x ∈ Rn : M(u) > θ}| ≤ CM
θ
‖u‖L1(Rn), |{x ∈ Rn : M(ε(u)) > λ}| ≤
CM
λ
‖ε(u)‖L1(Rn).
In particular, |Oθ,λ| < ∞. More generally, if u ∈ E1X(Rn) for some rearrangement-invariant space X(Rn),
then, by inequality (4.14) again,
ϕX(|{x ∈ Rn : M(u) > θ}|) ≤ CM
θ
‖u‖X(Rn), ϕX(|{x ∈ Rn : M(ε(u)) > λ}|) ≤
CM
λ
‖ε(u)‖X(Rn).(4.18)
Hence, |Oθ,λ| <∞ if limt→∞ ϕX(t) > max{CMθ ‖u‖X(Rn), CMλ ‖ε(u)‖X(Rn)}, and, in particular, if limt→∞ ϕX(t) =∞.
Let {Qj}j∈N, {Q∗j}j∈N and {φj}j∈N be as in Lemmas 4.1–4.3, with O = Oθ,λ.
Given a rearrangement-invariant space X(Rn) and a function u ∈ E1L1(Rn), define
(4.19) uj = RQ∗j (u) for j ∈ N,
where RQ∗j (u) is defined as in (3.6), and the function T θ,λu : Rn → Rn as
T θ,λu =

u in Rn \ Oθ,λ∑
j∈N
φjuj in Oθ,λ.(4.20)
Our results on the operator T θ,λ are collected in the following statement.
Theorem 4.4. [Truncation operator acting on u and ε(u)]
(i) Assume that u ∈ E1L1(Rn). Then T θ,λu ∈ E1L1(Rn) ∩ E1L∞(Rn). Moreover, there exists a constant
c = c(n) such that:
|T θ,λu| ≤ c θχOθ,λ + |u|χRn\Oθ,λ and |T θ,λu| ≤ c θ a.e. in Rn.(4.21)
|ε(T θ,λu)| ≤ c λχOθ,λ + |ε(u)|χRn\Oθ,λ and |ε(T θ,λu)| ≤ c λ a.e. in Rn.(4.22)
(ii) Assume that u ∈ E1X(Rn) for some rearrangement-invariant space X(Rn). Let λ > 0 be such that
(4.23) lim
t→∞
ϕX(t) >
2CM‖u‖E1X(Rn)
λ
,
where CM is the constant appearing in (4.14) (in particular, λ can be any positive number if the limit in (4.23)
is infinity). Then T λ,λu ∈ E1X(Rn). Moreover, properties (4.21) and (4.22) hold with θ = λ, and there exists
a constant C = C(n,X) such that
(4.24) ‖T λ,λu‖E1X(Rn) ≤ C‖u‖E1X(Rn).
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Proof. Part (i). The outline of the proof of this part is reminiscent of that of [12, Lemmas 2.1-2.3]. We begin
by showing that
T θ,λu ∈ E1L1(Rn).(4.25)
Since u ∈ E1L1(Rn) and T θ,λu = u in Rn \ Oθ,λ, it suffices to prove that T θ,λu − u ∈ E10L1(Oθ,λ). Owing to
property (4.10),
T θ,λu− u =
∞∑
j=1
φj(uj − u) in Oθ,λ.(4.26)
By property (4.10) again, each addend in the sum in (4.26) belongs to E1bL
1(Oθ,λ), and the sum is locally finite
by property (4.8). Therefore, T θ,λu− u ∈ E1locL1(Oθ,λ). Moreover,
ε(T θ,λu− u) =
∞∑
j=1
(∇φj ⊗sym (uj − u)− φjε(u)) in Oθ,λ,(4.27)
where ⊗sym denotes the symmetric part of the tensor product between two vectors. In order to show that
T θ,λu− u ∈ E10L1(Oθ,λ), it thus suffices to show that the sums in (4.26) and (4.27) converge in L1(Oθ,λ). Let
k ∈ N. Thanks to equations (3.28) and (4.12), there exists a constant c = c(n) such that∫
Rn
∞∑
j=k
∣∣∇φj ⊗sym (uj − u)− φjε(u)∣∣dx ≤ ∞∑
j=k
∫
Q∗j
∣∣∇φj ⊗sym (uj − u)∣∣dx+ ∞∑
j=k
∫
Q∗j
|ε(u)| dx(4.28)
≤
∞∑
j=k
∫
Q∗j
|uj − u|
rj
dx+
∞∑
j=k
∫
Q∗j
|ε(u)|dx ≤ c
∞∑
j=k
∫
Q∗j
|ε(u)|dx ≤ c
∫
Oθ,λ
χ∪∞j=kQ
∗
j
|ε(u)|dx.
Since ε(u) ∈ L1(Rn) and, by (4.9), χ∪∞j=kQ∗j → 0 as k → ∞, the sum in the leftmost side of equation (4.28)
converges to 0 in L1(Oθ,λ). Thus, ε(T θ,λu−u) ∈ L1(Oθ,λ). An analogous – in fact simpler – argument applied
to the sum on the right-hand side of (4.26) tells us that T θ,λu− u ∈ L1(Oθ,λ) as well. Property (4.25) is thus
established.
Le us next focus on (4.21) and (4.22). Denote by Aj the set of indices associated with cubes from the covering,
that are of neighbours of Q∗j (including Q
∗
j itself); namely
Aj = {k ∈ N : Q∗j ∩Q∗k 6= ∅}.(4.29)
Consider property (4.21). Fix j ∈ N. Since
T θ,λu =
∑
k∈Aj
φkuk in Q
∗
j ,
we deduce from inequality (3.10), that
|T θ,λu| ≤ c
∑
k∈Aj
‖uk‖L∞(Q∗k) ≤ c
∑
k∈Aj
−
∫
Q∗k
|u| dx a.e. in Q∗j ,
for some constant c = c(n). Hence, via properties (4.7), (4.8) and the definition of the maximal operator, there
exists a constant c = c(n) such that
|T θ,λu| ≤
∑
k∈Aj
−
∫
cnQ∗k
|u| dx ≤ c θ a.e. in Q∗j ,(4.30)
where cn is the constant appearing in (4.2). Note that here we have made use of the fact that cnQ
∗
k∩(Rn\Oθ,λ) 6=
∅. Inequality (4.30) implies that |T θ,λu| ≤ c θ in Oθ,λ. In Rn \Oθ,λ, one has that |T θ,λu| = |u| ≤M(u) ≤ θ by
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the very definition of Oθ,λ. Hence, |T θ,λu| ≤ c θ in Rn. Property (4.21) is thus fully established.
Consider next (4.22). We have that
ε(T θ,λu) = χRd\Oθ,λε(u) + χOθ,λ
∞∑
j=1
ε(φjuj).(4.31)
Moreover, for each j ∈ N,
ε(T θ,λu) = ε
( ∞∑
k=1
φkuk
)
= ε
( ∞∑
k=1
φk(uk − uj)
)
=
∞∑
k=1
∇φk ⊗sym (uk − uj) in Q∗j ,
where we have made use of the fact that, by (4.10),
∑∞
k=1 φk = 1 in Oθ,λ and that ε(uj) = 0. Therefore, owing
to the local finiteness of the covering {Q∗k},
|ε(T θ,λu)| ≤ c
∑
k∈Aj
1
rj
‖uj − uk‖L∞(Q∗j ) in Q
∗
j ,(4.32)
for some constant c = c(n). Since by property (4.7) we have |Q∗j ∩Q∗k| ≈ |Q∗j | ≈ |Q∗k|, a scaling argument and
the fact that all norms on the finite dimensional space R are equivalent tell us that∫
Q∗j
|v| dx ≈
∫
Q∗j∩Q
∗
k
|v| dx for k ∈ Aj ,
for every v ∈ R, with equivalence constants depending on n. As a consequence, if k ∈ Aj , then
1
rj
‖uj − uk‖L∞(Q∗j ) . −
∫
Q∗j
|uj − uk|
rj
dx .
1
|Q∗j |
∫
Q∗j∩Q
∗
k
|uj − uk|
rj
dx(4.33)
.
1
|Q∗j |
∫
Q∗j∩Q
∗
k
|u− uj|
rj
dx+
1
|Q∗j |
∫
Q∗j∩Q
∗
k
|u− uk|
rj
dx
. −
∫
Q∗j
|u− uj |
rj
dx+ −
∫
Q∗k
|u− uk|
rk
dx,
up to constants depending on n. Observe that we have exploited property (4.7) twice in the last chain.
Combining equations (4.33) and (4.32) yields
|ε(T θ,λ)| ≤ c
∑
k∈Aj
−
∫
Q∗k
|u− uk|
rk
dx(4.34)
for each j ∈ N. From inequality (3.28) and the local finiteness of the covering {Q∗k} we deduce, via the same
argument as in the poof (4.30), that
|ε(T θ,λu)| ≤
∑
k∈Aj
−
∫
cnQ∗k
|ε(u)| dx ≤ c λ a.e. in Q∗j ,(4.35)
for some constant c = c(n). Inasmuch as
⋃
j Q
∗
j = Oθ,λ, inequality (4.35) implies that |ε(T θ,λu)| ≤ c λ a.e.
in Oθ,λ. As a consequence, |ε(T θ,λu)| ≤ c λχOθ,λ + |ε(u)|χRn\Oθ,λ . On the other hand, |ε(T θ,λu)| = |ε(u)| ≤
M(ε(u)) ≤ λ in Rn \ Oθ,λ, by definition of Oθ,λ. Altogether, |ε(T θ,λu)| ≤ c λ a.e. in Rn. Property (4.22) is
thus established, and hence the proof of Part (i) is complete.
Part (ii). Assume that λ > 0 fulfills condition (4.23). Observe that
ϕX(|Oλ,λ|) ≤ ϕX(|{M(u) > λ}|+ |{M(ε(u)) > λ}|) ≤ ϕX(2|{M(u) > λ}|) + ϕX(2|{M(ε(u)) > λ}|)(4.36)
≤ 2ϕX (|{M(u) > λ}|) + 2ϕX(|{M(ε(u)) > λ}|),
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for λ > 0, where the last inequality holds since ϕX(t)/t is non-increasing. Hence, by the weak-type estimate
(4.14) and assumption (4.23), |Oλ,λ| < ∞. Since u ∈ E1X(Rn) and |Oλ,λ| < ∞, from property (2.9) we infer
that u ∈ E1L1(Oλ,λ). The same argument as in Part (i) then ensures that T λ,λu − u ∈ E10L1(Oλ,λ). Since
u ∈ E1X(Rn), we thus conclude that T λ,λu ∈ E1locL1(Rn). Properties (4.21) and (4.22) continue to hold with
the same proof. Via property (4.21), inequality (4.36) and the fact the the operator M is of weak type in
X(Rn), one deduces that
‖T λ,λu‖X(Rn) ≤ cλ‖χOλ,λ‖X(Rn) + ‖u‖X(Rn) = cλϕX(|Oλ,λ|) + ‖u‖X(Rn)(4.37)
≤ 2cλ[ϕX(|{M(u) > λ}|) + ϕX(|{M(ε(u)) > λ}|)]+ ‖u‖X(Rn) ≤ c′‖u‖E1X(Rn)
for some constants c = c(n) and c′ = c′(n). Property (4.22), via a chain analogous to (4.37), implies that
‖ε(T λ,λu)‖X(Rn) ≤ c‖u‖E1X(Rn)(4.38)
for some constant c = c(n). Inequality (4.24), and hence the fact that T λ,λu ∈ E1X(Rn), are consequences of
(4.37) and (4.38). 
We now introduce a variant of the truncation operator from Theorem 4.4, where the truncation only depends
on the symmetric gradient, and not on the function itself. LetX(Rn) be a rearrangement-invariant space. Given
u ∈ E1X(Rn), define for λ > 0 the set
Oλ = {x ∈ Rn : M(ε(u)) > λ},(4.39)
where M is the Hardy-Littlewood maximal operator. The weak-type estimate (4.14) for the maximal operator
implies that
ϕX
(|{x ∈ Rn : M(ε(u)) > λ}|) ≤ c
λ
‖ε(u)‖X(Rn).(4.40)
Let {Qj}j∈N, {Q∗j}j∈N and {φj}j∈N be as in Lemmas 4.1–4.3, with O = Oλ.
Define the function T λu by
T λu =

u in Rn \ Oλ
∞∑
j=1
φjuj in Oλ,
(4.41)
where uj = RQ∗j (u) for j ∈ N, and RQ∗j (u) is defined as in (3.9). The next result provides us with a counterpart
of Theorem 4.4 for the operator T λ.
Theorem 4.5. [Truncation operator acting on ε(u)]
(i) Assume that u ∈ E1L1(Rn). Then T λu ∈ E1L1(Rn) and ε(T λu) ∈ L∞(Rn). Moreover, there exists a
constant c = c(n) such that
(4.42) |ε(T λu)| ≤ c λχOλ + |ε(u)|χRn\Oλ and |ε(T λu)| ≤ c λ a.e. in Rn.
(ii) Assume that u ∈ E1bX(Rn) for some rearrangement-invariant space X(Rn). Then T λu ∈ E1bL1(Rn) ∩
E1bL
∞(Rn). In particular, T λu ∈ E1bX(Rn). Moreover, equation (4.42) holds, and there exists a constant
C = C(n) such that
(4.43) ‖ε(T λu)‖X(Rn) ≤ C‖ε(u)‖X(Rn).
Proof of Theorem 4.5. Part (i) can be proved along the same lines as in the proof of Theorem 4.4. We omit
the datails for brevity.
Part (ii). If u ∈ E1bX(Rn), then u ∈ E1L1(Rn) too. By part (i), T λu ∈ E1L1(Rn), ε(T λu) ∈ L∞(Rn) and
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property (4.42) holds. The fact that u ∈ E1bL1(Rn) ensures that the set {|T λu| > 0} is bounded. From
inequality (3.5), applied with u replaced by T λu, one has that
‖T λu‖L∞(Rn) = (T λu)∗(0) ≤
∫ |{|Tλu|>0}|
0
ε(T λu)∗(r)r−
1
n′ dr ≤ n|{|T λu| > 0}| 1n |ε(T λu)‖L∞(Rn).
Thus, T λu ∈ E1bL1(Rn) ∩ E1bL∞(Rn). The proof of inequality (4.43) is analogous to that of (4.24). 
We conclude this section with another variant of Theorem 4.4, that provides us with a truncation operator
which acts on functions defined on bounded open sets in Rn, and preserves zero boundary conditions. Let
Ω ⊂ Rn be a bounded open set and let u ∈ E10L1(Ω). Then ue ∈ E1bL1(Rn). For simplicity, the function
ue will be denoted by u in the remaining part of this section. Let Oθ,λ be defined as in (4.17). We mimic a
construction from [29], and set
u0j =
RQ∗j (u) if
√
9
8Qj ⊂ Ω
0 elsewhere.
(4.44)
Note that the definition of u0j differs from that of uj , given in (4.19), only for those indices j ∈ N such that√
9
8Qj ∩ (Rn \ Ω) 6= ∅. In the latter case, u0j = 0. Next, define T θ,λ0 u by
T θ,λ0 u =

u in Rn \ Oθ,λ∑
j∈N
φju
0
j in Oθ,λ.(4.45)
The crucial observation is now that, if Ω is regular enough, e.g. a bounded Lipschitz domain, then, since u = 0
in Rn \Ω, there exists a constant c = c(Ω) such that∫
Q∗j
|u|
rj
dx ≤ c
∫
Q∗j
|ε(u)|dx(4.46)
if
√
9
8Qj ∩ (Rn \ Ω) 6= ∅. Inequality (4.46) can be derived via Lemma 3.5. In particular, for sets of special
form, the constant c in inequality (4.46) only depends on n. Lemma 3.6 ensures that this is true when Ω is an
annulus, the case of interest in view of our applications.
On making use of inequality (4.46), instead of (3.28), in inequalities (4.28) and (4.35) for those indices j such
that
√
9
8Qj ∩ (Rn \ Ω) 6= ∅, the proof of Theorem 4.4 carries over verbatim to establish the following result.
Theorem 4.6. [Truncation operator preserving zero boundary values] Let Ω be a bounded Lipschitz
domain in Rn.
(i) If u ∈ E10L1(Ω), then T θ,λ0 u ∈ E10L∞(Ω). Moreover, there exists a constant c = c(Ω) such that
|T θ,λ0 u| ≤ c θχOθ,λ + |u|χΩ\Oθ,λ and |T θ,λ0 u| ≤ c θ a.e. in Rn.(4.47)
|ε(T θ,λ0 u)| ≤ c λχOθ,λ + |ε(u)|χΩ\Oθ,λ and |ε(T θ,λ0 u)| ≤ c λ a.e. in Rn.(4.48)
(ii) Assume that u ∈ E10X(Ω) for some rearrangement-invariant space X(Ω). Then T λ,λ0 ∈ E10X(Ω). Moreover,
properties (4.47) and (4.48) hold with θ = λ, and there exists a constant C = C(Ω) such that
(4.49) ‖T λ,λ0 u‖E1X(Ω) ≤ C‖u‖E1X(Ω).
In particular, if Ω is an annulus, then the constant c in (4.47) and (4.48), and the constant C in (4.49) depend
only on n.
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5. Smooth approximation up to the boundary
This section is devoted to an approximation result for functions in E1L1(Ω) by functions in C∞(Ω) functions
in any (ε, δ)-domain Ω. Recall that an open set Ω ⊂ Rn, with n ≥ 2, is called an (ε, δ)-domain if there exist
ε, δ > 0 such that for any x, y ∈ Ω, with |x− y| < δ, there exists a rectifiable curve γ connecting x and y, with
length ℓ(γ), satisfying
ℓ(γ) ≤ 1
ε
|x− y|,(5.1)
dist(z, ∂Ω) ≥ ε |x− z||y − z||x− y| ∀z ∈ γ.(5.2)
The notion of (ε, δ)-domain was introduced in [48], where it is shown that any domain of this kind is an extension
domain for the Sobolev space Wm,p(Ω) for every m ∈ N and p ∈ [1,∞]. The class of (ε, δ)-domains is known
to be, in a sense, the largest one supporting the extension property for Sobolev spaces. It includes, the class of
domains with minimally smooth boundary as defined in [68, Chapter 6, Section 4], and, in particular, the class
of bounded Lipschitz domains. The extension property for symmetric gradient Sobolev space is established in
the next section.
Theorem 5.1. [Smooth approximation up to the boundary on (ε, δ)-domains] Let Ω be an (ε, δ)-
domain and let u ∈ E1L1(Ω). Then there exists a sequence {uj} ⊂ C∞(Ω) such that uj → u in E1L1(Ω).
The proof of Theorem 5.1 is split in several lemmas. We begin by introducing a family of coverings of Rn as
follows. For each j ∈ Z, let {Bj,k}k∈N denote a family of open balls, with diameter r(Bj,k) , such that:
(5.3) The family {78Bj,k}k covers Rn;
(5.4) 18 · 2−j ≤ r(Bj,k) ≤ 14 · 2−j ;
(5.5) Each family {Bj,k}k is locally finite, with overlap constant c = c(n), i.e. sup
j
∑
k
χBj,k ≤ c.
For each j ∈ Z, let {ηj,k}k ⊂ C∞0 (Rn) be a partition of unity with respect to the family {Bj,k}k, such that
‖ηj,k‖L∞(Rn) + r(Bj,k)‖∇ηj,k‖L∞(Rn) ≤ c,(5.6)
for some constant c = c(n).
Given an open set Ω ⊂ Rn, define the inner 2−j-neighbourhood Uj of ∂Ω by
Uj = {x ∈ Ω : dist(x, ∂Ω) < 2−j}.(5.7)
If Ω is a connected (ε, δ)-domain, one can associate with each ball Bj,k sufficiently close to ∂Ω a “reflected ball”
B♯j,k ⊂ Ω enjoying the properties described in the next lemma, which is inspired by [48, Lemma 2.4].
Throughout this section, the constants in the relations “ ≈ ” and “ . ” depend only on n.
Lemma 5.2. Let Ω be a connected (ε, δ)-domain. Then there exists j0 ∈ N with the following properties: for
each ball Bj,k with j ≥ j0 and Bj,k ∩ Uj 6= ∅, there exists a ball B♯j,k ⊂ Ω such that r(B♯j,k) ≈ r(Bj,k) ≈
dist(B♯j,k, ∂Ω) and dist(Bj,k, B
♯
j,k) ≈ r(Bj,k), with equivalence constants independent of j and k.
Proof. Fix C > 0 to be chosen later. Let j0 ∈ N be such that 12 Cε 2−j0 < diam(Ω). Hence, by equation (5.4),
(5.8) 2Cε r(Bj0,k) < diam(Ω)
for every k ∈ N. Given j ≥ j0 and k ∈ N, let Bjk be such that Bjk ∩Uj 6= ∅. Fix x0 ∈ Bjk ∩Uj. We claim that
there exists y0 ∈ Ω satisfying
|x0 − y0| = C
ε
r(Bjk).(5.9)
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Indeed, equation (5.9) amounts to saying that y0 belongs to the sphere centered at x0 with radius
C
ε r(Bj0,k).
If y0 did not exist, then the intersection of this sphere with Ω would be empty. Since Ω is connected, it would
be contained in the ball with the same center and radius, thus contradicting inequality (5.8). Since Ω is an
(ε, δ)-domain, there exists a curve γ connecting x0 and y0 and satisfying (5.1) and (5.2). Choose a point z0 on
this curve, with the property that
min{|x0 − z0|, |y0 − z0|} ≥ 1
2
|x0 − y0|.
From equations (5.2) and (5.9) we infer that
dist(z0, ∂Ω) ≥ ε
4
|x0 − y0| = C
4
r(Bj,k).(5.10)
Now, choose a ball B♯jk from the covering {Bj,k}k such that z0 ∈ B♯jk. By inequalities (5.4), one has that
r(B♯jk) ≈ 2−j . Therefore, by (5.10), the constant C can be chosen so large that B♯jk ⊂ Ω. Moreover, owing to
(5.9), dist(Bj,k, B
♯
j,k) ≈ r(Bj,k). 
The following lemma tells us that a ball and the reflected ball constructed in Lemma 5.2 can be connected
by a chain of equivalent balls. The subsequent result ensures that a similar property holds for the reflected
balls of two balls with equivalent diameters and nonempty intersection.
Lemma 5.3. Let Ω be a connected (ε, δ)-domain. There exists j1 ∈ N with the following property. Assume
that Bj,k ⊂ Ω and Bj,k ∩ Uj 6= ∅ for some j ≥ j1 and k ∈ N, and let B♯jk be the reflected ball of Bj,k introduced
in Lemma 5.2. Then there exists a chain of balls B1, . . . ,Bh ⊂ Ω, with h ∈ N uniformly bounded independently
of j and k, such that
B1 = Bj,k and Bh = B♯j,k;(5.11)
|Bi ∩ Bi+1| ≈ |Bi| ≈ |Bi+1| ≈ |Bj,k| for i = 1, . . . , h− 1;(5.12)
r(Bi) ≈ r(Bj,k) for i = 1, . . . , h;(5.13)
with equivalence constants independent of j, k, i.
Proof. By Lemma 5.2, if j ≥ j0, then dist(Bj,k, B♯j,k) ≈ r(Bj,k) ≈ 2−j for k ∈ N. Thus, since Ω is an (ε, δ)-
domain, there exists j1 ≥ j0 such that, if j ≥ j1, then the centers x and x♯ of the balls Bj,k and B♯j,k fulfill the
inequality |x−x♯| < δ, and hence can be joined by a curve γ satisfying properties (5.1) and (5.2). By inequality
(5.1), we have that ℓ(γ) ≈ 2−j . Moreover, inequality (5.2) yields
dist(z, ∂Ω) ≥ c(ε)2−j for z ∈ γ \ (Bj,k ∩B♯jk).
Now, it suffices to choose balls Bi centered on γ \
(
Bj,k ∩ B♯jk
)
, with diameter 12c(ε)2
−j . The number of balls
needed to cover γ, with the measure of the intersection of consecutive balls equivalent to their measure, is
proportional to ℓ(γ)1
2 c(ε)2
−j
, a quantity which is in its turn equivalent to a constant depending only on ε. 
Lemma 5.4. Let Ω be a connected (ε, δ)-domain. There exists j2 ∈ N with the following properties: if Bj,k ∩
Bl,m 6= ∅, Bj,k ∩ Uj 6= ∅, Bl,m ∩ Um 6= ∅, with j, l ≥ j2, |j − l| ≤ 1 and k ∈ N, then there exists a chain of
balls B1, . . . ,Bh ⊂ Ω with h ∈ N uniformly bounded, independently of j, k, l,m, such that
B1 = B♯j,k and Bh = B♯l,m;(5.14)
|Bi ∩ Bi+1| ≈ |Bi| ≈ |Bi+1| ≈ |Bj,k| for i = 1, . . . , h− 1;(5.15)
dist(Bi, ∂Ω) ≈ r(Bi) ≈ r(Bj,k) for i = 1, . . . , h;(5.16)
with equivalence constants independent of j, k, i.
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Proof. The assumption |j − l| ≤ 1 and property (5.4) ensure that r(Bj,k) ≈ r(Bl,m). Thus, by Lemma 5.2,
r(B♯j,k) ≈ r(B♯l,m), and dist(B♯j,k, B♯l,m) ≈ 2−j . The proof can then be accomplished along the same lines as
that of Lemma 5.3. Let us just point out that, in connection with property (5.16), an estimate of the form
dist(Bi, ∂Ω) . 2−j holds since dist(B♯j,k, ∂Ω) ≈ 2−j and dist(B♯l,m, ∂Ω) ≈ 2−j . Hence, if the maximal distance
from ∂Ω of the points on the curve appearing in the definition of (ε, δ)-domain grew faster than 2−j , then
property (5.1) would be violated. 
Let us denote by Π
B♯j,k
the orthogonal projection in L2(B♯j,k) onto the spaceR. SinceR is a finite dimensional
space, the operator Π
B♯j,k
can be extended to a linear bounded operator on L1(B♯j,k) as follows. Let {v1, . . . ,vN}
be an orthonormal basis of R with respect to the scalar product in L2(B♯j,k). Then
Π
B♯j,k
u =
N∑
i=1
(∫
B♯j,k
u · vi dx
)
vi(5.17)
for u ∈ L2(B♯j,k). Since the functions vi ∈ L∞(B♯j,k), the right-hand side of equation (5.17) is well defined also
for u ∈ L1(B♯j,k). Moreover, there exists a constant c = c(n) such that
−
∫
B♯j,k
|Π
B♯j,k
u| dx ≤ c −
∫
B♯j,k
|u|dx.(5.18)
for u ∈ L1(B♯j,k).
Next, let {ηjk} and {Uj} be the families of functions and of subsets of Ω introduced above, and let j2 ∈ N be the
index appearing in the statement of Lemma 5.4. Let {ρj} ⊂ C∞(Rn) be a sequence such that χUj+1 ≤ ρj ≤ χUj
and ‖∇ρj‖L∞(Rn) . 2j for j ∈ N. For each j ≥ j2, define the function Tju : Rn → Rn as
Tju = (1− ρj)u+ ρj
∞∑
k=1
ηj,kΠj,k,(5.19)
where the term (1− ρj)u is extended by 0 in Rn \ Ω. Note that
Tju = u− ρj
∞∑
k=1
ηj,k
(
u−Πj,ku
)
in Ω.
Thanks to Lemmas 5.2–5.4, one can apply [13, Corollary 4.10] and deduce the following result.
Lemma 5.5. Let Ω be a connected (ε, δ)-domain and let u ∈ E1L1(Ω). Then Tju ∈ C∞(U j+1) and Tju→ u
in E1L1(Ω).
We are now ready to accomplish the proof of Theorem 5.1.
Proof of Theorem 5.1. It suffices to prove the result under the assumption that Ω is connected. Indeed, if Ω
is disconnected, then the distance between two connected components is at least δ. Hence, an approximating
sequence on the whole of Ω can be obtained by gluing the approximating sequences in each connected compo-
nent, via cut-off functions with disjoint supports and equibounded gradients.
We make use of an argument from [13, Proof of Corollary 4.15]. Let ζκ : Rn → R be a (even and non-negative)
standard mollifier. It is well known that, for each j ∈ N, the sequence defined as
(5.20) uj,κ = ρj+1Tju+ ((1 − ρj+1)Tju) ∗ ζκ
converges to Tju in E
1L1(Ω) as κ→ 0. Hence, for each j ∈ N, there exists κj such that
‖uj,κj − Tju‖L1(Ω) ≤ 2−j ,
SYMMETRIC GRADIENT SOBOLEV SPACES ENDOWED WITH REARRANGEMENT-INVARIANT NORMS 25
‖ε(Tju)− ε(uj,κj)‖L1(Ω) ≤ 2−j .
Since, by Lemma 5.5, Tju → u in E1L1(Ω), the sequence {uj}, defined as uj = uj,κj , converges to u in
E1L1(Ω). Moreover, uj ∈ C∞(Ω) since supp(ρj) ⊂ U j+1 and T ju ∈ C∞(U j+1) by Lemma 5.5. 
6. Extension operators
The objective of this section is to establish an extension theorem on (ε, δ)-domain, that carries the re-
sult of [48] over to symmetric gradient Sobolev spaces. This is a critical step in view of the computation of
K-functionals for symmetric gradient Sobolev spaces, which are in their turn a main ingredient for our char-
acterization of optimal embeddings for these spaces. A basic, yet fundamental, version of the extension result
in question is the subject of Theorem 6.1 below. Let us mention that an extension operator on E1L1(Ω) is
also constructed in [44, Theorem 4.1]. Our approach is reminiscent of those of [48] and [44]. However, besides
dealing with a more general class of domains than those considered in the latter paper, a major novelty of
Theorem 6.1 is in a peculiar form of the extension operator. Specifically, the operator is designed in such a way
that the symmetric gradient of the extension of a function splits into the sum of two further operators, acting
on the function itself and on its symmetric gradient separately. This is a key property for our applications to
K-functionals, and, in particular, calls for the use of an ad hoc projection operator onto the space R.
Theorem 6.1. [Extension operator on (ε, δ)-domains] Assume that Ω is an (ε, δ)-domain in Rn. Then
there exists a linear extension operator EΩ : L
1
loc(Ω)→ L1loc(Rn) such that:
(6.1) EΩu = u in Ω
for u ∈ L1loc(Ω),
EΩ : L
1(Ω)→ L1(Rn), EΩ : L∞(Ω)→ L∞(Rn),(6.2)
and
(6.3) EΩ : E
1L1(Ω)→ E1L1(Rn), EΩ : E1L∞(Ω)→ E1L∞(Rn).
Moreover, there exist linear bounded operators L i, i = 1, 2, such that
(6.4) L i : L1(Ω)→ L1(Rn), L i : L∞(Ω)→ L∞(Rn) for i = 1, 2,
and
ε(EΩu) = L
1
ε(u) + L 2u(6.5)
for u ∈ E1L1(Ω) + E1L∞(Ω).
The next theorem generalizes Theorem 6.1 via an interpolation argument, and provides us with an extension
operator from E1X(Ω) into E1X̂(Ω) for any rearrangement-invariant space X(Ω) and any of its extensions
X̂(Ω) as defined in Subsection 2.1. This is a special case of a more general interpolation result, of independent
interest, which is stated in the same theorem.
Theorem 6.2. [Interpolation for extension operators on (ε, δ)-domains] Assume that Ω is an (ε, δ)-
domain in Rn. Let T : E1L1(Ω) + E1L∞(Ω)→ E1L1(Rn) + E1L∞(Rn) be a linear operator such that
(6.6) T : E1L1(Ω)→ E1L1(Rn) and T : E1L∞(Ω)→ E1L∞(Rn) ,
with norms M1 and M∞, respectively. Let X(Ω) be a rearrangement-invariant space and let X̂(Rn) be an
extension of X(Ω). Then
(6.7) T : E1X(Ω)→ E1X̂(Rn) ,
with norm depending on Ω, M1 and M∞.
In particular, the extension operator EΩ provided by Theorem 6.1 is such that
(6.8) EΩ : E
1X(Ω)→ E1X̂(Rn),
for every rearrangement-invariant space X(Ω) and any of its extensions X̂(Rn).
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The remaining part of this section is devoted to a proof of Theorem 6.1. The proof of Theorem 6.2 requires
the use of K-functionals, and is given at the end of the next section.
Proof of Theorem 6.1. Let {Qj} be a covering of Rn \ Ω and {Q˜j} a covering of Ω as in Lemma 4.1. Denote
centres of the cube Qj by xj and its side-length by rj , and by x˜j and r˜j the centre and the side-length of Q˜j .
Define M as the subset of N of those indices j such that Qj is “close to ∂Ω” in the sense that
(6.9) rj ≤ cεδ
for some constant c. We choose this constant c, depending on n, in such a way that [48, Lemmas 2.4–2.7] apply
to the family of cubes {Qj}j∈M. In particular, with each cube Qj , j ∈ M, it is associated a cube from the
covering {Q˜j}, which, after relabelling, can be assumed to be Q˜j and has the property that
(6.10) rj ≤ r˜j ≤ 4rj for j ∈M,
(6.11) dist(Qj , Q˜j) ≤ Crj for j ∈M,
for some constant C = C(n). Moreover, if the cubes Qj and Qk are neighbours, then [48, Lemma 2.8] enables
us to connect the associated cubes Q˜j and Q˜k by a chain of m cubes of equivalent size. The number m = mjk
of cubes in this chain is uniformly bounded independently of j and k. Precisely, there exist cubes Q˜j1 , . . . , Q˜jm
with Q˜j1 = Q˜j and Q˜jm = Q˜k such that Q˜jh ∩ Q˜jh+1 6= ∅ for h = 1, . . . ,mjk − 1. By property (4.3), we have
that 21−hr˜j ≤ r˜jh ≤ 2h−1r˜j and 2h−mjk r˜k ≤ r˜jh ≤ 2mjk−hr˜k, whence
1
c
min{r˜j , r˜k} ≤ r˜jh ≤ c max{r˜j , r˜k} for h = 1, . . . ,mjk,(6.12)
for some positive constant c independent of j and k, since mjk is uniformly bounded.
Let Q∗j and Q˜
∗
j be the cubes associated with Qj and Q˜j , respectively, as in (4.6), and hence enjoying the
properties described in Corollary 4.2. Let {φj}j∈M be a partition of unity associated with the cubes {Q∗j}j∈M
as in Lemma 4.3, and hence satisfying properties (4.10)–(4.12).
Given a function u ∈ L1loc(Ω), define the function EΩu ∈ L1loc(Rn) as
EΩu =

u in Ω∑
j∈M
φju˜j in Rn \Ω,(6.13)
where u˜j(x) = R˜ju(θ(x− xj) + x˜j) for j ∈M and we have set R˜j = RQ˜∗j , according to definition (3.6). Here
θ > 0 is chosen in such a way that
(6.14) θ(x− xj) + x˜j ∈ Q˜∗j if x ∈ Q∗j ,
and
θ max{rj , rk} ≤ c1 dist(x˜∗jk, ∂
(
Q˜∗j ∩ Q˜∗k
)
)(6.15)
for all cubes such that Q˜∗j ∩ Q˜∗k 6= ∅, where x˜∗jk denotes the center of Q˜∗j ∩ Q˜∗k. Here, c1 denotes a sufficiently
small constant c2, independent of j and k, to be chosen later. Notice that property (6.14) certainly holds if
θ ≤ c2 for a sufficiently small constant c2, independent of j, since r(Q∗j) ≈ r(Q˜∗j). Throughout this proof, the
relations “ ≈ ” and “ . ” hold up to constants depending only on Ω. The existence of θ making property
(6.15) true follows from (6.12) and (4.7). Indeed, one can verify that Q˜∗j ∩ Q˜∗k is a rectangle with side-lengths
equivalent to r˜j and r˜k, and the latter are equivalent to rj and rk. Moreover, observe that equation (6.13)
defines EΩu a.e. in Rn, since |∂Ω| = 0, by [48, Lemma 2.3]. Finally, since φj is compactly supported in Q∗j ,
then
∑
j∈M φju˜j vanishes outside
⋃
j∈M supp(φj). In particular, EΩu
SYMMETRIC GRADIENT SOBOLEV SPACES ENDOWED WITH REARRANGEMENT-INVARIANT NORMS 27
We begin by establishing property (6.2). If x ∈ Q∗j , then, owing to property (6.10), we have that θ(x−xj)+x˜j ∈
Q˜j. Assume that u ∈ L∞(Ω). By inequality (3.10), there exists a constant c = c(n) such that
‖u˜j‖L∞(Q∗j ) ≤ ‖R˜j(u)‖L∞(Q˜∗j ) ≤ c ‖u‖L∞(Q˜∗j ) ≤ c ‖u‖L∞(Ω)
for every j ∈M. Since {φj} is a partition of unity, property (6.2) for L∞ follows. Similarly, if u ∈ L1(Ω), then,
by (6.14) and property (4.8),
‖EΩu‖L1(Rn\Ω) =
∫
Rn
∣∣∣∑
j∈M
φju˜j
∣∣∣ dx ≤∑
j∈M
∫
Q∗j
|u˜j |dx =
∑
j∈M
∫
Q∗j
|R˜j(u)(θ(x− xj) + x˜j)|dx(6.16)
≤ c
∑
j∈M
∫
Q˜∗j
|R˜j(u)(x)|dx ≤ c′
∑
j∈M
∫
Q˜∗j
|u|dx ≤ c′′
∫
Ω
|u|dx,
for some constants c = c(n), c′ = c′(n) and c′′ = c′′(n), whence (6.2) follows for L1 as well.
Assume now that u ∈ E1locL1(Ω). Hence, in particular, u ∈ E1L1(Q˜∗j) for j ∈ M. Owing to Lemma 3.3, any
such function can be represented as
u = R˜j(u) + L˜j(ε(u)) in Q˜∗j ,(6.17)
where we have set L˜j = LQ˜∗j
, according to (3.8).
Given j ∈M define, as in (4.29), Aj = {k ∈ N : Q∗j ∩Q∗k 6= ∅}, and
(6.18) AMj = {k ∈M : Q∗j ∩Q∗k 6= ∅}.
Consider the subset of M defined by
P = {j ∈ N : AMj = Aj}.
Thus, {Qj}j∈P is the family of those cubes from the family {Qj}j∈M, whose neighbours also belong to the family
{Qj}j∈M. Define WP = ∪j∈PQj. Note that, owing to (4.10), we have that u˜j =
∑
k∈AMj
φku˜j in Q
∗
j ∩ WP.
Hence, since ε(u˜j) = 0, it follows that
∑
k∈AMj
∇φk ⊗sym u˜j = 0 in Q∗j ∩WP. Inasmuch as ε(u˜k) = 0 as well,
the following chain holds for x ∈ Q∗j ∩WP:
ε(EΩu) =
∑
k∈AMj
∇φk(x)⊗sym (u˜k(x)− u˜j(x))(6.19)
=
∑
k∈AMj
∇φk ⊗sym (R˜k(u)(θ(x− xk) + x˜k)− R˜j(u)(θ(x− xj) + x˜j))
=
∑
k∈AMj
∇φk ⊗sym (R˜k(u)(θ(x− xk) + x˜k)− R˜j(u)(θ(x− xk) + x˜j))
+
∑
k∈AMj
∇φk ⊗sym (R˜j(u)(θ(x− xk) + x˜j)− R˜j(u)(θ(x− xj) + x˜j)).
If Q∗j \ WP 6= ∅ and x ∈ Q∗j \ WP, then all equalities in equation (6.19) hold with the extra addend∑
k∈AMj
∇φk(x)⊗sym u˜j(x),(6.20)
since one just has that
∑
k∈AMj
φk ≤ 1 in Q∗j \ WP, and hence
∑
k∈AMj
∇φk ⊗sym u˜j 6= 0.
Now, observe that, if k ∈ AMj then ∂Qj∩∂Qk 6= ∅, but, in general, it may happen that ∂Q˜j∩∂Q˜k = ∅. However,
Q˜j and Q˜k can be connected by a chain of cubes Q˜j1 , . . . , Q˜jmjk with Q˜j1 = Q˜j and Q˜jmjk = Q˜k satisfying
(6.12). Consequently, by (4.8) and (6.12), one has that |Q˜∗jh ∩ Q˜∗jh−1 | ≈ |Q˜j| ≈ |Q˜k| for h = 2, . . . ,mjk. In
particular, the center x˜∗jh−1,jh of Q˜
∗
jh−1
∩ Q˜∗jh satisfies (6.15), with j and k replaced by jh−1 and jh, respectively.
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Hence, θ(x− xk) + x˜∗jh−1jh ∈ Q˜∗jh−1 ∩ Q˜∗jh for all x ∈ Q∗k, and the same inclusion holds for θ(x− xj) + x˜∗jh−1jh ,
provided that the constant c1 in (6.15) is chosen sufficiently small. Thanks to equation (6.17), the following
chain holds for x ∈ Q∗j ∩WP:
ε(EΩu) =
∑
k∈AMj
mjk∑
h=2
∇φk ⊗sym
(
R˜jh(u)(θ(x− xk) + x˜jh)− R˜jh−1(u)(θ(x− xk) + x˜jh−1)
)
(6.21)
+
∑
k∈AMj
∇φk ⊗sym
(
R˜j(u)(θ(x− xk) + x˜j)− R˜j(u)(θ(x− xj) + x˜j)
)
=
∑
k∈AMj
mjk∑
h=2
∇φk ⊗sym
(
R˜jh(u)(θ(x− xk) + x˜∗jh−1,jh)− R˜jh−1(u)(θ(x− xk) + x˜∗jh−1,jh)
)
+
∑
k∈AMj
mjk∑
h=2
∇φk ⊗sym
(
R˜jh(u)(θ(x− xk) + x˜jh)− R˜jh(u)(θ(x− xk) + x˜∗jh−1,jh)
)
+
∑
k∈AMj
mjk∑
h=2
∇φk ⊗sym
(
R˜jh−1(u)(θ(x− xk) + x˜∗jh−1,jh)− R˜jh−1(u)(θ(x− xk) + x˜jh−1)
)
+
∑
k∈AMj
∇φk ⊗sym
(
R˜j(u)(θ(x− xk) + x˜j)− R˜j(u)(θ(x− xj) + x˜j)
)
=
∑
k∈AMj
mjk∑
h=2
∇φk ⊗sym
(
L˜jh−1(ε(u))(θ(x− xk) + x˜∗jh−1,jh)− L˜jh(ε(u))(θ(x− xk) + x˜∗jh−1,jh)
)
+
∑
k∈AMj
mjk∑
h=2
∇φk ⊗sym R˜jh(u)(x˜jh − x˜∗jh−1,jh) +
∑
k∈AMj
mjk∑
h=2
∇φk ⊗sym R˜jh−1(u)(x˜∗jh−1,jh − x˜jh−1)
+
∑
k∈AMj
∇φk ⊗sym R˜j(u)θ(xj − xk).
If x ∈ Q∗j \WP, then a chain analogous to (6.21) holds, where all equalities hold with the extra addend (6.20).
Now, let us set
L
1(E) = χΩE+ L
11(E) + L 12(E),
L
11(E) = −
∑
j∈M
χQ∗j∩WP
∑
k∈AMj
mjk∑
h=2
∇φk ⊗sym L˜jh(E)(θ(x− xk) + x˜∗jh−1,jh),
L
12(E) =
∑
j∈M
χQ∗j∩WP
∑
k∈AMj
mjk∑
h=2
∇φk ⊗sym L˜jh−1(E)(θ(x− xk) + x˜∗jh−1,jh),
L
2(u) = L 21(u) + L 22(u) + L 23(u) + L 24(u),
L
21(u) =
∑
j∈M
χQ∗j∩WP
∑
k∈AMj
mjk∑
h=2
∇φk ⊗sym R˜jh(u)(x˜jh − x˜∗jh−1,jh),
L
22(u) =
∑
j∈M
χQ∗j∩WP
∑
k∈AMj
mjk∑
h=2
∇φk ⊗sym R˜jh−1(u)(x˜∗jh−1,jh − x˜jh−1),
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L
23(u) =
∑
j∈M
χQ∗j∩WP
∑
k∈AMj
∇φk ⊗sym R˜j(u)θ(xj − xk),
L
24(u) =
∑
j∈M
χQ∗j\WP
∑
k∈AMj
∇φk(x)⊗sym u˜j(x).
As a next step, we prove that L i : L1(Ω) → L1(Rn) and L i : L∞(Ω) → L∞(Rn), for i = 1, 2. This will
be accomplished by showing that the operators into which the operators L i have been decomposed enjoy the
relevant boundedness properties.
First, consider L 21. By equations (6.15) and (6.12), we have that |x˜jh − x˜∗jh−1,jh | . rk. Moreover, property
(4.12) implies that |∇φk| . r−1k . Hence, if u ∈ L∞(Ω),
‖L 21(u)‖L∞(Q∗j ) .
∑
k∈AMj
mjk∑
h=2
r−nk ‖u‖L1(Q˜∗jh ) .
∑
k∈AMj
mjk∑
h=2
‖u‖L∞(Q˜∗jh) . ‖u‖L∞(Ω)(6.22)
for every Q∗j , as a consequence of (3.10). Note that in (6.22) we have also made use of the fact that both
sums are finite, with a uniform upper bound for the number of addends. Therefore, L 21 : L∞(Ω)→ L∞(Rn).
The corresponding property for the operators L 22 and L 23 can be established analogously. As far as L 24 is
concerned, notice that only cubes Q∗j , with j ∈M, such that Q∗j \WP 6= ∅ are in question. By (4.7), each cube
with this property satisfies ∂Qj ∩∂Q0 for some cube Q0 in the family {Qj}j∈N\P. Hence, by property (4.3) and
the definition of M, its side-length r0 satisfies r0 > c2εδ. Thus, by (4.3) again,
rj ≥ 1
2
r0 ≥ c
4
εδ.(6.23)
Inequality (6.23) implies, in its turn, a parallel uniform lower bound for the side-length rk of all cubes entering
the definition of L 24. Hence, we obtain that |∇φk| . 1εδ for every k ∈ AMj . Thus, owing to properties (4.8)
and (3.10),
‖L 24(u)‖L∞(Q∗j ) . ‖u˜j‖L∞(Q∗j ) = ‖R˜j(u)‖L∞(Q˜∗j ) . ‖u‖L∞(Q˜∗j ) . ‖u‖L∞(Ω)(6.24)
for j ∈M. This implies that L 24 : L∞(Ω)→ L∞(Rn). Altogether, we conclude that L 2 : L∞(Ω)→ L∞(Rn).
As for the boundedness of L 2 in L1, if u ∈ L1(Ω), then, thanks to (3.10), similarly to (6.22) one obtains that∫
Rn
∣∣∣∣∑
j∈M
χQ∗j∩WP
∑
k∈AMj
mjk∑
h=2
∇φk ⊗sym R˜jh(u)(x˜jh − x˜∗jh−1,jh)
∣∣∣∣ dx .∑
j∈M
∑
k∈AMj
mjk∑
h=2
‖u‖
L1(Q˜∗jh
)
. ‖u‖L1(Ω).
Here, we have made use of the property (4.8) and of the fact that the number mjk is uniformly bounded in j
and k. The estimates for L 22 and L 23 are completely analogous. The boundedness of L 24 follows from the
fact that, similarly to (6.16) and owing to (6.23),∫
Rn
∣∣∣∣∑
j∈M
χQ∗j∩WP
M∑
k∈Aj
∇φk ⊗sym u˜j
∣∣∣∣dx ≤∑
j∈M
∫
Q∗j
|u˜j |dx .
∫
Ω
|u|dx.
We have thus shown that L 2 : L1(Ω)→ L1(Rn).
Next, we focus on L 1. By (6.15), (6.12), (3.11), (4.12) and (4.8),
‖L 11(E)‖L∞(Q∗j ) .
∑
k∈AMj
mjk∑
h=2
r−1k ‖L˜jh(E)(θ(· − xk) + x˜∗jh−1,jh)‖L∞(Q∗k)
.
∑
k∈AMj
mjk∑
h=2
r˜−1jh ‖L˜jh(E)‖L∞(Q˜∗jh ) .
∑
k∈AMj
mjk∑
h=2
‖E‖L∞(Q˜∗jh ) . ‖E‖L∞(Ω)
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for E ∈ L∞(Ω). The estimate for L 12(E) is analogous. Hence, we obtain that L 1 : L∞(Ω)→ L∞(Rn).
As far the L1 estimate is concerned, by (4.8), (6.15), (6.12) and by (4.12),
‖L 11(E)‖L1(Rn) =
∫
Rn
∣∣∣∣∑
j∈M
∑
k∈AMj
mjk∑
h=2
∇φk ⊗sym L˜jh(E)(θ(x− xk) + x˜∗jh−1,jh)
∣∣∣∣ dx
.
∑
j∈M
∑
k∈AMj
mjk∑
h=2
r−1k ‖L˜jh(E)(θ(· − xk) + x˜∗jh−1,jh)‖L1(Q∗k)
.
∑
j∈M
∑
k∈AMj
mjk∑
h=2
r˜−1jh ‖L˜jh(E)‖L1(Q˜∗jh ) .
∑
j∈M
∑
k∈AMj
mjk∑
h=2
‖E‖L1(Q˜∗jh) . ‖E‖L1(Ω)
for E ∈ L1(Ω). The estimate for L 12(E) is similar. Thus, we have shown that L 1 : L1(Ω)→ L1(Rn).
It remains to prove that
(6.25) EΩu ∈ E1locL1(Rn).
With this property at our disposal, equations (6.3) and (6.5) will follow. In order to prove (6.25), it suffices to
show that EΩu ∈ E1L1(B), where B is a ball in each of the following cases: B ⊂ Ω, B ⊂ Rn \ Ω, the center of
B belongs to ∂Ω.
The case when B ⊂ Ω is trivial, since EΩu = u in Ω, and u ∈ E1L1(B), inasmuch as u ∈ E1locL1(Ω).
If B ⊂ Rn \Ω, the conclusion follows from the fact that, by (6.13) and (4.8), in B the function EΩu agrees with
a finite sum of products of affine functions times smooth functions.
Assume now that the center of B belongs to ∂Ω. The properties of the cubes {Qj} and of their reflected cubes
ensure that a function φ ∈ C∞0 (Rn) can be chosen with a support so large that φ = 1 in B and EΩ(φu) = EΩu in
B. Thus, on replacing u by φu, it suffices to prove that EΩu ∈ E1L1(B) under the additional assumption that u
has a bounded support. This piece of information, combined with the assumption that u ∈ E1locL1(Ω), ensures
that, in fact, u ∈ E1L1(Ω). Assume that we already know that, if u ∈ C∞(Ω), then EΩu ∈ E1L1(Rn). Hence,
equation (6.5) holds for such a function u, and, by the estimates for the operators L 1 and L 2 established
above, there exists a constant c = c(Ω) such that
(6.26) ‖EΩu‖E1L1(Rn) ≤ c‖u‖E1L1(Ω).
Owing to Theorem 5.1, there exists a sequence {uk} ⊂ C∞(Rn) such that uk → u in E1L1(Ω), where uk still
denotes the restriction of uk to Ω. Moreover, since u has bounded support, the functions uk, defined according
to equation (5.20), also have (uniformly) bounded supports. From inequality (6.26) one has that EΩuk is a
Cauchy sequence in E1L1(Rn), and hence converges to some function u ∈ E1L1(Rn). Since EΩuk = uk and
EΩu = u in Ω, we have that EΩuk → EΩu in L1(Ω). Moreover, owing to equation (6.16) applied to uk − u, we
have that EΩuk → EΩu in L1(Rn \ Ω). Therefore, EΩuk → EΩu in L1(Rn), whence EΩu = u ∈ E1L1(Rn).
It thus remains to show that if u ∈ C∞(Ω) and has bounded support, then EΩu ∈ E1L1(Rn). Since, as observed
above, the function EΩu has also a bounded support in Rn, it suffices to prove that
(6.27) EΩu is Lipschitz continuous in R
n.
Equation (6.27) will in turn follow if we show that
(6.28) EΩu is Lipschitz continuous in Ω,
(6.29) EΩu is Lipschitz continuous in R
n \ Ω,
(6.30) EΩu is continuous in R
n.
Property (6.28) holds since EΩu = u in Ω and u ∈ C∞(Ω) and has bounded support, and hence EΩu agrees, in
Ω, with the restriction of a Lipschitz continuous function.
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Let us now focus on (6.29). Similarly to equation (6.21), owing to (4.10) one has that
∇EΩu =
∑
k∈AMj
∇φk ⊗ u˜k +
∑
k∈AMj
φk∇u˜k(6.31)
=
∑
k∈AMj
∇φk ⊗ (u˜k − u˜j(x)) +
∑
k∈AMj
φk∇u˜k + χQ∗j\WP
∑
k∈AMj
∇φk ⊗ u˜j in Q∗j .
One can estimate the L∞(Q∗j) norm of the first and last term on the rightmost side of equation (6.31) via
analogous arguments as in the proof of the L∞ estimates for the operators L 1 and L 2 above, after replacing
⊗sym by ⊗. As for the middle term, by (3.10) and (4.8) one has that∥∥∥∥ ∑
k∈AMj
φk∇u˜k
∥∥∥∥
L∞(Q∗j )
.
∑
k∈AMj
‖∇u˜k‖L∞(Q∗k) .
∑
k∈AMj
‖∇R˜k‖L∞(Q˜∗k)
=
∑
k∈AMj
|R˜k| .
∑
k∈AMj
‖u‖
L∞(Q˜∗k)
. ‖u‖L∞(Ω).
This shows that
EΩu ∈W 1,∞(Rn \Ω).(6.32)
The next step consists in proving that property (6.32) implies (6.29). To this purpose, we first show that
‖EΩu− uQ˜j0‖L∞(Qj0 ) ≤ c rj0‖∇u‖L∞(Ω)(6.33)
for any cube Qj0 ∈ {Qj}j∈M. Here Q˜j0 denotes the reflected cube of Qj0 and uQ˜j0 the mean value of u over
Q˜j0 . In order to prove (6.33), observe that, by (4.10),
EΩu− uQ˜j0 =
∑
k∈AMj0
φk(u˜k − u˜j0) + u˜j0 − uQ˜j0 in Qj0 .(6.34)
Here AMj0 is defined as in (6.18). By the definition of u˜k and the fact that all norms are equivalent on the finite
dimensional space R, one has that
‖u˜k − u˜j0‖L∞(Qj0 ) . ‖R˜k(u)− R˜j0(u)‖L∞(Q˜∗j0 ) . −
∫
Q˜∗j0
|R˜k(u)− R˜j0(u)|dx.(6.35)
Since Q˜k and Q˜j0 are not necessarily neighbours, we argue as in (6.21) and connect them via a chain of cubes
Q˜j1 , . . . , Q˜jm , with Q˜j1 = Q˜j0 and Q˜jm = Q˜k, such that m = mj0,k is uniformly bounded independently of
j0 and k, the cubes Q˜jh , with h = 1, . . . ,m, have side-lengths equivalent to rj0 , and the measure of their
intersections is equivalent to that of Q˜j0 . We infer that
−
∫
Q˜∗j0
|R˜k(u)− R˜j0(u)|dx ≤
m∑
h=2
−
∫
Q˜∗j0
|R˜jh(u)− R˜jh−1(u)|dx .
m∑
h=2
−
∫
Q˜∗jh
|R˜jh(u)− R˜jh−1(u)|dx.(6.36)
Observe that the last inequality holds owing to the fact that the norms
∫
Q˜∗jh
| · |dx and ∫Q˜∗j0 | · |dx are equivalent,
uniformly in h, on the space R, since |Q˜∗jh | ≈ |Q˜∗j0 | for h = 1, . . . ,m. Thanks to inequality (3.28),
−
∫
Q˜∗jh
|R˜jh(u)− R˜jh−1(u)|dx . −
∫
Q˜∗jh−1
∩Q˜∗jh
|R˜jh(u)− R˜jh−1(u)|dx(6.37)
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. −
∫
Q˜∗jh
|u− R˜jh(u)|dx+ −
∫
Q˜∗jh−1
|u− R˜jh−1(u)| dx
. rjh −
∫
Q˜∗jh
|ε(u)|dx+ rjh−1 −
∫
Q˜∗jh−1
|ε(u)| dx
. r0‖ε(u)‖L∞(Ω) . r0‖∇u‖L∞(Ω)
for h = 1, . . . ,m. Notice that we have also made use of the equivalence rjh ≈ rj0 for these values of h. Finally,
on exploiting the equivalence of norms on the finite dimensional space R again, we deduce from inequality
(3.28) and a standard Poincare´ inequality that
‖u˜j0 − uQ˜j0‖L∞(Qj0 ) . ‖R˜j0(u)− uQ˜j0‖L∞(Q˜j0 )
. −
∫
Q˜∗j0
|R˜j0(u)− uQ˜j0 |dx(6.38)
. −
∫
Q˜∗j0
|R˜j0(u)− u|dx+ −
∫
Q˜∗j0
|u− u
Q˜j0
|dx
. −
∫
Q˜∗j0
|ε(u)|dx+ −
∫
Q˜∗j0
|∇u|dx . r0‖∇u‖L∞(Ω).
Inequality (6.33) follows from inequalities (6.35)–(6.38).
We are now in a position to accomplish the proof of property (6.29). Assume that x, y ∈ Rn \ Ω. We shall
prove that
|EΩu(x)− EΩu(y)| ≤ c |x− y|‖∇u‖L∞(Ω)(6.39)
for some constant c independent of x and y. If either |x − y| < dist(x, ∂Ω), or |x − y| < dist(y, ∂Ω), then
equation (6.39) trivially holds, since the points x, y can be connected by a straight line in Rn \Ω. Consequently,
we can assume that
|x− y| > max{dist(x, ∂Ω),dist(y, ∂Ω)}.(6.40)
We can also assume that |x − y| ≤ cεδ, for some constant c, otherwise (6.39) is trivial again. If this constant
c is chosen sufficiently small, depending only the constant appearing in equation (6.9), it follows from (6.40)
that there exist cubes Qx, Qy ⊂ {Qj}j∈M, whose side-lengths are bounded by |x− y|, containing x and y. We
consider the reflected cubes Q˜x and Q˜y, containing points x˜ and y˜ respectively. Note that the side-lengths of
Q˜x and Q˜y and the distances between each cube and its reflected cube are bounded by |x−y| as well. Thereby,
|x˜− y˜| ≤ |x˜− x|+ |x− y|+ |y − y˜| . |x− y|.
Hence, owing to (6.33) and to the Lipschitz continuity of u in Ω, there exist constants c and c′, independent of
u, such that
|EΩu(x)− EΩu(y)| ≤ |EΩu(x)− uQ˜x |+ |uQ˜x − uQ˜y |+ |uQ˜y − EΩu(y)|
≤ c (r(Q˜x) + r(Q˜y))‖∇u‖L∞(Ω) + c‖∇u‖L∞(Ω)(|x˜− y˜|+ r(Q˜x) + r(Q˜y))
≤ c |x− y|‖∇u‖L∞(Ω).
Hence, inequality (6.39) follows. Property (6.29) is thus established.
Finally, we are going to prove that (6.33) implies Lipschitz continuity across ∂Ω, and hence (6.30). Let x ∈ Rn\Ω
and y ∈ Ω. We may assume that |x− y| < cεδ for some constant c = c(n), the case when |x− y| ≥ cεδ being
is trivial. Hence, in particular,
dist(x, ∂Ω) ≤ |x− y| ≤ cεδ.
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The constant c can be chosen, depending on the constant appearing in inequality (6.9), in such a way that
there exists a cube Qx ∈ {Qj}j∈M with x ∈ Qx. Consequently, by property (4.2), one has that r(Qx) . |x− y|.
Now,
EΩu(x)− EΩu(y) = EΩu(x)− uQ˜x + uQ˜x − u(y),
where Q˜x is the reflected cube of Qx. The absolute value of the first difference on the right-hand side of this
equality can be bounded via inequality (6.33), with Qj0 replaced by Qx. As for the second difference, one can
make use of property (6.28), combined with the inequality
dist(y, Q˜x) ≤ |y − x|+ dist(x, Q˜x) . |x− y|.
Note that the last inequality relies upon property (6.11) and on the fact that r(Qx) . |x− y|. Altogether, this
shows that inequality (6.39) also holds if x ∈ Rn \ Ω and y ∈ Ω, thus establishing property (6.30). 
7. The K-functional for symmetric gradient Sobolev spaces
The notion of K-functional is fundamental in the theory of real interpolation of normed spaces. Loosely
speaking, knowledge of the K-functional for two couples of spaces enables one to derive information about
the boundedness of any sublinear operator between any pair of (suitably defined) intermediate spaces from
the boundedness of the relevant operator between the endpoint spaces. Recall that, given a couple of normed
spaces (Z0, Z1), that are both continuously embedded into some Hausdorff vector space, the K-functional is
defined for each ζ ∈ Z0 + Z1 and t > 0 as
K(ζ, t, Z0, Z1) = inf
ζ = ζ0 + ζ1
ζ0 ∈ Z0, ζ1 ∈ Z1
(‖ζ0‖Z0 + t‖ζ1‖Z1).
The K-functional for the couple of classical k-th order Sobolev spaces (W k,1(Rn),W k,∞(Rn)), with k ∈ N, has
been computed (up to equivalence) in the paper [28]. In particular, [28, Theorem 1] tells us that
(7.1) K(u, t,W 1,1(Rn),W 1,∞(Rn)) ≈
∫ t
0
(Du)∗(s) ds for t > 0,
with equivalence constants depending on n, where Du is defined by (2.28). A parallel formula is established in
the same paper for the couple (W k,1(Ω),W k,∞(Ω)), where Ω is any open set in Rn with a minimally smooth
boundary in the sense of [68, Chapter 6, Section 4].
A version of equation (7.1), and a counterpart on any (ε, δ)-domain Ω, is the content of the following result.
Theorem 7.1. [K-functional for the couple (E1L1, E1L∞)]
(i)
K(u, t, E1L1(Rn), E1L∞(Rn)) ≈
∫ t
0
E(u)∗(s) ds for t > 0,(7.2)
for every u ∈ E1L1(Rn) +E1L∞(Rn), with equivalence constants depending on n.
(ii)
K(u, t, E1bL
1(Rn), E1bL
∞(Rn)) ≈
∫ t
0
ε(u)∗(s) ds for t > 0,(7.3)
for every u ∈ E1bL1(Rn) +E1bL∞(Rn) = E1bL1(Rn), and
K(u, t, E10L
1(Rn), E10L
∞(Rn)) ≈
∫ t
0
ε(u)∗(s) ds for t > 0,(7.4)
for every u ∈ E10L1(Rn) +E10L∞(Rn), with equivalence constants depending on n.
(iii) Assume that Ω is an (ε, δ)-domain. Then
K(u, t, E1L1(Ω), E1L∞(Ω)) ≈
∫ t
0
E(u)∗(s) ds for t > 0,(7.5)
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for every u ∈ E1L1(Ω) + E1L∞(Ω), with equivalence constants depending on Ω.
Theorem 7.1 is a step in the proof of formulas for the K-functional of the couples (E1L1(Rn), E1Ln,1(Rn)),
(E1bL
1(Rn), E1bL
n,1(Rn)) and (E1L1(Ω), E1Ln,1(Ω)). These formulas play a decisive role in our embedding
theorems for symmetric gradient Sobolev spaces built upon arbitrary rearrangement-invariant spaces.
Theorem 7.2. [K-functional for the couple (E1L1, E1Ln,1)]
(i)
K(u, t, E1L1(Rn), E1Ln,1(Rn)) ≈
∫ tn′
0
E(u)∗(s) ds+ t
∫ ∞
tn′
E(u)∗(s)s− 1n′ ds for t > 0,(7.6)
for every u ∈ E1L1(Rn) +E1Ln,1(Rn), with equivalence constants depending on n.
(ii)
K(u, t, E1bL
1(Rn), E1bL
n,1(Rn)) ≈
∫ tn′
0
ε(u)∗(s) ds+ t
∫ ∞
tn′
ε(u)∗(s)s−
1
n′ ds for t > 0,(7.7)
for every u ∈ E1bL1(Rn) +E1bLn,1(Rn)= E1bL1(Rn), and
K(u, t, E10L
1(Rn), E10L
n,1(Rn)) ≈
∫ tn′
0
ε(u)∗(s) ds+ t
∫ ∞
tn′
ε(u)∗(s)s−
1
n′ ds for t > 0,(7.8)
for every u ∈ E10L1(Rn) +E10Ln,1(Rn), with equivalence constants depending on n.
(iii) Assume that Ω is an (ε, δ)-domain. Then
K(u, t, E1L1(Ω), E1Ln,1(Ω)) ≈
∫ tn′
0
E(u)∗(s) ds+ t
∫ ∞
tn′
E(u)∗(s)s− 1n′ ds for t > 0,(7.9)
for every u ∈ E1L1(Ω) + E1Ln,1(Ω), with equivalence constants depending on Ω.
We premise to the proofs of Theorems 7.1 and 7.2 a lemma on the coincidence between the K-functional of a
couple of rearrangement-invariant spaces (X(Ω,Rm), Y (Ω,Rm)) of Rm-valued functions, and the K-functional
of the couple (X(Ω), Y (Ω)) of scalar-valued functions, built upon the same rearrangement-invariant function
norms, and evaluated at the modulus of the Rm-valued functions. Of course, the same result holds for spaces
of matrix-valued functions. This result will be exploited without explicitly mentioning in what follows.
Lemma 7.3. Let Ω be a measurable set in Rn and let ‖ · ‖X(0,|Ω|) and ‖ · ‖Y (0,|Ω|) be rearrangement-invariant
function norms. Let m ∈ N. Then
(7.10) K(|U|, t;X(Ω), Y (Ω)) = K(U, t;X(Ω,Rm), Y (Ω,Rm)) for t > 0.
Proof. We have that
K(U, t;X(Ω,Rm), Y (Ω,Rm)) = inf
U=U0+U1
(‖U0‖X(Ω,Rm) + t‖U1‖Y (Ω,Rm))
= inf
U=U0+U1
(‖|U0|‖X(Ω) + t‖|U1|‖Y (Ω)) ≤ inf
|U|=v0+v1
(‖v0‖X(Ω) + t‖v1|‖Y (Ω))
= K(|U|, t;X(Ω), Y (Ω)).
Note that the inequality holds since, if |U| = v0 + v1 for some v0 and v1, then U = U0 +U1 with U0 = U|U|v0
and U1 =
U
|U|v1. The reverse inequality holds since
K(U, t;X(Ω,Rm), Y (Ω,Rm)) = inf
U=U0+U1
{‖U0‖X(Ω,Rm) + t‖U1‖Y (Ω,Rm)}
= inf
U=U0+U1
{‖|U0|‖X(Ω) + t‖|U1|‖Y (Ω)} ≥ inf
|U| ≤ v0 + v1
v0, v1 ≥ 0
{‖v0‖X(Ω) + t‖v1|‖Y (Ω)}
≥ inf
|U|=v0+v1
{‖v0‖X(Ω) + t‖v1|‖Y (Ω)} = K(|U|, t;X(Ω), Y (Ω)).
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Observe that the second inequality holds since, given nonnegative functions v0 and v1 such that |U| ≤ v0 + v1,
the functions v̂0 and v̂1, defined as
v̂0 =
v0|U|
v0 + v1
and v̂1 =
v1|U|
v0 + v1
,
enjoy the following properties:
|U| = v̂0 + v̂1,
0 ≤ v̂0 ≤ v0, 0 ≤ v̂1 ≤ v1.
Hence, by the monotonicity of rearrangement-invariant function norms with respect to pointwise inequalities
of functions,
‖v0‖X(Ω) + t‖v1|‖Y (Ω) ≥ ‖v̂0‖X(Ω) + t‖v̂1|‖Y (Ω) for t > 0.
The proof is complete 
Our proof of Theorem 7.1 makes use of an an approach based on the use of maximal functions, in the spirit
of [17, Thm. 3.1], and of the truncation operators introduced in Section 4. The proof of Part (iii) relies upon
Part (i) and on the extension results of Section 6.
Proof of Theorem 7.1. Part (i). The inequality “.” in (7.2) is a consequence of the formula
(7.11) K(v, t, L1(Rn), L∞(Rn)) ≈
∫ t
0
v∗(s) ds for t > 0,
for v ∈ L1(Rn) + L∞(Rn) – see e.g. [7, Theorem 1.6, Chapter 5]. Here, and throughout the proof of Part (i),
the equivalence constants depend only on n. Indeed, given t > 0, we have that
K(u, t, E1L1(Rn), E1L∞(Rn)) = inf
u=u0+u1
(‖u0‖E1L1(Rn) + t‖u1‖E1L∞(Rn))
(7.12)
≥ inf
u = u0 + u1
u0 ∈ E
1L1,u1 ∈ E
1L∞
1
2
(‖u0‖L1(Rn) + t‖u1‖L∞(Rn))+ inf
u = u0 + u1
u0 ∈ E
1L1,u1 ∈ E
1L∞
1
2
(‖ε(u0)‖L1(Rn) + t‖ε(u1)‖L∞(Rn))
≥ inf
u = v0 + v1
v0 ∈ L
1,v1 ∈ L
∞
1
2
(‖v0‖L1(Rn) + t‖v1‖L∞(Rn))+ inf
ε(u) = E0 + E1
E0 ∈ L
1,E1 ∈ L
∞
1
2
(‖E0‖L1(Rn) + t‖E1‖L∞(Rn))
= 12 K(u, t, L
1(Rn), L∞(Rn)) + 12 K(ε(u), t, L
1(Rn), L∞(Rn)) &
(∫ t
0
u∗(s) ds+
∫ t
0
ε(u)∗(s) ds
)
≥
∫ t
0
E(u)∗(s) ds.
Note that the last inequality holds owing to property (2.3) of rearrangements.
Let us now prove the reverse inequality “.”. Assume, for the time being, that u ∈ E1L1(Rn). Given any
θ, λ > 0, let Oθ,λ be the set in Rn defined by (4.17), and let uθ,λ = T θ,λu be the function given by (4.20). By
Theorem 4.4, Part (i), uθ,λ ∈ E1L∞(Rn), and
|uθ,λ| . θ and |ε(uθ,λ)| . λ.(7.13)
Fix t > 0. We choose θ =M(u)∗(t), λ =M(ε(u))∗(t) and set u1 = uθ,λ and u0 = u− u1. Thus,
K(u, t, E1L1(Rn), E1L∞(Rn)) ≤ ‖u0‖E1L1(Rn) + t‖u1‖E1L∞(Rn).(7.14)
By equation (7.13) and the choice of θ and λ,
‖u1‖E1L∞(Rn) = ‖u1‖L∞(Rn) + ‖ε(u1)‖L∞(Rn) . θ + λ =M(u)∗(t) +M(ε(u))∗(t).(7.15)
Next, since u0 = 0 in Rn \ Oθ,λ,
‖u0‖E1L1(Rn) ≤ ‖uχOθ,λ‖L1(Rn) + ‖ε(u)χOθ,λ‖L1(Rn) + ‖u1χOθ,λ‖L1(Rn) + ‖ε(u1)χOθ,λ‖L1(Rn).(7.16)
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Owing to the choice of θ and λ, one has that |Oθ,λ| ≤ c t for some constant c = c(n). Hence,
‖uχOθ,λ‖L1(Rn) ≤ ‖u∗χ(0,ct)‖L1(0,∞) ≤ max{1, c} ‖u∗χ(0,t)‖L1(0,∞) = max{1, c}
∫ t
0
u∗(s) ds(7.17)
and similarly
‖ε(u)χOθ,λ‖L1(Rn) ≤ max{1, c}
∫ t
0
ε(u)∗(s) ds.(7.18)
Moreover,
‖u1χOθ,λ‖L1(Rn) + ‖ε(u1)χOθ,λ‖L1(Rn) . t θ + tλ = t
(
M(u)∗(t) +M(ε(u))∗(t)
)
.(7.19)
On the other hand, by the second inequality in (4.15) and inequality (2.3),
M(u)∗(t) +M(ε(u))∗(t) .
1
t
(∫ t
0
u∗(s) ds+
∫ t
0
ε(u)∗(s) ds
)
≤ 2
t
(∫ t
0
E(u)∗(s) ds
)
.(7.20)
Combining inequalities (7.14)–(7.20) proves the inequality . in (7.2). This inequality is thus, established under
the assumption that u ∈ E1L1(Rn). It remains to remove this assumption.
To this purpose, given any function u ∈ E1L1(Rn) + E1L∞(Rn), fix t > 0 and set
M0 =M(E(u))∗(t)
and
O = {x ∈ Rn :M(E(u)) > M0}.
Hence,
(7.21) |O| ≤ t.
Define the decreasing sequences {tj} by tj = 2−jt, and {εj} in such a way that ε1 = t and
(7.22)
∫ εj
0
E(u)∗(s) ds ≤ tjM0
for j ≥ 2. Notice that the function E(u)∗ is actually integrable near 0, owing to the first inequality in (4.15).
Next, let {sj} be an increasing sequence such that s0 = 0, sj → ∞, sj+1 > sj + 1 and that, on setting
Bj = {x ∈ Rn : |x| < sj−1}, we have that
(7.23) |O \Bj | ≤ εj for j ∈ N.
Consider the annulus Gj = {x ∈ Rn : sj−1 ≤ |x| < sj+1} and note that Gj ∩ Bj = ∅ for j ∈ N. Let {ψj} be a
partition of unity relative to the covering {Gj} of Rn. Thus,
∞∑
j=1
ψj = 1 in R
n, suppψj ⊂ Gj ,
and
(7.24) ‖ψj‖L∞(Rn) + ‖∇ψj‖L∞(Rn) ≤ c,
for some constant c = c(n) and every j ∈ N. Consider the sequence {uj} defined by
uj = uψj
for j ∈ N. Clearly, ∑∞j=1 uj = u. Moreover, uj ∈ E1L1(Rn), since uj ∈ L1(Rn) and
(7.25) ε(uj) = ψjε(u) +∇ψj ⊗sym u ∈ L1(Rn)
for j ∈ N. We may thus apply equation (7.2) to the function uj , and deduce that
(7.26) K(uj , tj, E
1L1(Rn), E1L∞(Rn)) ≈
∫ tj
0
E(uj)∗(s) ds
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for j ∈ N. Let Ej ⊂ Gj be such that
(7.27) |Ej | ≤ tj
and
(7.28)
∫ tj
0
E(uj)∗(s) ds =
∫
Ej
|E(uj)| dx
for j ∈ N. Owing to equations (7.24) and (7.25),
|E(uj)| . |E(u)|
for j ∈ N. Also, Ej ∩Bj = ∅ and
(7.29) |E(u)| ≤M0 in Rn \ O.
Therefore, ∫
Ej
|E(uj)| dx .
∫
Ej∩O
|E(u)| dx+
∫
Ej\O
|E(u)| dx .
∫
O\Bj
|E(u)| dx+ tjM0(7.30)
.
∫ εj
0
E(u)∗(s) ds+ tjM0 . tjM0
for j ∈ N, where the second inequality holds by equations (7.27) and (7.29), the third one by (7.23) and the
fourth one by (7.22). From inequalities (7.26)–(7.30) we deduce that
(7.31) K(uj , tj , E
1L1(Rn), E1L∞(Rn)) . tjM0
for j ∈ N. Next, for each j ∈ N, set θj = M(uj)∗(t) and λj = M(ε(uj))∗(t), and (uj)θj ,λj = T θj ,λj0 uj, where
T
θj ,λj
0 uj is defined as in (4.44)–(4.45), with Ω replaced by Gj and u by uj . Note this is consistent, since
suppuj ⊂ Gj . Set, for simplicity, vj = (uj)θ,λ. Thanks to Theorem 4.6, we have that vj ∈ E1L∞(Rn) and
suppvj ⊂ Gj . Moreover,
‖uj − vj‖E1L1(Rn) + tj‖vj‖E1L∞(Rn) .
∫ tj
0
E(uj)∗(s) ds . K(uj, tj , E1L1(Rn), E1L∞(Rn))(7.32)
for j ∈ N, where the first inequality holds owing to equations (7.15)–(7.20) applied with u replaced by uj , and
the second one owing to equation (7.26). Equations (7.31) and (7.32) yield
‖uj − vj‖E1L1(Rn) . tjM0(7.33)
and
‖vj‖E1L∞(Rn) .M0(7.34)
for j ∈ N. Define the function v : Rn → Rn as
v =
∑
j≥2
vj .
Notice that v ∈ E1L∞(Rn), since suppvj ⊂ Gj for j ∈ N, and hence the sum in the last equality is locally
reduced to a fixed finite number of indices j. Furthermore, thanks to equation (7.34),
(7.35) ‖v‖E1L∞(Rn) .M0.
Inasmuch as
u =
∞∑
j=1
uj = u1 +
∞∑
j=2
(uj − vj) + v,
one has that
K(u,t, E1L1(Rn), E1L∞(Rn))(7.36)
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≤ K(u1, t, E1L1(Rn), E1L∞(Rn) +
∞∑
j=2
‖uj − vj‖E1L1(Rn) + t‖v‖E1L∞(Rn)
.
∫ t
0
E(u1)∗(s) ds+
∞∑
j=2
tjM0 + tM0 .
∫ t
0
E(u)∗(s) ds+ tM0
=
∫ t
0
E(u)∗(s) ds+ tM(E(u))∗(t) .
∫ t
0
E(u)∗(s) ds,
where the second inequality relies upon equations (7.26), (7.33) and (7.34), and the last inequality is a conse-
quence of inequality (4.15). Inequality (7.36) provides us with the relation . in (7.2). The proof of equation
(7.2) is thus complete.
Part (ii). The inequality & in equation (7.3) follows via a chain analogous to (7.12). In order to establish the
reverse inequality, assume that u ∈ E1bL1(Rn) + E1bL∞(Rn). We have to show that
K(u, t, E1bL
1(Rn), E1bL
∞(Rn)) .
∫ t
0
ε(u)∗(s) ds.(7.37)
Here, and throughout the proof of Part (ii), the equivalence constants depend only on n. Given λ > 0, let Oλ
and T λu be the set and the function defined as in (4.39) and (4.41), respectively. Thus, owing to Theorem 4.5,
Part (ii), applied with E1bX(R
n) = E1bL
1(Rn) + E1bL
∞(Rn), we have that T λu ∈ E1bL∞(Rn), and T λu = u in
Rn \ Oλ. Moreover,
|ε(T λu)| . λ.(7.38)
Fix t > 0, choose λ =M(ε(u))∗(t) and set u1 = T
λu and u0 = u− u1. Plainly,
K(u, t, E1bL
1(Rn), E1bL
∞(Rn)) ≤ ‖ε(u0)‖L1(Rn) + t‖ε(u1)‖L∞(Rn).(7.39)
By (7.38) and the choice of λ,
‖ε(u1)‖L∞(Rn) . λ =M(ε(u))∗(t) .
1
t
∫ t
0
ε(u)∗(s) ds,(7.40)
where the last inequality holds thanks to inequality (4.15). Next, note that, since u0 = 0 in Rn \ Oλ,
‖ε(u0)‖L1(Rn) ≤ ‖ε(u)χOλ‖L1(Rn) + ‖ε(u1)χOλ‖L1(Rn).(7.41)
The choice of λ ensures that |Oλ| ≤ t. Therefore,
‖ε(u)χOλ‖L1(Rn) ≤ ‖ε(u)∗χ(0,t)‖L1(0,∞) =
∫ t
0
ε(u)∗(s) ds.(7.42)
Also,
‖ε(u1)χOλ‖L1(Rn) . λ = tM(ε(u))∗(t) .
∫ t
0
ε(u)∗(s) ds,(7.43)
where the last inequality holds by inequality (4.15) again. Combining inequalities (7.39)–(7.43) yields inequality
(7.37). Equation (7.3) is thus established.
Now, consider equation (7.4). The proof of the inequality “ & ” in this equation follows as in (7.12). In
order to prove the inequality “ . ”, assume that u ∈ E10L1(Rn) + E10L∞(Rn). Then u = v0 + v1, for some
v0 ∈ E10L1(Rn) and v1 ∈ E10L∞(Rn). Given any ε > 0, there exist v0 ∈ E1bL1(Rn) and v1 ∈ E1bL∞(Rn) such
that
(7.44) ‖ε(v0)− ε(v0)‖L1(Rn) + ‖ε(v1)− ε(v1)‖L∞(Rn) < ε.
Thus, on setting u = v0 + v1, we have that u ∈ E1bL1(Rn) + E1bL∞(Rn). Fix t > 0. An application of
inequality (7.37) to the function u, and the definition of the K-functional, ensure that there exist functions
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u0 ∈ E1bL1(Rn) and u1 ∈ E1bL∞(Rn) such that u = u0 + u1 and
‖ε(u0)‖L1(Rn) + t‖ε(u1)‖L∞(Rn) .
∫ t
0
ε(u)∗(s) ds ≤
∫ t
0
ε(u− u)∗(s) ds+ c
∫ t
0
ε(u)∗(s) ds,(7.45)
where the second inequality holds owing to property (2.3). Observe that
(7.46) u = (v0 − v0) + u0 + (v1 − v1) + u1.
Thus, inequality (7.44) yields∫ t
0
ε(u− u)∗(s) ds ≤
∫ t
0
ε(v0 − v0)∗(s) ds+
∫ t
0
ε(v1 − v1)∗(s) ds(7.47)
≤ ‖ε(v0)− ε(v0)‖L1(Rn) + t‖ε(v1)− ε(v1)‖L∞(Rn) ≤ ε(1 + t).
From the definition of the K-functional and inequalities (7.44), (7.45) and (7.47) we deduce that
K(u, t,E10L
1(Rn), E10L
∞(Rn)) ≤ ‖ε(v0 − v0) + ε(u0)‖L1(Rn) + t‖ε(v1 − v1) + ε(u1)‖L∞(Rn)(7.48)
≤ ‖ε(v0 − v0)‖L1(Rn) + ‖ε(u0)‖L1(Rn) + t‖ε(v1 − v1)‖L∞(Rn) + t‖ε(u1)‖L∞(Rn)
. ε(1 + t) +
∫ t
0
ε(u− u)∗(s) ds+
∫ t
0
ε(u)∗(s) ds . ε(1 + t) +
∫ t
0
ε(u)∗(s) ds.
Hence, the inequality . in (7.39) follows, owing to the arbitrariness of ε.
Part (iii). The inequality & in equation (7.5) follows as in (7.12). Consider the reverse inequality. Fix t > 0.
Assume that u ∈ E1L1(Ω) + E1L∞(Ω), and let EΩ be the extension operator provided by Theorem 6.1. We
have that
K(u, t, E1L1(Ω), E1L∞(Ω)) = K(EΩu, t, E
1L1(Ω), E1L∞(Ω)) ≤ K(EΩu, t, E1L1(Rn), E1L∞(Rn))(7.49)
.
∫ t
0
E(EΩu)∗(s) ds .
∫ t
0
(EΩu)
∗(s) ds+
∫ t
0
ε(EΩu)
∗(s) ds,
where the second inequality follows from equation (7.2) and the last inequality holds owing to property (2.3).
Hence, owing to formula (7.11),
K(u, t, E1L1(Ω), E1L∞(Ω)) . K(EΩu, t, L
1(Rn), L∞(Rn)) +K(ε(EΩu), t, L
1(Rn), L∞(Rn)).(7.50)
The following chain holds:
(EΩu, t, L
1(Rn), L∞(Rn)) = inf
EΩu=U0+U1
(
‖U0‖L1(Rn) + t‖U1‖L∞(Rn)
)
(7.51)
≤ inf
EΩu = EΩu0 + EΩu1
u0 ∈ L
1(Ω),u1 ∈ L
∞(Ω)
(
‖EΩu0‖L1(Rn) + t‖EΩu1‖L∞(Rn)
)
. inf
EΩu = EΩu0 + EΩu1
u0 ∈ L
1(Ω),u1 ∈ L
∞(Ω)
(
‖u0‖L1(Ω) + t‖u1‖L∞(Ω)
)
= inf
u = u0 + u1
u0 ∈ L
1(Ω),u1 ∈ L
∞(Ω)
(
‖u0‖L1(Ω) + t‖u1‖L∞(Ω)
)
= K(u, t, L1(Ω), L∞(Ω)) ≈
∫ t
0
u∗(s) ds,
where the second inequality holds by property (6.2) and the last one by (7.11). Since the K-functional is a
norm, owing to property (6.5) we have that
K(ε(EΩu), t, L
1(Rn), L∞(Rn) ≤ K(L 1ε(u), t, L1(Rn), L∞(Rn)) +K(L 2u, t, L1(Rn), L∞(Rn)).(7.52)
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By property (6.4),
K(L 1ε(u), t, L1(Rn), L∞(Rn)) = inf
L 1ε(u)=E0+E1
(
‖E0‖L1(Rn) + t‖E1‖L∞(Rn)
)
(7.53)
≤ inf
L
1
ε(u) = L 1F0 + L
1
F1
F0 ∈ L
1(Ω),F1 ∈ L
∞(Ω)
(
‖L 1F0‖L1(Rn) + t‖L 1F1‖L∞(Rn)
)
. inf
L
1
ε(u) = L 1F0 + L
1
F1
F0 ∈ L
1(Ω),F1 ∈ L
∞(Ω)
(
‖F0‖L1(Ω) + t‖F1‖L∞(Ω)
)
≤ inf
ε(u) = F0 + F1
F0 ∈ L
1(Ω),F1 ∈ L
∞(Ω)
(
‖F0‖L1(Ω) + t‖F1‖L∞(Ω)
)
= K(ε(u), t, L1(Ω), L∞(Ω)) ≈
∫ t
0
ε(u)∗(s) ds.
Similarly, one deduces that
K(L 2u, t, L1(Rn), L∞(Rn)) .
∫ t
0
u∗(s) ds.(7.54)
Combining inequalities (7.50)–(7.54) establishes the inequality . in equation (7.5). 
Proof of Theorem 7.2. Part (i). The interpolation space (L1(Rn), L∞(Rn)) 1
n′
,1 is defined as the rearrangement-
invariant space equipped with the norm defined as
‖v‖(L1(Rn),L∞(Rn)) 1
n′
,1
=
∫ ∞
0
t−
1
n′K(t,v;L1(Rn), L∞(Rn))
dt
t
for v ∈ M(Rn) – see e.g. [7, Chapter 5, Definition 1.7]. Thus, by equation (7.11),
(7.55) ‖v‖(L1(Rn),L∞(Rn)) 1
n′
,1
=
∫ ∞
0
t−
1
n′
(∫ t
0
v∗(s) ds
)
dt
t
.
By [7, Chapter 5, Theorem 1.9],
(7.56) Ln.1(Rn) = (L1(Rn), L∞(Rn)) 1
n′
,1.
Owing to equations (7.56), (7.55) and (7.2),
E1Ln,1(Rn) = E1(L1(Rn), L∞(Rn)) 1
n′
,1 = {u : ‖E(u)‖(L1(Rn),L∞(Rn)) 1
n′
,1
<∞}(7.57)
=
{
u :
∫ ∞
0
t−
1
n′
(∫ t
0
E(u)∗(s) ds
)
dt
t
<∞
}
=
{
u :
∫ ∞
0
t−
1
n′K(u, t;E1L1(Rn), E1L∞(Rn))
dt
t
<∞
}
= (E1L1(Rn), E1L∞(Rn)) 1
n′
,1 .
From equation (7.57), [8, Corollary 3.6.2] and (7.2) one deduces that
K(u, t
1
n′ ;E1L1(Rn), E1Ln,1(Rn)) ≈ t 1n′
∫ ∞
t
s−
1
n′K(u, s;E1L1(Rn), E1L∞(Rn))
ds
s
(7.58)
≈ t 1n′
∫ ∞
t
s−
1
n′
−1
(∫ s
0
E(u)∗(r) dr
)
ds
≈
∫ t
0
E(u)∗(s) ds+ t 1n′
∫ ∞
t
E(u)∗(s)s− 1n′ ds for t > 0,
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where the last equivalence holds owing to Fubini’s theorem. Equation (7.6) is equivalent to (7.58).
Part (ii). Equation (7.7) follows from equation (7.3) via the same argument that yields (7.6) from (7.2).
Equation (7.8) can be deduced from (7.7) via an approximation argument analogous to the argument which
implies (7.4) via (7.3).
Part (iii). The proof is completely analogous to that of Part (i). One has just to replace Rn by Ω in equations
(7.56)–(7.58), and make use of equation (7.5) instead of (7.2). 
As a direct application of Theorem 7.1, we can now provide a proof of Theorem 6.2.
Proof of Theorem 6.2. By assumption (6.6) and a basic property of the K-functional – see [7, Theorem 1.11,
Chapter 5] – one has that
K
(
Tu, s;E1L1(Rn), E1L∞(Rn)
) ≤ (M1 +M∞)K (u, s;E1L1(Ω), E1L∞(Ω)) for s > 0,(7.59)
for every u ∈ E1L1(Ω) + E1L∞(Ω). Owing to inequality (7.59) and equations (7.2) and (7.5),
(7.60) E(Tu)∗∗(s) ≤ CE(u)∗∗(s) for s > 0,
for some constant C depending on Ω, M1 and M∞, and for every u ∈ E1L1(Ω) + E1L∞(Ω). From inequality
(7.60), via (2.6) and (2.17), we deduce that
‖Tu‖E1X̂(Rn) ≈ ‖E(Tu)‖X̂(Rn) = ‖E(Tu)∗‖X̂(0,∞) ≤ C‖E(u)∗‖X̂(0,∞)(7.61)
= C‖E(u)∗‖X(0,|Ω|) = C‖E(u)‖E1X(Ω) ≈ C‖u‖E1X(Ω)
for every u ∈ E1X(Ω), where C is the constant appearing in inequality (7.60) and the equivalence constants
depend only on n. Hence, property (6.7) follows. 
8. Sobolev embeddings into rearrangement-invariant spaces
The discussion of Sobolev embeddings for symmetric gradient Sobolev spaces – the core of the present paper –
begins with this section, which is concerned with embeddings into rearrangement-invariant spaces. As disclosed
in Section 1, the point of departure, and the central step, of our approach is a reduction principle. This principle
tells us that any embedding of a symmetric gradient Sobolev space built upon a rearrangement-invariant space
is equivalent to a one-dimensional Hardy type inequality involving the corresponding function norms. Since a
parallel equivalence is known to hold for their full gradient analogues, it turns out that symmetric gradient and
full gradient Sobolev embeddings into rearrangement-invariant spaces are always equivalent.
8.1. Embeddings on open sets with finite measure. The reduction theorem on open sets with finite
measure reads as follows.
Theorem 8.1. [Sobolev embeddings on open sets into rearrangement-invariant spaces] Let Ω be
an open set in Rn with |Ω| <∞. Let X(Ω) and Y (Ω) be rearrangement-invariant spaces.
Part I [Embeddings for E10X(Ω)] The following facts are equivalent:
(i) The embedding E10X(Ω)→ Y (Ω) holds, namely there exists a constant c1 such that
(8.1) ‖u‖Y (Ω) ≤ c1‖ε(u)‖X(Ω)
for every u ∈ E10X(Ω);
(ii) The embedding W 10X(Ω)→ Y (Ω) holds, namely there exists a constant c2 such that
(8.2) ‖u‖Y (Ω) ≤ c2‖∇u‖X(Ω)
for every u ∈W 10X(Ω);
(iii) There exists a constant c3 such that
(8.3)
∥∥∥∥∫ |Ω|
s
f(r)r−1+
1
n dr
∥∥∥∥
Y (0,|Ω|)
≤ c3‖f‖X(0,|Ω|)
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for every non-increasing function f : (0, |Ω|) → [0,∞). Moreover the constants c1 and c2 in inequalities (8.1)
and (8.2) depend only on the constant c3 in (8.3) and on n.
Part II [Embeddings for E1X(Ω)] Assume, in addition that Ω is an (ε, δ)-domain. Then the following facts
are equivalent:
(i) The embedding E1X(Ω)→ Y (Ω) holds, namely there exists a constant c1 such that
(8.4) ‖u‖Y (Ω) ≤ c1‖u‖E1X(Ω)
for every u ∈ E1X(Ω);
(ii) The embedding W 1X(Ω)→ Y (Ω) holds, namely there exists a constant c2 such that
(8.5) ‖u‖Y (Ω) ≤ c2‖u‖W 1X(Ω)
for every u ∈W 1X(Ω);
(iii) Inequality (8.3) holds for every non-increasing function f : (0, |Ω|)→ [0,∞).
Moreover the constants c1 and c2 in inequalities (8.4) and (8.5) depend only on the constant c3 in (8.3) and
on Ω.
Remark 8.2. Inequality (8.3) holds for every non-increasing function f : (0, |Ω|)→ [0,∞) if and only if it just
holds for every measurable function f : (0, |Ω|)→ [0,∞) – see [25, Corollary 9.8]. This nontrivial property can
be of use in applications of Theorem 8, since the characterizations of Hardy type inequalities of the form (8.3)
for specific spaces are different, in general, depending on whether arbitrary functions or just non-increasing
trial functions f are considered.
The next result ensures that a Sobolev-Poincare´ type inequality on connected (ε, δ)-domains with finite
measure is available whenever a corresponding embedding holds.
Theorem 8.3. [Sobolev-Poincare´ type inequalities] Let Ω be a connected (ε, δ)-domain in Rn with
|Ω| < ∞. Assume that X(Ω) and Y (Ω) are rearrangement-invariant spaces for which any of the equivalent
properties (i)-(iii) of Theorem 8.1, Part II, holds. Then there exists a constant c such that
(8.6) inf
v∈R
‖u− v‖Y (Ω) ≤ c‖ε(u)‖X(Ω)
for every u ∈ E1X(Ω).
Theorem 8.1, coupled with [23, Theorem 3.5], yields the following characterization of embeddings of E10X(Ω)
or E1X(Ω) into L∞(Ω), and of parallel Sobolev-Poincare´ type inequalities. The optimal condition on the
function norm ‖ · ‖X(0,|Ω|) for such an embedding to hold amounts to the finiteness of the norm ‖ · ‖X′(0,|Ω|) of
the function r−
1
n′ . Note that, in the scale of Lebesgue function norms ‖ · ‖Lp(0,|Ω|), this condition reproduces
the well known assumption that p > n.
Corollary 8.4. [Sobolev embeddings into L∞] Let Ω be an open set in Rn with |Ω| <∞, and let X(Ω) be
a rearrangement-invariant space. Then inequalities (8.1) and (8.2) hold with Y (Ω) = L∞(Ω) if and only if
(8.7) ‖r− 1n′ ‖X′(0,|Ω|) <∞.
Moreover, the latter condition is equivalent to the embedding
(8.8) X(Ω)→ Ln,1(Ω).
Under the additional assumption that Ω is an (ε, δ)-domain, this condition and embedding are also equivalent
to inequalities (8.4) and (8.5).
The optimal rearrangement-invariant function norm ‖ · ‖Y (0,|Ω|) in inequality (8.3), and the corresponding
optimal target space Y (Ω) in inequalities (8.1) and (8.2), are denoted by ‖ · ‖X1(0,|Ω|) and X1(Ω), respectively.
The relevant function norm obeys
‖f‖X′1(0,|Ω|) = ‖s
1
n f∗∗(s)‖X′(0,|Ω|)(8.9)
for f ∈ M+(0, |Ω|). This is the content of the following result.
SYMMETRIC GRADIENT SOBOLEV SPACES ENDOWED WITH REARRANGEMENT-INVARIANT NORMS 43
Theorem 8.5. [Optimal rearrangement-invariant target in Sobolev embeddings on open sets] Let
Ω be an open set in Rn with |Ω| < ∞. Let X(Ω) be a rearrangement-invariant space and let X1(Ω) be the
rearrangement-invariant space defined via the function norm given in (8.9).
Part I [Embeddings for E10X(Ω)] The embedding E
1
0X(Ω)→ X1(Ω) holds, namely there exists a constant c
such that
(8.10) ‖u‖X1(Ω) ≤ c‖ε(u)‖X(Ω)
for every u ∈ E10X(Ω). Moreover, X1(Ω) is the optimal (smallest possible) rearrangement-invariant target
space in (8.10).
Part II [Embeddings for E1X(Ω)] Assume, in addition that Ω is an (ε, δ)-domain. Then E1X(Ω)→ X1(Ω),
namely there exists a constant c such that
(8.11) ‖u‖X1(Ω) ≤ c‖u‖E1X(Ω)
for every u ∈ E1X(Ω). Moreover, X1(Ω) is the optimal (smallest possible) rearrangement-invariant target
space in (8.11).
Proof of Theorem 8.1. Part I. Embedding (8.1) trivially implies embedding (8.2). The fact that the latter
embedding implies inequality (8.3) is well known, and basically follows by considering radially decreasing
functions in W 10X(Ω) that are compactly supported in a ball contained in Ω – see [35].
Let us prove that inequality (8.3) implies embedding (8.1). A result of [67] ensures that
(8.12) ‖u‖Ln′ ,1(Rn) ≤ C‖ε(u)‖L1(Rn)
for some constant C = C(n) and for every u ∈ E1L1(Rn). Specifically, inequality (8.12) follows from inequality
[67, Theorem 1] for smooth compactly supported functions in Rn, owing to the fact that the latter are dense
in E1L1(Rn).
On the other hand, we claim that
(8.13) ‖u‖L∞(Rn) ≤ C‖ε(u)‖Ln,1(Rn)
for every u ∈ E1Ln,1(Rn). Indeed, if u ∈ C∞0 (Rn), then inequality (8.13) follows from (3.5), which implies that
‖u‖L∞(Rn) = u∗(0) ≤ C
∫ ∞
0
ε(u)∗(r)r−
1
n′ dr = C‖ε(u)‖Ln,1(Rn)
for some constant C = C(n). Inequality (8.13) continues to hold for every u ∈ E1Ln,1(Rn), since the space
C∞0 (R
n) is dense in E1Ln,1(Rn).
Now, denote as above by ur : Ω→ Rn the restriction to Ω of a function u : Rn → Rn. Inequality (8.12) implies,
in particular, that
(8.14) ‖ur‖Ln′ ,1(Ω) ≤ C‖ε(u)‖L1(Rn)
for every u ∈ E1bL1(Rn), and inequality (8.13) implies that
(8.15) ‖ur‖L∞(Ω) ≤ C‖ε(u)‖Ln,1(Rn)
for every u ∈ E1bLn,1(Rn). Inequalities (8.14) and (8.15) tell us that the linear operator that maps u to ur
(8.16) is bounded from E1bL
1(Rn) into Ln
′,1(Ω) and from E1bL
n,1(Rn) into L∞(Ω).
A basic property of the K-functional – see e.g. [7, Chapter 5, Theorem 1.11] – then tells us that
(8.17) K(t,ur;L
n′,1(Ω), L∞(Ω)) ≤ CK(t/C,u;E1bL1(Rn), E1bLn,1(Rn)) for t > 0,
for some constant C = C(n) and for every u ∈ E1bL1(Rn) + E1bLn,1(Rn)= E1bL1(Rn). Owing to [7, Corollary
2.3, Chapter 5],
(8.18) K(t,ur;L
n′,1(Ω), L∞(Ω)) ≈
∫ tn′
0
s−
1
nu∗r(s) ds for t > 0.
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By equations (7.7) and (8.18), inequality (8.17) yields
(8.19)
∫ tn′
0
s−
1
nu∗r(s) ds ≤ C
(∫ tn′/C
0
ε(u)∗(s) ds+ t
∫ ∞
tn′/C
ε(u)∗(s)s−
1
n′ ds
)
for t > 0.
If u ∈ E1bX(Ω), then, by the definition of the latter space, its extension ue ∈ E1bX(Rn). Thus, from an
application of inequality (8.19) with u replaced by ue one obtains that
(8.20)
∫ tn′
0
s−
1
nu∗(s) ds ≤ C
(∫ tn′/C
0
ε(ue)
∗(s) ds+ t
∫ ∞
tn′/C
ε(ue)
∗(s)s−
1
n′ ds
)
for t > 0.
An estimate for the right-hand side of (8.20) as in [50, Proof of Theorem 4.2] enables us to deduce that
(8.21)
∫ tn′
0
s−
1
nu∗(s) ds ≤ C
∫ ctn′
0
s−
1
n
∫ ∞
s
ε(ue)
∗(r)r−
1
n′ dr ds for t > 0,
for some constants c = c(n) ≥ 1 and C = C(n). Observe that ε(ue)∗(s) = ε(u)∗(s) if s ∈ (0, |Ω|), and
ε(ue)
∗(s) = 0 if s ∈ [|Ω|,∞). Hence, via a change of variables,∫ t
0
s−
1
nu∗(s) ds ≤ C
∫ t
0
s−
1
n
∫ |Ω|
s/c
ε(u)∗(r)r−
1
n′ dr ds for t ∈ (0, |Ω|),(8.22)
for some constants c = c(n) ≥ 1 and C = C(n). An argument from [50, Proof of Theorem A] (see also [26,
Proof of Theorem 4.1] for an alternative simpler proof), relying only on one-dimensional inequalities, tells us
that, if inequality (8.3) holds, and the measurable functions f, g : (0, |Ω|)→ R are such that∫ t
0
s−
1
n g∗(s) ds ≤ C
∫ t
0
s−
1
n
∫ |Ω|
s/c
f∗(r)r−
1
n′ dr ds for t ∈ (0, |Ω|),(8.23)
for some constants c > 1 and C > 0, then
‖g‖Y (0,|Ω|) ≤ C ′‖f‖X(0,|Ω|),(8.24)
for a suitable constant C ′ = C ′(c, C). Owing to inequality (8.22), an application of this property with g = u∗
and f = ε(u)∗ tells us that
‖u‖Y (Ω) = ‖u∗‖Y (0,|Ω|) ≤ C ′‖ε(u)∗‖X(0,|Ω|) = C ′‖ε(u)‖X(Ω)(8.25)
for every u ∈ E1bX(Ω), where C ′ = C ′(n). We have thus shown that, if u ∈ E1bX(Ω), then u ∈ Y (Ω), and
inequality (8.3) holds.
Assume now that u ∈ E10X(Ω). Let {uk} be a sequence in E1bX(Ω) such that uk → u in E1bX(Ω). Thus,
{ε(uk)} is a Cauchy sequence in X(Ω), and there exists a function U : Ω → Rn×n such that ε(uk) → U in
X(Ω). Owing to inequality (8.25) applied to {uk − um} for k,m ∈ N, {uk} is a Cauchly sequence in Y (Ω).
Hence, it converges to some function v in Y (Ω) and (up to subsequences) a.e. in Ω. Altogether, we have that
u = v ∈ Y (Ω) and ε(u) = U ∈ X(Ω). Moreover, passing to the limit in inequality (8.25) applied with u
replaced by uk, yields (8.25) for u, thanks to the Fatou’s lemma for rearrangement-invariant function norms
(see [7, Chapter 1, Theorem 1.7]).
Part II. Plainly, inequality (8.4) implies inequality (8.5), and the latter implies inequality (8.3), as shown in
[50, Theorem A]. As for the fact that inequality (8.3) implies inequality (8.4), note that inequalities (8.12) and
(8.13), combined with the use of the extension operator EΩ from Theorems 6.1 and 6.2, ensure that there exists
a constant C = C(Ω) such that
(8.26) ‖u‖Ln′ ,1(Ω) ≤ C‖u‖E1L1(Ω)
for every u ∈ E1L1(Ω), and
(8.27) ‖u‖L∞(Ω) ≤ ‖u‖E1Ln,1(Ω)
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for every u ∈ E1Ln,1(Ω). On making us of embeddings (8.26) and (8.27) instead of (8.12) and (8.13), and of
equation (7.9) instead of (7.7), embedding (8.4) can be deduced from inequality (8.3) via the same argument
that has been exploited in Part I to deduce embedding (8.1) from inequality (8.3). 
Proof of Theorem 8.5. The conclusions follow from Theorem 8.1 and the fact that, by [50, Proposition 5.2], the
function norm ‖ · ‖X′1(0,|Ω|) satisfying (8.9) is the optimal target norm in inequality (8.3). 
The next lemma, of use in our proof of Theorem 8.3, tells us that any domain as in that theorem satisfies
a relative isoperimetric inequality with exponent 1n′ . In the statement, P (E; Ω) denotes the perimeter in the
sense of De Giorgi of a set E relative to Ω, that can be defined as the total variation of the function χE in Ω.
Lemma 8.6. Let Ω be a connected (ε, δ)-domain in Rn with |Ω| <∞. Then there exists a positive constant c
such that
(8.28) c|E| 1n′ ≤ P (E; Ω)
for every measurable set E ⊂ Ω such that |E| ≤ 12 |Ω|.
Proof. By [56, Lemma 5.2.3/2 and Corollary 5.2.3], inequality (8.28) is equivalent to the inequality
(8.29) ‖u‖Ln′ (Ω) ≤ c(‖∇u‖L1(Ω) + ‖u‖L1(G))
for some open set G such that G ⊂ Ω, for some constant c and for every weakly differentiable function u such
that ∇u ∈ L1(Ω). Since, by [48, Theorem 1], the set Ω is an extension domain for W 1,1(Ω), inequality (8.29)
certainly holds with G replaced by Ω. Namely,
(8.30) ‖u‖Ln′ (Ω) ≤ c′(‖∇u‖L1(Ω) + ‖u‖L1(Ω))
for some constant c′ and for every function u ∈ W 1,1(Ω). We claim that (8.30) implies (8.29). Note that it
suffices to prove that inequality (8.29) holds under the additional assumption that u ∈ L∞(Ω). The conclusion
for general u then follows by truncating u at levels −t and t, letting t→∞, and making use of the monotone
convergence theorem. Now, choose G in (8.29) in such a way that c′|Ω \ G| 1n ≤ 12 , and fix any function
ρ ∈ C∞0 (Ω) such that 0 ≤ ρ ≤ 1 and ρ = 1 in G. Assume that ∇u ∈ L1(Ω) and u ∈ L∞(Ω). One has that,
(8.31) ‖u‖L1(Ω) ≤ ‖ρu‖L1(G)+ ‖(1− ρ)u‖L1(Ω\G) ≤ ‖u‖L1(G)+ ‖u‖Ln′ (Ω\G)|Ω \G|
1
n ≤ ‖u‖L1(G)+
1
2c′
‖u‖Ln′ (Ω).
Note that the norm ‖u‖Ln′ (Ω) is certainly finite, since we are assuming that u ∈ L∞(Ω). Coupling inequality
(8.30) with (8.31), and absorbing the term 12c′ ‖u‖Ln′ (Ω) on the left-hand side yields (8.29). 
Proof of Theorem 8.3. To begin with, we claim that, if a sequence {uk} ⊂ E1X(Ω) is bounded in E1X(Ω),
then there exists a function u ∈ M(Ω) and a subsequence, still denoted by {uk}, such that uk → u a.e. in
Ω. Indeed, owing to the second embedding in (2.9), the sequence is also bounded in E1L1(Ω). Our claim
then follows on choosing a countable covering of Ω by open balls Bj ⊂ Ω, exploiting the compactness of the
embedding E1L1(Bj)→ L1(Bj) for each j to extract a convergent subsequence for each j, and then employing
a diagonal argument – see [65, Proof of Lemma 5.5] for an implementation of this argument in the case of
Sobolev spaces for the full gradient.
Next, we show that the embedding
(8.32) E1X(Ω)→ X(Ω)
is compact. Assume first that X(Ω) 6= L∞(Ω). The compactness of embedding (8.32) relies upon the fact
that inequalities (8.3) and (8.4) hold with the spaces Y (0, |Ω|) = X1(0, |Ω|) and Y (Ω) = X1(Ω) built upon the
function norm defined by (8.9), and its proof makes use of a characterization of compact embeddings from [64].
Specifically, one can verify that, for every L > 0,∥∥∥∥ ∫ L
s
f(r)r−1+
1
n dr
∥∥∥∥
L1(0,L)
≤ L 1n ‖f‖L1(0,L) and
∥∥∥∥ ∫ L
s
f(r)r−1+
1
n dr
∥∥∥∥
L∞(0,L)
≤ nL 1n ‖f‖L∞(0,L)
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for f ∈ L1(0, L) and f ∈ L∞(0, L), respectively. Hence, an interpolation theorem by Caldero´n [7, Theorem
2.12, Chapter 3] ensures that, if 0 < L < |Ω|, then
(8.33)
∥∥∥∥ ∫ L
s
f(r)r−1+
1
n dr
∥∥∥∥
Xr(0,L)
≤ nL 1n ‖f‖Xr(0,L)
for f ∈ X(0, L). As a consequence,
(8.34) lim
L→0+
sup
‖f‖Xr(0,L)≤1
∥∥∥∥∫ L
r
f(̺)̺−1+
1
n d̺
∥∥∥∥
Xr(0,L)
= 0.
By [65, Theorem 4.2], equation (8.34) implies that
(8.35) X1(0, |Ω|)→ X(0, |Ω|)
almost compactly, in the sense that limL→0+ sup‖f‖X(0,|Ω|)≤1 ‖f∗‖(X1)r(0,L) = 0. Next, let {uk} be a bounded
sequence in E1X(Ω). As shown above, there exist a function u ∈ M(Ω) and a subsequence still denoted by
{uk}, such that uk → u a.e. in Ω. By the embedding E1X(Ω) → X1(Ω), which is guaranteed by Theorem
8.5, the sequence {uk} and is bounded in X1(Ω). Fatou’s lemma for rearrangement-invariant norms tells us
that u ∈ X1(Ω). Therefore, the sequence {uk − u} is bounded in X1(Ω), and uk − u → 0 a.e. in Ω. By the
almost-compact embedding (8.35), this implies that uk → u in X(Ω) [64, Theorem 3.1]. The compactness of
embedding (8.32) is thus established when X(Ω) 6= L∞(Ω).
Suppose next that X(Ω) = L∞(Ω). Fix any p ∈ (n,∞). We claim that
(8.36) E1L∞(Ω)→ W 1,p(Ω).
To verify this claim, consider the extension operator EΩ : E
1Lp(Ω) → E1L∞(Rn) provided by Theorem 6.2.
Since |Ω| < ∞, one has E1L∞(Ω) → E1Lp(Ω). Thus, given u ∈ E1L∞(Ω), we have that u ∈ E1Lp(Ω), and
there exists a constant c such that ‖EΩ(u)‖E1Lp(Rn) ≤ c‖u‖E1Lp(Ω) for every u ∈ E1L∞(Ω). Since the space
C∞0 (R
n) is dense in E1Lp(Rn), there exists a sequence of functions {vk} ⊂ C∞0 (Rn) such that vk → EΩ(u) in
E1Lp(Rn). Moreover, by Korn’s inequality, there exists a constant C such that
(8.37) ‖∇vk‖Lp(Ω) ≤ ‖∇vk‖Lp(Rn) ≤ C‖ε(vk)‖Lp(Rn).
Also,
(8.38) lim
k→∞
‖ε(vk)‖Lp(Rn) = ‖ε(EΩ(u))‖Lp(Rn) ≤ C‖u‖E1Lp(Ω)
for some constant C. Thus, the sequence {∇vk} is bounded in Lp(Ω), and hence there exists a subsequence,
still indexed by k, and a function V ∈ Lp(Ω), such that ∇vk ⇀ V weakly in Lp(Ω). Since vk → u in Lp(Ω),
one has that u ∈W 1,p(Ω) and ∇u = V. Moreover, owing to equations (8.37) and (8.38),
(8.39) ‖∇u‖Lp(Ω) ≤ C‖u‖E1Lp(Ω)
for some constant C. Embedding (8.36) follows from inequality (8.39). On the other hand, the embedding
(8.40) W 1,p(Ω)→ L∞(Ω)
is compact. This follows, for instance, from [65, Theorem 7.6], whose assumption are fulfilled thanks to Lemma
8.6. The compactness of embedding (8.32) with X(Ω) = L∞(Ω) is a consequence of (8.36) and of the compact
embedding (8.40).
With the compact embedding (8.32) at disposal, one can conclude via an argument similar to that in the proof
of Lemma 3.5. Denote by ΠΩ the linear bounded projection operator ΠΩ : E
1X(Ω)→R defined as in (5.17).
Let us show that
(8.41) ‖u−ΠΩ(u)‖X(Ω) ≤ C‖ε(u)‖X(Ω)
for some constant C and for every u ∈ E1X(Ω). Assume, by contradiction, that there exists a sequence
{uk} ⊂ E1X(Ω) such that
(8.42) ‖uk−ΠΩ(uk)‖X(Ω) ≥ k‖ε(uk)‖X(Ω)
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for k ∈ N. Without loss of generality, we may also assume that
(8.43) ΠΩ(uk) = 0
and
(8.44) ‖uk‖X(Ω) = 1
for k ∈ N. By the compact embedding (8.32), there exist function u ∈ X(Ω) and a subsequence, still denoted
by {uk}, such that uk → u in X(Ω). Moreover, equation (8.42) implies that ε(uk) → 0 in X(Ω). Hence,
u ∈ E1X(Ω) and ε(u) = 0. Therefore, u ∈ R, whence ΠΩ(u) = u. Inasmuch as 0 = ΠΩ(uk)→ Π(u) = u, we
have that u = 0. From this piece of information and equation (8.44) one deduces that
1 = lim
k→∞
‖uk‖X(Ω) = ‖u‖X(Ω) = 0,
a contradiction.
Inequalities (8.41) and (8.4) yield
(8.45) ‖u−ΠΩ(u)‖Y (Ω) ≤ C
(‖ε(u−ΠΩ(u))‖X(Ω) + ‖u−ΠΩ(u)‖X(Ω)) ≤ C ′‖ε(u)‖X(Ω)
for some constants C and C ′ and for every u ∈ E1X(Ω), namely inequality (8.6). 
8.2. Embeddings on Rn. The distinct characterizations of the embeddings for the spaces E10X(R
n) and
E1X(Rn) are stated in Part I and Part II, respectively, of the following theorem.
Theorem 8.7. [Sobolev embeddings on Rn into rearrangement-invariant spaces] Let X(Rn) and
Y (Rn) be rearrangement-invariant spaces.
Part I [Embeddings for E10X(R
n)] The following facts are equivalent:
(i) The embedding E10X(R
n)→ Y (Rn) holds, namely there exists a constant c1 such that
(8.46) ‖u‖Y (Rn) ≤ c1‖ε(u)‖X(Rn)
for every u ∈ E10X(Rn).
(ii) The embedding W 10X(R
n)→ Y (Rn) holds, namely there exists a constant c such that
(8.47) ‖u‖Y (Rn) ≤ c2‖∇u‖X(Rn)
for every u ∈W 10X(Rn).
(iii) There exists a constant c3 such that
(8.48)
∥∥∥∥ ∫ ∞
s
f(r)r−1+
1
n dr
∥∥∥∥
Y (0,∞)
≤ c3‖f‖X(0,∞)
for every non-increasing function f : (0, |Ω|)→ [0,∞). Moreover, the constants c1 and c2 in inequalities (8.46)
and (8.47) depend only on the constant c3 in (8.48) and on n.
Part II [Embeddings for E1X(Rn)] The following facts are equivalent:
(i) The embedding E1X(Rn)→ Y (Rn) holds, namely there exists a constant c1 such that
(8.49) ‖u‖Y (Rn) ≤ c1‖u‖E1X(Rn)
for every u ∈ E1X(Rn).
(ii) The embedding W 1X(Rn)→ Y (Rn) holds, namely there exists a constant c2 such that
(8.50) ‖u‖Y (Rn) ≤ c2‖u‖W 1X(Rn)
for every u ∈W 1X(Rn).
(iii) There exists a constant c3 such that
(8.51)
∥∥∥∥χ(0,1)(s)∫ ∞
s
f(r)r−1+
1
n dr
∥∥∥∥
Y (0,∞)
≤ c3‖χ(0,1)f‖X(0,∞) and ‖χ(1,∞)f‖Y (0,∞) ≤ c3‖f‖X(0,∞)
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for every non-increasing function f : (0, 1) → [0,∞).
Moreover, the constants c1 and c2 in inequalities (8.49) and (8.50) depend only on the constant c3 in (8.51)
and on n.
Remark 8.8. Analogously to inequality (8.3) (see Remark 8.2), one has that inequality (8.48) holds for every
non-increasing function f : (0,∞) → [0,∞) if and only if it holds for every measurable function f : (0,∞) →
[0,∞). This is shown in [59, Theorem 1.1].
The optimal rearrangement-invariant target spaces Y (Rn) in inequalities (8.46) and (8.49) are characterized
in Theorem 8.9 below. The function norm ‖·‖X1(0,∞) that defines the optimal target space in (8.46) is obtained
as in (8.9), with |Ω| replaced by ∞. The function norm associated with the optimal target space in (8.49)
is defined as follows. Given the function norm ‖ · ‖X(0,∞), consider the localized function norm ‖ · ‖Xr(0,1),
then build the function norm ‖ · ‖(Xr)1(0,1) as in (8.9), and extend it back to a function norm in (0,∞) as
‖ · ‖((Xr)1)e(0,∞). Then the optimal rearrangement-invariant target space in (8.49) is built upon the function
norm ‖ · ‖X1,Rn (0,∞) given by
(8.52) ‖f‖X1,Rn (0,∞) = ‖f‖X(0,∞) + ‖f‖((Xr)1)e(0,∞)
for f ∈ M+(0,∞). Hence, the corresponding rearrangement-invariant space on Rn is
(8.53) X1,Rn(R
n) = ((Xr)1)e(R
n) ∩X(Rn).
Roughly speaking, the norm in the optimal target space X1,Rn(Rn) behaves locally like the optimal target norm
for embeddings of the space E1X(B) on a ball B, and like the norm of X(Rn) itself near infinity.
Theorem 8.9. [Optimal rearrangement-invariant target in Sobolev embeddings on Rn] Let X(Rn)
be a rearrangement-invariant space.
Part I [Embeddings for E10X(R
n)] Assume that
(8.54)
∥∥(1 + r)− 1n′ ∥∥
X′(0,∞)
<∞.
Let X1(Rn) be the rearrangement-invariant space defined via the function norm (8.9), with |Ω| replaced by ∞.
Then E10X(R
n)→ X1(Rn), namely there exists a constant c such that
(8.55) ‖u‖X1(Rn) ≤ c‖ε(u)‖X(Rn)
for every u ∈ E10X(Rn). Moreover, X1(Rn) is the optimal (smallest possible) rearrangement-invariant target
space in (8.55). If assumption (8.54) is dropped, then no inequality of the form (8.55), even with X1(Rn)
replaced by any rearrangement-invariant space Y (Rn), holds.
Part II [Embeddings for E1X(Rn) Let X1,Rn(Rn) be the rearrangement-invariant space given by (8.53).
Then E1X(Rn)→ X1,Rn(Rn), namely there exists a constant c such that
(8.56) ‖u‖X1,Rn (Rn) ≤ c‖u‖E1X(Rn)
for every u ∈ E1X(Rn). Moreover, X1,Rn(Rn) is the optimal (smallest possible) rearrangement-invariant target
space in (8.56).
Let us warn that the proof of Part I of Theorem 8.9 makes use of Part I of Theorem 8.7, which has an
independent proof, whereas the proof of Part II of Theorem 8.7 makes use of Part II of Theorem 8.9, which
has an independent proof.
Remark 8.10. It follows from Theorem 8.9 that, if the function norm ‖ · ‖X(0,∞) fulfills condition (8.7) locally,
in the sense that ‖χ(0,1)(r)r−
1
n′ ‖X′(0,∞) < ∞, then both E10X(Rn) and E1X(Rn) are continuously embedded
into L∞(Rn). (Of course, the first embedding requires that assumption (8.54) is satisfied as well.) In particular,
Part II tells us that
E1X(Rn)→ L∞(Rn) ∩X(Rn),
the target space being optimal among all rearrangement-invariant spaces.
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Proof of Theorem 8.9. Part I. Inequality (8.55), and the optimality of the space X1(Rn), are a consequence of
Theorem 8.7, and of the fact, established in [36, Theorem 4.4], that inequality (8.48) holds with Y (0,∞) =
X1(0,∞), the latter space being optimal among all rearrangement-invariant spaces. The necessity of condition
(8.54) for an inequality of the form (8.48) for any rearrangement-invariant space Y (0,∞), is a consequence
of a necessary condition for the validity of Hardy type inequalities in general rearrangement-invariant spaces,
which, for instance, follows by duality from [34, Lemma 1]. As a consequence of Theorem 8.7, condition (8.54)
is also necessary for inequality (8.55) to hold even with X1(Ω) replaced by any other rearrangement-invariant
space Y (Ω).
Part II. Assume that the function u ∈ E1X(Rn) satisfies
(8.57) ‖u‖E1X(Rn) ≤ 1.
Let λ0 > 0 be so large that
lim
t→∞
ϕX(t) >
2CM
λ0
,
where CM is the constant appearing in conditions (4.14) and (4.23), and
(8.58) ϕ−1X (2c0/λ0) ≤ 1,
where c0 is a constant depending on n and X(Rn) to be chosen later, and ϕ
−1
X denotes the (generalized left-
continuous) inverse of the fundamental function ϕX of X(Rn). Note that λ0 certainly exists, inasmuch as
lim
t→0+
ϕ−1X (t) = 0.
Consider the decomposition u = u0 + u1, where u0 = T
λ0,λ0u. Here, T λ0,λ0 denotes the operator defined as in
(4.20). Since u,u0 ∈ E1X(Rn) and u0 = u in Rn \ Oλ0,λ0 , we have that u1 ∈ E10Xr(Oλ0,λ0) and, by inequality
(4.24),
(8.59) ‖ε(u1)‖Xr(Oλ0,λ0) = ‖ε(u1)‖X(Rn) = ‖ε(u)− ε(u0)‖X(Rn) ≤ c‖ε(u)‖E1X(Rn) ≤ c
for some constant c = c(n,X(Rn)). On the other hand, by equations (4.36) and (4.14),
λ0ϕX(|Oλ0,λ0 |) ≤ 2λ0(ϕX(|{M(u) > λ0}|) + ϕX(|{M(ε(u)) > λ0}|)(8.60)
≤ 2c(‖u‖X(Rn) + ‖ε(u)‖X(Rn)) = 2c‖u‖E1X(Rn) ≤ 2c
for some constant c = c(n,X(Rn)). Since
t ≤ ϕ−1X (ϕX (t)) for t > 0,
equations (8.60) and (8.58) ensure that
(8.61) |Oλ0,λ0 | ≤ ϕ−1X (2c0/λ0) ≤ 1,
provided that c0 does not exceed the constant c appearing in (8.60). An application of Theorem 8.5 with
Ω = Oλ0,λ0 and inequality (8.59) then tell us that
(8.62) ‖u1‖((Xr)1)e(Rn) = ‖u1‖(Xr)1(Oλ0,λ0 ) ≤ c‖ε(u1)‖Xr(Oλ0,λ0 ) ≤ c
′‖ε(u)‖Xr(Oλ0,λ0 ) ≤ c
′
for some constants c and c′ depending on n and X(Rn).
On the other hand, we deduce from property (4.21) of Theorem 4.4 that
(8.63) ‖u0‖((Xr)1)e(Rn) ≤ c‖λ0‖((Xr)1)e(Rn) = c′
for some constants c = c(n) and c′ = c′(n,X(Rn)). Equations (8.62) and (8.63) imply that
(8.64) ‖u‖((Xr)1)e(Rn) ≤ ‖u0‖((Xr)1)e(Rn) + ‖u1‖((Xr)1)e(Rn) ≤ c
for some constant c = c(n,X(Rn)). Hence,
(8.65) ‖u‖X1,Rn (Rn) = ‖u‖((Xr)1)e(Rn) + ‖u‖X(Rn) ≤ c+ 1,
where c is the constant on the rightmost side of equation (8.64). Inequality (8.56) is thus established.
The fact that the target space X1,Rn(Rn) is optimal in this inequality among all rearrangement-invariant spaces
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follows from its optimality in a parallel inequality, with the space E1X(Rn) replaced by W 1X(Rn) – see [3,
Theorem 3.1]. 
Proof of Theorem 8.7. Part I. Inequality (8.46) trivially implies (8.47), and the latter implies (8.48), as shown
e.g. in [57, Theorem 3.3]. In order to prove that inequality (8.48) implies (8.46), one can make use of equation
(7.7) for any function u ∈ E1bX(Rn) and proceed along the same lines as in the proof of inequality (8.19) to
deduce that
(8.66)
∫ tn′
0
s−
1
nu∗(s) ds ≤ C
(∫ tn′/C
0
ε(u)∗(s) ds+ t
∫ ∞
tn′/C
ε(u)∗(s)s−
1
n′ ds
)
for t > 0,
for some constant C = C(n). With equation (8.66) at our disposal, equations (8.23)–(8.25) continue to hold,
with Ω replaced by Rn and |Ω| replaced by ∞, thus establishing inequality (8.46) for every u ∈ E1bX(Rn).
This inequality carries over to any function u ∈ E10X(Rn), as shown by the same argument as in the proof of
inequality (8.1).
Part II. Embedding (8.49) obviously implies (8.50). The fact that the latter implies the inequalities in (8.51)
is shown in [3, Theorem 3.3]. It thus suffices to prove that the inequalities in (8.51) imply embedding (8.49).
To this purpose, observe that the first inequality in (8.51) is equivalent to
(8.67)
∥∥∥∥ ∫ 1
s
f(r)r−1+
1
n dr
∥∥∥∥
Yr(0,1)
≤ C‖f‖Xr(0,1)
for every non-increasing function f : (0, 1) → [0,∞). By the optimality of the target space (Xr)1(0, 1) in
inequality (8.67), we have that
(8.68) (Xr)1(0, 1)→ Yr(0, 1).
Hence,
(8.69) ‖χ(0,1)f‖Y (0,∞) = ‖f‖Yr(0,1) ≤ ‖f‖(Xr)1(0,1)
for every non-increasing function f : (0, 1) → [0,∞). Now, let u ∈ E1X(Rn). From inequality (8.69) and the
second inequality in (8.51) we deduce that
‖u‖X1,Rn (Rn) = ‖u‖((Xr)1)e(Rn) + ‖u‖X(Rn) = ‖u∗‖((Xr)1)e(0,∞) + ‖u∗‖X(0,∞)(8.70)
= ‖u∗‖(Xr)1(0,1) + ‖u∗‖X(0,∞) ≥ ‖χ(0,1)u∗‖Y (0,∞) + ‖χ(1,∞)u∗‖Y (0,∞)
≥ ‖u∗‖Y (0,∞) = ‖u‖Y (Rn).
Embedding (8.49) follows from inequalities (8.56) and (8.70). 
9. Sobolev embeddings into spaces of continuous functions
Here, we deal with symmetric gradient Sobolev spaces built upon rearrangement-invariant function norms
that are strong enough for condition (8.7) to be fulfilled. The results of the preceding section imply that, under
this condition, any function from the relevant Sobolev spaces is bounded. The question thus arises of whether
any such function is also continuous. Our first results provides us with a positive answer to this question.
We denote by C0(Ω) the space of bounded continuous functions u : Ω → Rn endowed with the standard
norm ‖u‖C0(Ω) = supx∈Ω |u(x)|.
Theorem 9.1. [Sobolev embeddings into C0] Let Ω be an open set in Rn with |Ω| <∞, and let X(Ω) be
a rearrangement-invariant space.
Part I [Embeddings for E10X(Ω)] The following facts are equivalent:
(i) The embedding E10X(Ω)→ C0(Ω) holds, namely there exists a constant c such that
(9.1) ‖u‖C0(Ω) ≤ c‖ε(u)‖X(Ω)
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for every u ∈ E10X(Ω).
(ii) The embedding W 10X(Ω)→ C0(Ω) holds, namely there exists a constant c such that
(9.2) ‖u‖C0(Ω) ≤ c‖∇u‖X(Ω)
for every u ∈W 10X(Ω).
(iii) Condition (8.7) holds.
(iv)
(9.3) X(Ω)→ Ln,1(Ω).
Part II [Embeddings for E1X(Ω)] Assume, in addition, that Ω is an (ε, δ)-domain. Then following facts
are equivalent:
(i) The embedding E1X(Ω)→ C0(Ω) holds, namely there exists a constant c such that
(9.4) ‖u‖C0(Ω) ≤ c‖u‖E1X(Ω)
for every u ∈ E1X(Ω).
(ii) The embedding W 1X(Ω)→ C0(Ω) holds, namely there exists a constant c such that
(9.5) ‖u‖C0(Ω) ≤ c‖u‖W 1X(Ω)
for every u ∈W 1X(Ω).
(iii) Condition (8.7) holds.
(iv) Embedding (9.3) holds.
In the light of Theorem 9.1, as a next step we investigate the optimal modulus of continuity of functions
from symmetric gradient Sobolev spaces as in that theorem. It turns out that an estimate on the modulus of
continuity, which is uniform for all these functions, is only possible under a slightly stronger assumption than
(8.7). Under this strengthened assumption, the optimal modulus of continuity is exhibited in the main result
of this section. Since continuity is a local property, we shall focus on bounded domains Ω.
Let us premise a few definitions and notations. A function σ : (0,∞) → (0,∞) is said to be a modulus
of continuity if it is equivalent (up to multiplicative constants) near 0 to a non-decreasing function, and
lims→0+ σ(s) = 0 and lim sups→0+
s
σ(s) <∞.
We denote by Cσ(Ω) the Banach space of all functions u : Ω→ Rn for which the norm
‖u‖Cσ(Ω) = ‖u‖C0(Ω) + sup
x, y ∈ Ω
x 6= y
|u(x)− u(y)|
σ(|x− y|)(9.6)
is finite. Note that moduli of continuity, which are equivalent (up to multiplicative constants) near 0, yield the
same spaces (up to equivalent norms).
Assume that ‖ · ‖X(0,|Ω|) is a rearrangement-invariant function norm satisfying condition (8.7). Then the
function ϑX : (0,∞)→ (0,∞), given by
(9.7) ϑX(s) = ‖r−
1
n′ χ(0,sn)(r)‖Xe′(0,∞) for s > 0,
is well defined. Moreover, given any number R > diam(Ω)n, the function ̺X : (0,∞)→ (0,∞) given by
(9.8) ̺X(s) = s ‖r−1χ(sn,R)(r)‖Xe′(0,∞) for s ∈ (0,diam(Ω)],
and continued by ̺X(diam(Ω)) for s > diam(Ω), is also well defined. One can show that different choices of R,
yield functions ̺X which are mutually equivalent near 0, up to multiplicative constants.
Define
(9.9) σX = ϑX + ̺X .
If
(9.10) lim
s→0+
σX(s) = 0,
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then the function σX is a modulus of continuity. This assertion can be verified via the same argument employed
in [27, Proof of Theorem 3.4].
The following theorem tells us that σX is the optimal modulus of continuity announced above. As mentioned
in Section 1, in sharp contrast with the case of embeddings into rearrangement-invariant target spaces, the
optimal target space Cσ(Ω) in a symmetric gradient Sobolev embedding may be larger than the optimal
one for the full gradient Sobolev embedding associated with the same function norm ‖ · ‖X(0,|Ω|). As shown
in [27, Theorem 3.4], the optimal target space Cσ(Ω) in the latter embedding is obtained with the choice
σ = ̺X . Moreover, there do exist function norms ‖ · ‖X(0,|Ω|) such that ϑX is not equivalent to ̺X , and hence
C̺X (Ω) ( CσX (Ω) – see Examples 10.12 and 10.13 in the next section.
Theorem 9.2. [Sobolev embeddings into spaces of uniformly continuous functions] Let Ω be a
bounded open set in Rn and let X(Ω) be rearrangement-invariant space fulfilling condition (9.10).
Part I [Embedding for E10X(Ω)] The embedding E
1
0X(Ω) → CσX (Ω) holds, namely there exists a constant
c such that
(9.11) ‖u‖CσX (Ω) ≤ c‖ε(u)‖X(Ω)
for every u ∈ E10X(Ω).
Part II [Embedding for E1X(Ω)] Assume, in addition, that Ω is an (ε, δ)-domain. Then E1X(Ω) →
CσX (Ω), namely there exists a constant c such that
(9.12) ‖u‖CσX (Ω) ≤ c‖u‖E1X(Ω)
for every u ∈ E1X(Ω).
The result is sharp, in the sense that if there exists a modulus of continuity σ such that either inequality (9.11)
or (9.12) holds, with CσX (Ω) replaced by Cσ(Ω), then (9.10) holds, and CσX (Ω)→ Cσ(Ω).
Remark 9.3. Let us notice that there actually exist rearrangement-invariant function norms ‖·‖X(0,|Ω|) fulfilling
condition (8.7), for which however (9.10) fails. This is the case, for instance, of the borderline space Ln,1(Ω).
Thus, by Theorem 9.1, E10L
n,1(Ω)→ C0(Ω), whereas, by Theorem 9.2, the space E10Ln,1(Ω) is not continuously
embedded into Cσ(Ω) for any modulus of continuity σ.
Proof of Theorem 9.1. Part I. The equivalence of properties (ii), (iii) and (iv) is shown in [27, Theorem 3.1].
Property (i) plainly implies (ii). In order to prove that property (iv) implies (i), recall, from Corollary 8.4, that
(9.13) ‖u‖L∞(Ω) ≤ C‖ε(u)‖Ln,1(Ω)
for every u ∈ E10Ln,1(Ω). We have thus just to show that every function u ∈ E10Ln,1(Ω) is continuous. Since Ω
is bounded, we have that E10L
n,1(Ω) = E1bL
n,1(Ω). Let BΩ be a ball such that Ω ⊂ BΩ. Thus, if u ∈ E10Ln,1(Ω),
then the function ue is compactly supported in BΩ. A standard approximation argument shows that ue can
be approximated in E10L
n,1(BΩ) by a sequence of functions {vk} ⊂ C∞0 (BΩ). Passing to the limit as k →∞ in
an analogue of inequality (9.13), with Ω replaced by BΩ and u replaced bu ue−vk, tells us that ue, and hence
u, is continuous.
Part II. The proof is analogous. Notice that now we have to approximate u by a sequence {uk} ⊂ C∞(Ω) ∩
E1Ln,1(Ω). 
Proof of Theorem 9.2. Part I. Since Ω is bounded, E10X(Ω) = E
1
bX(Ω). Thus, if u ∈ E10X(Ω), then ue ∈
E1Xe(Rn) and has bounded support in Rn. In particular, by property (P5) of the definition of function norm,
ue ∈ E1bL1(Rn) as well. Let us denote ue simply by u and Xe(Rn) by X(Rn) in the remaining part of this
proof. By Lemma 3.1, we have that
(9.14) u(x) =
∫
Rn
K(x, y)ε(u)(y) dy for a.e. x ∈ Rn,
where the kernel K : Rn × Rn → Rn×n satisfies the inequality
|K(x, y)| ≤ c|x− y|1−n for x 6= y,
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for some constant c. Also, one can verify that
|K(x+ h, y)−K(x, y)| ≤ c′|h||x − y|−n for h ∈ Rn and |x− y| ≥ 3|h|,
for some constant c′. Fix any x, h ∈ Rn. Therefore,
|u(x+ h)− u(x)| ≤
∣∣∣∣∣
∫
{y: |x−y|<3|h|}
(K(x+ h, y) −K(x, y))ε(u)(y) dy
∣∣∣∣∣(9.15)
+
∣∣∣∣∣
∫
{y: |x−y|≥3|h|}
(K(x+ h, y) −K(x, y))ε(u)(y) dy
∣∣∣∣∣
≤ c
∫
{y: |x−y|<4|h|}
|ε(u)(y + h)|
|x− y|n−1 dy + c
∫
{y: |x−y|<3|h|}
|ε(u)(y)|
|x− y|n−1 dy
+ c′ |h|
∫
{y: |x−y|≥3|h|}
|ε(u)(y)|
|x− y|n χΩ(y) dy
≤ 2c ‖ε(u)‖X(Rn)
∥∥∥∥ 1|x− y|n−1 χ{y: |x−y|<4|h|}(y)
∥∥∥∥
X
′
(Rn)
+ c′ |h| ‖ε(u)‖X(Rn)
∥∥∥∥ χΩ(y)|x− y|n χ{y: |x−y|≥3|h|}(y)
∥∥∥∥
X′(Rn)
.
Assume, for a moment, that
(9.16) |h|n ≤ |Ω|.
Given any measurable set E ⊂ Rn, define Ê as the annulus
Ê = {y ∈ Rn : 3|h| ≤ |x− y| ≤ r(E)},
where r(E) is such that |Ê| = |E|. In particular, if E = Ω, then, by (9.16),
(9.17) ωnr(Ω)
n = |Ω|+ ωn3n|h|n ≤ (1 + ωn3n)|Ω|.
Define the functions v,w : Rn → [0,∞) as
v(y) =
χΩ(y)
|x− y|n χ{y: |x−y|≥3|h|}(y) and w(y) =
χ
Ω̂
(y)
|x− y|n χ{y: |x−y|≥3|h|}(y) for y ∈ R
n.
Note that, by the definition of Ω̂,
w(y) =
1
|x− y|n χ{y: 3|h|≤|x−y|≤r(Ω)}(y) for y ∈ R
n.
Furthermore, for any measurable set E ⊂ Ω,
v = w in E ∩ Ê, min
Ê\E
w ≥ max
E\Ê
v, and |Ê \ E| = |E \ Ê|.
Thus, for any set E of this kind,∫
E
v(y) dy =
∫
E∩Ê
v(y) dy +
∫
E\Ê
v(y) dy ≤
∫
E∩Ê
w(y) dy +
∫
Ê\E
w(y) dy =
∫
Ê
w(y) dy .(9.18)
The inequality
∫
E v(y) dy ≤
∫
Ê w(y) dy clearly continues to hold even if E * Ω, since v = 0 in E \Ω. Hence,
(9.19) v∗∗(s) ≤ w∗∗(s) for s > 0
owing to property (2.2). By inequality (9.19), property (2.6), and equations (9.16) and (9.17), there exist a
constant C = C(n) such that∥∥∥∥ χΩ(y)|x− y|n χ{y: 3|h|≤|x−y|}(y)
∥∥∥∥
X
′
(Rn)
≤
∥∥∥∥ 1|x− y|n χ{y: 3|h|≤|x−y|≤r(Ω)}(y)
∥∥∥∥
X
′
(Rn)
(9.20)
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= ωn
∥∥r−1χ(ωn3n|h|n, ωnr(Ω)n)(r)∥∥X′(0,∞) ≤ ωn ∥∥r−1χ(ωn3n|h|n, C|Ω|)(r)∥∥X′(0,∞) .
On the other hand,
(9.21)
∥∥∥∥ 1|x− y|n−1 χ{y: |x−y|≤4|h|}(y)
∥∥∥∥
X′ (Rn)
= ω
1
n′
n
∥∥∥r− 1n′ χ(0, ωn4n|h|n)(r)∥∥∥
X′(0,∞)
.
Combining equations (9.15), (9.20) and (9.21) tells us that
|u(x+ h)− u(x)| ≤ C ‖ε(u)‖X(Rn)
∥∥∥r− 1n′ χ(0,ωn4n|h|n)(r)∥∥∥
X′(0,∞)
(9.22)
+C |h| ‖ε(u)‖X(Rn)
∥∥r−1χ(ωn3n|h|n,C|Ω|)(r)∥∥X′(0,∞)
for some constant C = C(n). Hence,
(9.23) |u(x+ h)− u(x)| ≤ c ‖ε(u)‖X(Rn) (ϑX(|h|) + ̺X(|h|))
for some constant c, independent of u, provided that |h| is sufficiently small, independently of u. Inequality
(9.23) clearly continues to hold, for a suitable constant c, even if assumption (9.16) is dropped, for any h such
that x, x+ h ∈ Ω. Embedding (9.11) is thus established.
In order to prove the necessity of condition (9.10) and the optimality of the space CσX (Ω) in inequality (9.11),
assume that E10X(Ω)→ Cσ(Ω) for some modulus of continuity σ. Thus, there exists a constant c such that
sup
x,y∈Ω
x 6=y
|u(x)− u(y)|
σ(|x− y|) ≤ c ‖ε(u)‖X(Ω)(9.24)
for every u ∈ E10X(Ω). We may suppose, without loss of generality, that B ⊂ Ω, where B is the ball centered at
the origin, with |B| = 1. Given a nonnegative function f ∈ L∞(0,∞), vanishing outside (0, 1), let u : Ω→ Rn
be the function defined as
u(x) =
{(∫ 1
ωn|x|n
f(r)r−
1
n′ dr, 0, . . . , 0
)
if x ∈ B
(0, . . . , 0) if x ∈ Ω \B.
One can verify that u ∈W 10X(Ω) ⊂ E10L1(Ω), and that |∇u(x)| = cf(ωn|x|n) a.e. in Ω for a suitable constant
c = c(n). Hence, ε(u)∗(s) ≤ |∇u|∗(s) ≤ cf∗(s) for s ≥ 0, and
(9.25) ‖ε(u)‖X(Ω) ≤ c‖f‖X(0,∞).
Inequalities (9.24) and (9.25) enable one to deduce that
c ≥ sup
u∈E10X(Ω)
|u(x)− u(0)|
σ(|x|)‖ε(u)‖X(Ω)
≥ c′ sup
f ∈ L∞(0,∞)
f = 0 in (ωn|x|
n,∞)
∫ ωn|x|n
0 f(r) r
− 1
n′ dr
σ(|x|) ‖f‖X(0,∞)
(9.26)
= c′ sup
f ∈ X(0,∞)
f = 0 in (ωn|x|
n,∞)
∫ ωn|x|n
0 f(r) r
− 1
n′ dr
σ(|x|) ‖f‖X(0,∞)
= c′
‖r− 1n′ χ(0,ωn |x|n)(r)‖X′(0,∞)
σ(|x|) ≥ c
′′ ϑX(|x|)
σ(|x|)
for positive constants c, c′, c′′, provided that |x| is sufficiently small. Note that the first equality follows via
property (P3) of the definition of function norm, on replacing any nonnegative unbounded function f ∈ X(0,∞),
vanishing in (ωn|x|n,∞), by max{f, t}, and then letting t→∞.
Next, given any function f as above and any matrix Q ∈ Rn×nskew, consider the function u : Ω→ Rn given by
u(x) =
{
Qx
∫ 1
ωn|x|n
f(r)r−1 dr if x ∈ B
0 if x ∈ Ω \B.
One has that u is a weakly differentiable function, and
ε(u)(x) =
Qx⊗sym x
|x|2 nf(ωn|x|
n) for a.e. x ∈ B.
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Hence, |ε(u)(x)| ≤ cnf(ωn|x|n) for some constant c = c(Q) and for a.e. x ∈ B. Thereby, there exists a constant
c = c(n,Q) such that
‖ε(u)‖X(Ω) ≤ c‖f‖X(0,∞).
Assume now, in addition, that the first column of Q agrees with (0, 1, 0, . . . , 0)T .Thus,
u(x1, 0, . . . , 0) = (0, x1, 0, . . . , 0)
T
∫ 1
ωn|x1|n
f(r)r−1 dr if |x1| ≤ ω−
1
n
n .
Moreover, u(0) = 0. Hence,
|u(x1, 0, . . . , 0)− u(0, 0, . . . , 0)| = |x1|
∫ 1
ωn|x1|n
f(r)r−1 dr if |x1| ≤ ω−1/nn .
Therefore, there exist positive constants c, c′, c′′, c′′′ such that
c ≥ sup
u∈E10X(Ω)
|u(x1, 0 . . . , 0) − u(0, 0, . . . , 0)|
σ(|x1|)‖ε(u)‖X(Ω)
≥ c′ sup
f ∈ L∞(0,∞)
f = 0 in (1,∞)
|x1|
∫ 1
ωn|x1|n
f(r) r−1 dr
σ(|x1|) ‖f‖X(0,∞)
(9.27)
= c′ sup
f ∈ X(0,∞)
f = 0 in (1,∞)
|x1|
∫ 1
ωn|x1|n
f(r) r−1 dr
σ(|x1|) ‖f‖X(0,∞)
= c′′
|x1| ‖r−1χ(ωn|x1|n,1)(r)‖X′(0,∞)
σ(|x1|) ≥ c
′′′ ̺X(|x1|)
σ(|x1|)
if |x1| is sufficiently small. Note that the first equality holds by the same argument exploited in the first equality
in (9.26). Combining equations (9.26) and (9.27) implies that there exists a constant c such that
σX(r) ≤ c σ(r) if r is sufficently small.
Hence, (9.10) follows, and the embedding CσX (Ω)→ Cσ(Ω) holds.
Part II. The proof of inequality (9.12) can be accomplished along the same lines as that given for (9.11). This
is possible since, by Theorem 6.2 there exists a linear bounded extension operator EΩ : E
1X(Ω)→ E1Xe(Rn).
Moreover, since Ω is bounded, after multiplying EΩ by a function ρ ∈ C∞0 (Rn) such that ρ = 1 in Ω, one obtains
a linear bounded extension operator from E1X(Ω) into E1bXe(R
n). 
10. Symmetric gradient Orlicz-Sobolev spaces
Having the general results established in Sections 8 and 9 at our disposal, we are now in a position to prove
sharp embeddings for the Orlicz-Sobolev spaces E10L
A(Ω) and E1LA(Ω) on open sets Ω with finite measure,
and for their counterparts on Rn.
Consider first the case when Ω is an open set in Rn with |Ω| <∞. Owing to Theorem 8.1, the optimal Orlicz
target space for Sobolev embeddings of the spaces E10L
A(Ω) and E1LA(Ω) is the same as that for embeddings of
W 10L
A(Ω) andW 1LA(Ω). The latter was exhibited in [19] (and in [18] in an equivalent form), and is determined
by the Young function An defined as follows. Assume that A satisfies the condition
(10.1)
∫
0
(
t
A(t)
) 1
n−1
dt <∞.
Notice that such a condition is not a restriction, since we are assuming that |Ω| < ∞. Indeed, owing to the
characterization (2.23) of equivalent Orlicz function norms, the Young function A can be replaced, if necessary,
by a Young function equivalent near infinity, which renders (10.1) true, and leaves the spaces E10L
A(Ω) and
E1LA(Ω) unchanged (up to equivalent norms). Define the function H : [0,∞)→ [0,∞) as
(10.2) H(t) =
(∫ t
0
(
s
A(s)
) 1
n−1
ds
) 1
n′
for t > 0.
Then An is the Young function given by
(10.3) An(t) = A(H
−1(t)) for t > 0.
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Here, H−1 denotes the classical inverse of H if
(10.4)
∫ ∞( t
A(t)
) 1
n−1
dt =∞,
whereas it has to be understood as the generalized left-continuous inverse of H if
(10.5)
∫ ∞( t
A(t)
) 1
n−1
dt <∞.
In the latter case, H−1(t) diverges to infinity as t tends to (
∫∞
0 (
s
A(s))
1
n−1 ds)
1
n′ , and An(t) has to be interpreted
as ∞ for t larger than this value. In particular, under the current assumption that |Ω| <∞, if condition (10.5)
is in force, then
(10.6) LAn(Ω) = L∞(Ω),
up to equivalent norms.
Theorem 10.1. [Optimal Orlicz target for Orlicz-Sobolev embeddings on open sets] Let Ω be an
open set in Rn with |Ω| <∞.
Part I [Embeddings for E10L
A(Ω)] The embedding E10L
A(Ω) → LAn(Ω) holds, and there exists a constant
c = c(n,A, |Ω|) such that
(10.7) ‖u‖LAn (Ω) ≤ c‖ε(u)‖LA(Ω)
for every u ∈ E10LA(Ω). Moreover, the target space in inequality (10.7) is optimal among all Orlicz spaces. In
particular, if A satisfies condition (10.1), then the constant c in inequality (10.7) depends only on n.
Part II [Embeddings for E1LA(Ω)] Assume, in addition, that Ω is an (ε, δ)-domain. Then E1LA(Ω) →
LAn(Ω), and there there exists a constant c = c(A,Ω) such that
(10.8) ‖u‖LAn (Ω) ≤ c‖u‖E1LA(Ω)
for every u ∈ E1LA(Ω). Moreover, the target space in inequality (10.8) is optimal among all Orlicz spaces. In
particular, if A satisfies condition (10.1), then the constant c in inequality (10.8) depends only on Ω.
Proof. By Theorem 8.1, inequalities (10.7) and (10.8) are consequences of the inequality
(10.9)
∥∥∥∥∫ |Ω|
s
f(r)r−1+
1
n′ dr
∥∥∥∥
LAn (0,|Ω|)
≤ c‖f‖LA(0,|Ω|)
for some constant c and for every f ∈ LA(0, |Ω|). This inequality follows from [19, Inequality (2.7)]. An
alternative version of inequality (10.9), with An replaced by an equivalent Young function, is proved in [18,
Lemma 1]. Hence, via [20, Lemma 2], one deduces that the space LAn(0, |Ω|) is optimal in (10.9) among all
Orlicz spaces. By Theorem 8.1 again, this ensures that the target spaces in (i) and (ii) are optimal among all
Orlicz spaces. 
Remark 10.2. Inequalities (10.7) and (10.8) of Theorem 10.1 can be equivalently formulated in an integral
form, provided that the function A satisfies condition (10.1). These formulations can be of use in view of
applications to the analysis of systems of partial differential equations, and read as follows.
Assume that Ω is as in Part I. Then, there exists a constant c = c(n) such that
(10.10)
∫
Ω
An
(
|u|
c
( ∫
ΩA(|ε(u)|) dy
) 1
n
)
dx ≤
∫
Ω
A(|ε(u)|) dx
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for every u ∈ E10LA(Ω).
Under the assumptions on Ω of Part II, there exists a constant c = c(Ω) such that
(10.11)
∫
Ω
An
(
|u|
c
( ∫
ΩA(|u|) dy +
∫
ΩA(|ε(u)|) dy
) 1
n
)
dx ≤
∫
Ω
A(|u|) dx+
∫
Ω
A(|ε(u)|) dx
for every u ∈ E1LA(Ω).
Inequality (10.10) can be deduced as follows. Set M =
∫
ΩA(|ε(u)|) dx. Of course, we may assume that this
quantity is finite, otherwise inequality (10.10) holds trivially. Define the Young function AM as AM (t) = A(t)/M
for t ≥ 0, and let (AM )n be the function defined as in (10.3), with A replaced by AM . One can verify that
(AM )n(t) =
1
MA
(
t
M1/n
)
n
for t ≥ 0. Since, under assumption (10.1), the constant c in inequality (10.7) is
independent of A, this inequality still holds for u, with A and An replaced by AM and (AM )n, respectively. By
the very definition of Luxemburg norm, ‖ε(u)‖LAM (Ω) ≤ 1. Therefore, ‖u‖L(AM )n (Ω) ≤ c, and hence inequality
(10.10) follows from the expression of (AM )n and the definition of Luxemburg norm again.
An analogous argument enables one to deduce inequality (10.11) from (10.8).
Example 10.3. Let Ω be an open set in Rn such that |Ω| <∞. Consider the special family of Orlicz spaces,
denoted by Lp(logL)α(Ω), where either p = 1 and α ≥ 0, or p > 1 and α ∈ R, and called Zygmund spaces.
Theorem 10.1 enables us to deduce that
(10.12) E10L
p(logL)α(Ω)→

L
np
n−p (logL)
nα
n−p (Ω) if 1 ≤ p < n
expL
n
n−1−α (Ω) if p = n and α < n− 1
exp expL
n
n−1 (Ω) if p = n and α = n− 1
L∞(Ω) if either p = n and α > n− 1, or p > n ,
all the target spaces being optimal in the class of Orlicz spaces.
The same embeddings hold, with E10L
p(logL)α(Ω) replaced by E1Lp(logL)α(Ω), provided that Ω is an (ε, δ)-
domain.
Example 10.4. Let Ω be an open set in Rn such that |Ω| <∞. Then, one can infer from Theorem 10.1 that
E10L
p(log logL)α(Ω)→

L
np
n−p (log logL)
nα
n−p (Ω) if 1 ≤ p < n
exp
(
(logL)
α
n−1
)
(Ω) if p = n
L∞(Ω) if p > n .
Moreover, the target spaces are optimal among all Orlicz spaces. Analogous conclusions hold when Ω is an
(ε, δ)-domain and E10L
p(log logL)α(Ω) is replaced by E1Lp(log logL)α(Ω).
Assume that the Young function A fulfills condition (10.4). Although the target space in embeddings (10.7)
and (10.8) of Theorem 10.1 is optimal in the family of Orlicz spaces, it can still be improved if the class
of admissible targets is enlarged to include all rearrangement-invariant spaces. The optimal rearrangement-
invariant target space is an Orlicz-Lorentz space L(Â, n)(Ω), whose norm is defined as follows. Let a be the
function appearing in (2.21), and let Â be the function defined by
(10.13) Â(t) =
∫ t
0
â(τ) dτ for t ≥ 0,
where where â is the non-decreasing, left-continuous function in [0,∞) obeying
(10.14) â−1(t) =
(∫ ∞
a−1(t)
(∫ s
0
(
1
a(r)
) 1
n−1
dr
)−n ds
a(s)
n
n−1
) 1
1−n
for t > 0.
Then, according to (2.25), L(Â, n)(Ω) denotes the space associated with the rearrangement-invariant function
norm given by
(10.15) ‖f‖
L(Â,n)(Ω)
=
∥∥s− 1n f∗(s)∥∥
LÂ(0,|Ω|)
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for f ∈ M+(0, |Ω|). In view of Theorem 8.1, L(Â, n)(Ω) is the same optimal rearrangement-invariant target
space, identified in [21], for embeddings of the spaces W 10L
A(Ω) and W 1LA(Ω).
Theorem 10.5. [Optimal rearrangement-invariant target for Orlicz-Sobolev embeddings on open
sets] Let Ω be an open set in Rn with |Ω| <∞. Assume that A is a Young function satisfying condition (10.4).
Part I [Embeddings for E10L
A(Ω)] The embedding E10L
A(Ω)→ L(Â, n)(Ω) holds, and there exists a constant
c = c(n,A, |Ω|) such that
(10.16) ‖u‖
L(Â,n)(Ω)
≤ c‖ε(u)‖LA(Ω)
for every u ∈ E10LA(Ω). The target space L(Â, n)(Ω) in inequality (10.16) is optimal among all rearrangement-
invariant spaces. In particular, if A satisfies condition (10.1), then the constant c in inequality (10.16) depends
only on n.
Part II [Embeddings for E1LA(Ω)] Assume, in addition, that Ω is an (ε, δ)-domain. Then E1LA(Ω) →
L(Â, n)(Ω), and there exists a constant c = c(A,Ω) such that
(10.17) ‖u‖
L(Â,n)(Ω)
≤ c‖u‖E1LA(Ω)
for every u ∈ E1LA(Ω). The target space L(Â, n)(Ω) in inequality (10.17) is optimal among all rearrangement-
invariant spaces. In particular, if A satisfies condition (10.1), then the constant c in inequality (10.17) depends
only on Ω.
Proof. Owing to Theorem 8.1, the proof of inequalities (10.16) and (10.17) is reduced to showing that the
inequality
(10.18)
∥∥∥∥∫ |Ω|
s
f(r)r−1+
1
n′ dr
∥∥∥∥
L(Â,n)(0,|Ω|)
≤ C‖f‖LA(0,|Ω|)
holds for every f ∈ LA(0, |Ω|), and that the space L(Â, n)(0, |Ω|) is the optimal target in this inequality among
all rearrangement-invariant spaces. These facts follow from [21, Inequality (3.1) and Proof of Theorem 1.1]. 
Example 10.6. Let Ω be an open set in Rn with |Ω| < ∞, and let p and α be as in Example 10.3. Then
Theorem 10.5 enables one to show that
(10.19) E10L
p(logL)α(Ω)→

L
np
n−p
,p;α
p (Ω) if 1 ≤ p < n,
L∞,n;−1+
α
n (Ω) if p = n and α < n− 1,
L∞,n;−
1
n
,−1(Ω) if p = n and α = n− 1,
up to equivalent norms, and that the target spaces are optimal among all rearrangement-invariant spaces.
Notice that the target spaces in embeddings (10.19) are of Lorentz-Zygmund type, whereas the target space in
inequality (10.16) is an Orlicz-Lorentz space. The equivalence of the norms in the spaces in question, for the
specific values of the parameters p, α, n appearing in equation (10.19), follows via variants of the arguments of
[7, Lemma 6.2, Chapter 4].
If, in addition, Ω is an (ε, δ)-domain, then embedding (10.19) also holds with E10L
p(logL)α(Ω) replaced by
E1Lp(logL)α(Ω).
The next couple of theorems is devoted to optimal target spaces for Sobolev embeddings on the whole of Rn.
The former deals with the space E10L
A(Rn), the latter with E1LA(Rn). Both results provide optimal targets
in the class of Orlicz spaces and in that of rearrangement-invariant spaces.
Theorem 10.7. [Optimal Orlicz-Sobolev embeddings on Rn, case of E10L
A(Rn)] Assume that A is a
Young function satisfying condition (10.1).
Part I [Optimal Orlicz target space] The embedding E10L
A(Rn) → LAn(Rn) holds, and there exists a
constant c = c(n) such that
(10.20) ‖u‖LAn (Rn) ≤ c‖ε(u)‖LA(Rn)
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for every u ∈ E10LA(Rn). The target space in (10.20) is optimal among all Orlicz spaces.
Part II [Optimal rearrangement-invariant target space]
(i) Assume that A satisfies condition (10.4). Then E10L
A(Rn) → L(Â, n)(Rn), and there exists a constant
c = c(n) such that
(10.21) ‖u‖L(Â,n)(Rn) ≤ c‖ε(u)‖LA(Rn)
for every u ∈ E10LA(Rn). The target space in (10.21) is optimal among all rearrangement-invariant spaces.
(ii) Assume A satisfies condition (10.5). Let B be a Young function such that
(10.22) B(t) is equivalent to
{
Â(t) near 0
∞ near infinity,
and let ν : (0,∞)→ (0,∞) be the function defined as
(10.23) ν(s) = min{s− 1n , 1} for s > 0.
Then E10L
A(Rn)→ LB(ν)(Rn), and there exists a constant c = c(n,B) such that
(10.24) ‖u‖LB(ν)(Rn) ≤ c‖ε(u)‖LA(Rn)
for every u ∈ E10LA(Rn). Moreover, LB(ν)(Rn) = L(Â, n)(Rn) ∩ L∞(Rn) (up to equivalent norms), and it is
the optimal target space in (10.24) among all rearrangement-invariant spaces.
Proof. Part I. As a consequence of Theorem 8.7, Part II, inequality (10.20) is equivalent to the inequality
(10.25)
∥∥∥∥ ∫ ∞
s
f(r)r−1+
1
n′ dr
∥∥∥∥
LAn (0,∞)
≤ C‖f‖LA(0,∞)
for every non-increasing function f : (0,∞)→ [0,∞). Inequality (10.25) and the optimality of the Orlicz target
space LAn(0,∞) follow from the results mentioned with regard to inequality (10.9) in the proof of Theorem
10.1. The fact that LAn(0,∞) is the optimal Orlicz target space in (10.25) implies that LAn(Rn) is the optimal
target space in (10.21).
Part II. Inequalities (10.21) and (10.24), and the optimality of the target spaces, are established, with ε(u)
replaced by ∇u, in [21, Theorem 1.1]. Note that the assertion about the latter inequality also relies upon [21,
Proposition 2.1]. Owing to Theorem 8.7, Part I, the same conclusions continue to hold for inequalities (10.21)
and (10.24) in the present form, namely with ε(u) on the right-hand side. 
Example 10.8. Consider a Young function A such that
(10.26) A(t) is equivalent to
{
tp0(log 1t )
α0 near zero
tp(log t)α near infinity,
where either p0 > 1 and α0 ∈ R, or p0 = 1 and α0 ≤ 0, and either p > 1 and α ∈ R or p = 1 and α ≥ 0.
The function A satisfies assumption (10.1) if
(10.27) either 1 ≤ p0 < n and α0 is as above, or p0 = n and α0 > n− 1.
Theorem 10.7, Part I, then tells us that
(10.28) E10L
A(Rn)→ LAn(Rn),
where
(10.29) An(t) is equivalent to
t
np0
n−p0 (log 1t )
nα0
n−p0 if 1 ≤ p0 < n
e−t
− nα0+1−n if p0 = n and α0 > n− 1
near zero,
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and
(10.30) An(t) is equivalent to

t
np
n−p (log t)
αp
n−p if 1 ≤ p < n
et
n
n−α−1
if p = n and α < n− 1
ee
t
n
n−1
if p = n and α = n− 1
∞ otherwise
near infinity.
Moreover, the target space in inequality (10.28) is optimal among all Orlicz spaces.
Next, one can verify that
(10.31) Â(t) is equivalent to
{
tp0(log 1t )
α0 if 1 ≤ p0 < n
tn(log 1t )
α0−n if p0 = n and α0 > n− 1
near zero,
and
(10.32) Â(t) is equivalent to

tp(log t)α if 1 ≤ p < n
tn(log t)α−n if p = n and α < n− 1
tn(log t)−1(log(log t))−n if p = n and α = n− 1
near infinity.
By Theorem 10.7, Part II one thus has that, if either 1 ≤ p < n, or p = n and α ≤ n− 1, then
(10.33) E10L
A(Rn)→ L(Â, n)(Rn),
where Â obeys (10.31) and (10.32), whereas if either p > n, or p = n and α > n− 1, then
(10.34) E10L
A(Rn)→ LB(ν)(Rn),
where
ν(s) = min{s− 1n , 1} for s > 0,
and
B(t) is equivalent to
{
tp0(log 1t )
α0 if 1 ≤ p0 < n
tn(log 1t )
α0−n if p0 = n and α0 > n− 1
near zero,
and
B(t) is equivalent to ∞ near infinity .
Moreover, the target space is optimal among all rearrangement-invariant spaces both in (10.33) and in (10.34).
Theorem 10.9. [Optimal Orlicz-Sobolev embeddings on Rn, case of E1LA(Rn) ] Let A be any Young
function.
Part I [Optimal Orlicz target space] Let An be a Young function such that
(10.35) An(t) is equivalent to
{
A(t) near 0
An(t) near infinity .
Then E1LA(Rn)→ LAn(Rn), and there exists a constant c = c(n,A) such that
(10.36) ‖u‖
LAn(Rn) ≤ c‖u‖E1LA(Rn)
for every u ∈ E1LA(Rn). The target space in (10.36) is optimal among all Orlicz spaces.
In particular, if the function A satisfies condition (10.5), then An(t) =∞ near infinity, and the target space in
(10.36) is also optimal among all rearrangement-invariant spaces.
Part II [Optimal rearrangement-invariant target space] Assume that A is a Young function satisfying
condition (10.4). Let D be a Young function such that
(10.37) D(t) is equivalent to
{
A(t) near 0
Â(t) near infinity
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and let ̟ : (0,∞)→ (0,∞) be the function defined as
(10.38) ̟(s) = max{s− 1n , 1} for s > 0.
Then E1LA(Rn)→ ΛD(̟)(Rn), and there exists a constant c = c(n,D) such that
(10.39) ‖u‖ΛD(̟)(Rn) ≤ c‖u‖E1LA(Rn)
for every u ∈ E1LA(Rn). The target space in (10.39) is optimal among all rearrangement-invariant spaces.
Proof. Part I. As a consequence of Theorem 8.7, Part I, inequality (10.36) is equivalent to the same inequality,
with the space E1LA(Rn) replaced by W 1LA(Rn). The fact that the inequality for the latter space holds, and
that LAn(Rn) is the optimal Orlicz target space is the content of [3, Theorem 3.5].
Part II. Inequality (10.39) is equivalent to the same inequality, with the space E1LA(Rn) replaced byW 1LA(Rn).
The fact that the inequality for the latter space holds, and that ΛD(̟)(Rn) is the optimal rearrangement-
invariant target space is the content of [3, Theorem 3.9]. 
Example 10.10. Let A be a Young function as in (10.26), but now with p0 and α0 non-necessarily fulfilling
conditions (10.27). Theorem 10.9, Part I, yields
(10.40) E1LA(Rn)→ LAn(Rn),
where
(10.41) An(t) is equivalent to t
p0(log 1t )
α0 near zero,
and
(10.42) An(t) is equivalent to

t
np
n−p (log t)
αp
n−p if 1 ≤ p < n
et
n
n−α−1
if p = n and α < n− 1
ee
t
n
n−1
if p = n and α = n− 1
∞ otherwise
near infinity.
The target space LAn(Rn) in embedding (10.40) is optimal among all Orlicz spaces.
In the last case of (10.42), the target space LAn(Rn) in embedding (10.40) is also optimal among all rearrangement-
invariant spaces. Otherwise, Theorem 10.9, Part II, implies that
(10.43) E1LA(Rn)→ ΛD(̟)(Rn),
where
̟(s) = max{s− 1n , 1} for s > 0,
and
(10.44) D(t) is equivalent to tp0(log 1t )
α0 near zero,
and
(10.45) D(t) is equivalent to

tp(log t)α if 1 ≤ p < n
tn(log t)α−n if p = n and α < n− 1
tn(log t)−1(log(log t))−n if p = n and α = n− 1
near infinity.
Furthermore, the target space ΛD(̟)(Rn) is optimal among all rearrangement-invariant spaces in embedding
(10.43).
We conclude by describing symmetric gradient Orlicz-Sobolev embeddings into spaces of uniformly continuous
functions. This is the subject of Theorem 10.11 below. A couple of interesting features are worth pointing out
in this connection. First, for this class of spaces condition (9.10) is fulfilled whenever (8.7) is fulfilled. This
fact implies that an embedding of a symmetric gradient Orlicz-Sobolev space into a space Cσ(Ω) holds, for a
suitable modulus of continuity σ, whenever the embedding into L∞(Ω) (or, equivalently, into C0(Ω)) holds. As
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mentioned in Remark 9.3, this need not be the case for symmetric gradient Sobolev spaces associated with more
general rearrangement-invariant function norms. Second, the optimal target space Cσ(Ω) for an embedding of a
symmetric gradient Orlicz-Sobolev space can be essentially larger that that for the full gradient Orlicz-Sobolev
space associated with the same Young function – see Examples 10.12 and 10.13. As already emphasized above,
this gap is absent when dealing with rearrangement-invariant target spaces.
The optimal modulus of continuity of functions in the spaces E10X(Ω) and E
1X(Ω) is defined in terms of
the behaviour near infinity of the function ξA : (0,∞)→ [0,∞), given by
(10.46) ξA(t) = t
n′
∫ ∞
t
A˜(τ)
τ1+n′
dτ for t > 0,
and of the function ηA : (0,∞)→ [0,∞), given by
(10.47) ηA(t) = t
∫ t
0
A˜(τ)
τ2
dτ for t > 0.
One can verify that ξA and ηA are, in fact, Young functions.
Let us notice that the convergence of the integral on the right-hand side of (10.46) is equivalent to condition
(10.49) appearing in Theorem 10.11 – see e.g. [21, Lemma 2.3]. Moreover, since we are dealing with bounded
sets Ω, we may always assume, without loss of generality, that the integral in (10.47) is convergent. Indeed,
A can be replaced, if necessary, by another Young function which is equivalent to A near infinity and makes
the relevant integral converge. Such a replacement results in the same Orlicz-Sobolev spaces, up to equivalent
norms. The modulus of continuity defined via ηA is also not affected (up to equivalence) by this replacement,
inasmuch as it only depends on only ηA through its behaviour near infinity.
Theorem 10.11. [Optimal target space of uniformly continuous functions for Orlicz-Sobolev em-
beddings] Let Ω be an open bounded subset of Rn, and let A be a Young function.
Part I [Embeddings for E10X(Ω)]
(i) The embedding E10L
A(Ω)→ C0(Ω) holds, namely there exists a constant c such that
(10.48) ‖u‖C0(Ω) ≤ c‖ε(u)‖LA(Ω)
for every u ∈ E10LA(Ω) if and only if
(10.49)
∫ ∞( t
A(t)
) 1
n−1
dt <∞ .
(ii) Assume that (10.49) is in force, and define
(10.50) σA(r) =
r1−n
ξ−1A (r
−n)
+
r1−n
η−1A (r
−n)
for r > 0.
Then σA is a modulus of continuity, and E
1
0L
A(Ω)→ CσA(Ω), namely there exists a constant c such that
(10.51) ‖u‖CσA (Ω) ≤ c‖ε(u)‖LA(Ω)
for every function u ∈ E10LA(Ω).
The space CσA(Ω) is optimal, in the sense that, if there exists a modulus of continuity σ such that inequality
(10.51) holds with CσA(Ω) replaced by Cσ(Ω), then CσA(Ω)→ Cσ(Ω).
Part II [Embeddings for E1X(Ω)] Assume that Ω is a bounded (ε, δ)-domain. Then conclusions analogous
to those of Part I hold, with E10L
A(Ω) replaced by E1LA(Ω) and ‖ε(u)‖LA(Ω) replaced by ‖u‖E1LA(Ω).
Theorem 10.11 can be deduced as special cases of Theorems 9.1 and 9.2, with X(Ω) = LA(Ω), via analogous
arguments and formulas as in the proofs of [27, Theorems 6.1 and 6.2]. The details are omitted, for brevity.
The following examples are stated for spaces of the form E10L
A(Ω). The same conclusions hold with E10L
A(Ω)
replaced by E1LA(Ω), provided that Ω is a bounded (ε, δ)-domain.
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Example 10.12. Let Ω be a bounded open subset of Rn. An application of Theorem 10.11, Part I (ii), tells
us that
(10.52) E10L
∞(Ω)→ Cσ∞(Ω),
where
(10.53) σ∞(r) ≈ r log(1/r) as r → 0+.
Moreover, the modulus of continuity σ∞ is optimal in (10.52).
In this case A(t) = χ(1,∞)(t)∞ for t ≥ 0, whence A˜(t) = t for t ≥ 0. Thus, ξA(t) ≈ t near infinity, and
ηA(t) ≈ t log t near infinity, and equation (10.53) follows via (10.50). Note that the behavior of σ∞(r) as
r → 0+ is dictated by the second addend on the right-hand side of equation (10.50).
By contrast, the stronger embedding
(10.54) W 10L
∞(Ω)→ C0,1(Ω)
is well known to hold, where C0,1(Ω) stands for the space of Lipschitz continuous functions on Ω.
Example 10.13. Let Ω be a bounded open subset of Rn. From Theorem 10.11, Part I (ii), one can deduce
that, given β > 0,
(10.55) E10 expL
β(Ω)→ Cσβ (Ω),
where
(10.56) σβ(r) ≈ r
(
log(1/r)
)1+ 1
β as r → 0+.
Also, the modulus of continuity σβ is optimal in (10.55).
Here, one has that A(t) ≈ etβ near infinity, and hence condition (10.49) is fulfilled for every β > 0. Moreover,
A˜(t) ≈ t(log t) 1β near infinity, thus ξA(t) ≈ t(log t)
1
β and ηA(t) ≈ t(log t)1+
1
β near infinity. Equation (10.56)
follows from (10.50). The behavior of σβ(r) as r → 0+ is dictated by the second addend on the right-hand side
of equation (10.50).
If the full gradient Orlicz-Sobolev space W 10 expL
β(Ω) replaces E10 expL
β(Ω) in (10.55), then a parallel embed-
ding holds with a smaller target space. Indeed, one has the stronger embedding
(10.57) W 10 expL
β(Ω)→ Cσ(Ω),
where σ(r) ≈ r( log(1/r)) 1β as r → 0+, and it is the optimal modulus of continuity in (10.57) – see [27, Example
6.8].
Example 10.14. Let Ω be a bounded open subset of Rn, and let α ∈ R. An application of Theorem 10.11,
Part I (i), tells us that
(10.58) E10L
n(logL)α(Ω)→ C0(Ω)
if and only if α > n− 1. Moreover, Part I (ii) of the same theorem ensures that, if this is the case, then
(10.59) E10L
n(logL)α(Ω)→ Cσn,α(Ω),
where
(10.60) σn,α(r) ≈ (log(1/r))
n−1−α
n as r → 0+.
Finally, the modulus of continuity σn,α is optimal in (10.59).
In this instance, the function A(t) ≈ tn(log t)α near infinity. Hence, condition (10.49) is fulfilled if and only
if α > n − 1. Moreover, A˜(t) ≈ tn′(log t)− αn−1 near infinity. As a consequence, ξA(t) ≈ tn′(log t)1−
α
n−1 and
ηA(t) ≈ tn′(log t)−
α
n−1 near infinity. Hence, equation (10.60) follows from (10.50). Note that the behavior of
σn,α(r) as r→ 0+ is dictated by the first addend on the right-hand side of equation (10.50).
Unlike embeddings (10.52) and (10.55), replacing the space E10L
n(logL)α(Ω) by W 10L
n(logL)α(Ω) in (10.59)
does not allow for any improvement of the target space [27, Example 6.7]. This is due to the fact that, as a
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consequence of a version of Korn’s inequality in Orlicz spaces [22, 31, 41], E10L
n(logL)α(Ω) =W 10L
n(logL)α(Ω),
up to equivalent norms.
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