Abstract
Background
Texture analysis has a wide range of applications. Millions of digital images are created throughout the World Wide Web, digital cameras, different kinds of sensors, medical scanners etc. Image analysis is based on three main image features: colour, shape and texture. Texture plays an important role in human vision. Texture has been found to provide cues to scene depth and surface orientation. Researchers also tend to relate texture elements of varying size to a reasonable 3-D surface. Although textured image analysis has been a topic of research for the last few decades [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] , due to the complexity and the lack of ability to clearly define the significant features of texture, a number of challenging problems still need to be addressed. Features that have been used to describe texture images include simple mean and standard deviation, Gabor transforms, wavelet-based features, and Fourier transform based features [5] [6] [7] [8] [9] [10] [11] .
In this paper, we propose a feature extraction technique, which uses a 2D-Discrete Fourier Transform (2D-DFT) and investigate it in conjunction with a novel Hamming Distance based neural network to classify the texture features of the images. The proposed feature extraction technique was implemented and tested on the Brodatz benchmark database [12] .
Research methodology
This section describes in detail the proposed technique for feature extraction and classification. The overall block diagram of texture feature extraction and classification of these features is presented in Figure 1 .
The proposed technique is divided into two stages. Stage 1 deals with image segmentation and feature extraction from the texture images. Stage 2, deals with classification of features into texture classes. The texture database used to check the proposed technique consists of 96 different texture images. Each image is 512 x 512 pixels in size. The collection of Brodatz textures consists of textures of both a statistical and structural nature. 
Image segmentation
The Brodatz texture database was used to evaluate the performance of the proposed techniques outlined in the previous section for texture feature extraction and classification. The database contains 96, 512 x 512 pixel texture images. In order to create a number of small images, which belong to the same class, each of the 512 x 512 images are divided into 128 x 128 sub-images, thus forming 16 sub-images from each image. The first 12 sub-images were used for training and the last 4 images were used as a testing data set, as shown in Figure 2 . 
Texture feature extraction
After the images are segmented, each sub image is transformed using a 2D-DFT transformation. After the DFT, since phase values provide little information, only magnitude coefficient matrices are used for texture characterization. All the 128x128-pixel sub images obtained from image segmentation are transformed via a 2D-DFT according to equation (1) . The 1536 magnitude matrices will be used for further feature extraction and classification processes.
The magnitude coefficient matrix is then normalized according to equation (2) . 
Feature vector estimation:
To reduce the size of the input vector provided to the neural network, the mean and standard deviation was calculated for each row of the sub-image (128 pixels) using the values of the pixel of each Fourier domain image. The mean and standard deviation are calculated using equations (3) and (4) (4) Where x is the value of the pixel in the sub-image, and n is the number of pixels -in this case it is 128. For every 128 x 128 sub-image, a 256-dimension feature vector, Xi = {mean0, s.d.0, mean1, s.d.1,….mean127, s.d.127} is derived. These feature vectors will be input to the Hamming network.
Texture feature classifier
The 96 texture patterns in the database were grouped into 32 similar classes, each of them containing 1-6 texture images. All the texture sub-images belonging to the same class were visually similar. This classification was done manually. In this research, the Hamming Distance based network is used as the texture feature classifier. Traditional Hamming distance is the number of bits in disagreement of two vectors. However, the Hamming distance used in our proposed classifier differs from the traditional one, mainly in two aspects: the input vectors are not presented in bits but float, and the hamming distance is not calculated in bits.
The typical Hamming network used for classification has three layers. The network contains an input layer whereby the number of nodes is equal to the number of features. It has a category layer, with as many nodes as there are categories, or classes. And finally, there is an output layer, which matches the number of nodes in the category layer.
The network is a simple feed-forward architecture with the input layer fully connected to the category layer. Each processing element in the category layer is connected back to every other element in the same layer, as well as to a direct connection to the output processing element. The output from the category layer to the output layer is done through competition.
The connection weights are first set in the input to category layer such that the matching scores generated by the outputs of the category processing elements are equal to the number of input nodes minus the Hamming distances to the example input vectors. These matching scores range from zero to the total number of input elements and are highest for those input vectors which best match the learned patterns. Figure 3 . Minimal Hamming distance criterion is used to classify the input to a particular class.
Experimental results
Three different sets of experiments are carried out to investigate the suitability of the proposed feature extraction technique and the classifier. The classification performance is tested in each of the cases.
Experiment I
For this experiment, the input images are the 2D-DFT transformed spectral images. The first 12 sub images are used as the training set and the last 4 sub images are used as the testing set, as shown in Figure 2 . The total number of training pairs is 1152 and that of testing pairs is 384. 
Experiment II
In this experiment, a different extraction technique is used: the first 8 sub-images are used for training and the last 8 sub-images are used as the testing data set, as shown in Figure 4 . The number of training and testing pairs is 768. 
Experiment III
In this experiment, the training and testing sets are the features that are directly obtained from the sub-images, without performing a 2D-DFT transformation. The first 12 sub-images are used for training, and the last 4 sub-images are used for testing. 
Discussion and analysis
The results obtained from different experiments, when analysed, reveal the following outcomes. In Experiment I, 2D-DFT is used as the texture feature extractor. The training and testing inputs to the neural network have been processed by FFT. In Experiment III, the input vector to the network has been obtained directly from the original sub-images. From the classification results shown in Figure 6 , we can say that the use of 2D-DFT as a texture feature extractor has significantly improved the classification rates for both training and testing.
Comparison of 2D-DFT as the texture feature extractor

Analysis of the extraction of training sets and testing sets
In Experiment I, the first 12 sub-images were used for training and the last 4 images were used as the testing data set. The training and testing sets of Experiment II are different from those of Experiment I: first 8 sub images for training and last 8 for testing. As may be seen in Figure 7 , although there is a small difference in the classification rate of the training sets, the separation of images into alternate training and testing sets does not have any significant effect on the classification rate of the testing sets.
Conclusions
This research has proposed and investigated a texture feature extraction technique using a 2D-DFT and a hamming distance based neural classifier. The experiments were conducted using the Brodatz album benchmark database. The results obtained are very promising and showed that the proposed 2D-DFT based feature extractor has improved the classification rate significantly. The classification rate using the proposed technique based on 2D-DFT is approximately 26% higher than that of the algorithm without using 2D-DFT.
As may be seen from the results obtained, the proposed texture feature extraction technique is very promising, however the hamming distance based network classifier in its current form, which was investigated in this research, did not produce significant results. Thus, further investigation needs to be carried out to determine a more suitable classifier architecture.
