Abstract-This paper studies the local and global exponential synchronization of a complex dynamical network with switching topology and time-varying coupling delays. By using stability theory of switched systems and the network topology, the synchronization of such a network under some special switching signals is investigated. Firstly, under the assumption that all subnetworks are self-synchronizing, a delay-dependent sufficient condition is given in terms of linear matrix inequalities, which guarantees the solvability of the local synchronization problem under an average dwell time scheme. Then this result is extended to the situation that not all subnetworks are self-synchronizing. For the latter case, in addition to average dwell time, an extra condition on the ratio of the total activation time of self-synchronizing and nonsynchronizing subnetworks is needed to achieve synchronization of the entire switched network. The global synchronization of a network whose isolate dynamics is of a particular form is also studied. Three different examples of delayed dynamical networks with switching topology are given, which demonstrate the effectiveness of obtained results.
couplings [7] [8] [9] , time delay couplings [10] [11] [12] [13] [14] , directed and weighted couplings [15] [16] [17] , and the relationship between the synchronizability and the properties of network structures [18] [19] [20] have been investigated-to name just a few; and see a recent survey and monograph [21] , [22] for more details.
In the past decade, synchronization of networks with switching topology has attracted researchers' interest [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] . Switching topology often due to link failures or new creation is general in real-world networks. Take a power grid as an example. It is well known that a large power grid consisting of a large number of local power generators can work properly only if the generators are kept in synchronism, and needs to retain its stability to provide normal power supplies to consumers. However, loss of synchronization of some local power generators may result in instability of the power grid, or even cause cascading outages or collapse and blackout [47] , [48] . So, when a local power system happens to have a severe fault, it will be automatically cut off from the network by a relay protection device to avoid further damage to the global power grid. This makes the connection structure jump suddenly-switch from one topology to another. On the other hand, new links between a certain group of local power generators may be established for certain purposes such as preventing cascading instability [48] . Switching topology also happens in the communication network between mobile agents (the nodes) which communicate with each other and need to perform synchronization. Since the nodes of the network are moving, some existing links can fail and new links between nearby agents are created [23] .
Inherently, switching topology is discontinuously "fastvarying" topology and in general cannot be handled as general time-varying topology. Several methods have been proposed to deal with switching topology in special network studies. In [24] , a blinking network in which the coupling is switched according to certain probability was addressed. Such a network was shown to synchronize for almost all instances of the fast switching random process. It was shown in [25] that if the switching is fast enough, then an average model can be applied with certain properties of the original network preserved, and local synchronization is achieved if the static time-average of the network supports synchronization. This result was extended to the stochastic network in [29] and [36] . In order to synchronize a network, [35] also applied this idea to pinning control strategy by switching a single pinning controller sufficient fast from one node to another. The differences of synchronization properties between the switched network and corresponding time-average network were investigated in [31] . In [34] , the sychronizability of discrete-time networks was measured by Hajnal diameter of infinite coupling matrices, and different network models including random switching between the individual topologies were discussed in [33] . Numerical studies of a network whose coupling strength switched on and off periodically were carried out in [32] . A similar idea was used to synchronize the network by periodically intermittent pinning control, and corresponding synchronization criteria were obtained in [37] . An adaptive controller was designed to synchronize a switched network under arbitrary switching in [26] . The authors in [27] investigated the synchronization of switched networks whose outer coupling matrices are simultaneously triangularized under arbitrary switching as well as via design of switching within a pregiven collection of topologies in which synchronization cannot be achieved by using any topology alone. Another class of problems which deal with switched networks is in consensus control [23] , [44] , [49] . All of these have advanced the understanding of the synchronization phenomenon in real-world networks with switching topology.
From a control point of view, the fast switching property may not always desirable because it will probably shorten the working life of actuating mechanism, and sometimes fast switching is not allowed in some real-world networks such as power grid. Moreover, the switched system theory shows that the stability of a switched system can not be guaranteed even when switching happens between two exponentially stable subsystems, and one way to preserve stability of the system is to use the so-called slow switching law [38] . These stimulate the studies on the synchronizability of switched networks where the switching signal belongs to "slow" switching laws, i.e., how to identify those switching signals which guarantee the synchronization of switched network. Some recent progress in this direction has been made in [28] and [30] by using the averaged dwell time method [39] [40] [41] [42] . In [28] , local synchronization of a network with unweighed switching coupling matrices was investigated, and a criterion on how to determine its coupling strength to preserve synchronization under a specified switching law was given. Synchronization criteria of a switched network with time-invariant coupling delay were given under an assumption that all outer coupling matrices are simultaneously diagonalizable in [30] .
In addition, another problem that deserves attention is the synchronization of networks with time-varying coupling delays. Time delay is a ubiquitous phenomenon in networks due to the limited speed of signals traveling through links. Thus, there often exist coupling delays in networks, and the existence of time delay makes the dynamical behaviors of a network much more complicated. So it is also meaningful to consider the effect caused by time delay to networks. Although numerous studies [10] [11] [12] [13] have considered delayed networks, the case of timevarying delay remains to be fully studied.
In this paper, we investigate the local and global exponential synchronization of a class of dynamical networks with switching topology and time-varying delays whose inner and outer coupling matrices take values in two finite sets of matrices via a switching signal, and we do not require simultaneously diagonalizable/triangularizable condition on the outer coupling matrices, which is quite restrictive in practice. Firstly, by using the average dwell time method, we discuss the problem in two different cases: i) all subnetworks are self-synchronizing and ii) not all subnetworks are self-synchronizing. For both cases, we obtain corresponding linear matrix inequality (LMI)-based delay-dependent sufficient conditions and identify the switching signals for local exponential synchronization of the overall network. The conditions are completely decoupled lower dimensional LMIs, which can be applied to large scale networks directly. Then, we specify a network model which has a particular isolated node dynamics and study the global exponential synchronization of such a network.
The rest of this paper is organized as follows. We first introduce a dynamical network model with switching topology and time-varying coupling delays in Section II. This is followed by our main results in Section III and Section IV where we give the theoretical analysis of local and global exponential synchronization for such a network in the cases of all and some subnetworks being self-synchronizing. In Section V, examples with different subnetworks are given to demonstrate the effectiveness of the theoretical results. Finally, conclusions are presented in Section VI.
II. MODEL DESCRIPTION AND PRELIMINARIES
To represent topology changes of some real-world networks, we introduce a new model for a network with switching topology and time-varying coupling delays. The network consists of linearly and diffusively coupled identical nodes with each node being an -dimensional dynamical system. The interconnections between nodes are changed abruptly at some time instant which is orchestrated by a switching signal. The state equations of the switched network are given below (1) where , are the state variables of node , and is time-varying delay; are continuously differentiable initial functions, is a known constant and , ;
is continuously differentiable; is the switching signal, which is a piecewise constant function continuous from the right, i.e., it is constant between two consecutive discontinuities; for each fixed , is the inner coupling matrix which describes the way of linking the components in each pair of connected two nodes; is the outer coupling configuration matrix representing the coupling strength and topology of the network; if there is a connection between node and node , then ; otherwise , and the diagonal elements of matrix satisfy (2) Actually, the delayed dynamical network (1) with switching topology is generated by a switching signal and a family of subnetworks (3) which have the same isolate dynamics , but different inner and outer coupling matrices and
The switching signal specifies at every time the index of the active subnetworks . We assume that the switching signal has a finite number of discontinuities in any finite time interval, and there are no jumps in the state at the switching instants.
Corresponding to the switching signal , we have the switching sequence , which means that the th subnetwork is activated when . Remark 1: For a fixed , the network (1) without time delays appears to be the form of the time-varying network proposed in [7] . However, there are important differences: the timevarying network admits a family of solutions that can be parameterized solely by the initial condition; however, the network with switching topology admits a family of solutions that are parameterized both by the initial condition and the switching signal . Also, in a time-varying network, the coupling matrix is continuous and often differentiable with respect to time , where is usually discontinuous but piecewise constant. Therefore, typically theories and methods of time-varying networks can not be applied to networks with switching topology.
Our task in this paper is to find conditions which guarantee the local and global exponential synchronization of the states of the network (1) on the manifold defined below.
Definition 1 ([11] ): Define synchronization manifold . Let , then the dynamical equation of can be written as
Obviously, the stability of the synchronous manifold of the switched network (1) is determined by the dynamics of the isolate node , the inner coupling matrices , the outer coupling matrices , the time-varying delay and the switching signal . It turns out that not all the switching signals exhibit sufficient regularity for our purpose, so we specify the switching signal with some "better-behaved" property in this paper, i.e., average dwell time, which is defined as below.
Definition 2 ([38] , [39] ): For any , let denote the number of switching of over . If holds for , , then is called average dwell time. From Definition 2, we see that in any open interval, the number of discontinuities of is bounded above by the length of the interval normalized by plus a "chatter bound" [42] . So arbitrarily fast switching is not allowed, which is natural in practice.
In the following, we give two assumptions on time-varying delay and a useful lemma.
Assumption 1 ([40]):
is a differentiable function satisfying and for some known constant .
Assumption 2 ([40]):
is a continuous function satisfying . Noting that Assumption 2 is a delay-derivative-free condition, it means that the derivative of can be unknown or arbitrary.
Lemma 1 ([43]):
The linear matrix inequality with , and referring to the symmetric terms in a symmetric matrix, is equivalent to
III. LOCAL EXPONENTIAL SYNCHRONIZATION
In order to achieve the objective at the manifold , we define the error vector (5) Subtracting (4) from (1) yields the error dynamical systems (6) Then the exponential synchronization problem of the dynamical network (1) is equivalent to the problem of exponential stability of the error dynamical systems (6) . Since is continuously differentiable, local exponential synchronization can be assessed by examining exponential stability of the following linear switched delay systems: (7) where is the Jacobian of on . Let , we can rewrite (7) as (8) where is the identity matrix, and is the Kronecker product of matrices.
For each , we have (9) with and . Since is a real symmetric matrix, there exists a unitary matrix with such that (10) where , , , are the eigenvalues of . The zero row sum condition (2) ensures that: i) with associated eigenvector and ii) . Using the unitary transform , along with (9), gives (11) with , i.e.,
where .
Next, we will find conditions on the dynamics of the isolate node , the inner coupling matrices , the outer coupling matrices , the time-varying delay , and the switching signal under which local exponential synchronization of the network (1) is guaranteed for both cases of all and some subnetworks in (3) being self-synchronizing.
A. All Subnetworks Are Self-Synchronizing
In this subsection, we assume that all subnetworks in (3) are self-synchronizing. We analyze the exponential synchronization of switched network (1) when the subnetworks are switched by an average dwell time scheme.
Theorem 1: For a given constant , suppose Assumption 1 holds and there exist matrices , , , , and
with appropriate dimensions such that
Then the synchronous manifold of the delayed network (1) is locally exponentially stable for any switching signal with average dwell time satisfying (15) where and satisfies (16) with , , ; , , . , , are arbitrary positive definite matrices, and , , , are the solutions of inequality (13) and (14) .
Proof: Select the following piecewise Lyapunov functional candidate (17) where (18) On each interval , the switching signal is constant, and for simplicity, let for . (24) where , and
By using Lemma 1 and (13) we get . Thus, it follows from (14) and (24) that Integrating the above inequality on the interval , gives (25) When at the switching instant, i.e., , from (16), (17) and (18), we have (26) Therefore, it follows from (25), (26) and the relation that (27) According to (17) and (18), we have (28) where is the Euclidean norm, , , , and are the minimum and maximum eigenvalue of , respectively.
Combining (27) and (28), leads to Therefore, we get that the synchronization manifold of delayed dynamical network (1) with switching topology is locally exponentially stable. The proof is thus completed. When in (13) , the constraint on the derivative of is removed, and the conditions obtained in Theorem 1 degenerate into delay-derivative-free ones. In this case, the derivative of can be unknown or arbitrary. This is addressed in Corollary 1.
Corollary 1: Suppose Assumption 2 holds, and if (13) with and (14) hold, then the synchronous manifold of the delayed network (1) is locally exponentially stable for any switching signal with average dwell time satisfying (15) . Proof: Choose the Lyapunov functional candidate as described in (17) and (18) . The proof procedure is similar to that of Theorem 1, and it is omitted.
Remark 2: It is worth mentioning that even though synchronization is reached for each individual topology, synchronization may fail for switching topology (see Example 1 for an instance that the relatively fast switching between two exponentially synchronized subnetwork will destroy the synchronizability of the overall switched network). One way to have synchronization with the switching topology is to constrain the switching signal by the average dwell time (15) . As a special case, if in Theorem 1, (16) implies that , , is a common Lyapunov functional for the switched system (8) . Therefore, the switched system is exponentially stable for arbitrary switching which means that the synchronization manifold of the network (1) is locally exponentially stable for arbitrary switching.
Remark 3: In this paper, we do not require a common transform matrix for all the different outer coupling matrices which is needed in [30] . Obviously, this requirement is far too strong and unrealistic. We also do not require common matrices , and for the index in inequality (13) and (14), this reduces the conservativeness of obtained results and meanwhile also makes the average dwell time proposed in Theorem 1 depend on the transform matrices . Furthermore, if there exit common matrices , and in (13) and (14) for the index , then we can select the Lyapunov functional as
In this case, the differences of the values of Lyapunov functional at the switching instants are independent of the different transformation matrices , which finally lead the average dwell time to be independent of .
Remark 4: In the literature, many papers assumed that the investigated network has the symmetric and positively weighted outer coupling matrix as we did in Section II-see, for example, [10] , [13] , [20] , and [35] . However, the positively weighted condition on the network topology can be removed here. We can only require symmetry of the outer coupling matrix, i.e., if there is a connection between two nodes and , then , otherwise . This means that positive and negative connections can coexist in a network. The existence of the negative connections may lead to some positive eigenvalues of the outer coupling matrix. But, the zero row sum condition (2) guarantees that has at least one zero eigenvalue with associated eigenvector . Rearranging the remaining eigenvalues and the corresponding eigenvectors will still make (10), (11) , and (12) hold. So if all conditions proposed in Theorem 1 are satisfied, then synchronization of the switched network under the average dwell time switching law is guaranteed. On the other hand, our results can also apply to some special kind of nonsymmetric networks. If all candidate outer coupling matrices , are similar to diagonal matrices having real eigenvalues and real eigenvectors, then by replacing the unitary matrix by a nonsingular matrix , a similar result as Theorem 1 can be obtained for this kind of networks. However, how to extend the result to the general nonsymmetric network deserves more attention in future work.
Remark 5: Conditions (13) and (14) guarantee that all the subnetworks in (3) are exponentially synchronized at least with a given exponential rate , i.e., where is a constant associated with , , and . But this estimation is not the best one. For each error dynamical system (9), we can solve LMIs (13) and (14) repeatedly with giving different values of to get a better estimation of the convergence rate . The conservativeness of this estimation mainly comes from the inequalities scaling in the proof procedure of Theorem 1. For example, we use to replace , in inequality (20) , and use to replace in (21) . So when and are small enough, is close to its truth value ; otherwise, the difference between and will increase as and becoming large. For the switched network, this conservativeness will be enlarged, because we can not sufficiently use the convergence rate of each subnetwork that we can get, but use instead to get the positive definite matrices , , by solving LMIs (13) and (14) , which are used to compute and finally lead to the bound of the average dwell time .
Remark 6: For the bound of the average dwell time , from the formula (15), we see that the larger , the smaller . Since depends on , the conservativeness for estimating will transmit to the estimation of . As we mentioned in Remark 5, we can not sufficiently use each subnetwork's own decay rate , this will definitely introduce some conservativeness into the bound estimating for the average dwell time . However, what we are trying to do is to give a safety bound of which can give a theoretical guide to the practice.
B. Some Subnetworks Are Self-Synchronizing
In the previous subsection, we assumed that all subnetworks are self-synchronizing. In this subsection, we consider a more general case, that is, the switched network (1) consists of both self-synchronizing and nonsynchronizing subnetworks. We investigate how to tolerate the existence of nonsynchronizing subnetworks without destroying synchronizability of the overall network. Without loss of generality, we suppose that denote the index of the self-synchronizing subnetworks, while denote the index of the nonsynchronizing subnetworks. Thus, . In order to eliminate the impact on the overall network caused by the nonsynchronizing subnetworks, the average dwell time as a constraint on the switching signal is not sufficient. We have to find further condition on the switching signal to guarantee the synchronizability of the overall network. Let (resp., ) denote the total activation time of the self-synchronizing subnetworks (resp. the nonsynchronizing subnetworks). Let and be positive numbers to be selected later. For any given , we choose an arbitrary and propose the switching law satisfying the following condition [41] : 
where and for , otherwise . Then the synchronous manifold of the delayed network (1) is locally exponentially stable for any switching signal satisfying the condition (29) and the average dwell time (33) where and are defined the same as in Theorem 1. Proof: For , select the piecewise Lyapunov functional candidate (17) and (18) (36) Combining (29), (33) and (36), we get (37) Therefore, we have where , and are defined the same as in Theorem 1. This implies that the switched system (8) is exponentially stable for any switching signal satisfying (29) and average dwell time (33) . Thus, we get that the synchronous solution of dynamical network (1) with switching topology is locally exponentially stable. This completes the proof.
Similar to Corollary 1, we have the following criterion for the delay-derivative-free conditions. Corollary 2: Suppose Assumption 2 holds, and if (30) and (31) both with and (32) hold, then the synchronous manifold of the delayed network (1) is locally exponentially stable for any switching signal satisfying the condition (29) and the average dwell time (33) .
Proof: The proof is similar to that of Theorem 2. Remark 7: It is well known that a suitable average dwell time can overcome the influence on the switched system caused by switching between different stable subsystems [38] . So the average dwell time is sufficient to guarantee the stability of the synchronous states of the overall network when all subnetworks in (3) are self-synchronizing. However, this is not the case when there are some nonsynchronizing subnetworks in (3). The existence of nonsynchronizing subnetworks may destroy the synchronizability of the overall network. To overcome it, we have to further specify the switching signal in addition to average dwell time, i.e., constrain the ratio of the total activation time of self-synchronizing and nonsynchronizing subnetworks by inequality (29) . The essence of this method is to activate the self-synchronizing subnetworks a relatively long period to counteract the increment of the value of Lyapunov functional along the overall network caused by nonsynchronizing subnetworks.
Remark 8: To reduce the conservativeness and get a better estimation of , we select different Lyapunov functionals for the nonsynchronizing subnetworks from the ones for the self-synchronizing subnetworks by using instead of in (18) . The main conservativeness of the ratio bound (29) is also from the inequalities scaling when deducing the LMIs (30), (31) and (32) . Here, we should note that is a designable parameter, so we can adjust the ratio (29) to a desirable one to some extent by choosing distinct values of . But on the other hand, this parameter is also associated with the computation of , which is to say that one has to balance the ratio bound (29) and the average dwell time bound by tuning in its admissible set.
Remark 9: As we mentioned in the introduction, fast switching is not allowed in some real-world networks, and may shorten the actuator's working period. In this case, the average dwell time switching algorithm is preferable. But on the other hand, average dwell time method can only apply to the case where there is at least one self-synchronizing subnetwork. This will prevent its application to the case where all subnetworks are nonsynchronizing. When this situation happens, the average dwell time method will lose its power without auxiliary equipment such as adding controllers to synchronize one of the subnetworks. For the latter case, if fast switching is allowable, then the synchronization of switched network may still be achieved by sufficient fast switching between the candidate subnetworks [25] .
IV. GLOBAL EXPONENTIAL SYNCHRONIZATION
We consider the global synchronization problem in this section. We only focus on a particular form of the delayed network model (38) Obviously, the switched network (38) is composed by a switching signal and the following family of subnetworks: (39) where is a constant matrix, , and are defined the same as in Section II; is a continuous nonlinear function satisfying (40) where is a positive constant, . Then the error systems are (41) where . Rewrite (41) as (42) where , , and . In the following, as in Section III, we also discuss the problem in two cases, and give two global exponential synchronization criteria for the switched network (38) .
A. All Subnetworks Are Self-Synchronizing
When all subnetworks in (39) are exponentially synchronized, we have the following theorem.
Theorem 3: Consider the switched network (38) . For a given constant , suppose Assumption 1 holds, and if there exist a constant and matrices , , , , , and with appropriate dimensions such that (43) (44) where then the synchronization manifold is globally exponentially stable for any switching signal with average dwell time satisfying (45) where satisfies (46) and , , are defined the same as in 
where we use the properties that , which are followed by and directly. Moreover, we have (52) From (40) where , , and are defined as in Theorem 1. Therefore, we get that the synchronization manifold of dynamical network (38) with switching topology is globally exponentially stable. The proof is completed.
Remark 10: Generally, even though there does exit a satisfying for positive semidefinite matrices and defined as in Theorem 3, it is hard to say whether there exists a such that for arbitrary different unitary matrices and , because the unitary transformations and may change the zero eigenvalues of and into different positions. However, in our cases, we do not have such a problem. Due to the special property (2) of the outer coupling matrix , we have . By simple calculation, we can get that there exists a unitary matrix with such that with , . Then there exists a such that which is equivalent to .
B. Some Subnetworks Are Self-Synchronizing
Here, we consider global exponential synchronization of the network (38) which is composed of both self-synchronizing and nonsynchronizing subnetworks in (39) . The criterion is stated as follows.
Theorem 4: Consider the switched network (38) . For given constants and , suppose Assumption 1 holds, and if there exist a constant and matrices , , ,
where and for , otherwise . Then the synchronization manifold is globally exponentially stable for any switching signal satisfying the condition (29) and the average dwell time (58) where , , and are defined as in Theorem 2, but with . Proof: Select the piecewise Lyapunov functional (17) and (18) when , and (34) for . Combining the proof of Theorem 2 and Theorem 3, gives the proof of Theorem 4 directly. Thus, it is omitted here.
Remark 11:
In Theorem 1 and Theorem 2, the obtained LMIs (13) and (14) and (30), (31) , and (32) are completely decoupled from each other for the index . This is to say that we can solve and independently relatively lower dimensional LMIs to analyze the synchronizability of the entire switched network, no matter how many nodes the network has. So there is no obstacle to apply these results to a large scale network. On the other hand, for the global synchronization counter part, due to the existence of the nonlinear term in the node dynamics (38) , the LMIs obtained in Theorem 3 and Theorem 4 are related by a positive scaler for the index . This will influence the application of those results to large scale networks somehow.
V. SIMULATIONS
In this section, we will give three different examples to illustrate the main results obtained above, including a network using the Lyapunov stable linear system as its nodes, a communication network with mobile agents, and a network consisting of coupled chaotic systems. For simplicity, we assume that there are only two subnetworks in all examples, i.e., , and each subnetwork has 10 identical nodes, ie.,
. We also assume that . So and make the Assumption 1 hold. Example 1: Consider a network (1) verify that . Assume that the inner coupling matrices are By solving LMIs (13) and (14) repeatedly with different values of , we see that the two subnetworks with coupling matrices and are both exponentially self-synchronizing, and the best decay rate bounds we can get are and , respectively. Choosing , and solving the LMIs (13) and (14) , gives the corresponding matrices , and with and . Thus, we can get and . According to Theorem 1, the synchronization manifold of the switched network is exponentially stable under the average dwell time switching law with . Figs. 1-3 show the time evolution of the synchronization errors and the decay rate estimations of the two subnetworks and the switched network with , respectively. From Figs. 1 and 2 , we see that the convergence rate estimations of the two subnetworks are quite good. Moreover, the estimated decay rate of the switched network is . However, Fig. 3 shows that the decay rate of the overall network is at least 0.6. It is to say that this estimation is not as good as the ones of the subnetworks, and the conservativeness for the switched network's decay rate is relatively large as we discussed in Remark 5.
Compared to our estimation obtained from Theorem 1, simulation shows that the switched network with node (59) can still achieve synchronization under the average dwell time switching signal with . So the theoretical bound proposed in the paper has some conservativeness. However, as we discussed in Remark 6, those theoretical estimations give an safety guide in practice.
Figs. 4 and 6 are the state responses of the switched network under different switching signals with and , which demonstrate that the average dwell time switching scheme can guarantee synchronizability of the overall switched networks, and meanwhile the relatively fast switching will destroy the synchronizability, even when the switching happens between two exponential synchronizable subnetworks. The corresponding switching signals are drawn in Fig. 5 and Fig. 7 . Example 2: The consensus problems of a multiagent system have important practical applications including cooperative control of unmanned air vehicles, formation control of mobile robots, control of communication networks, and flocking of social insects [23] . Now we will try to use our results to analyze consensus problems.
Consider a second order multiagent system, its th agent has the dynamics as follows [44] : (60) where is the position state, is the velocity state, and is the protocol. In [44] , the linear consensus protocol with constant time delay is used. Here we consider the protocol with time-varying communication delay, which is described as (61) The topology switching is due to link failure or creation when agents are moving [23] .
It says that the consensus problem of multiagent system (60) is solved if the states of the agents satisfy , and , [44] . Similarly as in [44] , let , , and , one can get
where It is obvious that System (62) can be seen as a special case of our model (1) with linear node dynamics, and consensus problem of (62) can also be seen as a synchronization problem. Here, for simplicity, only two subnetworks are considered, the situation with more subnetworks can be analyzed similarly. Suppose . and are given as Apparently, for the given subnetworks, the one with is self-synchronizing, and the one with is nonsynchronizing. See Figs. 8 and 9 for the synchronization errors of each subnetwork. It is worth to mention that has four negative off-diagonal entries and . These negative connections may be caused by the disturbance, environment noise or sensor failure of the corresponding agents. And these negative entries make have a positive eigenvalue . As we discussed in Remark 4, our analysis method is still applicable to this kind of network. Solving LMIs (30), (31) , and (32) Fig. 10 gives the synchronization errors of the switched network with a switching signal satisfying (63) and (64) which is shown in Fig. 11 with and the activation time of the self-synchronizing and nonsynchronizing subnetwork being and , respectively. Obviously, all the synchronization errors do exponentially converge to zero, i.e., the consensus problem of the multiagent system (60) is achieved exponentially.
Example 3: In the above two examples, only linear systems are considered as the node dynamics. Now let's consider a more complicated network which consists of interconnected modified Chua's circuit. The single modified Chua's circuit is described by [45] and [46] where in which , , , . In this example, we set the parameters , , , , , and . From [46] , it is directly to have that the modified Chua's circuit with the given parameters is a chaotic system which has a 3-scroll attractor depicted in Fig. 12 .
Suppose the inner coupling matrices , and the outer coupling is the same as in Example 1, and is given as follows:
It is easy to get that condition (40) is satisfied, and the subnetwork is self-synchronizing, but the one is nonsynchronizing. Figs. 13 and 14 show the synchronization errors of the subnetworks. Selecting , Fig. 13 . The synchronization errors e of the self-synchronizing subnetwork. Fig. 15 gives the synchronization errors of the switched network with a specified switching signal satisfying (65) and (66). The switching signal is shown in Fig. 16 , where and the activation time of the self-synchronizing and nonsynchronizing subnetwork are and . Thus, we have that all the synchronization errors exponentially converge to zero.
VI. CONCLUSION
In this paper, we presented a new model of a complex delayed dynamical network with switching topology where the coupling delays are time-varying. The problem of local and global exponential synchronization of a class of such switched networks has been investigated. By using the average dwell time method in switched systems theory, for both cases: i) all subnetworks are self-synchronizing and ii) not all subnetworks are self-synchronizing, we have obtained delay-dependent sufficient conditions in terms of LMIs and identified switching signals under which the network is locally exponentially synchronized. We also discussed the global synchronization of the network which has a special isolate dynamics. Similar to the local results, global conditions were obtained for both of the cases. Finally, we gave simulation examples of delayed networks with each example having two couple of different coupling matrices to demonstrate the effective of the proposed results.
