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Abstrakt 
 
Cílem diplomové práce je vytvoření modelu DiffServ domény, doplněné o stanice generující 
síťový provoz různého charakteru a následná implementace mechanismu token-bucket 
v procesním modelu směrovače v simulačním programu Opnet Modeler.  
DiffServ doména se skládá ze dvou hraničních a dvou vnitřních směrovačů a obsahuje 
klientské stanice a servery, generující provoz VoIP, FTP, HTTP a přístup do databáze. Je popsán 
postup rozdělení provozu do různých tříd na hraničních směrovačích DiffServ domény a zajištění 
odlišného způsobu zacházení s využitím mechanismu Assured Forwarding PHB. 
Na místě, kde dochází k diferencovanému zpracování paketů, je procesní model doplněn o 
generování různých statistik. Postup jejich vytvoření je využitý při ověření činnosti zahazovače, 
který je implementován spolu s mechanismem token-bucket na ARP vrstvě směrovače. Ověření 
funkčnosti modelu je provedeno simulací. 
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Abstract 
 
The aim of this diploma thesis was to create an own DiffServ domain model, which is 
supplemented with stations generating various type of network traffic and implementation of 
token-bucket mechanism in router´s process model in Opnet Modeler simulation environment.  
DiffServ domain is made up from two edge and two core routers and includes servers and 
client stations generating VoIP, FTP, HTTP and database access traffic. It is described a process 
of distribution of traffic into different classes on edge routers of DiffServ domain along with 
assurance of separate handling with usage of an Assured Forwarding PHB mechanism.  
In point of differentiated packet processing is process model completed with generating of 
various statistics. The process of their creating is used to check a dropper activity, which is 
implemented together with token-bucket mechanism on ARP layer of the router. The 
functionality of the model is verified by simulation. 
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3 
1  Úvod 
 
S postupním vývojem aplikací pracujících v reálném čase rostou i nároky uživatelů na 
dodržení jejich určité kvality. Tento požadavek přímo souvisí s pojmem kvality služeb, tzv. 
Quality of Services (QoS) v IP sítích, co znamená snahu o dodržení předem stanovených 
parametrů při přenose dat například při internetové telefonii nebo interaktivním přenose videa 
přes internet. Tyto parametry slouží k tomu, aby koncové aplikace byly schopné správné činnosti 
a poskytly tak uživateli požadovanou službu.  
Proto je kladen důraz na schopnost sítě rozlišit tok dat podle zdrojových aplikací a rozdělit ho 
na jednotlivé třídy provozu. V závislosti na statistických údajích o vytvořených třídách je možné 
určit optimalizovanou politiku provozu, která bude co nejvíce zaručovat dodržení požadované 
kvality služeb pro aplikace s rozdílným způsobem zacházení. Tato úloha je určená hlavně pro 
směrovače.  
Existují různé metody zajištění QoS, jednou z nich je aplikace mechanismu Rozlišovaných 
služeb (Differentiated Services – DiffServ). Technologie DiffServ je založená na rozdělení 
datových toků do malého počtu tříd se stanovenou úrovní kvality služeb a používá se na úrovni 
IP vrstvy. QoS je zde definována přidělením značky Differentiated Services Code Point (DSCP) 
do hlavičky použitého přenosového protokolu, například Internetového protokolu verze 4 (IPv4). 
Ta potom určuje způsob zacházení s daty patřící určité třídě provozu.  
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2  Kvalita služeb 
 
Kvalitou služeb (QoS) rozumíme schopnost sítě poskytovat lepší zacházení vybranému 
síťovému provozu při použití různých technik pro přenos dat. Důraz kladený na zajištění kvality 
služeb roste s rozvojem interaktivních aplikací, jako je například videokonference nebo IP 
telefonie. Tyto aplikace jsou citlivé na zpoždění a správné doručení paketů. Mezi nejvýznamnější 
parametry QoS patří [1]: 
 
- zpoždění paketů (latence), 
 
- kolísání zpoždění (jitter), 
 
- poskytnutá šířka pásma, 
 
- ztrátovost paketů. 
 
Hlavním úkolem QoS je tedy minimalizovat nežádoucí vlastnosti přenosu. Toho lze 
dosáhnout jen za podpory všech síťových prvků v cestě přenosu a na všech vrstvách modelu 
síťové komunikace.  
 
2.1  Kvalita služeb v IP sítích 
 
      Pro zaručení kvality služeb můžeme v IP sítích použít dvě metody [2]: 
 
• rezervace síťových prostředků - rezervace probíhá před vybudováním spojení. Síťové 
prvky si vyčlení část svých prostředků pro dané spojení a tyto prostředky nelze využívat 
jiným spojením, 
 
• přidělování různých priorit zvoleným druhům služeb - přidělování priorit je umožněno 
využitím různých síťových prostředků použitých prvků pro zvolené druhy služeb. 
 
 
Z těchto metod vychází architektury pro zajištění QoS v IP sítích. Tyto architektury jsou 
založeny na efektivním využití stávajících síťových prostředků, nezabývají se otázkou zvýšení 
přenosové rychlosti nebo jiných parametrů daných použitým hardwarem. 
Při implementaci těchto metod je možné využít následující mechanismy [2]: 
 
- mechanismus jednotlivých datových toků (per flow mechanism) - tok je identifikován 
transportním protokolem, IP adresou a číslem portu zdroje a cíle, 
 
- mechanismus skupiny toků (per aggregate mechanism) - skupinu toků tvoří alespoň dva 
jednotlivé datové toky se společnými vlastnostmi (např. aplikace či priorita). 
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Při implementaci na úrovni IP protokolu pracovní skupina IETF (Internet Engineering Task 
Force) stanovila dva hlavní přístupy řešení [2]: 
 
• integrované služby (IntServ), 
 
• rozlišované služby (DiffServ). 
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3  Integrované služby 
 
Architektura integrovaných služeb je první architekturou schopnou zaručit kvalitu služeb. Je 
definována v dokumentech RFC 1633 [3], RFC 2212 [3], RFC 2215 [3]. Byla navržena 
počátkem 90. let minulého staletí.  
IntServ využívá metodu rezervace síťových prostředků, kterou aplikuje na jednotlivé datové 
toky, charakterizované určitými parametry QoS. Pro vytvoření rezervace prostředků pro daný 
datový tok musí zdrojová aplikace určit specifikaci datového toku. Ta se sestavuje 
z charakterizace provozu (špičková rychlost, průměrná rychlost, velikost shluků a pod.) a 
požadavku služby (např. požadovaná šířka pásma, jitter, ztrátovost, zpoždění). Na základě těchto 
parametrů je pak pro žádost aplikace poskytnuta nebo zamítnuta rezervace síťových prostředků 
podle jejich dostupnosti. Tuto funkci zajišťuje blok řízení přístupu (Admission Control) 
architektury integrovaných služeb. Bez jeho přítomnosti by architektura IntServ zaručovala 
všechny dostupné zdroje všem přenosovým třídám a takto by mohla poskytovat jenom služby 
typu best-effort.  
Rezervaci síťových prostředků může IntServ realizovat pomocí dynamického rezervačního 
protokolu, manuálně, nebo využitím protokolu síťového manažmentu RSVP (Resource 
reSerVation Protocol). Na rezervaci se také podílí i další přidružené mechanismy, včetně 
plánovacích charakteristik (Desired Scheduling Characteristics), profilů zdroje datového toku, 
kriterií klasifikace datového toku nebo rezervačních identifikátorů. 
Mapovaní paketů do servisních tříd zajišťuje klasifikátor paketů (Packet Classifier). 
Vytvořená servisní třída tvoří samostatný datový tok a každý paket se stejnou servisní třídou je 
zpracováván identicky. Třídič paketů je součástí směrovačů a koncových zařízení. Plánovač 
paketů (Packet Scheduler) řídí odesílání paketů podle příslušné servisní třídy, čili datového toku. 
Umístnění jednotlivých bloků a komponentů modelu IntServ je zobrazeno v blokovém 
schématu modelu integrovaných služeb na Obr. 1 [4]. 
 
 
 
Obr. 1: Blokové schéma modelu IntServ 
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3.1  Třídy služeb IntServ 
 
Podle druhu aplikace umožňuje model IntServ využít tři třídy služeb [4]: 
 
• zaručená QoS (Guaranteed QoS), 
 
• služba s řízením zátěže (Controlled Load Service), 
 
• klasická služba best-effort. 
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4  Diferencované služby, DiffServ 
 
Nevýhody IntServ, zejména vysoké nároky na směrovače, které musejí zpracovávat složité 
operace a velké množství datových toků, spolu s rostoucí zátěží sítě v závislosti na její velikosti 
způsobenou procesem opakované rezervace síťových prostředků, vedly k vytvoření podstatně 
jednoduššího modelu QoS, který je založený na agregaci datového toku do malého počtu tříd 
(Class of Service, CoS), metody DiffServ [4].  
Aplikace již neoznamuje předem počítačové síti své požadavky na kvalitu služeb, no 
každému paketu, vstupujícímu do počítačové sítě, je přidělena značka, která určuje způsob 
zacházení, neboli třídu přenosu poskytnutou paketu. Toto značení probíhá pouze na vstupu do 
počítačové sítě. Během přenosu paketů další směrovače pouze přečtou jejich značku a podle toho 
se řídí při zpracování paketu. Počet různých značek je relativně malý, obvykle jednotky, 
maximálně desítky.  
 
4.1  DiffServ doména 
 
Rozsáhlé počítačové sítě se obvykle tvoří propojením menších sítí, přičemž každá síť může 
být řízena jiným subjektem, organizačně jinak uspořádaná a vybavena různými směrovači. Proto 
v ní dochází i k odlišnému způsobu zpracování paketů pro zajištění požadované kvality služeb 
QoS. Z tohoto důvodu se rozsáhlé sítě dělí na více oblastí se samostatnou správou DiffServ, 
takzvané DiffServ domény. Znázornění DiffServ domény je na Obr. 2. 
 
 
 
Obr. 2: DiffServ doména 
 
 
V DiffServ doméně rozlišujeme tři typy směrovačů [5]: 
 
• Okrajový směrovač – leží na rozhraní DiffServ domény a části sítě, která neprovádí 
značkování paketů. Tento uzel je nejdůležitější, protože klasifikuje vstupní toky (značkuje 
pakety). 
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• Vnitřní směrovač – neprovádí klasifikaci, pakety zpracuje podle jejich značky. 
 
• Hraniční směrovač – leží na rozhraní dvou DiffServ domén, které mohou mít různá 
klasifikační pravidla. Způsob jak se naloží s přicházejícími pakety z jiné DiffServ domény 
záleží na dohodě mezi nimi. Obyčejně se provede reklasifikace a přiřadí se nová značka. 
 
4.2  DS pole 
 
Nejčastější implementace DiffServ je na úrovni síťové vrstvy modelu při použití protokolu 
IP. V tomto případě je značka obsažena v poli označeném jako DS (Differentiated Services), 
které se nachází v místě určeném pro pole TOS (Type Of Service) hlavičky protokolu IP verze 4 
nebo v místě pro pole Traffic Class hlavičky protokolu IP verze 6. DS pole má 8 bitů, z toho 6 
bitů je určeno pro vlastní značku DSCP a 2 bity jsou rezervovány pro budoucí použití (CU – 
Currently Unused). Struktura a umístnění DS pole v protokolech IP verze 4 a IP verze 6 jsou na 
Obr. 3 [6]. 
 
 
 
 
Obr. 3: Struktura DS pole a jeho umístnění v hlavičce protokolu 
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4.3  Referenční model DiffServ 
 
Referenční model technologie DiffServ [7] je možné charakterizovat následujícími prvky, 
které jsou zobrazeny na Obr. 4. Dá se rozdělit na dvě části, část pro klasifikaci paketů, kde 
probíhá měření a značkování a část pro úpravu provozu, která na základě parametrů provozu a 
přidělených značek DSCP jednotlivým paketům rozhoduje o jejich dalším zpracování.  
 
 
Obr. 4: Model technologie DiffServ 
 
4.4  Klasifikace paketů 
 
Zpracování paketů ve směrovačích v rámci DiffServ domény lze popsat ve třech úrovních 
abstrakce [2]. 
Na nejvyšší úrovni dochází ke zpracování paketů definovanou službou mezi koncovými 
body, tj. účastníky komunikace. Poskytovaná služba je definována souborem parametrů 
popisujících vazbu mezi účastníkem a sítí SLA (Service Level Agreement). Takovou službou 
může být např. virtuální pronajatý okruh. Aplikace (účastník) využívá komunikační kanál, 
tvořený pomocí linek a směrovačů a sdílený společně s dalšími aplikacemi (účastníky), který se 
chová jako skutečný pronajatý okruh. Poskytuje stálou předem dohodnutou propustnost s nízkou 
latencí a malou ztrátovostí paketů. Podmnožinou SLA je TCA (Traffic Conditioning Agreement). 
Je to tzv. dohoda o úpravě provozu, která podrobně specifikuje parametry pro každou úroveň 
služby (očekávanou propustnost, pravděpodobnost zahození paketu, zpoždění, DiffServ značení 
atd.). 
Zacházení s pakety mezi jednotlivými směrovači uvnitř sítě se provádí bez ohledu na ostatní 
směrovače. Toto pravidlo platí na druhé úrovni zpracování paketů. Směrovač zpracovává pakety 
nezávisle na ostatních směrovačích a stará se o to, aby jeho vlastní zpracování odpovídalo 
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značkám paketů, PHB. Příslušná třída je značena pomocí DS pole v hlavičce IP paketu vhodným 
kódem DSCP. Označené pakety při průchodu sítí aktivují například na směrovači vybrané PHB a 
dle tohoto označení jsou sítí zpracovány. Na výstupním bodě sítě je označení z paketů 
odstraněno. 
Nejnižší úrovní popisu zpracování paketů v síti je implementace zvoleného PHB v rámci 
směrovače. Specifikace PHB popisuje zpracování paketů z pohledu vnějšího pozorovatele. 
Možné metody implementace jsou uvedeny v kapitole 4.7. zabývající se popisem PHB. 
 
4.4.1  Třídič 
 
Třídič provádí rozdělení paketů do několika datových toků na základě předdefinovaných 
pravidel. Existují dva základní typy třídičů [5]: 
 
- Behavior Aggregate (BA), 
 
- Multifield (MF). 
 
Třídič BA je nejjednodušší z třídičů diffserv. Třídí pakety jenom na základě hodnoty jejich 
DSCP značky, která tím pádem musí být předem určena. 
MF třídič je složitější a využívá pro třídění kombinaci více polí nacházejících se v hlavičce 
datové jednotky IP a TCP/UDP, konkrétně zdrojovou a cílovou adresu, zdrojový a cílový port a 
identifikátor protokolu. Je tedy flexibilnější a poskytuje lepší možnosti rozdělení provozu.  
 
4.4.2  Značkovač 
 
Každému toku dat je přidělena určitá značka, která definuje jeho zacházení v síti, tzv. per-
hop-behavior index (PHB index). Jsou definovány tři typy PHB [4]: 
 
- Expedited Forwarding (EF) – urychlené doručení, 
 
- Assured Forwarding (AF) – zaručené doručení, 
 
- Default (DE) – služba typu best-effort (BE). 
 
Dané třídy PHB budou blíže popsané v kapitole 4.7. Po třídění a značkování jsou pakety posílané 
do prvku pro úpravu provozu, tzv. Traffic Conditioning. 
 
 
4.5  Přizpůsobení provozu – Traffic Conditioning  
 
Ve vstupních a výstupních směrovačích DS domény probíhá klasifikace a zařazení paketů do 
tříd podle odpovídající značky DSCP. Vnitřní směrovače DS domény pak zpracovávají tyto 
pakety podle PHB přiřazené dané DSCP. Prvek Traffic Conditioning (prvek pro úpravu 
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provozu), slouží k zacházení s těmito datovými toky. Může obsahovat následující prvky: měřič, 
přeznačkovač, tvarovač provozu, zahazovač (viz Obr. 4). 
Když objem dat přenášených v síti překročí kapacitu linky, příchozí pakety jsou ukládány do 
fronty na směrovačích. Při ještě větším zatížení sítě se však mohou i tyto fronty zaplnit a dochází 
k přetečení a ztrátě paketů. V tomto případě je nutné upravovat objem přicházejících dat do DS 
domény na vstupním směrovači a implementovat požadovaná PHB na všech směrovačích. 
K tomuto účelu se používají techniky nazvané Policing a Traffic Shaping [2]. 
Policing umožňuje jednoduché zahazování přicházejících paketů při dosažení určité 
podmínky, například překročení povoleného objemu příchozích dat.  
Traffic Shaping je vhodnější metodou pro úpravu dat. Při jeho použití jsou pakety na 
směrovačích schválně pozdržené tak, aby se změnil okamžitý průběh objemu odesílaných dat 
v čase v porovnání s přijímanými daty. K tomuto účelu se nejčastěji používá metoda token 
bucket. 
 
4.5.1  Token bucket 
 
Metoda token bucket patří do komponentu měření a může být použita i pro ovlivnění 
značkování nebo rozhodnutí o zahození paketu. Je nejpoužívanější metodou pro řízení toku dat. 
Vyrovnává výstupní rychlost dat ze směrovače při nepravidelném příchodu různého objemu dat 
na vstupní rozhraní, aby nedošlo k zahlcení.  
Token bucket si můžeme představit jako nádobu obsahující v každém okamžiku určitý počet 
tokenů. Každý token je povolením k zpracování určitého objemu dat. Při příchodu paketu je 
ověřeno, zda počet tokenů v nádobě alespoň odpovídá velikosti paketu. Pokud ano, paket je 
zařazen do fronty k odeslání na výstupní port nebo určitým způsobem označen. Zároveň je 
z nádoby odebrán počet tokenů odpovídající velikosti paketu. Pokud v nádobě není dostatečný 
počet tokenů, paket je zahozen nebo označen jiným způsobem.  
Tokeny jsou do nádoby plynule doplňovány stálou rychlostí, dokud není nádoba plná. Lze ho 
tedy popsat dvěma parametry: rychlostí doplňování tokenů r a velikostí nádoby b. Pro správnou 
funkčnost nesmí dlouhodobý průměr rychlosti přicházejících dat překročit rychlost doplňování 
tokenů a krátkodobé špičky nesmí překročit velikost nádoby, jinak dojde k zahození paketů nebo 
jiné odpovídající akci. Princip token bucketu je znázorněn na Obr. 5 [1].  
V následujících kapitolách je popsána funkce jednotlivých prvků přizpůsobení provozu. 
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Obr. 5: Token bucket 
4.5.2  Měřič 
 
Měřič na základě pravidel definovaných v SLA/TCA [7] zkoumá datový tok a rozhoduje, zda 
je paket v mezích přiděleného profilu provozu. Jestli ano, je paket směrován na výstup do sítě. 
Při překročení hodnot definovaných pro daný typ provozu jsou pakety dále zpracované, přičemž 
může nastat jejich tvarování, přeznačení nebo zahození. Nejčastější implementace měřičů je 
metoda token bucket, mezní hodnoty profilu pak určují její parametry r a b (viz kapitola 4.5.1). 
 
4.5.3  Přeznačení 
 
K přeznačení paketů [7] může dojít na základě nesplnění kriterií pro jejich definovanou třídu 
provozu. Většinou se jim proto nastaví vyšší priorita zahození při případném zahlcení sítě 
v dalších směrovačích.  
Dalším důvodem k přeznačení paketů může být jejich přechod mezi dvěma DS doménami, 
které používají odlišného způsobu třídění provozu.  
 
4.5.4  Tvarovač, zahazovač 
 
Tvarovač zajišťuje přenesení datového toku v souladu s jeho profilem [7]. Zabraňuje 
paketům projít sítí do té doby, dokud se datový tok nepřizpůsobí danému profilu. Tvarování je 
méně náročná forma zacházení s pakety než značení. 
Zahazovač realizuje ještě jednodušší metodu zpracování paketů než tvarovač. Příchozí 
pakety, které nevyhovují jejich definovanému profilu provozu jsou vyřazeny z provozu jejich 
zahozením. Proto zahazovač nepotřebuje vyrovnávací paměť.  
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4.6  Politika provozu 
 
Politika provozu (Traffic Policing) zajišťuje, aby se datový tok vstupující do DiffServ 
domény pohyboval v mezích dohodnutých mezi zákazníkem a poskytovatelem služeb. Je složená 
z měření datového provozu, na základě kterého se stanoví způsob zacházení s pakety daného 
datového toku. To zahrnuje zahození, označení či přeznačení paketů příslušnými barvami. 
V případě Assured Forwarding Per Hop Behavior (AF PHB) mohou být barvy kódovány 
s narůstající prioritou zahození paketů.  
Politika provozu bere v úvahu následující přenosové parametry [1]: 
 
 CIR (Commited Information Rate) – dlouhodobá průměrná přenosová rychlost paketů, 
 
 PIR (Peak Information Rate) – maximální počet odeslaných bitů v určitém časovém 
intervalu, 
 
 CBS (Commited Burst Size) – maximální velikost shluku dat, pomocný parametr pro 
výpočet CIR, 
 
 EBS (Commited Burst Size) – prahová hodnota pro maximální velikost shluku dat po 
překročení CBS, také vztahovaná k výpočtu CIR, 
 
 PBS (Peak Burst Size) – parametr podobný CBS, vztahuje se k  PIR. 
 
 
4.6.1 Single rate Three Color Marker (srTCM) 
 
Single rate Three Color Marker je způsob značení dat, který pracuje s parametrem CIR. Na 
základě naměřených výsledků označuje, nebo přeznačuje pakety třemi barvami – zelenou, žlutou 
a červenou. Určování barvy se děje pomocí token bucketu, který je rozdělen na dva buckety, 
bucket C a bucket E. Měřič srTCM má za úkol zjistit, jestli dlouhodobá průměrná přenosová 
rychlost vyhovuje parametru CIR. 
Velikost bucketu C odpovídá CBS a velikost bucketu E je shodná s EBS. Buckety C a E jsou 
na začátku zcela naplněny tokeny a postupně vyprazdňovány s příchozími pakety. Ty jsou 
doplňovány do nádob rychlostí definovanou CIR (co znamená vždy jeden token každý časový 
interval 1/CIR). Nejdříve se plní bucket C a pak až bucket E. Pokud jsou oba v časovém 
okamžiku doplňování tokenů plné, jsou ponechány beze změny. Měřič srTCM určuje dva režimy 
zpracovávání dat [2]: 
 
- Color-blind režim – pakety vstupující do měřiče jsou neoznačené, 
 
- Color-aware režim – pakety jsou označeny některým z předcházejících prvků. 
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Obr. 6: Token bucket C a E 
 
 
 
 
Režim Color-blind srTCM 
 
V tomto režimu vstupuje neoznačený paket o velikosti B v čase t na měřič, kde je porovnána 
velikost paketu s počtem tokenů v bucketu C (označíme jej Tc). Pokud je tento počet větší nebo 
rovný velikosti B, paket je označen zelenou barvou a Tc je zmenšeno o B. Jestli není dostatek 
tokenů v bucketu C, měřič zkontroluje druhý bucket E (počet tokenů pro bucket E označíme Te). 
V případě dostatečného počtu tokenů v bucketu E je paket označen žlutou barvou a počet tokenů 
je zmenšen o B, jinak červenou. Bucket C v tomto případě není použit. Příklad je na Obr. 7 [2]. 
 
 
Tc < B 
Tc ≥ B 
Te ≥ B Te < B 
Zelená Žlutá Červená 
 
Obr. 7: Color-blind režim srTCM 
 
Režim Color-aware srTCM 
 
Režim Color-aware pracuje podobně jako Color-blind jenom s tím rozdílem, že pakety 
vstupující do měřiče jsou již označené. Platí pravidlo, že paket může být na základě měření 
přeznačen na barvu představující nižší prioritu, ne však povýšen. Pokud vstupuje do procesu 
paket označený zelenou barvou, zůstává zelený, když jeho velikost B je menší než počet tokenů 
v bucketu C. Tc je zmenšen o B, Te zůstává nezměněn. Paket bude označen žlutou barvou a 
v případě, že vstupuje do měřiče označen žlutou barvou, tak zůstává žlutý, pokud je B větší než 
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Tc ale menší než Te a Te je zmenšen o B. Když je B větší než Tc a současně větší než Te, paketu je 
přidělena červená barva. Paket vstupující do měřiče označený červenou barvou zůstává červený 
pro všechny zmíněné případy. Praktické znázornění je na Obr. 8 [2].  
 
Barva po měření 
Tc < B Barva před 
Tc ≥ B 
Te ≥ B Te < B 
Červená Červená Červená Červená 
Žlutá Žlutá Žlutá Červená 
Zelená Zelená Žlutá Červená 
 
Obr. 8: Color-aware režim srTCM 
 
4.6.2  Two rate Three Color Marker (trTCM) 
 
Two rate Three Color Marker pracuje s dvěma token buckety C a P. Token bucket C je 
spojen s parametrem CIR, jeho velikost je určena hodnotou CBS a rychlost doplňování tokenů je 
každých 1/CIR vteřin. Token bucket P slouží ke kontrole parametru PIR, má velikost PBS a 
doplňování tokenů je každých 1/PIR vteřin. Pracuje stejně jako srTCM ve dvou režimech, Color-
blind a Color-aware. 
 
Obr. 9: Token bucket C a P 
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Color-blind režim trTCM 
 
Po příchodu paketu je jeho velikost B porovnána s počtem tokenů v token bucketu P Tp. Jestli 
je B větší, je označen červenou barvou a to bez ohledu na stav bucketu C. Pokud je B menší než 
Tp, je velikost paketu porovnána s počtem tokenů v bucketu C Tc. V případě, že Tc je menší než 
B, je paket označen žlutou barvou, jinak zelenou (viz Obr. 10) [2].  
 
 
  
  
Tp ≥ B Tp < B 
Tc < B Žlutá Červená 
Tc ≥ B Zelená Červená 
 
Obr. 10: Color-blind režim trTCM 
 
 
Color-aware režim trTCM  
 
Pakety vstupují do měřiče již označené. Tak jako u srTCM i zde platí zásada, že barva paketu 
může být změněna na jinou, určující nižší prioritu, nikdy ale ne na prioritu vyšší. Pokud je paket 
označen červenou barvou, jeho stav se nezmění, stejně jako token buckety C a P. Velikost žlutě 
označeného paketu je porovnána s hodnotou Tp a jestli je B větší, je přeznačen červenou barvou a 
Tp zmenšeno o B. Zelený paket je přeznačen na žlutou barvu, když je jeho velikost B <  Tp a 
následně B > Tc, přičemž Tp je zmenšeno o B a na červenou v případě, že B >  Tp. Pak token 
buckety C a P zůstávají beze změny. Když zůstane paket zelený, znamená to, že v C a P bylo 
dostatek tokenů pro jeho přenos a jejich hodnota je snížena o B (viz Obr. 11) [2]. 
 
Barva po měření 
Tp ≥  B Barva před 
Tc ≥ B Tc < B 
Tp < B 
Červená Červená Červená Červená 
Žlutá Žlutá Žlutá Červená 
Zelená Zelená Žlutá Červená 
 
Obr. 11: Color-aware režim trTCM 
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4.7  Per-hop-behavior index 
 
Jak již bylo zmíněno, PHB index nese informaci o způsobu zacházení s paketem v síti. 
Specifikuje řazení paketů do front na směrovačích a tím zajišťuje dodržení parametrů QoS pro 
danou třídu provozu. Hovořili jsme o rozdělení PHB na tři typy, Expedited Forwarding, Assured 
Forwarding a Default. 
 
4.7.1  Expedited Forwarding (EF) PHB 
 
Urychlené doručení, které je zvýhodněno oproti zbylému provozu nejčastěji pomocí prioritní 
fronty. Prioritní fronta je zpracovávaná okamžitě bez ohledu na jiné fronty v směrovači. EF tedy 
zajišťuje zaručenou šířku pásma, zabezpečuje nízkou ztrátovost, malou hodnotu zpoždění a 
kolísání zpoždění. Všechny pakety této třídy překročující limity z SLA/TCA jsou zahozeny.  
Služba je vhodná pro aplikaci pronajatých virtuálních okruhu. V rámci DiffServ poskytuje 
nejvyšší možnou kvalitu služeb. Je však složitá a aplikovatelná jenom na omezeném počtu 
datových toků. Doporučená značka pro EF PHB je 101110 [4]. 
 
4.7.2  Assured Forwarding (AF) PHB 
 
Zajištěné doručení, které zabezpečuje prioritu i v případě zahlcení sítě. Definuje čtyři 
nezávislé třídy provozu, ze kterých každá obsahuje tři úrovně priority zahození paketů, 
označované taky jako barvy. Priorita zahození určuje relativní prioritu paketu dané třídy 
v případě zahlcení. Každé třídě jsou přidělené určité prostředky sítě, například velikost 
vyrovnávací paměti nebo kapacita výstupní linky. Při zahlcení linky mohou být pakety mimo 
rozsah SLA/TCA zahozeny nebo přeneseny s nižší prioritou. Tento typ PHB poskytuje pouze 
slabší garanci QoS, snaží se hlavně o minimalizaci ztrátovosti paketů na úkor zpoždění a kolísání 
zpoždění. Používá se pro aplikace, které požadují volitelnou úroveň kvality služeb, zejména pro 
transportní protokol TCP [4]. 
 
Tabulka 1: Specifikace AF PHB dle RFC 2597 
Třída PHB Podtřída PHB 
Pravděpodobnost 
zahození DSCP 
AF11 Nízká 001010 
AF12 Střední 001100 AF1 
AF13 Vysoká 001110 
AF21 Nízká 010010 
AF22 Střední 010100 AF2 
AF23 Vysoká 010110 
AF31 Nízká 011010 
AF32 Střední 011100 AF3 
AF33 Vysoká 011110 
AF41 Nízká 100010 
AF42 Střední 100100 AF4 
AF43 Vysoká 100110 
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4.7.3 Default PHB 
 
Default PHB charakterizuje tzv. best-effort službu (BE). Je to služba bez garance 
dynamických parametrů a bez veškerého potvrzování vhodná pro nekritické aplikace, například 
FTP nebo HTTP. Doporučená hodnota pole DSCP pro Default PHB je 000000. Tato služba je 
paketům poskytnuta i když směrovač nedokáže rozpoznat jejich značku DSCP. 
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5  Opnet Modeler 
 
Opnet Modeler je vývojové prostředí pro návrh, simulaci a následnou analýzu počítačových 
sítí. Program dokáže modelovat a následně simulovat chování jakékoliv architektury sítě. Mezi 
jeho hlavní výhody patří grafické rozhraní, které plně odráží skutečné rozmístnění prvků v síti a 
hlavně schopnost generovat různé statistiky, které můžeme dále analyzovat. Takto lze 
namodelovat například možné teoretické stavy v síti a předejít tak nechtěným jevům ještě 
předtím, než nastanou. 
Grafické rozhraní je na nejvyšší úrovni, na nejnižší je program napsaný v jazyce C. Opnet 
Modeler je program typu Open Source, což umožňuje uživatelům zasahovat do zdrojových kódů 
jednotlivých prvků v síti a přidat své vlastní funkce. Tato vlastnost ještě rozšiřuje jeho 
škálovatelnost a flexibilitu.  
Výsledky simulace je možné ukládat do různých formátů, například XML (Extensible 
Markup Language) nebo HTML (Hypertext Markup Language), nebo uložit data do tabulek. 
Zpětně dokáže Opnet Modeler načíst vstupní data z těchto formátů. Dále obsahuje prohlížeč 
animací nebo nástroj Opnet Debugger, pomocí kterých můžeme detailně sledovat průběh 
simulace a odhalovat případné chyby. Samotná simulace probíhá s určitým zrychlením, které je 
závislé na  složitosti vytvořeného modelu sítě. Tak můžeme zjistit měsíční chování sítě v řádu 
několik hodin.  
 
Opnet Modeler má tyto základní prvky [8]: 
 
• subnet – podsíť (servery, přepínače, rozbočovače, uživatelské stanice a podobně), 
 
• node model – model uzlu (serveru, přepínače, rozbočovače, stanice apod.), 
 
• process model – model procesu (definice procesů modelu uzlu). 
 
Mezi jeho základní editory patří: 
 
• project editor – editor projektu, je na nejvyšší úrovni (pracovní plocha), 
 
• node editor – editor uzlu (moduly aplikací, protokolových vrstev, algoritmu, atd.), 
 
• process editor – editor procesu, je na nejnižší úrovni (konečný stavový automat). 
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6  Obecný návrh modelu DS domény 
 
Pro účely modelování DiffServ domény byl zvolen model, který se bude skládat ze dvou 
hraničních (edge_router) a dvou páteřních (core_router) směrovačů. Model dále bude obsahovat 
stanice, které budou generovat provoz různého charakteru: 
 
- VoIP – služba internetové telefonie mezi dvěma VoIP klienty (Voice over Internet Protocol), 
 
- http – prohlížení www stránek pomocí protokolu HTTP (Hyper Text Transfer Protocol), 
 
- ftp - přenos souborů za použití protokolu FTP (File Transfer Protocol), 
 
- database – přístup do databáze, databázový systém. 
 
Database Server
FTP Server
HTTP Server
Client VoIP 1
Client Database
Client FTP
Client HTTP
Client VoIP 2
Switch 1 Switch 2
Edge Router 1
Edge Router 2
Core Router 1
Core Router 2
 
 
Obr. 12: Obecný návrh DS domény 
 
Dále bude v modelu použita metoda zacházení Assured Forwarding. Přenášené pakety budou 
na hraničních směrovačích DS domény rozděleny do tří různých tříd provozu (VoIP, HTTP a 
best-effort). Každé třídě bude odpovídat příslušná DSCP značka.  
Po vytvoření modelu a nastavení příslušného chování sítě se v procesním modelu směrovače 
zjistí místa, kde dochází k diferencovanému zpracování paketů patřících do odlišných tříd 
provozu. Posledním krokem bude snaha o doplnění základního procesního modelu tak, aby 
generoval statistické informace o zpracovávaných provozech, tj. např. počet přenesených paketů 
pro danou třídu, průměrnou rychlost, využití vyrovnávací paměti nebo počet zahozených paketů.  
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7 Model DS domény v programu Opnet Modeler 14.0 
 
Pro vytvoření nového modelu musíme nejdřív založit nový projekt. V položce File › New 
vybereme z možností volbu Project a nastavíme vzhled a objekty, které budeme při editaci 
používat. Podrobnější informace o zakládání nových projektů nalezneme v literatuře [1]. 
Vytvořený model DS domény je na Obr. 13: 
 
 
 
Obr. 13: Simulační model vytvořené DS domény 
 
7.1  Popis prvků simulovaného modelu 
 
 Application Config – objekt pro nastavení aplikací, které se budou v modelu používat. 
 
 
 Profile Config – objekt pro přiřazení profilů jednotlivým aplikacím (např. doba spuštění, 
délka trvání, nastavení opakování, atd.). 
 
 
 QoS Attribute Config – objekt pro nastavení parametrů kvality služeb (pravidel provozu, 
parametrů fronty, atd.). 
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Objekty je možné vkládat na plochu z palety objektů, kterou je možné otevřít pomoci ikony 
Open Object Palette, nebo z menu Topology › Open Object Palette. Zde nalezneme knihovny 
objektů pro vytváření jednotlivých scénářů simulací. Pro model DS domény nám postačí jenom 
knihovna internet_toolbox a její následující položky: 
 
• ethernet_server – model serveru (FTP_Server, HTTP_Server, ...), 
 
• ethernet4_slip8_gtwy – model vnitřních a hraničních směrovačů, 
 
• ethernet16_switch – model přepínačů, 
 
• ethernet_wkstn – model pracovních stanic (Client_FTP_1, Client HTTP, ...). 
 
Objekty vhodně rozmístníme na plochu a pojmenujeme. Síťovou technologií 100BaseT (100 
megabitů za sekundu) propojíme servery a pracovní stanice s přepínači a přepínače se směrovači, 
mezi hraničními a vnitřními směrovači použijeme technologii 10BaseT (10 megabitů za 
sekundu). Dané spojovací linky opět nalezneme v knihovně internet_toolbox.  
 
7.2  Nastavení aplikací v DS doméně 
 
Výběr aplikací podporovaných v daném scénáři provedeme v objektu Application_Config a 
následně jim přirazíme profily v objektu Profile_Config. Budeme nastavovat hodnoty pro provoz 
aplikací ftp, http, VoIP a pro přístup do databáze (database). 
7.2.1  Application Config 
 
Pro zvolení jednotlivých aplikací klikneme pravým tlačítkem na objekt Application_Config a 
z menu vybereme položku Edit Attributes. V položce Application Definitions editovaním 
položky Rows zvolíme požadovaný počet aplikací. Každá položka obsahuje jméno (Name) a 
popis (Description). Právě v položce Description si zvolíme typ a hodnoty požadované 
aplikace. Příklad nastavení je na Obr. 14. 
7.2.2  Profile Config 
 
V objektu Profile_Config přiřazujeme definovaným aplikacím jejich profily. Nastavuje se 
zde například doba trvání aplikace, doba spuštění aplikace či profilu, počet opakování a podobně. 
Jeden profil může obsahovat více aplikací. 
Pro vytvoření profilů opět klikneme pravým tlačítkem na objekt Profile_Config a z menu 
vybereme položku Edit Attributes. Zde hodnotou Rows v položce Profile Configuration 
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určíme počet vytvářených profilů. Dané profily vhodně pojmenujeme a v záložce Applications 
zvolíme počet a typy aplikací. Příklad nastavení objektu Profile_Config je na Obr. 15. 
 
 
 
Obr. 14: Příklad nastavení aplikací v objektu Application_Config 
 
 
 
 
Obr. 15: Příklad nastavení profilů aplikací v objektu Profile_Config 
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7.3  Nastavení provozu pro klienty a servery 
 
Vytvořené aplikace a profily je třeba přidělit klientům a příslušným serverům. U klientů 
nastavujeme uživatelské profily, kterých aplikace budou využívat služby definované na 
jednotlivých serverech. Výjimkou bude provoz VoIP, ten bude přebíhat mezi dvěma 
uživatelskými stanicemi Client_VoIP_1 a Client_VoIP_2. V následující tabulce je přehled 
přidělených aplikací a profilů jednotlivým stanicím: 
  
Tabulka 2: Přirazení aplikací a profilů klientům a serverům 
Stanice Typ provozu Profil 
Podporované 
služby Aplikace 
Client_Database database access Data_PRF   DEnterApp 
Client_FTP ftp FTP_PRF   FTP_APP 
Client_HTTP http HTTP_PRF   HTTP_APP 
Client_VoIP_1 VoIP VoIP_ALL VoIP_APP VoIP_APP 
Client_VoIP_2 VoIP VoIP_ALL VoIP_APP VoIP_APP 
HTTP_Server http   HTTP_APP   
FTP_Server ftp   FTP_APP   
Database_Server database access   DEnterAPP   
 
7.3.1  Konfigurace serveru 
 
Každému serveru nastavíme služby, které bude podporovat a jeho síťovou adresu, kterou 
budou používat klienti pro své jednotlivé aplikace. Po kliknutí pravým tlačítkem na objekt 
serveru a zvolení Edit Attributes následně v položce Applications › Application: Supported 
Services › Edit › Rows definujeme počet podporovaných aplikací. Kliknutím na hodnotu Name 
vybereme z možností, které jsme vytvořili v objektu Application_Config a položku Description 
nastavíme na Supported. Potvrdíme tlačítkem OK. 
Dále budeme editovat hodnotu Server Address. Zde zvolíme název serveru pro jeho 
jednoznačnou identifikaci v síti.  
Příklad nastavení hodnot Application: Supported Services a Server Address pro 
FTP_Server je na Obr. 16. 
 
7.3.2  Konfigurace klienta 
 
Klientům nastavíme profily obsahující aplikace, které se budou provozovat. V položce Edit 
Attributes › Applications › Application: Supported Profiles změníme hodnotu Rows na 
požadovaný počet a v položce Profile Name vybereme z námi vytvořených profilů.  
Jednotlivým klientům můžeme určit cílový server, se kterým budou komunikovat. Opět 
v položce Applications klikneme na Application: Destination Preferences. Zde hodnotou 
Rows definujeme počet aplikací, kterým určíme cílový server. Po výběru aplikace a hodnoty 
Symbolic Name vybereme v položce Actual Name server, který podporuje danou službu. Tuto 
hodnotu jsme dříve určili na serveru jako Server Address. 
Příklad nastavení aplikace http u klienta je na Obr. 17. 
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Obr. 16: Příklad nastavení objektu FTP_Server 
 
 
 
Obr. 17: Nastavení Application: Destination Preferences a Application: Supported Profiles pro 
objekt Client_HTTP 
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Protože při simulaci budeme na hraničních směrovačích třídit jednotlivé provozy na základě 
zdrojové IP adresy, musíme ji klientům taky přidělit. V položce Edit Attributes › IP › IP Host 
Parameters › Interface Information nastavíme klientskému rozhraní jeho IP adresu. Adresy 
jednotlivých klientů použité v projektu jsou uvedené v tabulce 3. 
 
 
Tabulka 3: Přirazení adres klientům 
Klient Client_FTP Client_HTTP Client_VoIP_1 Client_VoIP_2 
Adresa  147.229.149.101 147.229.149.102 147.229.149.104 147.229.149.103 
 
 
Na základě zdrojové IP adresy bude datům přidělena DSCP značka, následně pak podle ní 
budou zařazené do určité třídy provozu. Metoda třídění a zacházení s daty je blíže popsaná 
v kapitole 4.4. Na Obr. 18 je příklad nastavení IP adresy klienta Client_VoIP_2. 
 
 
 
Obr. 18: Nastavení IP adresy klienta Client_VoIP_2 
 
7.4  Nastavení provozu VoIP 
 
Služba VoIP bude provozována mezi dvěma uživatelskými stanicemi Client_VoIP_1 a 
Client_VoIP_2. Proto na rozdíl od ostatních zde nastavíme obě z hodnot Application: 
Supported Profiles a Application: Supported Services – stanice se budou chovat jako klient i 
server zároveň.  
Kromě IP adresy rozhraní musíme nastavit ještě jméno stanice pro její nastavení jako cílové 
destinace služby VoIP druhého klienta. Provedeme to po kliknutí pravým tlačítkem na objekt 
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klienta v položce Edit Attributes › Client Address. Můžeme ji zvolit třeba stejnou jako je název 
objektu.  
Dále v položce Applications › Application: Supported Profiles nastavíme hodnotu Rows 
na 1 a vybereme profil vytvoření pro VoIP aplikaci, v tomto případě je to profil VoIP_ALL. 
Hodnotu Rows v Applications › Application: Supported Services nastavíme taky na 1 a 
zvolíme zde v položce Name námi vytvořenou aplikaci pro hlasovou službu (v projektu 
VoIP_APP) a hodnotu Description na Supported.  
Nakonec nastavíme položku Applications › Destination Preferences. Rows nastavíme na 1, 
v položce Application zvolíme VoIP_APP a jako Symbolic Name zvolíme Voice Destination. 
Hodnotu Rows v Actual Name zvolíme opět 1 a v položce Name vybereme hodnotu Client 
Address druhé stanice, čili pro stanici Client_VoIP_1 to bude Client_VoIP_2 a obráceně. 
Položku Selection Weight můžeme ponechat na přednastavené hodnotě. Příklad nastavení 
objektu Client_VoIP_1 je na Obr. 19. 
 
 
 
Obr. 19: Příklad nastavení stanice Client_VoIP_1 – Application: Destination Preferences, 
Supported Profiles, Supported Services a Client Address 
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7.5  Nastavení technologie DiffServ a zacházení AF PHB 
 
Technologie Diffserv bude simulována v rámci DiffServ domény, která je tvořená dvěma 
hraničními (Edge_router_1, Edge_router_2) a dvěma vnitřními směrovači (Core_router_1, 
Core_router_2). Značkování bude probíhat na hraničních směrovačích, kde bude příchozí paket 
podle své IP adresy zařazen do třídy identifikované pomocí pravidla ACL (Access Control List). 
Provoz bude rozdělen do dvou způsobů zacházení, VoIP a http aplikacím bude definována třída 
AF PHB a ftp a ostatní provoz bude přenášen službou best-effort. Na základě tohoto třídění se 
paketům nastaví určitá DSCP značka, která určuje prioritu paketu a na základě této priority je 
zařazen do příslušné fronty na vnitřních směrovačích DS domény. V tabulce 4. je seznam front 
pro jednotlivé klienty. 
 
Tabulka 4: Přirazení značek a front klientům 
Klient Aplikace DSCP Fronta 
Client_FTP FTP BE Q1 
Client_HTTP HTTP AF21 Q2 
Client_VoIP_1 VoIP AF31 Q3 
Client_VoIP_2 VoIP AF31 Q3 
Client_Database Database AF11 Q0 
 
7.5.1  Nastavení hraničních směrovačů 
 
Hraniční směrovače budou značkovat provoz DSCP značkami na základě zdrojové nebo 
cílové IP adresy klienta. To znamená, že jestli stanice provozuje více aplikací, všechny pakety 
budou řazeny do stejné fronty se stejnou prioritou na základě Acces Control List-u, který na 
směrovači nadefinujeme.  
 
7.5.2  Nastavení ACL  
 
Pravidla ACL nastavíme na obou hraničních směrovačích DS domény. Na směrovači 
Edge_router_1 budou pakety rozpoznávané na základě cílové IP adresy, na směrovači 
Edge_router_2 pak podle zdrojové IP adresy. Když se adresa příchozího paketu shoduje 
s některou adresou definovanou ACL, je mu přirazena DSCP značka definována pro dané ACL. 
Jestli k shodě nedojde, paket je zařazen do výchozí fronty (Default) se službou Best Effort.  
Na Obr. 20 je znázorněn příklad nastavení ACL na směrovači Edge_router_2. Pravým 
kliknutím na objekt směrovače vyvoláme jeho kontextové menu, kde budeme editovat položku 
Edit Attributes › IP › IP Routing Parameters › Extended ACL Configuration. Po zvolení 
možnosti Edit určíme hodnotou Rows počet vytvořených ACL.   
V položce List Name uvedeme vhodné jméno a v položce List Configuration po zvolení 
Edit budeme editovat následující hodnoty: 
 
• Action: zvolíme hodnotu Permit, povolíme zpracování paketů, když se shodují s příslušnou 
ACL. 
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• Source: zdrojová IP adresa v paketu, třídění na základě této adresy budeme nastavovat na 
směrovači Edge_router_2 (na straně klientů). 
 
• Destination: cílová IP adresa v paketu, třídění na základě této adresy budeme nastavovat na 
směrovačí Edge_router_1 (na straně serverů). 
 
V položce Source nebo Destination se kromě IP adresy, která je nastavena danému rozhraní 
u klientů v Edit Attributes › IP › IP Host Parameters › Interface Information › Address, 
nastavuje také maska podsítě (Wildcard/Subnet Mask). Tu na obou směrovačích nastavíme na 
hodnotu host. Tak se pro identifikaci klienta v síti bude brát v úvahu jeho celá IP adresa. 
 
 
 
Obr. 20: Nastavení tabulky ACL na hraničním směrovači Edge_router_2 
 
7.5.3  Nastavení tříd provozu 
 
V položce Edit Attributes › IP › IP QoS Parameters › Traffic Classes vytvoříme třídy 
provozu, do kterých budou zařazeny pakety na základě ACL. Zvolíme možnost Edit a v kolonce 
Rows zadáme stejný počet, jaký je počet položek v ACL. U každého vytvořeného typu provozu 
budeme následně editovat hodnotu Match Info a v ní tyto položky: 
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- Match Property – určuje, podle čeho budou pakety roztříděné, zvolíme dle ACL, 
 
- Match Condition – podmínka, kterou je nutné splnit pro zařazení do dané třídy, zvolíme 
Equals, 
 
- Match Value – hodnota, které se týče splňující podmínka, vybereme vytvořenou ACL pro 
danou třídu. 
 
Příklad nastavení tříd provozu je na Obr. 21. 
 
 
 
Obr. 21: Nastavení tříd provozu pro směrovači Edge_router_2 
 
7.5.4  Nastavení politiky (profilu) provozu 
 
Profilem provozu definujeme vytvořeným třídám provozu parametry pro mechanismus 
zajištění kvality služeb. Konkrétně v našem případě jim přiradíme příslušnou značku DSCP.  
Nastavení se provádí opět na směrovači. Profil provozu nalezneme v položce Edit Attributes 
› IP › IP QoS Parameters › Traffic Polices. Zvolíme Edit a vhodně profil pojmenujeme. Dále 
budeme editovat položku Configuration. Hodnotu Rows zvolíme podle počtu vytvořených tříd 
provozu a v položce Set Info nastavíme parametry QoS pro daný typ provozu: 
 
- Set Property – máme na výběr z více možností, zvolíme možnost DSCP, protože budeme 
daným třídám přiřazovat značku DSCP, 
 
- Set Value – vybereme hodnotu DSCP podle tabulky 4. 
 
Příklad nastavení je uveden na Obr. 22. 
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7.5.5  Nastavení Policer Profiles 
 
Tímto nastavením aktivujeme algoritmus CAR (Commited Access Rate) na výstupním 
rozhraní směrovačů. Algoritmus CAR omezuje vstupní a výstupní přenosovou rychlost podle 
námi určených kriterií.  
 
 
 
Obr. 22: Příklad nastavení profilu provozu na směrovači Edge_router_2 
 
Nastavení nalezneme na směrovači v položce Edit Attributes › IP › IP QoS Parameters › 
Policer Profiles. Pro naše potřeby postačí vytvořit jeden profil. V položce Policer Details 
klikneme na možnost Edit a máme možnost nastavovat následující hodnoty: 
 
- Match Property – kritérium pro porovnávaní příchozích paketů, zvolíme DSCP, 
 
- Match Value – hodnota kritéria, s kterou se bude porovnávat, zvolíme postupně každou 
z definovaných značek DSCP, 
 
- Bandwith Type – typ přidělené šířky pásma, ponecháme na hodnotě Absolute (propustnost 
bude v bit/s), 
 
- Average Rate – průměrná dlouhodobá rychlost přenosu dat v bit/s, 
 
- Peak Information Rate – špičková hodnota, ponecháme nastavení na Average Rate, 
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- Conform Burst Size (CBS) – velikost shluku dat v bitech, po které už část provozu 
překračuje povolený limit, 
 
- Excess Burst Size (EBS) – maximální velikost shluku dat, po které již všechen provoz 
překračuje stanovení rychlostní limit, 
 
- Action Configuration – způsob zacházení s pakety, které vyhovují nebo nevyhovují 
stanoveným rychlostním limitům.  
 
Položku Action Configuration budeme ještě dále editovat. Příklad nastavení Policer 
Profiles pro směrovač Edge_router_2 je uveden na Obr. 23.  
 
 
 
Obr. 23: Nastavení Policer Profiles na směrovači Edge_router_2 
 
V položce Action Configuration nastavujeme tyto hodnoty: 
 
• Traffic Type – volíme provoz vyhovující zadaným parametrům (Conform), nebo provoz 
nevyhovující (Exceed), 
 
• Set Property – nastavuje se zde typ hodnoty, která se přidá k danému typu provozu, 
 
• Set Value – hodnota, která bude přiřazená jednotlivým paketům, 
 
• Action – nastavení akce, která se provede pro pakety. 
 
Vyhovující pakety označíme příslušnou DSCP značkou a budeme dále přenášet, proto 
hodnotu Action v tomto řádku nastavíme na Transmit, nevyhovující pakety zahodíme, tj. Action 
nastavíme na Drop. Nastavení je znázorněno na Obr. 24. 
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Obr. 24: Nastavení tabulky Action Configuration pro daný Policer Profile na směrovači 
Edge_router_2 
 
 
7.5.6  Konfigurace rozhraní směrovačů 
  
Pravidla, která jsme dosud vytvořili, nyní přiřadíme jednotlivým rozhraním na směrovačích. 
Profil provozu pro značkování příchozích paketů nastavujeme na rozhraní mezi směrovačem a 
klienty. Číslo tohoto rozhraní zjistíme kliknutím pravým tlačítkem na linku mezi směrovačem a 
přepínačem zvolením položky Edit Ports. Zobrazí se nám tabulka s porty na jednotlivých 
objektech, do kterých je daná linka připojená. Příklad tabulky je na Obr. 25. 
 
 
 
Obr. 25: Porty, do kterých je zapojena linka mezi směrovačem Edge_router_2 a přepínačem 
Switch_2 
 
IF1 je tedy požadované vstupní rozhraní, na kterém nastavíme námi vytvořený profil pro 
třídění a značkování paketů od klientských stanic. Nastavení rozhraní se provádí v menu 
směrovače v položce Edit Attributes › IP › IP QoS Parameters › Interface Information. Po 
zvolení možnosti Edit nastavíme hodnotou Rows počet aktivních rozhraní na daném směrovači. 
Pro každé z těchto rozhraní budeme nastavovat hodnotu QoS Scheme: 
 
• Type – typ profilu QoS, 
 
• Name – jméno profilu, námi vytvořeného nebo předdefinovaného. 
 
Pro výstupní rozhraní hraničních směrovačů zvolíme typ profilu WFQ (Class Based), pro 
vstupní rozhraní kromě tohoto profilu přiřadíme také námi vytvořený profil pro příchozí pakety. 
V položce Type zvolíme Inbound Traffic Policy a v Name vybereme příslušný profil provozu. 
Příklad nastavení pro vstupní rozhraní směrovače Edge_router_2 je na Obr. 26. 
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Obr. 26: Nastavení vstupního rozhraní na směrovači Edge_router_2 
7.5.7  Nastavení vnitřních směrovačů 
 
Na použitých rozhraních směrovačů Core_router_1 a Core_Router_2 musíme nastavit řazení 
paketů do front podle priority jejich doručení. Vytvoření a konfigurace front je blíže popsaná 
v kapitole 6.5.8.  
Rozhraní budeme nastavovat stejně jako na hraničních směrovačích po vyvolání jejich 
kontextového menu v položce Edit Attributes › IP › IP QoS Parameters › Interface 
Information. Do tabulky QoS Scheme vložíme jenom jeden řádek a nastavíme Type na WFQ 
(Class Based) a Name na DSCP Based – řazení do front na základě značky DSCP.  
 
 
7.5.8  Nastavení objektu QoS Attribute Config 
 
Objekt slouží pro definování globálních parametrů kvality služeb. Zde vytvoříme fronty pro 
řazení paketů podle jejich priority. 
Po vyvolání menu a kliknutí na položku Edit Attributes máme možnost konfigurovat více 
metod zajištění QoS. Budeme editovat možnost WFQ Profiles, která zaručuje dodržení kvality 
služeb použitím front s různou prioritou. Po jejím rozkliknutí máme na výběr několik možností, 
podle čeho se budou pakety třídit. Protože v projektu se paketům na směrovačích přiřazuje 
značka DSCP, vybereme možnost řazení podle tohoto kriteria, čili hodnotu DSCP Based. Zde 
nalezneme položku Queues Configuration, v které se vytvářejí samotné fronty. V ní budeme 
editovat následující hodnoty: 
 
• Weight – váha fronty, určuje relativní velikost šířky pásma. Součet všech vah představuje 
počet, na kolik stejných částí je celková šířka rozdělena. 
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• Maximum Queue Size – maximální počet paketů ve frontě. 
 
• Classification Scheme – kriteria pro zařazení paketů do fronty. 
 
• Queue Category – typ fronty, máme na výběr ze tří možností, Default, Low Latency Queue 
anebo None. Výchozí fronta Default musí a zároveň může existovat jenom jedna. Fronta Low 
Latency Queue znamená frontu s nízkým zpožděním a má nejvyšší prioritu, data z ostatních 
front se začnou posílat až po jejím vyprázdnění. Může být použita taky jenom jednou, no na 
rozdíl od fronty Default nemusí být použita vůbec.  
 
V tabulce 5 jsou uvedené hodnoty pro nastavení front v objektu QoS_Attribution_Config 
 
Tabulka 5: Nastavení front pro model DS domény 
Fronta Podtřída PHB Váha Queue Category 
Q0 AF1x 1 Default 
Q1 BE 10 None 
Q2 AF21 5 None 
Q3 AF31 8 None 
 
 
Příklad tohoto nastavení přímo v Opnet Modeleru je na Obr. 27. V položce Queues 
Configuration budeme dále editovat schéma klasifikace, Classification Scheme, kde budeme 
nastavovat hodnotu TOS. Tato položka určuje hodnoty a typy parametrů, podle kterých bude 
paket zařazen do fronty. Budeme vybírat řazení podle DSCP a taky konkrétní hodnotu značky. 
Pro službu Best Effort je to výchozí nastavení DSCP, tuto hodnotu musíme zadat manuálně. Její 
binární podoba je rovna 000000 [4]. Tabulka Classification Scheme a výběrové okno pro 
parametry řazení paketů je znázorněno na Obr. 28. 
 
 
 
Obr. 27: Nastavení front v položce Queues Configuration v objektu 
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Obr. 28: Nastavení Classification Scheme s oknem pro výběr parametru zařazení do fronty v 
objektu QoS_Attribution_Config 
 
 
7.6  Nastavení sledovaných statistik 
 
Pro sledování a získání různých hodnot provozu v simulované DS doméně musíme nastavit 
získávání požadovaných statistik. Statistiky je možné sledovat lokálně, kdy jsou výsledky 
vztažené jenom k vybranému objektu, nebo globálně, pro všechny objekty DS domény. Výběr 
lokálních statistik nalezneme po kliknutí pravým tlačítkem na požadovaný objekt v menu 
Choose Individual DES Statistics. Globální statistiky se nastavují kliknutím na volnou plochu 
v scénáři volbou té samé položky. 
 
 
7.7 Nastavení průběhu simulace 
 
Z hlavního menu projektu vybereme položku DES › Configure/Run Discrete Event 
Simulation..., kde budeme nastavovat parametry simulace a požadované výstupy. Simulace bere 
v úvahu tyto hodnoty: 
 
• Duration – doba trvání simulace, 
 
• Seed – inicializace generátoru náhodného čísla, 
 
• Values per statistic – počet naměřených hodnot, které budou sloužit pro vykreslení 
statistiky, čím je tato hodnota větší, tím je simulace přesnější, 
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• Update interval – udává interval, jak často se bude měnit křivka počtu událostí probíhající 
simulace. 
 
Simulaci spustíme kliknutím na tlačítko Run. Po jejím proběhnutí si můžeme zobrazit 
naměřené výsledky kliknutím pravým tlačítkem libovolně na plochu a zvolením položky View 
Results (pro globální statistiky, zobrazí nám výsledky pro všechny objekty v projektu), nebo 
kliknutím na objekt v té samé položce (zobrazení lokálních statistik).  
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8. Model směrovače 
 
 Při simulaci dochází na směrovači k diferencovanému zpracování paketů. Každý příchozí 
paket je rozpoznán podle své zdrojové nebo cílové IP adresy a následně je mu přidělena značka, 
která určuje jeho způsob zacházení PHB uvnitř DiffServ domény. Pro lepší pochopení tohoto 
procesu je dobré znát vnitřní model směrovače. Uzlový model je na Obr. 29. 
 
 
 
Obr. 29: Uzlový model směrovače 
 
  Editor uzlu směrovače se skládá z modulů, přičemž každý modul typicky představuje nějakou 
aplikaci, protokolovou vrstvu, algoritmus nebo fyzické prostředky jako jsou porty anebo 
sběrnice. Na Obr. 29 je šipkou označen modul IP vrstvy směrovače, v kterém budeme rozeznávat 
pakety patřící k jednotlivým aplikacím a zapisovat hodnoty do statistických údajů o datovém 
provozu v síti. 
Po rozkliknutí modulu IP se dostaneme na nejnižší úroveň modelu směrovače, do editoru 
procesu (Process Editor). Stavy a přechody jsou definovány v grafickém diagramu. Každý stav a 
proces modelu obsahuje kód v jazyce C podporovaný rozsáhlou knihovnou s funkcemi 
vytvořenými pro protokolové programování. 
Hlavní prvky editoru procesu jsou [1]: 
 
 Stav (state) - představuje stav procesu. Proces může být např. ve stavu čekání na zprávu od 
vysílače. 
 
 Přechod (transition) – je změna stavu v odpovědi na událost.  
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OM vždy přidá do každého stavového automatu fragment kódu v jazyce C. Máme 3 základní 
místa, kam můžeme vložit kód a to: 
 
• Vstupní pozice (Enter Executive) – kód, který je vykonán ihned po přechodu do nového 
stavu procesu, 
 
• Výstupní pozice (Exit Executive) – kód, který je vykonán, když proces opouští stav při 
přechodu do jiného stavu, 
 
• Přechodová pozice (Transition Executive) – kód, který je proveden jako odpověď na 
specifickou událost. 
 
V prvních dvou případech je kód vykonán nezávisle na typu události, ale v posledním pouze 
v případě výskytu specifické události. Dále definujeme typ stavu procesu. Ten může být dvojího 
typu: 
 
• Vynucený (Forced, v OM zelený) – při přechodu do tohoto stavu se vykoná kód, který tento 
stav obsahuje a automaticky se projde do dalšího stavu. 
 
• Nevynucený (Unforced, v OM červený) – po přechodu do tohoto stavu v něm proces zůstává 
tak dlouho, dokud nedojde k další události.  
 
Model procesu směrovače je znázorněn na Obr. 30. 
 
 
Obr. 30: Model procesu směrovače 
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 Na začátku simulace přejde po inicializaci směrovač do stavu Idle. Nakolik je tento stav 
nevynucený, zůstává v něm do doby, kdy dojde k přerušení. To se stane například příchodem 
paketu na směrovač. Poté se podle typu paketu provede příslušná akce, definována 
v přechodových stavech z procesu idle (na Obr. 30 označeno kroužkem), spolu s funkcemi 
zapsanými ve výstupní pozici procesu Idle. Tu vyvoláme pravým kliknutím na tento proces po 
zvolení položky Edit Exit Execs. 
 
 
 
Obr. 31: Editor procesu Idle na úrovni Exit Execs modulu IP modelu směrovače 
 
 Vložením jednoduchého kódu na této pozici můžeme zajistit počítaní příchozích paketů na 
směrovač. Nejdřív si vytvoříme proměnnou citac, která bude typu integer (celé číslo). Můžeme ji 
definovat jako globální proměnnou. V modelu procesu směrovače (Obr. 30) klikneme v hlavním 
menu na Code Blocks › State Variables a zvolíme možnost Edit ASCII. Zde definujeme naši 
novou proměnnou. 
 
 
 
Obr. 32: Definice proměnné citac 
 
Po definici přistoupíme k napsání samotného kódu do pozice Exit Executive modulu IP 
modelu směrovače. Při každém přerušení jednoduše zvýšíme hodnotu čítače o jedničku.  
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Obr. 33: Kód pro inkrementaci čítače a výpis jeho hodnoty při simulaci 
 
 
Důležitou věcí při změně kódu jednotlivých procesů v Opnet Modeleru je, aby jsme 
provedené úpravy ukládali vždy možností File › Save As... pod vlastním jménem. Jinak by došlo 
k přepsání kódu v již definovaných procesech a naše změny by se projevili nejen v prvku, který 
upravujeme. Vytvořený model následně přiřadíme v uzlovém modelu směrovače kliknutím 
pravým tlačítkem na příslušný objekt a jeho výběrem v položce Edit Attributes › process 
model. 
Abychom mohli vidět výpis čítače při průběhu simulace, musíme spustit simulaci spolu 
s nástrojem Opnet Debugger, který se uvede do chodu zatrhnutím příslušného políčka v okně 
simulovaného scénáře v položce DES › Configure/Run Discrete Event Simulation..., kde 
v menu na levé straně najdeme Execution › OPNET Debugger zatrhnutím možnosti Use 
OPNET Simulation Debugger (ODB). Poté spustíme simulaci tlačítkem Run. Proběhne 
kompilace projektu, po které zvolíme možnost Continue. Průběh simulace můžeme sledovat 
v okně překladače, její konec je možno vidět na Obr. 34. 
 
 
 
Obr. 34: Okno OPNET Debugger-u po skončení simulace 
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8.1 Vytvoření vlastních statistik    
 
Jak již bylo zmíněno v kapitole 7.6, pro sledování různých parametrů přenosu můžeme využít 
již vytvořených statistik pro dané uzly v síti, nebo si můžeme vytvořit statistiky vlastní. Vlastní 
statistiky v programu Opnet Modeler vytváříme v editoru procesu modelu daného prvku.  
Na začátku musíme definovat nové proměnné, do kterých budeme zvolené statistiky 
zapisovat. V bloku SV (State Variables) doplníme příslušný kód v ASCII nebo syntaxi jazyka C. 
Níže uvedený příklad je realizován prvním ze zmiňovaných způsobů.  
Stathandle \bits_rcvd_stathandle;  //počet přijatých bitů (lokálně) 
Stathandle \bitssec_rcvd_stathandle; //počet přijatých bitů za sek. (lokálně) 
Stathandle \pkts_rcvd_stathandle; //počet přijatých paketů (lokálně) 
Stathandle \pktssec_rcvd_stathandle; //počet přijatých paketů za sek. (lokálně) 
Stathandle \ete_delay_stathandle; //zpoždění (lokálně) 
Stathandle \bits_rcvd_gstathandle; //počet přijatých bitů (globálně) 
Stathandle \bitssec_rcvd_gstathandle; //počet přijatých bitů za sek. (globálně) 
Stathandle \pkts_rcvd_gstathandle; //počet přijatých paketů (globálně) 
Stathandle \pktssec_rcvd_gstathandle; //počet přijatých paketů za sek. (globálně) 
Stathandle \ete_delay_gstathandle; //zpoždění (globálně) 
Následuje deklarace požadovaných statistik do příslušného rozhraní. To provedeme v menu 
Interfaces › Local Statistics pokud se jedná o lokální statistiky a v menu Interfaces ›  Global 
Statistics pro statistiky globální. Příklad deklarace lokálních statistik v procesním modelu je 
uveden na Obr. 35. 
 
 
 
Obr. 35: Deklarace lokálních statistik v editoru procesu modelu směrovače 
 
 
Zde kromě jména, způsobu zachytávání a jiných parametru (bližší informace je možné najít 
v literatuře [9]), nastavujeme taky položku Group, která definuje název skupiny, do které 
chceme dané statistiky přiřadit. V ní pak nalezneme naše statistiky když je budeme chtít pro 
sledování při simulaci.  
 
Dalším krokem je registrace proměnných pomocí funkce op_stat_reg. Této funkci předáváme 
následující parametry [9]: 
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- název skupiny , 
 
- název statistiky (následuje za názvem skupiny s tečkovou notací), 
 
- číselný index statistiky,  
 
- konstanta určující typ statistiky (lokální nebo globální). 
 
Proměnné registrujeme ve vhodném stavu procesního modelu, například ve stavu INIT. 
Následující příklad znázorňuje kód pro registraci lokálních a globálních statistik pro proměnné 
uvedené v bloku SV. 
 
// Registrace lokálních statistik 
 
bits_rcvd_stathandle = op_stat_reg ("IP_Stat.prijaty provoz (bity)",
 OPC_STAT_INDEX_NONE, OPC_STAT_LOCAL); 
bitssec_rcvd_stathandle  = op_stat_reg ("IP_Stat.prijaty provoz (bity/sekundu)", 
OPC_STAT_INDEX_NONE, OPC_STAT_LOCAL); 
pkts_rcvd_stathandle = op_stat_reg ("IP_Stat.Prijaty provoz (pakety)", 
 OPC_STAT_INDEX_NONE, OPC_STAT_LOCAL); 
pktssec_rcvd_stathandle = op_stat_reg ("IP_Stat.Prijaty provoz (pakety/sekundu)",
 OPC_STAT_INDEX_NONE, OPC_STAT_LOCAL); 
ete_delay_stathandle = op_stat_reg ("IP_Stat.zpozdeni konec-konec (sekundy)", 
 OPC_STAT_INDEX_NONE, OPC_STAT_LOCAL); 
 
// Registrace globálních statistik 
 
bits_rcvd_stathandle = op_stat_reg ("IP_Stat.prijaty provoz (bity)",
 OPC_STAT_INDEX_NONE, OPC_STAT_GLOBAL); 
bitssec_rcvd_stathandle  = op_stat_reg ("IP_Stat.prijaty provoz (bity/sekundu)", 
OPC_STAT_INDEX_NONE, OPC_STAT_GLOBAL); 
pkts_rcvd_stathandle = op_stat_reg ("IP_Stat.Prijaty provoz (pakety)", 
 OPC_STAT_INDEX_NONE, OPC_STAT_GLOBAL); 
pktssec_rcvd_stathandle = op_stat_reg ("IP_Stat.Prijaty provoz (pakety/sekundu)",
 OPC_STAT_INDEX_NONE, OPC_STAT_GLOBAL); 
ete_delay_stathandle = op_stat_reg ("IP_Stat.zpozdeni konec-konec (sekundy)", 
 OPC_STAT_INDEX_NONE, OPC_STAT_GLOBAL); 
 
Nyní máme naše statistiky vytvořené, zaregistrované a připravené na zápis dat. Data 
zapisujeme pomocí funkce op_stat_write() [9] v uzlu, kde máme dané informace k dispozici. 
Této funkci se předávají dva parametry a je to název proměnné pro námi vytvořenou statistiku a 
hodnotu, která má být do ní zapsána.  
Pro správné výsledky jednotlivých statistik je ještě nezbytné vypočítat velikost jednotlivých 
paketů v bitech a také jejich zpoždění. Velikost spočteme pomocí funkce op_pk_total_size_get() 
[9], které předáváme jako parametr ukazatel na daný paket. Velikost zpoždění určíme z rozdílu 
časů vytvoření paketu a aktuálního času simulace. Proměnné, do kterých budeme tyto hodnoty 
ukládat, musíme definovat v bloku SV. 
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/* Spočtení velikosti paketu v bitech a zpoždění */ 
velikost = (double) op_pk_total_size_get (recv_paket); 
zpozdeni = op_sim_time () - op_pk_creation_time_get (recv_paket); 
Následně můžeme přejít k samotnému zapsání hodnot do statistik. Následující kód je 
příkladem zapsání hodnot do lokálních statistik. 
 
//zápis hodnoty velikosti paketu v bitech 
op_stat_write (bits_rcvd_stathandle, pk_size);  
//zápis hodnoty počtu paketů 
op_stat_write (pkts_rcvd_stathandle, 1.0); 
//zápis hodnoty zpoždění 
op_stat_write (ete_delay_stathandle, ete_delay); 
 
//zápis hodnoty velikosti paketu v bitech za sekundu 
op_stat_write (bitssec_rcvd_stathandle,  pk_size); 
op_stat_write (bitssec_rcvd_stathandle, 0.0); 
//zápis hodnoty počtu paketů za sekundu 
op_stat_write (pktssec_rcvd_stathandle, 1.0); 
op_stat_write (pktssec_rcvd_stathandle, 0.0); 
 
Nyní zbývá poslední krok a to výběr statistik v menu Choose Individual DES Statistics 
modelu, ve kterém jsme je vytvářeli. Nalezneme je v položce Module Statistics › název uzlu, 
ve kterém jsou zaregistrovány › název skupiny, do které jsme je přiřadili (v našem případě 
to byla skupina s názvem IP_Stat). Příklad cesty nalezení statistik je na Obr. 36. 
 
Protože v projektu jsou vlastní statistiky vytvořeny na IP vrstvě, která již své statistiky 
definované má, je možné udělat porovnání výsledků. To nalezneme v příloze A. Jak je vidět na 
grafech po provedení simulace, výsledky předdefinovaných statistik a výsledky námi 
definovaných statistik pro počet přijatých paketů v uzlu jsou stejné. Tím si můžeme ověřit 
správnost jejich vytvoření a zvolení správného místa v modelu procesu pro jejich zápis.  
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Obr. 36: Cesta k nalezení vytvořených statistik v položce Choose Individual DES Statistics 
     
47 
 
8.3 Token bucket v modelu směrovače 
 
      Teoretický popis metody token bucket se nachází v kapitole 4.5.1. V projektu byl vytvořen 
jeho jednoduchý model v uzlu ARP modelu směrovače. Ten je použit u všech portů, které mají 
aktivní připojení (na Obr. 37 označeno šipkou).  
 
      Model funguje jako zahazovač s dvěma parametry – CBS a CIR. Hodnota CBS určuje 
velikost token bucketu a CIR rychlost doplňování tokenů. Model zjišťuje velikost a čas 
příchozích paketů a dohlíží na to, aby rychlost jejich příjmu nepřekročila danou hodnotu. Pakety, 
které nevyhovují podmínce pro přenos a jejich velikost převyšuje počet tokenů v token bucketu, 
jsou zahozeny.  
  
 
 
Obr. 37: Uzly ARP v uzlovém modelu směrovače 
 
 Abychom nezměnili původní verzi uzlu ARP, je opět nutné ukládat změny do našeho 
vlastního modelu. Tímto způsobem stačí provést úpravy jen na jednom uzlu a následně na všech 
nastavit námi vytvořený model. Po kliknutí pravým tlačítkem na daný uzel zvolíme z menu Edit 
Attributes a v položce process model vybereme název, pod kterým jsme náš model uložili.  
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 Jak již bylo zmíněno, token bucket bude používat pro svá nastavení parametry CBS a CIR. 
Tyto parametry budeme chtít nastavovat spolu s ostatními parametry směrovače v menu Edit 
Attributes, no protože ještě neexistují, musíme je vytvořit. Je definici je vhodné uskutečnit 
v modelu procesu uzlu, ve kterém budou použity, protože pak je můžeme získat použitím jediné 
funkce již definované v Opnet Modeleru (viz dále při popisu kódu). Po rozkliknutí uzlu ARP 
směrovače v menu na horní liště vybereme položku Interfaces. Bude nás zajímat možnost 
Model Attributes. Na úrovni, ve které se nacházíme, jsou zde definované parametry daného 
uzlu uzlového modelu směrovače, v našem případě uzlu ARP, které je možné editovat po 
kliknutí pravým tlačítkem na model směrovače v menu Edit Attributes. Můžeme nastavit 
následující hodnoty: 
 
• attribute name – název nového atributu, 
 
• group – název skupiny, do které bude patřit, 
 
• type – datový typ atributu, 
 
• units – jednotky, ve kterých se bude definovat (jestli nějaké má), 
 
• default value – výchozí hodnota, 
 
• tags – popis atributu. 
 
 
Příklad nastavení použitý v projektu je na Obr. 38. Po jeho provedení se parametry CBS a 
CIR objeví mezi atributy směrovače pod názvem skupiny, který jsme uvedli v položce Group. 
 
 
Obr. 38: Příklad nastavení parametrů uzlu ARP 
 
 
 Dalším krokem při vytváření token bucketu je definice proměnných v bloku SV modelu 
procesu ARP. Definice byla opět provedena v ASCII kódu.  
 
// proměnná, do které bude načtena hodnota CBS, určující velikost token bucketu 
int          \CBS; 
 
// proměnná, do které bude načtena hodnota CIR, určující rychlost doplňování tokenů 
int          \CIR;     
  
// proměnná, která obsahuje aktuální počet tokenů v token bucketu 
double       \tb; 
 
// proměnné pro výpočet rozdílu času mezi příchodem dvou paketů, který je použitý pro 
// doplnění potřebného počtu tokenů 
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double       \simtime1; 
double       \simtime2; 
double       \rozdil; 
 
// proměnná, do které se ukládá velikost paketu 
double       \pk_size; 
 
// definice statistiky pro počet paketů zahozených při překročení parametru CBS 
Stathandle \pkts_dropped_stathandle; 
 
  
 V kódu můžeme vidět, že kromě proměnných potřebných pro funkci token bucketu jsme 
definovali i lokální statistiku, do které budeme zapisovat počet paketů zahozených po překročení 
parametru CBS. Tato statistika nám poslouží taky k ověření správné činnosti našeho modelu. 
Podrobnější informace k vytváření vlastních statistik v Opnet Modeleru jsou uvedeny v kapitole 
8.1.  
 
 Pro pochopení dalšího textu je nutné ještě uvést skupinu, pod kterou byla daná statistika 
vytvořena a její název. Byla pojmenována jako zahozene pakety v skupině TB (zkratka od slova 
token-bucket). Příklad nastavení atributů statistiky v příslušném rozhraní modelu je uveden na 
Obr. 39.  
 
 
Obr. 39: Nastavení statistiky pro překročující rychlost CBS 
 
 Vytvořené proměnné je nutno ve vhodném procesu modelu procesu inicializovat. To bylo 
realizováno v procesu INIT (Obr. 40 vlevo nahoře).  
 
// funkce pro získaní hodnot parametrů CBS a CIR 
op_ima_obj_attr_get(my_id,"CBS", &CBS); 
op_ima_obj_attr_get(my_id,"CIR", &CIR); 
 
// inicializace proměnných pro ukládání času simulace 
simtime1 = 0; 
simtime2 = 0; 
rozdil = 0; 
 
 
// uložení hodnoty CBS do proměnné tb 
tb = CBS; 
 
// registrace statistiky pro počet zahozených paketů 
pkts_dropped_stathandle = op_stat_reg ("TB.zahozene pakety", OPC_STAT_INDEX_NONE, 
OPC_STAT_LOCAL); 
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Obr. 40: Model procesu uzlu ARP směrovače 
 
 Funkce op_ima_attr_get() je funkce definována v Opnet Modeleru pro získání atributů 
modelu. Předávají se jí tři parametry: 
 
- id uzlu, ze kterého chceme atribut vyčíst, 
- název atributu, 
- název proměnné, do které se má vyčtená hodnota uložit. 
 
Pro implementaci samotného algoritmu, který bude realizovat token bucket a zapisovat 
příslušné hodnoty do statistiky, je při použití již existujícího modelu nutno najít vhodné místo. 
Uzel ARP přejde po registraci do stavu WAIT (Obr. 40 úplně vpravo), kdy čeká na definovaná 
přerušení a po přijetí některého z nich vykoná příslušnou funkci, která mu náleží.  
 
Jedna z těchto funkcí je funkce arp_packet_from_mac_handle (int intrpt_strm), která je 
provedena po přerušení od nižší (mac) vrstvy, když tato přijme paket a je nutno ho dále 
zpracovat. Jejím vstupním parametrem je index datového toku, ze kterého paket pochází. Právě 
do této funkce byl doplněn kód, který realizoval činnost měřiče token bucket.  
 
if (tb > 0 && CIR > 0)         // podmínka, která zajišťuje provedení kódu pouze  
                                 // v případě, že parametry CBS a CIR jsou nastaveny  
            // na jinou než výchozí hodnotu 
  { 
   
  pk_size = op_pk_total_size_get (pkptr);  // získání velikosti paketu 
  simtime1 = op_sim_time ();               // aktuální čas simulace 
   
// časový rozdíl mezi přijatím dvou paketů 
rozdil = simtime1 - simtime2;           
                                       
// uložení aktuálního času do proměnné použité pro výpočet doby mezi příchodem dvou  
// paketů 
  simtime2 = simtime1;                      
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  // doplnění příslušného počtu tokenů do token bucketu 
tb = (int) (tb + rozdil * CIR); 
   
  // ošetření situace, kdy počet tokenů přesahuje hodnotu CBS 
if (tb > CBS) 
   { 
   tb = CBS; 
   } 
   
// když velikost paketu přesahuje počet tokenů, je o tom upozorněno vypsáním hlášky,  
// paket je zapsán do statistiky, zahozen a funkce ukončena 
if (pk_size > tb) 
   { 
   printf("\n rychlost prijmu paketu presahuje hodnotu CBS\n"); 
   op_stat_write (pkts_dropped_stathandle, 1.0); 
   op_pk_destroy (pkptr); 
   FOUT; 
   } 
   
  // jinak je počet tokenů snížen o velikost paketu a ten je dále zpracován 
else  
   { 
   tb = tb - pk_size; 
   } 
  } 
 
 Pro ověření činnosti měřiče token bucket byla záměrně zvolena malá hodnota parametru CIR 
tak, aby došlo k zahazovaní paketů. Po provedení simulace se tak vypsala varovní hláška do 
výstupu z Opnet Debuggeru (Obr. 41). Byl také vytvořen graf znázorňující časovou závislost 
počtu zahozených paketů. Jelikož token bucket byl implementován pro každý aktivní port 
směrovače zvlášť, bylo nutno pro celkový počet zahozených paketů jednotlivé výsledky sečíst. 
Graf je uveden v příloze na konci práce.  
 
 
Obr. 41: Výstup Opnet Debuggeru pro ověření činnosti měřiče token bucket 
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9. Závěr 
 
Na základě obeznámení se s výsledky studentských prací zaměřených na problematiku 
modelování DiffServ domény v simulačním prostředí Opnet Modeler byl vytvořen její vlastní 
model. Skládá se ze dvou vnitřních a dvou hraničních směrovačů a obsahuje stanice, které 
generují provoz aplikací HTTP, FTP VoIP a přístupu do databáze. Ten je na základě zdrojové 
nebo cílové IP adresy paketů rozdělen do tří základních tříd - VoIP, HTTP a best-effort. Každé 
třídě byla přidělena značka DSCP, která definuje způsob zacházení s pakety v DiffServ doméně 
s využitím mechanismu Assured Forwarding PHB. Dělení provozu a přidělování značek je 
realizováno na hraničních směrovačích DiffServ domény.  
Dalším krokem bylo prozkoumání procesního modelu směrovače a nalezení místa, kde 
dochází k diferencovanému zpracování paketů. To se děje na IP vrstvě směrovače. Je popsán 
postup vytvoření vlastních statistik, který je porovnán se statistikami již definovanými pro daný 
objekt a výsledky dokazují zpracování paketů touto vrstvou.  
Vhodným místem pro implementaci metody token-bucket byl uzel ARP uzlového modelu 
směrovače. Ten se nachází u každého aktivního portu a rozeznává směr toku dat. Příchozí provoz 
je v procesním modelu definován jako přerušení od nižší (mac) vrstvy. Po jeho přijetí se provede 
příslušná funkce. Právě ta byla použita pro implementaci měřiče. Charakterizují ho dva 
parametry, CBS a CIR. CBS určuje jeho velikost a CIR rychlost doplňování tokenů.  
Spolu s měřičem byl v projektu realizován i jednoduchý zahazovač. Odstraňuje pakety, 
kterých velikost překračuje aktuální počet tokenů v token-bucketu a zapisuje jejich počet do 
statistiky, vytvořené pro tento účel. Funkčnost celého modelu byla ověřena simulací a nástrojem 
pro překlad a odstraňování chyb kódu Opnet Debugger. Grafické závislosti jsou uvedeny 
v příloze na konci práce.  
53 
 
10  Literatura 
  
 [1]  ZEMAN, O.: Modelování chování páteřních směrovačů DiffServ domény, bakalářská 
práce. Brno: VUT Fakulta elektrotechniky a komunikačních technologií, 2006. 
  
 [2] BARTOŠ, P.: Detailní analýza způsobu zacházení Assured Forwarding v simulačním 
prostředí OPNET Modeler, diplomová práce. Brno: VUT Fakulta elektrotechniky a 
komunikačních technologií, 2007. 
 
 [3] GIERTLI, T.: Architektúra QoS podľa IETF v IP sieťach, internetový dokument. 
Dostupný z www: http://www.qos-diplomka.webzdarma.cz/44.HTM , 2006. 
  
 [4] MOLNÁR, K.; ZEMAN, O.: Moderní síťové technologie, laboratorní cvičení. Brno: VUT 
Fakulta elektrotechniky a komunikačních technologií, 2006. Dostupné z www:  
http://www.utko.feec.vutbr.cz/~molnar/ 
  
 [5] TIRINDA, V.: Klasifikace a značkování v hraničních směrovačích DiffServ domény, 
bakalářská práce. Brno: VUT Fakulta elektrotechniky a komunikačních technologií, 2006. 
 
 [6] BEZCHLEBA, J.: Modelování řízení provozu v hraničních směrovačích DiffServ domény, 
bakalářská práce. Brno: VUT Fakulta elektrotechniky a komunikačních technologií, 2006. 
 
 [7] OPNET TECHNOLOGIES, INC: OPNET Modeler Product Documentation Release 14.0: 
Součást instalačního prostředí OPNET Modeler 14.0, 2007.  
 
 [8] BLAKE, S.; BLACK, D.; CARLSON, M.; DAVVIES, E.; WANG, Z.; WEISS, W.: An 
architekture for Differentiated Services. RFC 2475, http://www.ietf.org , 1998.  
  
 [9]  ZEMAN, O.: Výkonnostní analýza standardních i proprietárních aplikačních protokolů 
v simulačním prostředí OPNET Modeler, semestrální projekt. Brno: VUT Fakulta 
elektrotechniky a komunikačních technologií, 2007. 
54 
 
Seznam příloh 
 
Příloha 1 - Grafy ..........................................................................................................................55 
 
55 
 
Příloha 1 - Grafy 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Obrázek A. 1: Rozdělení provozu do jednotlivých front definované daným třídám provozu na 
hraničním směrovači Edge_Router_2 
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Obrázek A. 2: Porovnání statistiky počtu přijatých paketů za sekundu klientem FTP pro 
statistiku již definovanou na vrstvě IP (vrchní graf) a nově vytvořenou statistiku  
(spodní graf)  
57 
 
Obrázek A. 3: Graf znázorňující počet zahozených paketů v závislosti od času, dokazující 
funkčnost implementace měřiče token-bucket a zahazovače 
