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Abstract. David Goss developed a very general Fourier transform in additive harmonic analysis in
the function field setting. In order to introduce the Fourier transform for continuous characteristic p
valued functions on Zp, Goss introduced and studied an analogue of flows in finite characteristic. In
this paper, we use another approach to study flows in finite characteristic. We recast the notion of a
flow in the language of the classical umbral calculus, which allows to generalize the formula for flows
first proved by Goss to a more general setting. We study duality between flows using the classical
umbral calculus, and show that the duality notion introduced by Goss seems a natural one. We also
formulate a question of Goss about the exact relationship between two flows of a Drinfeld module in
the language of the classical umbral calculus, and give a partial answer to it.
1. Introduction
The notion of a flow appears in many areas of mathematics and physics; for example, it is one of the
fundamental notions in studying ordinary differential equations. Classically a flow on a set X is a group
action of the additive group of the set of real numbers R on the set X . One of the classical theorems in
analysis, the classical Taylor theorem, can be expressed in terms of a flow. More precisely, let d/dt be
the formal derivative acting on the polynomial ring R[t]. For each x ∈ R, let ex(d/dt) : R[t] → R[t] be
the linear operator defined by
ex(d/dt) =
∞∑
n=0
xn
(d/dt)n
n!
.
Then the map Fd/dt defined by
Fd/dt : R[t]× R→ R[t]
(P (t), x) 7→ ex(d/dt)P (t)
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is a flow on the polynomial ring R[t]. The classical Taylor theorem can be recast in the form
Fd/dt(P (t), x) = e
x(d/dt)P (t) = P (t+ x)
for any polynomial P (t) ∈ R[t] and any real number x ∈ R.
David Goss [9] developed a very general Fourier transform in additive harmonic analysis in the
function field setting. In order to introduce the Fourier transform for continuous characteristic p valued
functions on Zp, Goss introduced and studied an analogue of flows in finite characteristic. Let Fq denote
the finite field with q elements, and let F = Fq((1/t)) be the completion of the function field K = Fq(t).
Let | · |F denote the norm of F . Let Fb[[T ]] be the algebra of bounded power series (see Definition
2.4). Let F := {Fk(x)}k≥0 be a sequence of F -valued functions defined over F that arises from additive
functions (see Remark 3.4 below). For any x ∈ F with limk→∞ Fk(x) = 0, Goss [9] defined a flow DF(x)
on Fb[[T ]] by
DF (x)P (T ) =
∞∑
k=0
Fk(x)
(d/dT )k(P (T ))
k!
(1)
for any bounded power series P (T ). For example, in the simple case in which Fk(x) = xk for all k ≥ 0,
and φ is a Drinfeld module with exponential eφ(x), Goss obtained the naive flow e
eφ(x)(d/dT ) for all
x ∈ F with |x|F < 1, and then derived the flow equation for the Drinfeld module φ of the form
eeφ(x)(d/dT )P (T ) = P (T + eφ(x))
for any bounded power series P (T ), which is a function field analogue of the classical Taylor theorem.
There is another flow for a Drinfeld module φ which Goss called the “twisted flow” that is more involved
and arises out of the theory of p-adic measures, where p is a prime in Fq[t]. In order to derive the flow
equation for the “twisted flow”, Goss used the differential Fourier transform on measures.
In this paper, we use another approach to study flows in finite characteristic. We recast the notion
of a flow in the language of the classical umbral calculus, and then interpret the “formal substitutions”
appearing in the formula for flows in Goss [9] as the images of certain power series having an umbra
as one of their variables under the evaluation map of an umbral calculus, which makes the formula for
flows less formal and more conceptual. Since we only use the classical umbral calculus and do not need
the differential Fourier transform on measures as in the proof of [9, Theorem 1], we can generalize the
formula for flows to a more general setting. More precisely, the formula for flows works in a field F
of any characteristic provided that F is complete under a non-Archimedean norm. Furthermore the
sequences {Fk(x)}k≥0 of functions defining flows are not necessary to arise out of additive functions as
in Goss [9].
In order to avoid working with collections of functions, we introduce in this paper the notion of an
umbral map that can view each value of a collection of functions as the evaluation of powers of an
indeterminate under a certain linear functional. More explicitly, take any complete field F under a
non-Archimedean norm, and let U be a set whose elements are called umbrae. An umbra in U operates
in the same way as an indeterminate, and one umbra, as we will see throughout the paper, represents
the value of a collection of functions at some element in F . To make a transition between umbrae and
F -valued functions defined over F , we assume that the set U is equipped with a linear functional eval
defined over U and taking values in F satisfying certain conditions.
A map F defined over F and taking values in U is called an umbral map. We can associate to any
collection of functions {Fn(x)}n≥0 an umbral map F by taking an umbra F(x) for each x ∈ F and
requiring that eval(F(x)n) = Fn(x) for any integer n ≥ 0. Hence an umbral map encodes information
of its associated collection of functions and vice versa. The corresponding flow map of an umbral map
F is defined by the same equation (1) with {Fn(x)}n≥0 being the associated functions of F . Note that
in [9], Goss used the terminology “flow” for what we call “flow map” in this paper.
In [9], Goss introduced the notion of the dual of a flow, and proved that the image of a flow under
the Fourier transform is the dual of the flow. In this paper, we adapt [9, Theorem 6] as the notion of
duality between flow maps; more precisely, a flow map DF is said to be a dual of a flow map DF̂ if there
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exists an additive isomorphism φ : Fb[[T ]]→ Fb[[T ]] (see Definition 4.1) such that
DF̂ (x) = φ ◦ DF (x) ◦ φ
−1
for any x ∈ F with both DF (x) and DF̂(x) being well-defined. One can see immediately from this notion
that the dual relation is reflexive and symmetric, which is not clear from the duality notion introduced
by Goss. By abuse of terminology, umbral maps whose corresponding flow maps are dual are also said
to be dual.
Our main result (see Theorem 4.10) concerning duality between flow maps is that the converse of [9,
Theorem 6] is true, and it thus completely describes, in the language of the classical umbral calculus
used here, all umbral maps whose corresponding flow maps are dual to each other. The converse of [9,
Theorem 6] proved in Section 4 shows that the construction of dual flow maps first introduced by Goss
seems a natural and correct one.
By duality, one expects that dual umbral maps should share similar properties, and in this paper we
show one of the properties shared by dual umbral maps that seems important, that is, an umbral map
satisfies the binomial theorem (for a precise definition, see Definition 4.12) if and only if one of its dual
umbral maps satisfies the binomial theorem.
For dual umbral maps F , F̂ , the sequences {Fn(x)}n≥0, {F̂n(x)}n≥0 of functions are associated to F
and F̂ , respectively, where Fn(x) = eval(F(x)n) and F̂n(x) = eval(F̂(x)n) for all x and any n ≥ 0. We
introduce another umbral map, denoted by G that satisfies the equations eval(G(x)n) = F̂1(x)n for all
x and all n ≥ 0. In [9], Goss asked what the exact relationship between the flow maps DG and DF̂ is.
In this paper, we partially answer the question of Goss, and prove a necessary and sufficient criterion
on the values of F for which the flow maps DG and DF̂ agree on a certain subset of the underlying field.
The paper is organized as follows. In Section 2, we recall the classical umbral calculus following Rota
[15], Roman and Rota [13], and Rota and Taylor [17] [18], and point out some slight modifications that
we make in our description of the classical umbral calculus. In Section 3, we recast the notion of a flow
in finite characteristic as introduced in [9] in the language of the classical umbral calculus. Since our
approach only uses the formalism of the classical umbral calculus, we can generalize the flow equations
for Drinfeld modules in [9] to a more general setting in which the domain of umbrae can be a field of any
characteristic that is complete with respect to a non-Archimedean norm, and umbrae do not necessarily
arise out of additive functions. In Section 4, we recast the notion of duality between flow maps using
the formalism of the classical umbral calculus. The main theorem in this section (see Theorem 4.10) is
the converse of [9, Theorem 6] that completely describes the relationship between dual umbral maps. In
Section 5, we formulate the question of Goss in the language of the classical umbral calculus, and give a
partial answer to it. We also discuss some examples of flow maps in this section. In the last section, we
compare our umbral calculus with other umbral calculi in literature, for example, in Rota [15], Roman
and Rota [13], Rota and Taylor [17] [18], and Ueno [20].
2. The classical umbral calculus
We give a description of the classical umbral calculus following Rota [15], Roman and Rota [13],
and Rota and Taylor [17] [18] with slight modifications. In the traditional approach of the classical
umbral calculus as presented in [15], [17], [17], and [18], the domain of umbrae is an integral domain of
characteristic zero. In contrast to the traditional treatment, we work with a field of any characteristic
as the domain of umbrae, and in Sections 4 and 5 we assume that the domain of umbrae is a field of
characteristic p > 0.
We will mainly work with power series whose coefficients are power series having umbrae as their
variables. Hence in order to extend the evaluation map of an umbral calculus to evaluate such objects, a
necessary condition is that the domain of umbrae is a complete field with respect to a non-Archimedean
norm. We now begin to describe the classical umbral calculus that will be used throughout the paper.
Let F be a field such that F is complete with respect to a non-Archimedean norm | · |F . The
characteristic of F is arbitrary unless otherwise stated. Let F [[T ]] denote the formal power series in the
variable T over F . An umbral calculus on F [[T ]] is a pair (U , eval) satisfying the following conditions.
(1) U is a set whose elements are called umbrae;
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(2) eval : F [[T ]][U ] → F [[T ]] is a linear functional defined on the polynomial ring F [[T ]][U ] with
values in F [[T ]] satisfying:
(i) eval(1) = 1, where 1 is the identity element of F ;
(ii) eval(αn) ∈ F for any umbra α ∈ U and any nonnegative integer n; and
(iii) eval(αn11 α
n2
2 · · ·α
nm
m ) = eval(α
n1
1 )eval(α
n2
2 ) · · · eval(α
nm
m ), where {α1, . . . , αm} is an arbi-
trary collection of distinct umbrae and n1, n2, . . . , nm are arbitrary nonnegative integers.
Note that Rota and Taylor [18] also included the augmentation in the definition of an umbral calculus,
namely, an umbra ǫ such that eval(ǫn) = δn,0, where δn,0 is the Kronecker delta. We however do not
include the augmentation in the above definition. One reason is that we will not need it here, or elsewhere
in the paper. Another reason is that because of condition (2)(iii) above, i.e., the independence between
the values of powers of distinct umbrae, we always can augment the set U to include the augmentation
if necessary.
For the rest of this paper, we will always denote by (U , eval) an umbral calculus on F [[T ]], and assume
that the set U is sufficiently large to contain all umbrae in this paper. The action of the evaluation map
eval on any umbra in this paper will be clear from the context.
Let S be a finite subset of U that consists of distinct umbrae γ1, γ2, . . . , γs. We want to extend the
linear functional eval to a certain subset of the algebra of power series F [[T ]][[S]]. It turns out that
eval can extend to a subalgebra of F [[T ]][[S]] whose elements are called admissible power series.
Definition 2.1. Let P (γ1, γ2, . . . , γs) =
∑
n1,n2,...,ns≥0
Pn1,...,nsγ
n1
1 γ
n2
2 · · · γ
ns
s be a power series in
F [[T ]][[S]], where the Pn1,...,ns are elements in F [[T ]]. Write P (γ1, γ2, . . . , γs) in the form
P (γ1, γ2, . . . , γs) =
∞∑
n=0
Un(γ1, . . . , γs)T
n,
where the Un(γ1, . . . , γs) are elements in F [[S]]. We say that P (γ1, γ2, . . . , γs) is an admissible power
series if eval (Un(γ1, · · · , γs)) is well-defined as an element of F for all n ≥ 0.
Remark 2.2. We maintain the same notation as in Definition 2.1. Take any integer n ≥ 0, and write
Un(γ1, . . . , γs) =
∑
m1,m2,...,ms≥0
am1,m2,...,msγ
m1
1 γ
m2
2 · · · γ
ms
s ,
where the am1,m2,...,ms are elements in F . Since F is a complete field under a non-Archimedean norm,
we see that eval (Un(γ1, · · · , γs)) is well-defined as an element of F if either of the following conditions
is satisfied.
(i) Un(γ1, . . . , γs) is a polynomial in the variables γ1, . . . , γs over F , that is, all but finitely many
coefficients am1,m2,...,ms are zero. (Note that Gessel [5] used this condition as the notion of
admissible power series.)
(ii) if Un(γ1, . . . , γs) is not a polynomial, that is, there are infinitely many nonzero coefficients
am1,m2,...,ms , then
am1,m2,...,mseval(γ
m1
1 )eval(γ
m2
2 ) · · · eval(γ
ms
s )→ 0
when m := m1 +m2 + · · ·+ms →∞.
We denote by F [[T ]][[S]]A the subset of F [[T ]][[S]] that consists of all admissible power series. The
following result is immediate from Definition 2.1 and Remark 2.2.
Proposition 2.3. F [[T ]][[S]]A is a subalgebra of F [[T ]][[S]].
It is obvious that the polynomial ring F [[T ]][S] is a subalgebra of F [[T ]][[S]]A. If P (γ1, γ2, . . . , γs) is
an admissible power series in F [[T ]][[S]]A, we define
eval(P ) =
∞∑
n=0
eval (Un(γ1, . . . , γs)) T
n,(2)
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where the Un(γ1, . . . , γs) are the unique elements in F [[S]] such that
P (γ1, γ2, . . . , γs) =
∞∑
n=0
Un(γ1, . . . , γs)T
n.
Since P is an admissible power series, the right-hand side of (2) is well-defined as an element of F [[T ]].
Hence eval can be extended to a linear functional, also denoted by eval, defined on the algebra of
admissible power series F [[T ]][[S]]A and taking values in F [[T ]].
Let {uk}k≥0 be a sequence of elements in F . An umbra α is said to umbrally represent {uk}k≥0 if
eval(αk) = uk for all k ≥ 0. Since eval(α0) = eval(1) = 1, it is necessary that u0 = 1 if the sequence
{uk}k≥0 is umbrally represented by α.
For an element P ∈ F [[T ]][[S]], we can write P as an (infinite) sum of distinct monomials with
nonzero coefficients in F [[T ]]. The support of P consists of all umbrae that occur in some monomial
with positive power in the sum representation of P .
Let P ∈ F [[T ]][[S]]. If {γi1 , γi2 , . . . , γik} ⊂ S is the support of P , we can write P as P (γi1 , . . . , γik)
to signify that P only depends on the umbrae γi1 , . . . , γik .
Definition 2.4. A formal power series P (T ) =
∑∞
m=0 amT
m ∈ F [[T ]] is said to be bounded if there
exists a positive constant c > 0 such that |am|F < c for all m ≥ 0.
It is not difficult to see that the set of all bounded formal power series in F [[T ]] forms a subalgebra
of F [[T ]]. We denote by Fb[[T ]] the algebra of all bounded formal power series.
Throughout the paper, we denote by D = d/dT the derivation acting on F [[T ]], that is, DT k = kT k−1
for all k ≥ 1, and extend D by linearity. For all n ≥ 1, we define Dn = D(Dn−1) inductively, where
D1 = D and D0 is the identity map.
Recall that the k-th Hasse derivative D(k) is defined by
Dk
k!
, that is, for any n ≥ 1 and any k ≥ 0,
D(k)T n =
{(
n
k
)
T n−k if n ≥ k,
0 otherwise.
Lemma 2.5. Let P (T ) be a bounded power series in Fb[[T ]]. Then for any k ≥ 0, the formal power
series D(k)P (T ) is bounded.
Proof. Take any integer k ≥ 0, and write P (T ) =
∑∞
m=0 amT
m. We see that
D(k)P (T ) =
∑
m≥k
am
(
m
k
)
Tm−k.
By assumption, there exists a positive constant c > 0 such that |am|F < c for all m ≥ 0. Since | · |F
is non-Archimedean, we deduce that∣∣∣∣(mk
)
am
∣∣∣∣
F
= | am + am + · · ·+ am︸ ︷︷ ︸
(mk ) copies of am
|F ≤ max(|am|F , . . . , |am|F︸ ︷︷ ︸
(mk ) copies of am
) = |am|F < c
for all m ≥ k. Thus D(k)P (T ) is a bounded power series for all k ≥ 0.

Proposition 2.6. Let P (T ) be a bounded power series in Fb[[T ]]. Let α be an umbra, and let {uk}k≥0 ⊂
F be the sequence umbrally represented by α. Assume that uk → 0 when k → ∞. Then the umbral
power series P (T + α) ∈ F [[T ]][[α]] is an admissible power series.
Proof. We can write P (T + α) in the form
P (T + α) =
∞∑
k=0
D(k)(P (α))T k.
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Write P (T ) =
∑∞
m=0 amT
m. We see that
D(k)P (T ) =
∑
m≥k
am
(
m
k
)
Tm−k
for all k ≥ 0, and hence D(k)P (α) =
∑
m≥k am
(
m
k
)
αm−k.
Take any integer k ≥ 0. We know from Lemma 2.5 that D(k)P (T ) is bounded, and hence there exists
a constant c > 0 such that ∣∣∣∣am(mk
)∣∣∣∣
F
< c
for all m ≥ k. Since um−k → 0 when m→∞, it follows that am
(
m
k
)
um−k → 0 when m→∞. Since F
is a complete field with respect to the non-Archimedean norm | · |F , it follows that the sum defined by∑
m≥k
am
(
m
k
)
eval(αm−k) =
∑
m≥k
am
(
m
k
)
um−k
converges to an element in F . It thus follows from Definition 2.1 that P (T + α) is an admissible power
series in F [[T ]][[α]]A.

2.1. The exponential operator. For each umbra α, we define a linear operator EαD : F [[T ]] →
F [[T ]][[α]] by the equation
EαD =
∞∑
k=0
αk
(d/dT )k
k!
=
∞∑
k=0
αkD(k).
More explicitly, we have
EαDP (T ) =
∞∑
k=0
αkD(k)P (T )
for any formal power series P (T ) ∈ F [[T ]]. We call EαD the exponential operator with multiplicity α.
The following result is an analogue of the Taylor theorem for formal power series.
Theorem 2.7. Let P (T ) ∈ F [[T ]], and let α be an umbra. Then
EαDP (T ) = P (T + α).
Proof. By definition, we know that the coefficient of αk in P (T + α) is D(k)P (T ), and hence Theorem
2.7 follows immediately.

Corollary 2.8. Let α be an umbra, and let {uk}k≥0 be the sequence umbrally represented by α. Assume
that uk → 0 when k → ∞. Then the image of Fb[[T ]] under the exponential operator EαD is a subset
of F [[T ]][[α]]A: that is, E
αDP (T ) is an admissible power series for any bounded power series P (T ) ∈
Fb[[T ]].
Proof. Take any bounded power series P (T ) ∈ Fb[[T ]]. By Theorem 2.7, we know that E
αDP (T ) =
P (T + α). Hence it follows from Proposition 2.6 that EαDP (T ) = P (T + α) is an admissible power
series.

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3. The flow of an umbra
Let F : F → U be a map defined over F and taking values in U ; in other words, F(x) is an umbra
for all x ∈ F . We call F the umbral map. For each x ∈ F , we will always denote by {Fk(x)}k≥0 the
sequence umbrally represented by the umbra F(x).
Define
AF := {x ∈ F | Fk(x)→ 0 when k →∞}.
We call AF the set of F-admissible elements.
Fix an element x ∈ AF . By Corollary 2.8, we see that EF(x)DP (T ) is an admissible power series in
F [[T ]][[F(x)]]A for any bounded power series P (T ) ∈ Fb[[T ]]. Thus eval(EF(x)DP (T )) is well-defined
as an element in F [[T ]] for any bounded power series P (T ) ∈ Fb[[T ]].
By definition, we see that
eval
(
EF(x)DP (T )
)
= eval
(
∞∑
k=0
F(x)kD(k)P (T )
)
=
∞∑
k=0
eval
(
F(x)k
)
D(k)P (T ) =
∞∑
k=0
Fk(x)D
(k)P (T )
for any bounded power series P (T ) in Fb[[T ]]. Hence
∑∞
k=0 Fk(x)D
(k)P (T ) is well-defined as an element
in F [[T ]] for any bounded power series P (T ). This motivates the following definitions.
Definition 3.1. For each x ∈ AF , we define DF(x) : Fb[[T ]]→ F [[T ]] by
DF (x) =
∞∑
k=0
Fk(x)D
(k).
Definition 3.2.
(i) For each x ∈ AF , the action of DF (x) on Fb[[T ]] is called the flow of the umbral F(x).
(ii) The map DF that sends each element x ∈ AF to the linear operator DF(x) : Fb[[T ]] → F [[T ]]
is called the flow map of F .
In Corollary 3.6 below, we prove that the image of a flow map DF is a subset of the ring of linear
operators from Fb[[T ]] to itself. In order words, the image of a bounded power series under DF (x) is
bounded for any x ∈ AF .
We now prove the main result of this section that is a generalization of [9, Theorem 1].
Theorem 3.3. Let x be an element in AF . Then
DF (x)P (T ) = eval(P (T + F(x))) =
∞∑
k=0
ak
(
k∑
m=0
(
k
m
)
Fm(x)T
k−m
)
for any bounded power series P (T ) =
∑∞
k=0 akT
k ∈ Fb[[T ]].
Proof. By the discussion preceding Definition 3.1 and Theorem 2.7, we know that
DF (x)P (T ) = eval(E
F(x)DP (T ))
= eval(P (T + F(x)))
= eval
(
∞∑
k=0
ak(T + F(x))
k
)
= eval
(
∞∑
k=0
ak
(
k∑
m=0
(
k
m
)
F(x)mT k−m
))
=
∞∑
k=0
ak
(
k∑
m=0
(
k
m
)
eval (F(x)m)T k−m
)
=
∞∑
k=0
ak
(
k∑
m=0
(
k
m
)
Fm(x)T
k−m
)
,
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which proves our contention.

Remark 3.4. In [9], Goss proved a special case of Theorem 3.3 in which F is the completion of a
function field at infinity with the additional assumption that umbrae arise out of additive functions.
More precisely, Goss considered the completion of the function fieldK = Fq(t) at 1/t, say F = Fq((1/t)),
where q is a power of a prime p. D’apre`s Carlitz [4], Goss [9] introduced a sequence of functions
{Fk(x)}k≥0 as follows. Take any sequence of additive functions {ǫk(x)}k≥0. For each positive integer k,
write k q-adically as k =
∑h
i=0 αiq
i with 0 ≤ αi < q, and define
Fk(x) :=
h∏
i=0
ǫi(x)
αi .
In the language of the classical umbra calculus introduced in Section 2, Goss considered the umbra map
F : F → U arising from additive functions that is defined by eval(F(x)k) = Fk(x) for each x ∈ F
and all k ≥ 0. With this assumption on umbrae and the field F defined as above, Goss derived the
flow equations of the form as presented in Theorem 3.3. In Theorem 3.3, we remove the additivity
assumptions on umbrae, and only assume that F is a field of arbitrary characteristic that is complete
with respect to a non-Archimedean norm.
Remark 3.5. Goss proved [9, Theorem 1] using the theory of non-Archimedean measures, and the
assumption that the umbra F satisfies the binomial theorem (see Definition 4.12) is one of the key
ingredients in the proof of [9, Theorem 1]. The proof of Theorem 3.3 was carried out using only the
formalism of the classical umbral calculus.
Corollary 3.6. Let F : F → U be an umbral map, and let x ∈ AF . Then DF (x)P (T ) is bounded for
any bounded power series P (T ) ∈ Fb[[T ]]. In other words, DF(x) is defined over Fb[[T ]] and takes values
in Fb[[T ]].
Proof. Let P (T ) =
∑∞
k=0 akT
k be an arbitrary bounded power series. Since P (T ) is bounded, there
exists an absolute constant c1 > 0 such that |ak|F < c1 for all k ≥ 0. Let {Fm(x)}m≥0 be the sequence
umbrally represented by F(x). Since Fm(x)→ 0 when m→∞, we deduce that there exists an absolute
constant c2 > 0 such that |Fm(x)|F < c2 for all m ≥ 0.
For each h ≥ 0, let ǫh = eval
(
D(h)P (F(x))
)
. We prove that |ǫh|F < c1c2 for all h ≥ 0. Indeed, we
know that
D(h)P (T ) =
∑
k≥h
(
k
h
)
akT
k−h =
∞∑
k=0
(
k + h
h
)
ak+hT
k,
and thus
ǫh = eval
(
D(h)P (F(x))
)
= eval
(
∞∑
k=0
(
k + h
h
)
ak+hF(x)
k
)
=
∞∑
k=0
(
k + h
h
)
ak+hFk(x)(3)
for all h ≥ 0. Note that since x belongs to AF and |
(
k+h
h
)
ak+h|F ≤ |ak+h|F < c1 for any h, k ≥ 0, it
follows that
(
k+h
h
)
ak+hFk(x)→ 0 when k →∞. Thus ǫh is well-defined as an element in F for all h ≥ 0.
Let h be any nonnegative integer such that ǫh 6= 0, and hence |ǫh|F > 0. By equation (3), we see
that there exists a sufficiently large integer k0 > 0 such that∣∣∣∣∣
k∑
s=0
(
s+ h
h
)
as+hFs(x)− ǫh
∣∣∣∣∣
F
< |ǫh|F
for all k > k0. Since
k∑
s=0
(
s+ h
h
)
as+hFs(x) =
(
k∑
s=0
(
s+ h
h
)
as+hFs(x)− ǫh
)
+ ǫh,
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we deduce from the above inequality that∣∣∣∣∣
k∑
s=0
(
s+ h
h
)
as+hFs(x)
∣∣∣∣∣
F
= |ǫh|F
for all k > k0.
Take any integer k > k0. Since ∣∣∣∣(s+ hh
)
as+h
∣∣∣∣
F
|Fs(x)|F < c1c2
for any integer s ≥ 0, we deduce that
|ǫh|F =
∣∣∣∣∣
k∑
s=0
(
s+ h
h
)
as+hFs(x)
∣∣∣∣∣
F
≤ max
0≤s≤k
(∣∣∣∣(s+ hh
)
as+hFs(x)
∣∣∣∣
F
)
≤ max
0≤s≤k
(∣∣∣∣(s+ hh
)
as+h
∣∣∣∣
F
|Fs(x)|F
)
< max
0≤s≤k
(c1c2)
= c1c2.
Since h is an arbitrary integer such that ǫh 6= 0, the above identity implies that |ǫh|F < c1c2 for all
h ≥ 0.
By Theorem 3.3, we know that
DF (x)P (T ) = eval(P (T + F(x))
= eval
(
∞∑
h=0
D(h)(P (F(x)))T h
)
=
∞∑
h=0
eval
(
D(h)(P (F(x)))
)
T h
=
∞∑
h=0
ǫhT
h,
which implies that DF(x)P (T ) is bounded.

4. Duality between flow maps
Throughout this section, we assume further that F is of characteristic p > 0. We denote by OF the
ring of all elements x ∈ F with |x|F ≤ 1. The following definition plays a key role in studying duality
between flow maps.
Definition 4.1. An algebra isomorphism φ : F [[T ]] → F [[T ]] is additive if the power series H(T )
defined by H(T ) = φ(T ) ∈ F [[T ]] satisfies the following.
(i) H(T ) is bounded;
(ii) H(T ) is additive, that is, it only involves powers T p
m
; and
(iii) D(H(T )) belongs to O×F , i.e., |D(H(T ))|F = 1, where D is the Hasse derivative.
When φ is an additive isomorphism, we call H(T ) the generator of φ. Note that since φ is an additive
isomorphism, the composition inverse of H(T ), denoted by H(−1)(T ) is the generator of φ−1.
We recall the following well-known result about Hasse derivatives of powers of a power series whose
proof can be found, for example, in [11].
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Proposition 4.2. Let P (T ) be a formal power series in F [[T ]]. Then
D(n)(P (T )k) =
k∑
h=1
(
k
h
)
P (T )k−h
 ∑
i1,...,ih≥1
i1+···+ih=n
D(i1)(P (T )) · · ·D(ih)(P (T ))

for any n ≥ 1 and k ≥ 2.
Lemma 4.3. Let φ : F [[T ]] → F [[T ]] be an additive isomorphism. Then φ(P (T )) is bounded for any
bounded power series P (T ) ∈ Fb[[T ]]. In other words, the restriction of φ to Fb[[T ]] is an automorphism
of Fb[[T ]].
Proof. Let P (T ) =
∑∞
k=0 akT
k ∈ Fb[[T ]]. We see that
φ(P (T )) = φ
(
∞∑
k=0
akT
k
)
=
∞∑
k=0
akφ(T )
k =
∞∑
k=0
akH(T )
k = P (H(T )),(4)
where H(T ) is the generator of φ.
Define γ = D(H(T )) ∈ O×F , and take any integer n ≥ 1 and k ≥ 2. By Proposition 4.2, we have that
D(n)(H(T )k) =
k∑
h=1
(
k
h
)
H(T )k−h
 ∑
i1,...,ih≥1
i1+···+ih=n
D(i1)(H(T )) · · ·D(ih)(H(T ))
 .(5)
Since H(0) = 0, it follows that
D(n)(H(T )k)|T=0 =
∑
i1,...,ik≥1
i1+···+ik=n
D(i1)(H(T ))|T=0 · · ·D
(ik)(H(T ))|T=0.(6)
Since H(T ) is the generator of φ, we see that D(H(T )) = γ belongs to O×F , and D
(n)(H(T )) = 0 for
all n ≥ 2. Hence the terms D(i1)(H(T ))|T=0 · · ·D
(ik)(H(T ))|T=0 in the sum on the right-hand side of
(5) is nonzero if and only if i1 = i2 = . . . = ik = 1. This implies that i1 + i2 + · · ·+ ik = k, and hence
for any n ≥ 1 and k ≥ 2, we deduce from (5) that
D(n)(H(T )k)|T=0 =
{
γk if k = n,
0 if k 6= n.
(7)
Write φ(P (T )) =
∑∞
n=0 ǫnT
n, where the ǫn belong to F . We know that
ǫn = D
(n)(φ(P (T ))|T=0
for all n ≥ 0. If n ≥ 2, then it follows from (4) and (7) that
ǫn = D
(n)φ(P (T ))|T=0 =
∞∑
k=0
akD
(n)(H(T )k)|T=0 = a0 + a1D
(n)(H(T ))|T=0 + anγ
n = a0 + anγ
n.
Since P (T ) is bounded, there is an absolute constant c > 0 such that |ak|F < c for all k ≥ 0. Since
|γn|F = 1 for all n ≥ 0, we deduce that
|ǫn|F = |a0 + anγ
n|F ≤ max(|a0|F , |anγ
n|F ) < c
for all n ≥ 2, which proves that φ(P (T )) is bounded.

Remark 4.4. By Lemma 4.3, we know that for any additive isomorphism φ : F [[T ]] → F [[T ]], the
restriction of φ to Fb[[T ]] is is an automorphism of Fb[[T ]]. By abuse of notation, we also denote
by φ the restriction of φ to Fb[[T ]]. To make clear which isomorphism we use, we sometimes write
φ : Fb[[T ]]→ Fb[[T ]] to distinguish the restriction of φ to Fb[[T ]].
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Definition 4.5. Let F : F → U , F̂ : F → U be umbral maps. The flow map DF is called a dual of DF̂
if there exists an additive isomorphism φ : F [[T ]]→ F [[T ]] such that for any x ∈ AF ∩AF̂ , the diagram
Fb[[T ]]
DF (x)
−−−−→ Fb[[T ]]yφ yφ
Fb[[T ]]
D
F̂
(x)
−−−−→ Fb[[T ]]
(8)
commutes.
When DF is a dual of DF̂ , we write DF ∼ DF̂ . For each x ∈ AF ∩ AF̂ , we say that the flow DF(x)
is a dual of the flow DF̂ (x).
Remark 4.6. By Corollary 3.6 and Lemma 4.3, we see that the diagram defined by (8) makes sense.
Remark 4.7. Note that if DF is a dual of DF̂ , then there exists an additive isomorphism φ such that
DF̂ (x) = φ ◦ DF (x) ◦ φ
−1
for all x ∈ AF ∩ AF̂ .
Remark 4.8. It is obvious from Definition 4.5 that the dual relation “∼” on the set of umbral maps is
reflexive and symmetric. More explicitly, the binary relation “∼” satisfies the following.
(i) DF ∼ DF for any umbral map F (reflexivity); and
(ii) if F , F̂ are umbral maps such that DF ∼ DF̂ , then DF̂ ∼ DF (symmetry).
Restricting “∼” to a certain smaller subset of the set of all umbral maps, the binary relation “∼”
becomes an equivalence relation.
Proposition 4.9. Let F : F → U be an umbral map. Define
SF := {G : F → U umbral maps | AG = AF}.
Then the binary relation “∼” on the set SF is an equivalence relation.
Proof. The transitivity relation follows immediately from the definition of SF , and hence it follows from
Remark 4.8 that the binary relation “∼” is an equivalence relation.

The following theorem is a generalization of [9, Theorem 6] that completely describes all umbral maps
whose corresponding flow maps are dual to each other, and shows that the converse of [9, Theorem 6]
is true.
Theorem 4.10. Let F : F → U , F̂ : F → U be umbral maps. Then the flow map DF is a dual of the
flow map DF̂ if and only if there exists an additive isomorphism φ such that
F̂k(x) = eval
(
(H(−1)(F(x)))k
)
for all k ≥ 0 and all x ∈ AF ∩AF̂ , where H(T ) = φ(T ) ∈ Fb[[T ]] is the generator of φ and H
(−1)(T ) is
its composition inverse.
Remark 4.11. The “if” part of Theorem 4.10 is due to Goss (see [9, Theorem 6]). Theorem 4.10 says
that the converse of Goss’s theorem also holds. Hence Theorem 4.10 completely describes umbral maps
that are dual to each other, and signifies that the additive Fourier transform constructed in [9] seems
the most natural one.
Proof of Theorem 4.10. By Remark 4.11, it suffices to prove the “only if” part of Theorem 4.10.
Assume that DF is a dual of DF̂ . Then there exists an additive isomorphism φ such that the diagram
(8) commutes, that is,
φ ◦ DF (x) = DF̂(x) ◦ φ(9)
for all x ∈ AF ∩ AF̂ .
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Let H(T ) = φ(T ) ∈ Fb[[T ]] be the generator of φ. We know that the composition inverse of H(T ),
say H(−1)(T ) is the generator for φ−1. Let P (T ) ∈ Fb[[T ]] be an arbitrary bounded power series, and
take an arbitrary element x ∈ AF ∩ AF̂ . By Theorem 3.3, we see that
φ ◦ DF(x)P (T ) = φ(DF (x)P (T ))
= φ (eval(P (T + F(x))))
= φ
(
∞∑
k=0
eval(D(k)P (F(x)))T k
)
=
∞∑
k=0
eval(D(k)P (F(x)))φ(T )k ,
and hence
φ ◦ DF (x)P (T ) =
∞∑
k=0
eval(D(k)P (F(x)))H(T )k.(10)
On the other hand, we have
(DF̂ (x) ◦ φ)(P (T )) = DF̂ (x)(φ(P (T )))
= DF̂ (x)((P ◦H)(T ))
= eval
(
(P ◦H)(T + F̂(x))
)
= eval
(
∞∑
k=0
D(k)(P ◦H)(F̂(x))T k
)
,
and thus
(DF̂ (x) ◦ φ)(P (T )) =
∞∑
k=0
eval
(
D(k)(P ◦H)(F̂(x))
)
T k.(11)
By (9), (10), (11), we deduce that
∞∑
k=0
eval
(
D(k)P (F(x))
)
H(T )k =
∞∑
k=0
eval
(
D(k)(P ◦H)(F̂(x))
)
T k(12)
for all bounded power series P (T ) ∈ Fb[[T ]]. Since H(T ) is the generator of φ, it is of the form
H(T ) = γT + higher order terms
for some element γ ∈ O×F . Thus eval(D
(0)P (F(x))) = eval(P (F(x))) is the coefficient of T 0 in the
formal power series on the left-hand side of (12). Upon comparing the coefficients of T 0 on both sides
of (12), we deduce that
eval(P (F(x))) = eval
(
D(0)(P ◦H)(F̂(x))
)
= eval
(
(P ◦H)(F̂(x))
)
(13)
for all bounded power series P (T ) ∈ Fb[[T ]].
For each k ≥ 0, take P (T ) = Pk ◦H(−1)(T ) in (13), where Pk(T ) = T k. Hence we deduce from (13)
that
eval
(
(H(−1)(F(x)))k
)
= eval
(
Pk ◦H
(−1)(F(x))
)
= eval(P (F(x)))
= eval
(
(P ◦H)(F̂(x))
)
= eval
(
((Pk ◦H
(−1)) ◦H)(F̂(x))
)
= eval
(
Pk(F̂(x))
)
= eval
(
F̂(x)k
)
= F̂k(x)
for all k ≥ 0. Since x is arbitrary in AF ∩ AF̂ , Theorem 4.10 follows immediately.

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Definition 4.12. Let F : F → U be an umbral map, and let S be a subset of F . The map F is said
to satisfy the binomial theorem with respect to S if
Fn(x+ y) =
n∑
k=0
(
n
k
)
Fk(x)Fn−k(y)
for any x, y ∈ S.
Remark 4.13. Let S be a subset of AF . It then follows from Definition 4.12 that if F satisfies the
binomial theorem with respect to S, then x+ y belongs to AF for any x, y ∈ S.
Keeping the same notation as in the above remark, we see that x+ y belongs to AF for any x, y ∈ S,
and hence DF(x+ y) is well-defined. The following result follows immediately from Definition 3.1.
Lemma 4.14. Let F : F → U be an umbral map, and let S be a subset of AF . Assume that F satisfies
the binomial theorem with respect to S. Then
DF (x+ y) = DF (x)DF (y)
for any x, y ∈ S.
Theorem 4.15. Let F : F → U , F̂ : F → U be umbral maps such that DF ∼ DF̂ . Let S be a subset of
AF ∩AF̂ . Then F satisfies the binomial theorem with respect to S if and only if F̂ satisfies the binomial
theorem with respect to S.
Proof. We only need to prove the “only if” part of the theorem since the binary relation “∼” is symmetric.
Assume that F satisfies the binomial theorem with respect to S. It then follows from Lemma 4.14 that
DF (x + y) = DF(x)DF (y) for any x, y ∈ S. Thus it follows from [9, Corollary 3 and Corollary 4] that
F̂ satisfies the binomial theorem with respect to S.

5. Examples, and a question of Goss
In this section, we present some examples of flow maps, and discuss their properties in the language
of the classically umbral calculus. These flow maps was already given by Goss [9]. Another goal in this
section is to formulate and partially answer a generalization of a question of Goss about flow maps. The
main result in this section is a first step toward completely understanding the question of Goss. We
begin by introducing a special type of umbral maps that plays a key role in this section.
5.1. Geometric umbral maps. In this subsection, we assume that F is a complete field under a non-
Archimedean norm | · |F of any characteristic. We introduce the following notion that will play a key
role in the rest of this section.
Definition 5.1. Let F : F → U be an umbral map, and for each x ∈ F , let {Fk(x)}k≥0 be the sequence
umbrally represented by F(x). Let x be an element in F . We say that F is a geometric umbral map at
x, or equivalently F is geometric at x if Fk(x) = F1(x)
k for all k ≥ 0.
When F is geometric at any element x in AF , we simply say that F is a geometric umbral map, or
that F is geometric.
For a geometric umbral map F , the set AF of F -admissible elements has a very simple description.
Proposition 5.2. Let F : F → U be a geometric umbral map, and for each x ∈ F , let {Fk(x)}k≥0 be
the sequence umbrally represented by F(x). Then
AF = {x ∈ F | |F1(x)|F < 1}.
Proof. We see that x ∈ AF if and only if limk→∞ |Fk(x)| = 0. Since Fk(x) = F1(x)k for all k ≥ 0, the
last condition is equivalent to saying that |F1(x)|F < 1, and hence Proposition 5.2 follows.

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In the next two subsections, we will give some examples of geometric flow maps that are of great
interest in this paper.
Let Γ : F → F be a function defined over F and taking values in F . For each x ∈ F with |Γ(x)|F < 1,
we denote by eΓ(x)D the linear operator defined by
eΓ(x)D :=
∑
k≥0
Γ(x)kD(k).
The operator eΓ(x)D is well-defined if x is an element in F such that |Γ(x)|F < 1. We can prove
this fact by relating the above operator to a flow map. Indeed, let F : F → U be an umbral map such
that eval
(
F(x)k
)
= Γ(x)k for any x ∈ F and all k ≥ 0. In other words, for each x ∈ F , the sequence
{Fk(x)}k≥0 is umbrally represented by F(x), where Fk(x) = Γ(x)k for all k ≥ 0. It is easy to see that
F is a geometric umbral map, and that any geometric umbral map can be constructed in the same way
as F . When a geometric umbral map F arises out of a function Γ defined over F and taking values in
F in the same way as presented above, we say that F is the associated geometric umbral map of Γ.
By Definition 3.1, we see that
DF (x) =
∑
k≥0
Fk(x)D
(k) =
∑
k≥0
Γ(x)kD(k) = eΓ(x)D
for all x ∈ AF . By Proposition 5.2 and since F is geometric, we see that
AF = {x ∈ F | |Γ(x)|F < 1}.
The following result gives a simple description of the flow map of a geometric umbral map.
Proposition 5.3. Let Γ be a function defined over F and taking values in F . Let F : F → U be the
associated geometric umbral map of Γ. Then
eΓ(x)DP (T ) = DF(x)P (T ) = P (T + Γ(x))
for all x ∈ F with |Γ(x)|F < 1 and all P (T ) ∈ Fb[[T ]].
Proof. Let P (T ) =
∑
k≥0 akT
k ∈ Fb[[T ]], and let x ∈ F such that |Γ(x)|F < 1. By the discussion
preceding Proposition 5.3 and Theorem 3.3, we see that
eΓ(x)DP (T ) = DF(x)P (T ) =
∑
k≥0
ak
(
k∑
m=0
(
k
m
)
Fm(x)T
k−m
)
.
Since F is the associated geometric flow map of Γ, we deduce that
∑
k≥0
ak
(
k∑
m=0
(
k
m
)
Fm(x)T
k−m
)
=
∑
k≥0
ak
(
k∑
m=0
(
k
m
)
Γ(x)mT k−m
)
=
∑
k≥0
ak(T + Γ(x))
k
= P (T + Γ(x)),
and hence Proposition 5.3 follows immediately.

Remark 5.4. By the above proposition, we see that DF (x) = eΓ(x)D for all x ∈ F with |Γ(x)|F < 1.
Hence by Corollary 3.6, we see that eΓ(x)D is defined over Fb[[T ]] and taking values in Fb[[T ]] for all
x ∈ F with |Γ(x)|F < 1.
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5.2. The additive umbral map. The following example was given by Goss in [9, Example 1]. In this
example, we let the complete field F as in Subsection 5.1. Let S : F → U be an umbral map such that
for each x ∈ F , the sequence {Sk(x)}k≥0 umbrally represented by S(x) is defined by
Sk(x) = x
k
for all k ≥ 0. The umbral map S is called the additive umbral map, and the corresponding flow map DS
of S is called the additive flow map.
By the definition of S, we see that S is a geometric umbral map, and hence by Proposition 5.2, we
deduce that AS := {x ∈ F | |x|F < 1}. By the classical binomial theorem, we deduce immediately that
S satisfies the binomial theorem with respect to AF .
For the rest of this section, the symbol S always denotes the additive flow map.
5.3. The naive umbral map. In this subsection, we let A := Fq[t], k := Fq(t), and let F := Fq((1/t))
be the completion of k, where q is a power of a prime p. In what follows, we recall the naive flow map
that was first introduced by Goss [9]. Let C be the Carlitz module, and let eC(x) be the exponential of
C (see [10]). Recall from [10] that
eC(x) =
∑
k≥0
xq
k
Dk
,
where Dk is the product of all monic polynomials in A of degree k for each k ≥ 0. Let N : F → U
be the associated geometric umbral map of eC(x). The umbral map N is called the naive umbral map,
and the corresponding flow map DN of N is called the naive flow map. Note that |eC(x)|F < 1 when
|x|F < 1. The following result follows immediately from Proposition 5.3.
Proposition 5.5. For all x ∈ F with |x|F < 1, the naive flow map satisfies the equation
DN (x)P (T ) = e
eC(x)DP (T ) = P (T + eC(x))
for all bounded power series P (T ) ∈ Fb[[T ]].
For the rest of this section, we always denote by N the naive umbral map.
5.4. The twisted flow map. We let the polynomial ring A, the function field k and the complete field
F as in Subsection 5.3. For each k ≥ 0, we define
ek(x) =
∏
ǫ∈A, deg(ǫ)<k
(x+ ǫ).
For each integer n ≥ 0, write n q-adically as n =
∑h
k=0 ǫkq
k with 0 ≤ ǫk < q, and define
Tn(x) :=
h∏
k=0
(
ek(x)
Dk
)ǫk
,
where the Dk are the same as in Subsection 5.3. Let T : F → U be the umbral map such that for each
x ∈ F , the sequence {Tn(x)}n≥0 is umbrally represented by T (x). We call T the twisted umbral map,
and the corresponding flow map DT the twisted flow map. The twisted flow map was first introduced
by Goss (see [9, Example 1]). As was shown in [7], it is well-known that AT = F .
As was pointed out by Goss [9], Carlitz proved that the twisted umbral map T satisfies the binomial
theorem with respect to F .
Note further that T is not geometric at any x ∈ A×. Indeed assume the contrary, that is, T is
geometric at some element x ∈ A×. Then it follows that Tn(x) = T1(x)n = xn for all n ≥ 0. But
Tn(x) = 0 for a sufficiently large integer n, which is a contradiction. Therefore T is not geometric at
any nonzero element x ∈ A×.
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5.5. A question of Goss. In this subsection, we give a partial answer to an old question of Goss [9].
Throughout this subsection, F is a complete field under a non-Archimedean norm | · |F of characteristic
p > 0. We begin by recalling Goss’s question.
Question 5.6. (Goss)
Let F : F → U , F̂ : F → U be umbral maps such that the flow map DF is dual to the flow map
DF̂ . Let φ : F [[T ]]→ Fb[[T ]] be an additive isomorphism such that the diagram (4.5) commutes, that is,
DF̂ (x) = φ ◦ DF ◦ φ
−1 for all x ∈ AF ∩AF̂ . By Theorem 4.10, we know that
F̂k(x) = eval
(
H(−1)(F(x))k
)
(14)
for all k ≥ 0 and all x ∈ AF ∩ AF̂ , where H
(−1)(T ) is the composition inverse of the additive bounded
power series H(T ) := φ(T ). Let AF̂1 denote the set of all element x ∈ F such that |F̂1(x)| < 1. Goss [9]
asked what the exact relationship between the flow eF̂1(x)D and the flow DF̂(x) for each x ∈ AF∩AF̂∩AF̂1
is. (Note that since |F̂1(x)| < 1 for each x ∈ AF ∩ AF̂ ∩ AF̂1 , the operator e
F̂1(x)D is well-defined.)
The rest of this section is to prove a necessary and sufficient condition for which the two flows in
Question 5.6 are equal to each other. It turns out that the flow eF̂1(x)D is equal to the flow DF̂(x) for
each x ∈ AF ∩AF̂ ∩AF̂1 if and only if F is a geometric umbral map at any element x ∈ AF ∩AF̂ ∩AF̂1 .
This result is a first step toward fully understanding the question of Goss. It would be very interesting
to know what the exact relationship between the two flows is when F is not a geometric umbral map.
We now prove the main result in this section.
Theorem 5.7. We maintain the same notation and assumptions as in Question 5.6. Let x be an
element in AF ∩AF̂ ∩AF̂1 . Then the flow e
F̂1(x)D is equal to the flow DF̂ (x) if and only if the umbral
map F is geometric at x.
We first prove some lemmas that we will need in the proof of Theorem 5.7. Using the same arguments
as in the proof of Proposition 2.6, the following lemma is immediate.
Lemma 5.8. Let P (T ) be a bounded power series in Fb[[T ]]. Let α be an umbra such that the sequence
{uk}k≥0 umbrally represented by α satisfies limk→∞ uk = 0. Then P (α) ∈ Fb[[T ]][[α]] is an admissible
power series.
Lemma 5.9. Let F : F → U be an umbra map, and let P (T ) be a bounded power series in Fb[[T ]]. Let
x be an element in AF such that F is geometric at x. Then eval(P (F(x)) = P (F1(x)).
Proof. Write
P (T ) =
∑
k≥0
akT
k,
where the ak are elements in F . Since P (T ) is bounded and x belongs to AF , it follows from Lemma
5.8 that P (F(x)) is an admissible power series, and hence eval(P (F(x)) is well-defined as an element
in F . We see that
P (F(x)) =
∑
k≥0
akF(x)
k,
and hence
eval(P (F(x))) =
∑
k≥0
akeval
(
F(x)k
)
=
∑
k≥0
akFk(x).
Since F is geometric at x, we know that Fk(x) = F1(x)
k for all k ≥ 0. Thus it follows from the above
equation that
eval(P (F(x))) =
∑
k≥0
akF1(x)
k = P (F1(x)),
which proves our contention.
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
Lemma 5.10. Let F : F → U be an umbra map, and let P (T ) be a bounded power series in Fb[[T ]].
Let x be an element in AF such that F is geometric at x. Then
eval(P (F(x))k) = eval(P (F(x)))k
for all k ≥ 0.
Remark 5.11. It is easy to see that if P (T ) is a bounded power series, then P (T )n is bounded for
all n ≥ 0. Since limk→∞ Fk(x) = 0, we deduce from Lemma 5.8 that P (F(x))
k is an admissible power
series for all x ∈ AF .
Proof. Take any integer k ≥ 0, and define Pk(T ) = T k ∈ Fb[[T ]]. By Remark 5.11, we know that
(Pk ◦ P )(T ) = P (T )k is a bounded power series. Applying Lemma 5.9, we deduce that
eval
(
P (F(x))k
)
= eval ((Pk ◦ P )(F(x))) = (Pk ◦ P )(F1(x)) = P (F1(x))
k ,
and thus the lemma follows.

Now we are ready to prove Theorem 5.7
Proof of Theorem 5.7. We maintain the same notation as in Question 5.6.
If eF̂1(x)D is equal to DF̂ (x), we see that∑
k≥0
eval
(
H(−1)(F(x))
)k
D(k) = eF̂1(x)D = DF̂ (x) =
∑
k≥0
eval
(
H(−1)(F(x))k
)
D(k).
Thus we deduce that
eval
(
H(−1)(F(x))
)k
= eval
(
H(−1)(F(x))k
)
(15)
for all k ≥ 0. Set
Q1(x) := H
(−1)(F(x)).(16)
By Lemma 5.8 and since H(−1)(T ) is bounded, the power series Q1(x) ∈ Fb[[T ]][[F(x)]] is admissible,
and thus eval(Q1(x)) is well-defined as an element in F . Since x belongs to AF̂1 , we see that
|eval(Q1(x))|F =
∣∣∣eval(H(−1)(F(x)))∣∣∣
F
=
∣∣∣F̂1(x)∣∣∣
F
< 1.
Equation (15) is equivalent to the equation
eval
(
Q1(x)
k
)
= eval (Q1(x))
k
= F̂1(x)
k(17)
for all k ≥ 0.
It follows from (16) that
H(Q1(x))
n = H(H(−1)(F(x)))n = F(x)n
for all n ≥ 0, which implies that H(Q1(x))n is an admissible power series for all n ≥ 0. Now take any
integer n ≥ 0, and write
H(T )n =
∑
k≥0
hkT
k,
where the hk are elements in F . Hence we deduce that
F(x)n = H(Q1(x))
n =
∑
k≥0
hkQ1(x)
k,
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and it thus follows from (17) that
Fn(x) = eval (F(x)
n) = eval
∑
k≥0
hkQ1(x)
k
 =∑
k≥0
hkeval
(
Q1(x)
k
)
=
∑
k≥0
hkF̂1(x)
k = H(F̂1(x))
n.
When n equals 1, we see that F1(x) = H(F̂1(x)), and thus it follows from the above equation that
Fn(x) = H(F̂1(x))
n = F1(x)
n,
which proves that F is geometric at x.
Now we prove the backward implication in Theorem 5.7. Indeed, if F is geometric at x, then applying
Lemma 5.9 with H(−1)(T ) in the role of P (T ), we deduce that
eval
(
H(−1)(F(x))
)k
= eval
(
H(−1)(F(x))k
)
for all k ≥ 0. Thus eF̂1(x)D(x) is equal to DF̂ (x). Therefore our contention follows.

Example 5.12. Throughout this example, we let F be the complete field as in Subsection 5.3. Let S be
the additive umbral map in Subsection 5.2, and let N be the naive umbral map in Subsection 5.3. Since
the power series H(T ) := eC(T ) satisfies all conditions in Definition 4.1, we see that the isomorphism
φ : F [[T ]]→ F [[T ]] defined by φ(T ) = H(T ) is an additive isomorphism. Note that
AS1 = {x ∈ F | |S1(x)|F = |x|F < 1} = AS .
Since S is geometric at any x ∈ AS , we see that
Nn(x) = eC(x)
n = H(S1(x))
n = eval (H(S(x))n)
for all n ≥ 0 and any x ∈ AS ∩AN . By Theorem 4.10, we deduce that DN is dual to DS . By Theorem
5.7, we know that
DN (x) = e
N1(x)D = eeC(x)D
for all x ∈ AS ∩ AN . This is another way of constructing the naive flow map via the duality with the
additive flow map.
Example 5.13. In this example, we let the complete field F as in Subsection 5.3 and Subsection 5.4.
We know from Subsection 5.4 that the twisted umbral map T is not geometric at any element x ∈ A×.
Hence if we take any umbral map T̂ : F → U such that the flow map DT̂ (x) is dual to DT , then we
know from Theorem 5.7 that the flow eT̂ (x)D is not equal to the flow DT̂ (x) for any x ∈ AT ∩AT̂ ∩AT̂1 .
For example, let
H(T ) :=
∑
k≥0
(eC(1)T )
qk ∈ Fb[[T ]].
It is clear that H(T ) satisfies all the conditions in Definition 4.1. Let φ : F [[T ]]→ F [[T ]] be the additive
isomorphism such that φ(T ) = H(T ). Let T̂ : F → U be the umbral map such that the sequence
{T̂k(x)}k≥0 umbrally represented by T̂ (x) is defined by
T̂k(x) = eval
(
H(T (x))k
)
for all k ≥ 0 and all x ∈ AT = F . By Theorem 4.10, we know that the flow map DT̂ is dual to the flow
map DT̂ .
As was shown by Goss [9], we know that
T̂1(x) = eval(H(T (x)) = eC(x).
By Theorem 5.7 and since T is not geometric at any x ∈ A×, we know that the naive flow eT̂1(x)D =
eeC(x)D is not equal to the flow DT̂ (x) for any x ∈ AT ∩AT̂ ∩ AT̂1 , where
AT̂1 = {x ∈ F | |T̂1(x)|F = |eC(x)|F < 1}.
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6. Epilogue
We end this paper by making some comments on the umbral calculus that is introduced in this paper.
We also compare our umbral calculus with other classical umbral calculi in Roman and Rota [13], Rota
and Taylor [18], and Ueno [20].
There are many ways of representing a sequence of numbers. The classical umbral calculus was born
out of the realization that one can describe a sequence as a definite integral. For example, let {αk}k≥0
be a sequence of real numbers. Choosing an appropriate function F , one can represent {αk}k≥0 as
αk =
∫ 1
0
αkF (α)dα.
In terms of linear operators, the sequence {αk}k≥0 is obtained by applying the linear functional L to
the sequence of polynomials {αk}k≥0, where L : R[α]→ R is defined by
L(
n∑
i=0
uiα
i) =
n∑
i=0
ui
∫ 1
0
αiF (α)dα.
In this way, studying the linear functional L may offer an insight into the properties of {αk}k≥0.
For a collection of sequences
(
{α
(i)
k }k≥0
)
i∈I
, one can also use the above method to associate the
collection to a linear functional. Indeed, for each i ∈ I, let Li : R[γi] → R be the linear functional
associated to the sequence {α
(i)
k }k≥0. Let U be the collection of variables {γi}i∈I . We define the linear
functional L : R[U ]→ R such that
L(γn1i1 · · · γ
nl
il
) = Li1(γ
n1
i1
) · · · Lil(γ
nl
il
)
for any γi1 , . . . , γil ∈ U . In this way, each sequence {α
(i)
k }k≥0 is obtained by applying the linear functional
L to the sequence of polynomials {γki }k≥0. Thus obtaining information about the linear functional L
can give an insight into the properties of each sequence {α
(i)
k }k≥0 in the collection. One of course can
replace R by any integral commutative domain, and hence obtaining the umbral calculus studied in
Roman and Rota [13], and Rota and Taylor [17].
The classical umbral calculus in [13] and [17] is very useful for studying special sequences of numbers
such as the Bernoulli numbers (see Rota and Taylor [17, Section 4]).
In more algebraic terms, we can summarize the umbral calculus in [13] and [17] as follows. For any
linear functionals L1,L2 on polynomials, one can define the multiplication “⋆” between L1,L2 by
(L1 ⋆ L2)(α
n) =
n∑
i=0
(
n
i
)
L1(α
i)L2(α
n−i).
The linear functionals on polynomials equipped with the usual addition and the multiplication “⋆” form
an algebra which Roman and Rota [13] called the umbral algebra. It is well-known [13] that this algebra
is topologically isomorphic to the algebra of formal power series. Hence from a more algebraic point
of view, the classical umbral calculus is equivalent to studying the pair of topological R-linear spaces
(R[α],R[[τ ]]) in which the duality between these two spaces plays a central role, where R is an integral
domain of characteristic zero.
Ueno [20] called the classical umbral calculus in [13] and [17] the polynomial umbral calculus, partly
because of its central role in studying classical polynomial sequences such as Hermite and Laguerre
polynomials (see Roman and Rota [13, Section 13]). Other types of umbral calculi appear as the result
of studying other pairs of topological linear spaces with duality. Ueno [20] developed the general power
umbral calculus by studying either the pair of topological F -linear spaces (αuF ((α)), τuF ((τ−1))) or
(λuF ((λ−1)), γuF ((γ))) with duality. Here u is an element in a field F of characteristic zero. The general
power umbral calculus plays a crucial role in studying classical special functions such as hypergeometric
functions, and Bessel functions (see Ueno [20, Part I, Section 7]).
Note that each umbral calculus is designed for a special object of study. For example, the polynomial
umbral calculus in [13] and [17] is suitable for studying special classical polynomial sequences, whereas
the general power umbral calculus developed by Ueno [20] is used to study classical special functions. In
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this paper, we are mainly devoted to studying flows in finite characteristic with applications to additive
harmonic analysis in mind. Hence our umbral calculus is especially designed for studying flows in finite
characteristic.
For a field F complete under a non-Archimedean norm, a flow is an operator acting on the algebra
Fb[[T ]] of bounded power series. This is one of the reasons why we take Fb[[T ]] to be the range of the
evaluation map eval in our umbral calculus. We also incorporate the non-Archimedean topology of F
into our umbral calculus, and slightly modify the notion of admissible power series that seems more
natural and suitable for applications in finite characteristic. This allows us to extend the domain of
the evaluation map eval to a sufficiently large domain in which our umbral calculus can be applied to
studying flows in finite characteristic.
We emphasize that there should be other umbral calculi in finite characteristic waiting to be discov-
ered. For example, there is a function field analogue of Bernoulli numbers that is called Bernoulli–Carlitz
numbers. Using Rota and Taylor [17], Carlitz [1] [2] [3], and Goss [6], can one find an umbral calculus
to study Bernoulli–Carlitz numbers?
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