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The Gini index is a number that attempts to measure how equitably a resource is
distributed throughout a population, and is commonly used in economics as a
measurement of inequality of wealth or income. The Gini index is often defined as the area
between the “Lorenz curve” of a distribution and the line of equality, normalized to be
between zero and one. In this fashion, we will define a Gini index on the set of integer
partitions and prove some combinatorial results related to it; culminating in the proof of an
identity for the expected value of the Gini index. These results comprise the principle
contributions of the author, some of which have been published in [Kop20] .
We will then discuss symmetric polynomials, and show that the Gini index can be
understood as the degrees of certain Kostka-foulkes polynomials. This identification yields
a generalization whereby we may define a Gini index on the irreducible representations of a
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There are two primary goals to this work. The first, addressed in Chapter 3, is to investigate
the combinatorial properties of the discrete Gini index, g, defined on the set, Pn, of partitions
of a positive integer n. We prove a convenient identity relating the Gini index, g, to the
second elementary symmetric polynomial e2. This identity provides us with a generating















From here, we analyze two different properties of the Gini index: its dominance properties
(known as “Schur convexity”), and its expected value on the set Pn. We show that the
generating function for the Gini index provides us with easily computed lower bounds on the
length of the maximum antichain in the dominance lattice - which touches on a longstanding
open problem in the theory of integer partitions. Finally, in the end of Chapter 3 we prove
an identity by which one can easily calculate the expected value of the Gini index on the set
Pn.
The second goal of this work is to frame the discrete Gini index, g, within the structure of
representation theory. This function occurs naturally as the degrees of certain Kostka-Foulkes
polynomials Kλ,µ, which we discuss in Chapter 4. The first connections to representation
theory are seen in Chapter 5, where the Gini index appears as the degrees of the graded
multiplicities of irreducible representations of the symmetric group, Sn, inside the coinvariant
ring of Sn. We then extend the notion of the Gini index to one defined on the irreducible
representations of a complex reflection group.
The discrete Gini index g has a natural extension, gnk,n, discussed in Section 3.6, which is
directly related to the representation theory of the general linear group GLn(C). In Chapter
1
6 we show that this “extended” Gini index occurs as the degree of the graded multiplicity of
an irreducible rational representation of GLn(C) inside the harmonic polynomials of GLn(C).
As was done in Chapter 5, we extend this notion to define a Gini index on the irreducible
representations of a connected reductive linear algebraic group over C.
2
2 Preliminaries
Unless otherwise stated, throughout this dissertation the ground field will always be the
complex numbers, and vector spaces will always be assumed to be finite dimensional over
C. Furthermore, representations are always assumed to be linear, and finite dimensional. If
ρ : G −→ GL(V ) is a representation of a group G, we will usually suppress either the map
ρ or the vector space V .
2.1 Integer Partitions
A partition, λ, of a positive integer n (sometimes written as λ ` n) is a sequence (λ1, λ2, . . . , λ`)
of ` ≤ n decreasing non-negative integers such that
∑`
i=1 λi = n. The λi (1 ≤ i ≤ `) are called
the “parts” of λ. To avoid repeating parts, it is sometimes useful to write a partition as
(λa11 , λ
a2
2 , . . . , λ
a`
` ) to represent λi repeating ai times. In this case we have that
∑`
i=1 aiλi = n,
and λi 6= λj for all i 6= j. This notation will be used in the proof of Proposition 14. In order
to make the length of λ (the number of parts) equal to n, one can “pad out” the partition
by adding n− ` zeros to the end.
Example 1. The partition (4, 3, 1, 1) of 9 is equivalent to (4, 3, 1, 1, 0, 0, 0, 0, 0). This identi-
fication will be used when defining the Lorenz curve of a partition.
A Young diagram is a finite collection of boxes arranged in left-justified rows, with a
weakly decreasing number of boxes in each row (see [Ful97]). Integer partitions are in one
to one correspondence with Young diagrams in the following way: if λ = (λ1, λ2, . . . , λ`) is a
partition of n, then the Young diagram of shape λ has λ1 boxes in its first row, λ2 boxes in
its second row, etc.
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Example 2. If λ = (4, 3, 1, 1), then the Young diagram of shape λ is
.
The conjugate partition λ̃ of λ is the partition of n obtained by reflecting the Young
diagram of λ across its main diagonal. As in the previous example, if λ = (4, 3, 1, 1), then
the Young Diagram of λ̃ is
,
hence λ̃ = (4, 2, 2, 1). Conjugation is clearly a bijection on the partitions of n.
The dominance order is a partial order on the set of partitions of n. If λ = (λ1, λ2, . . . , λn)







for all k ≥ 1. It is well known that conjugation of partitions is an antiautomorphism on the
dominance lattice of partitions of n (see [Bry73]). In other words, if µ  λ, then λ̃  µ̃.
We will write µ ≺ λ if µ  λ and µ 6= λ, and will let Pn denote the partially ordered set of
partitions of n with respect to dominance.
Let λ be a partition of n. A tableau of shape λ is a filling of the Young diagram of λ with
numbers from [n] = {1, . . . , n}. A semistandard tableau or column strict tableau is a filling
by positive integers in [n] = {1, 2, . . . , n} that is
1. weakly increasing across each row, and
2. strictly increasing down each column.
4
For brevity, if λ is a partition of n, then we will often use λ to refer to the partition or the
Young diagram of shape λ interchangeably. A standard tableau of shape λ is a semistandard
tableau in which each number in [n] occurs exactly once.










is a standard tableau.
2.2 Irreducible representations of the symmetric group
If G is any finite group, then a finite dimensional representation of G over C is a group
homomorphism G −→ GL(V ), where V is a finite dimensional complex vector space, and
GL(V ) is the group of invertible linear transformations on V . The contents of chapter 5
deal with representations of finite complex reflection groups. The canonical example of such
a group is the symmetric group, Sn, of permutations of [n] = {1, . . . , n}. In this section we
will cover the classification of irreducible representations of Sn over C.
The number of irreducible representations of Sn, like any finite group, is the number of
conjugacy classes. As the conjugacy classes of Sn are indexed by cycle types, their number
is P (n); the number of partitions of n. There is, in fact, a natural indexing of the irreducible
representations of Sn by these partitions via a construction called the Specht module of a
partition. Our construction of the Specht modules follows that in [Ful97].
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Let λ be a partition of n. The symmetric group, Sn, acts on the set of all numberings of
the Young diagram of λ with numbers from [n] — each of which occur exactly once. If T is
such a numbering of λ, and σ ∈ Sn, then the action of σ on T , σ · T , yields the numbering
of λ which has the number σ(i) in the same box in which i occurs in T .
Example 4. Let σ = (12345) ∈ S5, and let




σ · T = 5 1 2
3 4
.
For a numbering T of λ, the row group, R(T ), and column group, C(T ), of T are the
subgroups of Sn defined by
R(T ) = {σ ∈ Sn : σ permutes the entries of each row of T among themselves}, and
C(T ) = {σ ∈ Sn : σ permutes the entries of each column of T among themselves}.
Example 5. When S5 acts on the numbering
T = 1 2 3
4 5
of λ = (3, 2), the row and column groups of T are
R(T ) = {στ : σ ∈ S3 and τ ∈ {1, (45)}}, and
C(T ) = {1, (14), (25), (14)(25)}.
A tabloid is an equivalence class of numberings of a Young diagram λ ` n with distinct
6
numbers from [n]. Under this relation, two numberings of λ are considered to be equivalent
if their row groups are the same. We denote by {T} a tabloid containing the numbering T .
The symmetric group acts on the set of tabloids by
σ · {T} = {σ · T}.
Let C[Sn] denote the group ring of Sn, which consists of all complex linear combinations
of permutations of [n], where multiplication is determined by composition in Sn. A represen-
tation of Sn is the same as a left C[Sn]-module. Given a numbering T of the Young diagram









cT = bT · aT .
Example 6. The Young symmetrizers aT and bT of the filling
T = 1 2 3
4 5
are
aT = [1 + (12) + (13) + (23) + (123) + (132)] [1 + (45)] , and
bT = 1− (14)− (25) + (14)(25).
Define Mλ to be the complex vector space with basis the tabloids {T} of shape λ. Since
Sn acts on the set of tabloids of shape λ, it acts on M
λ - which makes Mλ a left C[Sn]-module.
7
For each numbering T of λ, there is a special element of Mλ defined by the formula
vT = bT · {T}.
We then define the Specht module Sλ to be the subspace of Mλ spanned by the elements vT
as T varies over all numberings of λ. The Specht module Sλ is then a C[Sn]-submodule of
Mλ. Putting this all together, we obtain the following theorem.
Theorem 7. Classification of Irreducible Representations of Sn ( [Ful97] )
For each partition λ of n, Sλ is an irreducible representation of Sn. Every irreducible repre-
sentation of Sn is isomorphic to exactly one S
λ.
Example 8. 1. For any n ∈ N, the symmetric group Sn has a one-dimensional represen-
tation called the trivial representation, defined by
σ · x = x,
for all σ ∈ Sn and x ∈ C. If λ = (n), then S(n) is the trivial representation of Sn.
2. If n ≥ 2, then Sn has a one-dimensional representation called the sign representation,
defined by
σ · x = sgn(σ)x,
for all σ ∈ Sn and x ∈ C. Here, the sign of σ is defined to be 1 if σ is a product of
an even number of transpositions, and is −1 otherwise. If λ = (1n), then S(1n) is the
alternating representation of Sn.
3. if n > 2, then Sn has a (n−1)-dimensional irreducible representation called the standard
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representation. Choose a basis {e1, . . . , en} of Cn, and define an action of Sn on Cn by
σ · (a1e1 + · · ·+ anen) = a1eσ(1) + · · ·+ aneσ(n),
where σ ∈ Sn and α1, . . . , αn ∈ C. This action defines an n-dimensional reducible
representation of Sn called the permutation representation. It is reducible because it
has a 1-dimensional subspace spanned by
e1 + · · ·+ en.
The orthogonal compliment of this 1-dimensional space is the (n − 1)-dimensional
irreducible subspace of Cn spanned by the vectors (v1, . . . , vn) ∈ Cn such that v1 +
· · · + vn = 0. This is called the standard representation of Sn. If λ = (n − 1, 1), then
S(n−1,1) is the standard representation of Sn.
4. Let V = S(n−1,1) be the standard representation of Sn. If n > 3 and 0 ≤ k ≤ n − 1





-dimensional irreducible representation, the kth exterior power of
the standard representation, denoted by ΛkV . If λ = (n − k, 1k), then S(n−k,1k) is
isomorphic to ΛkV .
2.3 Linear algebraic groups
The contents of chapter 6 deal with representations of certain linear algebraic groups. Be-
fore discussing the main topics of this dissertation, we will specify the exact objects and
morphisms in the category to be considered in that chapter. For precision, the groups of
chapter 6 are always linear algebraic groups over the complex numbers. Such groups are
defined as affine varieties with a compatible group structure, and are always isomorphic to
a Zariski-closed subgroup of the complex general linear group, GLn(C), of n × n invertible
9
complex matrices (for some n ∈ N). If G ⊆ GLn(C) is a algebraic group, then a rational
representation of G is a group homomorphism, G −→ GLm(C) for some m ∈ N, which is a
regular morphism in the category of affine varieties.
To each linear algebraic group G there is an associated Lie algebra g, which is defined as
the derivations (infinitesimal transformations) of the regular functions O[G] that commute
with left translations (see [GW09]). By O[G] we mean the algebra of regular (rational)
functions on G, which are defined as the restriction to G of the regular functions
O[GLn(C)] = C[x11, x12, . . . , xnn, det(x)−1]
on GLn(C), where x = [xij] ∈ GLn(C). The Lie algebra of a linear algebraic group has
a natural embedding into the n × n complex matrices Mn(C), and is equipped with a Lie
bracket
[ • , • ] : g× g −→ g,
which can be defined in terms of matrices as
[X, Y ] = XY − Y X,
for X, Y ∈ g. Henceforth we will always view a Lie algebra as being comprised of matrices.
Any element X ∈ g yields a linear transformation
adX(Y ) = [X, Y ],
which is called the adjoint representation of g. The representation theories of G and its Lie
algebra g are closely connected. In fact, a representation of G is irreducible if and only if its
differential is an irreducible representation of the Lie algebra g (c.f. [GW09] Theorem 2.2.7).
Hence g plays a significant role in the classification of the irreducible representations of G.
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We will further restrict the linear algebraic groups under consideration to those that
are connected and reductive. A linear algebraic group G is connected if O[G] has no zero
divisors. G is reductive if every rational representation of G is completely reducible (hence
the name “reductive”). In other words, every rational representation of a reductive group
can be written as a sum of irreducible representations. The complete reducibility of rational
representations makes the study of reductive groups and the classification of their irreducible
representations particularly nice.
A toral subgroup T ⊆ G is a subgroup that is isomorphic to (C×)m, for some non-negative
integer m. A torus is maximal if it is not properly contained within any other torus. If the
group G is connected and reductive, then all maximal tori are conjugate and have the same
dimension (known as the rank of G). Furthermore, every element of G lies in a maximal
torus. In this case, the lie algebra ,h, of a maximual torus, T , is called a Cartan subalgebra
of g. Cartan subalgebras are maximal abelian subalgebras of g in which every element is
semisimple. Just as with maximal tori, all Cartan subalgebras are conjugate in g.
2.4 The Theorem of the Highest Weight
Let G be a connected reductive linear algebraic group of rank n, and fix a choice T ∼= (C×)n
of maximal torus in G. Let g and h be the Lie algebras of G and T , respectively. Let h∗
denote the algebraic dual space of h; that is, the set of all linear functionals h −→ C.
Since T is abelian, its irreducible representations are all 1-dimensional. Denote by X(T )
the group (under tensor products of representations) of all irreducible representations of T .
The group X(T ) is isomorphic to Zn. The weight lattice of G is the set
P (G) = {dθ : θ ∈ X(T )} ⊆ h∗
of differentials of irreducible representations of T (i.e., the irreducible representations of h
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corresponding to those of T ). The elements of P (G) are called weights of G. If α ∈ P (G) is
a weight of G, we define
gα = {X ∈ g : [A,X] = α(A)X for all A ∈ h}.
If α = 0, then g0 = h. If α is nonzero and gα is nonzero, then we call α a root of T on g, and
we call gα a root space. We call the set Φ ⊆ h∗ of roots the root system of g, with respect to
our choice T of maximal torus. The root system Φ spans h∗.
A subset
∆ = {α1, . . . , αn} ⊆ Φ
is a set of simple roots of g if every γ ∈ Φ can be written uniquely as
γ = n1α1 + · · ·+ · · ·+ nkαk,
with n1, . . . , nk integers all of the same sign. The simple roots ∆ form a basis for h
∗, and
partition the root system Φ into two disjoint subsets
Φ = Φ+ ∪ Φ−,
where Φ+ consists of all roots for which the coefficients n1, . . . , nk are non-negative. We call
γ ∈ Φ+ a positive root relative to ∆.
For a root α ∈ Φ, we call an element hα ∈ [gα, gα] such that α(hα) = 2 a coroot of α.
The weight lattice of g is defined as
P (g) = {λ ∈ h∗ : λ(hα) ∈ Z for all α ∈ Φ},
and the dominant integral weights of g (relative to the choice of simple roots ∆) are defined
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as,
P++(g) = {λ ∈ h∗ : λ(hα) ∈ Z≥0 for all α ∈ Φ}.
Finally, the dominant weights of G are defined to be the weights of G that are also dominant
integral weights of the Lie algebra g:
P++(G) = P (G) ∩ P++(g).
There is a partial order defined on the set of weights of g (and thus on the dominant
weights of G). Let λ, µ ∈ h∗ be two dominant weights of g. Since Φ+ spans h∗, λ and µ can
be written as linear combinations of the positive roots. If λ − µ can be written as a linear
combination of the positive roots with non-negative real coefficients, then we say that λ is
higher than µ. This partial order then restricts to the dominant weights of G. Let V be a
(finite dimensional) irreducible representation of G. A weight λ of V is called the highest
weight of V if λ is higher than every other weight µ of V .
The irreducible representations of G are classified by a result known as the “theorem of
the highest weight”.
Theorem 9. Theorem of the Highest Weight If G is a connected reductive linear algebraic
group and T is a maximal torus in G, the following results hold
1. Every irreducible representation of G has a highest weight.
2. Two irreducible representations of G with the same highest weight are isomorphic.
3. The highest weight of each irreducible representation of G is dominant.
4. If λ is a dominant weight of G, there exists an irreducible representation of G with
highest weight λ.
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2.5 The General Linear Group
Fix a positive integer n. The general linear group GLn(C) of complex n × n invertible
matrices is a connected reductive linear algebraic group. As a affine variety, it is defined as
the set of points (x, y) ∈ Cn2 × C satisfying the polynomial equation
y det(x) = 1.
The canonical choice of maximal torus in GLn(C) is the subgroup T of diagonal matrices.
The Lie algebra of GLn(C) is the set gln(C) = Mn(C) of all n × n complex matrices, and
the Lie algebra of T is the subalgebra
h = {X ∈ gln(C) : X is diagonal}.
Define εi ∈ h∗ such that
εi(A) = ai,
for any A = diag[a1, . . . , an] ∈ h. The root system of T is the set
Φ = {εi − εj : 1 ≤ i 6= j ≤ n}.
The standard choice for the set of simple roots is
∆ = {εi − εi+1 : 1 ≤ i < n},
and the corresponding set of positive roots is
Φ+ = {εi − εj : 1 ≤ i < j ≤ n}.
14





The set of dominant integral weights of g is given by
P++(g) = {k1ε1 + · · ·+ knεn : k1 ≥ k2 ≥ · · · ≥ kn and ki − ki+1 ∈ Z}.
Hence the dominant weights of GLn(C) are
P++(GLn(C)) = P (GLn(C)) ∩ P++(g)
= {k1ε1 + · · ·+ knεn : k1 ≥ k2 ≥ · · · ≥ kn and ki ∈ Z}.
By the theorem of the highest weight, if V is an irreducible representation of GLn(C), then
V has a highest weight, and its highest weight is dominant. If λ ∈ P++(GLn(C)) is the
highest weight of V , then we write V = V λ and call V λ a “highest weight representation”
of λ.
For a more detailed look at the information provided in this chapter, we refer the reader
to [GW09].
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3 The Gini Index
3.1 The “Standard” Gini Index
Much of this first section has appeared in the Journal of Integer Sequences in a paper by
the author (see [Kop20]).
In part one of his 1912 book “Variabilità e Mutabilità” (Variability and Mutability),
the statistician Corrado Gini formulated a number of different summary statistics; among
which was what is now known as the Gini index - a measure that attempts to quantify how
equitably a resource is distributed throughout a population. Referring to “the” Gini index
can be misleading, as no fewer than thirteen formulations of his famous index appeared
in the original publication [CV12]. Since then, many others have appeared in a variety of
different fields.
The Gini index is usually defined using a construction known as a Lorenz Curve. In
“Methods of Measuring the Concentration of Wealth”, Lorenz defined this curve in the
following fashion. Consider a population of people amongst whom is distributed some fixed
amount of wealth. Let L(x) be the percentage of total wealth possessed by the poorest x
percent of the population. The graph y = L(x) is the Lorenz curve of the population [Lor05].
It is clear from this definition that L(0) = 0 (I.E., none of the people have none of the
wealth), L(1) = 1 (all of the people have all of the wealth), and L is non-decreasing. Since
any population of people must have finite size n, the function L(x) as defined above would
appear to be a discrete function on the set { k
n
: k ∈ Z and 0 ≤ k ≤ n}. However, in practice
L is often made continuous on the interval [0, 1] by linear interpolation [Far10].
If each person possesses the same amount of wealth, then the Lorenz curve for this
distribution is the line y = x, which we call the “line of equality”. The area between the
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line of equality and the Lorenz curve of a wealth distribution provides a measurement of the
wealth inequality in that population.
Figure 3.1: Area between the line of equality and a typical Lorenz curve
The maximum possible area of 1
2
arises from the distribution in which one person controls
all of the wealth (L(1) = 1, and L(x) = 0 for all x 6= 1). The Gini index of a distribution
is then defined by calculating the area between the line of equality and Lorenz curve of the








In this paper we consider distributions of a discrete indivisible resource in a finite popu-
lation, where the amount of that resource is equal to the number of people in the population.
There is a natural one-to-one correspondence between the set of such distributions with n
people, and the set of partitions of n. We will then define the Gini index of a partition in a
similar fashion as above.
17
3.2 The second elementary symmetric polynomial e2
The second elementary symmetric polynomial, e2, in n variables, x1, x2, . . . xn, is defined




Example 10. If λ = (4, 3, 1, 1) is a partition of 9, then
e2(λ) =
(
4(3 + 1 + 1) + 3(1 + 1) + 1(1)
)
= 27.
We will make use of the following result.















Proof. Let λ = (λ1, λ2, . . . , λn) be a partition of n. Note that
∑n











































































































3.3 The Gini Index of an Integer Partition
As previously stated, we restrict our study of the Gini index to finite populations where
the amount of a discrete indivisible resource is equal to the size of the population. In other
words, there is one of said resource available for each person. The distributions of n of such
a resource amongst n people is in one-to-one correspondence with the integer partitions of
n.
Example 12. If there are 4 dollars in a population of 4 people, then the partition (3, 1) of
4 would correspond to one person having 3 dollars, one person having 1 dollar, and the two
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remaining people having nothing. Whereas the partitions (1, 1, 1, 1) and (4) correspond to
completely equitable and completely inequitable distributions, respectively.
Given a partition λ = (λ1, . . . , λn) of a positive integer n (padded with zeros on the
tail, if necessary), the Lorenz curve of λ, Lλ : [0, n] −→ [0, n], is defined as Lλ(0) = 0, and
Lλ(x) =
∑n
i=n−k+1 λi, where 1 ≤ k ≤ n is the unique positive integer such that x ∈ (k−1, k].
In other words, for k from 1 to n, the Lorenz curve of λ on the interval (k− 1, k] is the sum
of the last k parts of λ, λn +λn−1 + · · ·+λn−k+1. Since total equality corresponds to the flat
partition (1n), using the above definition for the Lorenz curve of a partition, we find that
the line of equality is given by y = dxe.
Figure 3.2: The line of equity (dashed) and the Lorenz curve of the partition (3,2,1) of 6
(solid).
The standard Gini index is calculated by finding the area between the line of equality
and the Lorenz curve, and normalizing. In a similar fashion we define the Gini index, g, of
20























The ordinary Gini index is normalized to be between zero and one. For a fixed value of n,





on the partition (n) of n. So the Gini index





. As long as n, and g(λ) are
both known, the normalized Gini index of λ can always be calculated in this fashion. With
this in mind, we may disregard the normalization, and view g itself as the integer valued












have appeared in our formulas for e2 and g, respectively. It is known (cf. [GK86]) that these
two quantities are equal. This fact, in conjunction with Lemma 11 yield some interesting
results.
Proposition 13. If λ is an integer partition, then g(λ) = e2(λ̃), where λ̃ is the conjugate
partition of λ.
In light of Lemma 11, this result follows from statements in [GK86]. These statements
are, however, given without proof, so we will now provide proofs of these facts.




i=1 λi = n. We can calculate g(λ) by filling the Young diagram of shape λ with num-
bers, where the entry in any box counts the number of boxes in that column that are strictly
above it. For example, for the partition (4, 3, 1, 1), we would have





Then the sums of the values in each row are
∑(
Entries in row 1
)
= 0λ1,∑(
Entries in row 2
)
= 1λ2,∑(




Entries in row n
)
= (n− 1)λn.
Summing all values in the Young diagram of λ yields
∑n























(i− 1)λi = g(λ).
We can calculate e2(λ) similarly by forming a Young diagram of shape λ where each each
box’s entry counts the number of boxes in the same row that are strictly to the left of its
own. Again using (4, 3, 1, 1) as an example, we would have






In general, the ith row of the diagram for λ will be of the form
0 1 . . . λi−2 λi−1
,





. Summing all of the entries in the





























where the last equality is by Lemma 11. Since g(λ) is calculated by counting boxes in the
columns of the Young diagram of λ, and e2(λ) is calculated by counting boxes in the rows,
it follows that g(λ) = e2(λ̃).
Proposition 14. Let λ and µ be partitions of n. If µ ≺ λ then g(µ) < g(λ) and e2(λ) <
e2(µ).
The normalized Gini index on Rn, discussed in [MOA11], is equal to 2g
n2
when restricted
to Pn. This function is known to be strictly Schur convex, so Proposition 14 can be partially
deduced from this fact. A complete proof of Proposition 14 that does not utilize these facts
is presented below.
Proof. Let λ = (λ1, λ2, . . . , λn) and µ = (µ1, µ2, . . . , µn) be partitions of n (padded with
zeros in their tails, if necessary). Suppose that λ covers µ, I.E. there is no partition ρ of n
such that µ ≺ ρ ≺ λ. Now λ covers µ if and only if
λi = µi + 1,
λk = µk − 1, and
λj = µj,
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for all j 6= i or k, and either k = i+ 1 or µi = µk [Bry73]. In other words, λ covers µ if and
only if all but two of the rows (row i and k, with i < k) in the Young diagrams of λ and µ
are of the same length, and the diagram of λ can be obtained from that of µ by removing
the last box from the kth row, and appending it to end of the ith row.
Begin with the Young diagram of µ and, as in the proof of Proposition 13, fill the diagram
with numbers so that each box’s entry counts the number of boxes weakly to the left of it.
0 1 . . . µ1−4 µ1−3 µ1−2 µ1−1
...
0 1 . . . µi−2 µi−1
...
0 1 . . . µk−2 µk−1
...
0 1 . . . µn−1
From row k we remove the box containing µk−1 and append it to the end of row i to obtain
a diagram of shape λ.
0 1 . . . µ1−4 µ1−3 µ1−2 µ1−1
...
0 1 . . . µi−2 µi−1 µk−1
...
0 1 . . . µk−2
...
0 1 . . . µn−1
But i < k, hence µk − 1 ≤ µi − 1, and the corresponding filling of the diagram for λ would
have the last cell in row i containing µi, which is strictly greater than µk − 1. Thus the sum
24
















































































(µi)(µi + 1− µi + 1) + (µk − 1)(µk − 2− µk + 1)
2
=
2µi + 1− µk
2
> 0.
So e2(µ) > e2(λ). Moreover µ ≺ λ if and only if λ̃ ≺ µ̃. Hence µ̃ covers λ̃, and by Proposition
13, g(µ) < g(λ). The general case follows by transitivity.
3.4 Antichains in the Dominance Order
The converse of Proposition 14 does not hold, in general, as seen in Example 15.
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Example 15. Let λ = (5, 5) and µ = (6, 2, 2) be partitions of n = 10. Then
g(µ) = 39 < g(λ) = 40, and
e2(λ) = 25 < e2(µ) = 28,
but µ ⊀ λ.
The contrapositive of Propasition 14, however, provides us with an easily calculated lower
bound on the width of Pn.
Corollary 16. (Contrapositive to Prop. 14) Let λ 6= µ be partitions of n. If
g(µ) = g(λ),
e2(µ) = e2(λ),
g(µ) > g(λ) and e2(µ) > e2(λ), or
g(µ) < g(λ) and e2(µ) < e2(λ),
then λ and µ are incomparable.
In other words, we can find lower bounds on the size of the maximal level set of g on Pn.
As we will see shortly, these lower bounds can be calculated using the generating function
of Proposition 18.
It is often useful in Algebraic Combinatorics to record a discrete data set in the coefficients
or powers of a formal power series. We call these power series “generating functions” for the
data set. By “formal” we mean that the convergence of the series is immaterial. Any variables
appearing in the series are taken as indeterminates rather than numbers. Alternatively, one
may consider a formal power series as an ordinary power series that converges only at zero.
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Perhaps the most widely known example of a generating function is that of the integer
partition function, P (n), which counts the number of partitions of the integer n.
Example 17. n = 5 has partitions
(1, 1, 1, 1, 1), (2, 1, 1, 1), (2, 2, 1), (3, 1, 1), (3, 2), (4, 1), and (5),
so P (5) = 7.









Where P (0) is defined to be 1.


































































































2)x16 + · · ·
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· · · · .
















where each of the terms correspond to the partitions
(1, 1, 1, 1), (2, 2), (3, 1), (2, 1, 1), and (4),
respectively, by





This is true, in general, for the coefficient of xn, for all positive integers n. To see this,
consider the coefficient on xn in the power series expansion of equation 3.1. If we set q = 1
in the product of equation 3.1, we obtain the generating function of P (n) (the number of
partitions of n). Hence there are P (n) different ways to obtain a power of xn. So the xn
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where aj,i, λj,i > 0, and
∑mj














in equation 3.2 comes from a different term of the product in equation 3.1,














is a partition of n, where λj,i is repeated aj,i times.
Again, using the generating function for P (n), the ways of writing xn as a product∏
i x
(aj,iλj,i) (where aj,iλj,i > 0) is in bijection with the partitions of n. Since each of the
sums
∑mj








are all distinct for different values of j. In other words, every partition
(λ
aj,1
j,1 , . . . , λ
aj,mj
j,mj



































Finally, by Proposition 13, we have that the general coefficient on xn in the power series
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We can use G(q, x) to find lower bounds on the width of Pn by calculating the cardinalities
of the maximum level sets of g on Pn. In particular, the “size” of these level sets will be








2 )−g(λ))xn = qx+ (q2 + q3)x2 + (q3 + q4 + q6)x3
+ (q4 + q5 + q6 + q7 + q10)x4
+ (q5 + q6 + q7 + q8 + q9 + q11 + q15)x5
+ (· · ·+ 2q9 + · · · )x6 + (· · ·+ 2q10 + · · · )x7
+ (· · ·+ 2q11 + · · · )x8 + (· · ·+ 3q15 + · · · )x9
+ · · · .
So the size of the maximal level sets of g are 1, 1, 1, 1, 1, 2, 2, 2, and 3, on P1 through P9,
respectively.
Let b(n) denote the size of the maximal level set of g on Pn (A337206 in [OFI21]).
Proposition 14 implies that b(n) ≤ a(n) for all positive integers n, where a(n) is the size of
the maximum antichain in Pn (A076269 in [OFI21]). There are known asymptotic bounds
on a(n). The best known bounds follow from Dilworth’s Theorem; since P (n) (the number
of partitions of n) is clearly an upper bound on a(n), we have that a(n) ≥ P (n)/(h(Pn) +
1), where h(Pn) is the length of a maximal chain in Pn. This argument was applied in
[Ear13] without proof, so we will sketch the proof and use the same reasoning to acquire
an asymptotic lower bound on the sequence b(n). Formulas for the sequence h(Pn) have
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been known for some time, but the asymptotics were not fully understood until Greene and
Kleitman ( [GK86] ) proved that
h(Pn) ∼ (2n)3/2/3.
Combining this with the famous result of Hardy and Ramanujan ( [HR00] ),













































for all n > 1.
While not as “sharp” as the bound obtained via Dilworth’s Theorem, Proposition 19
shows that the level sets of the Gini index provide a good lower bound on the size of the
maximum antichain in Pn.
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3.5 Expected Value of the Gini Index on Pn
With the results from the previous section, a natural follow-up question would be, “What
is the expected value of the Gini index?” To formalize this question, we will view g as a








we assign the probability




That is, the probability that g = m is the number of partitions λ ∈ Pn such that g(λ) = m,
divided by the number of partitions of n. For a fixed valued of n ∈ N, computing the
expected value of the Gini index is as simple as calculating the partitions of n (which, in
reality, is not at all simple).













Their function values under g are
g((16)) = 0,
g((2, 14)) = 5,
g((22, 12)) = 8,
g((23)) = 9,
g((3, 13)) = 9,
g((3, 2, 1)) = 11,
g((32)) = 12,
g((4, 12)) = 12,
g((4, 2)) = 13,
g((5, 1)) = 14, and
g((6)) = 15.

































If λ ` n, then g(λ) < n only when λ = (1n). Hence the expected value of the Gini index
on Pn tends to infinity as n approaches infinity. A natural followup question is, “What is
the expected value of the Gini index on Pn when normalized by its maximum value, and
what is its end behavior?” In our example of n = 6, the “normalized” expected value of g is
































To determine the limit of these numbers (if it exists), we recall the generating function





















































































We have thus obtained a generating function for the sums of the outcomes of g on Pn, for
any n ∈ N. To determine the expected value of the normalized Gini index on Pn, one need






the maximum value of g on Pn times the number of partitions of n. To find the general form
for these coefficients, however, we will need to write the expression on the left as a formal
power series.
We can recognize the right hand term of the above product as the generating function
of the partition function, P (i). Moreover, the left hand term of the product is a Lambert
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is the so-called sum of divisors function, for x ∈ C.

































P (i)(σ1(n− i) + σ2(n− i))xn.


























P (n)(n2 + n)−
n−1∑
i=0
P (i)(σ1(n− i) + σ2(n− i))
)
xn.
We summarize these results in the following theorem.
Theorem 21. Let n > 1. The expected value of the normalized Gini index on the set Pn of
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P (i)(σ1(n− i) + σ2(n− i))
P (n)(n2 − n)
,
where P (n) is the number of partitions of n.
Table 3.1 contains the expected values of the Gini index on Pn for select values of n.
















Table 3.1: Expected value of g1 on Pn
The expected value is monotone increasing at all intermediate values.
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One of the questions at the start of this section regarded the asymptotic behavior of the
expected value in Theorem 21. Based on the experimental data in the above table, we make
the conservative conjecture that
lim
n→∞
E(g, Pn) = 1.
3.6 Further Generalizations
So far we have been working with the Gini index g defined on the set Pn of partitions of
a positive integer n. This corresponds to the “real life” situation in which n dollars are
distributed amongst n people. we can broaden our notion of the Gini index of a partition
by considering distributions of the following nature.
Suppose we have 6 dollars distributed amongst three people, where one person gets 4
dollars, one gets 2, and the last gets 0. This distribution corresponds to the partition
λ = (4, 2, 0) of 6. The most equitable distribution would be that in which all three people
have the same amount; that is, the partition µ = (2, 2, 2). It is clear that such distributions
are in bijection with those partitions of 6 with at most 3 parts.
To find the Lorenz Curve of λ, we pad its tail with zeros until it has 6 parts
λ = (4, 2, 0, 0, 0, 0).
Doing the same with µ, we obtain the graph in Figure 3.3 .
It would be sensible to define the Gini index of such a distribution to be the area between
the new line of equality and the Lorenz Curve of λ, which we see from the graph is 4. Noting
that the line of equality and the Lorenz curve of λ coincide on the interval [0, 3], we may
generalize our notion of a Lorenz curve as follows.
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Figure 3.3: The line of equality (dashed), the Lorenz curve of the partition (4,2,0) of 6
(solid), and the area between them (shaded).
Let n, k ∈ N. Suppose we have n individuals in a population, amongst whom is dis-
tributed nk dollars. Let λ = (λ1, . . . , λn) be the corresponding partition of nk with n parts
(padded with zeros on the tail if necessary). The most equitable distribution then corre-
sponds to the partition (kn) = (k, k, . . . , k) (with n parts), which we call the line of equality.
The Lorenz curve, Lnk,n,λ : [0, n] −→ [0, nk], is then defined by setting Lnk,n,λ(0) = 0,
and Lnk,n,λ(x) =
∑n
i=n−j+1 λi, where 1 ≤ j ≤ n is the unique positive integer such that
x ∈ (j − 1, j]. In other words, if x ∈ (j − 1, j], then
Lnk,n,λ(x) = λn + λn−1 + · · ·+ λn−j+1.
Using this definition, we see that the Lorenz curve of (kn), the “line of equality”, is given by
y = kdxe.
This definition clearly restricts to the previous definition of a Lorenz curve when k = 1. In
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this event, we will simplify our notation to Ln,n,λ = Lλ.
To generalize the notion of the Gini index, we note that the formulas from section 2.3






















As expected, we then define the Gini index of λ to be
gnk,n(λ) = b(k
n)− b(λ).
If k = 1, then we obtain the previous definition of the Gini index, and simplify our notation
to gn,n(λ) = g(λ).
This generalization, gnk,n, of the Gini index is featured prominently in Chapter 6.
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4 Kostka-Foulkes Polynomials
The Gini index, g of Chapter 3 is closely related to the representation theory of the symmetric
group, Sn. These connections are discussed at length in Chapter 5. The construction that
bridges the gap between the combinatorics we have seen thus far, and the representation
theory we will encounter later, is that of the so-called “Kostka-Foulkes” polynomials.
4.1 Kostka Numbers
Let λ be a partition of n. Recall that a semistandard tableau of shape λ is a filling of the
Young diagram of λ by positive integers in [n] that is
1. weakly increasing across each row, and
2. strictly increasing down each column.
To each tableaux, T , of shape λ ` n, there is an associated n-tuple of non-negative integers
µ = (µ1, . . . , µn) called the weight of T , where each µi records the number of times that i
appears as an entry in T . We will be especially interested in tableaux whose weights are
partitions.











has shape λ, and weight (17), and is a standard tableau.
As illustrated in the previous example, a semistandard tableau is standard if and only if
its weight is (1n).
A natural question to ask at this point would be, “what is the number of (semi) standard
tableaux of shape λ (and weight µ)? The answer when λ has weight (1n) is given by the
so-called hook length formula. Each box in a Young diagram λ determines a hook - which
consists of the boxes weakly below, and weakly to the right of that box. The hook length of
a box is the number of boxes in its hook.





each box is labeled with its hook length.
Theorem 24. (Frame, Robinson, and Thrall) Let λ be a partition of n. The number, fλ of





Where hλ(i, j) is the hook length of the box in the i
th row and jth column of λ.
Let λ and µ be partitions of n. We define the non-negative integer Kλ,µ to be the number
of semistandard tableaux of shape λ and weight µ. The number Kλ,µ is called a Kostka
number. The Kostka numbers, Kλ,µ, appear frequently throughout representation theory –
perhaps most famously as the multiplicity of the weight µ in an irreducible representation of
gln(C) with highest weight λ (also the multiplicity of the weight µ in the polynomial irrep
of GLn(C) with highest weight λ).
The Kostka numbers have a generalization called the Kostka-Foulkes polynomials (some-
times called the Kostka polynomials or q-Kostka polynomials). These polynomials encode
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information about the irreducible representations of the symmetric and general linear groups,
and relate the Gini index, as we know it, to representation theory. They are defined in terms
of the Schur polynomials, and Hall-Littlewood polynomials.
4.2 Schur Polynomials
Let λ be a partition of n with at most ` parts. The Schur polynomial, sλ(x1, . . . , x`), asso-





where the sum is over all semistandard tableaux T of shape λ using numbers from [`], and





number of times i occurs in T .




, and 1 2
2






It turns out that Schur polynomials are symmetric polynomials of degree n. In fact,
these polynomials form an orthonormal Z-basis for the ring of symmetric functions, Λ. Schur
polynomials are ubiquitous in representation theory, appearing in the representation theory
of general linear groups and symmetric groups. It is possible to define the Schur polynomials
in terms of these structures as follows.
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1. The Schur polynomials sλ, for λ ` n, are the images of the irreducible representations
of Sn under the Frobenius map.
2. The Schur polynomials sλ, for λ ` n, are the characters of the finite dimensional
irreducible (polynomial) representations of GLn(C).
For more on Schur functions, see [Ful97] chapters 7 and 8, or [Mac15] section 1.7.
4.3 Hall-Littlewood Polynomials
The Hall-Littlewood polynomials were originally defined to address a problem in group
theory. If G is a finite abelian p-group, then by the fundamental theory of finitely generated





where, without loss of generality, λ1 ≥ λ2 ≥ · · · ≥ λ` > 0. The partition λ = (λ1, . . . , λ`) is
called the type of G.
A family of symmetric polynomials called Hall polynomials (not to be confused with Hall-
Littlewood polynomials) arise from the following scenario. Given a finite abelian p-group G
of type λ, let Gλ
µ(1)...µ(k)
(p) denote the number of chains of subgroups
< 1 >= H0 / H1 / · · · / Hk = G
in G of type λ such that Hi/Hi+1 is of type µ
(i), where the µ(i) are integer partitions for
1 ≤ i ≤ k ( [Mac15], [DLT94]). Hall formally introduced these numbers in [Hal57] and proved
several important results - among them was that Gλ
µ(1)···µ(`)(p) is a symmetric polynomial
in p. Moreover, the these polynomials can be used as the multiplication constants of a
commutative and associate algebra H called the Hall algebra. Littlewood found in [Lit61]
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` is the number of parts of λ, and the Pλ(q) are called the Hall-Littlewood polynomials. These
polynomials are defined by


















where m(i) is the number of times that i occurs in λ. It turns out that the Hall-Littlewood
polynomials, like the Schur polynomials, are homogeneous symmetric functions of degree
|λ|, and form a Z-basis for Λ. They too, like the Schur polynomials, are ubiquitous in
representation theory, appearing in the character theory of finite linear groups, and projective
and modular representations of symmetric groups ( [DLT94] ).
4.4 Kostka Foulkes Polynomials






1 · · · xσ(λn)n ,
are yet another Z-basis for the ring of symmetric function, Λ. Moreover, since
Pλ(x1, . . . , xn; 0) = sλ(x1, . . . , xn),
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and
Pλ(x1, . . . , xn; 1) = mλ(x1, . . . , xn),
we see that the Hall-Littlewood polynomials interpolate between the Schur polynomials and
the monomial symmetric functions. The entries of the transition matrix from mµ to sλ are





The Kostka numbers can be generalized by substituting the Hall-Littlewood polynomials




Kλ,µ(t)Pµ(x1, . . . , xn; t)
Here, the Kλ,µ(t) are called the Kostka-Foulkes polynomials. It was conjectured by Foulkes
that the polynomials Kλ,µ(t) have non-negative integer coefficients. This was eventually
proven by Lascoux and Schutzenberger in [LS78] using the notion of the charge of a partition
– their result is now given.




c(T ), where the sum is over all semistandard tableaux T of shape λ and
weight µ.
2. If λ  µ, then Kλ,µ(t) is monic of degree b(µ)− b(λ). If λ  µ then Kλ,µ(t) = 0.
The function c in the theorem is a combinatorial statistic known as the charge of the
tableaux T . The charge statistic has a somewhat complicated definition, so we opt to explain
it through example.
Example 27. Let T be the tableaux of shape λ = (4, 2, 1) and weight µ = (3, 2, 1, 1) given
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by




First we form the reading word of T , which we denote by w(T ), by reading T from right to
left in consecutive rows, starting from the top.
w(T ) = 2111423
Next we find the standard subwords of T by finding the first 1 in w(T ), and underlining
it. Then we find the first 2 in w(T ) occurring to the right of the 1 that was underlined –
looping back to the beginning if necessary. Continuing in this fashion until one of each of
the numbers from 1 to `(µ) has been underlined (where `(µ) is the number of parts of µ).
w(T ) = 2111423
Removing the underlined numbers from w(T ) yields the first standard subword,
w1 = 1423.
To find the second standard subword, we perform the same procedure on the leftover num-
bers,
211,
which yields a second standard subword of
w2 = 21,
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and a third standard subword of
w3 = 1.
The charge of a standard subword is defined by the following algorithm. To find the charge
of w1, we mark the number 1 with a subscript of 0. We proceed from 1 to the right. If we
encounter the number 2 before reaching the end of w1, we give it a subscript of 0. If we
have to loop around to the beginning, then we mark the 2 with a subscript of 1. In short,
the subscript on any number counts the amount of times we must loop back to the start in
order to reach that number when reading through the word from left to right, starting at





The charge of these standard subwords, is the sum of their subscripts:
c(w1) = 0 + 1 + 0 + 0 = 1,
c(w2) = 1 + 0 = 1,
c(w3) = 0.
The charge of the Tableaux (or equivalently, the charge of its reading word) is then defined
as the sum of the charges of its standard subwords. Hence c(T)=1+1+0=2.
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4.5 The Degree of Kλ,µ(t)
Let n, k ∈ N and let λ be a partition of nk into at most n parts. Recall that the Gini index





i=1(i− 1)λi, and (kn) = (k, k, . . . , k) is the so-called “flat” partition.
Since λ  (kn), for all partitions λ of nk with at most n parts, by the theorem of Lascoux
and Schützenberger, we have
Corollary 28. The Kostka-Foulkes polynomial Kλ,(kn)(t) is monic of degree gnk,n(λ). More-
over
gnk,n(λ) = max {c(T ) : T is a semistandard tableaux of shape λ and weight (kn)} .
The Kostka-Foulkes polynomials encode information about the irreducible representa-
tions of the symmetric and general linear groups, and therefore Corollary 28 frames the Gini
index within the context of representation theory. We will elaborate on, and explore these
connections in the subsequent chapters.
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5 The Gini Index and Complex Reflection Groups
Let n be a positive integer and λ a partition of n. For each Specht module Sλ (an irreducible
representation of Sn) there is a special polynomial called the “graded multiplicity” of S
λ in
the coinvariants, which encodes how the coinvariant ring of Sn decomposes with respect to
Sλ. It turns out that the Kostka-Foulkes polynomial Kλ̃,(1n) is the graded multiplicity of S
λ
in the coinvariants. We will see that the degrees of the graded multiplicity polynomials of
Sn are exactly the values of the Gini index g (= gn,n) on Pn.
The symmetric group is a member of a broader family of finite groups known as “complex
reflection groups”. Using graded multiplicity polynomials, we will extend the notion of the
Gini index to all other complex reflection groups, and provide formulas for the Gini index
for dihedral groups.
5.1 The Symmetric Group
Let n be a positive integer and V ∼= Cn be the defining representation of Sn, and fix a basis
x1, x2, . . . , xn for V . In other words, if x denotes the column vector (x1, x2, . . . , xn)
t, then Sn
acts on V by
σx = (xσ(1), xσ(2), . . . , xσ(n))
t,
where σ ∈ Sn. By C[V ] we mean the ring of polynomials C[V ] ∼= C[x1, x2, . . . , xn], obtained
by treating each basis vector as an indeterminant. If f ∈ C[V ], then we can define an action
of Sn on C[V ] by
(σf)(x) = f(σx).
This action turns C[V ] into an infinite dimensional representation of Sn. Since every poly-







where C[V ]d = {f ∈ C[V ] : f is a homogeneous polynomial of degree d}. Thus we say that
C[V ] is a graded representation of Sn. Note that each graded component is a finite dimen-
sional Sn-representation, with basis given by the collection of all monomials in x1, . . . , xn of
total degree d.
A polynomial f ∈ C[V ] is called symmetric if
σf = f
for all σ ∈ Sn. The collection of all symmetric polynomials in C[V ] forms a subring of C[V ]
called the ring of symmetric polynomials in n-variables, which we denote by Λn. That is,
Λn = {f ∈ C[V ] : σf = f for all σ ∈ Sn}.
The symmetric polynomials are generated (as a C-algebra) by the power sum symetric





2 + · · ·+ xin.
In other words,
Λn ∼= C[p1, . . . , pn].
The ring of coinvariants of Sn is the quotient ring
C[V ]Sn = C[V ]/(p1, . . . , pn)
by the ideal generated by the symmetric polynomials with no constant term. The ring of
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symmetric polynomials and the coinvariant ring are also graded representations of Sn, and









where Λdn = Λn∩C[V ]d, and C[V ]dSn = C[V ]Sn ∩C[V ]
d. The graded components of these rep-
resentations are finite dimensional representations of Sn, and therefore decompose into finite
direct sums of irreducible representations. What makes the coinvariant ring of particular
interest, is that it is a graded representation that is isomorphic to the regular representation
of Sn [Sta79]. This fact will be important when defining the Gini index of an irreducible
representation of Sn.
An interesting question one might ask at this point is, “how do the graded components
of the coinvariant ring decompose into sums of irreducible representations?” To address
this question, we recall that the irreducible representations of the symmetric group Sn are
indexed by the partitions of n, and unlike most other finite groups, there is a canonical way
to index them using Specht Modules (as seen in Chapter 2). Under this identification, the
partition (n) indexes the trivial representation and (1n) indexes the sign representation.
Let λ be a partition of n, and let Sλ be the corresponding irreducible representation
(Specht module) indexed by λ. Denote by [Sλ : C[V ]dSn ] the multiplicity of S
λ in the
homogeneous degree d coinvariants of Sn. The graded multiplicity polynomial of S
λ in the




[Sλ : C[V ]dSn ]t
d.
It has been known for some time (a result likely due to Frobenius) that the graded
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multiplicities of the symmetric group are exactly the Kostka-Foulkes polynomials ( [DLT94]).
Theorem 29. Let λ be a partition of n indexing a irreducible representation Sλ of Sn (in
the usual way). Then
pλ(t) = Kλ̃,(1n)(t)
By applying Theorem 26, we obtain the following corollary which frames the “ordinary”
Gini index, g, within the context of the representation theory of the Symmetric group.
Corollary 30. Let λ be a partition of n indexing a irreducible representation Sλ of Sn. The
Gini index of Sλ, gSn(S




We see here that, for the symmetric group, the degree of the graded multiplicity poly-
nomial pλ yields the Gini index of the conjugate partition λ̃. We accommodate for this
by asserting that the Gini index of a irreducible representation Sλ of the Symmetric group
Sn is the degree of the graded multiplicity polynomial pλ̃. This adjustment is to force the
Gini index of the partition λ to equal that of the irreducible representation Sλ. Since their
irreducible representations do not have a canonical indexing, we will not encounter these
difficulties when defining the Gini index for other complex reflection groups.
At this point the relationship between the degree of the graded multiplicity polynomial
and the Gini index may appear a bit forced. In the next chapter, we will see that this trend
grows even stronger when we consider the graded multiplicities of irreducible representations
of linear algebraic groups.
5.2 Examples for Sn
Example 31. The Gini indices of S3 irreps.
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The symmetric group S3 acts on C3 by permuting coordinates, and therefore acts on
C[x1, x2, x3]. The symmetric polynomials in 3 variables, Λ3, are generated by the power sum
polynomials:
Λ3 = C[x1 + x2 + x3, x21 + x22 + x23, x31 + x32 + x33].
The partitions of n = 3 are
(1, 1, 1), (2, 1), and (3).
These correspond to the sign representation, standard representation, and trivial represen-
tation, respectively. The standard tableaux of shape λ, for all λ ` 3 are




Standard tableaux of (2, 1) : T2 = 1 2
3
, T3 = 1 3
2
, and
Standard tableaux of (3) : T4 = 3 2 1 .
The charge statistics of these tableaux are 0, 2, 1, and 3, respectively. By Theorem 26, the
corresponding Kostka-Foulkes polynomials are
K(1,1,1),(13)(t) = 1,
K(2,1),(13)(t) = t




By Corollary 30 we find that the Gini indices of the irreducible representations of S3 are
gS3(S
(1,1,1)) = deg(p(3)(t)) = deg(K(13),(13)(t)) = 0,
gS3(S
(2,1)) = deg(p(2,1)(t)) = deg(K(2,1),(13)(t)) = 2, and
gS3(S
(3)) = deg(p(1,1,1)(t)) = deg(K(3),(13)(t)) = 3.
Comparing these values to the “ordinary” Gini indices of
g((1, 1, 1)) = 0,
g((2, 1)) = 2, and
g((3)) = 3,
we find, as desired, that they are equal.
Example 32. The Gini indices of S4 irreps. The partitions of n = 4 are
(1, 1, 1, 1), (2, 1, 1), (2, 2) (3, 1), and (4).
These label the irreducible representations of S4 as follows
S(1,1,1,1) = The sign representation,
S(2,1,1) = The standard representation,
S(2,2) = (No name),
S(3,1) = sign ⊗ standard, and
S(4) = The trivial representation.
The standard tableaux of shape λ (for all λ ` 4), and their corresponding charge statistics
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are given in figure 5.1.





λ = (2, 1, 1) : 1 2
3
4
charge = 3, 1 3
2
4




λ = (2, 2) : 1 2
3 4
charge = 4, 1 3
2 4
charge = 2
λ = (3, 1) : 1 2 3
4
charge = 5, 1 2 4
3
charge = 4, 1 3 4
2
charge = 3
λ = (4) : 1 2 3 4 charge = 6
Figure 5.1: Standard tableaux of shapes λ ` 4 and their charge statistics.
By Theorem 26, the corresponding Kostka-Foulkes polynomials are
K(14),(14)(t) = 1,
K(2,1,1),(14)(t) = t








By Corollary 30 we find that the Gini indices of the irreducible representations of S4 are
gS4(S
(14)) = deg(p(4)(t)) = deg(K(14),(14)(t)) = 0
gS4(S
(2,1,1)) = deg(p(3,1)(t)) = deg(K(2,1,1),(14)(t)) = 3
gS4(S
(2,2)) = deg(p(2,2)(t)) = deg(K(2,2),(14)(t)) = 4
gS4(S
(3,1)) = deg(p(2,1,1)(t)) = K(3,1),(14)(t) = 5, and
gS4(S
(4)) = deg(p(14)(t)) = deg(K(4),(q4)(t)) = 6.
Comparing these values to the “ordinary” Gini indices of
g((1, 1, 1, 1)) = 0,
g((2, 1, 1)) = 3,
g((2, 2)) = 4,
g((3, 1)) = 5, and
g((4)) = 6.
we find, as desired, that they are equal.
5.3 Invariants of Complex Reflection Groups
One might wonder whether the structures in the Section 5.1 occur similarly for other finite
groups. This is not the true in general, as the results of Section 5.1 relied heavily on the
fact that every polynomial can be uniquely written as a finite sum of symmetric polynomials
multiplied by co-invariant polynomials. That is, there is an isomorphism
Λn ⊗ C[V ]Sn −→ C[x1, . . . , xn].
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This behavior can be attributed to the fact that the ring of symmetric polynomials is a
finitely generated polynomial ring. Without this additional structure, the invariant ring
C[V ]G is quite difficult to understand. It was shown by Shephard and Todd in [ST54]
that the finite groups whose invariant ring has such a structure are precisely the so-called
“complex reflection groups”.
A linear transformation r ∈ GLn(C) is called a complex reflection if r has finite order
and r fixes a complex hyperplane (a co-dimension 1 subspace of Cn) pointwise. A complex
reflection group, G, is a finite subgroup of GLn(C) that is generated by complex reflections.
Let G be any finite group acting on a finite dimensional complex vector space V . Let
x1, x2, . . . , xn be a basis for V , and let x = (x1, . . . , xn)
t be the column vector of basis
elements. Just as with the symmetric group, we can extend the action of G on V to an
action on C[V ] = C[x1, . . . , xn] by defining
(gf)(x) = f(gx),
for any g ∈ G and f ∈ C[V ]. Then C[V ] is an infinite dimensional graded representation of
G, and is graded by homogeneous degree. An element f ∈ C[V ] is called an invariant of G
(or a “G-invariant”) if
gf = f,
for all g ∈ G. The collection of all invariants of G is a ring, and is called the invariant ring
of G; for this we will use the notation
C[V ]G = {f ∈ C[V ] : gf = f for all g ∈ G}.
The aforementioned result due to Shephard and Todd, and later expanded by Chevalley
in [Che55], is now presented.
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Theorem 33. (Shephard-Todd-Chevalley Theorem) Let V be a finite dimensional complex
vector space, and let G be a finite subgroup of GL(V ). The following are equivalent:
1. G is a complex reflection group.
2. There are ` algebraically independent non-constant homogeneous polynomials f1, f2, . . . , f` ∈
C[V ] such that
C[V ]G = C[f1, . . . , f`], and
|G| = deg(f1) · deg(f2) · · · · · deg(f`).
Shephard and Todd proved this result by deriving a full classification of such groups.
The complex reflection groups consist of 34 exceptional groups, and three infinite families;
the symmetric, cyclic, and “imprimitive” groups - the last of which contains the dihedral
groups, which we will examine in detail later in this chapter.
5.4 Graded Multiplicities and the Gini Index
Let V be a n-dimensional complex vector space with fixed basis x1, . . . , xn, G ⊆ GL(V ) a
complex reflection group, and C[V ]G = C[f1, . . . , f`] the invariant ring of G. The coinvariant
ring of G is quotient ring
C[V ]G = C[V ]/(f1, . . . , f`)
by the ideal generated by the invariant ring generators. As was the case with the sym-
metric group, the invariant ring and coinvariant ring of a complex reflection group G are
graded representations of G. Furthermore, the coinvariant ring is isomorphic to the regular






be the gradation of the coinvariant ring of G by homogeneous degree d, where
C[V ]dG = {f ∈ C[V ]G : f is homogeneous of degree d}.
Let V λ be an irreducible representation of G indexed by an irreducible character λ of G.
Denote by [V λ : C[V ]dG] the multiplicity of V λ in the homogeneous degree d coinvariants of




[V λ : C[V ]dG]td.
In [Sta79], Stanley proved that the graded multiplicity of a irreducible representation can be
calculated using Molien’s Theorem as follows.
Theorem 34. (Stanley) Let f1, . . . , f` be the generators of C[V ]G, where G ⊆ GL(V ) is a
complex reflection group, and set di = deg(fi). Let λ be an irreducible character of G, and











det(I − tT )
.
We define the Gini index of an irreducible representation of a complex reflection group as
follows. If G is the symmetric group Sn, then the Gini index of a irreducible representation
Sλ (indexed by the partition λ ` n) is, as before, the degree of the graded multiplicity
polynomial of the “conjugate” representation:
gSn(S
λ) = deg(pλ̃(t)) = deg(Kλ,(1n)(t)).
If G is any other complex reflection group, we define the Gini index of an irreducible repre-
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sentation V λ (indexed by an irreducible character λ) by
gG(V
λ) = deg(pλ(t))
The conjugation performed when calculating the Gini index of a irreducible representation
of Sn is necessary, as (unlike most other finite groups) the irreducible representations of Sn
have an accepted standard indexing, and we want gSn to agree with the Gini index defined
on the index set Pn. No adjustments are necessary for other complex reflection groups, as
the indexing of their irreducible representations is not standardized.
Recall that the coinvariant ring C[V ]G of a complex reflection group G is isomorphic
to the regular representation of G; that is, the representation of G acting on itself by left
translations. The regular representation of a finite group G always decomposes as the direct







where each irreducible representation V λ of G occurs with multiplicity equal to its dimension.
in other words, every irreducible representation of G occurs in the decomposition of the
regular representation of G, and therefore occurs in the decomposition of the coinvariant
ring of G. Thus the Gini index gG is well defined.
5.5 The Gini Index of an Irreducible Representation of the Dihedral Group
Let n ≥ 3. The dihedral group D2n of order 2n is an example of a complex reflection group,
and belongs the infinite family of “imprimitive” complex reflection groups. We will describe
the irreducible characters of D2n and fix an indexing for these characters. We will then
apply Stanley’s theorem to determine formulas for the Gini index gD2n , based on our choice
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of index set.
The dihedral group of order 2n, when viewed as the group of rigid motions of the regular
n-gon, is generated by a rotation r by 2π
n
radians and a reflection s, with relations
D2n = 〈s, r : s2 = rn = 1, srs = r−1〉,
where 1 is the group identity. All rotations in D2n are of the form r
k, and all reflections are
of the form srk, for 1 ≤ k ≤ n. Using these facts, we can write out explicit formulas for
the irreducible representations of D2n. The dihedral group only has 1- and 2-dimensional
irreducible representations, but the number of irreps with these dimensions depends on the
parity of n.
If n is odd, D2n has two 1-dimensional irreps, whereas D2n has four 1-dimensional irreps










Table 5.2: 1-dimensional characters of D2n when n is even




− 1 2-dimensional irreps, whereas D2n has n−12 2-dimensional irreps if n is even.
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where 1 ≤ k ≤ n and 0 < j < n
2
indexes the 2-dimensional irreps.
Example 35. The left regular representation ρ : D6 −→ GL6(C) is the representation
afforded by the left action of D6 on itself. In terms of matrices, ρ is defined by
ρ(s) =

0 1 0 0 0 0
1 0 0 0 0 0
0 0 0 0 1 0
0 0 0 0 0 1
0 0 1 0 0 0





0 0 1 0 0 0
0 0 0 0 0 1
0 0 0 1 0 0
1 0 0 0 0 0
0 1 0 0 0 0
0 0 0 0 1 0

.
By the above discussion, since D6 = D2·3, and 3 is odd, D6 has two 1-dimensional irreps, χ
1
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and χ2, and one 2-dimensional irrep, ρ1. The left regular representation ρ is 6-dimensional,
and decomposes as
ρ = χ1 ⊕ χ2 ⊕ 2ρ1.
Each irreducible representation appears in the decomposition of ρ with multiplicity equal to
its dimension, which is true for the left regular representation of any finite group.
To determine formulas for the graded multiplicity polynomials of D2n, we represent D2n
as a subgroup of a general linear group GL2(C) via the (faithful) representation ρ1. Under











f1(x1, x2) = x1x2 and





are algebraically independent, and are also invariants of D2n. Moreover, since
deg(f1) · deg(f2) = 2n,
by the Shephard-Todd-Chevalley theorem, these polynomials generate the ring of invariants
of D2n. That is,
C[x1, x2]D2n = C[f1, f2].
We will now apply Stanley’s theorem to the dihedral group to acquire formulas for the
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graded multiplicity polynomials, and in turn, the Gini index gD2n .
Let n ≥ 3. D2n has at least two 1-dimensional irreducible representations, χ1 and χ2.
Since these representations are 1-dimensional, they are the same as their characters, and we





































where ω = e2πi/n. Similarly, we find that
pχ2(t) = t
n,





To determine the graded multiplicity polynomials of the 2-dimensional irreps ρj, we first
calculate their characters χj:
χj(sr
k) = 0 and
χj(r
k) = 2 cos(2πjk/n),
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for 1 ≤ k ≤ n and 0 < j < n/2. Applying Stanley’s theorem yields
pχj(t) = t
n−j + tj.
The values of the Gini index gD2n on the irreducible representations of the dihedral group






χ1 1 1 0
χ2 1 tn n
χ3 (for n even) 1 tn/2 n
2
χ4 (for n even) 1 tn/2 n
2
ρj (0 < j < n/2) 2 t
n−j + tj n− j
Table 5.3: Values of the Gini Index gD2n on an irreducible representation of D2n.
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6 The Gini Index and Connected Reductive Linear Algebraic Groups
Let n and k be positive integers, and let α be a decreasing sequence of n integers. Such
sequences index the irreducible rational representations, V α, of GLn(C). As was the case
with complex reflection groups, GLn(C) has certain graded representations of invariants
and harmonics that exhibit special properties. To the representation V α we associate a
polynomial, pα, which is again called the “graded multiplicity” of V
α in the harmonics. To
the sequence α there is also an associated pair of partitions λ and µ of nk, and it turns out
that the Kostka-Foulkes polynomial Kλ,µ is the graded multiplicity of V
α in the harmonics.
We will see that the degrees of the graded multiplicity polynomials pα are exactly the values
of the Gini index gnk,n on Pnk.
The general linear group is the principle example of a connected reductive linear algebraic
group. Using graded multiplicities, we will extend the notion of the Gini index to all other
connected reductive linear algebraic groups.
6.1 Harmonics of Connected Reductive Linear Algebraic Groups
Let G be a connected reductive linear algebraic group over C. The general linear group
belongs to this family, as does any semisimple linear algebraic group. Let V be a n-
dimensional rational representation of G, and choose a basis x1, x2, . . . , xn for V . Let
C[V ] = C[x1, x2, . . . , xn] denote the algebra of polynomial functions on V . This algebra





where C[V ]d is the vector space of homogeneous degree d polynomials in C[V ]. Just as we
defined the invariant and coinvariant rings of a complex reflection group, we can define the
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invariant and coinvariant rings of a linear algebraic group G. Let
C[V ]G = {f ∈ C[V ] : gf = f for all g ∈ G}
be the ring of G-invariant polynomials in C[V ]. The coinvariant ring of G is the quotient
C[V ]G = C[V ]/C[V ]G+,
of the full polynomial ring by the ideal C[V ]G+ of G-invariant polynomials without constant
term. When discussing the coinvariants of a linear algebraic group it is more common to




and, for f ∈ C[V ], define
f(∂) = f(∂1, ∂2, . . . , ∂n).
The constant coefficient differential operators on C[V ] is the set
D(V ) = {f(∂) : f ∈ C[V ]}.
Denote by D[V ]+ the set of differential operators without constant term, and by D[V ]G+ the
set of G-invariant differential operators with no constant term. The module of G-harmonic
polynomials defined as
H(V ) = {f ∈ C[V ] : ∆f = 0 for all ∆ ∈ D(V )G+}.
The G-harmonic functions, and G-coinvariants are isomorphic as graded representations of
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where Hd(V ) = H(V ) ∩ C[V ]d. This fact is non-trivial, since it says that if a function is
harmonic, then so are its homogeneous components. In general, every polynomial function
can be expressed as a sum of G-invariant functions multiplied by G-harmonic functions. In
other words, there is a surjection
C[V ]G ⊗H(V ) −→ C[V ] −→ 0
obtained by linearly extending multiplication. This corresponds to the separation of vari-
ables that one does when studying the Laplace operator in two dimensions. The two tensor
components correspond to the decomposition into radial and spherical parts, respectively.
A guiding question in the study of G-harmonic functions was (and is), “When is the above
map an isomorphism?” That is, when is the sum of products of invariants and harmonics
unique? Equivalently, when is C[V ] a free module over C[V ]G? This question was partially
answered by Kostant in his pivotal 1963 paper Lie group representations on polynomials
rings (see [Kos63]).
Let g denote the Lie algebra of G, and let Ad : G −→ GL(g) denote the Adjoint
representation of G, defined by
(Adx)(A) = xAx−1,
for x ∈ G and A ∈ g. Among the many results in [Kos63], Kostant proved that C[g] is a free
module over C[g]G, for any connected reductive group G.
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6.2 Graded Multiplicities and the Gini Index
Let G be a connected reductive linear algebraic group, and let g be the Lie algebra of G. Let
H(g) be the infinite-dimensional module of G-harmonic functions. The graded components
of H(g) are all finite dimensional, and since G is reductive, Hd(g) is completely reducible,
for each d ≥ 0. Given a dominant weight α ∈ P++(G) of G, what is the multiplicity,
[V α : Hd(g)] =?,
of V α in Hd(g), where V α is the irreducible rational representation of G with highest weight





[V α : Hd(g)]td,
which is called the graded multiplicity of V α in the G-harmonic functions. These polynomials
extract deep information in representation theory, but outside of Kostant’s setting, very little
is known about them. Hesselink showed in [Hes80] that if G is semisimple, then pα(t) can
be expressed as an alternating sum in terms of Kostant’s partition function. In particular,
if g is of Lie type A, then Hesselink’s alternating sum formula shows that pα(t) is equal to
a Kostka-Foulkes polynomial Kλ,µ(t), where λ and µ are integer partitions that depend (to
a certain extent) on α. This case is explored in the next section.
Kostant defined the generalized exponents of V α to be the exponents e1, e2, . . . , es of the









of V α in the G-harmonic functions. Due to the connections between pα(t) and the Kostka-
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Foulkes polynomials in Lie type A, we define the Gini index gG(V
α) of an irreducible rational
representation of G as the maximum of the generalized exponents,
gG(V
α) = max{e1, . . . , es},
or equivalently, as the degree of the graded multiplicity of V α in the G-harmonic functions,
gG(V
α) = deg(pα(t)).
Unlike the case of complex reflection groups, not every irreducible rational representation of
G occurs in the decomposition of the harmonics. So that gG is well defined, we will adopt
the convention that the degree of the zero polynomial is −∞. Thus if V α is an irreducible
rational representation of G, and pα(t) = 0, the Gini index is
gG(V
α) = −∞.
We will see in the following section that if G = GLn(C) and V α is an irreducible polyno-
mial representation of G, then the Gini index gGLn(C)(V
α) is given by the Gini index gnk,n(λ),
for a certain partition λ of nk.
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6.3 The Gini index of an irreducible representation of GLn(C)
As seen in Chapter 2, the highest weights of the irreducible rational representations of
GLn(C) are canonically indexed by the set of n-tuples of non-increasing integers. Let α =
(α1, α2, . . . , αn) and β = (β1, β2, . . . , βn) be two dominant weights of GLn(C). The sum α+β
is defined as a sum of vectors
α + β = (α1 + β1, α2 + β2, . . . , αn + βn).
The dominant weights of GLn(C) are equipped with a equivalence relation, under which
equivalent weights yield isomorphic highest weight representations. Two dominant weights,
α and β, are equivalent if there is a positive integer k such that
α = β + (kn),
where (kn) = (k, k, . . . , k) is the so-called “flat” partition of nk containing n values of k.
Let α = (α1, α2, . . . , αn) be a non-zero dominant weight of GLn(C) such that
α1 + α2 + · · ·+ αn = 0.
As α is non-zero, the last term, αn, in α is always negative. Let k be an integer with
k ≥ −αn, and define
λ = α + (kn).
Then λ is a partition of nk with at most n parts. If k = −αn, then λn = 0 so λ is a partition
of nk with at most n− 1 parts. The weights λ and α are both dominant weights of GLn(C),
and are equivalent; hence the corresponding irreducible highest weight representations V λ
and V α are isomorphic.
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Let α be a dominant weight of GLn(C). When does the irreducible representation V α
of GLn(C) of highest weight α appear in the graded decomposition of the harmonics of
GLn(C)? That is, when is the graded multiplicity polynomial pV α(t) nonzero? The answer,
due to Kostant, is that the only irreducible highest weight representations of GLn(C) with
positive multiplicity in H(g) are those with highest weights that sum to zero (c.f. [Kos63]).
Combining this fact with the details of the above discussion yields the following theorem
(originally shown in [DLT94]):
Theorem 36. Let V α be an irreducible representation of GLn(C) with highest weight α ∈ Zn
such that α1 ≥ · · · ≥ αn.
1. If α1 + . . .+ αn 6= 0, then pV α(t) = 0.
2. If α1 + . . .+ αn = 0, then
pV α(t) = Kλ,(kn)(t),
where k ≥ |αn|, and λ = α + (kn).
We then obtain the following corrolary, which characterizes the Gini index gGLn(C) on the
irreducible representations of GLn(C).
Corollary 37. Let V α be a irreducible representation of GLn(C) with highest weight α ∈ Zn
such that α1 ≥ · · · ≥ αn.
• If α1 + · · ·+ αn 6= 0, then
gGLn(C)(V
α) = −∞.




where k ≥ |αn| and λ = α + (kn).
By Theorem 26, we see that if α1 + · · ·+ αn = 0, then
gGLn(C)(V
α) = b((kn))− b(λ)
= gnk,n(λ).
In other words, if we disregard the irreducible representations whose highest weight α has
nonzero sum, the Gini index for GLn(C) is precisely the Gini index gnk,n defined on the set
of partitions of nk with at most n parts. Since the choice of k ≥ |αn| in theorem 37 was
immaterial, we obtain the following Corollary on the Gini index on partitions of nk with at
most n parts:
Corollary 38. Let n, and k be positive integers, and let λ be a partition of nk with at most
n parts. Let j ≥ k, and define
µ = λ− (kn) + (jn).
Then µ is a partition of nj with at most n parts, and
gnk,n(λ) = gnj,n(µ).
Example 39. To illustrate Corollary 38, suppose we have two populations of n = 5 people.
Amongst the first population is distributed nk = 15 dollars so that two people have 5 dollars
each, two have 2 dollars each, and one person has 1 dollar. That is, the first distribution
corresponds to the partition
λ = (5, 5, 2, 2, 1).
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Amongst the second population suppose there is distributed nj = 25 dollars in a fashion
corresponding to the partition
µ = (7, 7, 4, 4, 3)
Then the Gini indices of these distributions are
g15,5(λ) = b((3
5))− b(λ) = 11, and
g25,5(µ) = b((5
5))− b(µ) = 11.
The reasons for this equality become obvious when we look at the graphs of the Lorenz
curves of λ and µ, which are given in figures 6.1 and 6.2, respectively.
The Lorenz curve of µ is simply that of λ translated up 2-units. But that translation
increases the amount of money in circulation, and results in the line of equality also being
translated up 2-units — leaving the Gini index invariant.
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Figure 6.1: The line of equality (dashed), the Lorenz curve of the partition (5,5,2,2,1) of 15
(solid), and the area between them (shaded).
Figure 6.2: The line of equality (dashed), the Lorenz curve of the partition (7,7,4,4,3) of 25
(solid), and the area between them (shaded).
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6.4 Examples for GLn(C)
Example 40. Gini index of V (2,0,−2) on GL3(C) Suppose there are 6 dollars distributed
amongst 3 people, where one person has 4 dollars, one has 2, and the last person has 0
dollars. This distribution corresponds to the parition λ = (4, 2, 0) of 6. Letting n = 3 (the
number of people in the population), and k = 2 (the number of dollars per person in the most
equitable distribution), we can find the Gini index gnk,n of λ, as in Chapter 3, by calculating
g6,3((4, 2, 0)) = b((2, 2, 2))− b((4, 2, 0))
= (0 + 2 + 4)− (0 + 2 + 0)
= 6− 2
= 4.
The distribution λ = (4, 2, 0) corresponds to the GL3(C)-dominant weight
α = λ− (23)
= (4, 2, 0)− (2, 2, 2)
= (2, 0,−2).
The graded multiplicity of the highest weight representation V α of GL3(C) is given by the
Kostka-Foulkes polynomial
pV α(t) = Kλ,(23)(t),
which we will calculate using Theorem 18.
There are 3 semi-standard Young tableaux with shape λ = (4, 2) and weight (2, 2, 2).
These tableaux and their charges are given in Figure 6.3
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1 1 2 2
3 3
, charge = 4
1 1 3 3
2 2
, charge = 3
1 1 2 3
2 3
, charge = 2
Figure 6.3: Semi-standard Young tableaux with shape (4, 2) and weight (23), and their
corresponding charges.
Thus the Kostka-Foulkes polynomial (and graded multiplicity of V α) is
pV α(t) = Kλ,(23)(t) = t
4 + t3 + t2.
Therefore, the Gini index of V α is
gGL3(C)(V
α) = deg(pV α(t)) = 4,
and we see that g6,3(λ) = gGL3(C)(V
α).
Example 41. Gini index of V (2,1,0,−3) on GL4(C). Suppose there are 4 people in a
population, amongst whom is distributed 12 dollars, where one person has 5 dollars, one
has 4, one has 3 dollars, and the last has 0. This distribution corresponds to the partition
λ = (5, 4, 3, 0) of 12. Letting n = 4 (the number of people in the population), and k = 3
(the number of dollars per person in the most equitable distribution), we can find the Gini
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index gnk,n of λ, as in Chapter 3, by calculating
g12,4((5, 4, 3, 0)) = b((3, 3, 3, 3))− b((5, 4, 3, 0))
= (0 + 3 + 6 + 9)− (0 + 4 + 6 + 0)
= 18− 8
= 8.
The distribution λ = (4, 4, 3, 1) corresponds to the GL4(C)-dominant weight
α = λ− (34)
= (5, 4, 3, 0)− (3, 3, 3, 3)
= (2, 1, 0,−3).
The graded multiplicity of the highest weight representation V α is given by the Kostka-
Foulkes polynomial
pV α(t) = Kλ,(34)(t),
which we will calculate using Therem 26.
There are 8 semi-standard Young tableaux with shape λ = (5, 4, 3, 0) and weight (3, 3, 3, 3).
These tableaux and their charges are given in Figure 6.4, and show that the Kostka-Foulkes
polynomial (and graded multiplicity of V α) is
pV α(t) = Kλ,(34)(t) = t
4 + 2t5 + 2t6 + 2t7 + t8.
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1 1 1 2 3
2 3 3 3
4 4 4
, charge = 8 1 1 1 2 3
2 2 3 3
4 4 4
, charge = 7
1 1 1 2 3
2 2 3 4
3 4 4
, charge = 6 1 1 1 2 4
2 2 3 3
3 4 4
, charge = 6
1 1 1 2 2
2 3 3 4
3 4 4
, charge = 7 1 1 1 3 4
2 2 2 4
3 3 4
, charge = 4
1 1 1 2 4
2 2 3 4
3 3 4
, charge = 5 1 1 1 3 3
2 2 2 4
3 4 4
, charge = 5
Figure 6.4: Semi-standard Young tableaux with shape (5, 4, 3) and weight (34), and their
corresponding charges.
Therefore, the Gini index of V α is
gGL4(C)(V
α) = deg(pV α(t)) = 8,
and we see that g12,4(λ) = gGL4(C)(V
α).
Example 42. Gini index of V (3,2,−1,−4) on GL4(C) Suppose there are 4 people in a
population, amongst whom is distributed 16 dollars according to the partition λ = (7, 6, 3, 0).
Letting n = 4 (the number of people in the population), and k = 4 (the number of dollars
per person in the most equitable distribution), we can find the Gini index gnk,n of λ, as in
Chapter 3, by calculating,
g16,4((7, 6, 3, 0)) = b((4, 4, 4, 4))− b((7, 6, 3, 0))




The distribution λ = (7, 6, 3, 0) corresponds to the GL4(C)-dominant weight
α = λ− (44)
= (7, 6, 3, 0)− (4, 4, 4, 4)
= (3, 2,−1,−4).
The graded multiplicity of the highest weight representation V α of GL4(C) is given by the
Kostka-Foulkes polynomial
pV α(t) = Kλ,(44)(t),
which we will calculate using Theorem 26.
There are 16 semi-standard Young tableaux with shape λ = (7, 6, 3) and weight (4, 4, 4, 4).
These tableaux and their charges are given in Figure 6.5, and show that the Kostka-Foulkes
polynomial (and graded multiplicity of V α) is
pV α(t) = Kλ,(44)(t) = t
12 + 2t11 + 3t10 + 4t9 + 3t8 + 2t7 + t6.
Therefore, the Gini index of V α is
gGL4(C)(V
α) = deg(pV α(t)) = 12,
and we see that g16,4(λ) = gGL4(C)(V
α).
In each of these examples, we have computed the Gini index of a partition λ ` nk for
which λn = 0. Using Corollary 38, these Gini indices are equal to those of any µ = λ+ (j
n),
for any j ∈ N. The Kostka-Foulkes polynomials Kλ,(kn)(t) and Kµ,(jn)(t) will be equal, but
the semi-standard Young tableaux of shape µ and weight (jn) are more difficult to work
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1 1 1 1 2 3 4
2 2 2 4 4 4
3 3 3
, charge = 8 1 1 1 1 3 3 4
2 2 2 2 4 4
3 3 4
, charge = 6
1 1 1 1 2 2 4
2 2 3 3 4 4
3 3 4
, charge = 9 1 1 1 1 2 2 3
2 2 3 4 4 4
3 3 4
, charge = 10
1 1 1 1 2 3 3
2 2 2 4 4 4
3 3 4
, charge = 9 1 1 1 1 2 3 4
2 2 2 3 4 4
3 3 4
, charge = 7
1 1 1 1 3 3 3
2 2 2 2 4 4
3 4 4
, charge = 7 1 1 1 1 2 2 2
2 3 3 3 3 4
4 4 4
, charge = 12
1 1 1 1 2 3 4
2 2 2 3 3 4
3 4 4
, charge = 8 1 1 1 1 2 3 3
2 2 2 3 4 4
3 4 4
, charge = 8
1 1 1 1 2 2 2
2 3 3 3 4 4
3 4 4
, charge = 11 1 1 1 1 2 2 4
2 2 3 3 3 4
3 4 4
, charge = 10
1 1 1 1 2 2 3
2 2 3 3 4 4
3 4 4
, charge = 9 1 1 1 1 2 3 3
2 2 2 3 3 4
4 4 4
, charge = 9
1 1 1 1 2 2 4
2 2 3 3 3 3
4 4 4
, charge = 11 1 1 1 1 2 2 3
2 2 3 3 3 4
4 4 4
, charge = 10
Figure 6.5: Semi-standard Young tableaux with shape (7, 6, 3) and weight (44), and their
corresponding charges.
with than those of shape λ and weight (kn). In other words, we intentionally looked at the
simplest distributions, those for which λn = 0, in order to simplify our computations. The
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