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.2 ). , 2 . Bayes $x$
$P(\omega 1)p(X|\omega 1)<P(\omega_{2})p(>X|\omega_{2})arrow x\in\omega_{1}$ (1)
$arrow x\in\omega_{2}$
. , $P(\omega_{i})$ , p( \mbox{\boldmath $\omega$} $\omega_{i}$ ,
. (1)
$\frac{1}{2}(x-\mu_{1})T_{\Sigma_{1}^{-}(}1x-\mu_{1})-\frac{1}{2}(X-\mu 2)^{\tau}\Sigma_{2}^{-}1(x-\mu_{2})+\frac{1}{2}\iota_{n}\frac{|\Sigma_{1}|}{|\Sigma_{2}|}>ln<\frac{P(\omega_{1})}{P(\omega_{2})}$ (2)
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, . , Hoffbeck [2]
. .
$\hat{\Sigma}_{*}(\alpha_{1}, \alpha_{2}, \alpha_{3}, \alpha_{4})=\alpha_{1}diag(\hat{\Sigma})+\alpha_{2}\hat{\Sigma}+\alpha_{3}S+\alpha_{4}diag(S)$ (3)
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$\hat{\Sigma}$ , $S$ ,
$S= \frac{1}{2}(\Sigma_{1}+\hat{\Sigma}_{2}\wedge)$
, $\alpha_{1},$ $\alpha_{2},$ $\alpha_{34},$$\alpha$
$\alpha_{1}+\alpha_{2}+\alpha 3+\alpha_{4}=1$
, . $\alpha_{1},$ $\alpha_{2},$ $\alpha_{3},$ $\alpha_{4}$ leave-one-
out . \Sigma ^ , Bayes
.
Friedman [3].
$\hat{\Sigma}_{*}(\lambda, \gamma)=(1-\gamma)\hat{\Sigma}(\lambda)+\frac{\gamma}{n}tr[\Sigma(\lambda)]\wedge I$ (4)
. $\hat{\Sigma}(\lambda)$
$\hat{\Sigma}(\lambda)=(1-\lambda)\hat{\Sigma}+S$
, . $\hat{\Sigma}_{*}(\lambda, \gamma)$ , Bayes
. $\lambda,$ $\gamma$ . Friedman
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$\alpha_{i}(i=1,2,3,4)$ :0.0, 0.25, 0.5, 0.75, 1.0
$\lambda$ :0.0, 0.125, 0.354, 0.650, 1.0
$\gamma$ .. 0.0, 0.25, 0.5, 0.75, 1.0
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Karhunen-Loeve [6] [7] . Karhunen-Loeve
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, Karhunen-Loeve , ,
[1]. - , , ,
[1]. , [8]. ,
. , .
$\tau$ . .
$J(\tau)\backslash =$ $\frac{\tau^{T}S_{w^{\mathcal{T}}}}{\tau^{T}S_{b}\tau}$ (8)
, &, $S_{b}$ ,
$S_{u\prime}$ $=$ $\sum_{i=1}^{m}P(\omega i)\Sigma i$
$S_{b}$ $=$ $m- \sum_{i=1k}^{1}\sum_{=i+1}^{m}P(\omega i)P(\omega_{k})(\mu_{i\mu_{k}}-)(\mu_{i}-\mu_{k})^{T}$
, $m$ . (8) ,
$S_{w}^{-1}S_{b}\mathcal{T}$ $=$ $\lambda\tau$ (9)
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( 3 ). $\tau_{1}$
.
3.
, $r$ $\tau_{r}$ , $\tau_{k}(1\leq k\leq r-1)$ $S^{n-r+1}$
, .
1: $S^{n-r+1}$ $n-r+1$ $n$
$\nu_{s}(r\leq t\leq n)$ .
$\nu_{s}=\alpha_{s}(I_{n}-\sum_{=t1}^{s-}1\nu t\nu_{t}^{T})\varphi_{S}$ (10)
, $\nu_{t}=\tau_{t}(1\leq t\leq r-1),$ $\varphi_{s}\text{ }\nu_{t}(1\leq t\leq s-1)$ 1 $n$




3: $S^{n-r+1}$ $S_{w}$ $S_{b}$ .
$S_{w,}$ $=$ $P_{r-1}^{T}s_{w}Pr-1$ (12)
$S_{b_{\Gamma}}$ $=$ $P_{r-1}^{T}S_{b}P_{r}-1$ (13)
4:
$s_{w_{r}}^{-1}sb_{f}\mathcal{T}k(r)$ $=$ $\lambda_{kk}^{(r)()}\tau r$ , $\lambda_{1}^{(r)}\geq\cdots\geq\lambda_{n-}^{(r)}r+1$ (14)
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$\lambda_{1}^{\langle r)}$ $r_{1}^{(r)}$ (15) $n$
, $r$ $\tau_{r}$ .
$\tau_{r}$ $=$ $P_{r-1}\tau_{1}^{\{)(r)}/r||\tau_{1}||$ (15)
.
$J(\tau_{1})\geq J(\mathcal{T}_{2})\geq:\cdot\cdot\geq J(_{\mathcal{T}_{n})}$ (16)
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